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Abstract—This paper presents outerbounds for the two-user
Gaussian fading broadcast channel. These outerbounds are
based on Costa’s entropy power inequality (Costa-EPI) and are
formulated mathematically as a feasibility problem. For classes
of the two-user Gaussian fading broadcast channel where the
outerbound is found to have a feasible solution, we find conditions
under which a suitable inner and outer bound meet. For all
such cases, this paper provides a partial characterization of
the capacity region of the Gaussian two-user fading broadcast
channel.
I. INTRODUCTION
The Gaussian fading broadcast channel is of the basic
Gaussian channels whose capacity region still remains un-
known. This channel is a broadcast channel with additive
Gaussian noise and multiplicative state, as depicted in Figure
I. This multiplicative state is unknown to the transmitter while
being known to the receivers. Such a channel represents one
of the simplest models for down-link communication in a
conventional cellular system where there is no channel-state
feedback to the transmitter. This channel is different from most
other Gaussian broadcast channels analyzed in literature in
that it is, in general, a non-degraded (and non-more-capable)
broadcast channel. This channel has received considerable
attention in recent years [5], [9], with inner and outer bounds
presented for this channel.
Fig. 1. Gaussian Fading Broadcast Channel
Gaussian fading broadcast channels have been studied and
characterized in many other contexts, including when the
channel state is known to both the transmitter and receivers. In
this setting, it is found to reduce to multiple parallel degraded
broadcast channels [4]. In the case of vector Gaussian fading
broadcast channels with state known to all parties, again, we
have a separation into parallel channels, where dirty paper
coding yields the rate region for each parallel case. However,
such a separation does not hold in the case where the state is
not known to the transmitter. Moreover, dirty paper coding as
employed in [6] does not directly apply to such settings.
In order to improving our understanding of the capacity
limits of this channel, we develop a class of outer bounds for
this channel based on Costa’s entropy power inequality (Costa-
EPI). Conventional EPI is typically effective for analyzing
degraded (and parallel) broadcast channels, but is typically
found not directly applicable for non-degraded cases. Costa-
EPI provides us with constraints that enable us to develop
an optimization framework for an outer bound on the capacity
region of the fading broadcast channel. When this optimization
problem has a feasible solution, it yields a potentially tighter
outer bound on the rate region that its genie-based (degraded)
counterparts [9], [5], [1]. In some special cases, the rates ob-
tained using this outer bound can be achieved, thus providing
a partial characterization of the channel’s capacity region.
In summary, our main results in this paper are as follows:
• We use Costa-EPI to develop an optimization-based
framework for an outer bound for this channel (Theorem
1). In general, this optimization problem is a feasibility
problem. When feasible, it presents a bound that is in
general tighter that other genie aided approaches.
• For certain classes of channels, we show that the outer
bound is in fact achievable, thus characterizing a portion
of the capacity region of this channel.
The rest of this paper is organized as follows: the next
section presents the system model. A description of the
background on outer bounds for the broadcast channel and the
particular outer bounding framework developed in this paper
is presented in Section III. Section IV presents the achievable
scheme and compares it with the outer bound.
II. CHANNEL MODEL
The two user broadcast fading channel is given mathemat-
ically by Y1 = X + N1H and Y2 = X +
N2
G
.
where X denotes the output of the Transmitter which is
limited to a power of Q, and Yi corresponds to the input
observed by Receiver i, i ∈ {1, 2}. Each received signal
undergoes a fade corresponding to random variables H for
Receiver 1 and G for Receiver 2. This fade is assumed to
be known perfectly to each receiver, and is thus modeled
as a multiplicative factor impacting the receiver-side additive
Gaussian noise Ni at each receiver. This received side noise
is assumed to be normalized to be of unit variance at each
receiver. As stated in the introduction, the instantiations of
neither H nor G are known to the transmitter. The transmitter,
however, is aware of the distributions of H and G. Our goal
is to find non-trivial outer bounds on the capacity region of
this channel, and when possible, exact sum-capacity results
for this channel.
For simplicity, both H and G are assumed to have a
discrete support. Thus, H can take one of n possible fade-
states h1, . . . , hn in accordance with the p.m.f [p1, p2, . . . , pn].
Similarly, G takes on one of m possible values g1, . . . , gm
according to the p.m.f. [q1, q2, . . . , qm] .
III. BACKGROUND & MAIN RESULT
In this section, we first present an overview on exiting
literature regarding outer bounds for the broadcast channel.
Second, we present the main result based on an optimization
framework for the outer bound based on Costa-EPI.
A. Definitions and Background
We define C1 to equal the ergodic point-to-point capacity
of Receiver 1. In other words, if Receiver 2 were absent from
the channel model, the ergodic capacity is known and equals:
C1 ,
1
2
E
[
log(1 +QH2)
]
In the same spirit, C2 is defined to equal
C2 ,
1
2
E
[
log(1 +QG2)
]
The first outer bound for the broadcast channel, developed
from the expressions in [2], is fairly intuitive:
{(R1, R2) : R1 ≤ C1, R2 ≤ C2} (1)
Such an outer bound is clearly tight at at least two extreme
points of the channel’s capacity region. However, it is unclear
if such a bound would be tight at other points of the region
as no achievable strategy is known to exist.
To improve on the outer bound in (1), multiple approaches
exist in literature. The most significant class of bounds is
a genie-aided approach [8], where a genie is provided to
the transmitter, the receiver(s) or both. Although a powerful
approach, this genie must be carefully designed so as to
lead to computable expressions for the outer bound while not
“weakening” the outer bound significantly.
One example of this genie based approach is the so-called
“1-bit” genie [1]. Here, the transmitter is provided with a sin-
gle bit of non-causal feedback per channel use, corresponding
to:
1(H ≥ G)
where 1(.) is the indicator function. This feedback trans-
forms the channel into a set of parallel degraded channels, one
corresponding to all settings when H ≥ G and another when
H < G. As the channel capacity is known as a computable
expression for each degraded channel, an ergodic average of
the two rate-region forms an outer bound on the original
channel in Section (II). It is shown in [9] that this bound
is within 6 bits/channel use of the capacity region. Although
this approach yields a rate region that is strictly better as an
outer bound than the rate region in (1), it is still unclear if
it is tight at points other than the two extreme points of the
capacity region.
This paper is based on building a class of computable outer
bounds based on the Ko¨rner-Marton for the broadcast channel
[7]. This outer bound, for a memoryless broadcast channel
with channel transition probability p(y1, y2|x) is given by:
{(R1, R2) :
⋃
p(u,x)
R1 ≤ I(X ;Y1|U) R2 ≤ I(U ;Y2)} (2)
Note that a similar expression, given by:
{(R1, R2) :
⋃
p(v,x)
R1 ≤ I(V ;Y2) R2 ≤ I(X ;Y2|V )} (3)
is also a valid outer bound on this channel. In this paper,
we will refer to either (2) or (3) as the Ko¨rner-Marton outer
bound, with the context clarifying which permutations of users
is under consideration.
The Ko¨rner-Marton outer bound can be generalized to
a memoryless broadcast channel with state with transition
probability p(y1, y2|x, h, g), where the state is only known to
the receivers as:
{(R1, R2) :
⋃
p(u,x)
R1 ≤ I(X ;Y1|U,H) R2 ≤ I(U ;Y2|G)}
(4)
Note that the Ko¨rner-Marton outer bound is computable as
an optimization problem for a discrete memoryless broadcast
channel as a cardinality bound on the auxiliary random vari-
able U can be imposed [3]. However, in the case of the Gaus-
sian fading broadcast channel, there is no cardinality bound on
U (or, for that matter, any restriction on the support of p(u, x))
and therefore the expression in (4) is not directly computable.
Thus, the rest of this chapter is dedicated to developing a
framework under which the bound and its relaxations can be
computed for the Gaussian fading broadcast channel.
The Ko¨rner-Marton outer bounding framework is chosen
for multiple reasons: first, it is known that this outer bound is
tight for the degraded (static and fading) and MIMO Gaussian
broadcast channels with full state knowledge at transmitter
and receivers. Thus, it is conceivable that it would be a good
choice of this channel as well. Second, the rate expressions
involve only one auxiliary random variable, and therefore can
be optimized with fewer steps than one with more parameters.
An arbitrary point on the boundary of the Ko¨rner-Marton
outer bound in (4) can be expressed in terms of the objective:
R1 + wR2 ≤ I(X ;Y1|U,H) + wI(U ;Y2|G), (5)
where w is a positive weighting factor. Intuitively, since the
rate region is convex, R1 + wR2 represents a tangent to the
rate-region boundary and all points are covered for 0 ≤ w ≤
∞.
Our focus in this chapter is on a portion of the Ko¨rner
-Marton rate region corresponding to 1 ≤ w ≤ ∞ in (5).
Note that, despite this narrowing in the range of possible
values for w, an upper bound corresponding to every point
on the channel’s rate region is obtained when a permuted
optimization problem of the form:
wˆR1 +R2 ≤ wˆI(V ;Y1|H) + I(X ;Y2|V,G) (6)
is considered for 1 ≤ wˆ ≤ ∞. In other words, an
intersection of the two outer bounds corresponding to (5)
and (6) will form an outer bound on the capacity region of
the original channel. Given the symmetries and similarities
between (5) and (6), the rest of the chapter will focus on (5)
alone, and leave the treatment of (6) to the reader.
Next, we proceed to describe the main result of this paper.
B. Main Result
The main results of this paper is a computable outer-bound
on a portion of capacity region of a class of fading broadcast
channel. This outer-bound is tight for a non-trivial class of
channels. In Section IV, we address the proposed achievability
scheme. Throughout this section, we assume w ≥ 1 and
function r(w, x) as defined as:
r(w, x) ,
n∑
i=1
pi
x+ 1
h2
i
− w
m∑
j=1
qj
x+ 1
g2
j
. (7)
Let 1k be a k-dimensional row vector of all one. Next theo-
rem, provides a condition under which we have a computable
outerbound for the channel we introduced before.
Theorem 1. For each w, depending on the value of r(w, x)
for 0 ≤ x ≤ Q, we have the following cases:
Case 1: r(w,Q∗) = 0: In this case the following is an outer
bound for the weighted sum-capacity R1 + wR2:
R1+wR2 ≤ 1
2
E
[
log(1 +H2Q∗)
]
+
w
2
E
[
log
(
1 +G2Q
1 +G2Q∗
)]
,
if there exists a n × m, positive matrix A satisfying the
following conditions:
• 1nA = 1m
• [a1a2 . . . an]A = [b1b2 . . . bm]
• ∀k ∈ {1, 2, . . . n},
k∑
i=1
pi
ai
≤ w
m∑
j=1
qj
bj
(
k∑
i=1
Aij
)
where ai = Q∗ + 1h2i and bj = Q
∗ + 1
g2j
.
The outerbound is tight if in addition to above conditions
we have:
E
[
log
(
1 +H2Q
1 +H2Q∗
)]
≥ E
[
log
(
1 +G2Q
1 +G2Q∗
)]
.
Case 2: r(w,Q) > 0: In this case the following is the weighted
sum-capacity R1 + wR2:
R1 + wR2 =
1
2
E
[
log(1 +H2Q)
]
,
if there exists a n × m, positive matrix A satisfying the
following conditions:
• 1nA = 1m
• [a1a2 . . . an]A = [b1b2 . . . bm]
• ∀k ∈ {1, 2, . . . n},
n∑
i=k
pi
ai
≥ w
m∑
j=1
qj
bj
(
n∑
i=k
Aij
)
where ai = Q+ 1h2
i
and bj = Q+ 1g2
j
.
Case 3: r(w, 0) < 0: In this case the following is the
weighted sum-capacity R1 + wR2:
R1 + wR2 =
w
2
E
[
log(1 +G2Q)
]
,
if there exists a n × m, positive matrix A satisfying the
following conditions:
• 1nA = 1m
• [a1a2 . . . an]A = [b1b2 . . . bm]
• ∀k ∈ {1, 2, . . . n},
k∑
i=1
pi
ai
≤ w
m∑
j=1
qj
bj
(
k∑
i=1
Aij
)
where ai = 1h2
i
and bj = 1g2
j
.
The third condition in each case is referred as a majorization
requirement. Proof: See the appendix.
Remark 1. Note that we can always add “virtual” fades to
both the channels, i.e., fade coefficients with corresponding
zero probability of occurence. This can actually help in finding
a matrix A in each case for the same problem.
Remark 2. Checking the existence of such a matrix A in
theorem statement is equivalent to solving a Linear Program
(LP). Therefore, one can efficiently check the conditions of
Theorem 1. Note that there is no systematic manner in which
virtual fades can be introduced into the problem. However,
for some classes of channels, this can be checked in a
straightforward fashion.
First, we show Theorem 1 can be used for degraded chan-
nels. The scheme we present for degraded channels can be
generalized to a wider class of channels. For the degraded case,
we must havegm < h1. For this case, let us first assume that
there exists a 0 ≤ Q∗ ≤ Q such that r(w,Q∗) = 0. Therefore,
to evaluate the outer bound, we must satisfy the conditions
corresponding to the first case in Theorem 1 . Other cases can
be handled similarly. We construct the following vectors:
x = [b1b2 . . . bma1a2 . . . an], (8)
y = [b1b2 . . . bm], (9)
s = [00 . . . 0︸ ︷︷ ︸
m times
p1
a1
p2
a2
. . .
pn
an
], (10)
t = [w
q1
b1
w
q2
b2
. . . w
qm
bm
], (11)
where ai = Q∗ + 1h2
i
and bj = Q∗ + 1g2
j
. Note that we add
virtual fades g1, g2, . . . , gm in order to construct x.
To satisfy the conditions imposed in the first case within
Theorem 1, it is sufficient to show that there exists a non-
negative (m + n) × m matrix A satisfying the following
conditions:
• 1m+nA = 1m
• xA = y
• ∀k ∈ {1, 2, . . . ,m+ n},
k∑
i=1
si ≤
m∑
j=1
tj
(
k∑
i=1
Aij
)
It is easy to check that the following matrix A satisfies all
these three conditions:
A =
[
Im×m
0n×m
]
. (12)
Next, we find that this can be generalized to non-degraded
case as well. First, we note that the last condition above can
be simplified to:
∀k ∈ {1, 2, . . . ,m+ n},
k∑
i=1
si ≤
m∑
j=1
tj1 (xi = yj) .
We define:
T ,
n∑
i=1
pi
Q∗ + 1
h2
i
= w
m∑
j=1
qj
Q∗ + 1
g2
j
. (13)
Then we have the following theorem.
Theorem 2. Consider a two-user Gaussian broadcast fading
channel with channel coefficients {h1 < · · · < hn} and {g1 <
· · · < gm} and corresponding probability distribution pi, qj .
Assume hn > gm and pn 6= 0.
Define
T1 ,
1
1− pn
n−1∑
i=1
pi
Q∗ + 1
h2
i
=
T − pn
an
1− pn ,
and g0, gm+1 such that 0 < g0 < h1 and gm+1 > hn. Let
k ∈ {0, . . . ,m+ 1} be such that
1
Q∗ + 1
g2
k
≤ T1 ≤ 1
Q∗ + 1
g2
k+1
. (14)
Then the following is an upper-bound on the weighted sum-
rate:
R1+wR2 ≤ 1
2
E
[
log(1 +H2Q∗)
]
+
w
2
E
[
log
(
1 +G2Q
1 +G2Q∗
)]
,
if
(w − 1)T1 ≥ w
k∑
j=1
qj

T1 − 1
Q∗ + 1
g2j

 . (15)
Proof: See the appendix.
This theorem partially characterizes the capacity region
of classes of Gaussian fading broadcast channels (this is
explained in greater detail in the next section.)
Corollary 1. Consider a non-degraded, one-sided fading
broadcast channel, (i.e., a channel with m = 1). Then, the
following is an upper-bound on the weighted sum-rate:
R1 + wR2 ≤ 1
2
E
[
log(1 +H2Q∗)
]
+
w
2
log
(
1 + g2Q
1 + g2Q∗
)
,
Proof:It follows directly from Theorem 2. There are two cases:
1) 1
Q∗ + 1
g2
> T1 ⇒ k = 0
2) 1
Q∗ + 1
g2
≤ T1 ⇒ k = 1
In the first case, Condition (15) of Theorem 2 simplifies to
(w − 1)T1 ≥ 0 which comes from the fact that w ≥ 1 and
T1 ≥ 0. In the second case, condition (15) holds because:
w
Q∗ + 1
g2
= T > T1.
We show in the next section that this upper-bound is in fact
tight and therefore part of the capacity region of one sided,
fading broadcast channel, w > 1, is characterized.
The following theorem also provide an upper-bound on the
part of capacity region of another class of fading broadcast
channels that are, in general, non-degraded.
Theorem 3. Consider a 2-user broadcast fading channel with
channel fades {h1 < · · · < hn} and {g1 < · · · < gm} with
corresponding probability distribution pi, qj , where hn > gm
and pn 6= 0. If channel fades satisfy one of the following two
conditions:
1) (1− pn)g21 ≥
n−1∑
i=1
pih
2
i
2) 1− pn
g2n
≥
n−1∑
i=1
pi
h2i
Then the following is an upper-bound on the weighted sum-
rate of the channel:
R1+wR2 ≤ 1
2
E
[
log(1 +H2Q∗)
]
+
w
2
E
[
log
(
1 +G2Q
1 +G2Q∗
)]
,
where w ≥ 1, and 0 ≤ Q∗ ≤ Q is such that
T ,
n∑
i=1
pi
Q∗ + 1
h2
i
= w
m∑
j=1
qj
Q∗ + 1
g2
j
.
Proof: See the appendix.
Note that the degraded fading Gaussian broadcast channel is
a particular example of a channel that satisfies the conditions
imposed by Theorem 3. We state this formally in the following
corollary.
Corollary 2. In a two user, fading broadcast channel, if gn <
h1, the weighted-sum rate for w > 1 is upper-bounded as
follows:
R1+wR2 ≤ 1
2
E
[
log(1 +H2Q∗)
]
+
w
2
E
[
log
(
1 +G2Q
1 +G2Q∗
)]
.
Proof: If gn < h1, second condition of Theorem 3 holds
and therefore the upper-bound is given by the corresponding
theorem.
In the next section we present (simple) achievable strategies
for this channel and show that, for some special cases, a
portion of the capacity region can be characterized.
IV. ACHIEVABLE SCHEME
The achievable scheme we adopt is Gaussian superposition
coding. In essence, the transmitter superposes two codewords
to derive its transmit sequence X , in the form X = X1+X2.
Here, Xi is the codeword to be decoded at Receiver i. Each
codebook corresponding to Xi is generated i.i.d. in accordance
with a Gaussian distribution, with the variance of X1 given
by 0 ≤ Q˜ ≤ Q and of X2 by Q− Q˜. Given this, we have
R1 ≤ 1
2
E
[
log
(
1 +H2Q˜
)]
(16)
R2 ≤ 1
2
min
(
E
[
log
(
1 +H2Q
1 +H2Q˜
)]
,E
[
log
(
1 +G2Q
1 +G2Q˜
)])
(17)
as rates that are achievable in the system over all choices
of 0 ≤ Q˜ ≤ Q. In a similar spirit, the rates given by
R1 ≤ min
(
1
2E
[
log
(
1+H2Q
1+H2Q˜
)]
, 12E
[
log
(
1+G2Q
1+G2Q˜
)])
R2 ≤ 12E
[
log
(
1 +G2Q˜
)]
(18)
are also achievable on this channel. The union of the two
rate regions given by (16),(17) and (18) describes the entire
achievable rate region for this channel.
In this section, we focus on achievable rates from Equations
(16) and (17). Note that in Equation (17), if
E
[
log
(
1 +H2Q
1 +H2Q˜
)]
≥ E
[
log
(
1 +G2Q
1 +G2Q˜
)]
, (19)
the following weighted sum-rate can be achieved:
R1 + wR2 ≥ 1
2
E
[
log(1 +H2Q˜)
]
+
w
2
E
[
log
(
1 +G2Q
1 +G2Q˜
)]
(20)
We maximize right hand side of (20) with respect to 0 ≤
Q˜ ≤ Q, by taking derivative and set it to zero. The optimal
Q∗ should satisfy the following equation:
n∑
i=1
pi
Q∗ + 1
h2i
= w
m∑
j=1
qj
Q∗ + 1
g2j
Note that this is the same condition as (13). This means if
for this optimal Q∗, condition (19) and Condition (15) holds,
the following weighted sum rate lies on the boundary of the
capacity region of this channel for some w > 1:
R1+wR2 =
1
2
E
[
log(1 +H2Q∗)
]
+
w
2
E
[
log
(
1 +G2Q
1 +G2Q∗
)]
.
We use this fact to prove the following theorems.
Theorem 4 (A portion of the capacity region of one-sided
fading broadcast channel). Consider a non-degraded, one
sided fading broadcast channel, where the second channel is
fixed. For w ≥ 1, if Equation (13) has a solution in the range
0 < Q∗ < Q, the following characterizes the weighted sum
rate of this channel for w
R1+wR2 =
1
2
E
[
log(1 +H2Q∗)
]
+
w
2
E
[
log
(
1 + g2Q
1 + g2Q∗
)]
.
If the solution of Equation (13) occurs outside the interval
[0, Q], weighted sum-capacity is achieved at one of the end
points.
Proof: See the appendix.
There are also other (non-one sided) channels whose capac-
ity region can be characterized partially. This theorem presents
one such class:
Theorem 5. Consider a broadcast fading channel with pa-
rameters satisfying the following:
1− pn
g2n
≥
n−1∑
i=1
pi
h2i
.
For w ≥ 1, if Equation (13) has a solution in the range
0 < Q∗ < Q, the following weighted sum rate lies on the
boundary of the capacity region of this channel:
R1+wR2 =
1
2
E
[
log(1 +H2Q∗)
]
+
w
2
E
[
log
(
1 +G2Q
1 +G2Q∗
)]
.
Proof: See the appendix.
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APPENDIX
Proof of Theorem 1: Consider again the optimization
problem given by:
R1 + wR2 ≤ I(X ;Y1|U,H) + wI(U ;Y2|G), (21)
for all w ≥ 1.
We can simplify the right hand side of this inequality as:
I(X ;Y1|U,H)+wI(U ;Y2|G)
=h(Y1|U,H)− h(Y1|X,U,H)+
wh(Y2|G)− wh(Y2|U,G)
≤h(Y1|U,H)− wh(Y2|U,G) + C, (22)
where C is a constant given by
C , w
1
2
E
[
log
(
2pie
(
Q+
1
G2
))]
− 1
2
E
[
log
(
2pie
1
H2
)]
Note that this C is an upper bound on wh(Y2|G) −
h(Y1|X,U,H), using the fact that Gaussians maximize en-
tropy given a second moment constraint.
Thus, from Equation (22), finding an outer bound for
the weighted sum-rate R1 + wR2 reduced to upper-bound
the h(Y1|U,H) − wh(Y2|U,G). We can further simplify this
quantity as the following:
h(Y1|U,H)− wh(Y2|U,G) =
n∑
i=1
pih(Y1|U,H = hi)
− w
m∑
j=1
qjh(Y2|U,G = gj)
(23)
To simplify the math, throughout this section, we use the
following notation:
ai = Q
∗ +
1
h2i
, ∀i ∈ {1, 2, . . . , n},
and
bj = Q
∗ +
1
g2j
, ∀j ∈ {1, 2, . . . ,m}.
And therefore,
T ,
n∑
i=1
pi
ai
= w
m∑
j=1
qj
bj
In order to find an upperbound for (23), we use a modified
version of Costa’s EPI as stated in the next lemma.
Lemma 1. f(t) = N
(
X +
√
tZ|U) = 22h(X+√tZ|U) is a
concave function of t, where Z is a Gaussian random variable
independent of X and U .
Here we note that
h(Y2|U,G = gi) = h
(
X +
Z
gi
∣∣∣U) , (24)
and therefore we can use Lemma 1 and Jensen’s inequality
to upper-bound the right hand side of Equation (23) as we
address next. As indicated in the Theorem 2 statement, we
assume the fades at each receiver are sorted by the index, i.e.:
h1 < h2 < ... < hn,
and
g1 < g2 < ... < gm.
In order to use Lemma 1 we need to define matrix A, as
the following:
Definition 1. Let A be an n×m matrix of non-negative entries
satisfying the first two conditions of each cases of Theorem 1.
Equivalently:
1) Sum of all the entries of each column of A is one.
2) [
1
h21
,
1
h22
, . . . ,
1
h2n
]
A =
[
1
g21
,
1
g22
, . . . ,
1
g2m
]
.
In fact, column i of A represents the convex coefficients of
writing g−2j in terms of h
−2
i ’s. Next, let
fi = h(Y1|U,H = hi) = h
(
X +
Z
hi
∣∣∣U) . (25)
From Lemma 1, and Jensen’s inequality we can lower bound
h(Y2|U,G = gj) as the following:
h(Y2|U,G = gj) = h
(
X +
Z
gi
∣∣∣∣∣U
)
=
1
2
log
(
N
(
X +
√
1
g2j
Z
∣∣∣∣U
))
=
1
2
log

N

X +
√√√√ n∑
i=1
Aij
1
h2i
Z
∣∣∣∣U




(26)
≥ 1
2
log
(
n∑
i=1
AijN
(
X +
√
1
h2i
Z
∣∣∣∣U
))
(27)
=
1
2
log
(
n∑
i=1
Aij2
2fi
)
, (28)
where (26) follows from Definition 1, (27) holds because of
Jensen’s inequality and (28) follows from the definition of fi in
Equation (25). Therefore, we lower bound h(Y2|U,G = gj) as
stated above for all j’s which gives a lower bound for Equation
(23) as the following:
h(Y1|U, F )−wh(Y2|U, F ) ≤
n∑
i=1
pifi − w
2
m∑
j=1
qj log
(
n∑
i=1
Aij2
2fi
)
. (29)
Therefore any matrix A, satisfying conditions of Definition
1, gives an upper-bound on the capacity region of this channel.
Next, we investigate to find the tightest bound in this class.
Note that in the right hand side of Equation (29), there are
variables fi that we know corresponds to a valid entropy. We
capture this fact by imposing some constraints to fi’s and
instead removing the condition of fi’s to be entropy functions1.
Next lemma gives one of such constraints:
Lemma 2. Consider fi’s as defined in Equation (25). Follow-
ing relation holds for them:
∀i < j : 22fi − 2pie
h2i
≥ 22fj − 2pie
h2j
Proof: This follows from EPI. Assume i < j, we know
1
h2
i
> 1
h2
j
. Thus,
22fi = 2
2h
(
X+ Z
hi
∣∣U)
= 2
2h
(
X+ Z
hj
+Z
√
1
h2
i
− 1
hj2
∣∣U)
≥ 22h
(
X+ Z
hj
∣∣U)
+ 2
2h
(
Z
√
1
h2
i
− 1
h2
j
∣∣U)
(a)
= 22fj + 2
log
(
2pie
(
1
h2
i
− 1
h2
j
))
(b)
= 22fj +
2pie
h2i
− 2pie
h2j
,
where (a) and (b) follows respectively from EPI, and indepen-
dence of U and Z . This concludes the proof of the Lemma.
Next, we write the final optimization problem we would
like to solve:
min
Aij
max
fi
n∑
i=1
pifi − w
2
m∑
j=1
qj log
(
n∑
i=1
Aij2
2fi
)
(30)
s.t : 1− ∀j,
∑
i
Aij = 1
2− ∀j,
∑
i
Aij
h2i
=
1
g2j
3− ∀i, 1
2
log
(
2pie
h2i
)
≤ fi ≤ 1
2
log
(
2pie
(
Q+
1
h2i
))
4− ∀i < k, 22fi − 2pie
h2i
≥ 22fk − 2pie
h2k
Note that, constraint 1 and 2 follows from Definition (1),
constraint 3 comes from the fact that entropy function is
minimized if X is deterministic and upper bounded by the
entropy of a Gaussian random variable with the same second
moment, and finally constraint 4 follows from Lemma (1). It
is also worth mentioning that constraint 3, can be obtained
from the following two constraints in addition to constraint 4:
fn ≥ 1
2
log
(
2pie
h2n
)
,
and
f1 ≤ 1
2
log
(
2pie
(
Q+
1
h21
))
.
1Condition of being in the form of Entropy function is a very sophisticated
constraint and the main reason that this problem is still open!
Solving this min max problem gives the best outer-bound
for the capacity region of the fading broadcast channel when
w > 1. Although solving this optimization problem is still not
an easy task, we know we can find an outerbound for this
capacity region by fixing an A that satisfies the conditions 1
and 2 and solving the following problem instead:
max
fi
n∑
i=1
pifi − w
2
m∑
j=1
qj log
(
n∑
i=1
Aij2
2fi
)
, (31)
s.t : 1− fn ≥ 1
2
log
(
2pie
h2n
)
2− f1 ≤ 1
2
log
(
2pie
(
Q+
1
h21
))
3− ∀i < k, 22fi − 2pie
h2i
≥ 22fk − 2pie
h2k
when we know A satisfies the conditions given by Definition 1
or equivalently conditions 1 and 2 in the optimization problem
given by (30). In the next lemma we show this problem is
convex with respect to (f1, f2, . . . , fn).
Lemma 3. Objective function of optimization problem (31) is
convex.
Proof of Lemma 3: We show the Hessian of objective
function is positive semi-definite. Let H be the Hessian. Let
elj =
Alj2
2fl
n∑
i=1
Aij2
2fi
H can be written as:
Hlk =


−2w
m∑
j=1
qjeljekj l 6= k
2w
m∑
j=1
qjelj
n∑
i=1,i6=l
eij l = k
Define the following matrices:
ME
ij
lk =


n∑
t=1,i6=l
etj l = k = i
elj l = k 6= i
−elj l 6= k = i
−ekj l = i 6= k
H can be written as the sum of MEij’s as the following:
H = w
m∑
j=1
qj
n∑
i=1
eijME
ij . (32)
Since w, qj and eij are positive, in order to show that
H is positive semi definite, it is enough to show MEij is
positive semi definite. Let x be a vector of size n, we show
xTMEijx ≥ 0. This quantity simplifies as:
xTMEijx =
n∑
t=1,t6=i
etj(xt − xi)2 ≥ 0.
This completes the proof.
We prove the first case of Theorem 1 the other two cases
can be proved in a similar way. We show fi = 12 log(2pie(Q
∗+
1
h2
i
)) is the optimal allocation for optimization problem (31),
if we use matrix A satisfies the conditions given in Theorem
1. For problem (31), we write the Lagrangian. Let the positive
dual variables be µ for the first constraint, η for the second
constraint and λ1, . . . , λn−1 for the third condition2. KKT
conditions for the optimal allocation are as the following:
i = 1 : p1 −
m∑
j=1
wqjA1j2
2f1
n∑
i=1
Aij2
2fi
− µ+ λ122f1 = 0 (33)
i = n : pn −
m∑
j=1
wqjAnj2
2fn
n∑
i=0
Aij2
2fi
+ η − λn−122fn = 0
(34)
1 < i < n : pi −
m∑
j=1
wqjAij2
2fi
n∑
i=1
Aij2
2fi
+ (λi − λi−1)22fi = 0
(35)
η
(
fn − 1
2
log
(
2pie
h2n
))
= 0 (36)
µ
(
1
2
log
(
2pie
(
Q +
1
h21
))
− f1
)
= 0 (37)
1 < i < n : λi−1
(
22fi−1 − 2pie
h2i−1
− 22fi + 2pie
h2i
)
= 0
(38)
Next, we show the following satisfies these constraint and
therefore is the optimal solution for this optimization problem:
fi =
1
2
log
(
2pie
(
Q∗ +
1
h2i
))
. (39)
Note that with these fi’s, Equation (38), immediately fol-
lows. From Equations (36, 37), and definition of fi’s as given
in (39), µ = η = 0.
From the conditions on matrix A in Theorem 1 and Equation
(39), it is easy to obtain:
n∑
i=1
Aij2
2fi = Q∗ +
1
g2j
, (40)
therefore, Equation (33) is equivalent to show:
w
m∑
j=1
A1jqj
Q∗ + 1
g2
j
≥ p1
Q∗ + 1
h2
1
. (41)
2Note that in the condition 2, it is enough to consider k = i + 1 for
i = 1, . . . , n− 1
Conditions given by Equation (35), can be simplified as
above to get:
k∑
i=1
pi
Q∗ + 1
h2
i
≤ w
m∑
j=1

 qj
Q∗ + 1
g2
j
k∑
i=1
Aij

 .
These conditions holds from The third conditions of each
case in Theorem 1.
Finally Equation (34), is simplified as:
n∑
i=1
pi
Q∗ + 1
h2
i
= w
m∑
j=1
qj
Q∗ + 1
g2
j
,
that follows from the assumption of the first case in the
theorem. Thus, all the KKT conditions are satisfied and
therefore fi’s as defined in Equation (39) is the solution for
the Optimization problem (31).
Proof of Theorem 2: We construct a matrix A satisfying
the conditions of the first case of Theorem 1. We add a virtual
fade h0 with zero probability of occurrence. Later, we let it
go to zero.
Consider the following (n+ 1)×m matrix A:
AT =


β1 α1
p1b1
wq1a1
α1
p2b1
wq1a2
. . . α1
pn−1b1
wq1an−1
γ1
β2 α2
p1b2
wq2a1
α2
p2b2
wq2a2
. . . α2
pn−1b2
wq2an−1
γ2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
βm αm
p1bm
wqma1
α2
p2bm
wqma2
. . . α2
pn−1bm
wqman−1
γm


(42)
where:
βj =
bj − an + αjbjwqj (anT − 1)
a0 − an , (43)
and
γj =
a0 − bj + αjbjwqj
(
1− pn − a0T + pna0an
)
a0 − an . (44)
Note that with these choice of βj and γj , for all αj ’s, matrix
A satisfies all the conditions of Theorem 1. In the next lemma,
we show existence of αj’s that make all the entries of matrix
A positive.
Lemma 4. If Condition (15) holds, there exists positive αj’s
such that
∑m
j=1 αj = 1 and the matrix A as defined in
Equation (42) has positive entries.
Proof of Lemma 4: In order to make the entries of A
positive, it is enough if αj , βj , γj > 0. Consider positive αj’s,
we first find the conditions on αj’s that makes γj’s positive.
We can rewrite γj as
γj =
a0
(
1− αjbj
wqj
(T − pn
an
)
)
+
αjbj
wqj
(1 − pn)− bj
a0 − an .
Since a0 corresponds to a dummy fade therefore we can
increase it a0 →∞ (decrease h0 to zero). Thus we can make
γj positive if coefficient of a0 is positive in the numerator. It
gives the following constraint on αj’s:
αj ≤ wqj
bj
1
T − pn
an
. (45)
Next, we derive conditions on αj’s that makes βj’s positive.
We also refer to entries of A as Aij , where i ∈ {0, 1, . . . , n}
and j ∈ {1, 2, . . . ,m}. It is easy to check that under the
following condition, βj is positive:
αj ≤ wqj
bj
bj − an
1− anT . (46)
Thus, if αj satisfies both (45) and (46), γj and βj are
positive. We can simplify these two conditions and write them
as the following:
αj ≤ wqj
bj
min
{
bj − an
1− anT ,
1
T − pn
an
}
.
Therefore, the lemma is proved if we can show the followings:
m∑
j=1
wqj
bj
min
{
bj − an
1− anT ,
1
T − pn
an
}
≥ 1. (47)
It is easy to check that bj−an1−anT ≤ 1T− pnan if and only if
bj ≤ 1T1 . Let k be defined as the index of the smallest bj ,
greater than 1
T1
, as it is defined in Theorem 2. Condition (47)
can be simplified as in Equation (48).
Replacing (48) with the left hand side of (47), the condition
simplifies to:
(w − 1)T1 ≥ w
k∑
j=1
qj

T1 − 1
Q∗ + 1
g2
j

 , (49)
which is equivalent to Equation (15) and holds true from
assumption of lemma. This proves the lemma.
Note that from Definition of A in (42), we have:
w
m∑
j=1

 qj
Q∗ + 1
g2
j
k∑
i=0
Aij

 =w m∑
j=1
βjqj
bj
+
w
m∑
j=1
(
qj
bj
k∑
i=1
αjpibj
wqjai
)
=w
m∑
j=1
βjqj
bj
+
m∑
j=1
(
αj
k∑
i=1
pi
ai
)
=w
m∑
j=1
βjqj
bj
+

 m∑
j=1
αj

( k∑
i=1
pi
ai
)
=w
m∑
j=1
βjqj
bj
+
k∑
i=1
pi
ai
(50)
≥
k∑
i=1
pi
ai
,
where Equation (50) follows from Lemma 4 and the fact that
sum of αj ’s are one. Therefore, A satisfies all the conditions
of the first case in Theorem 1. This proofs the theorem.
Proof of Theorem 3: First, assume condition 1 holds. So,
(1− pn)g21 ≥
n−1∑
i=1
pih
2
i . (51)
Let
f(x) =
1
1− pn
n−1∑
i=1
pi
x+ 1
h2
i
− 1
x+ 1
g2
1
.
Note that:
f(0) =
∑n−1
i=1 pih
2
i
1− pn − g
2
1 ≤ 0, (52)
where inequality follows from the Equation (51). Taking the
derivative of f(x), and utilizing Jensen’s inequality we can
write:
f ′(x) =− 1
1− pn
n−1∑
i=1
pi(
x+ 1
h2
i
)2 + 1(
x+ 1
g2
1
)2
≤− 1
1− pn

n−1∑
i=1
pi
x+ 1
h2
i
2

2 +
(
1
x+ 1
g2
1
)2
=
(
− 1
1− pn
n−1∑
i=1
pi
x+ 1
h2
i
+
1
x+ 1
g2
1
)
×
(
1
1− pn
n−1∑
i=1
pi
x+ 1
h2
i
+
1
x+ 1
g2
1
)
=− f(x) ∗ V,
wqj
bj
min
{
bj − an
1− anT
,
1
T −
pn
an
}
= w
k∑
j=1
qj
bj
1
T −
pn
an
+w
m∑
j=k+1
qj
bj
bj − an
1− anT
=
w
T −
pn
an
k∑
j=1
qj
bj
+
w
1− anT

1− k∑
j=1
qj


−
an
1− anT

T − w k∑
j=1
qj
bj


=
1
1− anT

w k∑
j=1
qj
(
1
T1bj − 1
)
+ w − anT

 (48)
where V > 0 for all positive x. A simple argument show that
this condition, f ′(x) ≤ −f(x)V , guarantee that f(y) < 0 for
all y > x0 if f(x0) < 0. Since f(0) < 0, f(x) is also negative
for all x ≥ 0. Choosing x = Q∗, f(Q∗) = T1 − 1Q∗+ 1
g2
1
≤ 0,
and therefore:
T1 ≤ 1
Q∗ + 1
g2
1
.
Now in order to satisfy Condition 15 of Theorem 2, it is
enough to show (w − 1)T1 ≥ 0 which is always the case.
To prove the second part of the theorem and show upper-
bound holds under the condition 2, we write:
T1 =
1
1− pn
n−1∑
i=1
pi
Q∗ +
1
h2i
≥ 1
Q∗ +
1
1− pn
n−1∑
i=1
pi
h2i
(53)
≥ 1
Q∗ +
1
g2n
, (54)
where (53) and (54) follows from Jensen’s inequality and the
second condition of Theorem respectively. Next, to check the
Condition 15 of Theorem 2, we need to show
(w − 1)T1 ≥ w
m∑
j=1
qi

T1 − 1
Q∗ + 1
g2
j

 . (55)
Note that the right hand side of (55) is equal to wT1 − T
and therefore (55), simplifies to show (w− 1)T1 ≥ wT1 − T ,
or in other words, T > T1. It is easy to check that T > T1
since hn > hj for all j’s.
Proof of Theorem 4:
Assume there exists 0 < Q∗ < Q satisfying Equation 13.
We prove Q∗ satisfies condition (19). From Jensen’s inequality
we can write:
E
[
log
(
1 +H2Q
1 +H2Q∗
)]
≥ logE
[
1 +H2Q
1 +H2Q∗
]
= log
(
1 + E
[
Q−Q∗
Q∗ + 1
H2
])
= log
(
1 + w
Q−Q∗
Q∗ + 1
g2
)
≥ log
(
1 + g2Q
1 + g2Q∗
)
Thus, the desired result follows from Equation (20) and
Corollary 1.
Proof of Theorem 5: From the fact that hn ≥ gm and
using theorem assumption, it is easy to show:
1
g2n
≥
n∑
i=1
pi
h2i
= E
[
1
H2
]
. (56)
Condition (19) follows from:
E
[
log
(
1 +H2Q
1 +H2Q∗
)]
≥ logE
[
1 +H2Q
1 +H2Q∗
]
(57)
= log
(
1 + E
[
Q−Q∗
Q∗ + 1
H2
])
≥ log
(
1 +
Q−Q∗
Q∗ + E
[
1
H2
]
)
(58)
≥ log
(
1 + g2nQ
1 + g2nQ
∗
)
(59)
≥ E
[
log
(
1 +G2Q
1 +G2Q∗
)]
, (60)
where (57) and (58) follows from Jensen’s inequality, (59)
follows from Equation (56) and (60) holds because gm > gj
for all j’s. Thus, the desired result follows from Equation (20)
and Theorem 3.
