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Abstrakt 
Tato práce je zaměřená na rozpoznávání textu a jeho následné zpracování. Cílem je umožnit 
jednoduché sledování denních výdavků. Může to sloužit pro jednotlivce nebo pro firmu jako kontrola 
spotřeby. Princip je založen na uživatelsky jednoduchém ovládání, jak je to len možné. Aplikace ze 
vstupního hardvéru jako je například skener anebo digitální fotoaparát načítá pokladniční blok, který 
potom následně upraví pro další zpracování. Pomocí různých metod pro rozpoznávání písma 
analyzuje doklad a rozparsuje obsah. Metody jsou detailně rozebírány v práci. Výstup aplikace je 
databáze, ve které jsou uloženy zpracované pokladniční bloky. Součást řešení je taky informační 
systém, který slouží jako výstup pro zobrazení vyhodnocených výsledků. 
 
 
Abstract 
This thesis is focused on optical character recognition and its processing. The goal of this application 
is to make it possible easily track daily expenses. It can be used by an individual or by a company as a 
monitoring tool. The main principle is to make this tool most as user friendly as it can be. The 
application gets its input from hardware, such as a scanner or camera, and analyzes the content of the 
cash voucher for further processing. To analyze the voucher, the application employs different optical 
character recognition methods. The result is subsequently parsed. Detailed explanations of used 
methods are inside the document. The application output is a filled database with cash voucher 
details. Another part of the work is an information system with the main purpose of displaying the 
collected data. 
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1 Úvod 
 
Predstavme si väčšiu firmu alebo jedinca, ktorý nejakým spôsobom potrebuje sledovať svoje 
každodenné výdavky. Môžeme tu uvažovať o jednoduchých nákupoch v potravinách, nákup 
materiálov alebo o natankovaní nášho auta na čerpacej stanici. Pri týchto príkladoch dostávame vždy 
pokladničný blok, kde je uvedený čas, typ tovaru a výška výdavku. Táto práca bola vytvorená účelom 
rozšíriť paletu užitočných nástrojov a umožniť tieto každodenné výdavky sledovať pomocou  
rozpoznávania obsahu na týchto účtenkách. Časti tejto práce nás oboznámia s jednotlivými 
konkrétnymi možnosťami, ktoré sme použili pri implementácii nášho riešenia. Cieľom diplomovej 
práce bolo zoznámenie sa s danou problematikou a možnosťami jej riešenia. Aplikácia môže slúžiť 
pre jednotlivca alebo pre firmu, ako nástroj pre kontrolu spotreby. Jedna z najdôležitejších vecí je, 
aby sa program dal ľahko ovládať a aby operácie s ním spojené neboli časovo náročné. Zo vstupného 
zariadenia sa získa obrázok, ktorý je následne spracovaný OCR algoritmom. Môže sa stať, že pri 
implementácii narazíme na problém, ktorý sa bude dať riešiť jednoduchšie a efektívnejšie iným, 
lepším algoritmom. Pre väčší prehľad problematiky uvedieme aj niektoré z alternatívnych riešení 
skúmaného problému. 
Úvodná časť práce nás oboznámi s historickým pozadím rozpoznávania. Obsahuje mená 
významných osobností spojených s prvými pokusmi rozpoznávania tlačeného štandardizovaného 
písma, kde nájdeme aj ukážky týchto písmen. Ďalšia kapitola popisuje všeobecné a zložitejšie 
problémy rozpoznávania, ktorým musíme porozumieť, aby sme pochopili princíp návrhu 
a implementácie. Po prečítaní tejto kapitoly by sme mali byť oboznámený fungovaním rozpoznávania 
vo všeobecnosti. Sú tu uvedené kroky, ktoré popisujú rozpoznávanie od vloženia vstupného obrázku 
až po vyhodnotenie jeho obsahu. Medzi tieto kroky patrí metóda rozpoznávania hrán, nazývaná aj ako 
Houghova transformácia, ktorá je tiež popísaná v tejto časti. Ďalej sú tu v krátkosti popísané niektoré 
základné funkcie spracovávania obrazu, ako konvolúcia, prahovanie alebo Gaussovo rozloženie. 
Tieto metódy sú určené na predspracovanie vstupných obrázkov. Posledné podkapitoly tejto časti 
charakterizujú techniky strojového učenia, ktoré sú využívané pri segmentačnej časti spracovávania. 
Druhá časť práce predstavuje návrh zameraný už na konkrétne postupy samotného 
rozpoznávania. Kapitola je rozdelená na časti podľa všeobecného postupu. Začína predspracovaním, 
kde nájdeme prvé úpravy so vstupom. V segmentačnej časti sú popísané techniky dekompozície 
vstupu na menšie segmenty. Po získaní týchto segmentov sa dostávame k popisu samotného 
rozpoznávania. Ďalšou častou je posledná kontrola správnosti rozpoznaného obsahu. V závere sa 
popisuje spracovanie a zobrazenie výsledkov. 
Posledná časť predstavuje konkrétnu implementáciu vyššie popísaných metód. Nájdeme tu 
použité algoritmy, a medzivýsledky a ukážkové výstupy niektorých krokov spracovania. 
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2 História 
Od pradávnych čias až po súčasnosť je papier najrozšírenejším médiom na prenos informácií 
medzi ľuďmi. Znaky na papieri obsahujú pre nás informácie. Kým neexistoval počítač, bola to jediná 
forma, kde si ľudia mohli zálohovať svoje dôležité informácie. S objavením počítača vznikla aj 
požiadavka na spracovanie týchto dokumentov. V dnešnej dobe denne vzniká obrovské množstvo 
informácií po celom svete, ktoré sú zachytené v rôznych typoch dokumentov, ako knihy, časopisy, 
noviny a podobne. Tieto dokumenty môžeme z hľadiska ich fyzickej reprezentácie deliť do dvoch 
základných skupín, a to papierová a elektronická podoba. 
Pre ľudí je v súčasnosti papierová forma dokumentov najprirodzenejšia. Prirodzenosť spočíva 
v jednoduchosti manipulácie a v instantnom prístupe k informáciám v porovnaní s počítačom, kde 
potrebujeme mať k dispozícii zobrazovacie zariadenie. Papier ja zatiaľ najrozšírenejšia forma 
dokumentov na svete, avšak tendencia hovorí, že už za pár rokov tomu bude inak. Každoročne 
vznikajú nové knižnice, kde už majú za prioritu digitalizovať čím viacej kníh, aby sa diela zachovali 
pre budúce generácie. V prípade novín je tendencia rovnaká. Veľké firmy robia všetko preto, aby 
uviedli na trh produkt, ktorý je schopný konkurovať obyčajnému papieru. Tieto zariadenia sú schopné 
zobraziť nielen noviny ale aj v celku multimediálny obsah. 
Do týchto zariadení implementujú moduly pre jednoduchý prístup na internet, čím sa z týchto 
zariadení stáva mobilná knižnica. Predstavme si, že sa ráno zobudíme a máme aktuálnu dennú tlač na 
stole bez nutnosti zájsť do novinového stánku. Práve tieto zariadenia zvyšujú prioritu technológií, ako 
je rozpoznávanie písma. Tento obor sa stáva čím ďalej, tým dôležitejším. Keďže technológia už 
existuje, nasledujúca generácia bude mať za úlohu digitalizovať dôležité dokumenty a diela, aby sa 
zachovali pre budúcnosť. 
K výhodám elektronických dokumentov patrí jednoduchosť manipulácie počas ich vytvárania  
a dodatočných úprav, možnosť ich algoritmického spracovania, ako napríklad konverzia medzi 
formátmi, extrakcia informácií, či automatizované vyhľadávanie kľúčových informácií obsiahnutých 
v dokumentoch. Prostredie súčasných počítačových sietí prichádza s možnosťou zdieľania 
dokumentov, ich rýchleho prenosu a vyhľadávania pomocou fulltextových vyhľadávačov. 
Skratka OCR pochádza z anglického prekladu rozpoznávania písma. Môže sa jednať 
o rukopis alebo tlačené písmená, ktoré sa následne upravia do editovateľného formátu pomocou 
počítačových programov. Dávnejšie sa na to používali optické zrkadlá, ale teraz je už tomu inak. 
Dnes je to základ počítačového spracovávania obrazu. 
Gustáv Tauschek z Rakúska bol prvý, kto v roku 1929 dal patentovať svoje riešenia, ktoré                
sa používali v kalkulačkách a na kartách s dierkami. Zostrojil mechanický prístroj, ktorý priložil 
šablónu k písmenám, pričom ich silno osvietil a v prípade zhody písmena sa neodrazilo svetlo do 
svetelného detektora. David H. Shephard v roku 1950 zostrojil stroj s názvom Gizmo. Bol to prvý 
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plnohodnotný stroj na rozpoznávanie tlačeného písma. Gizmo vedel rozpoznať 23 písmen klasického 
písacieho stroja. O rok neskôr už dokázali rozpoznať všetkých 26 charakterov. Shephard neskôr 
založil organizáciu názvom Intelligent Machines Research Corporation, ktorá vytvorila prvý taký 
stroj, ktorý rozpoznal čísla na bankových platobných kartách. V roku 1968 americká organizácia 
ANSI vydala prvú štandardizovanú sadu písmen, ktoré nazvali skratkou OCR-A. Kvôli 
jednoduchému vzhľadu sa to dalo strojovo jednoducho spracovať. No autorské práva zabránili v jeho 
rozšírení. Sada znakov OCR-A je znázornená na obrázku (2.1). 
 
 
 
Obrázok 2.1  - Sada znakov OCR-A 
(prevzaté z: [10]) 
  
Neskôr, v tom istom roku Adrian Furtinger vytvoril znakovú sadu OCR-B, ktorá už bola 
prispôsobená európskym normám. Táto znaková sada bola komplexnejšia pre existujúce 
rozpoznávacie metódy, ale predsa bola ešte stále použiteľná. Tento font bol oveľa príjemnejší pre 
ľudské oči a nemal tak striktne stanovené autorské práva ako font vyvinutý agentúrou ANSI.  
 
 
 
Obrázok 2.2  - Sada znakov OCR-B 
(prevzaté z: [10]) 
 
Po založení základov rozpoznávania sa tento segment informatiky rozširoval oveľa rýchlejšie. 
Technológiu začali využívať na takých miestach, ako napríklad pošta spojených štátov. Odtiaľto sa to 
rýchlo rozšírilo aj do Európy. Objavili sa skenery, ktoré so svetelným lúčom vedeli rozlišovať 
označené a neoznačené miesta. V 90. rokoch, keď už boli počítače cenovo dostupné, sa začali 
rozmnožovať programy na rozpoznávanie písma. Objavilo sa aj meno firmy XEROX, ktorá kúpila 
niekoľko licencií a vytvorila svoj vlastný program OmniPage. Tá dokázala vybrať najvhodnejší motor 
na rozpoznanie aktuálneho dokumentu. 
 Treba spomenúť aj v súčasnosti najrozšírenejšie programy na rozpoznávanie, ktoré sú: Adobe 
Acrobat, OmniPage, ReadIris, ABBY FineReader. Sú verejne dostupné a zo širokej palety funkcií vie 
bežný užívateľ vybrať ten najvhodnejší, podľa potreby.   
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3 Metódy optického rozpoznávania 
Spracovanie účtenky sa skladá z viacerých za sebou nasledujúcich krokov. S hrubými čiarami 
potrebujeme vyznačiť jednotlivé oblasti účtenky. Tieto pomocné čiary nám budú pomáhať napríklad 
aj pri otáčaní segmentov. Niektoré kroky rozpoznávania sa dajú urobiť rôznymi metódami, ktoré pred 
samotným riešením problému popíšeme a porovnáme.  
3.1  Všeobecný postup spracovania 
Optické rozpoznávanie písma môžeme všeobecne popísať nasledovne: 
 Načítame účtenku zo súboru alebo zo skenera. 
 Vyhľadáme v dokumente relevantnú časť, s ktorou budeme ďalej pracovať. V našom prípade 
to bude nejaký štvoruholník, ktorý ohraničí náš pokladničný blok. 
 Po nájdení hraníc pokladničného bloku je treba obrázok orezať, aby sme zbytočne 
nepracovali s veľkým množstvom dát. Niekedy sa môže stať, že obrázok je mierne 
pootočený, v tom prípade ho treba vyrovnať. 
 Keďže sa s binárnym obrázkom pracuje jednoduchšie, ďalším krokom je previezť dokument 
do takejto podoby. Najprv konvertujeme na odtiene šedej a potom na binárne. 
 Segmentujeme bloky, ktoré nie sú pozadím a môžu obsahovať relevantné informácie. 
V tomto kroku získame obdĺžniky, ktoré predstavujú buď obrázok alebo text.  
 Potom nasleduje rozdelenie textu pomocou riadkovej projekcie. 
 Posledným krokom je rozdelenie riadkov na slová a písmená podľa veľkosti medzery. 
Pre správne zisťovanie je potrebné si preštudovať rôzne typy účteniek a vytvoriť vlastnú databázu 
jednotlivých typov. Pri spracovávaní sa musíme vedieť zorientovať v dokumente, čo sa dá dosiahnuť 
pomocou preddefinovaných šablón a vektorov. Musíme vedieť určiť časti účtenky kvôli vyhodeniu 
nepotrebných častí, prípadne vyrezaniu oblasti,  ktorá obsahuje pre nás relevantnú informáciu. Najprv 
musíme presne určiť ako sa riadky s textom v dokumente umiestňujú, a následne tieto riadky rozdeliť 
a napasovať na písmená, pretože každé jedno písmeno pri rozpoznávaní je potrebné zvlášť 
analyzovať. Na porovnanie obsahu slúži napríklad Walshova-transformácia na vektory. Avšak pred 
samotným riešením problému ešte popíšeme existujúce metódy a ich výhody, prípadne nevýhody. 
Podrobný princíp zvolenej metódy uvedieme neskôr v implementačnej časti. Porovnávame vektor 
aktuálne analyzovaného písmena s preddefinovanými vektormi, a hľadáme najkratší rozdiel medzi 
nimi. 
 Ďalším krokom, ktorý už priamo nesúvisí s rozpoznávaním, je lexikálna analýza obsahu.  
Budeme musieť zistiť, aký typ účtenky práve spracovávame, a podľa toho voliť sadu pravidiel pre 
detailné spracovanie konkrétnych položiek na účtenke. Môžeme to urobiť napríklad tak, že najprv 
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nájdeme názov obchodu alebo firmy, od ktorej sme účtenku získali, a na základe tejto informácie 
vyberieme z databázy konkrétnu sadu pravidiel pre ďalšie spracovanie. Prijatie konečnej podoby 
vstupného reťazca sa dá na konci overiť regulárnym výrazom. 
3.2 Houghova transformácia 
Houghova metóda [12] sa používa na nájdenie rôznych štruktúr a objektov na spracovávanom 
obrázku, čo v našom prípade bude predstavovať kus účtenky. Je to metóda ktorá ma široké uplatnenie 
v oblasti spracovávania obrázkov. K jeho použitiu ale potrebujeme mať objekty popísané 
parametricky. Najjednoduchšie sa takto dajú popísať tvary, ako sú priamka, kružnica a elipsa. 
K detekcii týchto jednoduchých útvarov sa používa klasická Houghova transformácia. Hlavnou 
výhodou tejto metódy je robustnosť voči nepravidelnostiam a porušeným krivkám. Jej výhody sú 
však obmedzené tým, že sa očakáva vstup, ktorý nesie dostatok informácií o objekte, ktorý musíme 
nájsť. Dôvod týchto obmedzení spočíva v tom, že pri odstraňovaní šumu alebo pruhovaní sa tento 
objekt nedostane do vstupných dát a zanikne pri odstraňovaní šumu alebo sa splynie so susedným 
objektom. Práve z tohto dôvodu musíme dávať väčší pozor pri určovaní prahu a zadávaní parametrov 
pri filtračných funkciách. 
Ako vstup môžeme použiť obrázok bez akejkoľvek zmeny alebo obrázok už spracovaný nejakým 
detektorom hrán (Laplace operátor, konvolučné masky), čo je výhodné, lebo tým zvýšime efektivitu 
Houghhovej transformácie a znížime časovú náročnosť pri spracovávaní väčších obrázkov. Táto 
metóda je síce robustná voči nepravidelnostiam, ale nie je isté že aj keď dostane správny vstup tak 
nám vráti presne požadovaný výstup. Práve kvôli existencii takýchto prípadov sa robí 
vyhodnocovanie a porovnávanie navrhnutých kandidátov. Metóda ako výstup určí skupinu objektov 
v parametrickej podobe ako kandidáti pre hľadaný objekt.  
 Pri implementácii treba poznať analytický popis hľadaného objektu. My túto metódu 
použijeme na vyhľadanie okrajov pokladničného bloku a jednotlivých vnútorných častí. 
Transformácia je používaná predovšetkým na segmentáciu objektov, ktorých hranicu vieme opísať 
jednoduchými krivkami.  
Matematický popis a princíp detekcie hrán 
Ako sme popísali vyššie, objekty, ktoré chceme nájsť, treba popísať parametricky. Prvý objekt, 
ktorý musíme nájsť na vstupnom obrázku je priamka, ktorá určuje okraj pokladničného bloku. 
Ako ďalší krok je nájdenie parametrov matematického modelu hľadaného objektu, v našom prípade 
priamky. Vzťah priamky je všeobecne definovaná nasledovne: 
                   (3.1) 
Musíme si ale dávať pozor pri takýchto definíciách, pretože pre Houghovu transformáciu je potrebné 
zadať v konečnom tvare, teda v polárnom tvare, tzn. 
 7 
                          (3.2) 
Rovnobežné s osou X:     
     
    
     
 
    
     (3.3) 
Rovnobežné s osou Y:      
    
    
     
 
    
     (3.4) 
Kde r – dĺžka normály a   (theta) je uhol medzi normálou a osou x,       . 
 
 
Obrázok 3.1  - Popis priamky podľa vzorca 3.1 (prekreslený podľa: [12] str. 4) 
 
Do vyššie uvedenej rovnice dosadíme súradnice nejakých bodov    a   , potom množina 
všetkých možných riešení r a   označí v Houghovom priestore všetky body ležiace na nejakej 
priamke p. Každý bod    a   , transformujeme na krivku      .  Každý z týchto bodov nesie so sebou 
informáciu o intenzite.  
 
Obrázok 3.2 – Hough akumulátor(1,2), časť 1 (prevzaté z: [11]) 
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Obrázok 3.3 – Hough akumulátor(3,4), časť 2 (prevzaté z: [11]) 
 
Tento jav je zobrazený na obrázkoch (3.2) a (3.3) ako graf, ktorý sa nazýva akumulátor. 
Na obrázkoch 1 až 3 vidíme postupné pridávanie bodov na rovnakú priamku takým spôsobom, že 
krivky bodov    a    sa pretnú v jedinom bode      a     . Táto dvojica predstavuje hľadané 
parametre priamky p. Pridaním posledného bodu sa na obrázku 4 objaví sínusoida, ktorá sa 
nenachádza na spoločnej priamke s ostatnými bodmi, ale má zvlášť priamku s každým existujúcim 
bodom. To znamená, že ten bod bude mimo p.  
 Podobný postup sa dá použiť aj pri hľadaní okrajov pokladničných blokov. Keď do 
akumulátora  uložíme viacero takých bodov, ktoré ležia na priamke a ktoré značia okraj bloku, 
vznikne sústava takých maxím, ktoré sa dajú formulovať ako kandidáti na našu hľadanú priamku. 
Z maxima odčítame r a  , čím získame všeobecný prepis priamky. K výsledku sa pridá informácia 
o intenzite. Výber kandidátov funguje tak, že si určíme rozmedzie hodnôt intenzít, ktoré budeme 
považovať za vhodné pre našu priamku. Takto sa dopracujeme k tým najpravdepodobnejším. 
 Jedna z najdôležitejších krokov je správne určenie uhlu  , pretože to má vplyv na časovú 
a pamäťovú náročnosť výpočtu detekcie. Ak počítame s malou hodnotou, tak sa môže stať, že čiaru 
prehliadneme. 
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Konvolúcia 
 Je to jedna z najzákladnejších matematických operácií pri spracovávaní obrázkov. 
Konvolúciu [24] využíva celá rada filtrov ktoré sú rozlíšené operátormi, t.j. konvolučnými  maskami.   
Používa sa pri algoritmoch na spracovanie dvojrozmerného diskrétneho obrázku. Je to matematický 
operátor, ktorý spracováva dve funkcie.  
 
 
Obrázok 3.4 – Konvolúcia  
(prevzaté z: [24]) 
 
Ako vstup sa použijú dve matice - jedna predstavuje vstupný obrázok a druhá jadro konvolúcie. 
Použité jadro sa vyberie podľa toho, aký efekt chceme použiť na obrázok. V našom prípade to bude 
Gaussova konvolučná maska. Diskrétna Konvolúcia sa popisuje nasledovne: 
   
                
 
    
           
 
    
        
            (3.5) 
 
Kde: f(x,y) – obrazová funkcia; h(x,y) – konvolučné jadro; x,y – súradnice bodu. Každý pixel 
prekrytý jadrom konvolúcie vynásobíme s koeficientom v príslušnej bunke a spravíme z toho súčet 
všetkých týchto hodnôt. Takto sa dopracujeme k novej hodnote pre daný pixel. Zmenou konvolučnej 
masky vieme nadefinovať rôzne operácie, pretože hodnoty v maske udávajú vplyv na výsledný pixel. 
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Veľkosť konvolučnej masky je vždy nepárne číslo, aby sme mali jednu hodnotu v strede matice. Čím 
väčšia maska, tým je odolnejšia voči šumu.  
Gaussova konvolučná maska 
 Pomocou Gaussovej konvolučnej masky sa jemne rozmazáva obrázok a eliminujú sa niektoré 
vstupné chyby. Najjednoduchší spôsob, ako použiť tento filter, je pomocou konvolúcie, čo sme 
popísali vyššie. Je to vážený priemer nejakého lokálu, z ktorého je vypočítaný bod. Čo sa týka 
výpočtovej náročnosti, túto metódu vieme rozdeliť na dve jednorozmerné masky. Takto znížime 
časovú náročnosť výpočtu. Na výpočtu konvolučného jadra pre Gauss sa používa nasledujúci vzorec: 
 
      
 
    
  
  
               (3.6) 
 
Rýchlosť výpočtu sa dá zrýchliť pomocou Fourierovej transformácie. Na nasledujúcom obrázku 
ukážeme praktické použitie Gaussového filtra. 
 
 
Obrázok 3.5 Gaussov filter [15 – str. 20] 
 
Na rozostrenie vyššie uvedeného obrázku je použitá Gaussova konvolučná matica o rozmeroch 5x5 
so strednou kvadratickou odchýlkou      . [15] 
Práhovanie 
Pri niektorých operáciách potrebujeme obrázok previezť do binárnej podoby. Je to redukcia 
farebnej hĺbky obrázku na 1 bit. Zmenšíme tým veľkosť dát, s ktorými musíme pracovať a neprídeme 
o možnosť rozpoznať obraz. V prípade nevýrazného pozadia za textom ho tak vieme jednoducho 
odstrániť. Implementuje sa porovnaním každého obrazového bodu s hraničnou hodnotou (threshold 
value), a na základe toho sa určí výsledný bit. Hraničná hodnota sa určuje buď globálne pre celý 
dokument, alebo len pre menšie časti. Úspešné použitie globálnej hraničnej hodnoty vyžaduje 
homogénne pozadie. Zvyčajne sa textu priraďuje čierna a pozadiu dokumentu biela farba. Kľúčovou 
úlohou pri práhovaní je správne zvolenie prahu. Existuje niekoľko metód práhovania. Môžeme si 
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vybrať manuálne zadanie prahu alebo to urobí prahovací algoritmus za nás. Najjednoduchšie to 
možeme urobiť pomocou mediánu alebo mean hodnoty. To v praxi znamená, že keď je pixel svetlejší 
ako pozadie, tak by mal byť svetlejší aj od priemeru. Toto funguje správne len v prípade, ak máme 
monotónnu svetlosť. Môže sa ale stať, že na obrázku sú svetlejšie a tmavšie miesta. Keď nastane 
takáto situácia, tak problém musíme riešiť sofistikovanejšie, napríklad pomocou histogramu. 
Histogram nám prezradí, že pre rôzne časti obrázku existujú rôzne priemerné hodnoty, preto je 
určenie prahu pomerne ťažké. Na riešenie takýchto prípadov existujú metódy jednoduchého 
prahovania, kde napríklad namiesto hodnoty je interval. Toto sa volá spektrálne práhovanie. Keď 
máme v dokumente viac objektov s rôznymi hodnotami, tak hovoríme o multispektrálnom práhovaní, 
kde každý objekt má svoju vlastnú hodnotu. 
 Adaptívne prahovanie je metóda, ktorá rieši zle osvetlené časti vstupu. To môže predstavovať 
problém pre jednoduché prahovacie techniky. Riešením takýchto prípadov je práve adaptívne 
prahovanie. Hlavná výhoda tohto prahovania spočíva v tom, že prah sa vypočíta zvlášť pre každý 
pixel. Na toto sa používajú dve základné techniky: 
 
 Chow a Kanenho metóda, kde sa obraz rozdelí na množinu menších častí a skúmaním 
histogramu pre tieto časti sa zistí príslušný prah. Prahová hodnota sa vypočíta interpoláciou 
prahových hodnôt podobrazov. Nevýhodou tejto metódy je zložitosť výpočtu a jeho časová 
náročnosť. 
 Lokálne prahovanie, kde pre sa pre každý bod vypočíta prah pomocou menšieho okolia. Táto 
technika využíva konvolúciu, pomocou ktorej vieme implementovať niekoľko rôznych metód 
ako Medián, priemer alebo stredná hodnota jasovej hodnoty. 
Matematická morfológia 
Operácie matematickej morfológie [16] patria k hardvérovo nenáročným operáciám a sú 
veľmi jednoducho použiteľné na obrázky, ktoré majú len dve farby. Tieto operácie používajú 
transformácie, ktoré patria do relatívne jednoduchej nelineárnej algebry. Metódy morfológie 
predstavujú protipól k tradičným operáciám, ako je vyššie spomínaná konvolúcia. Rozdeľuje sa do 
dvoch hlavných skupín, do binárnej a šedo tónovej. Hlavný rozdiel medzi týmito skupinami spočíva   
v počte dimenzií. Kým binárna pracuje v 2D, tak šedo tónová v 3D. Metódy morfológie sa používajú 
aj pri predspracovaní ale aj pri segmentácii.  
V ďalšej časti ukážeme niektoré základné morfologické operácie nad binárnym obrázkom. 
Dve najzákladnejšie z nich sú dilatácia a erózia. Tieto operácie používajú kernel o veľkosti 3x3 
bodov. Operácie predstavujú doplnok jeden voči druhému. Kým dilatácia zapĺňa drobné diery na 
obrázku, tak erózia objekty zväčšuje.  
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Obrázok 3.6 – Binárne morfologické operácie 
(Prevzaté z [15] str. 22) 
3.3 Segmentačné metódy založené na oblastiach 
Hlavnou výhodou segmentácie založenej na hľadaní oblastí je práve väčšia odolnosť proti 
šumu. Tieto algoritmy majú takú podmienku, že treba presne zadefinovať kritérium homogénnosti. 
Segmentácia založená na tomto princípe musí spĺňať niektoré základné kritéria úplnej segmentácie 
(3.7) a podmienky maximálnej homogenity (3.8): 
 
        
 
                                        (3.7) 
 
                                    
                                                 (3.8) 
 
Pod kritériom tejto homogenity môžeme rozumieť priemernú šedú úroveň oblasti, niektoré farebné 
a tvarové vlastnosti, prípadne vlastnosti textúr. Tri základné dekompozície tejto metódy sú spájanie, 
delenie a delenie-spájanie oblastí, ktoré v krátkosti popíšeme a porovnáme. 
Prvou metódou bude spájanie oblastí, ktorá ako základ používa rozdelený obrázok na malé 
oblasti, ktoré majú istý stupeň homogenity. Tieto oblasti spájame tak, aby sme zachovali túto 
homogenitu podľa počiatočného segmentačného kritéria, ktorú sme si zvolili. Výsledok záleží aj na 
poradí v akom tieto podoblasti spojíme. 
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Obrázok 3.7 – Príklad spájania oblastí, na obrázku (a) vidíme vypočítané hodnoty homogenity a na 
obrázku (b) výsledok segmentácie  podľa zvoleného kritéria absolútneho rozdieľa medzi bodmi menej 
ako 3 stupne. (prekreslené podľa obrázku [19]str. 17)  
 
Na obrázku (3.8) sú znázornené jednotlivé štádiá spojovania oblastí. Najjednoduchšie metódy 
začínajú s oblasťami o rozmeru 2x2 a potom sa postupne zväčšujú. Pri spojovaní oblastí sa používajú 
dve heuristiky. Prvá je, keď sa dve susedné oblasti spoja v prípade, že ich výrazná časť spoločnej 
hranice pozostáva zo slabých hrán a berie sa do úvahy počet slabých strán ku celkovej dĺžke hranice. 
Druhá, keď sa spoja hranice, ktoré pozostávajú zo slabých strán ale bez toho aby sme brali do úvahy 
celkovú dĺžku hranice. V tomto prípade sa neberie do úvahy výrazný rozdiel veľkosti oblastí. Táto 
metóda s používa väčšinou v prípadoch keď poznáme stred a potrebujeme rozširovať hranice. 
 
Obrázok 3.8 – postupné spojovanie regiónov 
(prekreslené podľa obrázku: [19]) 
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 Druhou metódou je opak tejto operácie, ktorá rozdeľuje obrázok pomocou delenia. Celý 
proces začína s pod-segmentovaným obrázkom, ktorý nespĺňa podmienku homogénnosti. Táto super 
oblasť sa delí postupne pyramídovou metódou. Najprv sa zistí homogénnosť väčšej oblasti a postupne 
sa oblasť zmenšuje do istej miery. 
 
 
Obrázok 3.9 – postupné pyramídové delenie oblastí  
 
Posledná metóda je delenie-a-spájanie oblastí. Táto metóda je založená na kombinácii vyššie 
uvedených oblastí s tým, že spája výhody oboch prístupov. V tomto prípade máme k dispozícii 
delenie aj spájanie, a využitím výhod týchto prístupov vieme dosiahnuť presnejšie určenie segmentu. 
Algoritmus tejto metódy je znázornený na obrázku (3.10) a je popísaný nižšie [19]. 
 
 
Obrázok 3.10 – príklad segmentačného stromu a algoritmus delenie-a-spájanie. 
(prevzaté z [21]) 
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1. Definuj počiatočnú segmentáciu, kritérium homogenity pyramidálnu dátovú štruktúru.  
2. Ak niektorá oblasť R nie je homogénna, rozdeľ ju na 4 podoblasti. Ak ktorékoľvek 4 poblasti 
s rovnakým rodičom možno spojiť do homogénnej oblasti, spoj ich. Ak už nie je čo deliť 
a spájať, choď na krok 3. 
3. Aj ktorékoľvek susedné oblasti    a    (aj na rozličných úrovniach) sa dajú spojiť do 
homogénnej oblasti, spoj ich.  
4. Ak je nevyhnutné odstrániť malé oblasti, spoj ich s najpodobnejšími susednými oblasťami. 
         
3.4 Neurónové siete 
O myšlienku namodelovať prácu ľudského mozgu sa už vedci zopár rokov zaujímajú. Ľudský 
mozog funguje na princípe vzájomne prepojených neurónov. V praxi fungujú tak, že informácie 
získané z reálneho sveta neustále modifikujú receptory v našom mozgu. Túto biochemickú reakciu 
nazývame učením. Neskoršie rozhodovanie nášho mozgu je založené na predošlých modifikáciách 
našich receptorov.[1] 
Úvod do neurónových sietí 
 Myšlienku neurónových sietí [7] ako prví zaviedli v roku 1943, neurofyziológ Warren 
McCulloch a matematik Walter Pitts, ktorí napísali článok o neurónových mechanizmoch a modeloch 
a popísali jednoduchú neurónovú sieť založenú na elektrických obvodoch. Prvú komerčnú aplikáciu 
neurónových sietí navrhli Bernard Widrow a Marcian Hoff zo Stanfordskej univerzity v roku 1959. 
Ich neurónová sieť klasifikovala audio-telefónne dáta do dvoch tried. Jedna trieda reprezentovala 
reálny zvuk a druhá trieda reprezentovala šum. V rokoch 1960 až 1970 bol výskum a vývoj 
neurónových sietí zastavený kvôli nedostatočnej finančnej podpore tejto oblasti. Výskum bol 
zastavený čiastočne aj kvôli strachu, ktorý vyvolávali stroje s umelou inteligenciou, ktoré by mohli 
ublížiť ľudstvu. Ďalším dôvodom na zastavenie výskumu bol fakt, že výskum neurónových sietí často 
zlyhával pri podávaní praktických výsledkov, ktoré boli väčšinou iba teoretické. 
Metóda na princípe neurónových sietí je založená na množstve vzájomne prepojených 
jednoduchých elementov, neurónov. Ich matematický popis vychádza z biológie a skutočných 
neurónov, ako základné kamene zložitejších nervových systémov. Vedci po skúmaní ľudského 
mozgu zostavili taký matematický model, ktorý sa pokúša reprezentovať neuróny v našom mozgu. 
Tento model sa nazýva neurónovou sieťou. Aby sme vedeli neurónové siete aplikovať na 
rozpoznávanie znakov, je potrebné sa s nimi zoznámiť až do detailov a spoznať ich metódu 
fungovania. 
Hocijakú zložitú sieť sa pokúšali vedci zostrojiť, no aj tak sa im nepodarilo presne 
rekonštruovať spôsob fungovania nášho mozgu. Podarilo sa iba napodobniť schopnosť učenia. Keď 
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sa podarí zostrojiť dostatočne veľkú trénovaciu databázu, tak neurónová sieť bude schopná poskytnúť 
informácie aj o vstupoch, s ktorými sa predtým vôbec nestretla. Neuróny sa delia do takzvaných 
vrstiev. Rozlišujeme tri vrstvy, a to vstupnú, výstupnú a skrytú vrstvu. Neurónová sieť obsahuje vždy 
jednu vstupnú, jednu výstupnú a ľubovoľne veľa skrytých vrstiev. 
Neuróny sú do siete zapojené hranami, ku ktorým patrí na každý jeden spoj hodnota, ktorú 
nazývame váhou. Neuróny pomocou vstupu a váhy vypočítajú výstupnú hodnotu, ktorú posunú ďalej 
pre neuróny ďalšej vrstvy. Po vykonaní trénovania zadáme do siete takú hodnotu, pre ktorú poznáme 
správny výstup. Vstup necháme prejsť vyhodnocovacím procesom siete a výsledok porovnáme 
s naším dopredu známym výsledkom. Rozdiel medzi výsledkami sa nazýva chybou siete. Proces 
trénovania meníme podľa toho, aby táto hodnota bola čo najmenšia. Po ukončení trénovacieho 
procesu môžeme zadať aj také hodnoty, ktorých výsledok pre nás nie je dopredu známy a sieť nám 
následne bude schopná vygenerovať daný výsledok, ktorého hodnota chyby bude v prijateľnom 
rozsahu.  
 
 
Obrázok 3.11  - Vrstvy neurónovej siete [7] 
 
Perceptrony 
Po zoznámení sa so všeobecnou štruktúrou neurónových sietí sa teraz pozrime aj na konkrétny 
príklad. Bude to sieť, ktorá obsahuje iba jeden jediný neurón. Takáto neurónová sieť sa nazýva 
Perceptronom. Perceptron sa skladá zo šiestich prvkov, ktoré sú nasledujúce: 
 Vstup – je to známy m rozmerný vektor  x(n). 
 Váhy – sú to synaptické váhy              . Tieto váhy udávajú mieru podielu 
jednotlivých vstupov z vektoru x(n). 
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 Θ – prah daného neurónu, je to trvalý vstup perceptronu. 
 Bázová funkcia – použitím prahu, vstupov a váh vypočíta hodnotu v(n), ktorú ďalej 
predá aktivačnej funkcii.  
 Aktivačná funkcia – jej výsledná hodnota udáva výstup neurónu. 
 Výstup – je to jedna hodnota y(n). 
 
Výstup perceptronu sa dá vyjadriť nasledujúcou rovnicou: 
 
               
 
                (3.9) 
 
V praxi sa používa niekoľko rôznych typov aktivačnej funkcie S(x). Najjednoduchšia z nich je 
skoková funkcia, ktorá sa dá  popísať nasledujúcim vzťahom: 
 
                      
          
          
                
 
         (3.10) 
 
 
Obrázok 3.12 – Perceptron 
(prevzaté z [7]) 
 
Keď pre vstup x(n), ideálny výstup značíme d(n) a výstup perceptronu pre vstup x(n) značíme 
y(n), tak chybu vieme vypočítať pomocou vzťahu                . Našim cieľom pri 
zostavovaní neurónových sietí je práve túto chybu znížiť na najnižšiu možnú. Najlepší prípad by bol, 
keby sme chybu úplne eliminovali, no to sa nám vo väčšine prípadov nepodarí. Práve preto sa 
budeme musieť uspokojiť s minimálnou možnou chybou. 
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Bázovú funkciu môžeme rozdeliť na lineárnu a na radiálnu. Lineárna funkcia sa vypočíta 
prostou sumou hodnôt vstupného vektora, ktoré sa vynásobia s príslušnými hodnotami vektora váh. 
Ďalšou časťou perceptronu je aktivačná funkcia, ktorá porovnáva vnútorný potenciál s prahovou 
hodnotou. V prípade, že je potenciál väčší ako pôvodná hodnota, výstupom neurónu bude hodnota 1. 
Naopak, keď je prahová hodnota vyššia, tak výstupom neurónu je 0 pre binárne značenie a -1 pre 
bipolárne. Ďalšie varianty najpoužívanejších funkcií sú sigmoida a hyperbolický tangens. Radiálna 
bázová funkcia definuje vnútorný potenciál neurónu ako vzdialenosť vstupného vektora od vektora 
váh. Radiálna bázová funkcia využíva skokové alebo spojité aktivačné funkcie. 
  Prahová hodnota   (Theta) je pridaná ako nultý prvok k vektoru váh. Nultý prvok vstupného 
vektora sa potom rovná jednej. Pre výpočtové modely sa tým práca zjednoduší. Má to vplyv na 
učenie, kde sa následne upravuje len vektor váh. 
Viacvrstvové perceptrony 
V prípade, že narazíme na takú úlohu, ktorá nie je riešiteľná lineárne, tak s jedným jediným 
perceptronom to nemáme šancu vyriešiť. V tomto bode sa dostávame k viacvrstvovým perceptronom, 
ktoré sú schopné riešiť oveľa zložitejšie úlohy, ako klasický perceptron. Tieto perceptrony spojíme do 
veľkej siete, čím sa vytvorí podmienka na riešenie oveľa zložitejších úloh. Topológia je rovnaká, ako 
v prípade všeobecných neurónových sietí. Majú jeden vstup, jeden výstup a ľubovoľný počet 
skrytých častí. Tieto viacvrstvové perceptrony môžu obsahovať ľubovoľný počet samostatných 
perceptronov. Môžeme ich pospájať viacerými spôsobmi, ako napríklad vstupný perceptron so 
všetkými nasledujúcimi, alebo len s niektorými. Každý jeden variant pospájania siete mení hodnotu 
výstupu, preto nie je jedno ako ho zostrojíme.  
Topológia sietí 
Po zostrojení siete sa nám vytvorí orientovaný graf, ktorý má na jednej strane vstup a na druhej 
výstup. Každá hrana orientovaného grafu má svoju priradenú váhu. Prechodová funkcia perceptronov 
v sieti býva obvykle logická sigmoida, má identickú prenosovú funkciu a prahovú hodnotu rovnej 
nule. Za úlohu má preniesť vstupné hodnoty do siete. Podľa orientácie hrán grafu rozlišujeme dve 
základné topológie neurónových sietí. Dopredné neurónové siete (Feed-Forward Neural Network), 
v ktorých sa signál šíri po orientovaných synaptických prepojeniach len jedným smerom, a to od 
vstupnej časti siete k výstupnej. Druhá topológia sa nazýva rekurentná neurónová sieť (Recurrent 
Neural Network). Pri týchto siatiach je ťažké rozdeliť vrstvy siete na vstupné respektíve výstupné, 
lebo v tomto prípade môžu neuróny komunikovať aj s predošlými uzlami. Tu sa stáva 
z orientovaného grafu neorientovaný. Základné topológie sietí sú znázornené na obrázku (2.4). 
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Obrázok 3.13 – Základné topológie sietí 
(prevzaté z [23]) 
 
Trénovanie siete 
Našou úlohou je aproximovať výstup siete k nejakému referenčnému riešeniu, ktoré stanovíme ešte 
pred zostavením siete a prepojením uzlov. Cieľom je znížiť mieru odchýlky výstupu od referenčnej 
hodnoty. Ako sme to uviedli už aj v úvode, pravdepodobne sa nám nepodarí odchýlku úplne 
eliminovať. Nastavením koeficientov v sieti ovplyvňujeme, aká veľká bude odchýlka od referenčnej 
funkcie. Koeficienty sú vyjadrené v matici a určujú cestu medzi jednotlivými neurónmi. Práve 
hľadanie ideálnej cesty (ideálnych hodnôt) koeficientov sa vykonáva v kroku trénovania. Pred 
začatím trénovania je potrebné nastaviť štartovacie hodnoty, ako sú synaptické váhy, počet neurónov 
v sieti a množstvo trénovacích dát. 
 Vstupom pre učenie je množina trénovacích dát, zložená zo vstupných vektorov alebo dvojíc 
vektorov: vstupný vektor a požadovaný vstupný vektor. Podľa toho rozlišujeme súťaživé učenie alebo 
adaptívne učenie. Adaptívne učenie funguje tak, že sa porovnáva výstup siete s referenčnou 
výstupnou hodnotou. Vypočíta sa  chyba  všetkých neurónov z výstupnej a skrytej vrstvy. Následne 
sa upravia váhy tak, aby bola minimalizovaná celková odchýlka od požadovanej hodnoty. Súťaživé 
učenie nemá na výstupe k dispozícii žiadnu referenčnú veličinu k určeniu správnosti. Neurón je vo 
výstupnej vrstve s najväčšou hodnotou považovaná za víťaza, teda ten bude mať správny výsledok. 
Upravuje sa iba váha tohto neurónu alebo neurónov v jeho blízkosti. 
 Praktické využitie vyššie uvedených neurónových sieti používa Walshova transformácia [10] 
pri rozpoznávaní písmena, ktorú popíšeme podrobnejšie. Transformáciu zadefinoval americký 
matematik Joseph Leonard Walsh, ktorý popísal špeciálne vlastnosti Walshovských funkcií. Tieto 
funkcie majú takú špeciálnu vlastnosť, že podľa výpočtu zlomkov výsledok týchto funkcií nadobúda 
buď hodnotu 1 alebo -1. Hodnoty zlomkov sú z intervalu [0,1). Tvar signálov je znázornená na 
obrázku (3.14). 
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Obrázok 3.14 – Grafy výsledkov Walshovských funkcií v 1D 
(prevzaté z [22]) 
 
 Walshovská transformácia používa vodorovné a zvislé vzory, ktoré majú inverznú symetriu na 
stredovú os. Tento príklad môžeme vidieť na obrázku (3.15). Pomocou týchto matíc vieme 
vygenerovať Walshovské vektory, ktoré nám zabezpečia základ rozpoznávania. Na obrázku (3.15) sú 
ukázané tvary Walshovských matíc o rozmeroch 16x16 a 64x64. Rozpoznávanie funguje na základe 
týchto transformácií. Pred rozpoznávaním sa uložia vektory písmen, s ktorými sa neskôr porovnáva 
výsledok Walshovskej transformácie. Tento jav sa volá trénovanie siete. Pri rozpoznávaní sa 
porovnáva aktuálne spracovávaný znak s natrénovanými hodnotami. Keďže výsledok týchto 
transformácií nebude mať vždy rovnakú hodnotu ako je referenčná, zisťuje sa najmenší rozdiel 
k niektorému z natrénovaných vektorov. Výsledok porovnania bude potom písmeno, ku ktorému 
daný vektor patrí. Jedno písmeno môže mať viac tvarov podľa typu písma. Tým pádom môže 
existovať viac takýchto vektorov k rovnakému písmenu. V ďalších krokoch nadefinujeme tvar 
Walshovských funkcií a popíšeme, ako sa inicializuje matica. Dvojrozmerný diskrétny tvar 
transformácie v prípade      sa dá získať pomocou vzťahu, ktorý popíšeme nižšie.  
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Obrázok 3.15 – Walshovské matice o rozmeroch 16x16 a 64x64. 
 
Hodnotu matice W(u, v) na súradnici (x, y)  získame vypočítaním:      
                      
                 
                             
   
   
 
                                (3.11) 
 
,kde z       je k-tý bit čísla z v binárnej reprezentácii. Transformačná matica Walshovej 
transformácie je symetrická a ortogonálna. Preto táto transformácia patrí medzi ortogonálne 
transformácie. Inverzný tvar má podobu: 
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      (3.12) 
Pre dvojrozmernú transformáciu platí vzťah: 
 
       
 
 
        
   
   
   
   
                                  
   
   
  
                  (3.13) 
Táto operácia je separabilná, ktorá sa vyjadrí zo vzorcov (3.11) a (3.12) 
 
 
 
                                  
   
   
   
 
 
                   
   
   
  
 
 
                   
   
   
  
                                            (3.14)              
 
Na tento výpočet ďalej existuje rýchly algoritmus, podobný rýchlej Fourierovej transformácie, ktorý 
je definovaný nasledujúcim vzťahom:  
     
 
 
                   
 
       
 
 
                  , 
kde M = N/2, u = 0,1, ..., M-1.                                 (3.15) 
 
Aby sme vedeli vektory porovnať, rozmer spracovávaného písmena sa musí zhodovať s rozmerom 
matice. Rozmer 16x16 sa používa na veľmi jednoduché tvary. Zväčšením rozmeru matice sa síce 
zvyšuje rozlíšenie, ale zvyšuje sa aj chybovosť rozpoznávania, kvôli vzdialenosti hodnôt 
porovnávania. Práve kvôli tomu sa odporúča používať rozmer, ktorý je pre danú problematiku 
postačujúci. Rozmer 64x64 je vhodným rozlíšením pre písmená a číslice. Tuto sa dostávame 
k samotnému porovnávaniu, kde treba už len porovnať natrénovaný vektor s aktuálne skúmaným 
znakom. V praxi to funguje tak, že si roznásobíme obrazový bod (0,1) s Walshovskou maticou 
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v rovnakom bode, kde sa nachádzajú hodnoty (-1,1). Tieto medzivýsledky ukladáme do vektora, 
ktorý bude jeho binárnym zobrazením.  
 
3.5 Support Vector Machine 
Úvod do SVM 
Myšlienka Support Vector Machine [2, 6] (ďalej len SVM) je staršia ako pojem neurónových 
sietí. Obe časti vedy sa začali mimo počítačovej vedy – v dobe, keď ešte počítače boli dostupné len 
pre veľmi malú skupinu vedcov. Neurónové siete využívajú biologické objavy XX. storočia, kým 
SVM je založený na pokročilom matematickom vývoji. Pôvod siaha až do dôb, kedy James Mercer 
vypracoval teóriu jadra (Kernel), ktorá je základným konceptom SVM. Teoretický základ SVM bol 
vytvorený v roku 1979 Vladimírom Vapnikom. Konečnú podobu získal až v roku 1992, keď  ho 
Guyon, Noser a Vapnik uviedli na seminári Computational Learnining Theory. V porovnaní 
s neurónovými sieťami, Support Vector Machine využíva systematický prístup a môže byť 
jednoducho a priamo aplikovaný na rôzne problémové oblasti.  
Lineárne SVM 
Lineárny Support Vector Machine môžeme popísať tak, že definujeme množinu bodov 
    
 , kde  i = 1,2,3, …, N. Každý bod    patrí do jednej z dvoch takých tried, kde platí    
      . 
Definícia: Množina S je lineárne separovateľná práve vtedy, ak existuje      a      také pre 
ktoré platí:                       . 
Dvojica (w,b) definuje hyperplochu rovnicou         , ktorá je oddeľujúcou hyperplochou. 
Hlavnou myšlienkou lineárnych SVM je rozdelenie dát do dvoch tried, ktoré môžeme následne 
rozdeliť lineárnou hyperplochou. Matematický popis dvoch tried môžeme vyjadriť nasledovne: 
 
Pre všetky             
 
   
.          (3.16) 
 24 
 
Obrázok 3.16 – Lineárne SVM 
(prevzaté z [20]) 
Nelineárne SVM 
Nelineárne SVM nemôžeme priamo separovať, ale musíme transformovať množinu S, ktorá 
nie je lineárne separovateľná do viacrozmerného priestoru. Vo viacrozmernom priestore už s veľkou 
pravdepodobnosťou nájdeme hľadaný lineárny separátor. To, čo musíme urobiť, je namapovať dátové 
body zo vstupného priestoru    do priestoru s väčším rozmerom   , kde    použitím funkcie . 
                        (3.17) 
 
Algoritmus trénovania je závislý na dvoch nasledovných funkciách: 
 
                       
 
            (3.18) 
 
                    
 
                   (3.19) 
Trénovanie SVM 
 Sequential Minimal Optimization (SMO) [26] je jeden z klasifikačných algoritmov pre SVM. 
Tento algoritmus sa považuje ako nové riešenie pre trénovanie SVM. Toto trénovanie vyžaduje 
riešenie veľkého kvadratického programovania problému optimalizácie. Algoritmus SMO funguje 
tak, že rozdelí riešenie veľkého kvadratického problému na viac malých. Takto sa problémy stanú 
riešiteľnými analyticky a vyhneme sa časovo náročným kvadratickým výpočtom.  
Algoritmus patrí medzi učiace sa funkcie, ktorý má niekoľko parametrov. Tieto parametre 
treba nastaviť na začiatku na optimálne hodnoty. Keď sa nastavia správne, dosiahneme to, že učiaci 
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sa algoritmus bude mať najlepšie možné výsledky. Parametre, ktoré najviac ovplyvňujú výsledok sú 
nasledovné: 
 C – konštanta zložitosti, ktorá je v rozmedzí        
 N – typ filtra, ktorý popisuje akú formu majú dáta mať. Tieto môžu byť 
štandardizované, normalizované alebo bez zmien. 
 L – parameter tolerancie ktorá ma hodnoty v rozmedzí        
 RBF – Radialná základná funkcia, ktorá má bool hodnoty. 
3.6 Gaussovo rozdelenie 
Normálne rozdelenie (nazývané tiež ako Gaussovo rozdelenie) [28] je jedno z najznámejších 
rozdelení v teórii pravdepodobnosti v spojitosti s náhodnými číslami. Veľa príkladov zo života vieme 
namodelovať práve s touto metódou, kde sa ku klasifikácii používa statické rozpoznávanie vzorov.  
Táto metóda je ale založená na predpoklade, že objekty z jednej triedy budú mať navzájom podobné 
určité vlastnosti. Pri spracovaní obrazu sa táto technika využíva k rozoznaniu pozadia pomocou 
farebného rozloženia od ostatných prvkov. V našom prípade to bude pravdepodobnosť daného pixla, 
či patrí k pozadiu alebo k účtenke. Gaussovské rozloženie sa rieši v závislosti od rozmerov. 
Rozlišujeme jednorozmerný priestor a viacrozmerný priestor, ako to je zobrazené aj na nasledujúcom 
obrázku (3.17): 
Obrázok 3.17 – 1D, 2D a 3D priestor 
(prevzaté z [25]) 
 
V súvislosti s normálnym rozdelením sú často spomínané chyby, ktoré sú spôsobené veľkým počtom 
neznámych a vzájomne nezávislých príčin. Gaussovo rozdelenie sa skladá z dvoch konštánt, ktoré sú: 
stredná hodnota   a rozptyl   . T.j. v prípade, kedy keby sme chceli popísať skutočnosť, že náhodná 
veličina X má náhodné rozdelenie so strednou hodnotou a rozptylom, jej tvar by vyzeral nasledovne: 
 
                         (3.20) 
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Čo znamená s parametrami   a   , pre -       a   , je pre         definované 
hustotou pravdepodobnosti v tvare  
           
 
    
  
      
             (3.21) 
Normálne rozloženie vo viacrozmernom priestore 
V prípade viacrozmerného priestoru, keky modelujeme s väčším počtom príznakov, sa dá táto 
pravdepodobnosť namodelovať rozložením, ktoré má dva parametre. Sú to vektor stredných hodnôt 
a kovariančná matica rozptylu. Matematický popis vektora stredných hodnôt je nasledovný: 
 
             (3.22) 
Tvar kovariančnej matice  je: 
    (3.23) 
kde      je kovariancia dvoch náhodných vstupov. Tento vzťah sa dá všeobecne popísať nasledovne: 
 
                                                       (3.24) 
 
            
 
  
 
    
 
 
  
 
   
                
 
                    (3.25) 
Vzťah (3.25) používame v prípade, že hodnoty príznaku sú korelované a distribúcia môže byť 
v priestore hocijako natočená. Takáto distribúcia má plnú kovariančnú maticu. Keď je ale rozloženie 
zarovnané rovnobežne s osami priestoru, tak sú rozptyly definované len v smere jednotlivých osí na 
diagonále matice. Výpočet sa v tomto prípade zjednodušuje na násobenie jednorozmerných distribúcií 
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a podstatne sa urýchli výpočet pravdepodobnosti. Podmienkou takéhoto postupu je ale potrebné mať 
nekorelované matice. Tento vzťah sa dá popísať nasledovne: 
 
                                                         (3.26) 
 
Pre túto distribúciu je potrebné najprv odhadnúť trénovacie dáta, čo v praxi znamená modelovanie 
pravdepodobnosti nejakého javu na základe pokusov alebo pozorovania. Na odhad týchto distribúcií 
sa používa niekoľko všeobecných metód ako napríklad: 
 MLE  - Maximum Likelihood Estimation, 
 EM – Expectation Maximization, 
 MMI – Maximum Mutual Information, 
 MCE – Minimum Classification Error, 
 MAP – Maximum a-posteriori. 
Keď sú parametre správne odhadnuté, tak pomocou Gaussovského rozloženia vieme vypočítať  
s akou pravdepodobnosťou daný bod patrí, alebo nepatrí do pozadia. Toto urobíme pomocou farby, 
ktorú zadáme do funkcie nášho rozloženia. 
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4 Návrh aplikácie 
Digitálny rastrový obrázok sa dá spracovať rôznymi spôsobmi podľa toho, čo chceme ako 
výsledný efekt dosiahnuť, resp. čomu bude treba obrázok prispôsobiť. Algoritmy na upravovanie 
obrázkov sa nazývajú technikami spracovávania obrazu a z nášho pohľadu ich môžeme deliť podľa 
toho, či to bude slúžiť na zmenu zobrazovaných detailov alebo na získanie tzv. prečítania obsahu. 
Keď chceme spracovať nejaký ten objekt z reálneho života, čo v našom prípade bude pokladničný 
blok, tak ho musíme previezť do číselnej reprezentácie. K tomu máme k dispozícii niekoľko 
nástrojov, ale my budeme brať do úvahy len tie, ktoré sú pre bežných používateľov dostupné, aby 
sme dodržali jednoduchosť používania nášho nástroja. Medzi tieto patria skener a digitálny 
fotoaparát. V prípade fotoaparátu by sme mali dostať pomerne čistý vstup, ale medzi nevýhody 
získavania dát týmto spôsobom patrí fakt, že vstupný obrázok bude preexponovaný alebo v opačnom 
prípade veľmi tmavý. Pre takýto vstup bude treba samozrejme urobiť jasovú korekciu. V prípade 
skeneru zase budeme mať trošku rozličné chyby vstupu. Keďže pokladničné bloky sú biele a skener 
pri skenovaní podsvieti náš blok rovnomerne, nebudeme veľmi riešiť jasovú korekciu, ale chyby 
iného typu. V tomto musíme brať do úvahy fľaky a špinu na povrchu skenovacieho zariadenia, ktoré 
nám môžu spôsobiť problémy pri detekcii hrán. Na riešenie týchto problémov je rada algoritmov, 
s ktorými sa budeme neskôr podrobnejšie zaoberať.  
Po tom, čo sme dostali náš blok do číselnej podoby, môžeme ho ďalej spracovávať. Ako 
vstup dostaneme množinu obrazových bodov v 2D mriežke. Základným prvkom bude pixel, čo je 
číselná hodnota reprezentujúca informáciu o farbe daného bodu. Rozmer tejto dvojdimenzionálnej 
tabuľky udáva rozlíšenie obrazu. V prípade farebného obrázku je to hodnota, ktorá sa skladá z troch 
základných farieb a farebnej hĺbky. Čím vyššia hĺbka farby (udávaná v bitoch) tým bude presnejšia 
zadaná hodnota základnej farby. Tento model farieb je aditívny, čo znamená, že pre nulové hodnoty 
všetkých zložiek nám dá čiernu a maximálne hodnoty nám dajú bielu. Platí, že keď sú hodnoty 
všetkých troch zložiek rovnaké, tak sa jedná o odtieň šedej. Pre nás je táto informácia pomerne 
dôležitá, pretože v počítačovej grafike sa používa práve rozsah hodnôt celých čísiel v rozmedzí od 
nuly až do 255, čo sú hodnoty v stupne šedej. Táto hodnota udáva práve hĺbku farby. My budeme 
pracovať konkrétne s týmito hodnotami. Nebude nás zaujímať samotný obrázok, ale údaje, ktoré 
dokážeme z neho vyčítať. 
 
 
Obrázok 4.1 – Odtiene šedej 0 – 255 
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4.1 Predspracovanie 
Po naskenovaní obsahu je predspracovanie vstupných dát prvým krokom k tomu, aby sme 
obrázok mohli použiť pri segmentácii. Cieľom je zvýšenie kvality vstupných dát a tým aj prispieť k 
zvýšeniu presnosti rozpoznávania. Niektoré algoritmy požadujú hrubý binárny obrázok, ale pre prípad 
potreby budeme mať uložený aj obrázok v stupňoch šedej. Prvým krokom by mal byť Gaussový filter 
pomocou konvolúcie, ktorý nám pomôže odfiltrovať šum z obrázku. Potreba použitia takéhoto filtra 
sa zistí až po získaní prvotných výstupov. Má za úlohu jemné rozmazanie obrázku, aby z toho zmizol 
šum. Následne zostavíme histogram s cieľom zistiť prah obrazu a podľa tejto hodnoty sa obrázok 
následne binarizuje.  
Rozoznanie pozadia z účtenky 
Tento problém sa v našom prípade rieši trošku neobvyklým spôsobom. Normálne by stačilo 
len zistiť prah a odlíšiť text od okolia, ale môže sa stať, že vo vstupe budeme mať naraz dve účtenky 
alebo že budeme mať dve rôzne pozadia, jedno je pozadie okolo účtenky a druhé by bolo pozadie na 
samotnom pokladničnom bloku. Problém s viacerými účtenkami je ten, že by sme potom pri 
segmentácii nevedeli rozoznať, že sa jedná o dve rôzne a hodnoty,  ktoré by sa priradili k rovnakému 
záznamu. Tuto príde na rad výpočet pravdepodobnosti podľa Gaussovského rozloženia, t.j. ktorý 
pixel patrí do pozadia a ktorý nie. V takomto prípade naskenujeme účtenku s kontrastným pozadím. 
Predpokladáme, že farba pozadia je po bokoch obrázku, preto z toho vezmeme vzorku. Tu potom 
použijeme Gaussovské rozloženie a zistíme, s akou pravdepodobnosťou daná farba patrí do pozadia. 
Následne sa na náš obrázok aplikuje Houghova transformácia, pomocou ktorej dokážeme ohraničiť 
relevantnú časť vstupného obrázku a natočiť našu účtenku správne. Natočenie je viac menej 
jednoznačné, ale podrobnejšie to popíšeme neskôr. Ďalším krokom je orezanie obrázku na najmenší 
možný rozmer, aby sme zbytočne nepracovali s celým surovým vstupom. Ďalej sa snažíme dosiahnuť 
určitý normovaný tvar a tým odstrániť variabilitu. 
Detekcia natočenia a korekcia 
Detekcia natočenia a korekcia (skew detection and reduction) je operácia, ktorou zistíme, či je 
obrázok otočený a v prípade potreby vstup vyrovnáme. Na túto operáciu sa dá použiť niekoľko 
metód, ale najprv musíme zistiť uhol otočenia. Prvá možnosť je wavelet transformácia a druhá 
je možnosť použitia Houghovej transformácie. 
 My budeme používať Houghovu, ktorá predstavuje metódu na detekciu hrán obrázku, keďže 
je naskenovaný dokument často aj o niekoľko stupňov otočený. Účtenka je väčšinou úzka a vysoká, 
takže sa dá jednoducho určiť ktorým smerom je dlhšia a podľa toho ju otočiť. Toto sa dá jednoducho 
docieliť pomocou štvoruholníka, ktorého sme získali behom detekcie hrán pri Houghovej 
transformácie. 
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Z hľadiska rozpoznávania písma na účtenke nehrá až takú dôležitú úlohu, pretože účtenka je 
rozdelená do viacero častí a obsahuje aj obrázky ako je logo firmy alebo pečiatku. Je potrebné urobiť 
detekciu rôznych častí segmentov a následne zvlášť korekciu pre každú oblasť.  
4.2 Segmentácia 
Táto časť je jednou z najdôležitejších operácií spracovávania obrázku. Jedná sa o rozdelenie 
spracovávaného obrázku na menšie časti. Keď segmentáciu vykonáme správne, potom každá časť 
obrázku by mala predstavovať jeden súvisiaci celok. Tieto objekty sú napríklad nejaké logo na 
účtenke alebo celé bloky textu.  
Musíme počítať ale s tým, že dokonalá segmentácia je nemožná, pretože na obrázku nevieme 
presne povedať aké rušivé okolie alebo pozadie bude prítomné. V prípade skenovania je pozadie viac 
monotónne ako v prípade digitálnych fotografií, ale v každom prípade musíme aspoň zhruba vedieť, 
čo sa na segmentovanom obrázku nachádza, aby sme boli schopní všetky objekty na obrázku 
identifikovať a oddeliť. Jednoznačnú segmentáciu pravdepodobne nebudeme vedieť urobiť, ale 
musíme sa snažiť, aby jednotlivé rozdelené časti predstavovali vysoký stupeň homogénnosti. Práve 
pre tento účel sa vykonáva čiastočná segmentácia, ako jeden z prvých krokov pri analýze. Treba 
dávať ale pozor aj pri výbere segmentačného algoritmu, pretože rôzne typy obrázkov vyžadujú rôzne 
algoritmy. Keď sa napríklad analyzujú medicínske obrázky, tak sa používa iná metóda, ako keby sme 
mali tvár človeka. 
Segmentácia je komplexný proces, ktorý sa skladá z niekoľkých krokov, ktoré treba vykonať. 
Najprv musíme upraviť vstupný obraz, lebo spravidla bežný vstupný obrázok obsahuje 
všadeprítomný šum. Ďalšia nepotrebná časť sú nepotrebné objekty na skúmaných obrázkoch. Po 
prvotnom predspracovaní nasleduje segmentácia, z ktorej väčšinou nedostaneme plne použiteľný 
výsledok.  Segmentácia vytvorí buď veľmi malé, alebo veľmi veľké segmenty, ktoré treba následne 
spojiť, prípadne rozdeliť. V ďalších kapitolách predstavím niektoré segmentačné metódy. 
Našou prvou úlohou je teda preskúmať niekoľko rôznych typov účteniek a podľa toho 
vytvoriť pár uložených profilov, aby sme vedeli jednoduchšie spracovávať rôzne typy, ktoré sa líšia 
podľa výrobcov pokladníc. Pod uložením profilu rozumieme pomocné čiary a vzdialenosti medzi 
nimi na naskenovanom obrázku. Keď sa analyzovaný objekt rozdelí na viacero častí, tak tým znížime 
zložitosť. Po označení týchto častí samozrejme musíme zopakovať niektoré predošlé kroky a orezať 
ich podľa potreby, aby boli čo najmenšie. Na túto operáciu môžeme použiť vyššie preberané metódy 
detekcie hrán a skonštruovať podľa nich segmenty účtenky. Na obrázkoch ukážeme podrobnejšie, ako 
sa pokladničný blok rozsekáva na menšie segmenty, až kým sa nedostaneme k samotným riadkom 
a jednotlivým písmenám. 
Ohraničením oblastí sa dostávame k časti, kde už bude treba detailnejšie analyzovať obsah získaných 
segmentov. Z ďalšieho obrázka je zrejmé, ako by mal vyzerať výstup prvej časti segmentácie. 
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Obrázok 4.2 – Príklad výstupu segmentácie. 
 
Rozdelenie riadkov 
Rozdeľovanie riadkov (text line separation) je možné vykonať niekoľkými spôsobmi. 
Najjednoduchšie je použiť projekciu. Vertikálny projekčný profil (histogram) dostaneme sumáciou 
hodnôt obrazových bodov podľa horizontálnej osi pre každú y-ovú hodnotu. Lokálne minimá 
histogramu naznačujú miesta s potenciálnymi medzerami medzi riadkami. Ak na histogram 
použijeme vyhľadenie, napr. Gaussiana, v tom prípade lokálne maximá určujú riadky. Výhodou tejto 
metódy je, že nie je citlivá na fragmentáciu písma. Jedným z možných alternatív je namiesto 
sčítavania obrazových bodov sčítavať väčšie komponenty. Problémy pri rozdelení nastávajú pri 
krátkych riadkoch, pretože v histograme dostávame malé kopce, keď sú príliš úzke. Do úvahy treba 
vziať i fluktuáciu riadkov. Ako riešenie sa ponúka rozdelenie obrázku na vertikálne pásy a zisťovanie 
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rozdelenia riadkov v nich. Využiť môžeme aj skutočnosť, že lokálne minimá by sa na histograme  
mali vyskytovať v rovnakých rozstupoch. Na obrázku nižšie vidíme frekvenčnú analýzu podľa počtu 
bodov na jednom riadku. Podľa toho sa dá daný segment rozrezať na riadky.  
 
 
Obrázok 4.3 – frekvenčná analýza pixlov v riadku 
 
Tento princíp sa dá použiť aj v prípade rozdelenia riadkov na slová. Medzi slovami bude medzera 
širšia ako medzi písmenami. 
Rozdelenie slov 
Pri rozdelení slov (word separation) sa snažíme o rozdelenie slova na jednotlivé znaky, 
pseudo-znaky, alebo grafémy. Pri delení slov predstavuje hlavné kritérium medzera medzi 
jednotlivými znakmi. Znaky sú tvorené z jedného alebo z viacerých komponentov, pričom existujú aj 
prípady, kedy sú komponenty priľahlých znakov zliate do jedného súvislého komponentu. 
Vzdialenosť v tomto prípade je nulová. Hlavnou príčinou tohto javu je typ fontu, ktorý má 
v niektorých prípadoch písmená veľmi blízko k sebe. Ďalšie príčiny sú voľba nevhodného prahu 
alebo prítomnosť šumu.  
Zatiaľ ale máme len súvislé komponenty, preto sa v tomto bode zaoberáme len 
so vzdialenosťou medzi komponentmi. Na určenie medzery medzi komponentmi použijeme metódu, 
pri ktorej využívame ľavú a pravú hranu ohraničujúceho obdĺžnika komponentu. Majme dve spojité 
komponenty K1 a K2, ktoré v riadku nasledujú za sebou. Vzdialenosť medzi týmito dvomi 
komponentmi vypočítame tak, že na ose X odčítame minimálnu súradnicu komponentu K2 od 
maximálnej súradnice komponentu K1. Teraz už len stačí klasifikovať, či sme získali vzdialenosť 
medzi znakmi alebo vzdialenosť medzi komponentmi. Určíme nejaký prah, podľa ktorého budeme 
rozhodovať.  Môže to byť napríklad násobok priemernej šírky komponentov  v riadku.  
4.3 Rozpoznávanie znakov 
K samotnému rozpoznávaniu existuje veľa rôznych prístupov. V tejto práci predstavíme len 
niektoré z nich. V predošlej kapitole sme sa venovali problematike ako rozdeliť komponenty. V tejto 
kapitole budeme riešiť rozpoznávanie už konkrétnych písmen (znakov). Úlohou klasifikácie znaku je 
každý znak zaradiť do nejakej triedy. Najprv musíme zvoliť vhodnú reprezentáciu daného znaku. Na 
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to existujú dve možnosti, ktoré sú buď hranice súvislých komponentov, alebo pixle tvoriace znak. 
Podľa voľby reprezentácie musíme určiť ako znak popíšeme. Hranice sa dajú popísať pomocou dĺžky 
a orientácie priamky spájajúcej najvzdialenejšie body hraníc. 
Vlastnosť, ktorá popisuje znak, sa nazýva descriptor. Každý jeden znak má svoje jedinečné 
vlastnosti, ktoré môžeme reprezentovať sadou descriptoru. Tieto descriptory sú usporiadané do 
vektora alebo stromu. Jednu kompletnú sadu descriptoru nazývame vzorkou. Je to jeden 
dvojrozmerný vektor, ktorý obsahuje výšku a šírku skúmaného znaku.  
Množina vzoriek určuje triedu znakov podľa vlastností, ktoré spolu zdieľajú. Tieto množiny 
majú rovnaké alebo blízke hodnoty jednotlivých descriptorov, ktoré by mali byť volené tak, aby ich 
bolo čo najmenej z dôvodu rýchlosti rozpoznávania. Klasifikácia zahŕňa metódy, ktoré automaticky 
zotriedia vzorky. Tu prichádzajú do obrazu neurónové metódy, ktoré používajú na klasifikáciu 
neurónovú sieť. Uplatňujú sa rôzne typy neurónových sietí a spôsoby ich učenia. Najčastejšie sa 
vyskytuje klasifikácia k-najbližších susedov (k-nearest neighbors, kNN), ktorý je klasický klasifikátor 
a ktorý sa často využíva v reálnych aplikáciách vďaka svojej jednoduchosti. Jeho výhodou je, že aj 
napriek jednoduchosti dosahuje vysokú mieru úspešnosti. Trénovanie prebieha tak, že sa uložia 
všetky trénovacie vzory. Neurónová sieť klasifikuje pre vstupný obrázok k najbližších zapamätaných 
vzorov patriacich do tej istej triedy. Využívajú sa rôzne miery vzdialenosti, ale najčastejšie to býva 
Euklidovská vzdialenosť. 
 
Ohraničenie písmena 
Pred rozpoznávaním znaku ju potrebujeme presne ohraničiť písmeno. Budeme sa snažiť, aby 
sme hranice objektu priblížili čo najbližšie k samotnej reprezentácii objektu. V prípade číslic je to 
veľmi užitočné, pretože tie sa podobajú v oveľa väčšej miere ako písmená. Musíme dokázať 
obtiahnuť obdĺžnikom zvlášť každé jedno písmeno. 
Prvým naším krokom bude použiť z vyššie uvedených morfologických metód práve operáciu 
uzatvorenia. Toto nám pomôže spojiť časti písmen do celkov, takzvaných blobov. Aj keď sú písmená 
prilepené na seba, dokážeme ich oddeliť podľa toho, či tvoria spojitý celok alebo nie. Tuto sa nám 
rysuje problém, keď sa písmená niekedy skladajú z viacerých komponentov. Tieto menšie 
komponenty sú napríklad dĺžeň na písmene. Spomínaný problém sa rieši pomocou horizontálneho 
prekrývania obdĺžnika. Dĺžne a mäkčene sa takto zlejú do jedného celku. Písmená treba ohraničiť čo 
najpresnejšie, aby sme ich vedeli pri porovnaní s najväčšou pravdepodobnosťou rozoznať. Okolo 
znaku sa takto vytvorí  presné ohraničenie. Spočítame priemernú vzdialenosť medzi jednotlivými 
znakmi a tým zistíme, kde sú hranice slov. Po ohraničení písmen sa dostávame k samotnému 
rozpoznávaniu.  
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Obrázok 4.4 – Príklad dekompozície riadkov na bloby a spojenie pomocou horizontálneho prekrytia. 
 
Rozpoznávanie pomocou kódovaných signálov 
 Na rozpoznávanie samotných písmen existuje niekoľko metód pomocou ktorých vieme zistiť, 
čomu sa podobá najviac aktuálne rozpoznávaný tvar. K zvýšeniu efektivity a rýchlosti výpočtu            
sa používajú techniky úsporného kódovania, z ktorých treba vybrať ten správny podľa danej 
problematiky. Používané spôsoby sú predikčné a transformačné kódovanie. My sa budeme zaoberať 
transformačným kódovaním (transform picture coding), pri ktorom sa blok vzorky spracováva 
pomocou niektorej z diskrétnych ortogonálnych transformácií tak, aby novo vzniknutá množina 
vzorky umožňovala redukciu prenosovej rýchlosti. Najčastejšie sa používajú Fourierova 
transformácia, kosínusová transformácia, Walsh – Hadamarova transformácia, Karhuen-Loeve 
a šikmá transformácia. My využijeme Walshovu transformáciu, ktorú sme popísali na začiatku práce. 
Tieto kódovania vytvárajú podmienky pre zvyšovanie výpočtovej rýchlosti tým, že popíšu objekt 
najjednoduchším spôsobom ako sa len dá, a to pomocou matematických transformácií.  
 
Dodatočné spracovanie 
Dodatočným spracovaním je najčastejšie použitie slovníka na zvýšenie presnosti 
rozpoznávania. Táto časť preto býva prepojená so segmentáciou a rozpoznávaním. Umožňuje odhaliť 
zlú segmentáciu alebo rozpoznanie. Pri spracovávaní môžeme slovo odmietnuť a vrátiť sa späť na 
segmentáciu a vyskúšať inú možnosť. Použitie slovníka predstavuje výrazné zlepšenie presnosti 
rozpoznávania, ktorá by sa inak v ostatných moduloch veľmi ťažko dosiahla. Narážame na problémy 
s presnosťou a rýchlosťou. Čím viac slov máme v slovníku, tým sa viac slov v slovníku na seba 
podobá. S rastúcim počtom slov sa zväčšuje aj počet kandidátov, z ktorých musíme vybrať konečne 
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konečné slovo. Ďalším krokom je použitie kontextovej informácie a gramatiky. So znalosťou 
gramatiky vieme vylúčiť niektoré možnosti slov z rozpoznávania aj bez slovníka. Vieme tak 
čiastočne vyriešiť problém s nejednoznačnými slovami, ktoré iným spôsobom nemáme ako odlíšiť. 
Využiť môžeme i štatistiku výskytu znakov v texte, keď si musíme vybrať z niekoľkých možností, 
ktoré sa OCR systému zdajú rovnako dobré. Nakoniec potrebujeme zistené slovo zapísať do 
textového dokumentu. Ak využijeme získané informácie z predspracovania, môžeme sa pokúsiť 
naformátovať textový dokument tak, aby sa čo najvernejšie podobal vstupnému obrázku. 
 
4.4 Parsovanie a analýza obsahu 
Po úspešnom rozpoznávaní znakov na účtenke, bude naším posledným krokom identifikovať 
typ pokladničného bloku a vybrať z neho relevantné údaje, ktoré následne zapíšeme do databázy. 
Toto môžeme spraviť napríklad regulárnymi výrazmi tak, že pre rôzne typy účteniek uložíme sadu 
regulárnych výrazov do databázy, podľa ktorých budeme schopní identifikovať, z ktorého obchodu 
daná účtenka pochádza a podľa toho ju vyhodnotiť.  
Regulárne výrazy 
Je to množina vzorov, ktorá predstavuje určitý vzor. Pomocou týchto regulárnych znakov 
môžeme vyhľadávať špeciálne časti slova alebo validovať slovo podľa výrazu. Môžeme nadefinovať 
špeciálne masky, ktoré odpovedajú daným štruktúram, resp. slovám. Nájdené výrazy sa dajú prípadne 
pomocou týchto štruktúr nahradiť.  
Regulárne výrazy[29] sa skladajú z metaznakov a znakov. Najjednoduchším výrazom je 
akékoľvek písmeno. Jedno písmeno v regulárnom výraze nám popisuje výskyt toho daného písmena. 
Pre zložitejší popis sa používajú metaznaky. Tieto znaky nie sú súčasťou textu a predsa majú omnoho 
väčšiu silu, ako klasické písmená. Základným metaznakom je bodka „ .“, ktorá nahradí hocijaké 
písmeno. Do ďalšej skupiny patria kvantifikátory, ktoré určujú, ako často sa môže daný znak 
vyskytovať. Základné kvantifikátory ukážeme o pár riadkov nižšie. Keby sme chceli kvantifikátor 
použiť na viac znakov, tak tieto znaky musíme uzavrieť do guľatých zátvoriek, za ktorými nasleduje 
náš kvantifikátor. Ďalším prvkom sú skupiny znakov, ktoré sa využívajú v prípade, že sa potrebujeme 
zamerať na určitý typ charakterov. Pre túto definíciu nám slúžia hranaté zátvorky „[ ]“, pomocou 
ktorých vieme nadefinovať napríklad skupinu [ABC], ktorá nám hovorí, že hľadané písmeno musí 
byť z tejto skupiny. V hranatých zátvorkách môžeme použiť namiesto konkrétnych písmen aj celý 
rozsah. Na to slúži operátor „-“, ale len v prípade, že je rozsah vymedzený z oboch strán. Príklady sú“ 
čísla „0-9“, malé a veľké písmená: „a-z“ „A-Z“. Negácia sa rieši pomocou znaku striešky „^ “, ktorú 
je užitočné použiť keď hľadáme znaky, ktoré nepatria do popísanej skupiny. 
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Tabuľka 4.1 – Kvantifikátory (zdroj: [29]) 
 
Po oboznámení sa so základmi regulárnych výrazov porovnáme niektoré základné knižnice, ktoré sa 
používajú na prácu s RV.  
 
Názov Progr. jazyk Lincencia UTF-8 Podmineky Čiastkova zhoda 
Boost.regex C++ Boost NIE ANO ANO 
GRETA C++ - ANO NIE ANO 
PCRE C++ BSD ANO ANO ANO 
TRE C BSD - NIE NIE 
CL-PPCRE Common Lisp BSD ANO ANO ANO 
Tabuľka 4.2 – Porovnanie knižníc pre regulárne výrazy 
(zdroj: [27]) 
 
V našom programe použijeme knižnicu Boost. Táto knižnica plne podporuje štandardné 
knižnice jazyka C++ a niektoré sú už aj súčasťou týchto štandardných knižníc. Táto knižnica je 
dostupná pod licenciou Boost, ktorá zahŕňa obe komerčné aj nekomerčné použitia. Obsahuje 
rozšírenie REGEX, čo sú nástroje na prácu s regulárnymi výrazmi.  
4.5 Výstup aplikácie 
Po načítaní a spracovaní pokladničného bloku sa načítané údaje uložia do databázy. Ako časť 
našej práce je tiež vhodné zobrazenie týchto údajov, aby boli pre používateľa jednoducho čitateľné. 
Na tento účel nám bude slúžiť informačný systém. Cez neho si budeme môcť pozrieť načítané 
hodnoty. Odôvodnením prečo sme si vybrali on-line platformu pre zobrazovanie je, že program je 
navrhnutý na použitie vo firemnom prostredí, kde môže byť zdrojom informácií ktorýkoľvek počítač 
Znak Popis 
? Minimálne 0 krát, maximálne 1krát 
* Minimálne 0 krát, maximálne neobmedzené 
+ Minimálne 1 krát, maximálne neobmedzené 
{n} Práve n krát 
{m,n} Minimálne m-krát, maximálne n-krát 
{m,} Minimálne m-krát, maximálne neobmedzené 
{,m} Maximálne M-krát 
 37 
a výstup musí dokázať pozrieť taktiež každý. Informačný systém môže byť verejne dostupný 
z internetu, prípadne chránený heslom.  
Z technologickej stránky budeme používať programovací jazyk PHP, ktorý má svoje vlastné 
nástroje na prístup do databázy. Na ukladanie údajov použijeme databázu MySQL, ktorá je 
kompatibilná s platformami informačného systému a pomocou knižníc ho vieme napĺňať aj 
z prostredia C++. Pre prostredie C++ sa tento nástroj volá MySQL Connector/C++, ktorý je 
použiteľný pod verejnou licenciou GPL (General Public Licence). 
MySQL Connector/C++ 
Tento nástroj sa používa namiesto staršej verzii MySQL C API (MySQL Client Library) 
a ponúka množstvo výhod pre programovací jazyk C++. Medzi hlavné výhody patria nasledujúce: 
 Výhoda čistého C++  -  bez volaní C funkcií, 
 Podpora mocného programovacieho prostredia JDBC 4.0, 
 Podpora objektovo-orientovanej paradigmaty, 
 Kratší vývojový čas aplikácií, 
 Podpora operačných systémov: Windows, BSD, Linux, MAC, SUN, x86 a x64. 
Kompletne tu môžeme nájsť cez 460 použiteľných metód a funkcií. Ovládač MySQL síce 
neimplementuje kompletne všetky triedy JDBC 4.0 API, ale predstavuje nasledujúce triedy: 
 Connection, 
 DatabaseMetaData, 
 Driver, 
 PreparedStatement, 
 ResultSet, 
 ResultSetMetaData, 
 Savepoint, 
 Statement. 
Knižnice libPNG a libJPEG 
Na zobrazovanie výstupov aplikácie z prostredia C++ sa používajú knižnice libPNG 
a libJPEG. Sú to voľne dostupné pomocné rozšírenia pre prácu a zobrazovanie obrázkov. LibPNG je 
knižnica podporujúca otvorený formát obrázku .PNG (Portable Network Graphics), ktorá ukladá 
obrázok v rastrovej podobe. Tento formát bol navrhnutý ako nástupca známeho formátu GIF. Používa 
upravenú kompresnú techniku, ktorá je efektívnejšia oproti predchádzajúcim formátom. LibJPEG je 
knižnica napísaná v jazyku C, ktorá obsahuje nástroje na kódovanie a dekódovanie obsahu. Za 
aktualizáciu tejto knižnice je zodpovedná organizácia Independent JPEG Group. Pre zvýšenie 
efektívnosti sa používa optimalizácia Huffmanovej kódovacej vrstvy.  
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5 Implementácia 
Táto kapitola je venovaná popisu implementačných detailov aplikácie. Pri tvorbe zložitejších 
systémov musíme rátať s tým, že práve počas implementácie narazíme na nepredvídanú situáciu, 
ktorou sme v návrhu nepočítali, resp. plánovali úplne inak, čo sa stalo aj v našom prípade. Pri 
implementácii sme zistili, že v niektorých častiach bol návrh nepresný, resp. nedostatočný, preto sme 
ho museli doplniť o určité zmeny, a zároveň isté problémy riešiť inými metódami. V nasledujúcej 
časti popri popisu implementácie uvedieme aj konkrétne tieto rozšírenia a zmeny, a zároveň si 
predstavíme aj metódy použité pri nich. 
5.1 Detekcia pozadia 
Pri detekcii pozadia bol použitý model s normálnym rozdelením v troch dimenziách (R, G, 
B). Pre prácu s vektormi a maticami bola navrhnutá malá knižnica, ktorá je založená na C++ triedach 
a šablónach. Vektor je v podstate len špeciálnym prípadom matice, ktorá má jeden riadok. 
Preťažením operátora čiarky môžeme potom vektory a matice zadávať v zdrojovom kóde 
v nasledujúcej podobe: 
 
    matrix m((row 1, 2, 3, 4, 
              row 5, 6, 7, 8)); 
 
    vector v((row 1,  
              row 2,  
              row 3,  
              row 4)); 
Obrázok 5.1 – Príklad inicializácie matice a (stĺpcového) vektora 
 
Táto inicializácia je preto efektívna, lebo nedochádza v nej k zbytočnému kopírovaniu polí. Každá 
matica potom definuje operáciu sčítania, odčítania, násobenia a delenia nad jednotlivými 
komponentmi a to buď skalárnou alebo inou maticou rovnakej veľkosti. Ďalej sú tu operácie ako 
násobenie matíc, transpozícia matice, výpočet determinantu, kofaktorov a inverzná matica. Vektor 
navyše definuje operáciu skalárneho súčinu a výpočet dĺžky vektora. 
 Normálne rozdelenie v hocijakom počte dimenzií mohlo byť potom implementované  
pomocou triedy CMultivariateGaussian, pracujúcej práve s vektormi a maticami. Rozdelenie sa pre 
každý obrázok spočítalo z farby pozadia, ktorá bola vzorkovaná po okrajoch vstupov (predpokladalo 
sa, že účtenky sa nachádzajú v strede naskenovaného obrázku, čo sa nám aj podarilo pri skenovaní 
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testovacích dát). Na začiatku bolo potrebné spočítať priemerné hodnoty farby pozadia ( ) a potom 
kovariančnej matici ( ). Tieto hodnoty sa vložili do konštuktora triedy CMultivariateGaussian 
a pomocou preťaženého operátora funkcie sa dalo priamo vypočítať pravdepodobnosť skutočnosti, či 
daná farba tvorila pozadie, alebo nie. Detekčný prah bol pritom určený zlomkom výslednej 
pravdepodobnosti v strede rozdelenia. Pre ladiace účely bol implementovaný jednoduchý software 
rasterizer, pomocou ktorého sa vykreslili výstupné vzorky pozadia a následne povrch detekčnej 
funkcie pomocou algoritmu marching cubes. Táto skutočnosť je znázornená na obrázku (5.2). 
Výsledné rozdelenie sa dalo aplikovať na celý výstupný obrázok, pričom pravdepodobnosť nad 
prahom predstavovalo pozadie a ostatné body časti pokladničného bloku. Výsledky sme ukladali do 
binárnej bitmapy, z ktorej sme potom pomocou morfologickej operácie open odstránili šum (keďže 
bitmapa obsahuje pozadie, dala sa použiť operácia open). 
 
 
Obrázok 5.2 – odhora zľava: naskenovaný dokument, vzorky pozadia v RGB kocke, povrch detekčnej 
funkcie pomocou marching cubes, nájdené pozadie 
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5.2 Segmentácia dokumentov 
V prípade, ak sme už máme nadetekované pozadie, bolo možné v ňom vyhľadať jednotlivé 
účtenky, a tie pre ďalšie spracovanie orezať a následne odstrániť prípadné natočenie. Pre vlastnú 
detekciu bolo dobré mať k dispozícii hranový obraz. Pre účely detekcie hrán sa bežne používa 
Sobelov operátor, ten však má ale nevýhodu v tom, že má pomerne široké hrany (vypočítané hrany sú 
dva pixely široké). Kvôli tomuto by sa bola zhoršila kvalita Houghovej transformácie (nadetekuje 
viac rovnobežných strán) a takisto by sa bol spomalil aj celý výpočet. Preto boli hrany detekované 
morfologickým operátorom hit and miss so štruktúrnym elementom v tvare „+“. Tieto hrany boli 
potom iba 1 pixel široké. 
 
Obrázok 5.3 - Detail detekcie pozadia a zodpovedajúca morfologická detekcia hrán 
 
Na základe návrhu sme mali postupovať podľa detekcie čiar pomocou Houghovej 
transformácie [31],  t.j. spojením rovnobežných čiar do dvojíc a následne s cieľom spojiť čo najviac 
pravouhlých čiar do obdĺžnika. Nečakaný problém však predstavovali krivo rezané účtenky, pretože 
mechanika pokladne často nedisponuje automatickým nástrojom, ktorý by účtenku perforoval. 
V tomto prípade sa len odtrhne blok rýchlim pohybom a kraje potom nie sú rovné. Práve kvôli tomuto 
sa nedala použiť navrhovaná metrika uhlov, lebo hrany sa často spájali s hranami nesúvisiacich 
účteniek, viď. obrázok (5.4) 
     
Obrázok 5.4 - Nesprávna detekcia obdĺžnikov pomocou [30]. 
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Obrázok 5.5 – Porovnanie Houghovej transformácie v OpenCV (hore vľavo) a vlastná implementácia 
(hore v pravo). Houghov priestor je pre obe prípady rovnaký(dole). Motýliky uprostred sú vodorovné 
priamky, motýliky pri hornej a spodnej hrane sú zvislé priamky. 
 
Potom, ako sa nám tento spôsob riešenia nevydaril, museli sme pristúpiť k jednoduchšiemu 
a robustnejšiemu riešeniu. Keďže bolo veľmi jednoduché označiť jednotlivé účtenky ako spojité 
objekty v binárnom rastri, dokázali sme spočítať ich obalové obdĺžniky (bounding box). Keď ale boli 
účtenky veľmi natočené, tieto obalové obdĺžniky nám nestačili. Jednak vynechávali pri hranách veľa 
miesta a v extrémnych prípadoch sa mohli aj splývať. Problém bol taký, že akýkoľvek uhol natočenia 
robil segmentáciu riadkov v neskorších fázach oveľa ťažším. Vychádzali sme z toho, že účtenky sú 
prakticky konvexné. O konvexných objektoch je známe, že ich obalový obdĺžnik leží na jednej z hrán 
konvexnej obálky. Mohli sme teda pre detekciu object-aligned bounding box použiť výsledky 
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Houghovej transformácie. Postupovali sme pre každý objekt zvlášť. Pre každú priamku, detekovanú 
pomocou Houghovej transformácie, sme spočítali jej kolmicu, spolu s ktorou formovala 2D 
súradnicový systém. Potom sme spočítali inverznú maticu, ktorá nám udávala z priestorového 
súradnicového systému obrázku do súradnicového priestoru priamky. Prechádzali sme axis-aligned 
bounding box a pre každý pixel účtenky sme transformovali jeho pozíciu do priestoru priamky, kde 
sme počítame axis-aligned bounding box, ktorý však bol v pôvodnom priestore object-aligned. Toto 
sme opakovali pre každú detekovanú priamku a nakoniec sme vybrali obdĺžnik, ktorý mal najmenšiu 
plochu, teda ten, ktorý najviac obklopoval objekt.  
Aby tento postup bol efektívny, potrebovali sme mať čo najmenší počet priamok detekovaných 
Houghovou transformáciou, zároveň pritom udržať čo najväčšiu presnosť. Funkcia cvHough() 
knižnice OpenCV detekuje veľké množstvo nepresných priamok, a bola pre tento postup pomerne 
nepoužiteľná. Po nejakej dobe strávenej experimentovaním sa podarilo zistiť, že na vine je zlý non-
maxima suppression, ktorý bol v OpenCV implementovaný len pre štvor-okolie, čo bolo pri vyššej 
presnosti akumulátora absolútne nedostatočné. Ponúkalo sa potom znižovanie presnosti akumulátora, 
čo sa však ukázalo byť pomerne nevhodným krokom. Finálna implementácia používala akumulátor 
s rozlíšením 1/8 stupňa a 1px, ktorý bol podrobený non-maxima suppression so štvorcovým jadrom 
o hrane 15 pixelov. Výsledok je zobrazený na obrázku (5.5). 
Pre účely označovania objektov v rastri bolo potrebné neskôr pri segmentácii riadkov na 
jednotlivé znaky vytvoriť triedu, ktorá generovala požadovaný počet farieb s maximálnym vizuálnym 
odstupom. Z požadovaného počtu farieb bol najprv určený dvojkový logaritmus, ktorý naznačoval, 
koľko bitov je k reprezentácii takého čísla potrebných. Potom boli tieto bity rozdelené medzi 
červenou, zelenou a modrou, pričom ak počet bitov nebol deliteľný tromi, tak sa zvyšok po delení sa 
pripísal zelenej zložke, pretože ľudské oko je najcitlivejšie práve na zelenú. Pre jednotlivé počty bitov 
sa vypočítali masky na pozíciách v pôvodnom čísle a ofsety pre posun bitov pod maskou na ich 
miesto vo farbe. Celá situácia a príklad výstupu pre 506 farieb je znázornená na obrázku (5.6). 
Ukážka označovania objektov spolu s ich ohraničujúcimi obdĺžnikmi je na obrázku (5.7). 
 Pre detekciu presného obaľujúceho štvoruholníka bolo treba ešte jednotlivé účtenky orezať. 
Jedná sa v podstate o podobnú úlohu ako pri mapovaní textúr, ale v našom prípade bola jednoduchšia 
tým, že sme mapovali vždy na obdĺžnik. Textúrovacími súradnicami boli súradnice štvoruholníka 
v zdrojovom obraze. Tie sme interpolovali najprv po zvislých hranách cieľového obdĺžnika a potom 
v rámci každej scanline po jednotlivých pixloch. Pre vzorkovanie sme použili bilineárne filtrovanie, 
do alfa kanálu sa navyše zapisovala informácia o tom, či sa vzorkovalo pozadie alebo účtenka. Táto 
informácia slúžila k doplneniu okrajových pixlov najbližšou farbou účtenky.  
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Obrázok 5.6 - Algoritmus výpočtu farby z indexu a výsledok pre 506 farieb 
 
 
Obrázok 5.7 - Detekované spojité objekty a ich (axis-aligned a object-aligned) obalové obdĺžniky 
 
5.3 Spracovanie dokumentov 
Po tom, ako už boli účtenky rozrezané, pracovali sme s každou zvlášť. Najprv bolo potrebné 
účtenku previezť na binárny obraz, čo sme najlepšie vedeli dosiahnúť s adaptívnym prahovacím 
filtrom. V aplikácii bol použitý filter s maskou 5x5 pixlov, ktorý prahoval na úrovni                          
(min + max) / 2 – 10, kde min a max predstavovali lokálne minimum, respektíve maximum pod 
danou maskou. Mierne záporný bias potom odstránil šum v plochách, kde neboli žiadne znaky. Tento 
filter dával pomerne slušné výsledky aj pre vybielené účtenky.  
masky 
index 
bitový posun 
barva 
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Po prahovaní sa vypočítala riadková projekcia, teda počet čiernych pixlov pre každý riadok. Následne 
sa vypočítala autokorelácia a tým sa určila priemerná výška riadkov. Na testovacích dátach tento 
prístup fungoval prekvapivo veľmi presne, aj keď účtenky obsahovali medzery medzi odsekmi, ktoré 
neboli celým násobkom výšky riadku. Riadková projekcia a tomu zodpovedajúca autokorelačná 
krivka je na obrázku (5.8). 
 
Obrázok 5.8 – Riadková projekcia a tomu zodpovedajúca autokorelačná krivka  
(riadky sú vysoké 20px) 
 
Potom, ako sme zistili aké vysoké sú jednotlivé riadky, už bolo jednoduché segmentovať odseky. 
Použili sme morfologickú operáciu erozia a následne dilatáciu, pričom veľkosť hrany štruktúrneho 
elementu bola rovná polovici výšky riadku. Takto sme zaručili, že sa riadky zliali dokopy, ale odseky          
a vzdialenejšie elementy už nie. Jednotlivé odseky sme potom označili pomocou spojitých objektov, 
použili sme axis-aligned bounding box. U účteniek sme predpokladali rozloženie s jedným stĺpcom, 
spojili sme teda bounding-boxy ležiace vedľa seba, ktoré mali horizontálne prekrytie. V jednotlivých 
odsekoch sme potom pomocou riadkovej projekcie non-maxima suppression určili pozície medzier 
medzi riadkami. Bolo dôležité dbať o to, aby bol dokument naozaj dobre natočený, teda aby sme mali 
riadky vodorovne, pretože inak by riadková projekcia bola obsahovala minimá väčšie ako bol 
nastavený prah a tým pádom by sa niektoré riadky boli nerozdelili.  
 Riadky sa následne z bitmapy vystrihli a spracovávali sa oddelene. Nad každým riadkom sa 
označili spojité objekty, čo boli jednotlivé znaky, prípadne ich fragmenty a diakritika. Podobne ako sa 
0
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spojovali bounding boxy odsekov ležiace vedľa seba, tu sa spojovali boxy znakov ležiace nad sebou. 
Predstavovalo to spájanie znaku a diakritiky, prípadne časti znaku s 9-konektivitou, ale bez 4-
konektivity tipicky „o“, „c“, „8“, a podobne. Zahadzovali sa bounding boxy o veľkosti 1x1 pixel, čo 
bol v podstate šum vzniknutý pri prahovaní. Celý proces je znázornený na obrázku (5.9) 
     
     
Obrázok 5.9 – z hora sprava: erózia, dilatácia, spojité elementy, spojené bounding boxy odsekov, 
rozdelené riadky, rozdelené (a spojené) znaky. 
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Ďalej už bolo možné robiť vlastné rozpoznávanie znakov, ku ktorému sme použili pôvodný obrázok 
s ekvalizovaným histogramom, teda nie bináne prahovaný obrázok, v ktorom sa niektoré detaily 
vymazali. K rozpoznávaniu sa použil SVM klasifikátor s Gaussovským kernelom. Trénovanie sa 
uskutočnilo na monospace fontoch ako sú OCR A Extended, Lucida Console, Courier New s rôznymi 
deformáciami ako sú napríklad náhodné orezanie po krajoch alebo zmena pomeru strán, teda rovnaké 
deformácie, aké vznikali pri lokalizácii znakov na účtenke.  
 Po rozpoznávaní znakov ich bolo ľahké spojiť do textového reťazca. Znaky už boli 
usporiadané po riadkoch, takže pozadie bolo pevne dané. Z ich bounding boxu sme vedeli vypočítať 
medián medzier medzi znakmi. Keď bola medzera medzi znakmi dvakrát väčšia než tento medián, tak 
sa považovala za medzeru medzi slovami. Viacnásobné medzery sa neriešili vzhľadom na to, že sa 
predpokladalo následné parsovanie textu. 
 Podľa obsahu účtenky bolo treba vybrať správny parser. K tomu nám poslúžili regulárne 
výrazy uložené v databáze servera. Zo začiatku boli takmer nevyužité, obsahovali jedno kľúčové 
slovo, a to názov supermarketu. Boli tam pre prípad, keby sa bol zmenil formát účtenky a bolo by 
nutné nejako rozpoznať o ktorú verziu sa jedná. Regulárny výraz potom určoval parser. Parser 
predstavovala triedu implementovanú v programe.  
V budúcnosti by bolo možné napríklad urobiť podporu nahrávania ďalších parserov dodaných 
v DLL knižniciach, ako zásuvné moduly, prípadne podporu parserov riadených tabuľkou. To už je 
však pomerne komplikované a vzhľadom k nedostatku času neboli tieto funkcie implementované.  
5.4 Informačný systém 
Súčasťou zadania bolo aj zabezpečenie jednoduchosti používaného programu a takisto 
prehľadu výsledkov. Pre tento účel sme implementovali informačný systém. Princíp fungovania tohto 
portálu je založený na práci s databázou, t.j. priamo z aplikácie sa plní centrálna databáza, kde sa 
ukladajú získané údaje z účteniek. Takto získané údaje sú následne prezentované na tomto portáli. 
Tento portál slúži iba na prezentovanie týchto dát, aby používatelia daného nástroja mali jednoduchý 
prístup k týmto dátam.  
Implementačné nástroje 
Pri implementácii informačného systému boli použité všeobecne využívané programovacie 
jazyky pre webovú platformu. O detailoch týchto jazykov sa už môžeme dočítať skoro kdekoľvek, 
pretože majú široké uplatnenie a používajú sa čoraz častejšie. V našej práci sme ich využili iba pri 
zobrazovaní výsledkov, preto ich popíšeme len v krátkosti.  HTML (HyperText Markup Language) je 
značkovací jazyk, ktorý je určený na vytváranie webových hypertextových dokumentov vo webových 
prehliadačoch. Je to podmnožinou skôr vyvinutého univerzálneho značkovacieho jazyka SGML 
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(Standard Generalized Markup Language). Treba si uvedomiť ale, že HTML nie je programovacím 
jazykom tým pádom neumožňuje výpočty a neobsahuje funkcie. Je to len množina gramatických 
a syntaktických pravidiel. Pre dosiahnutie požadovaného vzhľadu sa používa jazyk popisujúci 
formátovanie HTML. Kaskádové štýly CSS (Cascading Style Sheets) pridávajú možnosti pre 
štrukturovanie a štylizáciu. Výhody spočívajú najmä v minimalizácii rozsahu a sprehľadnenia kódu. 
Pre pridanie viac funkcionality do týchto jazykov, sme použili silnejší nástroj, a to PHP (Hypertext 
Preprocessor). Je to interpretovaný jazyk, ktorý sa dodatočne pridáva do štruktúry jazyka HTML 
a umožňuje procedurálne a aj objektovo-orientované programovanie. PHP beží na strane servera, 
preto nám umožňuje spoluprácu s relačnou databázou MySQL, ktorú využívame pri implementácii. 
MySQL je v našom prípade vstupným bodom dát ktoré následne reprezentujeme prostredníctvom 
nášho informačného systému. Architektúru systému môžeme vidieť na obrázku (5.10). 
 
 
Obrázok 5.10 – Architektúra systému 
 
Pre vykresľovanie výstupu sa používa nástroj Libchart 1.2.2 [30], ktorý je voľne použiteľný   
a distribuovateľný pod licenciou GNU General Public Licence (GPL). Je to knižnica PHP, pomocou 
ktorej vieme vykresliť dvojrozmerný graf. Tento nástroj je vyvinutý pre PHP verziu 5. 
Databáza 
Pri implementácii sme použili databázu MySQL, ktorá je prostriedkom na výmenu dát medzi 
programom a informačným systémom. Skladá sa z piatich tabuliek, ktoré obsahujú informácie, ktoré 
bežne nájdeme na pokladničných blokoch. Také sú napríklad predajňa alebo obchodná sieť, v ktorej 
sme účtenku dostali. Ďalej sú tu jednotlivé položky, ako dátum nákupu a celková hodnota bločku. 
Informačný systém sa dá prispôsobiť  týmto údajom tak, aby nám zobrazoval iba tie informácie, ktoré 
chceme v grafe vykresliť. 
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Obrázok 5.11 – Databáza pre výmenu údajov medzi programom a IS. 
 
Webový portál nám umožňuje zobrazovať položky týchto tabuliek. Ďalej môžeme vymazať 
nepotrebný alebo chybný záznam a naskenovať ho znova. V rámci diplomovej práce nie je prístup 
k editačným funkciám obmedzený, pretože to už je otázka konkrétneho prípadu použitia tohto 
systému.  
 
5.5 Integrácia v systéme 
Program pre rozpoznávanie dokumentov je potrebné zapojiť do celého systému, t.j. medzi 
scanner a databázový server. Obrázky zo skenera sú načítané pomocou programu Cannon ScanGear, 
ktorý je nastavený tak, aby po stlačení tlačidla na skeneri uložil obrázok do zložky scans. Tam už 
čaká program, ktorý obrázok presunie do priečinka processing, čím sa zabezpečí, že už do toho 
skener nezapisuje. Keby sa kopírovanie nepodarilo, po istej chvíľke sa o to systém pokúsi znova. Po 
spracovaní sa obrázok posunie do priečinka processed. Keď je už obrázok spracovaný, kontaktuje sa 
databázový server a pošlú sa načítané údaje. Vlastný program nemá žiadne užívateľské rozhranie, 
beží ako rezidentná ikona v panely nástrojov. Kliknutím pravého tlačidla na ikonu sa dá proces 
ukončiť, alebo zobraziť konzolu, kde sa vypisujú informácie o priebehu a výsledku spracovania.  
 
Obrázok 5.12 – Cannon ScanGear  
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6 Záver 
V rámci tejto diplomovej práce som sa bližšie oboznámil s metódami počítačového videnia,    
a to konkrétne s rozpoznávaním písmen pomocou učiacich sa algoritmov. Získal som značné 
vedomosti a prehľad o jednotlivých metódach, ich fungovaní a o výhodách a nevýhodách týchto 
techník. 
 Tematiku rozpoznávania písmen som si vybral z viacerých dôvodov. Jedna z nich je 
skutočnosť, že práve takýto modul bol uvedený, ako rozšírenie pre moju Bakalársku prácu, ktorej 
tematika bola síce odlišná, ale dali by sa v rámci nej aplikovať vedomosti získané pri tejto práci.  
Ďalší z dôvodov bol prínos mojej práce formou užitočného nástroja, ktorý nájde využitie 
nielen v každodennom živote, ale aj vo firemnom sektore. Jednotlivci môžu pomocou neho 
monitorovať napríklad nákupy v potravinách, ale aj menšie investície, ktoré nie sú každodenné. Pre 
firemný sektor nájde uplatnenie napríklad pri sledovaní výdavkov na pohonné hmoty, alebo pri 
nákupoch materiálu. Pomocou tohto nástroja môžu efektívne monitorovať svoje výdavky a urobiť 
tým patričné kroky pre dosiahnutie úspor. 
Ako možnosť budúceho vývoja vidím v rozšírení typov vstupných dokumentov. Táto práca je 
zameraná konkrétne na pokladničné bloky, ktoré dostávame pri nákupoch, ale pre firemný sektor by 
bolo vhodné umožniť napríklad aj vkladanie faktúr do systému. Informačný systém, ako časť práce, 
je implementovaný všeobecne, ktorý s drobnými úpravami dokážeme prispôsobiť k 
akejkoľvek problematike podľa potreby.   
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