12 All living systems acquire information about their environment. At the cellular level, 13 they do so through signaling pathways, which rely on interactions between molecules 14 that detect and transmit the presence of an extracellular cue or signal to the cell's 15 interior. Such interactions are inherently stochastic and thus noisy. In classical 16 information theory, a noisy communication channel degrades the amount of 17 transmissible information relative to a noise-free channel. For this reason, one would 18 expect that the kinetic parameters that determine a pathway's operation minimize 19 noise. We show that this is not the case under a wide range of biologically sensible 20 parameter values. Specifically, we perform computational simulations of simple 21 signaling systems, which show that a noisy molecular interaction dynamics is a 22 necessary condition for information acquisition. Moreover, we show that optimal 23 information acquisition, where a system reacts most sensitively to changes in the 24 environment, can be obtained close to the maximal attainable level of noise in the 2 25 system. Our work highlights the positive role that noise can have in biological 26 information processing.
49 or cue (2) about the environment through the binding of this molecule to a receptor. 138 constant represents the concentration of free signal molecules at which half of the 139 receptors are bound to a signal molecule. As the equilibrium constant decreases, the 140 concentration of signal molecules required to occupy 50% of the receptors decreases 141 too. Hence, smaller K eq means higher affinity. 142 143 Throughout this paper, we will refer to low, intermediate and high affinities in the 144 following sense. A low affinity refers to an equilibrium constant that is much higher than 145 the maximal concentration of the signal. A high affinity refers to an equilibrium constant 146 that is much lower than the maximal concentration of the signal. Finally, an intermediate 147 affinity refers to an equilibrium constant that is between the minimal and the maximal 148 concentration of the signal. In all our models we considered biologically meaningful 149 values of all biochemical parameters (See Methods and S1-4 Tables).
150
151 Reversible binding of molecules 152 We first study the reversible binding between two types of molecules, S and R that form 153 RS complexes (Fig 2a) . In this highly simplified model of an information transmission 154 system, we consider the number of RS complexes as the output or response that conveys 155 information about the presence of the signal S. Although this notation is suggestive of 156 interactions between a signal (S) and a receptor (R), our framework below applies to 157 any other reversible binding of two molecules that form a complex. However, for 158 simplicity, we will refer to R molecules as receptors, and to S molecules as signal 159 molecules. 
170
171 We asked how noise, output range and information change with the affinity between 172 receptor and signal molecules. For this analysis, we assumed that the concentration of 173 the receptors is 10 -8 M and that the concentration of signal molecules lies within the 174 range [10 -8 M,10 -6 M]. This means that the maximal number of signal molecules is greater 175 than the total number of receptors. Our simulations allow us to distinguish three 176 regimes as a function of affinity. First, when affinity is low, noise, output range and 177 information are close to zero (Fig 2b) . The reason is that few receptor-signal complexes (Fig 5e; S4c Fig; S5 Fig) . Because the mean is similar for all number of TF molecules, the 346 output range tends to zero (Fig 5b) . However, the amount of noise is higher than zero 347 (Fig 5b) and similar to that expected for a constitutive gene (S5 Fig). As a result, all 348 response distributions are similar to those for the highest concentration of the 349 transcription factor (Fig 5f) , and the amount of acquired information about this 350 concentration is small (Fig 5b) . (Fig 5b) . They also increase the output range 357 of the system (Fig. 5b) . Most importantly, the probability that a binding site is bound by 358 a TF changes with the number of TF molecules, which renders the system's output -the 359 number of synthesized proteins -sensitive to its input (Fig 5g) . Hence, the amount of 360 information acquired about this input increases too (Fig 5b) . In other words, noise can 361 increase the acquisition of information also in this gene expression system. Moreover, 362 once again, acquired information is maximal when noise is close to its maximal value 363 (Fig 5b) . 381 demonstrated that biological processes, including signaling pathways and their binding 382 interactions, are inherently noisy (23). One would thus expect that the kinetic 383 parameters of binding interactions have evolved to minimize noise, because noise is 384 detrimental for the acquisition of information (13, 14, 20) . However, we find the 385 opposite. The kinetic parameters of signaling pathways must produce noisy binding 386 dynamics or a signaling pathway will acquire little or no information. This is due to the 387 nature of reversible binding interactions. Under biologically sensible parameter values 388 and realistic concentrations of ligands and receptors, binding of molecules is noise-free 389 only when a receptor is completely saturated with its ligand, or if it is unable to bind the 390 ligand. In either case, information acquisition is impossible. Hence, noise in molecular 391 binding is not just unavoidable but necessary for information acquisition in signaling 392 pathways. Importantly, the positive role of noise for information acquisition is not 393 limited to individual binding interactions, but also occurs in more complex systems that 394 include gene expression regulation and more than one binding interaction. 395 396 In our models, we observe only one condition where noise is not required for 397 information acquisition. At high signal-receptor affinity, a noise-free 'perfect' detection 398 of a signal is possible when the number of receptors is greater than the number of signal 399 molecules. However, producing more receptors than signaling molecules would incur 400 enormous energetic costs. Relatedly, transcriptional regulation generally involves fewer 401 than ten TF binding sites per regulated gene -the analog of a receptor in such a system 402 (29,30) -a number that is much smaller than the average number of transcription 403 factors per cell, which are usually in the hundreds for bacteria and in the thousands for 404 yeast and mammal cells (32,33). Hence, a perfect detection of the number of TFs or 405 signal molecules is not biologically plausible.
406
407 Some previous work hinted at a positive role of noise for information acquisition 408 (11,25,27), but this work was not ideally suited to understand the mechanisms by which 409 noise helps increase information acquisition: It did not focus on signaling pathways, did 410 not model molecular interactions explicitly, or it assumed that noise comes from an 411 external source and can be made arbitrarily small. In contrast, our models represent 412 molecular interactions explicitly, which causes noise to emerge naturally from them. In 413 doing so, they also provide a mechanistic explanation of the relationship between noise 414 and information acquisition. However, our models focus on the simplest molecular 415 interactions, and they do not exhaust all possible signaling interactions. Whether other 416 properties of signaling pathways change the way kinetic parameters affect noise and 417 information acquisition is an important task for future work. 418 419 Our models include multiple simplifying assumptions. For example, we assumed that the 420 numbers of signaling molecules, receptors, and transcriptional regulators are constant, 421 whereas they may change dynamically in cells. We also considered a simple linear 422 pathway, whereas signaling pathways usually contain regulatory motifs, such as 423 feedback circuits and feed-forward loops (34). In addition, we did not consider 424 molecular interactions such as dimerization (18, 19) . Similarly, we did not consider the 425 costs of expressing an information processing machinery (20). Because these factors do 426 not affect the nature of reversible binding, we suspect that they might also not reduce 427 the positive role of noisy binding dynamics for information acquisition. However, some 428 of them might increase information acquisition at low noise by other means. For 429 example, some signaling mechanisms increase the amount of information acquired 430 while decreasing noise (11, 12, (15) (16) (17) (18) (19) . In contrast to the molecular interactions we 431 study, where noise increases information acquisition by increasing a system's output 432 range, these mechanisms maintain the output range while decreasing noise (14). It 
