What is the smallest Φ(h, k, m) such that for any graph G = (V , E) involving m edges and any integer k ≥ 2h for h ≥ 1, there is a partition V = ∪ k i=1 V i such that the number of edges induced by the union of any h parts is at most Φ(h, k, m)? For h = 1 and 2, this coincides with the judicious partitioning problems proposed by Porter (1992) in [1] and by Bollobás and Scott in [B. Bollobás, A. D. Scott, Problems and results on judicious partitions, Random Structure Algorithms, 21 (2002), 414-430]. We show that
max{e(V 1 ), e(V 2 )}. Bollobás and Scott in [10] obtained the best upper bound for this problem and further extended it to bottleneck k-partitioning problems. Bollobás and Scott also proposed the paired bottleneck k-partitioning problem in [8] :
that of finding a k-partition of the vertex set V (G) = ∪ k i=1 V i that minimizes max{e(V i ∪ V j ), 1 ≤ i < j ≤ k}. For k ≥ 4, the paired bottleneck k-partitioning problem is much more difficult than the bottleneck k-partitioning problem since in the former case one needs to bound  k 2  quantities, while in the latter case one only needs to bound k quantities. Ma and Yu [11] used a probabilistic method to show that for any graph G with m edges, there exists a k-partition such that
Other kinds of judicious partitioning problems are also considered in [9, 12, 13, 17] . In fact, the bottleneck k-partitioning problem and the paired bottleneck k-partitioning problem are both subcases of the following problem: what is the smallest Φ(h, k, m) such that for any graph G with m edges and any integer k ≥ 2h for h ≥ 1, there is a k-partition V (G) = ∪ k i=1 V i satisfying e(V i 1 ∪ · · · ∪ V i h ) ≤ Φ(h, k, m) for any 1 ≤ i 1 < · · · < i h ≤ k. Likewise, it is more difficult than the above two problems, since 
In this work, we will prove that 4 5 ) for any graph G with m edges and any integer k ≥ 2h for h ≥ 2. The lower bound depends on a constructive structure. The approach for getting the upper bound is a refinement of those of Bollobás and Scott [9] and Ma and Yu [11] [12] [13] , and proceeds by first partitioning a set of large degree vertices, then establishing a random process in order to partition the remaining vertices, and finally applying a concentration inequality to bound the deviations. The key to our improvement is to pick the tougher probabilities and better iterative process so that the expectation of the process will be in a range that we prefer. Finally, for certain cases we improve on the results of Ma and Yu [11] for h = 2.
The rest of this work is organized as follows. The lemmas and main results are presented in Sections 2 and 3, respectively. Finally, we summarize our conclusions and future research directions in Section 4.
Some lemmas
One of the first (and key) methods is known as the Azuma-Hoeffding inequality method. We use the version given in [9, 11, 13] . For an event D and a random variable Z of an arbitrary probability space (Ω, F , P), P(D) and E(Z) denote the probability of D and expectation of Z , respectively. Lemma 2.1. Let g be a random variable determined by n independent trials T i for 1 ≤ i ≤ n taking outcomes from the set {1, . . . , k}. Let L : {1, . . . , k} n → N be a function satisfying the Lipschitz condition, that is, |L(g) − L(g ′ )| ≤ l i for any g and g ′ that differ only in the ith coordinate. Let µ = E(L(g)) and for all λ > 0,
2k−2 C for any
For h = 2 and k = 4, we have that the maximum value of ϕ(p i 1 , . . . , 
, the approach adopted is the same as for χ 1 (h).
Secondly, it is clear that ψ 1 (s) and ψ 2 (s) are decreasing and increasing on s, respectively. Thus there must exist
. By the first part of the lemma, we have
Now, we will prove M h,k < 2h 2 −2h−1 (2), which is reduced to
Let A = 2h 2 − 2h and B = (A − 1)hk(k − 2) + Ah(k − 1)(hk + k − 4); thus the above inequality is transformed into
by multiplying by A(k − 1)(k 2 − 4) on both sides, and the last inequality in (4) is derived by using Lemma 2.3. Therefore,
The last step in our proof is to show that
Lemma 2.6. Let k ≥ 2h for h ≥ 2 and ϕ(x i 1 , . . . , 
Case 2. Assume that c i > sC for some 1 ≤ i ≤ k. Without loss of generality, let c 1 > sC. Let p i = x for 2 ≤ i ≤ k for 0 ≤ x ≤ 1 k−1 and p 1 = 1 − (k − 1)x, where x will be determined later.
k−hs . Thus, for any
Here, since 0 ≤ x ≤ 1 k−1 and x = 1 k−hs , we have 0 ≤ s ≤ 1 h and 
The main results
Proof. Suppose G is a connected graph with n vertices; otherwise, consider any one of its components. Arrange the vertex 1 and schedule the vertices of V 2 in sequence as {u 1 , . . . , u n−a } such that deg V 1 ∪{u 1 ,...,u i−1 } (u i ) > 0 for 1 ≤ i ≤ n − t. The process is guaranteed by G being connected.
Let P 1 , P 2 , . . . , P k be any k-partition of V 1 such that V 1 = ∪ k t=1 P t and each vertex in P t is colored with t for 1 ≤ t ≤ k. For each vertex u s ∈ V 2 with 1 ≤ s ≤ n − a, color it with t (1 ≤ t ≤ k) with probability p s t such that Σ k t=1 p s t = 1, where p s t will be determined later. Let the random variable T s = t denote the event that the vertex u s is colored with t. 
(▽β s,s−1 i 1 i 2 ···i h ) and the conditional expectation of ▽β s,s−1 i 1 i 2 ···i h under a given random vector
By the additive property of conditional expectation, E  ▽β s,s−1 
and the linear property of expectation,
Since β n−a i 1 i 2 ···i h is a function from (T 1 , . . . , T n−a ) ⊆ {1, . . . , k} n−a to the positive integers, and since changing the color of u s for 1 ≤ s ≤ n − a, that is, changing the value of T s , affects β n−a i 1 i 2 ···i h by at most deg(u s ), by Lemma 2.1, for all λ > 0,
Hence, for any
where the last inequality comes from the minimum of max{m 2b , m 1−b/2 } occurring at b = 2 5 .
Remark 3.2. The following example shows that Φ(h, k, m) ≥ (h−1)m k−1 , which is approximately equal to the upper bound (h − 1 2(h−1) ) m k in Theorem 3.1. Take the star graph K 1,n whose vertex with degree n is denoted by a and any k-partition V (K 1,n ) = ∪ k i=1 V i such that a ∈ V k and |V 1 | ≥ |V 2 | ≥ · · · ≥ |V k−1 |. Thus |V 1 ∪ V 2 ∪ · · · ∪ V h−1 | ≥ (h−1)(n+1−|V k |) k−1 and e(V 1 ∪ · · · ∪ V h−1 ∪ V k ) = |V 1 ∪ V 2 ∪ · · · ∪ V h−1 | + |V k | − 1 ≥ (h−1)n+(k−h)(|V k |−1)
Remark 3.3. In fact, the general framework in Theorem 3.1 is a refinement of that of Bollobás and Scott [9] and Ma and Yu [11, 13] , where the key to our improvement is to pick a tougher probability structure and design a better iterative process in Section 2. For h = 2, our result is Φ(2, k, m) ≤ 1.5m/k + O(m
Conclusions and future research
This work considered a paired bottleneck k-partitioning problem in a general format and derived the following conclusion: for any graph G = (V , E) involving m edges and any integer k ≥ 2h for h ≥ 2, there is a partition V = ∪ k i=1 V i such that for any 1 
). This is like the conjectures proposed by Bollobás and Scott in [8] , and some of them are considered in the affirmative in [11, 14, 15] ; as a next step, we would like to further investigate some simultaneous bounds for generalized paired bottleneck k-partitioning.
