Abstract. In this paper we first prove the uniform local well-posedness for the density-dependent incompressible flow of liquid crystals in the whole space R 3 . Next, we provide a regularity criterion for the strong solution when the initial density may contain vacuum.
Introduction
In this paper, we consider the following density-dependent liquid crystals system ( [1, 6, 15, 19, 20] ):
1)
∂ t (ρu) + div(ρu ⊗ u) + ∇π − µ∆u = −div(∇d ⊙ ∇d), (1.2) Here ρ denotes the density, u ∈ R 3 the velocity, and d ∈ S 2 (the unit spherical surface in R 3 ) the macroscopic molecular orientations, respectively. The constant µ > 0 is the viscosity coefficient. The symbol ∇d ⊙ ∇d denotes a matrix whose components are defined as (∇d ⊙ ∇d) i,j :=
The term div(∇d ⊙ ∇d) = in (1.2) is a stress tensor which represents the anisotropic feature of the system. When d is a constant vector in S 2 , the system (1.1)-(1.4) is reduced to the wellknown density-dependent Navier-Stokes equations and there are many results on this system; see [2] [3] [4] [5] among others.
When ρ ≡ 1, the system (1.1)-(1.4) becomes the incompressible liquid crystals system and many studies are available [16, [18] [19] [20] [21] [22] . Recently, Li and Wang [17] studied the system (1.1)-(1.4) in a bounded smooth domain of R 3 where the existence and uniqueness of local (global) strong solution were obtained with large (small) initial data when the initial density is away from vacuum. Fan, Gao, and Guo [7] considered the regularity criterion for the system (1.1)-(1.4) with an additional term d × ∆d in (1.3) in the whole space R 3 when the initial density has a positive bound from below. In this paper we first establish the uniform local-in-time well-posedness of the problem (1.1)-(1.5), i.e., we obtain estimates which do not depend on µ > 0. Our result reads as follows. Theorem 1.1. Let 0 < µ ≤ 1 and s > 5/2 be two real numbers. Suppose that there exist two positive constants m and M 1 such that the initial data satisfy
Then there exists a positive time T * > 0 such that the problem (1.1)-(1.5) has a unique solution (ρ,u,d) satisfying
Here and in Section 3 below the positive constants T * and C are independent of µ.
Remark 1.2. By our estimates (1.8), the limit µ → 0 can be studied directly. Hence we also obtain the local well-posedness of the problem (1.1)-(1.5) with µ = 0. We omit it here for conciseness, and the reader can refer [11] for the corresponding results on the density-dependent incompressible Navier-Stokes equations.
Next, we study the regularity criterion for the system (1.1)-(1.4) in the whole space R 3 when the initial density may vanish on an open subset of R 3 . We assume that the initial data satisfy 9) and the compatibility condition
Under the conditions (1.9) and (1.10), it is easy to prove that there is a constant T 0 > 0 such that the problem (1.1)-(1.5) has a unique strong solution (ρ,u,π,d) in (0,T 0 ]; for example, see Kim [14] on the density-dependent incompressible Navier-Stokes system. However, the global-in-time regularity of the problem (1.1)-(1.5) is still open. Here we provide a regularity criterion for the strong solutions when the initial density may contain vacuum. Our result can be stated as follows. It should be pointed out that a variant of the blow-up criterion (1.11)-(1.12) for compressible liquid crystals flow was obtained recently by Huang, Wang, and Wen [10] .
We give some comments on the proofs of our results. Because the local-in-time well-posedness has been proved in [17] , to complete the proof of Theorem 1.1 we only need to prove the a priori estimates (1.8). We shall employ an elaborate nonlinear energy method to obtain these desired bounds. More precisely, we first derive an energy estimate based on the L 2 energy of the system. Next, we use Sobolev imbedding, bilinear commutator estimates, and the Gagliardo-Nirenberg inequality to obtain higher order estimates on the density ρ, the velocity u, and the unit vector field d, which satisfies a differential inequality. Then our results come from an application of the well-known Osgood lemma. To prove Theorem 1.3, by the local existence and uniqueness result, and bootstrapping arguments, we only need to establish sufficient regularity estimates on the solutions which can be obtained by Sobolev imbedding, the Gagliardo-Nirenberg inequality, and the conditions (1.11)-(1.12).
This paper is organized as follows. In Section 2, we give some notations and recall some basic inequalities. The proofs of Theorem 1.1 and Theorem 1.3 are presented in sections 3 and 4, respectively.
Preliminaries
In this section, we give some notations and recall some basic inequalities which will be used frequently. The symbol · L p standards for the norm in the Lebesgue space
. We use C and M i to denote the positive constants which are independent of µ and may change from line to line. We also omit the spatial domain R 3 in the integrals below for simplicity. First, we introduce the following Osgood lemma [8] .
Lemma 2.1 (Osgood lemma).
Let y be a measurable, positive function, f a positive, locally integrable function and g a continuous increasing function. Assume that, for a positive real number a, the function y satisfies
If a is zero and g(s) satisfies = +∞, then the function y is identically zero. If a is different from zero, then we have
Next, we recall the well-known Gagliardo-Nirenberg inequality [9, 25] .
Then the following inequalities hold:
where
for all α in the interval
The constant M 0 depends only on d, m, j, q, r, and α, with the following exceptional case:
1. If i = 0, rk < 3, and q = ∞ then we make the additional assumption that either v tends to zero at infinity or v ∈ Lq(R N ) for some finiteq > 0.
2. If 1 < r < ∞, and k − i − N/r is a non negative integer then (2.1) holds only for α satisfying i/k ≤ α < 1.
By the Gagliardo-Nirenberg inequality (2.1) and Sobolev imbedding, we have the following inequalities which will be used frequently:
Third, we define the operator Λ := (−∆) 1/2 via the Fourier transform
Generally, we define Λ s f for s ∈ R as
For s ∈ R, we define
and the homogeneous Sobolev spaceḢ
is equipped with the norm
Now we introduce the following bilinear commutator and the product estimates due to Kato-Ponce [12] and Kenig-Ponce-Vega [13] .
, then there exists a constant C, independent of f and g, such that
To end this section, we finally define the homogeneous Besov spaceḂ
we then define the dyadic blocks as
3. Proof of Theorem 1.1 As mentioned before, the local-in-time well-posedness has been established in [17] . Although the functional setting in [17] are somewhat different from the statements in Theorem 1.1, we can modify the arguments in [17] slightly to obtain our desired local results, and we omit the arguments here. Thus, to complete the proof of Theorem 1.1, it is sufficient to prove the a priori estimates (1.8).
First, by the maximum principle, it follows from (1.1), (1.4), and (1.7) that
Multiplying (1.2) by u, integrating the result over R 3 , and using (1.1) and (1.4), we have
Multiplying (1.3) by −∆d, integrating the result over R 3 , and using the fact that |d| = 1 implies |∇d| 2 = −d∆d, we obtain that
Summing up (3.2) and (3.3) we infer that
Applying the operator Λ to (1.1), multiplying the result by Λρ, integrating over R 3 , and using (1.4) and (2.7), we infer that
Now, let
Similarly, applying the operator Λ s to (1.1), multiplying the result by Λ s ρ, integrating over R 3 , and using (1.4) and (2.7), we deduce that
Integrating the above inequality over R 3 , and using the estimates (3.6) and (3.7) gives
Multiplying (1.2) by u t , integrating the result over R 3 , and using (1.4), (3.1), and (3.4), we get
Applying the operator Λ s−1 to (1.2), multiplying the result by Λ s−1 u t , integrating over R 3 , and using (1.4), we infer that
By using (2.8), the term I 1 can be bounded by
H s . Similarly, the term I 2 can be controlled by
Using (2.7) and the Gagliardo-Nirenberg inequality (2.1), the term I 3 can be bounded as follows:
Recall that the constant m is the lower bound of the density. Inserting the above estimates for I 1 , I 2 , and I 3 into (3.10), we obtain
Integrating the above inequality over [0,t] and using (3.8) and (3.9), we have
Applying the operator Λ s on (1.2), multiplying the result by Λ s u, and integrating over R 3 , we derive that
Using (2.8), the term I 4 can be bounded as
Similarly, the terms I 5 and I 6 can be bounded by
Inserting the above estimates into (3.12), we have
Applying the operator Λ s to (1.3), multiplying the result by Λ s+2 d, integrating over R 3 , and using (2.8), we have
Combining (3.13) with (3.14), integrating the result over R 3 , and using (3.9) and (3.11), we have
Due to (3.4), (3.7), (3.8), and (3.15), we conclude that 16) which yields (by the Osgood Lemma) that there exists a T * > 0 independent of µ such that Φ(T * ) ≤ C, and thus (1.8) holds. This completes the proof of Theorem 1.1.
Proof of Theorem 1.3
Because the local existence of strong solutions can be obtained in a standard way, we only need to prove a priori estimates. By arguments similar to those in Theorem 1.1, we have
Multiplying (1.2) by ∂ t u, integrating the result over R 3 , using (1.1) and (1.4), we derive that
Using (4.1), Hölder's inequality, Young's inequality, and the Gagliardo-Nirenberg inequality (2.3), the term II 1 can be bounded as
where 0 < ǫ < 1 is a sufficient small constant. On the other hand, because (u,π) is a solution of the Stokes system,
It follows from the H 2 -theory of the Stokes system (for example, see [27] ) that
where (4.1), Hölder's inequality, the Gagliardo-Nirenberg inequality (2.2), and the elegant Machihara-Ozawa inequality [23] (also see Meyer [24] )
are used. Hence
By integration by parts, the term II 2 can be rewritten as
Applying the equation (1.3), Hölder's inequality, the Gagliardo-Nirenberg inequalities (2.2) and (2.3), and (4.5), we obtain that 8) where 0 < ǫ < 1 is a sufficient small constant. Applying the operator ∆ to (1.3), multiplying the result by ∆d, and integrating over R 3 , we get
Using Hölder's inequality, Young's inequality, the Gagliardo-Nirenberg inequalities (2.2) and (2.3), and (4.5), the terms J 1 and J 2 can be estimated as follows:
where 0 < ǫ < 1 is a sufficient small constant. Combining (4.3), (4.6), (4.7), (4.8), (4.9), (4.10), and (4.11), taking ǫ small enough, noting that
and using the Gronwall inequality, we get that
It follows from (1.3), (4.12), and (4.13) that
Applying the operator ∂ t to (1.2), integrating the result over R 3 , and using (1.1), (1.4), (4.12), and (4.13), we obtain that 16) where the Hölder inequality and the Gagliardo-Nirenberg inequalities (2.4) and (2.5) are used. Combining (4.15) with (4.16), and using the Gronwall inequality, we have
(4.18)
It follows from (1.3), (4.12), (4.13), (4.18) , and the Gagliardo-Nirenberg inequality (2.6) that Applying the operator ∂ i to (1.1), multiplying the result by |∂ i ρ| q−2 ∂ i ρ, integrating over R 3 , summing over i, and using (1.4) and (4.20), we conclude that
This completes the proof of Theorem 1.3.
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