We consider the diffusion-influenced rate coefficient of ligand binding to a site located in a deep pocket on a protein; the binding pocket is flexible and can reorganize in response to ligand entrance. We extend to this flexible protein-ligand system a formalism developed previously [A. M. Berezhkovskii, A, Szabo, and H.-X. Zhou, J. Chem. Phys. 135, 075103 (2011)] for breaking the ligand-binding problem into an exterior problem and an interior problem. Conformational fluctuations of a bottleneck or a lid and the binding site are modeled as stochastic gating. We present analytical and Brownian dynamics simulation results for the case of a cylindrical pocket containing a binding site at the bottom. Induced switch, whereby the conformation of the protein adapts to the incoming ligand, leads to considerable rate enhancement.
I. INTRODUCTION
Many ligand-binding proteins have binding sites located in deep pockets. To calculate the diffusion-influenced binding rate coefficient in such a situation, in a previous paper 1 we developed a general formalism for breaking the overall problem into an exterior problem and an interior problem. In the exterior problem, the ligand is restricted to the bulk solution outside the binding pocket and is absorbed by the entrance to the pocket. In the interior problem, the ligand is confined to the pocket and binds to the final binding site. To connect between the exterior and interior problems, an approximation was invoked that the protein-ligand pair distribution function stays equilibrated over the cross section of the binding pocket, resulting in a special boundary condition for the interior problem. It was assumed that the protein molecule is rigid. In the present work, we remove this last assumption, allowing the binding pocket to be conformationally flexible. We focus on conformational fluctuations of a bottleneck (or lid) and the binding site, and model these conformational fluctuations as stochastic gating.
We deal with three gating situations ( Fig. 1 ), all motivated by actual protein-ligand systems. In the first, referred to as gating binding-site, the binding site switches between inert and reactive conformations ( Fig. 1(a) ). The second situation, referred to as gated access, has a bottleneck or gate, either at the entrance to or midway along the binding pocket (Figs. 1(b) and 1(c)), that switches between closed and open conformations. Acetylcholineseterase features such a gate midway along a tunnel leading to the active site. 2 In the third situation, referred to as gating binding-pocket, ligand entrance to the binding pocket induces both the closure of a lid and the switch of the binding site from being inert to being reactive ( Fig. 1(d) ). Oritidine-5-phosphate decarboxylase, 3 a) Author to whom correspondence should be addressed. Electronic mail:
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trp RNA-binding attenuation protein, 4, 5 and many other ligand-binding proteins are examples of this situation.
The gating binding-site situation was first studied theoretically by McCammon and Northrup. 6 A subsequent solution by Szabo et al. 7 has guided other theoretical and simulation studies. [8] [9] [10] [11] [12] [13] In these studies, the binding site was modeled as switching between a reactive (i.e., absorbing) conformation and an inert (i.e., reflecting) conformation. The transition rates, ω + and ω -, between the two conformations were assumed to be fixed, regardless of whether the ligand is far away or near the binding site, By making the approximation that the flux of the pair distribution function is constant over the binding site in the absorbing conformation, Szabo et al. 7 derived the following result for the steady-state rate constant k ss G in the gating binding-site situation : 1 k
where ω = ω + + ω -;k(s) denotes the Laplace transform of the time-dependent rate coefficient k(t) in the ungated situation, in which the binding site is always absorbing; and k ss is the steady-state limit of k(t) [i.e., k ss = k(∞) = lim s→0 sk(s)]. Later it was found that, 10 when generalized to the time-dependent problem, the constant-flux approximation is equivalent to assuming that the pair distribution function stays equilibrated over the binding site. The timedependent rate coefficient, k G (t), in Laplace space has the form 1
which at s = 0 reduces to Eq. (1.2). The formalism presented in the previous paper 1 can be used to findk(s) when the binding site is located inside a deep pocket. We first studied the gated access situation in 1998. 14 The transition rates between the closed and open conformations of the gate were fixed (also denoted by ω ± ), regardless of where the ligand was located. By making the approximation that the flux of the pair distribution function is constant over the gate when it is in the open conformation, it was possible to break the overall problem into an exterior problem and an interior problem. The exterior and interior regions are separated by the gate. The overall rate constant can be written as 15 and permeant ion binding to an internal site in a transmembrane ion channel. 16, 17 Recently, it was recognized that more realistic modeling requires variable transition rates between the alternative conformations of the binding site and the gate. 18 In the gating binding-site situation, we expect that the transition rates favor the reflecting conformation while the ligand is far away but would favor the absorbing conformation while the ligand is inside the binding pocket. The change in transition rates comes about due to the protein-ligand interactions inside the binding pocket. With such variable transition rates, two popular binding mechanisms, conformational selection and induced fit, emerge as extremes when the timescale of the conformational transitions is either much longer or much shorter than the timescale of the diffusional approach to the binding pocket. The conformational-selection and induced-fit extremes provide lower and upper bounds of the ligand binding rate constant, respectively, and the values of the two bounds become close when the range of the protein-ligand interactions is longer than the binding pocket. 19 A similar conclusion was reached regarding how the conformational switch of a protein nonspecifically bound to DNA affects the binding rate to a specific site. 20 Following the terminology of that paper, we refer to the scenario of fixed transition rates between alternative conformations as "indifferent switch," and the scenario of variable transition rates as "induced switch."
As mentioned above, Eqs. (1.2)-(1.4) were obtained by applying the constant-flux approximation, either over the binding site or over the gate. Compared to the constantflux approximation, the formalism presented in the previous paper 1 appears to be superior for dealing with a binding site located inside a deep pocket, leading to more accurate results for the rate coefficient in the ungated situation. Here, we adapt the basic idea of that paper 1 to derive a boundary condition over the entrance to the binding pocket for the three gating situations illustrated in Fig. 1 . We go beyond previous studies by treating both the indifferent-switch scenario and the inducedswitch scenario. We present explicit results for the case of a cylindrical pocket containing a binding site at the bottom. We find that induced switch leads to significant enhancement of the protein-ligand binding rate over the indifferent-switch scenario. We also use Brownian dynamics (BD) simulations to obtain exact results for the protein-ligand binding rate coefficient and show that the analytical results derived in this paper are accurate to within 1.5%.
The rest of the paper is organized as follows. In Sec. II, we summarize the results of the previous paper 1 for an ungated cylindrical pocket and compare them against BD simulations. We then present the gating binding-site situation in Sec. III. In Sec. IV, we consider a gating circular binding site on an otherwise inert plane, which is a special case of the cylindrical binding pocket when the depth is zero. We test the results of Sec. III in this special case both analytically and against BD simulations. This is followed by the gated access situation in Sec. V and the gating binding-pocket situation in Sec. VI. We end the paper with some concluding remarks, drawing particular attention on how the present work can be the basis for treating molecular flexibility in BD simulations of protein-ligand binding.
II. THE UNGATED CYLINDRICAL POCKET

A. Formalism for breaking into exterior and interior problems
The formalism developed in the previous paper 1 for breaking the overall problem into an exterior problem and an interior problem can be illustrated by the case of a binding site located at the bottom of a cylindrical pocket. In the exterior region, the pair distribution function G(r, t) satisfies the Smoluchowski equation and the boundary condition
The basic assumption of the previous paper is that the distribution function undergoes rapid equilibration over the cross section of the cylindrical pocket:
where x is the coordinate along the cylindrical axis and L is the length of the cylindrical pocket. Then the reduced onedimensional distribution function in the pocket, g(x, t), defined as 6) where dydz represents an integration over the cylindrical cross section at position x; V(x) is the one-dimensional potential of mean force given by
with σ denoting the cross sectional area of the cylindrical pocket. Binding at x = 0 is specified by a radiation boundary condition
8) where κ 0 is the reactivity. Either side of the last identity gives the overall rate coefficient k(t). The initial value of the rate coefficient is
The approximation of Eq. (2.4) is the basis of an ansatz for the distribution function in the exterior region. In Laplace space, this takes the form
which involves H (r, t), the distribution function for the exterior problem that satisfies an absorbing boundary condition on the entrance to the cylindrical pocket. To determine the coefficientsÂ 1 (s) andÂ 2 (s), we note that G(r, t), H (r, t), and exp[-βU(r)] all go to 1 as r → ∞. Therefore,
To find a second identity, we specializing Eq. (2.10) to x = L, the entrance to the cylindrical pocket. Here, H (r, t) = 0 since the entrance is absorbing for H (r, t). Integrating over the entrance, we havê
The last two identifies allow us to find
Finally, the boundary condition for g(x, t) at x = L is obtained by calculating the flux of Eq. (2.10). Noting that total flux of H (r, t) at x = L is the rate coefficient k E (t) for ligands in the exterior region being absorbed by the entrance to the cylindrical pocket and that the flux of exp[-βU(r)] is zero, we find
(2.14)
B. A formal solution
In Laplace space, Eq. (2.6) takes the form
The radiation boundary condition of Eq. (2.8) takes the form
We construct the solution in the form
whereq(x, s) satisfies
subject to the boundary conditions 
Solving forB(s), we finally find
A number of results in Sec. III will be expressed in terms ofq(x, s). Its boundary condition at x = L, given by Eq. (2.18b), is a radiation type in Laplace space, with reactivity given by
.k E (s) must be determined by solving the exterior problem. If the potential is zero outside the cylindrical pocket, an excellent approximation is
where a is the radius of the absorbing disk, which is also the top of the cylindrical pocket. Equation (2.21) was constructed to reproduce the first two terms of the expansions ofk E (s) in s for both large s and small s, corresponding to short and long times, respectively. In particular, it gives the correct steadystate limit k ss E = 4Da. 22 In Sec. IV, we will extend this result to the case where the disk is partially absorbing and stochastically gated, by applying Eq. (2.18b) to the special case L = 0. The steady-state rate constant k ss is of particular interest, which can be obtained by taking the s → 0 limit. Solving the steady-state version of Eqs. (2.18), we find
Using this in the steady-state limit of Eq. (2.20), we obtain the expression for the steady-state rate constant:
can be recognized as the rate constant for ligands in the interior region when the pair distribution function on the entrance is maintained at its equilibrium value exp[-βU(r)]. 14 This expression for k ss was given in the previous paper. 
C. A constant-linear potential in the cylindrical pocket
An explicit expression fork(s) was given in the previous paper 1 for the case of a linear potential in the cylindrical pocket. For a constant potential:
The solution has the form
where
After determiningB 1 (s) andB 2 (s) by using the boundary conditions of Eqs. (2.18b) and (2.18c), we find
The steady-state rate constant is
For a potential that bridges the linear and constant potentials,
where = L − L 1 , the rate coefficient can also be obtained.
D. Comparison against BD simulations
The first algorithm for obtaining the steady-state rate constant from BD simulations was developed by Northrup et al. 23 From ligand trajectories started on a spherical surface enclosing the entire protein molecule, one obtains the capture probability, i.e., the fraction of trajectories that lead to reaction at the binding site rather than escape to infinity. The rate constant is proportional to the capture probability. For a binding site located in a deep pocket, the capture probability may become extremely small, rendering this algorithm ineffective. 24 This algorithm was originally developed for rigid protein molecules, but has been applied to a gated access situation. 25 A potential problem with the algorithm in the induced-switch scenario will be noted below in Subsection V B.
We developed an alternative algorithm, which yields the full time-dependent rate coefficient. 26 The ligand trajectories are started from the binding site. One then obtains the survival probability S(t) as a function of time. The rate coefficient is given by k(t) = k(0)S(t). Here, we use this algorithm to obtain k(t) for the cylindrical binding pocket with the constant-linear potential of Eq. (2.29). The algorithm was recently applied to a gating binding-site situation under induced switch. 19 In Fig. 2 , we compare the analytical expression for k(t) given by Eqs. the ligand-binding problem into an exterior problem and an interior problem.
III. THE GATING BINDING-SITE SITUATION
A. Indifferent switch
In the indifferent-switch scenario, the binding site switches between a (partially) absorbing conformation and a reflecting conformation according to Eq. (1.1). The pair distribution function, G g (r, t), now depending on the conformation g, which is either a (for absorbing) or r (for reflecting), of the binding site, satisfies the equations
(3.1b) The outer boundary values are
We now work in Laplace space. By forming the combinationŝ
we transform Eqs. (3.1) to
In analogy to Eq. (2.10), we make the following ansatz:
Following the steps of Subsection II A, we arrive at the following boundary conditions for the reduced one-dimensional distribution functionsĝ g (x, s) in the cylindrical pocket: 
which by design satisfies the boundary conditions at x = L given by Eq. (3.6). The boundary conditions at x = 0 are
Using these to determine the coefficientsĈ 1 (s) andĈ 2 (s), we finally find the rate coefficient for the present gating bindingsite situation to be
Using Eq. (2.20) for the ungated rate coefficientk(s), we can writek G (s) as
which is just Eq. (1.3). Taking the s → 0 limit of Eq. (3.11a) and using Eqs. (2.22) and (2.23b), we obtain the steady-state rate constant
For a constant potential inside the binding pocket, use of Eqs. (2.27) and (2.28) in Eq. (3.11b) leads to the following expression: 
B. Induced switch
For an actual protein molecule, the transition rates ω ± between the absorbing conformation and the reflecting conformation will depend on the position of the ligand. Concomitantly, the protein-ligand interaction potential will be conformation-dependent. These position-dependent transition rates ω ± (r) and conformation-dependent potentials U g (r) satisfy the following detailed balance condition: 18, 19 12) in which ω ∞± are the transition rates at r = ∞ [where U g (r)
= 0]. In a typical system, the transition rates will change from favoring the reflecting conformation while the ligand is far away to favoring the absorbing conformation while the ligand is near the binding site. The governing equations for the pair distribution functions G g (r, t) become
We now present explicit results for this induced-switch scenario. First we make the reasonable assumption that, in the exterior region, the interaction potential is independent of the conformation of the binding site, and correspondingly the transition rates take the fixed values ω ± . Second we assume that, throughout the cylindrical pocket, the one-dimensional potentials of mean force V g (x) are constant, and the transition rates are also constant and denoted as ω I± . The governing equations for the reduced one-dimensional distribution functionsĝ g (x, s) are
For later reference, we define
Using the linear combinations of Eqs. (3.7), we transform the above equations to 
The last relations are based on the continuity conditions of e βV gĝ g and Jĝ g . In terms ofĝ andf , we can write them as This k ss CS result can be recognized as the product of p a and the rate constant for an always-absorbing binding site, as to be expected. 18, 19 When gating is infinitely fast (i.e., ω and ω I → ∞), induced fit emerges as the binding mechanism and the rate constant is
which is produced by an always-absorbing binding site with reactivity p Ia κ 0 and a potential V eff , also to be expected. 18, 19 In Fig. 3 , we compare k ss G given by Eq. comes maximal even at relatively low conformational transition rates.
One example of the gating binding-site situation presented here is a gate located midway along the binding pocket. That case will be discussed in Subsection V C.
IV. THE GATING CIRCULAR BINDING SITE
The problem of an absorbing disk located on an otherwise inert plane has attracted considerable attention as a model for protein-ligand binding and for electrode. 21, 22, [27] [28] [29] [30] . The rate coefficientk E (s) for such a binding site is given by Eq. (2.21). When the depth L = 0, the cylindrical binding pocket considered in Secs. II and III reduces to a circular binding site on an inert plane. Therefore, by setting L = 0, the preceding results for partial absorption and stochastic gating apply to the circular binding site. The rate coefficientk E;G (s) under stochastic gating will play a key role in Secs. V and VI. Here, we check the accuracy of the results.
Setting L = 0 in Eq. (2.18b) and using Eq. (2.18c), we obtain
Using this result in Eq. (2.20), we obtain the following expression for the rate coefficientk Ep (s) when the disk is partially absorbing:
This was first proposed by Zwanzig and Szabo. 21 For the case where the disk switches stochastically between a partially absorbing conformation and a reflecting conformation, using Eq. (4.1) in Eq. (3.11a), we find that the rate coefficient k Ep;G (s) is related tok E;G (s), the rate coefficient when absorption is complete rather than partial, via
where p a = ω + /ω is the probability that the disk is in the absorbing conformation.k E;G (s) in turn is given by 
B. Expansion ofk E;G (s) at large s
Oldham 27 derived the first two terms in the short-time expansion of k E (t). In Laplace space, the corresponding larges expansion takes the form
The first term, known as the Cottrell term, corresponds to a uniform flux into the surface area of the absorbing disk; the second term corresponds to the flux through the rim of the disk. Note that the expansion of (s + ω)k E (s + ω) has the same two leading terms:
In Appendix A, we calculate the two leading terms ofk E;G (s). Each is the corresponding term in Eq. (4.6a) scaled by p a , leading to 
C. BD simulations
In Fig. 4 , we compare k Ep;G (t) given by Eqs. (4.3) and (4.4) against BD simulation results for three sets of ω ± values. The analytical formulas only understate slightly (<1.5%) the simulation results.
V. THE GATED ACCESS SITUATION
A. Indifferent switch
We now consider the case where a stochastic gate is present at the entrance to the cylindrical pocket ( Fig. 1(b) ). The open and closed conformations will be denoted with subscripts o and c, respectively. The governing equation for the pair distribution function G g (r, t) here is analogous to Eqs. (3.1). However, while exp[βU(r)]G o (r, t) is continuous across the pocket entrance, G c (r, t) here satisfies the reflecting boundary condition on the entrance. The exterior problem now involves a gating binding site on the pocket entrance. This is just the problem dealt with in Sec. IV. Let the pair distribution for that problem be denoted as H g (r, t). Analogous to Eq. (2.10), we make the ansatẑ
This leads to the following boundary condition for the reduced distribution functionĝ o (x, s) at x = L: The boundary conditions at x = 0 are
We again combineĝ o (x, s) andĝ c (x, s) in analogy to Eqs. (3.7) . The resultingĝ(x, s) andf (x, s) are governed by Eqs. (3.8) . The boundary conditions at x = 0 can be written as
We introduce two specific solutions to the equation
The first,î 1 (x, s), is specified by the boundary conditions
The second,î 2 (x, s), is specified by the boundary conditionŝ 
At the steady state (i.e., s → 0), sJî 1 (0, s) = 0 and sJî 2 
The sum of the last two terms corresponds to the rate constant k ss I;G : 1 k
for an interior problem, in which the pair distribution function h ss g (x) satisfies the following boundary conditions at x = L: Note that Eq. (5.10) bears some resemblance to the k ss G result for the gating binding-site situation given by Eq. (3.11c), withî 2 (x, s) here playing a similar role asq(x, s) there. For a constant potential inside the binding pocket, solvingî 2 (x, s) in analogy toq(x, s) in Subsection II C, we find the rate constant to be 
B. Induced switch
We now consider the case where the transitions rates when the ligand is outside the gate are different from those inside the gate. The latter are denoted as ω I± . The inducedswitch model considered here is similar to that described in Subsection III B. In particular, ω
Or, in terms of the equilibrium probabilities of the open and closed conformations,
The boundary condition of Eq. (5.2a) now becomes
The interior problem is essentially the same as in the indifferent-switch case of Subsection V A, but with ω ± replaced by ω I± and V 0 replaced by V eff . Making these replacements in Eq. (5.13), we find the rate constant for the interior problem now to be given by 
C. Gate located midway along the binding pocket
When the gate is located midway along the binding pocket ( Fig. 1(c) ), the results presented in Subsections V A and V B are still valid, except thatk E;G (s) now represents the rate coefficient for binding to a site represented by the fluctuating gate. That problem is just what is modeled by the gating binding-site situation of Sec. III -the open gate corresponds to the binding site in the absorbing conformation and the closed gate corresponds to the reflecting conformation.k G (s) there, with κ 0 set to infinity, is justk E;G (s) for the present case.
VI. THE GATING BINDING-POCKET SITUATION
Finally, we consider the situation where the ligand once entering the binding pocket induces both the closure of the lid and the switch of the binding site from the inert conformation to the reactive conformation. In principle, the lid and the binding site will have different dynamics, though these can be coupled. Here, we consider the extreme case, depicted in Fig. 1(d) , where the open lid is always coincident with the inert binding site and the closed lid is always with the reactive binding site. The switches between the two states are stochastic. In the opposite extreme, not considered here, the lid and the binding site would be modeled as independent stochastic gates.
The solution of the rate coefficient for the gating bindingpocket situation as defined above is very similar to that presented in Sec. V for the gated access situation. The boundary conditions on the lid are the same as the corresponding results there. However, the boundary conditions on the binding site are different. Instead of Eqs. 
A. Indifferent switch
Suppose that the transition rates between the open lid/inert binding-site state and the closed lid/reactive bindingsite state have fixed values ω ± regardless where the ligand is located. Note that as far as the binding site is concerned the notations for the transition rates are the same as those used for the gating binding-site situation (Fig. 1(a) ), but as far as the lid is concerned the present notations correspond to an interchange of ω + and ω -used for the gated access situation (Fig. 1(b) ). The only impact of this interchange is onk E;G (s) (the rate coefficient for binding to the fluctuating lid). It is understood that thek E;G (s) result of Sec. IV is used below with the interchange of ω + and ω -.
We only present results for the steady-state limit. In analogy to the steady-state versions of Eqs. (5.8), we may write the solution of the one-dimensional pair distribution functions
Determining the coefficients using the boundary conditions at x = L and x = 0, we find the steady-state rate constant to be
Compared to Eq. (5.10), it can be seen that the first three terms give the rate constant of the gated access situation. The presence of the additional terms means that the rate constant here for the gating binding-pocket situation is lower. The decrease in rate constant is understandable since now, in addition to the fluctuating lid, the fluctuating binding site serves to further reduce k p Ic /p Io approaches 1 as V c -V o becomes more and more negative, eventually leading to a decrease in the binding rate constant (Fig. 5) . This is consistent with the slow binding and unbinding expected of a lid that has a high probability of closure when the ligand is inside the binding pocket. The slow unbinding achieved via such a lid may be a desired kinetic property in some circumstances.
VII. CONCLUDING REMARKS
We have extended to flexible protein-ligand systems the formalism for breaking the problem of calculating the diffusion-influenced binding rate coefficient into an exterior problem and an interior problem. Conformational switches of a lid over the binding pocket, a bottleneck along the binding pocket, and the binding site are considered. It is found that under induced switch, whereby the conformation of the protein adapts to the incoming ligand, considerable rate enhancement can be achieved over the indifferent-switch scenario.
To realistically model protein-ligand systems, we have to replace idealized geometries by an atomic representation, which necessitates the use of Brownian dynamics simulations. Treating molecular flexibility in BD simulations is extremely expensive 25 and hence most BD simulations have treated protein and ligand molecules as rigid. For systems in which conformational fluctuations are essential for ligand binding, the rigid treatment has resulted in unrealistically loose reaction criteria. 24, 33 The present work of breaking the calculation of rate constants into exterior and interior problems opens the door to a new class of algorithms, which allows molecules to be treated as flexible in BD simulations. The exterior problem requires long BD simulations, but during these simulations the molecules can be treated as rigid. The rate coefficient produced by these simulations is then used for the outer boundary condition of the interior problem. Because now the ligand is confined to the binding pocket, only short BD simulations are required, and one can afford to treat the molecules as flexible. Algorithmic development along this line will be reported in the future.
