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Em estudos que utilizam metaheurísticas embora os parâmetros de 
entrada influenciem diretamente o desempenho do algoritmo sua 
definição na maioria das vezes é feita manualmente levantando 
questões sobre a qualidade dos resultados. Este artigo se propõe a 
aplicar o I/F-Race na auto-parametrização do GRASP com Path-
Relinking no agrupamento de dados visando obter melhores 
resultados em relação aos parametrizados manualmente. 
Experimentos realizados com cinco conjuntos de dados 
demostraram que a utilização do I/F-Race contribui para obtenção 
de melhores resultados que a parametrização manual. 
Palavras-Chave 
Auto-parametrização, I/F-Race, GRASP, Path-Relinking, 
Agrupamento de Dados. 
ABSTRACT 
In studies that use metaheuristics although the input parameters 
directly influence the performance of the algorithm its definition 
is mostly done manually raising questions about the quality of the 
results. This paper aims to apply the F/I-Race in the self 
parameterization of GRASP with Path-Relinking in the data 
clustering in order to obtain better results than the manually 
tuned algorithms. Experiments performed with five data sets 
showed that the use of I/F-race contributed to achievement best 
results than manual tuning. 
Categories and Subject Descriptors 
I.2.8 [Artificial Intelligence]: Problem Solving, Control Methods, 
and Search - Heuristic methods. 
General Terms 
Performance, Design, Experimentation. 
Keywords 




A análise de agrupamentos (clustering) é uma tarefa não 
supervisionada cujo propósito é a separação de objetos com 
características similares em grupos a partir de uma métrica. A 
quantidade de objetos e de grupos necessários para uma 
caracterização coerente do conjunto de dados tornam a tarefa de 
agrupamento um complicado problema combinatório. O ideal é 
que as soluções obtidas por um algoritmo de agrupamento 
apresentem alta homogeneidade entre os objetos de um mesmo 
grupo e alta heterogeneidade entre os grupos. Na literatura é 
possível encontrar aplicações do agrupamento de dados na 
mineração de dados textuais [30], mensuração e detecção de 
alterações da expansão urbana de regiões [36], séries temporais de 
dados médicos [42], agrupamento de sistemas orientados a objetos 
[44], entre outras.  
Existe uma grande variedade de algoritmos de agrupamento cada 
um possuindo vantagens e desvantagens frente a tipos específicos 
de dados. Em diversos trabalhos as metaheurísticas têm sido 
utilizadas de forma isolada ou complementar aos algoritmos 
clássicos de agrupamento (ex. k-means [23], k-medians [26] e 
PAM (Partitioning Around Medoids) [27]), com objetivo de 
melhorar o desempenho e/ou precisão dos agrupamentos. 
Exemplos de metaheurísticas aplicadas no agrupamento de dados 
inclui Simulated Annealing [7], Algoritmos Genéticos (AG) [22], 
Redes Neurais Artificiais (RNAs)  [12], Fuzzy Clustering Neural 
Network Architecture [37], GRASP em bases biológicas [35].  
Em um dos trabalhos mais recentes a abordagem híbrida GRASP 
com Path-Relinking (GRASP+PR) proposta por [15] apresentou 
melhores resultados que o GRASP na sua versão tradicional. 
Entretanto, como em outras metaheurísticas, a definição dos 
parâmetros de execução do GRASP+PR é uma tarefa complexa e 
na maioria das vezes sua escolha é feita empiricamente. Essa 
abordagem geralmente resulta em uma configuração não 
otimizada, com possibilidades de não se explorar todas as 
potencialidades do algoritmo e abre margens para se questionar se 
os parâmetros escolhidos são os que realmente trarão melhores 
resultados. Nesse contexto a auto-parametrização (automatic 
tuning) de metaheurísticas, como o GRASP+PR, pode trazer 
vantagens como redução do tempo computacional e/ou permitir ao 
algoritmo alcançar melhores soluções que as versões 
parametrizadas manualmente.  
O presente trabalho tem como objetivo aplicar a abordagem 
racing através dos métodos F-Race e Iterated F-Race (Irace) na 
auto-parametrização do GRASP+PR no problema de agrupamento 
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de dados. Partimos da hipótese que sua aplicação pode contribuir 
para melhoria do desempenho do algoritmo, redução do valor da 
função objetivo e/ou obtenção de agrupamentos mais coesos 
quando comparado a parametrização manual.  
Este trabalho está organizado como se segue: A seção 2 apresenta 
a modelagem utilizada. A seção 3 descreve as metaheurísticas 
GRASP e GRASP+PR e sua aplicação no agrupamento de dados. 
A seção 4 descreve técnicas de auto-parametrização de 
metaheuristicas com maior destaque nos métodos racing (F-Race 
e Irace) que são foco de estudo desse trabalho. A seção 5 contém 
a metodologia utilizada e por fim a seção 6 contém os resultados 
dos experimentos e discussões. 
2. MODELAGEM 
O modelo utilizado neste trabalho segue o proposto por [35] que  
considera o conjunto de dados como um único grafo totalmente 
conexo. A distância entre cada par de objetos, obtida a partir dos 
atributos de cada objeto, é representada por uma aresta valorada.  
Durante a execução do procedimento as arestas vão sendo 
gradualmente eliminadas de modo a formar cliques que 
representam os agrupamentos. O objetivo desta estratégia é 
minimizar a soma total das distâncias entre os objetos do mesmo 
grupo (intra-grupo) considerando que quanto menor for a 
distância entre dois objetos, maior a similaridade entre eles. O 


















𝑥𝑖𝑘 ∈ {0, 1},           𝑖 = 1, … , 𝑁,            𝑘 = 1, … , 𝑀       (3) 
𝑦𝑖𝑗 ≥ 𝑥𝑖𝑘 + 𝑥𝑗𝑘 − 1,    𝑖 = 1, … , 𝑁,   𝑗 = 𝑖 + 1, … , 𝑁,   𝑘 = 1, … , 𝑀    (4) 
𝑦𝑖𝑗 ≥ 0    𝑖 = 1, … , 𝑁,       𝑗 = 𝑖 + 1, … , 𝑁    (5) 
Onde dij é a distância entre os objetos i e j; N é a quantidade de 
objetos do conjunto de dados, M é a quantidade de agrupamentos, 
xik é a variável binária que assumirá o valor 1 se o objeto pertencer 
ao grupo k ou 0 em caso contrário; yij é uma variável real que 
assume o valor 1 se os objetos i e j pertencem ao mesmo grupo. A 
restrição (1) garante que o objeto i pertença a apenas um grupo; 
(2) garante que o grupo k possua pelo menos um objeto; (3) 
garante que a variável xik seja binária; (4) e (5) garante que yij 
assume o valor 1 se ambos os valores xik e xjk são 1.  
3. GRASP E GRASP COM PATH-
RELINKING NO AGRUPAMENTO 
GRASP [13] é uma metaheurística que combina um método 
construtivo com busca local em um processo iterativo e 
independente utilizando o conceito multi-inícios. Em sua primeira 
fase, chamada fase construtiva, o GRASP utiliza as abordagens 
gulosa e aleatória para gerar soluções iniciais a partir de um 
processo semiguloso, e em uma segunda fase, chamada fase 
exploratória ou busca local, aplica em cada solução previamente 
construída uma busca local com o objetivo de melhorar os 
resultados. GRASP foi aplicado com sucesso na resolução de 
diversos problemas de otimização combinatória [29, 41, 2]. [35] 
utilizaram o GRASP no agrupamento de dados e encontraram 
melhores resultados em comparação a métodos clássicos (k-
means, k-medians e PAM). 
No GRASP as soluções encontradas em iterações anteriores não 
influenciam o algoritmo na solução atual, ou seja, o 
funcionamento do GRASP tradicional não se baseia em 
aprendizagem sobre a sua execução. Porém é possível melhorar o 
GRASP através da utilização de mecanismos de memória que 
permitam um direcionamento do algoritmo para as soluções mais 
promissoras encontradas previamente. 
Path-Relinking [17, 18, 19] é um procedimento de intensificação 
de busca que tem sido aplicado com sucesso na incorporação de 
memória ao GRASP. O método trabalha explorando as trajetórias 
que conectam soluções de alta qualidade (soluções elite), obtidas 
durante as execuções do GRASP. O procedimento parte de uma  
solução inicial e gera um caminho de soluções no espaço de 
vizinhança que conduz a uma solução guia. O objetivo é encontrar 
soluções diversificadas e de qualidade entre duas soluções elite.  
Existem variações do Path-Relinking que possuem estratégias 
diferentes na determinação da solução inicial/guia, bem como a 
trajetória a ser seguida [39, 40, 2]. Na variante Forward a pior 
solução em termos de função objetivo é tomada como solução 
inicial e a melhor como guia. Na Backward considera-se a pior 
solução como guia e a melhor como solução inicial. Na Mixed o 
início da trajetória é alternada entre a melhor solução e a pior até 
que seja encontrada uma solução intermediária. Com a Greedy 
Randomized Adaptive uma solução guia é selecionada 
aleatoriamente de uma lista de candidatos mais promissores. Por 
fim, a Truncated explora uma parte da trajetória entre as soluções. 
Algoritmo 1: GRASP+PR() 
Data: I,M,TP,p,DS,Ism,DC,S; 
Result: Solução x*ϵX; 
1.P:=ø; 
2. while critério de parada não alcançado do 
3.   x':= FaseConstrutiva(); 
4.   if P possuir ao menos p elementos then 
5.     x':=FaseBuscaLocal(x'); 
6.     Aleatoriamente seleciona solução yϵP; 
7.     x':= PathRelinking(x',y); 
8.     x':= FaseBuscaLocal(x'); 
9.     if P estiver completo then 
10.      if c(x')≤max{c(x)}|xϵP} and x'≉P then 
11.        Substitui elemento mais similar a x'  
           entre todos com custo pior que x'; 
12.      end 
13.    else if x'≉P then 
14.      P:=P ∪{x'}; 
15.    end 
16.   else if x'≉P and P=ø then 
17.     P:=P ∪{x'}; 
18.   end 
19.  end 
20.end 
21.return x*  
O Algoritmo 1 [15] descreve o GRASP+PR no agrupamento de 
dados, que toma como entrada o conjunto de dados I e os 
parâmetros: M que é a quantidade agrupamentos, TP é o tamanho 
do conjunto de soluções elite P, p é a quantidade mínima de 
elementos em P antes do início do PR, DS é a diferença simétrica 
entre a solução inicial e a guia, Ism é a quantidade de iterações 
sem melhoria como critério de parada do algoritmo, DC é a 
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medida de similaridade entre os objetos do conjunto de dados e S 
a semente utilizada pelo método aleatório. 
Após inicializar o conjunto elite P como vazio (linha 1), o 
GRASP+PR é executado nas linhas 2 a 19 até que um critério de 
parada (Ism) seja satisfeito. Em cada iteração uma solução x′ é 
gerada pela fase construtiva na linha 3. Na linha 4 é verificada a 
quantidade de soluções pertencentes a P. Caso P esteja vazio, a 
solução x′ é inserida no conjunto. Se P não possuir no mínimo p 
elementos e se a solução x′ for suficientemente diferente de todas 
as soluções presentes em P, então x′ é inserido em P (linha 16). Se 
P possuir pelo menos p elementos, então os passos 5 à 15 são 
executados. A linha 5 realiza a busca local objetivando a melhoria 
da solução x′ construída na Fase Construtiva (linha 3). Uma 
solução y ∈ P é escolhida aleatoriamente para aplicação do PR 
com a solução x′ (linhas 6 e 7). 
Após a realização do Path-Relinking, a solução x′ passa 
novamente pela Fase Busca Local visando melhorias (linha 8). 
Caso o conjunto elite esteja completo é verificado se a solução é 
suficientemente diferente das soluções atualmente presentes em P 
(x′≉P). Esta estratégia visa manter em P soluções de qualidade e 
diversificadas. Ao se respeitar este critério, a solução x′ se torna 
candidata a entrar no conjunto elite substituído desse conjunto a 
solução x mais similar a x′, isto é, a que apresente a menor 
diferença simétrica Δ(x, x′). Se P não estiver completo a solução x′ 
é inserida caso atenda a restrição x′≉P.  Ao final, o algoritmo 
retorna x* que armazena a melhor solução encontrada. Detalhes 
da FaseConstrutiva(), FaseBuscaLocal() e PathRelinking() podem 
ser obtidos em [15]. 
4. AUTO-PARAMETRIZAÇÃO DE 
METAHEURÍSTICAS 
A parametrização de metaheurísticas, como GRASP+PR, envolve 
a definição de valores que serão utilizados como parâmetros de 
entrada para execução do algoritmo. Geralmente existe uma 
grande variação desses valores caracterizando esta tarefa como 
um típico problema combinatório. Na maioria dos trabalhos 
envolvendo metaheurísticas a definição dos parâmetros é 
realizada de forma manual e empírica levantando questões sobre o 
desempenho do algoritmo a partir dos parâmetros escolhidos, ou 
seja, se realmente são os que trarão melhores resultados. A auto-
parametrização de metaheurísticas (Automatic Tuning) tem 
recebido atenção por possibilitar a obtenção de melhores soluções 
em comparação a parametrização manual. 
[11] apresentou um framework para auto-parametrização de 
metaheurísticas combinando projetos de experimentos e Redes 
Neurais Artificiais. [14] utilizaram a variante do algoritmo 
genético, Biased Random Key Genetic Algorithm (BRKGA) [21], 
para auto-parametrização do GRASP com Path-Relinking no 
Generalized Quadratic Assignment Problem (GQAP). [6] realizou 
a auto-parametrização das metaheuristicas Colônia de formigas e 
Busca Local iterativa utilizando F-Race. [31] implementaram o 
iterated F-Race (Irace) visando corrigir falhas do F-Race. I/F-
Race utilizam uma abordagem estatística para selecionar a melhor 
configuração num conjunto de configurações candidatas [4].  
4.1 A abordagem racing 
De acordo com [5]  a abordagem racing teve inicio quando [32] 
tiveram problemas com a seleção de modelos para aprendizado de 
máquina. [4] adaptaram essa abordagem para empregá-la em 
trabalhos envolvendo a configuração de algoritmos. Essa 
abordagem consiste na execução de várias etapas para avaliação 
de um conjunto finito de configurações candidatas, onde após 
testes estatísticos em cada uma destas etapas, as configurações 
menos eficientes são descartadas permitindo desta maneira 
concentrar os cálculos nas configurações candidatas mais 
promissoras.  
A abordagem racing considera uma sequência de instâncias ik, 
com k=1, 2, 3, ...,  onde cada instância  representa um conjunto de 
parâmetros gerados de forma aleatória. Tem-se como 𝑐𝑘
𝜃  o custo 
de um conjunto de parâmetros 𝜃 em uma instância ik. A avaliação 
dos conjuntos de parâmetros candidatos é realizada de forma 
incremental de modo que no passo k obtém-se um vetor de custos 




θ)         (6) 
Uma matriz de custos é obtida unindo-se 𝑐𝑘
𝜃
 aos vetores de custos 
finais de uma etapa anterior, dados por c
k-1
(𝜃). Em seguida é 
gerada a próxima sequência de conjunto de parâmetros 
candidatos, onde 𝜃𝑘  é o conjunto dos conjuntos de parâmetros 
sobreviventes antes do passo k (7). 
θ0⊇ θ1⊇ θ2⊇…,             (7) 
4.1.1 F-RACE 
O F-Race [4] utiliza uma abordagem racing baseada no teste de 
Friedman [8] que analisa e classifica os custos levando em 
consideração a variância encontrada. De acordo com [5] o 
funcionamento do F-Race supõe que estão no processo m=|𝜃𝑘−1| 
conjuntos de parâmetros candidatos. O teste de Friedman assume 
que os k custos observados, são agrupados em bi blocos 

















Nos blocos, os custos 𝑐𝑙
𝜃  são organizados em ordem crescente e 
para cada conjunto de parâmetros 𝜃𝑣𝑗𝜖 𝜃𝑘−1, 𝑅𝑙𝑗  é a classificação 
de 𝜃𝑣𝑗 no bloco 𝑏𝑙, e 𝑅𝑗 = ∑ 𝑅𝑙𝑗
𝑘
𝑙=1  é a soma da classificação de 
𝜃𝑣𝑗, sobre todas as instâncias 𝑖𝑙 , com 1 ≤ 𝑙 ≤ 𝑘. O teste de 




















Sob a hipótese nula de que todos os candidatos são equivalentes, T 
é aproximadamente X2 de uma distribuição com m-1 graus de 
liberdade [38]. Se o valor observado de T é maior do que 1−∝ 
desta distribuição, onde ∝ é o nível de confiança escolhido, a 
hipótese nula é rejeitada o que indica que ao menos um dos 
conjuntos de parâmetros candidatos apresenta melhor desempenho 
do que as demais. Após o teste de hipótese, o teste post hoc de 
Friedman (10) é utilizado visando encontrar o conjunto de 
parâmetros mais promissor e quais deverão ser eliminados [8]. 
Se o F-Race não rejeita a hipótese nula da comparação, então 
todas as configurações candidatas de 𝜃𝑘−1 passam para 𝜃𝑘. Os 
demais conjuntos de parâmetros que não possuem um bom nível 
de significância são descartados e não mais aparecem em 𝜃𝑘. 

















              
 
(10) 
O Algoritmo 2 descreve o método F-Race [3] que toma como 
entrada o conjunto de configurações C que serão executadas no 
conjunto de dados I e a quantidade mínima de custos a serem 
analisados. Tem como resultado o melhor conjunto de parâmetros. 
Na linha (1) são inicializados os atributos que fornecem a melhor 
configuração e o número mínimo de custos. Na estrutura de 
repetição da linha (2) são executados todos os conjunto de 
parâmetros no conjunto de dados. Já na linha (6) é utilizado o 
teste de Friedman com base na classificação dos custos para um 
número de conjuntos de parâmetros independentes ocorridos até o 
momento e um número de conjuntos de parâmetros ainda no 
processo. Em seguida na linha (10) são realizadas comparações 
em pares com os melhores conjuntos de parâmetros até o 
momento. E por fim na linha (12) são eliminados os conjuntos de 
parâmetros não promissores. Este procedimento deve ser 
executado até que exista apenas um conjunto de parâmetros ou 
quando se atinja uma quantidade máxima de iterações definidas 
pelo usuário. 
Algoritmo 2: F-Race()  
Data: Conjunto de Configurações C; 
      Conjunto de Dados I; 
      Número de Conjuntos Min nimin; 
Result: Melhor configuração C*; 
1. C*:=C; ni:=0; 
2. repeat 
3.  rodar as configurações de C* em i; 
4.  ni:=ni+1; 
5.  if ni ≥ nimin then 
6.   Executar o Teste de Friedman 
7.  if for indicado uma diferença de  
       Desempenho significante then 
8.     c*:= retornar melhor Configuração em C* 
9.   for c ϵ C*\{c*} do 
10.     Executar o  teste pairwise Friedman  
        post hoc em c e c*; 
11.     if for encontrado um diferença de  
         desempenho significante then 
12.      eliminar c de C*; 
13.     end if; 
14.   end for; 
15.  end if; 
16. end if; 




[24] mostra que uma grande limitação do F-Race é que nos passos 
iniciais todas as configurações precisam ser avaliadas. Esta 
característica do F-Race limita consideravelmente o tamanho do 
conjunto de parâmetros para que o procedimento possa ser 
aplicado de forma eficaz, especialmente quando se trata de um 
conjunto de parâmetros que contêm diversas combinações de 
valores. 
Iterated F-Race (Irace) [5] é uma variante do F-Race que tem o 
objetivo de resolver os problemas da sua limitação. Irace utiliza o 
procedimento do F-Race descrito na seção 4.1.1 como uma sub-
rotina, onde em cada iteração uma quantidade de conjuntos de 
parâmetros sobrevive servindo para gerar uma amostragem de 
novos conjuntos de parâmetros. Espera-se deste modo, gerar 
amostras dos conjuntos de parâmetros mais promissores. Irace 
segue diretamente uma estrutura de pesquisa baseado em modelo 
que normalmente é aplicado em três etapas [43]: (1) Geração de 
amostras de conjuntos de parâmetros de acordo com uma 
distribuição específica, (2) Seleção dos melhores conjuntos 
obtidos por meio do algoritmo Irace, e (3) Atualização das 
amostras removendo conjuntos de parâmetros de pior desempenho 
de modo a enviesá-las. Estes três passos são repetidos até que um 
critério predefinido seja satisfeito. 
O Algoritmo 3 descreve o método Irace. Na linha (1) tem-se o 
conjunto de configurações que receberá os melhores conjuntos de 
parâmetros candidatos encontradas pelo F-Race. Na linha (3) são 
gerados novos conjuntos baseados nas melhores configurações 
encontradas pelo processo do F-Race até o momento. Já na linha 
(7) é retornada o melhor conjuntos de parâmetros do conjunto 
elite. Este procedimento continuará até atingir um número mínimo 
de conjuntos de parâmetros sobreviventes ou um número máximo 
de iterações. 
Algoritmo 3: Irace()  
Data: Conjunto de Configurações C; 
Result: Conjunto Elite C*; 
1. C':=0; //C' é inicializado a partir de uma  
          //execução do F-Race 
2. repeat 
3.  Realiza uma amostragem apartir de C* para  
    gerar novas configurações; 
4.  Executa as configurações no F-Race; 
5.  Adiciona as melhores configurações em C*; 
6. until a condição seja satisfeita; 
7. return c* ϵ C* //É a melhor configuração 
8.end 
5. METODOLOGIA 
Este trabalho se propõe a estender os estudos realizados por [15] e 
através da aplicação do I/F-Race realizar a auto-parametrização 
do GRASP+PR aplicado ao agrupamento de dados. Parte-se da 
hipótese que a utilização do I/F-Race na auto-parametrização do 
GRASP+PR no problema de agrupamento de dados pode 
contribuir para melhoria do desempenho, diminuição da função 
objetivo e/ou obtenção de agrupamentos mais coesos quando 
comparados com a parametrização manual. A Figura 1 ilustra a 
sequência de etapas que envolvem a execução do F-Race na auto-
parametrização do GRASP+PR.  
 
Figura 1 – Etapas do F-Race na auto-parametrização do 
GRASP+PR. 
Na primeira etapa são gerados os conjuntos de parâmetros, 
seguida da execução destes parâmetros no GRASP+PR e do 
armazenamento dos custos obtidos a partir de cada conjunto de 
parâmetros. Por fim, após a execução do F-Race, o algoritmo 
retorna o conjunto de parâmetros que forneceu o melhor custo. 
A Figura 2 ilustra a sequência de etapas para a execução do Irace.  
A primeira parte é essencialmente o F-Race, a diferença é que o 
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novos conjuntos de parâmetros são gerados a partir desse 
conjunto. Este ciclo é realizado até que uma condição de parada 
seja satisfeita e o último conjunto elite é retornado. 
As implementações deste trabalho, consideraram a criação de um 
vetor que contém todos os custos ordenados de forma decrescente, 
obtidos a partir da execução do GRASP+PR com cada conjunto 
de parâmetros. O GRASP+PR foi executado três vezes para cada 
conjunto de parâmetros onde se obteve a média dos valores de 
CRand, Função objetivo e Tempo de execução. Essa quantidade 
foi considerada visando reduzir o tempo de execução do 
GRASP+PR e se mostrou suficiente para obtenção dos melhores 
resultados. O critério de melhoria foi baseado na seguinte 
prioridade: (1) maior valor médio do CRand, (2) menor valor 
médio da função objetivo e (3) menor tempo de execução.  
 
Figura 2 – Aplicação do Irace na auto-parametrização do 
GRASP+PR. 
Para executar o teste de Friedman, o vetor de custos precisa ser 
dividido em uma matriz com no mínimo 2 linhas para que seja 
montada uma tabela onde será feita a etapa de criação do ranking 
conforme proposto por [8]. A partir dessa definição foi utilizada a 
seguinte estratégia, a quantidade de custos do vetor obtidos na 
primeira etapa foi dividida em uma matriz com a quantidade de 15 
colunas, denominadas grupos e N/15 linhas denominadas blocos, 
sendo N a quantidade de conjuntos de parâmetros. Para a 
realização dos experimentos os métodos I/F-race foram 
executados considerando 60, 90, 150 e 210 conjuntos de 
parâmetros. Estes valores seguem as definições de populações 
iniciais nos métodos utilizados em [28] e tem como objetivo 
verificar se a quantidade de conjunto de parâmetros influencia na 
obtenção de melhores configurações. 
A partir da matriz de custos é construída uma nova matriz 
contendo o ranking de todos valores contidos nos blocos. Nesta 
etapa é realizado o test post hoc de Friedman (10) com nível de 
confiança de 𝛼=0,05 para realizar o cálculo das diferenças 
observadas. Em seguida, com base na tabela da distribuição T, é 
verificado quais grupos possuem diferença maior que a diferença 
crítica, o que fornece subsídios para eliminação dos piores grupos. 
Os conjuntos de parâmetros que restaram após as eliminações são 
reordenados para permitir que os blocos que perderam grupos 
possam ser completados com os conjuntos de parâmetros 
sobreviventes de outros blocos. Este balanceamento faz com que o 
número de blocos diminua gradualmente com as execuções do 
algoritmo. Os passos anteriores são repetidamente realizados até 
que não exista mais diferenças entre os grupos e ao final a 
primeira posição do pool de conjunto parâmetros, que possui o 
melhor custo, é retornada. 
4.1. Métricas Analisadas  
Os algoritmos foram analisados considerando o tempo de 
execução (em segundos.milessegundos), Time to Target Plot 
(tttplot) [1], função objetivo (FO) e Corrected Rand Index 
(CRand) [25]. O tttplot é uma medida utilizada para comparação 
de tempo em algoritmos estocásticos. Para  construção dos tttplots 
os algoritmos foram executados 200 vezes com os parâmetros 
manuais e os encontrados pelos métodos I/F-Race. A função 
objetivo do GRASP+PR fornece uma referência para coesão dos 
agrupamentos gerados e por fim o CRand compara a similaridade 
entre os agrupamentos obtidos com os agrupamentos de referência 
fornecidos com o conjunto de dados. A validação dos 
experimentos se deu pela comparação dos resultados obtidos com 
I/F-Race na auto-parametrização do GRASP+PR nas variantes 
forward, backward, mixed, greedy randomized adaptive e 
truncated, com as mesmas variantes parametrizadas manualmente. 
4.2. Ambiente de desenvolvimento e testes 
O I/F-Race foi implementado em ambiente Microsoft Windows 
utilizando a interface de desenvolvimento NetBeans 7.1.2 e 
linguagem Java SE Ver. 7u21. Foram utilizadas as seguintes 
bibliotecas: Colt ver. 1.0.3 [33] para geração de números 
aleatórios, CILIB [10], Functional Java [34], Google-collect-1.0 
[20] para realização dos cálculos referentes ao teste de Friedman, 
e Renjin [16] para executar funções da linguagem R no Java como 
a função "tnorm" [9] que gera uma amostragem de acordo com 
distribuição normal truncada. Os experimentos foram realizados 
em um notebook HP pavillion g4-2220br, com um processador 
Core i3-3110M CPU @ 2.40 GHz e 6 GB de memória RAM, 
executando o sistema operacional Microsoft Windows 8 e a 
máquina virtual Java SE Ver. 7u45. 
Tabela 1 – Descrição dos parâmetros e respectivos limites. 
Parâmetro Descrição Min Máx 
TP 
Tamanho do pool. Número de 
soluções que o Path-Relinking 






Número mínimo de soluções 
presentes no pool antes do 






Diferença simétrica entre uma 
nova solução e uma solução 
presente no pool como critérios 
para que a nova solução possa 










Quantidade máxima de 
iterações sem melhorias do 
GRASP+PR para que este 






Máximo de iterações na fase de 






Porcentagem do tamanho da 
lista preliminar de arestas nos 
conjuntos de dados que 






Quantidade de grupos 
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O código do GRASP+PR utilizado segue o Algoritmo 1 [15]. Os 
parâmetros que serão auto-parametrizados, foram escolhidos com 
base na sua influência no comportamento do algoritmo. Os 
parâmetros considerados nos experimentos estão descritos na 
Tabela 1. 
A distância City Block (11) foi utilizada para o cálculo da 
similaridade entre os objetos, onde, 𝑑𝑖𝑗  é a similaridade entre os 
objetos i e j, L é a quantidade de objetos do conjunto de dados, 𝑎𝑖𝑘 
e 𝑎𝑗𝑘 são respectivamente o k-ésimo atributo dos i-ésimo e j-
ésimo objetos 𝑎𝑖 e 𝑎𝑗 . 
𝑑𝑖𝑗 = ∑ |𝑎𝑖𝑘 − 𝑎𝑗𝑘|
𝐿
𝑘=1
       (11) 
A Tabela 2 contém detalhes dos conjuntos de dados utilizados. Os 
resultados com parâmetros manuais foram obtidos nos estudos 
realizados por [15]. 
Tabela 2 – Conjuntos de dados utilizados nos experimentos. 
Conjunto de Dados #Objetos #Atributos Referência 
BreastB2 49 1213 [45] 
DLBCLA 141 661 [45] 
MultiA 103 5565 [46] 
Novartis 103 1000 [46] 
Glass 214 9 [47] 
6. RESULTADOS E DISCUSSÃO 
Os resultados obtidos com os experimentos estão descritos na 
Tabela 3. Os parênteses nas linhas I/F-Race contém a variante do 
PR e a quantidade de conjuntos de parâmetros que apresentaram 
os melhores resultados, os quais estão destacados em negrito. 
É possível observar a ocorrência de maiores CRands em três dos 
cinco conjunto de dados analisados, tendo o F-Race contribuído 
para melhorias nos conjunto de dados BreastB2 e DLBCLA, e o 
Irace para o MultiA. A redução do desvio padrão no BreastB2, 
DLBCLA e Glass, mostram uma melhoria na robustez do método. 
Com relação a função objetivo, cuja redução indica uma maior 
coesão dos agrupamentos, embora tenha-se observado melhoria 
apenas no conjunto de dados BreastB2, é possível constatar 
reduções significativas no desvio padrão em quatro dos cinco 
conjunto de dados BreastB2, MultiA, DLBCLA e Glass. 
Melhorias no tempo de execução são observadas nos conjunto de 
dados MultiA, Novartis e DLBCLA. No Novartis, o Irace 
apresentou o melhor tempo sem comprometer o valor  do CRand. 
Como valor target para o tttplot, considerou-se o maior valor da 
função objetivo obtido em cada conjunto de dados.  
Os gráficos tttplot das figuras 4 e 5 ilustram melhorias de tempo 
no Novartis e DLBCLA respectivamente, onde é possível 
constatar que nos algoritmos auto-parametrizados o tempo de 
convergência para alcançar o valor da função objetivo é 
significativamente menor que os parametrizados manualmente. 
A análise dos dados confirma a hipótese que a auto-
parametrização do GRASP+PR no agrupamento de dados através 
do I/F-Race contribui para melhoria dos resultados quando 
comparados aos algoritmos parametrizados manualmente. 
 
Tabela 3 – Resumo dos resultados obtidos nos experimentos.  
ALGORITMO 
CRAND FO TEMPO (s.ms) 
Média DP Média DP Média DP 
Breast B2 
F-Race (PRb/210) 0.322 0.0372 68261.9 58.927 4.342 4.630 
Irace (PRb/90) 0.311 0.0389 68403.1 154.063 1.099 1.223 
GRASP-PRb 0.285 0.0478 68798.2 334.293 0.424 0.458 
GRASP-PRf 0.266 0.0552 69232.6 431.619 0.379 0.408 
GRASP-PRgr 0.236 0.0612 69917.8 507.777 0.197 0.220 
GRASP-PRm 0.243 0.0617 69831.4 476.933 0.276 0.299 
GRASP-PRt 0.266 0.0552 69232.6 431.619 0.345 0.381 
MultiA 
F-Race (PRgr/150) 0.869 0.0227 1.48E+09 222774.000 6.316 6.568 
Irace (PRm/60) 0.880 0.0415 1.48E+09 847452.000 0.084 0.096 
GRASP-PRb 0.861 0.0178 1.48E+09 290116.000 1.527 1.594 
GRASP-PRf 0.864 0.0168 1.48E+09 339546.000 1.386 1.477 
GRASP-PRgr 0.878 0.0157 1.48E+09 297480.000 1.564 1.653 
GRASP-PRm 0.879 0.0169 1.48E+09 322229.000 1.369 1.429 
GRASP-PRt 0.864 0.0168 1.48E+09 339546.000 1.399 1.468 
Novartis 
F-Race (PRm/210) 0.944 0.026 1033170 344.674 0.114 0.125 
Irace (PRf/210) 0.950 0.0000 1033080 0.000 0.489 0.517 
GRASP-PRb 0.950 0.0000 1033080 0.000 1.889 2.043 
GRASP-PRf 0.950 0.0000 1033080 0.000 2.195 2.364 
GRASP-PRgr 0.950 0.0000 1033080 0.000 2.095 2.282 
GRASP-PRm 0.950 0.0000 1033080 0.000 2.431 2.607 
GRASP-PRt 0.950 0.0000 1033080 0.000 2.231 2.400 
DLBCLA 
F-Race (PRm/60) 0.834 0.0111 4.61E+08 5413.550 2.537 2.630 
Irace (PRm/210) 0.826 0.0192 4.61E+08 11669.400 0.968 1.069 
GRASP-PRb 0.829 0.0174 4.61E+08 10493.400 2.136 2.339 
GRASP-PRf 0.828 0.0183 4.61E+08 11398.800 2.318 2.557 
GRASP-PRgr 0.822 0.0212 4.61E+08 13845.000 1.989 2.226 
GRASP-PRm 0.822 0.0220 4.61E+08 14841.300 1.874 2.074 
GRASP-PRt 0.828 0.0183 4.61E+08 11398.800 2.478 2.711 
Glass 
F-Race (PRb/60) 0.260 0.0000 10173.3 3.28E-11 19.671 20.724 
Irace (PRb/90) 0.260 0.0000 10173.3 3.28E-11 17.028 17.892 
GRASP-PRb 0.260 0.0014 10173.3 2.81E-02 8.829 9.463 
GRASP-PRf 0.260 0.0010 10173.3 2.00E-02 11.743 12.423 
GRASP-PRgr 0.259 0.0033 10173.3 6.53E-02 7.781 8.204 
GRASP-PRm 0.259 0.0029 10173.3 5.89E-02 8.206 8.658 
GRASP-PRt 0.260 0.0010 10173.3 2.00E-02 9.186 9.636 




Figura 4 – tttplot do conjunto de dados Novartis 
 
  
Figura 5 – tttplot do conjunto de dados DLBCLA 
Pesquisas envolvendo a utilização de métodos evolutivos na auto-
parametrização do GRASP+PR no agrupamento estão sendo 
concluídas e possibilitarão uma comparação com os métodos 
apresentados neste trabalho. 
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