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On Certainty Equivalence in Linear-Quadratic Control 
Problems with Nonlinear Measurements 
KENKO UCHIDA AND ETSUJIRO SHIMEMURA 
Department of Electrical Engineering, Waseda University, Tokyo 160, Japan 
The certainty equivalence property is investigated in the framework of 
stochastic ontrol problems with linear continuous time state models and a 
quadratic ost. The objective is to show that some nonlinear measurements 
admit he certainty equivalence property to hold with only mild assumptions on 
stochastic properties (e.g., square integrability) of the initial state, the process 
noise and the measurements noise. As the classes of nonlinear measurements, 
we consider the additive type, the multiplicative type, the continuous time 
version of Curry's type and the data processor. 
1. INTRODUCTION 
I t  is extremely difficult to compute the optimal control for the general 
stochastic optimal control problem, since the combined estimation and control 
problem must be solved simultaneously. But it is known that there is a type of 
problems, where the estimation problem and the control problem can be solved 
separately. That is, first we compute the optimal control of the corresponding 
deterministic problem with the assumption that the initial state and the noise 
of the state equation are replaced by known variables or mean variables as 
follows: 
C(t )  = 7(t, x(t), ~(t)). (1) 
Next we replace the state x(t) and the term ~(t), which shows the effect of the 
known future noise, by their estimates xt(t) and ~t(t), 
u*(t) -- 7(t, xt(t), ~t(t)). (2) 
Then the control (2) is the stochastic optimal control under consideration. From 
practical standpoints, this class of the control is very important. 
DEFINITION. It  is said that the certainty equivalence property holds if the 
stochastic optimal control u*~(t) has the same form as the corresponding deter- 
ministic optimal control u*(t) with x(t) and ~(t) replaced by xt(t ) and ~(t), 
respectively. 
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Since Simon (1956) and Theil (1957) introduced the concept of certainty 
equivalence, several types of stochastic optimal controls, which have this 
property, have been reported: The Linear-Quadratic-Guassian (LQG) problem 
is well known to have this property (Gunckel and Franklin, 1963; Joseph 
and Tou, 1961). Root (1969) extended this result o the non-Gaussian, however 
independent noise case in discrete time LQ problems. Curry (1969) proved 
this property also holds in the discrete time case with some nonlinear measure- 
ment. Bar-Shalom and Tse (1974) characterized the certainty equivalence 
property by their second order dual effect. Recently it was shown by Akashi 
and Nose (1975) and Uchida and Shimemura (1976) independently that the LQ 
problem of discrete time versions has this property without any requirements 
on stochastic properties, e.g., Gaussian and/or independent properties, of the 
initial state, the process noise and the measurement oise. An essential point 
of Uchida and Shimemura's work is to utilize the fact that, in linear state models, 
under classical information structure, i.e., all past measurements and controls 
are available, the sigma field generated by the available data is independent 
of any choice of admissible control aws. It is also important that this indepen- 
dence holds independently of the stochastic properties of initial states and noises. 
Since all past attempts were made under classical information structure, they 
have this independence property. However, until the work of Uchida and 
Shimemura (1976), the previous researches did not focus their attentions on 
importance of this independence property in certainty equivalence control 
problems. By the same approach, the continuous time version of the certainty 
equivalence property in LQ problems was also established by Uchida and 
Shimemura (1976). In continuous time case, however, to assure the solvability 
of the state and measurement equations and the independence property of the 
information sigma fields, some smoothness conditions, e.g., Lipschitz condition, 
or linearity condition, for the class of admissible control aws were required. 
The objective of this paper is to show that the certainty equivalence property 
holds in wider cases with more general nonlinear measurements and without 
assumptions of Gaussian and independent properties on the initial state, the 
process noise and the measurement oise, in particular, in continuous time 
models. As the classes of nonlinear measurements, we consider the additive 
type, the multiplicative type, the continuous time version of Curry's type and 
the data processor. We first show the certainty equivalence property to hold in 
case that the information sigma field is given a priori and does not vary with 
any Choice of admissible control aws. Next, considering the case that the data 
are given via nonlinear measurements which specify the dependences among data, 
states and controls, we will imbed the problem with nonlinear measurements 
in the equivalent one having the independence property of the information 
sigma fields. When this is the case the certainty equivalence property for the 
problem with nonlinear measurements is assured automatically b  the preceding 
discussions. 
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2. FORMULATION OF THE PROBLEM 
Consider a control system described by 
dx(t) : -  [A(t) x(t) ÷ B(t) u(t)] dt+ dv(t), (3) 
X(to) = Xo. 
The vector x(t) ~ R ~ is the system state and u(t) ~ R ~ is the control vector. Let 
the system be defined on a finite time interval T = [to, tf] and let ~ denote 
the Borel field of T. Introduce an underlying probability space (£2, ~ ,  P) and 
an increasing family of sigma fields {~t, t ~ T} such that ~ts = ~.  The initial state 
x 0 is a stochastic variable defined on (£2, ~,  P) and has the second-order p operty: 
E{I x0 i 2} < 
where [. [ is the Euclidean norm. The disturbance or noise term v(t) is a 
measurable stochastic process defined on (T × £2, ~- @ ~)  and has the second- 
order property: 
I E I v(t)l ~'it < ~,  
and also has the following property: for any matrix valued function M(t) whose 
elements are square Lebesgue integrable, the integral 
m(t) - f /M( t )  av(t) 
to 
can be defined as a measurable stochastic process with the second-order 
property. 1 Also x 0 and v(s) for each s, s ~< t are assumed to be ~t-measurable. 
A(t) and B(t) are matrices with appropriate dimensions and their components are 
piecewise continuous functions of time and bounded. Let all the matrices in 
the following discussion have the similar properties. 
Denote byL2(T × £2) the collection of functions defined on (T × £2, Y @ ~)  
and square integrable with respect to (Lebesgue measure) × P. The inner 
product is defined by 
%:" t/ I (a,b) :E l f  a(t) Tb(t) dt , a ,b~L2( r  ×£2). (4) 
to 
For notational simplicity we shall make no distinction between equivalent 
element in L~(T × £2) and we shall not specify the dimension of the vectors 
and matrices. 
1 The continuous or discontinuous semi-martingale is a typical example of such 
stochastic processes. 
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Next, we define the class of admissible control aws. The control aw 
7: T × L~(T) -~ R (5) 
is admissible if (i) 7(', ") is jointly measurable, (ii) 7(t, .) is Yrmeasurable for 
fixed t ~ T and (iii) 7(', Y) is Lebesgue measurable for fixed y ~L2(T), where 
Yt is the sigma field of L2(T) generated by {y(s), t o <~ s <~ t, y ~L~(T)}. 
Assume that the data {y(t), t e T} are given as t.he square integrable stochastic 
processes uch that y ~L2(T × g2). Now denote by ~/t the sigma field of f2 
induced by Yt • The admissible control aw 7(t, ") becomes the ~/t-measurable 
function. We assume ~, C ~,  for each t and assume that for y ~L2(T × ~2), 
' t E l T(t,y)l 2dt < oo. 
The objective is to find the admissible control aw 7" which is optimal in the 
sense that 7* minimizes the quadratic ost: 
J - -  E lx(ty)T Sfx(tl) + f i t  (x(t) ~ Q(t)x(t) + u(t) T R(t)u(t)) dtl, (6) 
where the matrices SI and Q(t) are positive semidefinite symmetric, and R(t) 
is the positive definite symmetric matrix. 
For the optimal control problem stated above, we can obtain the fundamental 
theorem below. This theorem gives a sufficient condition for the certainty 
equivalence property to hold. 
THEOREM 1. If the family of sigma fields {-~t , t e T} is independent of the 
control aw 7, the optimal control is unique and given b~ 
u*(t) = --R(t) -1 B(t)T[S(t) xt(t) + ~t(t)], (7) 
where xt(t) =- E{x(t) I ~/t} and ~t(t) = E{~(t) I ~t}. ~(t) is the solution of the linear 
stochastic differential equation: 
d~(t) + (A(tF - S(t) B(t) R(t)-I B(t)r) ~(t) dt + S(t) dr(t) = o, 
(8) 
~(tA = 0, t e r .  
S(t ) is the solution of the Riccati matrix equation: 
~(t) + S(t) A(t) + A(t)TS(t) + Q(t) - S(t) B(t) R(t) -1 B(t) r S(t) = 0, (9) 
s ( ts )  = ss  , t ~ T. 
Then this solution has the certainty equivalence property. 
Proof. See Appendix. 
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Furthermore, when the noise term v(t) has the orthogonal increments, the 
optimal control (7) becomes the well known form in LQG problem. 
COROLLARY 1. I f  the family of sigma fields {~t , t ~ T} is independent of the 
control aw 7 and the noise process v(t) is the ~t-martingale, the optimal control is 
given by 
u*(t) = --R(t) -1 B(t) T S(t) x,(t). (10) 
Proof. According to the martingale property of v(t), we have for t ~ s, 
~0.  
Therefore E{~(t) I Wt} = 0 follows from (8). 
From Theorem l, we know that a sufficient condition for the certainty 
equivalence property is the invariant property of the data sigma fields with 
respect o the control aw. ~ Here note that this invariant property of the sigma 
fields is not equivalent to the independence of the data {y(t), t ~ T} themselves 
of the control aw. That is, even if the data vary with the choice of the control 
laws, in some class of problems the corresponding enerated sigma field is 
independent ofany choice of the control aws; really, as is shown in the following 
discussions, some practically important types of problems belong to this class. 
It is a matter of course that all previous works concerning the certainty equiva- 
lence property are included in this class. In this sense, Theorem 1 gives more 
general sufficient condition for the certainty equivalence property to hold. 
The invariant property of the sigma fields will play the fundamental role 
in our following discussion. 
3. ~ONLINEAR IVV~EASUREMENT$ AND CERTAINTY EQUIVALENCE 
First we note that in the previous section the data {y(t), t ~ T} are defined 
as the well-defined arbitrary second-order stochastic processes. In this section, 
let the data {y(t), t ~ T} be given via measurement equations or channel 
equations, which are in general nonlinear equations. Then, if the family of sigma 
fields {~rt, t ~ T} can be defined and proved to satisfy the invariant condition of 
Theorem 1, we know that the certainty equivalence property holds for the given 
nonlinear measurements. 
2 This invariant property can be interpreted formally as that the set of all events 
related to the data is independent of the control aw. 
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(I) Additive-type measurement 
Consider the measurement equation: 
dy(t) = [C(t) x(t) -5 f(t, y)] dt -5 dw(t), (l l)  
y(to) = O, W(to) = O, 
where C(t) is the output matrix, w(t) denotes the measurement oise and 
f(t,  y) is the feedback term. w(t) is defined as a second-order stochastic process 
that is w eL2(T × ~) and for each t, w(t) is ~t-measurable. The function 
f: T × L~(T)~ R 
has the properties: (i)f(-, -) is jointly measurable, (ii)f(t, ") is Yt-measurable 
for fixed t ~ T and (iii) f(., y) is Lebesgue measurable for fixed y eL2(T ). 
Since the data is given by the sum of the three terms, we call the nonlinear 
measurement equation (11) additive type. 
To make this model mathematically complete one, we must establish the 
existence of the solution (x, y) in the stochastic equation (3) and (11). We now 
rewrite these equations. Let x°(t) be the state vector in case u(t) ~ 0 and define 
y°(t) -- C(t) x°(t) dt + dw(t). (12) 
Then (11) can be written as follows: 
dy(t) = dy°(t) -5 F(t, y) dr, (13) 
where F(t, y) is given by 
t 
Y) ~- i C(t) O(t, s) B(s) y(s, y) ds F(t, -5 f(t,  y), 
to 
and O(t, s) is the fundamental solution matrix with respect o A(t). Here it is 
obvious that the solvability of the original equations (3) and (11) implies that of 
(13). It is also true that if (13) has the solutiony then (3) and (11) have the solution 
(x, y). Therefore it is sufficient to discuss the integral equation (13). To establish 
the existence of the solution in (13) we must impose some smoothness conditions, 
e.g., Lipschitz condition or linearity condition (see Remark 1), uponF, therefore 
upon 7 and f. However, to maintain transparency of the discussions, we start 
to assume the existence of the solution in (13). 
Moreover note that the solution y of (13), if it exists, necessarily depends on y0 
such that y(t) depends on {y°(s), t o ~< s ~ t} for each t. From the mathematical 
view point we desire at least measurability in this dependence. As is shown in 
Remark 1, this is also assured by some smoothness assumptions to F. 
Let ~t  ° denote the sigma field of ~2 generated by {y°(t), t o ~< s ~< t}. 
ASSUMPTION 1 (Solvability of additive type). The integral equation (13) 
has the unique solution y ~L2(T × D) and, for fixed t, y(t) is ¢#~°-measurable. 
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LEMMA 1, Under Assumption 1 the family of the sigma fields {y/t , t ~ T} is 
independent of the admissible control law 7. 
Proof. From (13), 
dy°(t) --- dy(t) -- F(t, y) dt. 
Here~ since the right-hand side is y/t-measurable, y°(t) becomes y/t-measurable. 
Thus @it D Y/t °, and y/t ° D y/t is obtained by Assumption 1. Therefore @it = ~t  ° 
for each t. Then this lemma follows from this fact together with the independence 
of {y/t °, t ~ T} with respect o 7. 
Remark 1. Let us define two classes of functions. Let Cg(T) denote a set of 
continuous functions defined from T to R. Let ~-° and [ be the classes of functions 
which satisfy the Lipschitz condition and the linearity condition, respectively, 
i.e., if cp e ~,  ?(t, 0) is bounded for each t and 
r ~(t, ~1) - ~(t, ~)l  ~< K tX ~1 - -  ~2 It, t ~ T, ~1, ~ e ~(T) ,  K > 0, 
where ]1 "]1 is the uniform norm of ~(T) ,  and if 9 ~ {, 
t 
qo(t, ~) = %(t) -~ f qh(t, s) d~(s), 
tO 
teT ,  %~L~(T), 91eL2(T× T), ~L2(T  ). 
In case that w(t) is a continuous emi-martingale, if y andf  belong to 5~ or f, 
it can be shown that Assumption 1 holds as follows: In case 7, f~  ~,  therefore 
F G ~f, we can construct he successive approximation sequence {Yn}, n = l, 2,... 
such that 
t~ t 
y.+l(t) = y°(t) + ~toV(t' y~) dr, y0 - 0, 
and y~ converges to the solution y of (13) (e.g., see Wonham, 1969). From the 
definition, y,~(t) is y/t°-measurable, and this limiting operation preserves measura- 
bility, therefore the solution y(t) is y/t°-measurable. In case 7, f~  E, therefore 
F c ~, the integral equation (13) becomes a linear Volterra type integral equation. 
Then, using the resolvent kernel k(t, s) and some deterministic function ko(t), 
we can solve (13) such that 
y(t) = 9(0  + k(t, s) dy°(s) + ko(t ). 
to 
This implies that y(t) is y/t°-measurable. Thus we obtain Assumption 1 in each 
case. 
Further note that f is not necessarily contained in ~;  if, for example, ~t(t, s) 
is continuously differentiable in s, then E is included in ~o. We can see the 
importance of the class f by observing the following special case: In continuous 
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time LQG problem, usually, we assume the admissible control law is in A a. 
This requires the continuously differentiability of the filter gain in order to 
imbed the optimal control aw, whose natural class is v:, in the admissible class Lf. 
Then, taking the union of : and ~ as the admissible class, we can avoid this 
unnaturalness. 
The recent work of Balakrishnan (1974) may give another type of sufficient 
condition for this solvability. 
(II) Multiplicative-type measurement 
Next, we discuss the case of multiplicative measurements: 
dy(t) = f(t,  y) fo(t, x(t)) dw(t), y(to) = O. (14) 
where w(t) and f(t,  y) are defined similarly as before with the additional con- 
dition: the inverse [f(t, ~)]-1 of the matrixf(t,  ~) exists for all (t, ~) e T × L2(T ). 
The function fo: T × R --~ R is jointly measurable and fo(', a) is Lebesgue 
measurable for each a ~ R. Further, )Co satisfies the following conditions: (1) the 
inverse [fo(t, a)]-i exists for all (t, c~) e T × R, (2) for a,/3 e R and fixed t ~ T, 
fo(t, a + fi) ~- fo(t, o~) fo(t, fi). 
Let y°(t) be defined as follows: 
dy°(t) = fo(t, x°(t)) dw(t), yO(to) = O. (15) 
where x°(t) is the same as before. Using the property (2) off0,  from (14) and (15) 
we obtain 
dy(t) =- F'(t, y) dy°(t) (16) 
where F'(t, y) is defined by 
F,(t, y) = f(,, y) fo (t, f' , (  t, s) B(s) y) ds). 
to 
Now we must establish the existence of the solution in this multiplicative 
type model. As in the case of additive type, we introduce the following assump- 
tion. Since its meaning is the same as in the case of additive type, the detail is 
not repeated here. 
ASSUMPTION 2 (Solvability ofmultiplicative type). The integral equation(16) 
has the unique solution y eL~(T × £2) and, for fixed t, y(t) is °~t°-measurable. 
LEMMA 2. Under Assumption 2 the family of the sigma fields {~/t , t ~ T} is 
independent of the admissible control law 7. 
Proof. From the existence of the inverse of f(t,  y) for fixed (t, y) and the 
property (1) 0f f0,  (16) can be rewritten as follows: 
. dy°(t) ~- [F'(t, y)]- i  ely(t). 
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The right-hand side is y/t-measurable, therefore y°(t) is Y/t-measurable. 
Repeating the same arguments of the proof of Lemma 1, we obtain Lemma 2. 
Remark 2. In case that w(t) is a continuous emi-martingale, Assumption 2
can be established by using the same successive approximation procedure as 
in Remark 1 provided that y and f belong to ~ and f0 satisfies 
Ifo(t, a) -- fo(t, /?)l ~< Kt [ c~ -- fi I, (17a) 
I fo ( t ,a ) l<~K2( l+ra l ) ,  teT ,  a, f i zR ,  K~>0,  /£2>0.  (17b) 
But these conditions are rather restrictive, for example, exponential function 
does not satisfy (17). In respect tot his problem, furthermore, see Remark 5. 
(III) Curry's type measurement 
Curry (1969) discussed the following type of measurement: y(t + l )=  
g(t, x(t) -- xt(t), w(t)). In this section we generalize this model to the continuous 
time model such that 
ely(t) = g(t, x(t) -- xt(t)) dt -t- dw(t), (18) 
y(to) -- O, W(to) -- O. 
where the noise process w(t) which is ~t-measurable for each t belongs to 
L2(T × f2), and x,(t) = E(x(t) l y/t}. The function 
g: T × R- -~R 
is jointly measurable and Lebesgue measurable in the first argument. From the 
linearity of the state equation (1), we obtain the relation: 
x(t) -- xt(t) = x°(t) -- E{x°(t) l ~/t}. 
Therefore (18) can be rewritten as follows: 
dy(t) = G(t, y) dt -j- dw(t) (19) 
where G(t, y) is given by 
c( t ,  y)  = g(t, xO(t) - ~(xO(t) I y/d). 
Here we note that the function G(', ') does not depend on the law y. 
Now assume the solvability of this type measurement. Since its meaning is 
the same as in the cases of additive type and multiplicative type, the detail is not 
repeated here. 
ASSUMPTION 3 (Solvability of Curry's type). The integral equation (19) 
has the unique solution y ~L2(T x £2) and y(t) is ~t-measurable for fixed t. 
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LEMMA 3. Under Assumption 3 the family of the sigma fields {~t t ¢ t ~ T} is 
independent of the admissible control law ),. 
Proof. From Assumption 3, we obtain the solutiony ELe(T x f2), so we can 
define (~t ,  t ~ T}. Then Lemma 3 follows from the fact that G(t, ") and w(t) 
do not depend on the control law ?. 
Remark 3. If  g(t, .) has the property (17), and E{x°(t) I ~},  which can be 
regarded as the function of y, is included in ~¢, using the successive approxima- 
tion procedure (see Remark I), it can be shown that Assumption 3 holds. 
Next theorem is directly obtained by summarizing Lemma 1, 2, 3 and 
Theorem 1. 
THEOREM 2. For the nonlinear measurements of (I), (II) and (III), under the 
corresponding solvability assumptions the certainty equivalence property holds and 
the optimal control is given by (7). 
Remark 4. In the previous remarks we mentioned the several sufficient 
conditions for the solvability assumptions. However, in adopting such condi- 
tions, we should take care of the following; that is, the condition for the ad- 
missible control and the form of the optimal control (7) require that the estimates 
xt(t ) and ~t(t) satisfy the corresponding conditions which assure the optimal 
control (7) to be in the admissible class, e.g., if 7 ~ ~LP, xt(t ) and ~t(t) must 
belong to ~.  
Remark 5. In the continuous time models the solvability assumptions are 
mathematically essential, but in the discrete time case these assumptions are 
automatically satisfied. We now illustrate this with a simple example. Let the 
state equation be given by 
x(t + 1) = a(t) x(t) + b(t) u(t) + v(t), X(to) = x o , 
and let the measurement equation be the multiplicative type given by 
y(t) = exp(x(t)) w(t), 
where all variables are one-dimensional nd t = t o , t o -}- 1,..., t i . Corresponding 
to (15), define 
y°(t) ~ exp(x°(t)) w(t), 
then we can rewrite the measurement equation as follows: 
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where y(to) =y°(to), ~b(t ,s ) -~a( t - -  l) a(t -- 2) '-- a(s) for t >~s>~t  o+ 1, 
and Ys == (y(t0), y(to + 1),..., y(s)). Then observing 
y(to) ~- y°(to) , 
y(t o ~- 1) = y°(t o + 1) exp(b(t0) 7(t, y(to))), 
y(t o + 2) = y°(t o -+- 2) exp(b(t 0+ 1) 7(t o + 1, y(to), y(t o + 1)) 
+ a(t o + 1) b(to) 7(to, y(to))),..., 
we know that there exists the solution (y(to) , y(t o + I),..., y(ts) such that y(t) 
is ~fl-measureable for each t, where ~t  ° is the sigma field generated by {y°(to) , 
y°(t o + 1),..., y°(t)}. Thus the solvability of this model is established. 
Moreover, from the relation 
t-1 7( 37 ) y°(t) = y(t) exp 1- -~ q)(t, s) b(s) y~) ) 
\ 
o 
we know that y°(t) is ~t-measurable, where ~/~ is the sigma field generated by 
{y(to), y(t o -- 1),..., y(t)}. Therefore ~/t = @~t ° for all t. Further, if the cost 
function has a quadratic form, the certainty equivalence property follows from 
the discrete time version of Theorem 1 (Uchida and Shimemura, 1976, 1978). 
4. DATA PROCESSOR AND CERTAINTY EQUIVALENCE 
Let the control be constructed with the data {z(t), t ~ T} into which the 
measurement data {y(t), t ~ T} are transformed through the data processor: 
4t )  = ~(t, y) (20) 
where the function ~1: T × L2(T ) ~ R is jointly measurable, ~(t, -) is Y~- 
measurable and 7(', Y) is Lebesgue measurable. Further assume 
l( l E [ ~(t, y)l ~ at < ov 0 
for ally ~L2(T × ~). Then the admissible control 7(t, .) becomes Zt-measurable, 
where the family of the sigma fields {Zt, t ~ T} of L2(T) is similarly defined as 
{Yt,  t ~ T}. We note that 7(t, ") is also Yt-measurable by the Yt-measurability 
of ~7(t, "). Substituting 7(t, y) into u(t) of (1), and repeating the same arguments 
as before (13), (16) and (19) are again the integral equations with respect o y. 
Note, however, that F, F '  and G now depend on ~/. Here, we again assume the 
solvability of these integral equations. Under such assumptions the solution 
y ~L~(T × ~) defines z EL2(T × ~) by (20). Then let ~e  be thesigma field 
of ~ induced by Zt and, throughout this section, let the conditional means xt(t) 
and 6(s), s ~ t be interpreted as those given ~t -  
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First, let the data processor be decomposed to two parts with memory and 
with no memory as follows: 
dz'(t) = ~(t, y) dy(t) + ~)~(t, y) dt, z'(to) = 0, (21) 
z(t) ~- ~?3(t, z'(t)), (22) 
where ~h: T × Lz(T ) -~ R, i = 1, 2 are defined similarly as 7, and 
r/3: T × R-+ R is jointly measurable and Lebesgue measurable in t. Let 
~3(t,-) be the one-to-one function for each t and ~h(t, y )be  the nonsingular 
matrix for each (t, y), and then assume that the integral equation 
dy(t) ~- --[~l(t, y)]-t  ~72(t, y) at + [~(t, y)]-~ dz'(t) (23) 
has a solution y ~L2(T × g2), and for fixed t, y(t) is ~;(~-measurable where 
2~e't is the sigma field of g2 generated by {z'(t), t o ~< s ~ t}. We call this data 
processor the information preserving data processor. 
THEOREM 3. For the nonlinear measurements (I),( I I) and (III) with information 
preserving data processor, under the corresponding solvability assumptions, the 
certainty equivalence property holds and the optimal control is given by (7) in which 
the conditional means given @'t are replaced with those given 2~ t . 
Proof. Under the corresponding solvability assumptions, we obtain ~t  = q/t ° 
mentioned as before and the solution y ~L2(T × g2) defines z' EL2(T × g2) 
via (21) such that Y/t D ~'t • On the other hand, the solvability of (23) implies 
~e' t D Y/t. Therefore, we obtain ~t  = ~e' t . Further the one-to-one property 
of 7/a(t , ") gives ~'t -~ ~t .  Thus ~e t = ~a~" t ~- ~t  = ~t  °, which establishes the 
independence of ~t  with respect o the control law 7- 
The relation ~e = ~e~ ~ ~,  in the proof shows that there is no information 
loss in this data processing. The name "information preserving" comes from 
this fact. Here note that a solvability condition for (23) can be given by combining 
Remark 1 and Remark 2. 
Consider the cases of additive type and multiplicative type with no feedback 
terms, that is, additive type with f (t ,  y ) -~ 0 and multiplicative type with 
f(t ,  y) = identity matrix, which are denoted by (Io) and (II0) , respectively. 
Next, let the measurement data given by (I0) , (IIo) and (I I I )  are transformed 
through the following data processor: 
dz'(t) = ~l(t) dy(t), z'(to) = O, (24) 
z(t) : z'(s(t)), t o ~< s(t) ~< t, (25) 
where ~h: T -+ R is Lebesgue measurable and in the ease (II0), in particular, 
~h(t) is nonsingular or zero matrix for each t, and s: T ~ T is continuous. 
Then it is immediately shown that the data processor (24) preserve the types of 
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(I0), (II0) and (III), respectively and the problem becomes the same as in 
Section 3. We call this data processor the type preserving data processor. Now, 
repeating the same arguments as in Section 3 with respect to the data {z'(t), t ~ T} 
instead of {y(t), t ~ T}, and using the assumption on s(.), we can obtain the 
following result: 
THEOREM 4. For the nonlinear measurements (I0), (Iio) and (III) with the 
type preserving data processor, under the corresponding solvability assumptions, 
the certainty equivalence property holds and the optimal control is given by (7) in 
which the conditional means given .~/~ are replaced with those given ~t .  
It is remarkable that the result given by Theorem 4 can be extended to the case 
that the information preserving data processor is connected in series after the 
type preserving data processor. 
Now, to show the effectiveness of Theorem 3 and Theorem 4, we will apply 
these theorems to simple examples. 
EXAMPLE 1 (Amplitude Modulation). Suppose that v(t) and w(t) are Wiener 
processes and x o is a Gaussian variable, then all stochastic processes will be 
sample continuous. Suppose further that the measurement is given by 
dy(t) -~ C(t) x(t) at + dw(t), 
and the data processor is given by 
z(t) -~(y ( t ) )  
where 7: R--~ R is one-to-one, continuously differentiable and d~l(y)/dy is 
nonsingular for each y. This is a example of the information preserving data 
processor applied to (Io). Then it follows from Theorem 3 that the optimal 
control is given by (10). Moreover, the state estimate xt(t) is given by the 
Kalman-Bucy filter with the innovation: 
dr(t) = dy(t) -- C(t) xt(t ) at 
-1  d (t) - -  dt, 2~ 
where we used ~t  -~ ~t  • Here note that if ~?(.) is the linear function then the 
estimate xt(t) belongs to f, therefore the optimal control belongs to g. 
The following examples are the typical those of the type preserving data pro- 
cessor, to which Theorem 4 is applicable. 
EXAMPLE 2 (Lag Information). 
z(t) = O, 
z(t) = y(t -- 0), 
to <~ t <~ to + o, 
to+O~t~t  s, 0>0.  
132 UCHIDA AND SHIMEMURA 
EXAMPLE 3 (Sampling). 
z(t) = Y(63, t~ <~ t <~ tk+~ , k ~- 1, 2 ..... 
If Xo is a Gaussian variable, v(t) and w(t) are Wiener processes, and measurement 
is linear as in Example 1, the estimate xt(t) belongs to the class ~ in the lag 
information case and to the class 5~ in the sampling case. The optimal control 
is included in the corresponding class in both cases. 
Finally note that the solvability assumptions of Theorem 3 and Theorem 4 
are also satisfied automatically in the corresponding discrete time models. 
5. CONCLUSION 
In this paper the Linear-Quadratic optimal control problems with the 
nonlinear measurements were discussed. Clarifying the relations between the 
certainty equivalence property and the nonlinearity of measurements, wederived 
some sufficient conditions for the certainty equivalence property. In the con- 
tinuous time models of this paper the solvability assumptions are of fundamental 
importance, but in the discrete time case these assumptions are not required, as 
illustrated in Remark 5, and then all result of this paper hold merely modifying 
the notations (Uchida and Shimemura, 1978). 
Proof of Theorem I. 
adjoint operators R~*, R* as follows: 
RI: L2(T ) ~ R, 
R2: L2(T) --> L2(T ) 
such that, for a eL2(T), b ~ R, 
tf 
Rla = ( ~(ts , s) B(s) a(s) ds, 
0 
[Rfb](t) = B(t) T ~(tf , t) r b, 
t 
[R~a](t) = [ ~(t, s) B(s) a(s) as, 
~t  0 
¢y 
[R*2a](t ) = f B(t) T ¢P(s, t) T a(s) ds, 
"It 
APPENDIX 
Define the linear bounded operators R1, R 2 and their 
(Ala) 
(Alb) 
(Alc) 
(Ald) 
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where ~(t, s) is the fundamental solution matrix with respect to A(t). Then 
the cost functional (6) becomes 
J(u) - 2(,, R'Sex °) + 2(u, R*Qx °) + (u, R*SeRau) 
+ (u, R*QR2u) -4:- (u, Ru) + (independent of u), (A2) 
where x ° denotes the state in case u(t) ~ O. By the assumption that {Y/t, t ~ T} 
do not depend on y, the cost (A2) is quadratic and convex with respect o u. 
Therefore, if we can show the set of the admissible controls is a closed subspaee 
in L2(T × go, ~ @ M), the existence and uniqueness of the optimal control 
follows from the projection theorem of minimum norm problems (Luenberger, 
1969). 
LEMMA A 1. The set of the admissible controls is the closed subspace in L.,( T × go, 
Y ®~) .  
Proof ofLemma AI. Define the sub-sigma field of ~-  @ ~:  
d = {A e ~ @ ~,  At ~ Y/t, t E T}, At = {co e 12, (t, co) E A}, (A3) 
which is independet of 7. Then L2(T × go, o~) denotes the set of the admissible 
the admissible control u. Now, for a, fi ~ R, u 1, u 2 ~L~(T × go, ~¢), we obtain 
~u 1 + flu 2 ~ L~( T × ~Q, d )  since linear operations preserve measurability. To 
showL2(T × f2, J ) i s  closed, let {u~}~=l, 2 .... CL2(T × go, ~)and  u eL2(T × 12, 
@ ~),  and suppose 
E [u~- -u l2dt  --~0, n -+ oo. 
Then there exists a sub-sequence {u.k}~=l, 2 .... of {u~}n=l.2 . .. such that 
u(t, co) = lim un~(t , co) a.e. (Ito, 1963). 
k-~oz 
This operation preserves measurability and each u~ is d-measurable,  therefore 
the limit u is also zJ-measurable and u EL.,(T × go, ~¢). Thus L2(T × gO, sz¢) 
is closed. 
Now, consider a necessary condition for the optimal control u* that is for any 
3 e L2(T × 12, sO), 
lim ca{J(u * + e~) - ](u*)} : 0. (a4) 
¢-~0 
J(u) is convex stated above. From this fact we can use the dominated convergence 
theorem (Ito, 1963) to inter, change the differentiation and integration in (A4). 
Consequently (A4) becomes 
(Ru* + R*S¢Rxu* + R*QRzu* + R~S~x ° 4: R*Qx °, 3) = 0. (A5) 
643/4I/2-2 
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Let Proj. denote the projection operator from L~(T × £2, ~-@ ~) into 
L2(T × /2, ~'). It is known that Proj. corresponds tothe conditional expectation 
operator E{" I ~t}, t ~ T (Brooks, 1972) and is self-adjoint, so that (A5) becomes 
(Proj.[Ru* -t- R*SIRlu* + R*QR2u* + R*S~x ° + R*Qx°], ~:) ~- 0 
for all K ~L~(T X D, Y @ ~)  and thus, using Fubini's theorem (Ito, 1963), 
we obtain the necessary condition such that 
Ru* + R'SIRius* + R*QR~u* + R 'S Ix ,  ° @ R*Qx,°](t, ~) = 0 a.e., (A6) 
where u*~ (s) = E{u*(s) ] ~t} and x,°(s) = E{x°(s) I o~,}. 
Remember that the optimal control u* is unique. So, if we can solve the integral 
equation (A6) with respect o u*, this solution is the unique optimal control. 
Suppose u** = --R-I(R~S~ + R*~Q)xt, then it is shown that this u~* satisfies 
(A6). Since u[(t) = u*(t), 
~f 
u*(t) = --R(t) -1B(t) r [q~(t~, t)T S,x,(t,) + ft qO(s, t) r Q(s)x,(s)ds] (A7) 
is the optimal control. Now, define 
tt 
p~(s) = ~,(t, . ~)~ S,x,(t~) + f~ ¢(,. sF 9(-) x~(,) d,. 
This follows the equations: 
dsp,(s) = [--A(sy p,(s) -- Q(s) x,(s)] as, (AS) 
d,x,(s) = [A(~) x,(s) -- B(s) R(s)-~ B(~y p,(s)] as + d~v,(s), t <~ s ~ tf . 
(A9) 
Assume p,(s) = S(s) xt(s) ~- ~t(s) and combining this and (AS), (A9), then (8) 
and (9) are derived. 
Finally, we show the certainty equivalence property to hold. Consider the 
corresponding deterministic optimal control problem. The system is 
~(t) = n(t) x(t) + B(t) u(t) + v(t) ,  X(to) = x0 .  
and the cost functional is 
j ~- x(tl) T S1x(ts) -+- (x(t) T Q(t) x(t) -t- u(t) T R(t) u(t)) dt. 
The disturbance v(t), t ~ T and the initial state x 0 are known. Then by a standard 
method the optimal control is 
u*(t) -~ --RCt) -1 B(t)T[S(t) x(t) -}- ~(t)], 
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where S(t)  is the unique solution of (9) and ~:(t) is the solution of the following 
differential equation: 
~(t) + (A(t) r --  S(t)  B(t )  R(t)  -1 B(t) r) ~(t) + S(t)  v(t) - -  O, 
~(t~) = O. 
The certainty equivalence property follows from these facts. 
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