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Abstract—Channel State Information (CSI) is widely used
for device free human activity recognition. Feature extraction
remains as one of the most challenging tasks in a dynamic
and complex environment. In this paper, we propose a human
activity recognition scheme using Deep Learning Networks with
enhanced Channel State information (DLN-eCSI). We develop a
CSI feature enhancement scheme (CFES), including two modules
of background reduction and correlation feature enhancement,
for preprocessing the data input to the DLN. After cleaning
and compressing the signals using CFES, we apply the recur-
rent neural networking (RNN) to automatically extract deeper
features and then the softmax regression algorithm for activity
classification. Extensive experiments are conducted to validate
the effectiveness of the proposed scheme.
Index Terms—human activity recognition, WiFi, device free
sensing, deep learning, channel state information.
I. INTRODUCTION
Device-free human activity recognition (DF-HAR) using
wireless signals are attracting significant research interests
[1]. Compared with conventional device-based sensing tech-
niques (e.g., wearable devices), DF-HAR does not require the
targeting users to wear any devices. Moreover, DF-HAR is
able to complete the sensing task without exposing user’s
private information, such as the face of user. In the context
of DF-HAR, WiFi-based HAR is receiving particular attention
because of its wide availability [2].
Existing WiFi-based HAR techniques can be categorized
into two main branches: leveraging the received signal strength
(RSS) of WiFi signals [3], [4] and the channel state informa-
tion (CSI) of WiFi physical layer information [5]. The RSS-
based human activity recognition (RSS-HAS) can achieve
a fair sensing accuracy by utilizing the variations of RSS,
e.g., means, peak-to-peak values of RSS, etc. However, it
is vulnerable to the shadow fading and the multi-path ef-
fect, and the sensing accuracy will degrade severely if the
environment is complex [6]. The CSI-based human activity
recognition (CSI-HAS) uses the CSI that represents more
fine-grained information, and is more promising for achieving
better recognition performance. A lot of existing work on CSI-
HAS devotes to improving the sensing accuracy by leveraging
signal processing measurements. For example, the principal
component analysis (PCA) [7] and discrete wavelet transform
(DWT) [8] are applied to remove background noise and
improve the quality of CSI. However, these methods often
face challenges such as feature selections and feature fusions,
which can degrade the sensing performance severely.
To solve these problems, Deep learning networks (DLN)
is used to extract and transform the inherent features auto-
matically from the input data for CSI-HAS [9], [10], [11]. In
[9], a sparse auto-encoder (SAE) network is used as a feature
optimizer, but its sensing performance is susceptible to the
quality of input features. In [11], long-short term memory
(LSTM) based recurrent neural networking (LSTM-RNN) is
applied, using the raw CSI as the input. However, training the
RNN is time-consuming due to the large amount of raw CSI
packets.
In this paper, we propose a HAR scheme using Deep
Learning Networks with enhanced CSI (DLN-eCSI), which
can achieve significantly improved sensing performance with
reduced training complexity. We develop a CSI feature en-
hancement scheme (CFES) for cleaning and compressing
signals input to the DLN. CFES includes two modules:
background reduction and correlation feature enhancement. In
background reduction, we propose two methods for removing
activity-unrelated information from CSI. In correlation feature
enhancement, we compute correlation signals over all subcar-
riers and streams to improve the reliability of feature signals,
as well as compressing the signals. We then use LSTM-RNN
to extract the deeper features from the enhanced correlation
signals. Extensive experiments are conducted and the results
demonstrate that the proposed DLN-eCSI scheme achieves
much better sensing accuracy, with significantly reduced com-
plexity, compared with conventional CSI-based RNN sensing
methods.
The rest of this paper is organized below. Section II reviews
the system model. The detailed methodology of the proposed
scheme is presented in Section III. Section IV provides
detailed experimental settings and the performance results.
Section V concludes the paper.
II. SYSTEM MODEL
In this section, we introduce the system architecture for the
proposed DLN-eCSI scheme, as shown in Fig. 1. DLN-eCSI
aims to recognize human activities in three main stages: data
collection, data processing, and deeper feature extraction and
classification.
In the stage of data collection, from wireless communication
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Fig. 1. A sketch of the human activity recognition system based on WiFi
802.11n
information (e.g., CSI), which reflects the variations of the
wireless environment caused by human activities, is collected
for processing at the receivers. When a person performs certain
activities such as running in an indoor environment covered by
a wireless network, the wireless signal propagation is distorted
with changes in both the number of multipath signals and
their amplitudes and phases. These distortions will cause the
variation of CSI. The receivers are typically WiFi access points
in our considered setup. In this paper, we use the widely
adopted Intel 5300 802.11n network interface card for CSI
acquisition [12]. The CSI at 30 subcarriers from all three
antennas is used. More details are provided in Section IV-A.
In the stage of data processing, activity-unrelated informa-
tion is removed and unique features are extracted from CSI
for detecting human activities. In this stage, we use the pro-
posed CFES for background reduction and correlation feature
enhancement. The background reduction module is used to
filter out activity-unrelated components in the raw CSI and
obtain enhanced CSI with information ideally solely related to
human activities. The correlation feature enhancement module
is applied to extract unique correlation features from the
enhanced CSI at the OFDM subcarrier level. In this stage,
all the subcarriers are employed to calculate the correlation
feature matrix which will be used for identifying distinctive
feature patterns of different activities.
In the last stage of deeper feature extraction and classifi-
cation, the deeper features are automatically extracted from
the output in the previous stage. To that end, a deep learning
network ( e.g., LSTM-RNN) is employed as the features
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Fig. 2. Influence of human activity on signal propagation.
extractor, and the softmax regression algorithm [9] is adopted
as the classifier. The deep learning network can be trained
during the training process using the training data offline. Then
during the online sensing phase, the proposed scheme classifies
the human activities using the trained network coefficients.
III. METHODOLOGY
In this section, we present the process of the proposed DLN-
eCSI in details.
A. Data collection
Let NT and NR stand for the number of antennas at
the transmitter and receiver, respectively. Thus, there are
L = NT × NR streams (links) contained in a CSI packet,
which can be expressed as
H(n)=[H1,1(n),. . . ,Hs,1(n),. . . ,Hs,l(n),. . . ,HS,L(n)]T , (1)
where H(n) represents the CSI vector obtained at time n, l is
the indicator of the lth stream, S denotes the total number
of available subcarriers in each stream, s denotes the sth
subcarrier in the stream, and T stands for the transposition
operation. Then the CSI matrix within a time period (e.g.,
n = 1, 2, . . . , N ) is adopted to sense the human activities, and
is given by
H = [H(1), . . . ,H(n) . . . ,H(N)]. (2)
B. Data Processing
Note that the CSI matrix H in (2) is only the raw informa-
tion, which is not suitable for HAR directly for the following
reasons. First, H contains too much activity-unrelated infor-
mation, which will degrade the quality of extracted features.
Second, applying H directly to detect human activities (such
as in [11]) is time-consuming and increases the system over-
head due to the large size of H. We use CFES, including
background reduction and correlation feature enhancement
modules, to overcome these problems.
1) Background reduction: The core task in the background
reduction module is to filter out the activity-unrelated informa-
tion while retaining the activity-related information. Although
human activities may cause the distortion of some multipath
signals, there could generally be more multipath largely un-
changed. Thus H can be divided into two parts: dynamic CSI
and static CSI, which can be expressed as
H(n) = Hdy(n) +Hst(n), (3)
where Hdy(n) represents the vector of dynamic CSI affected
by the movement of human. Hst(n) stands for the static CSI
vector which is largely unchanged. Note that the impact of
Hst(n) on H(n) is usually greater than Hdy(n), because the
influence of human activities on the whole environment is
generally limited, especially when a person performs minor
actions such as standing, sitting and raising hands, etc. The
sensing accuracy would degrade severely if H(n) is directly
utilized for detecting human activities. Therefore, it is much
desirable to remove the static information Hst(n) from H(n).
Next we propose two methods for mitigating Hst(n) from
H(n) .
We call the first one as the local mean (LM) method
which estimates Hst(n) over a period of time using the
exponentially weighted moving average (EWMA) approach
[13]. The estimated value of Hst(n) is
Ĥst(n) = αH(n) + (1− α)Ĥst(n− 1), (4)
where Ĥst(n) denotes the estimated static CSI, and α repre-
sents the forgetting factor. The initial value of Ĥst(1) is set
as H(1). Then the estimated dynamic CSI, Ĥdy(n), is equal
to
Ĥdy(n) = H(n)− Ĥst(n). (5)
Thus, the whole estimated dynamic CSI matrix is
Ĥdy = [Ĥdy(1), . . . , Ĥdy(n), . . . , Ĥdy(N)], (6)
where Ĥdy(n) is defined as
Ĥdy(n)=[Ĥ
1,1
dy(n),. . . ,Ĥ
s,1
dy(n),. . . ,Ĥ
s,l




We call the second one as the differential method (DM),
which extracts dynamic CSI from H(n).The DM method
computes the difference of H between two time slot and is
simpler to implement. The estimated dynamic CSI vector using
DM is expressed as
Ĥ∗dy(n) = H(n)−H(n− 1), (8)
where Ĥ∗dy(n) denotes the estimated dynamic CSI, and
Ĥ∗dy(1) = 0.
From (5) and (8), we can see that both LM and DM can
extract the activity-related information contained in CSI. LM
is capable of providing a high level of accuracy at the expense
of relatively high complexity. The forgetting factor α affects
the estimation performance, and its optimization is yet to be
investigated. DM’s computation complexity is lower, but with
sacrificed estimation performance. The impacts of LM and
DM on the performance of human activity recognition will be
provided in more details in Section IV.
2) Correlation Feature Enhancement: Let ĤD denote the
estimated dynamic CSI matrix hereafter, unless stated oth-
erwise. The size of ĤD is SL × N and will lead to high
computational complexity if directly used for training and
running in DLN. Here, we propose a novel method for
significantly reducing the dimension of the input to DLN. This
method is capable of extracting distinctive features from ĤD
and hence improving the recognition performance as well.
Different from existing methods which only leverage the
correlation features of multiple subcarriers within one stream,
e.g., [14], we compute the correlation between signals at all
subcarriers from all streams, given by
CD = ĤD × ĤTD, (9)
where CD denotes the SL×SL correlation matrix. Such corre-
lation information compresses the signals more effectively and
provides more reliable features for behavior recognition. More
specifically, the number of correlation features is significantly
decreased from SL×N (i.e., the size of HD) to SL×SL. The
detailed performance assessment for CFES will be provided
in Section IV.
C. Deeper Feature Extraction and Classification
In this section, we first extract the deeper features from
CD using LSTM-RNN, then classify human activities based
on these extracted deeper features using the softmax regression
algorithm. This process is demonstrated in Fig. 3.
The signal CD contains compressed discriminative patterns
for different human activities. We now feed it into LSTM-RNN
to extract deeper features as shown in Fig. 3. The LSTM-
RNN has the capability of extracting the deeper features of
input data automatically. These extracted deeper features are
then used to recognize human activities, through the softmax
classifier. Note that the LSTM is able to distinguish similar
behaviors, which can improve the recognition performance by
distinguishing similar activities, such as “standing” and “stand
up”.
Conventional RNN-based sensing methods usually have a
time-consuming training process, due to the large quantities
of training data. By using overall correlation matrices with
dramatically reduced volume of the input data, our DLN-eCSI
scheme achieves significantly reduced training overhead.
IV. IMPLEMENTATION AND EVALUATION
In this section, we present the experimental results for eval-
uating the performance of the proposed DLN-eCSI scheme.
A. Experimental Setup
To evaluate the performance of the proposed DLN-eCSI,
we conduct experiments in two indoor configurations, which
are shown in Fig. 4. The first experimental environment is a
3m × 4m office area where no obstacle is placed between


































Fig. 4. Layout of two experimental areas: (a) 3m×4m office. (b) 4m×6m
laboratory.
laboratory where many tables are placed between the trans-
mitter and receiver. Two computers equipped with Intel WiFi
5300 network card are used as the transmitter and receiver,
respectively. The transmitter continues sending packets with
one antenna (NT = 1) at 2.4GHz frequency band based
on the protocol of IEEE 802.11n. Using the CSI tools [12],
the receiver equipped with 3 antennas (NR = 3) obtains
and records CSI for 30 subcarriers (S = 30). A person
performs six different activities and repeats each activity for
400 times in each experimental environment. Each activity
lasts for approximately 2s and the sample rate is 1KHz, thus
the size of H is 90 × 2000. The LSTM-RNN applied in this
paper has one hidden layer with 200 hidden units. The batch
size and learning rate are set as 200 and 0.001, respectively.
B. Performance Evaluation
In this section, we evaluate the performance of our proposed
DLN-eCSI by comparing it with other state-of-the-art meth-
ods. Various parameters and methods are used to provide a
comprehensive comparison.
Fig. 5 compares the performance for two similar activities
(i.e., sitting and sit down), using the original CSI matrix H,
TABLE I




1st Exp. 2nd Exp.
RNN [11] 94.2% 89.8%
DLN-eCSI-L 97.5% 96.7%
DLN-eCSI-D 94.7% 92%
the estimated dynamic CSI ĤD and the correlation feature
matrix CD, respectively. As can be seen from Figs. 5(a)
and 5(d), it is challenging to differentiate between “sitting”
and “sit down” based on H. However, they can be readily
separated by using CD as is clear from Figs. 5(c) and 5(f),
because CD significantly enhance the differences between
these two activities. Moreover, the size of CD (i.e., 90×90) is
much smaller than H (i.e., 90×2000). Therefore, the training
complexity is notably reduced in LSTM-RNN.
Table I shows the average sensing accuracy for LM and
DM for six different activities. DLN-eCSI-L and DLN-eCSI-
D are used to denote the cases when DLN-eCSI adopts LM
and DM to extract the dynamic CSI, respectively. DLN-eCSI-
L clearly outperforms the other two methods in both indoor
configurations. Specifically, in the second configuration, the
sensing accuracy of DLN-eCSI-L and DLN-eCSI-D are 96.7%
and 92%, respectively. However, the sensing accuracy of RNN
[11] is only 89.8%. In addition, for each method, the sensing
accuracy in the first configuration is better than that in the
second one, because the environment in the first configuration
is simpler and hence it is easier for human activity recognition.
To further analyze the performance of different methods,
we provide the confusion matrix for different activities in
the second experimental configuration in Fig 6. DLN-eCSI-L
achieves much higher sensing accuracy than the RNN method
[11] for all the six activities, so does DLN-eCSI-D. For
instance, the overall sensing accuracy of DLN-eCSI-L and
DLN-eCSI-D for each activity is all above 0.869 and 0.831,
respectively, but the accuracy for RNN is only 0.798.
Fig. 7 illustrates the impact of the number of subcarriers on
the sensing accuracy of various methods in two configurations.
Obviously, in both configurations, DLN-eCSI-L achieves the
best sensing performance among these three methods increas-
ing the number of subcarriers. For instance, when the number
of subcarriers is 60, the sensing accuracy for DLN-eCSI-L and
DLN-eCSI-D in the second configuration are 0.93 and 0.902,
respectively. By contrast, the sensing accuracy for RNN in [11]
is only 0.873. Notably, when the number of subcarriers is less
than 60, the sensing accuracy of DLN-eCSI-D is lower than
that of RNN in [11], while the training time in LSTM-RNN
of DLN-eCSI-D is much smaller than RNN (refer to Table II).
Table II compares the training time of LSTM-RNN for
various methods with different Hidden units. We utilize a
3.4GHz PC with Nvidia P4000 graphic card (8GB memory)
to train the LSTM-RNN. The number of training iteration is



















(a) Raw CSI H of sitting



















(b) Estimated dynamic CSI ĤD of sitting



















(c) Enhanced CSI correlation feature matrix CD of
sitting



















(d) Raw CSI H of sitdown



















(e) Estimated dynamic CSI ĤD of sitdown



















(f) Enhanced CSI correlation feature matrix CD of
sitdown
Fig. 5. Performance of the proposed CSI feature enhancement scheme, when comparing two similar activities“sitting” and “sit down”.
TABLE II




RNN [11] 1773.8s 2848.6s 5107.2s
DLN-eCSI-L 283.7s 459.1s 1205.4s
DLN-eCSI-D 282.5s 458.2s 1203.3s
1000 and the training data set contains 1200 samples. It is clear
that our proposed methods are superior to the RNN method in
[11]. Specifically, when the number of hidden units is 400, the
training time of LSTM-RNN for our proposed two methods
are less than one-quarter of that for RNN in [11].
V. CONCLUSION
In this paper, we proposed a novel DLN-eCSI scheme for
device free human activity recognition. We developed the
CFES method for data preprocessing including background
reduction and correlation feature enhancement. Two methods,
the local mean and differential methods, are proposed to
remove activity-unrelated information from the measured CSI.
The correlation features of the activity-related information are
enhanced via computing correlation over all subcarriers and
streams, together with compressed data volume. We utilized
LSTM-RNN network for detecting human activities by lever-
aging the enhanced features obtained from the CFES. We
conducted a wide range of experiments, which demonstrate
that the proposed scheme achieves significantly improved
recognition accuracy, as well as notably reduced complexity.
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(b) The second experimental configuration
Fig. 7. Impact of the number of subcarriers on the sensing accuracy
