Automatic segmentation of speech is an imp ortant problem that is usefol in speech recognition. synthesis and coding. We explore in this paper, the robust parameter set. weighting fUnction and di:tt ance measure for reliable segmentation of noisy speech. It is found that the MFCC parameters. successfUl in speech recog nition. hollis the best promise for robust segmentation also. We also explored a variety of symmetric and asymmetric weighting lifters. from which it is found that a symmetric lifter of the form 1 + Asinl/2(wn/L). 0 :::; n :::; L -l./or MFCC dimension L, is most eff ective. With regard to distance measure. the direct L2 norm is found adequate.
INTRODUCTION
Segmentation techniques. by and large, aim at producing phonet ically and sub-phonetically segmented speech in an acoustically consistent manner. When an acoustic definition of phoneme-like units is required, manual segmentation and labeling becomes te dious, time consuming and, acoustically inconsistent. Different automatic segmentation techniques have been proposed to over come the problem associated with manual segmentation. Auto matic segmentation techniques broadly fall under the following categories [4] : (i) spectral transition measures, ii) maximum like lihood segmentation, iii) temporal decomposition, iv) scale-space filtering, v) multi-level segmentation, vi) variable length segment quantization procedure and, vii) segmental K-means procedure.
Segmentation techniques, regardless of being manual or auto matic, play a crucial role in numerous applications which require a large corpus of phonetically segmented speech; one o f this is 
SPECTRAL TRANSITION MEASURE
Let x(t) = [XI(t),X2(t), . .. ,xp(t)]' be a parameter vector rep resenting spectral features of the signal at time t. The spectral gradient or a spectral transition measure is given by the derivative of x(t), x ' (t) as x'(t) = �. Though defined for a contin uous case, the derivative x' (t) can be viewed as a vector-valued distortion between infinitesimally small contiguous acoustic vec tor sequence. The magnitude of x' (t), Ilx'(t)lI, is a scalar measure and represents the rate at which the spectral feature vector x(t) is changing at time t. This scalar measure (derivative vector mag nitude) is expected to be large at the boundaries between succes sive quasi-stationary speech sounds, corresponding to a transition; these are at the instances of sharp rate of change of the vector tra jectory in the p dimensional parameter space representing rapid vocal tract changes.
The acoustic observation is a discrete-time vector sequence,
given by x(n) = [XI (n), x2(n), ... ,x,,(n»)', n = 1, .. . ,T, rep resenting a parameter vector x( n) at discrete time instance or frame 'n' . Here, the derivative x' (n) is approximated by differences. 
MAXIMUM LlKELmOOD SEGMENTATION
A speech utterance is given by xf
is a discrete observation sequence of T speec h frames. where, x..
is a p-dimensional acoustic vector at frame 'n'. deooCed by x.. = [:El(n), :E2(n), ... , :Ep(n)l'. A partial sequence extending from frame i to frame j is denoted by X{ = (Xi, X'+l, ... ,Xi)' The segmentation problem is to find 'm' consecutive segments in the observation sequence X[. Let the segment boundaries be denoted by the set of integers B = {bD.
The ith segment starts at frame bi-I + 1 and ends at frame 11;; the beginning and end points of the sampled speech data are given and fixed, i.e., bo=O,andbm =T.
The main criteria to be satisfied in the segmentation problem is to obtain segments which exhibit maximum acoustic homogeneity within their boundaries. The amount of acoustic inhomogeneity of a segment can be measured in terms of an • intra-segmenta1 distor tion '. It can be measured as a sum of distances from the frames that span the segment. to the centroid of these frames comprising the segment. Alternatively. all the frames included in a segment can be assumed to have bee n generated by the same auto-regressive (AR) model, and the intra-segmental distortion can be computed as an overall likelihood ratio distortion of these frames. The general ap proach then, is to obtain a segmentation with the minimum sum of intra-segment distortion. The segmentation is thus a problcrn of finding segment boundaries {bo,
where, D( m, T) is the total distortion of a m -segment segmen tation of X[ = {XI. X2, . .. ,XT}; �. is the generalized centroid oflhe i'h segment consisting of the spectral sequence X::_1+I = {Xo; _I +1, . .. , XbJ for a specific distance measure d(·,·). The centroid can be viewed as a maximum-likelihood estimate of the frames in the segment X!:_I+l = {X&;_l+h'" ,X&;} (under the assumption that the frames in the segment are modeled by a multi variate Gaussian, whose mean p> is the centroid being estimated) as ,
The segment boundaries can be solved efficiently using a dy namic programming (DP) procedure. The il" intra-segment dis tortion is giveD by
Let the minimum accumulated distortion upto the (-" segment (which ends in frameb;) be denoted as D(i.b.). i.e., D(i, II.) is the mini mum distortion or a segmentation of {Xl,X2, •.
• ,X&;} into i seg ments. The dynamic programming problem is to find the minimum of
for all possible bi-I. The segmentation problem is then one of obtaining the minimum total distortion min{D(m. T)} (3). This is computed efficiently by a trellis realization and the optimal seg mentation boundaries (fIu,bl •. ..
• �m) are found by backtracking on the trellis after the optimal alignment path is determined corre sponding to min{D(m, T)}.
UkeUhood-ratlo distortion
A different intra-segment distortion results if each segment is treated as generated by the same auto-regressive (AR) model [3] .
Here. the DP recursion (6) takes the form
The right hand side of (8) of the observation sequences using (8).
EXPERIMENTS AND RESULTS

Database aad analysis parameters
We have performed all segmentation experiments on the TIMIT database; here, the speech data is sampled at 16 kHz sampling rate and has an SNR of36dB. on an average with respect to background noise in the silence regions. The parameters used for thresholding in STM based segmentation and termination conditions in ML seg mentation are obtained from SO sentences (referred bere as train ing set) taken from 10 speakers. These parameters are then used on test data for evaluating the performance of segmentation using STM and ML; the test set is also of SO sentences. taken from 10 speakers. The coefficient order for LPC based features and MFCC are fixed to be 16, with an analysis frame of 20 msec and frame shift of 20 msec. Each frame of speech is first pre-emphasized by 1-0.95 ... -1 and then windowed by a Hammi ng window. The pre-empbasized and windowed frame is then used for parameter estimation.
Featllre representation
The different LP related parametric representations used as features, are linear prediction coefficients (LPC). LP ccpstral coef ficients (CEPS).log-area tatios (LAR), reflection coefficients (RC) and line-spectra\ pairs (LSP). We have omitted the last one for the 1-514 For MFCC with lifter (MFCC-L), we have explored a class of symmetric windows given by 1 + Asinr(lI'TI/L), 0 :5 n :5 L -1, for MFCC dimension L; the amplitude A and, the power of sine 71'n / L), r, are treated as variables for maximizing the segmen talion match (%M). The peak amplitude is varied from I to L for MFCC of dimension L = 16 and the shape of the lifter is changed by varying r from 0.25 to 4. Another class of asymmetric triangu lar Bartlett windows were explored by moving the peak position from left to right, keeping the window width fixed. Of all these set of lifters, we found the symmetric lifter to perform best. The optimal lifter is found to be for A = 4 and r = 0.5. It is found that this optimum lifter performs better than the regular raised-sine lifter [2] , providing 4-5% improvement in the segmentation accu racy.
Distance meaSIiRI
For ML segmentation with intra-segment distortion, as in (5», we have considered six distance measures, viz., Ll, L2 (unweighted Euclidean distance (5», L3 norms, weighted Euclidean distance (WED: L2 norm using inverse variance), Mahalanobis distance (MD) and likelihood ratio (LR) (8) for the LPC feature set.
Parameters in STM and ML For the spectral transition measure (STM) based segmentation, the threshold for peak-picking was set as follows: a set of 50 sen tences is used as a training data; for each of these sentences, the threshold was varied within the range of do. (n) (2) and the opti ma! threshold is obtained as that value for which the peak -picking procedure gives the number of segments same as that of the ac tual number of segments in the manual segmentation of TIMIT. A single threshold value is obtained as the average of the individual thresholds over the SO training sentences. The window length pa rameter 'K' in (1) is optimized for maximum segmentation match with manually segmented data and the optimal value of K = 1 (window length of 2K + 1 = 3) was determined and set for all subsequent segmentations on test data.
In the ML segmentation, the segmentation performed using the OP recursion (6), (7) can segment the input speech into a pre specified number of segments or it can be terminated when the reduction in the total distortion (3) falls below a pre-scl thresh old. This is the same as the ' average likelihood (or distortion) per frame' (D(m, T)/T) reported in [I] , The threshold value D(m·, T)/T, corresponding to the actual number of manually de termined segments m', is obtained for each sentence in a training set of 50 sentences. An average of the average distortion per frame D· was obtained over this training set; this threshold is used for terminating the OP-recursion when D(m, T)/T (3) falls below D· for new (test) sentences.
I -SIS
We measure the performance of the segmentation techniques in tenns of percent match (%M), percent insertions (%I) and per cent deletions (%0). %M gives the percentage of segments, ob tained by the automatic segmentation, within a specified interval of M frames ( The main points to be noted from the two figures are: i) MFCC L with ML gives the best performance over other parameters with %M of 85% for clean speech; MFCC-L is also the best in lenn s of least insertions ("AlI) and deletions (%D), ii) MFCC with lifter (MFCC-L) for ML segmentation (Fig. 2) giv es the best perfor mance oVet all the SNR's considered, thus being more robust to noise than other parametric representations in terms of (%M, %1, %D), iii) although the ML (8) suggests that LPC with the like lihood ratio (LR) distortion is an optimal solution, MFCC-L can be seen to perfonn significantly better than LPC with LR for all SNR's considered, iv) LPC with LR distance perfonns poOret than several other feature sets at all SNR's for both STM and ML seg mentation, v) ML segmentation is better than STM on all measures for the best feature set MFCC-L, vi) for STM segmentation, seg ment match (%M) can be seen to show a marginal increase with additive noise for the parameters CEPS, LAR, RC and MFCC. However, insertions (%1) can also be observed to have increased significantly at lower SNR '5. This is because of over-segmentation for noisy speech, which in tum fiu:: i1itates increased segment match (%M). For both STM and ML, the threshold parameters for the noisy case arc learnt from noisy training data; by this, we arc able to limit the oVet-segmentation, and, vii) several of the other pa rameters such as CEPS, LAR and RC show similar performance, all being robust to the same extent, particularly for low SNR's of -5 dB and -10 dB; their overall performance falls in between that of LPC and MFCC-L for dilTerent SNR's considered.
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