Abstract: A novel distributed Parallel Feedback Command Governor (FB-CG) supervision strategy is presented for multi-agent interconnected networked systems subject to pointwise-intime constraints which need to be enforced during the overall system operations for coordination purposes. The paper extends some recent results related to this coordination-by-constraint approach by resorting to and extending Sequential Distributed Command Governor ideas. This novel Parallel distributed strategy is fully described and analyzed and it is compared with earlier Parallel Feed-Forward Command Governor (FF-CG) strategies in the final example.
INTRODUCTION
The problem of interest here is the design of distributed supervision strategies for large-scale multi-agent systems in situations where the use of centralized solutions might result impracticable. To this end, a distributed version of the the Feedback Command Governor (FB-CG) approach proposed in Bemporad et al. [1997] will be presented.
The distributed context under consideration is depicted in Figure 1 , where the supervisory task is distributed amongst many agents which are assumed to be able to communicate each other through a communication network. There, each agent is in charge of supervising and coordinating one specific subsystem. In particular, r i , g i , x i , y i and c i represent respectively: the nominal reference, the applied reference, the state, the performance-related and the coordination-related output vectors of the i−th subsystem.
In such a context, the supervision task can be expressed as the requirement of satisfying some tracking performance, viz. y i ≈ r i , whereas the coordination task consists of enforcing some pointwise-in-time constraints c i ∈ C i and/or f (c 1 , c 2 , ...., c N ) ∈ C on each subsystem and/or on the overall network evolutions. To this end, each i−th supervisor is in charge of modifying its nominal local reference r i into the feasible one g i , when the joint application of all nominal references would produce constraint violations and hence loss of coordination.
The distributed approach presented here differs from those presented in Tedesco et al.B [2012] , because here the current state of the overall systems is assumed to be available (although with some time-delay due to network latency) at the distributed master agents and usable for the CG actions' computation. In this way, we aim at improving the tracking and coordination performance related to methods described in Tedesco et al.B [2012] Fig. 1. Multi-agent architectures that does not make use of a direct measure of the state for their actions computation A further improvement over the sequential distributed method presented in Tedesco et al.A [2012] , where only one agent at a time was allowed to update its action while all others were instructed to keep applying the old ones, is that in this parallel approach all agents are allowed to modify their actions simultaneously under certain conditions. As a result, the parallel approach scales better with the system dimension and behaves better in problems with fast changing reference signals than the sequential one, the latter becoming increasingly slower for an increasing number of agents.
The feasibility and stability properties of the proposed approach are analyzed and the coordination of an eighttank cascaded water system is considered in the final example for assessment.
SYSTEM DESCRIPTION AND PROBLEM FORMULATION
Consider a set of N subsystems A = {1, . . . , N }, each one being a LTI closed-loop dynamical system regulated by a local controller which ensures stability and good closedloop properties when the constraints are not active (smallsignal regimes when the coordination is effective). Let the i-th closed-loop subsystem be described by the following discrete-time model
( 1) where: t ∈ Z Z + , x i ∈ IR ni is the state vector (which includes the controller states under dynamic regulation), g i ∈ IR mi the manipulable reference vector which, if no constraints (and no CG) were present, would coincide with the desired reference r i ∈ IR m and y i ∈ IR mi is the output vector which is required to track r i . The vector
is an exogenous bounded disturbance satisfying d i (t) ∈ D i , ∀t ∈ Z Z + with D i a specified convex and compact set such that 0
i represents the local constrained vector which has to fulfill the set-membership constraint
C i being a convex and compact polytopic set. It is worth pointing out that, in order to possibly characterize global (coupling) constraints amongst states of different subsystems, the vector c i in (1) is allowed to depend on the aggregate state and manipulable reference vectors
i , the other relevant aggregate vectors. The overall system arising by the composition of the above N subsystems can be described as
where
Roughly speaking, the CG design problem we want to solve is that of locally determining, at each time step t and for each agent i ∈ A, a suitable reference signal g i (t) which is the best approximation of r i (t) such that its application never produces constraints violation, i.e. c i (t) ∈ C i , ∀t ∈ Z Z + , i ∈ A. under the application of a suitably computed sequence of feasible {g i (t)} ∞ t=0 .
A centralized solution
A centralized solution of the above stated CG design problem have been proposed in Bemporad et al. [1997] . There, at each time instant t, the overall CG action g(t) is determined as a function of the current overall reference r(t) and measured state
such that g(t) is the best feasible approximation of r(t) under c(t) ∈ C, where C ⊆ {C 1 × ... × C N } is the global admissible region. The solution is based on the following arguments: by linearity, one is allowed to separate the effects of the initial conditions and inputs from those of disturbances, e.g. x(t) = x(t) +x(t), where x(t) is the disturbance-free component andx(t) depends only on the disturbances. Then, in the sequel we adopt the following notation
for the disturbance-free equilibrium solutions of (3) to a constant command g(t) ≡ g, with g ∈ IR m . Consider next the following set recursion
where, for given sets A, E ⊂ R n , A ∼ E ⊂ A is a proper restriction of A denoted in the literature as the P-difference between sets:
A ∼ E := {x ∈ IR n : x + e ∈ A, ∀e ∈ E} (7) In Gilbert et al. [1995] it has been proved that the sets C k are nonconservative restrictions of C such that c(t) ∈ C ∞ , ∀t ∈ Z Z + , implies that c(t) ∈ C, ∀t ∈ Z Z + . In the above references, it has also been shown that the sets C k are the largest restrictions of C such thatc(t) ∈ C k implies c(t
Thus, one is allowed to consider the disturbance-free system evolutions only and adopt a "worst case" approach. For reasons which have been clarified in Bemporad et al. [1997] , it is convenient to introduce the following sets for a given δ > 0
where B δ is a ball of radius δ centered at the origin and W δ represents the set of all commands whose corresponding steady-state solutions c g satisfy the constraints with margin δ > 0. The idea behind the CG approach is to select at each time instant t an action g(t) amongst all vectors of a suitable state depending subset of W δ , each vector of which, if constantly applied as a command to the system from t onwards, would give rise to system evolutions without constraint violations. Such a CG command is applied only for one sampling period after which a new state is measured and the procedure is repeated at the next time instant t + 1 on the basis of the new measurement x(t + 1). Then, if we consider the following family of constant virtual command sequences
10) the disturbance-free statex(t) and c-vector evolutions emanating fromx(t) under a generic constant command g are given bȳ
wherec(k, x(t), g) has to be understood as the disturbancefree virtual evolution at the virtual time instant k (opposite to the real time t) of the constrained vector c, from the initial condition x(t) (applied at virtual time zero) under the constant command g. Finally, for anyk ≥ 0 we define the convex and closed set of admissible virtual sequences
) Note that the casek = 0 is the standard one and describes the set of all constant virtual commands g ∈ W δ whose corresponding c-evolutions starting at time k = 0 from the current state x satisfy the constraints ∀k ∈ Z Z + . As it will be clarified in the next section, the necessity of introducinḡ k > 0 comes out for handling situations where time-delays and/or communication latency occur.
Therefore, provided that V(x(t), 0) is nonempty, the centralized CG action can be chosen as the solution of the following constrained optimization problem
Such a solution represents the best feasible approximation of r(t) which, if constantly applied from t onwards never produces constraints violation.
DISTRIBUTED PARALLEL COMMAND
GOVERNOR SCHEME (P-CG) We present here a "parallel" distributed strategy where any agent is enabled to select its local command simultaneously at each time instant. To this end, we make use of ideas introduced in the Paralel-FeedForward Command Governor (P-FFCG) approach presented in Tedesco et al.B [2012] by assuming, that the agents the agents in Fig. 1 are connected via a communication network modeled by a communication graph: an undirected graph Γ = (A, B), where A denotes the set of the N subsystems and B ⊂ A× A the set of edges representing the communication links amongst agents. More precisely, the edge (i, j) belongs to B if and only if the agents governing the i-th and the j-th subsystems are able to directly share information within one sampling time. The communication graph is assumed to be connected, i.e. for each couple of agents i ∈ A, j ∈ A there exists at least one sequence of edges connecting i and j, with the minimum number of edges connecting the two agents denoted by d i,j . The set of all agents with a direct connection with the i-th agent will be referred to as the Neighborhood of the i-th agent N i = {j ∈ A : d i,j = 1}. We will assume also that each agent acts as a gateway in redistributing data amongst the other, no directly connected, agents. Then, at each time instant t, each i-th agent is aware of the following vectors:
As a consequence, the most recent common information regarding the measurement of the overall state available to each agent is
Such a polling policy implies that at each time instant t, the following information are available to the generic i-th
• the history of the aggregate vectors applied in the last
x(t − d max,i ) Moreover, at each time instant t, the most recent information on measured states and computed commands which the generic i-th agent has available locally about all other agents is represented by the already introduced Local Information vectors (15-16). Then, it results that the Common Information on the actual states and applied commands shared amongst all agents at each time t is given by the vectors
where d i is the maximum amongst all distances d i,j from the i-th agent to any other agent in the graph, i.e.
It results that the more recent measure of the overall state known by all agents at time t is given by
As in the P-FFCG scheme of Tedesco et al.B [2012] , the core idea is that of generating, at each step and on the basis of the information shared by all agents of the network, a set of decoupled constraints (one for each agent) via the so-called Set Cartesian Decomposition. These new constraints are generated in such a way that their local agent-wise fulfillment implies the fulfillment of the original global constraints (2). Unlike the P-FFCG approach, such constraints are determined on the basis of an estimation of the current state as well as the past CG actions computed by the agents. As a result, the optimization problem is decoupled and each agent will have simply to fulfil inclusions into local sets of the form
with ∆V i (t) ⊆ IR mi , i ∈ A, convex and compact sets containing 0 mi for all t ≥ 0 to be specified.
For the moment, we postpone the formal definition for such sets after the introduction of extra notations and we assume that each agent at time t is provided with a collection {∆V i (t − k)} dmax k=1 i ∈ A of sets computed previously, where d max = max j d j . Such an information, together with the common information vector ξ(t), can be exploited to define the set of all possible feasible values which g(t) could have been assumed in the last d max instants, computed as followŝ
(20) where ⊕ denotes the Pontryagin set sum. Then, the set of all possible values for g(t − k) is given by
Moreover, the set of all possible state predictionsx(t) at time t, computed on the basis of the measured state x(t − d max ) available to all agents of the network is given by
Based on the above sets we may compute the set of admissible aggregated command variations as follows ∆V(Ξ, Ω,k):
Finally, the (approximated) Cartesian decomposition giving rise the agent-wise decoupled constraints (19) should satisfy the following set inclusion condition that can be determined independently and locally by all agents
As well as in the case distributed parallel FFCG, also in the distributed FB-CG case, a purely parallel approach tends to work very well when the set of actual possible position of the commanded reference Ξ(t) is not too near to the border W δ but it may much worse than the S-CG approach when the commanded reference approaches the border of W δ . For such a reason the here proposed P-CG combines the above described parallel ideas with the S-CG ones. Agents behave in a sequential or in parallel way according to precise events recognizable by all the agents in the network. More precisely P-CG, as well as the P-FFCG 
If µ(t)
is bigger than a predetermined threshold ϵ P 2.1.1 Each agent determines the same collection of sets ∆V i (t), i = 1, ..., N as the solution of its local instance of the following optimization problem
where V (·) denotes a possible measure of the volume of a set (to achieve good dynamical properties we want (∆V 1 (t) × ... × ∆V N (t)) to be as large as possible) 2.1.2 each agent chooses its own reference by solving the following convex optimization problem
Otherwise, go to P2S
-P2S: This is a transition state between PAR and SEQ. In this case, only one agent at a time updates its action, according to its position in the Hamiltonian cycle H, while all other non-active agents set their local set ∆V i = 0. More formally:
1.1 The agent in charge computes the following set on the basis of its most updated local information (15-16) and (21)
2.1 If Ξ i is not a singleton, the agent computes first, on the basis of the current state x(t − d i ), the set of all possible state predictionsx(t) at time t
where ∆V
In this case the agents go sequentially by using the S-CG strategy described in Tedesco et al.A [2012] . In particular, by exploiting information (15)- (16), for the agent in charge it is possible to compute the estimationx(t) of the current free-disturbance state at time t by means of the following recursionŝ
Then, by setting the parameterk in (12) equal to the time-delay d max,i , the Sequential-CG action can be chosen in a distributed manner according to the solution of the following constrained optimization problem
However agents are instructed to come back to state PAR when the distance between the global command g(t − 1) and the border of W δ is bigger than a prefixed threshold ϵ S . When this event occurs, only the agent in charge is capable of catching it because it knows the actual applied global command g(t − 1). Then, before switching to S2P, it sends an acknowledgement to all other agents consisting of a number σ i (t) = d max where d max = max j d j . More in details, in this scenario each agent 1.1 computes µ(t) = min
2.1 If µ(t) is smaller than ϵ S computes g i (t) by means of (33) 3.1 Otherwise it sets σ i (t) = d max , sends σ i (t) to neighbors and goes to S2P.
On the contrary, each agent not in charge has to check if an acknowledgement σ j (t) has been received from one of their neighbors and, in that case, they set σ i (t) = σ j (t)−1, communicate σ i (t) to their neighbors and goes to state S2P.
-S2P: This is a transition state between SEQ and PAR that represents an initialization phase for the parallel procedure. In this case, all agents decrement σ i (t). When σ i (t) = 0, all agents know what is the last applied command vector g(t). Then, they can switch to PAR and the parallel procedure can restart with Ξ(t − k|t) = {g(t − k)}, k > 0. As consequence, in particular, the set Ω(t) also reduce to a singleton, i.e. Ω(t) = {x(t)}. Remark 1. It is worth remarking that in the state P2S after d max time steps the set Ξ i (t), ∀i ∈ A reduces to a singleton. Hence, the transition towards the state SEQ is ensured.
The algorithm arising from the above described strategy has the same structure of the Algorithm related to the P- FFCG Tedesco et al.B [2012] . For space reasons, we cannot provide it in a formal and complete version. Please refer to for more details.
In order to analyze the properties of the above strategy, let us introduce some important notions and assumptions. 
2
The above definitions are instrumental to characterize deadlock situations that, unlike centralized solutions, may exist in distributed schemes. The reason is that, during the SEQ state, by acting one agent at time time, certain viable paths existing in the centralized scheme are precluded and the agents could get stuck indefinitely. In order to avoid this deadlock situations we have to introduce the following assumption for the points belonging to the border of W δ
A3. Each point belonging to
denoting the border of W δ .
For space limitations no other details are given here on the fulfillgli ment of A3 and on the above definitions. For further details about the above definitions please refer to . It is worth to remark that, as shown in the latter references, such an assumption may be fulfilled by means of very little changes of the admissible region W δ . Finally we would like to point out that, even if the introduction of the state SEQ introduces the need of the above assumption, it allows the scheme here proposed to avoid the arise of systematic pathological behaviors when the command approaches the constraints of W δ . The following theorem shows some properties of the P-CG scheme. Theorem 1. Let assumptions A1-A2-A3 be fulfilled for the system arising from the composition of N subsystems (1). Consider the distributed P-CG strategy described above and let V(x(t), d max ) be non empty at time t = 0, where d max = max j d j . Then 1) for each agent i ∈ A, at each time t, the minimizer related to one of the optimization problems (27), (30) and (33), to be solved depending on the value of st i , i ∈ A, uniquely exists and can be obtained by solving a convex constrained optimization problem;
2) The overall system acted by the agents implementing the P-CG supervisory policy never violates the constraints, i.e. c(t) ∈ C for all t ∈ Z Z + ; 3) Whenever r i (t) ≡ r i , ∀i ∈ A, with r i a constant setpoint the sequence of
T if r ∈ W δ or to a pointr that is Pareto Optimal. Proof -see 4. AN EIGHT-TANK WATER DISTRIBUTION SYSTEM APPLICATION Consider a water tank network consisting of the interconnection of four cascaded two-tank models. Each cascaded subsystem is described by the following non-linear equations  
where u i is the water flow supplied by the pump whose command is the voltage V i , i ∈ A := {1, .., 4}. Moreover, for each q = 1, 2, S q i are the tank sections, h q i , the water level in the tanks, A i q the section of pipes connecting the tanks, and g and ρ the gravity constant and the water density respectively. Their values can be found in Casavola et al. [2011] .
With S i we denote the set of subsystems which provide water to the downstream tank of the i-th subsystem; in our case S 1 := {2}, S 2 = {3}, S 3 = {4} and S 4 = ∅. Each cascaded two-tank subsystem has a related decision maker or agent in charge of regulating the levels h 2 i (t), i ∈ A by modifying properly their set-points and by exchanging relevant data with the other agents. Local decentralized tracking LQ output feedback controllers are implemented, which act properly on the incoming water flows u i (t), in such a way that the offset property A2 is satisfied. A simple static equation is used to model the relationship between the input voltage V i (t) and the incoming mass of water
The following local and global constraints are to be enforced at each time instant
The system is linearized around the equilibriumV i = u eq i = 2, i ∈ Ah j i = 32cm and discretized with sampling time T c = 0.8 sec.
The reported simulations investigate the behavior of the overall system when the desired set-points to the water levels of the downstream tanks have the profiles depicted in Figure 2 (red dashed line).
In Figures 3, some components of the constrained vector response can be observed. It is important to note how such a vector violates the constraints at several time instants when no CG unit is used. On the contrary, this never happens when a CG unit is used. In particular, the responses of the classical CG Bemporad et al. [1997] , the S-CG the P-CG and P- FFCG Tedesco et al.B [2012] units are all reported for comparisons.
The various CG actions are depicted in Figure 2 . The standard CG centralized scheme has the better performance. On the contrary, S-CG exhibits, as expected, a slower response to changed conditions. The proposed P-CG scheme outperforms S-CG and the P-FFCG and exhibits a behavior very similar to those pertaining to the centralized approach.
Moreover, the main advantage of S-CG and P-CG w.r.t. centralized solutions is reported in Table 3 where the required CPU execution time and the rate of data exchanged is shown. It results that a single agent in both S-CG and P-CG schemes has a computational burden which is an order of magnitude lower than the centralized CG. Also the rate of exchanged data is lower is very low if compared with other distributed MPC techniques. For the sake of completeness, we have included in Figure 4 the switching signals amongst the operative states. It can be observed that in both cases, for almost half of the simulation the strategies operate in the sequential mode due to the fact that the command g(t) is kept close to the boundaries of the admissible region 5. CONCLUSIONS In this work, a novel parallel distributed CG scheme has been described for the supervision of dynamically coupled interconnected linear systems subject to local and global constraints and used for solving constrained coordination problems arising in networked control systems. The properties of the resulting distributed parallel coordination algorithm has been outlined and the results on feasibility and stability highlighted. Moreover, in the final example the scheme has been compared with the sequential approach previously presented in Tedesco et al.A [2012] and Tedesco et al.B [2012] . With respect to the latter approaches, the proposed scheme requires about the same amount of exchanged data and features a slightly higher computational burden, but it yields increasingly better performance as the number of agents grows.
