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ABSTRACT
Modern brain research methods such as magnetic resonance imaging (MRI),
functional magnetic resonance imaging (fMRI) and transcranial magnetic
stimulation (TMS) have provided essential information of the structure and
function of the human brain. However, to be practical in clinics, they need to
be optimized for the clinical environment and to be easy to use and robust.
At the same time, the research community would benefit from the combined
use of different modalities since it would provide a wider perspective and
more comprehensive understanding of the issue.
The aim of this study is to develop analysis methods of TMS and func-
tional and structural MRI to study the brain areas related to motor functions
and speech and language. The findings demonstrate the advantages of
combining different methods and modalities in brain research.
For studying the function of the motor areas, a methodology to present
the information provided by TMS at the group level is proposed. In this
thesis, navigated TMS is used to define the normal variation in the cortical
representation areas of thenar and anterior tibial muscles in a healthy popu-
lation. To obtain information about the complementary brain areas for motor
function, TMS is combined with structural MRI analysis of cortical thickness.
This provides detailed information of the progression of Alzheimer’s disease.
For studying areas involved in speech and language, a suitable fMRI task
battery to define the hemispheric language dominance is developed. Finally,
for brain research in general, a novel method to study functional connectivity
is developed based on the principal component analysis (PCA). The method
enables both single-trial level and general task-level analysis of the functional
connectivity.
National Library of Medicine Classification: WL 141.5.M2, WL 141.5.T7, WL 335, WN 185
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1 Introduction
The human brain is one of the final frontiers in medicine yet to be charted in detail.
The importance of the human brain as the place where the mind and intelligence
are located was first discovered by the ancient Greeks Alcmaeon of Croton in the 5th
century BC and Hippocrates of Cos in the 4th century BC. However, it took over 2400
years to gradually piece together the complexity and versatility of the human brain
as we now know it, and it seems that we have only just scraped the surface.
Based on the anatomy, the cerebral cortex is divided into four lobes per hemi-
sphere. They are named after the bones under which they lie: the frontal lobe,
consisting of the foremost part of the brain from the forehead up to the central sulcus;
the parietal lobe, lying caudal to the central sulcus; the temporal lobe, lying ventral
to the sylvian fissure; and the occipital lobe, lying at the back of the brain [17].
A more detailed division of the cerebral cortex was constructed by the German
neuroanatomist Korbinian Brodmann. In his map, the human cerebral cortex was
divided into 44 different areas based on cytoarchitecture, and each area was given a
number. The map of Brodmann’s areas has since been slightly revised but it is still
in use in neurology.
The theory of functional segregation, according to which different parts of the
brain are responsible for different function, became widely accepted after studies
of patients with brain lesions. In particular, the case of Phineas Gage supported
the theory. In 1848 a metal rod pierced Gage’s skull, destroying a huge part of his
left frontal lobe. Gage survived the accident with no permanent physical damage
but his personality changed. Neurologists concluded that the frontal lobes were
responsible for higher cognitive functions. In 1861 French neurologist Paul Broca
located the area responsible for speech production in the inferior frontal gyrus on the
left frontal lobe after examining the damaged brain of a patient who could no longer
pronounce more than a single syllable. This area was afterwards named Broca’s
area. Shortly after Broca’s discovery, German physician Carl Wernicke showed that
Broca’s area was not the only one responsible for language functions. Damage
on the posterior superior temporal gyrus, on Wernicke’s area, caused a deficit in
speech comprehension. Later, the organization of the motor cortex was charted
by a Canadian neurosurgeon, Wilder Penfield, by using direct cortical stimulation
during a brain operation on conscious epileptic patients. Based on the stimulations
he created the cortical homunculus, i.e. a representation of the anatomical divisions
of the motor and somatosensory cortex responsible for the movements and sensory
information of the rest of the human body [224].
Technical advancements have made it possible to study brain function non-
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invasively [271]. Starting in 1924 with the first human electroencephalogram, a
measurement of neuronal electrical activity from the scalp, electroencephalography
(EEG) has been an invaluable tool both in clinical use in epilepsy diagnostics, for
example, and in research, especially in studying event-related responses to different
stimuli [113]. The achievable temporal resolution of EEG is high, even at the
millisecond scale, but spatial resolution is poor. Thus, the localization of the neuronal
populations producing the specific EEG responses can be done only on a very rough
scale. An improvement in the poor spatial resolution of EEG without compromising
the excellent temporal resolution can be achieved with magnetoencephalography
(MEG) [53, 124, 190]. MEG measures the weak magnetic fields induced by the
electrical activity of neurons instead of the direct electrical activity. MEG has
better spatial resolution than EEG since the skull and scalp distort the magnetic
fields less than they distort electric fields. In the 1970s another important method
to study brain function was developed, namely positron emission tomography
(PET) [229, 288]. PET is a nuclear medicine imaging technique in which positron-
emitting radionuclide anchored into a biologically active molecule is injected into
the bloodstream and carried to active brain areas [230]. Although the method has
better spatial resolution than EEG or MEG, and is based on the direct tracing of
glucose or oxygen consumption, its poor temporal resolution and the exposure of
the subjects to ionizing radiation limit its use.
The latest invention in the field of functional neuroimaging is functional magnetic
resonance imaging (fMRI), enabling the imaging of brain activity [136, 137, 219].
It is a special technique of magnetic resonance imaging based on hemodynamic
coupling of neuronal and vascular activity and, further, different magnetic properties
of oxygenated and deoxygenated hemoglobin. The spatial resolution of fMRI is far
better than that of EEG, MEG or PET, millimeter scale, but the technical limitations
of the MR scanner and properties of the hemodynamic response reduce the temporal
resolution to a scale of seconds. Functional MRI is becoming a routine tool in clinics
in presurgical planning. There are three reasons for this; modern MRI scanners are
capable of making fMRI studies, the method is relatively simple for patients and
does not need the use of ionizing radiation, and the obtainable spatial resolution is
sufficient in most clinical applications.
Although transcranial magnetic stimulation (TMS) is not an imaging method per
se, it is widely used in studying brain function. In TMS, a stimulating coil is placed on
the head to induce a varying magnetic field which penetrates the skull and scalp and
stimulates the cortical neurons [12, 141, 309]. The induced electric field is commonly
aimed at the motor cortex where it elicits a measurable muscle response. Thus,
TMS has been used in mapping the representation areas of the muscles of interest
and to study brain inhibitory and excitatory mechanisms. Moreover, TMS has been
utilized in clinics to study the functional integrity of the pyramidal tract. When
18 Dissertations in Forestry and Natural Sciences No 61
Introduction
the TMS equipment is attached to an MRI-based navigation system, the targeting
of the magnetic pulse to a specific cortical area can be performed visually based on
individual anatomical cortex formation [131, 147].
In clinics, easy-to-use and robust methods are often required in diagnostics and
patient care. In particular, localizing and studying the areas involved in motor and
language functions are extremely important. Current methods to study the brain
provide huge amount of information for use in diagnostics, assuming the methods
are optimized in a clinical environment. On the other hand, the research community
could also benefit if different modalities were combined more often to provide more
comprehensive understanding of the issue.
The aim of this research is to develop methods to study the brain areas related
to primary motor functions and speech and language. Three different modalities
are used: TMS, fMRI and structural MRI analysis. The purpose is to develop
methodologies that are suitable for use in clinics as is, and to provide new tools
and perspectives in basic research. Navigated TMS combined with structural MRI
analysis methods is used to study both the primary and complementary motor
areas, whereas novel fMRI analysis methods provide information on the speech and
language processing as well as functional connectivity between different brain areas.
The first study presents a methodology for group-level analysis of the anatomical
locations of optimal TMS stimulation sites. In the study, the normal representation
areas of thenar and anterior tibial muscle in the primary motor cortex are investigated
with navigated TMS. The results provide normative information on the variation
in optimal stimulation sites in a healthy population. The traditional concept of
homunculus somatotopy varies between individuals and may be interfered in clinical
pathologies or as a consequence of therapy or learning. However, there hava been
no large-scale normalized studies investigating the representation areas of hand and
leg muscles determined with TMS. Baseline information on the normal variation in
the optimal representation of muscles as presented in the first study thus improve
detection of abnormal excitation sites. The normative information can be utilized in
clinical studies assessing the changes in the functional cortical areas due to plasticity
of the brain.
The second study combines structural and functional information to provide
new insight into brain degenerative diseases. The presented methodology correlates
information on motor cortex excitability provided by navigated TMS with structural
information on the motor cortex revealed by cortical thickness analysis. The cortical
excitability studied with TMS has been shown to be increased in Alzheimer’s disease
(AD) compared with controls [63, 80], whereas cortical thickness analysis on AD
patients has revealed cortical thinning in several brain areas known to be affected by
AD neuropathology [179]. It has been suggested that neuronal loss might be one of
the reasons for the increased motor cortex excitability in AD patients. However, until
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now, no methodology to directly define this relationship has been proposed.
The third study establishes an optimal fMRI task battery to be used in the
determination of hemispheric language dominance in clinics. This is essential
during the preoperative planning of neurosurgical resection to minimize the risk
of postoperative verbal deficits. The clinical gold standard for lateralizing language
function is the Wada test (intracarotid amobarbital test), in which one hemisphere at
a time is anaesthetized using barbiturates while the subject is performing language
or memory tasks [303]. If the subject is not able to perform the task, it is likely that
the anaesthetized hemisphere is responsible for the function. Although the Wada test
is defined as the clinical gold standard, the conclusions from the Wada test are some-
times uncertain and the test is very challenging for the patient. Therefore, alternative
non-invasive methods, such as fMRI, have been utilized. In the literature, several
different language tasks have been proposed to define the language dominance [71].
However, there is no consensus regarding which tasks should be used in a clinical
setting. In the third study of this thesis, five different language tasks are modified
to suit the Finnish-speaking subjects and compared with each other based on how
robust they are in producing activation in language-related areas. A task battery of
three best tasks is selected to be used in the determination of language dominance
in epileptic patients undergoing temporal resection.
The fourth study presents a novel approach, augmented principal component
analysis (aPCA), to study functional connectivity in event-related fMRI both at
single-trial and at general task level. Most of the methods used to study connectivity
concentrate on general networks related to a certain task or group of stimuli, and
not on single-trial connectivity. However, the coherence and phase between the
functionally connected brain areas vary in time thus complicating the analysis
and interpretation of connectivity studies [42]. In order to study the causality
between brain regions and possible variations from stimulus to stimulus, single-
trial connectivity analysis is required. However, no method for studying single-
trial connectivity in fMRI has previously been published. With the single-trial
approach presented in this thesis, the variation in connectivity over time and possible
adaptation to the stimuli or changes in subject’s attention or alertness can be studied.
This thesis is organized as follows. Chapter 2 presents the theory of magnetic
resonance imaging and cortical thickness analysis method. Chapter 3 provides
information on functional MRI, general fMRI analysis and functional connectivity
methods, and Chapter 4 explains the concept of navigated transcranial magnetic
stimulation. Chapter 5 presents the aims of this thesis. The methods and results of
the original publications are presented in Chapters 6 and 7, respectively. Chapter
8 provides discussion of the results and Chapter 9 presents the summary and
conclusions.
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2 Magnetic Resonance Imaging
Nuclear magnetic resonance (NMR) was invented concurrently in 1946 by two
independent groups, Bloch [29] and Purcell et al. [233], and has since been used
in physics and in chemistry to study the construction and movement of molecules.
NMR was first used only to examine the molecular structure of compounds, a branch
of NMR now known as magnetic resonance spectroscopy (MRS), and it was not until
the 1970s that NMR was used to obtain images. The invention in 1973 of the use of
gradients to distinguish between NMR signals originating from different locations
was a breakthrough in magnetic resonance imaging (MRI) [173]. Nowadays, MRI is
a widely used method to image the human body. One reason for the popularity of
MRI is that the technology is completely non-invasive and does not necessitate the
use of ionizing radiation. Furthermore, MRI has high spatial resolution and contrast
especially between different soft tissues, which is essential for brain research.
In this chapter, the basics of magnetic resonance imaging (NMR signal, different
relaxation mechanisms, and image reconstruction) are briefly introduced. A thor-
ough review is available in the literature [59, 107, 122, 180, 206].
2.1 NMR SIGNAL
Nuclear magnetic resonance is based on a quantum mechanical property of particles
called spin, which is the intrinsic angular momentum, and it is as fundamental a
property of nature as mass or electrical charge. The value of spin is a multiple of
1/2 and can be either negative or positive. Electrons, protons and neutrons all have
spin 1/2 whereas the spin of a photon is 1 [180]. The atomic nucleus consists of
neutrons and protons, i.e. nucleons. The nuclear spin quantum number is formed
by combining the spins of its nucleons. The nucleus with a half-integer spin has an
intrinsic magnetic moment and quantized angular momentum. When placed in an
external magnetic field B0 the nucleus starts to precess about the magnetic field axis.
Usually the direction of the external magnetic field is defined as the z-direction. The
precessional frequency depends on the extrinsic magnetic field and the gyromagnetic
ratio γ of the nucleus [180]
ω0 = −γB0. (2.1)
This frequency is called the Larmor frequency.
In a large extrinsic magnetic field, nuclei with half-integer spin behave as
magnetic dipoles and align themselves precessing either along the extrinsic magnetic
field, assuming a low-energy state n ↑ (spin-up or parallel state), or against the
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Figure 2.1: At equilibrium the distribution of the spins between the low- and high-energy states creates
a net magnetization M0 (illustrated by a thick gray arrow) along the external magnetic field B0.
extrinsic magnetic field, assuming a high-energy state n↓ (spin-down or antiparallel
state). Transitions between these two energy states either emit or absorb energy in
the radiofrequency range depending on the sign of the transition. The distribution
of the spins between the energy states follows Boltzman’s distribution in which, at
room temperature, the number of spins at the low-energy states slightly outnumbers
the number of spins in the high-energy state [206]
n↑
n↓ = e
ω0h¯/kBT . (2.2)
Here h¯ is Planck’s constant divided by 2pi, kB is Boltzman’s constant, and T is the
temperature.
The difference in spin populations between the energy states creates a net
magnetization at the equilibrium M0 (see Fig. 2.1). For a human head at a 1.5
T external magnetic field, the M0 is of the order of µT, which makes it virtually
impossible to be detected. However, if the net magnetization has a component
perpendicular to the external magnetic field, i.e. at the transversal plane Mxy, it
can be measured. The net magnetization can be tilted by providing enough energy
to the nuclei at the low-energy state to lift to the high-energy state. This is done
with an additional magnetic field B1 produced by a radiofrequency pulse (RF pulse)
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Figure 2.2: Flip angle α and the transversal Mxy and longitudinal Mz components of the net
magnetization M.
oscillating at the Larmor frequency. While the RF pulse lifts nuclei to the high-energy
state, it also synchronizes them into phase coherence thus creating a component of
the precessing net magnetization along the transversal plane (see Fig. 2.2). For a RF
pulse of duration tp the flip angle α at which the net magnetic moment is tilted is
given by [206]
α = γB1tp. (2.3)
The tilted magnetization induces a voltage varying at the Larmor frequency in a
receiver coil sensitive to magnetization perpendicular to the B0. The induced signal
is known as the free induction decay (FID) signal. An example of FID signal is
illustrated in Fig. 2.3. After the RF pulse is switched off, the net magnetization
slowly relaxes back along the main external field B0 thus causing the FID signal to
attenuate.
2.2 RELAXATION
The recovery of the net magnetization to the direction along the main external
magnetic field B0 after the RF pulse is switched off is called longitudinal or spin-
lattice relaxation. The energy that the nuclei absorbed from the RF pulse is consumed
by interactions between the nuclei and their surrounding molecular lattice. The
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Time
Figure 2.3: Induced FID signal.
return of the magnetization to its equilibrium magnetization M0 is expressed as [144]
dMz
dt
= −Mz −M0
T1
. (2.4)
The time constant T1 is called the spin-lattice relaxation time or longitudinal re-
laxation time and it describes how Mz returns to its equilibrium. By solving the
differential equation (2.4) the equation for the magnetization in the z-direction as a
function of time is derived [180]
Mz(t) = M0
(
1− e−t/T1
)
. (2.5)
The equilibrium state for the net magnetization’s xy-component Mxy of the nuclei
is zero when the RF pulse is off. The Mxy obtains its maximum value when the net
magnetization is tilted to the transversal plane and the spins are synchronized by the
90◦ RF pulse. Immediately after the RF pulse is turned off, the phase synchrony starts
to dephase because of local inhomogeneities in the spins’ environment caused by
their mutual interactions. A change in magnetic field changes the spins’ precessing
frequency thereby dephasing them and decreasing the Mxy. The decay of Mxy to
zero with a time constant T2 is expressed as [144]
dMxy
dt
= −Mxy
T2
. (2.6)
The time constant T2 is called the spin-spin relaxation time and it describes how Mxy
returns to its equilibrium. The rate of the magnetization Mxy expressed as a function
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of time solved from Eq. (2.6) is
Mxy(t) = M0 e
−t/T2 . (2.7)
The transversal magnetization Mxy can further be divided into x- and y-components.
At a time t after the RF pulse they have the form [180]
My(t) = −M0 cos (ω0t) e−t/T2
Mx(t) = M0 sin (ω0t) e−t/T2 .
(2.8)
Spin-spin relaxation time T2 takes into account only the dephasing effect formed
by the interactions between spins. However, the transversal relaxation also depends
on the local magnetic field inhomogeneities and diffusion. These different mecha-
nisms are combined in relaxation time T∗2 [107]:
1
T∗2
=
1
T2
+
1
T′2
, (2.9)
where T′2 defines the relaxation caused by the diffusion. In practice the dephasing
effect caused by the inhomogeneities of the external magnetic field B0 is the only
effect that can be manipulated by RF pulses.
T∗2 relaxation time is important in functional MRI studies because it is sensitive to
field distortions caused by deoxyhemoglobin. This sensitivity enables the detection
of active cortical areas in the brain.
2.3 IMAGE RECONSTRUCTION
If a sample is placed in a uniform magnetic field, then most of the spins have the
same precession frequency so all produce similar NMR signal. To encode the location
of the spins in the sample, and to obtain an actual image of the object, a variation in
the magnetic field is introduced with respect to position. This variation is produced
using magnetic field gradients along each axis. The gradient along the z-direction,
Gz, is called a slice selection gradient. In the presence of Gz, the resonance frequency
of the spins is dependent on their location along the z-axis [107]:
ωeff =
γ
2pi
(B0 + Gzz) . (2.10)
Therefore, choosing the frequency of the RF pulse to match the effective resonance
frequency ωeff of the spins on the chosen location along the z-axis enables the
excitation of only those spins.
The x- and y-directions are coded into the NMR signal using a phase-encoding
gradient Gy and read gradient Gx within the selected slice. The phase encoding
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gradient Gy causes the nuclei to precess at slightly different rates. Therefore, after a
certain time period t the nuclei acquire a phase shift which is proportional to their
location along the y-axis:
∆φ = γyGyt. (2.11)
The read gradient Gx is applied while acquiring the data. It thus enables the
acquisition of the signal from a specific zone in the x-direction.
The acquired NMR signal consists of different frequencies and phases, related to
the locations of the nuclei. The sum of these at position ~r = x~i+ y~j in the xy-plane
in the selected slice is [59]:
φ(~r) = γ
(
xGxtx + yGyty
)
. (2.12)
The magnetization Mr at that particular location depends on φ and the transversal
magnetization Mxy [37]:
Mr = Mxy(~r)e
−iφ. (2.13)
The receiver coil integrates this magnetization over the entire volume of the selected
slice. Hence, the acquired NMR signal ζ can be expressed as
ζ =
∫
slice
Mxy(~r)e
−i(xGxtx+yGyty)dx dy. (2.14)
Using Fourier analysis this signal can be converted to a representational image of the
object.
Different tissues contain different amounts of protons, and the protons experi-
ence different microscopic environments due to their different molecular structure.
Therefore, the processes to recover to the low-energy state vary between different
tissues. These processes define the relaxation times T1 and T2 which are unique for
different tissues and enable the contrast in an MR image between them.
2.4 CORTICAL THICKNESS ANALYSIS
Previously, volumetric studies of structural MR images have required time-consuming
manual outlining of the structures of interest; a technique that is also highly biased
by the person performing the outlining. Recently, automated and more objective
techniques which also enable statistical group-wise comparison have been developed
to analyze structural MR images. Surface-based cortical thickness analysis is one of
these new automated techniques.
In this chapter, an overview of the variety of cortical thickness studies is given.
Furthermore, the cortical thickness analysis method used in this thesis, the CIVET
pipelining method, is introduced in more detail.
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2.4.1 Overview of different methods and studies
Several methods and software packages have been developed for cortical thickness
analysis. The most commonly used software packages are FreeSurfer [10, 81],
BRAINS [142, 196], and the CIVET pipelining method [177]. They all use a surface-
based approach: three-dimensional models of the surfaces between the white matter
(WM) and the gray matter (GM) and the pial surface are estimated and the distance
between them is determined. The individual, subject-specific results can further be
entered into statistical analysis to detect differences in cortical thickness between
study groups or to detect correlations between cortical thickness and some variable of
interest. In a voxel-based method, a three-dimensional surface model is not required
since the gray and white matter boundaries are defined on the basis of whole voxel
information [139]. Furthermore, the cortical thickness can be parameterized using
a stochastic model relating the laminar structure of local regions of the cerebral
cortex to MR image data [13] or it can be based on minimizing line integrals over
the probability map of the gray matter in the MRI volume [1].
Cortical thickness analysis has been used to study neurodegenerative diseases
[68, 149, 150, 178, 179, 185], schizophrenia [170], multiple sclerosis [250, 323], epilepsy
[23], and autism [126]. Moreover, changes in cortical thickness in normal aging [253],
during development in childhood and adolescence [280], or in response to memory
training [72] have been studied. More information on structural networks [46, 128],
gender differences [279], the effect of apoliprotein E allele in healthy subjects [269]
and on the changes that occur in traumatic brain injury [208, 295] has been gained
using cortical thickness analysis.
2.4.2 CIVET pipelining method
The CIVET pipelining method has been developed in the McConnell Brain Imag-
ing Centre, Montreal Neurological Institute, McGill University, Montreal, Quebec,
Canada, to perform automated structural research on MR images. In CIVET,
the individual MR images are first normalized to standard ICBM512-space [202]
using a 9-parameter linear registration [54]. After the normalization, intensity non-
uniformities are corrected [273] and all extra-cerebral voxels are removed from
further analysis with a stereotactic brain mask [276]. For the cortical thickness
estimation, two sets of segmented images are created: a discrete classification of the
voxels into GM, WM, and cerebrospinal fluid (CSF) with an INSECT algorithm [322]
and a probabilistic partial volume classification providing fractional estimates of the
amount of GM and CSF in same voxel [292]. In tightly folded sulci the sulcal walls
are usually so close to each other that voxels containing purely CSF do not exist.
In discrete classification they are therefore classified as GM making the sulcal walls
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fuse. Using the probabilistic partial volume classification, the voxels containing both
GM and CSF can be detected and taken into account in the estimation of gray matter
surface in folded sulci, thus improving the localization of pial sulci.
To extract cortical surfaces, the images are divided into left and right hemispheres
by identifying the midsagittal plane, which passes through the anterior and poste-
rior commissura. Two surfaces are defined with the constrained Laplacian-based
anatomic segmentation using the proximity (CLASP) method: white matter surface
(WMS), i.e. the surface between WM and GM, and gray matter surface (GMS), i.e.
the surface between GM and CSF [160, 193]. The determination of WMS starts with
an ellipsoid that is expanded to match the actual surface (Figure 2.4 A). The final
WMS is modeled with 81920 polygons. The GMS is then determined by expanding
the vertices of the WMS polygon mesh outward until they reach the CSF (Figure 2.4
B). The expanding is performed using a Laplacian field whose upper boundary is
based on the estimated partial volume corrected CSF surface, i.e. a skeletonized CSF
(illustrated in Figure 2.5). The skeletonized CSF preserves the correct topology of
the cerebral cortex [160]. Since the GMS is determined by expanding the vertices of
the WMS mesh, each vertex of the WMS has its counterpart on the GMS. Therefore,
the cortical thickness is defined using the t-link metrics which measure the distance
between these linked vertices [177].
The final step in the CIVET-pipeline is the spatial smoothing of the thickness
data. The smoothing is performed with a surface-based diffusion kernel, which is
a generalization of a Gaussian kernel made applicable to arbitrary curved surfaces
[48]. There are several reasons why smoothing needs to be performed. First, the
smoothing renders the data more normally distributed, which is one of the basic
assumptions of commonly used statistical tests. Second, smoothing reduces noise
in cortical thickness measurements. The cortex is often only a few millimeters
thick, which in the commonly used spatial resolution of MR images corresponds
to only a few voxels. This inadequate sampling of the cortical structure leads to
variation in thickness measurements which can be reduced by spatial smoothing.
Third, smoothing reduces the local errors in anatomical correspondence caused by
differences in the normalization of the individual MR images into standard space.
The CIVET method provides verification images that can be used to check the
success of the automatic method. Furthermore, it calculates tissue segment volumes
both in native space and in standard space with and without the cerebellum and
provides a measure of cerebrum folding ratio of surfaces, a gyrification index gi. For
quality control purposes, the percentage of both WM and GM voxels outside the
WMS and GMS, respectively, is provided as well. In optimal cases, they should be
under 10 %. Figure 2.6 presents the quality control images as a render surface. The
estimated cortical thickness can be visualized in colorscale on top of GMS rendering
(illustrated in Figure 2.6, bottom).
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Figure 2.4: Determination of WMS and GMS. (a) Determination of the white matter surface starts
with an ellipsoid. More polygons are added to the model to match the surface. Final WMS contains
81920 polygons. (b) Gray matter surface determination is based on the polygon model of the WMS.
Each vertex expands outward to match the surface between gray matter and cerebrospinal fluid.
Since the CIVET pipeline is a totally automatic method, the requirements for
image quality are strict. The algorithm must be able to identify the basic shape
of the brain correctly. Hence, the images need to be in the correct orientation
and preferably the brain should have been imaged straight, not tilted. The brain
segmentation algorithm works on the basis of intensity differences between tissue
classes. Therefore, the image quality should be good enough, with no visible
artifacts, to ensure correct tissue classification. In particular, motion artifacts create
problems in image segmentation and hence in surface estimation and thickness
determination. The effect of a motion artifact is illustrated in Figure 2.7. The
wrong image orientation fails the surface estimation step, resulting in a surface that
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Figure 2.5: Skeletonized CSF (white) illustrated on top of an image of discrete classification into GM
(dark gray) and WM (light gray).
resembles a crumbled piece of paper (Figure 2.8 A). Bad contrast in the original image
hinders the tissue segmentation and the brain masking, resulting in dollops of CSF or
even skull or scalp being registered as gray matter. These erroneous areas are clearly
visible in GMS rendering (Figure 2.8 B). Furthermore, the surface estimation fails if
the voxel size is incorrectly specified in the image header, chopping out part of the
brain and malforming the rest (Figure 2.8 C). The problem does not always have to
be in image quality or orientation to cause problems in cortical thickness estimation.
One especially problematic area is the temporal lobe in a severely atrophied brain. If
there is not enough tissue left to be classified as white matter in the hippocampus,
the surface estimate might not recognize it at all and chops it off. The result is a hole
in the medial temporal lobe, as illustrated in Figure 2.8 D.
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Figure 2.6: CIVET verification image, rendering view. The estimated WMS (rows one and two) and
GMS (rows three and four) using the CLASP method are illustrated as renderings. The determined
cortical thickness is visualized as colorcoding on top of the GMS (bottom two rows). The gyrification
indexes for different surfaces are presented for both hemispheres.
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Figure 2.7: Subtle effect of a motion artifact in an original MR image (top) and on the tissue
segmentation (bottom).
Figure 2.8: Problems in the CIVET pipelining method. (a) Severe malformation in surface estimation
caused by wrong image orientation. (b) Brain masking error due to bad image quality. (c) Incorrect
voxel dimension in image header that chops off the top of the brain and distorts the rest. This is a lateral
view of the left hemisphere. (d) Missing hippocampal area due to severe atrophy.
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3 Functional Magnetic Resonance
Imaging
The MRI technique can be used to study not only brain anatomy but also brain
function. In functional MRI studies a fast imaging sequence producing T∗2 -weighted
images of the whole brain in just a few seconds is carried out continuously while
the subject is performing a brain-activating task. The collected fMRI data are time
series of single volume elements, voxels, covering the whole brain. When a subject is
performing a task, the intensity of the voxels within the active brain area increases,
while when at rest the intensity level remains lower. The difference in signal intensity
between rest and activation is small but detectable, which enables the presentation
of maps of active brain areas during the performed task.
fMRI has evolved rapidly in recent years. The main reason for the increasing
popularity of fMRI has been the wide availability of MR scanners, the development
of fast imaging sequences suitable for fMRI such as echo-planar imaging (EPI)
[281], improved image quality and spatial and temporal resolution, and increased
computer speed in image analysis. Nowadays fMRI is in clinical use in presurgical
planning to localize primary functional areas, e.g. areas related to motor function or
language. In research fMRI is one of the most widely used methods to study brain
function.
In this chapter, the principles of fMRI, the BOLD response, data acquisition and
data analysis are discussed. For more information on fMRI, see e.g. [95, 137, 144].
3.1 BOLD RESPONSE
The relation between increased cerebral blood flow and brain activity was detected
as early as 1890 [244]. A hundred years later in 1990 Ogawa et al. showed that
different oxygenation properties of brain microvasculature could be visualized with
MRI using a T∗2 -weighted imaging sequence [219]. This contrast in the MR images
was called blood oxygenation level dependent (BOLD) contrast. Functional maps of
the cortex based on changes in cerebral blood volume started to be scanned a year
later [22] and the first functional BOLDMR images were scanned in 1992 using visual
stimuli [28, 171] and a motor hand-squeezing task [171].
The BOLD technique is the most common fMRI technique in brain function
studies. It is based on the different magnetic properties of hemoglobin depending
on its oxygenation. In the oxygenated state hemoglobin is diamagnetic and has no
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effect on the intrinsic inhomogeneities in the tissue. Deoxygenated hemoglobin, on
the other hand, is paramagnetic and can thus act as a contrast agent, accelerating
the transversal magnetic relaxation by increasing local inhomogeneities which affect
the intensity in T∗2 -dependent EPI images. The first study demonstrating the BOLD
contrast used rats inhaling different gases [219]. It was observed that under normoxic
conditions arterial blood was totally oxygenated and had no effect on the image
contrast, while venous blood was deoxygenated and thus produced less signal. It was
also shown that the image acquisition could be precisely synchronized to external
stimuli with good time resolution to visualize the variation in blood oxygenation.
This encouraged many research groups to continue studying this BOLD contrast.
In an active cortical area there is an increase both in cerebral blood flow (CBF)
and in cerebral blood volume (CBV). The activity, however, does not substantially
increase the relative cerebral metabolic rate of oxygen (CMRO2). Therefore, the
increase in CBF and CBV also increases the proportion of oxygenated hemoglobin
in the venous compartment of capillaries, resulting in a decrease in the proportion
of deoxygenated venous hemoglobin. This drop in the amount of deoxygenated
hemoglobin causes a small but detectable increase in T∗2 -weighted signal intensity.
Because the BOLD contrast does not measure absolute neuronal activation but
relative changes in venous blood oxygenation, the exact localization of the active
cortex may be disrupted by the large blood vessels. The larger the blood vessel, the
stronger the signal due to the bigger contrast agent volume. However, the signal from
a large vessel has a larger time delay than does a signal from the cortical areas [174].
These time delays can be used to differentiate the signal that originates from large
vessels from the signal that originates from the cortical area, and hence improve the
acquired spatial resolution.
In fMRI time series, a typical shape of the BOLD response to short stimulus is
illustrated in Fig. 3.1. Immediately after the stimulus, a small initial dip due to
the initial oxygen consumption increase may occur before it is compensated for by
the increase in blood delivery [88]. The initial dip is very rapid and not always
observable with standard EPI sequences. The BOLD signal peaks between 4 s and 8
s depending on the task and brain region. After the peak, the signal decreases with
a small undershoot [2] and then returns slowly back to the baseline. The exact shape
of the response varies from person to person and it even varies within a subject if
the same paradigm is performed several times on different days [2]. Furthermore,
different cortical areas may produce responses of slightly different shape. It has
been speculated that the reason for this variability could be the different vascular
environment in different parts of the brain [161].
Functional MRI developed rapidly in the 1990s but the exact phenomena behind
the BOLD, i.e. the connection between the concentration of the deoxygenated
hemoglobin and neuronal firing, is not yet completely understood. However, it
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Figure 3.1: A typical shape of the BOLD response for a single stimulus.
is known that the neural response caused by a stimulus is related to the CBF,
CBV and CMRO2 [213]. Mathematical models have been developed to model
the hemodynamic response at the macroscopic level using differential equations
of physiologically sensible variables. There are a few competing theories but the
Balloon model, based on a model of an expandable venous compartment [35],
coupled with the standard Windkessel theory [199], has become an established
theory. The model was further extended by taking into account the signal input
caused by the neuronal activity [105]. The Balloon model architecture is illustrated
in Figure 3.2. The Balloon model models the transient aspects of the BOLD signal
and takes into account the blood susceptibility and volume [35]. The model assumes
that the changes in the signal intensity are primarily due to small postcapillary
venous vessels. Based on the model, the BOLD signal z depends on the initial rest
cerebral blood volume V0, the cerebral blood volume during the activation v and
total deoxyhemoglobin q
z = V0
[
k1 (1− q) + k2
(
1− q
v
)
+ k3 (1− v)
]
. (3.1)
Here the constants k1 = 7E0 (for 1.5 T magnetic field), k2 = 2 and k3 = 2E0 − 0.2. E0
is the resting oxygen extraction fraction. Typically E0 = 0.8 and V0 = 0.02 [105].
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Figure 3.2: Diagram of the mathematical model for the hemodynamic response causing the BOLD
signal.
The shape of the BOLD response has been under investigation for a long time. In
data analysis the BOLD response has been modeled with the gamma function [31]
z(t) =
(t/τ)n−1 e−(t/τ)
τ (n− 1) ! , (3.2)
in which z(t) is the BOLD response as a function of time, τ is a time constant and n
is an integer representing the phase delay. In addition, it is possible to allow a delay
between stimulus onset and the beginning of the BOLD response. Another model
for the BOLD response is the Gaussian function model [235]
z(t) = G(t; µ, σ) =
1√
2piσ2
e
− (t−µ)2
2σ2 , (3.3)
where µ represents the delay and σ2 represents the dispersion. The BOLD response
has been modeled also with impulse response functions [320] or truncated Gaussian
functions [118]. Yet another possibility is to use Volterra kernels in hemodynamic
response modeling [103].
An important aspect from the data analysis point of view is whether the steps
from stimulus to neuronal activity and vascular changes to BOLD response are linear
and time-invariant. Generally, a system L{·} is linear if
L
{
∑
j
aj f
(j)
t
}
= ∑
j
ajL
{
f
(j)
t
}
, ∀ aj, f (j)t . (3.4)
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In fMRI this linearity assumption means that the BOLD response to long-duration
stimulus should be a linear combination of BOLD responses to short-duration
stimuli. However, several studies have demonstrated that the relationship between
stimulus and BOLD response is not completely linear [115, 133, 210, 301]. Further-
more, the nonlinear behavior has been reported to vary across the cortex [25]. The
BOLD response begins to behave linearly when the stimulus is longer than some
threshold duration [31, 301] although long stimuli have also been found to behave
in a nonlinear way, producing a smaller response amplitude than the linear model
predicts. Both the neural response adaptation and BOLD saturation have been shown
to cause the nonlinearity of the BOLD response [213]. The nonlinear behavior also
varies depending on the experimental design used [207]. When examining in more
detail all the steps from stimulus to BOLD response, the first step, from stimulus to
neural activity, has been found to be nonlinear, the step from neural activity to CBF
change has been found to be linear, and the last step, from CBF change to BOLD
signal change, has been found to be nonlinear [213].
3.2 DATA ACQUISITION
Study paradigms
The choice of experimental design when setting up an fMRI study depends on the
aim and the topic of the study. There are three basic types of study paradigms: a
block design, an event-related design and a combination of these two [7]. Further-
more, in resting-state studies subjects are scanned with no specific task, i.e. while
they are resting [86].
The first fMRI studies used block paradigms. In a block paradigm the activating
stimuli are presented continuously for a certain time period, i.e. a “block”. One fMRI
task can contain several blocks each with different stimuli (active blocks) alternating
with a baseline or resting block. The brain areas that are related to the stimulus
of interest are revealed by comparing the intensity level of active blocks to that of
baseline blocks. If the intensity level of the time series of a voxel follows the study
paradigm, it can be assumed that the corresponding brain area is related to the task.
Nowadays block designs are used especially in clinical settings. One reason for
this is the better detection power: a measure of the ability to locate active cortical
regions [106]. Typically, the BOLD response has a relatively poor signal-to-noise
ratio (SNR). Since a block consist of several similar stimuli, the overlapping BOLD
responses cumulate, thus ensuring better detection power. The results of block
design studies have been shown to be very robust, and the BOLD signal change
during activation is relatively large [238]. Furthermore, since the block designs
are relatively simple, the modern MR scanners can analyze them online while the
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subject is still performing the task. This enables an instantaneous revision of the
performance of the subject and, if necessary, a repetition of the task. One weakness
of block designs is that they have poor estimation efficiency, i.e. a measure of the
ability to estimate the hemodynamic response for a single stimulus [184]. This is
basically due to the fast repetition rate of the stimuli, so the responses overlap each
other. Since the overlapping is nonlinear, it complicates the estimation of the shape
of the hemodynamic response for a single stimulus.
A design of brief stimuli presented randomly is called an event-related design
[100]. The stimuli are not presented in blocks of similar stimuli but the stimuli
can be randomized [61] so that different types of stimuli alternate with each other.
The randomization of the stimuli prevents an adaptation to certain stimuli. An
event-related design has many advantages over a block design: when the stimuli
are presented in blocks, the subject’s cognitive behavior may disrupt the response
because the subject knows when the next stimulus is presented and what kind of
stimulus it is. The randomization of single stimuli minimizes the influence of the
foreseeability of the stimulus on the brain response, and prevents the habituation of
the response. Furthermore, in event-related studies the responses can be categorized
post hoc according to the performance of the subject, thus making it possible to
study the difference between the responses to single stimuli. Another advantage of
event-related designs over block design is the ability to use the so-called oddball
paradigm and study unpredicted stimuli. The biggest problem in event-related
designs is the weaker detection power and smaller BOLD response than in block
designs [106]. Despite the differences between block and event-related designs, it
has been shown that the activation maps produced by them using similar stimuli are
comparable [32, 50].
Spatial and temporal resolution
In fMRI studies the spatial resolution, i.e. the smallest activated area that can be
reliably detected, is relatively good when compared with PET or EEG/MEG studies.
Commonly used voxel volumes in 1.5 T studies are in the range of tens of cubic
millimeters [144]. However, with higher magnetic field strength (3 T or more) the
achieved spatial resolution can be better. In animal studies, a spatial resolution in
the order of 100 µm allowing mapping of column-specific neural activations has been
achieved [162, 215]. The volume of the imaged voxel is limited by the requirements
of available scanning time and sufficient SNR. The scanning time limits the spatial
resolution by limiting the available time to measure the magnetization after excitation
before T∗2 signal has decayed. Furthermore, improving the spatial resolution takes
time. In order to maintain the same brain coverage, reducing the slice thickness
necessitates a compensatory increase in the number of slices. This requires more
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scanning time and further reduces the statistical power related to the number of
volumes acquired per task condition [56].
The SNR should be as high as possible to obtain reliable results. Although
smaller voxels indicate smaller SNR, they also improve spatial resolution, thus
enabling the detection of smaller structures and smaller activated areas. A major
complication for submillimeter scale spatial resolution is the localization of the
hemodynamic response to the site of neural activity. The oxygenated blood that
gives rise to the BOLD signal in venous capillaries drains into venules and veins up
to several centimeters away from the active neurons. Unfortunately, the volume of
the veins can constitute a substantial fraction of a voxel, which in statistical analysis
is easily picked up as activation [162, 174]. It seems that the ultimate limit of spatial
resolution is determined by physiological and hemodynamical limits, i.e. by the size
of the smallest vessels that show local changes with neural activity [144].
Temporal resolution in fMRI can be defined as the shortest time between two
stimuli that produce distinguishable responses in the same cortical area. MR hard-
ware sets the limit of the scanning speed and thus also affects the temporal resolution.
Typically, a faster imaging speed leads to increased noise and thus reduces the SNR
[294]. Choosing the optimal imaging parameters is therefore balancing between SNR
and temporal and spatial resolution. New imaging sequences have been developed
to overcome these problems. High temporal resolution fMRI is feasible with echo
volumar imaging (EVI), a 3D extension of EPI, in which a 3D Fourier space is
encoded in a single-shot acquisition [200, 234]. However, this method is not yet
widely available.
The MR scanner is not the main limiting factor for the temporal resolution.
The principal reason for fMRI not achieving as good temporal resolution as, for
example, EEG or MEG is the slowness of the hemodynamic response that acts as
a filter dispersing and delaying the neuronal response for a stimulus. This is the
main limitation of the temporal resolution in fMRI based on the BOLD contrast. If
there are two events in the same area less than four seconds apart, they cannot be
distinguished without deconvolution [161].
Susceptibility artifacts
Functional magnetic resonance imaging is based on T∗2 relaxation, which is sensitive
to microscopic and macroscopic field inhomogeneities in order to generate contrast
in an image. Different substances such as tissue, air and bone have different
magnetic susceptibilities. These differences establish local field gradients typical
of the structure of the brain. The extra field gradients disturb the T∗2 relaxation
and thus cause signal loss which is severe in particular areas where there are major
interfaces between air, bone and/or tissue, e.g. in the frontal lobe (the air-filled
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Figure 3.3: Areas of high risk of susceptibility artifacts on fMRI echo-planar images, illustrated in pink,
on top of a high-resolution anatomical T1-weighted image for a patient with an operated frontal lobe
tumor.
sinuses), and the inferior temporal lobe (the petrous bone and the air passages of the
ear) [58, 143, 182, 294].
Differences in magnetic susceptibility may also cause geometric distortion by
mislocating the signal [143]. This is a cause of spin dephasing in tissue depending
on the extra field gradient. Modern scanners have specified imaging sequences to
highlight the areas of susceptibility artifacts on gradient-echo echo-planar images.
These areas under a nonuniform gradient field are illustrated in Fig. 3.3 for a patient
with an operated frontal lobe tumor. The operated area and areas near the nose and
ear cavities have high susceptibility artifacts.
3.3 PREPROCESSING
Prior to statistical analysis some preprocessing steps are usually performed to
account for possible motion artifacts and differences in timing between the slices.
Furthermore, if group analysis is performed over several subjects, the data must
be spatially normalized into standard space to enable between-subject comparisons.
Finally, to improve the SNR of the data and to better fulfill the criteria of statistical
testing, the data are spatially smoothed.
3.3.1 Motion correction
The most important preprocessing step is motion detection and realignment of the
fMRI images. Functional MRI tasks can last from a few minutes to as much as
an hour, thus making it difficult to keep the head perfectly still during the whole
experiment, although the head is usually tightly secured in the receiver coil to
prevent head movements. Moreover, even if the subject does not move his or her
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head, the pulsation of blood in the arteries and small changes in pressure in skull
cavities due to breathing cause the brain to move slightly inside the skull. Therefore,
some form of motion correction is required prior to further analysis. Modern MR
scanners have the ability to perform online motion correction which enables online
statistical analysis.
There are several image realignment algorithms for performing motion correc-
tion. Typically a rigid-body registration is performed with six parameters: three
translation and three rotation parameters. Thus, the method assumes that the shape
of the head does not change. Although the shape of the head does indeed remain
constant, the apparent shape changes in MR images. There are local volumetric
distortions in the images especially near the air-tissue boundaries caused by head
rotations which can reorient the magnetic field distribution relative to the main
magnetic field and therefore induce changes in the magnetic field [317]. It has been
recommended that if a specific algorithm to correct these susceptibility effects is not
used, an acceptable range of rotations is less than 2◦ [40].
Rigid-body realignment algorithms can be used to detect the head movements.
If there have not been severe rotations or translations, they can be used to realign
the images as well. The problem in estimating head motion can be formulated to
compute the image transformation that will match an image at a certain time point
to a target image. Usually, the target image is either one image in the time series (the
first image or the middle one) or a mean image of the time series. For each point
[x1, x2, x3] in an image, an affine mapping to a point in the target image [y1, y2, y3]
can be expressed in matrix formation [96]:
y = Mx (3.5)
in which 

y1
y2
y3
1

 =


m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
0 0 0 1




x1
x2
x3
1

 . (3.6)
The transformation matrix M for rigid-body transformation of six parameters qi is
M = TR (3.7)
where T is the translation matrix
T =


1 0 0 q1
0 1 0 q2
0 0 1 q3
0 0 0 1

 (3.8)
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and R the matrix of rotations
R =


1 0 0 0
0 cos(q4) sin(q4) 0
0 − sin(q4) cos(q4) 0
0 0 0 1




cos(q5) 0 sin(q5) 0
0 1 0 0
− sin(q5) 0 cos(q5) 0
0 0 0 1


×


cos(q6) sin(q6) 0 0
− sin(q6) cos(q6) 0 0
0 0 1 0
0 0 0 1

 .
(3.9)
Furthermore, a full affine mapping includes separate matrices for shears and zooms.
In motion correction, however, shears and zooms are not used.
3.3.2 Slice timing
In a typical fMRI setting using the EPI sequence, scanning one volume may take
several seconds. The volumes are usually collected slice-by-slice, thus the voxels in
a slice are captured at the same time but there is a time difference between the first
and the last scanned slice. However, normal data analysis assumes that each voxel in
a volume is captured exactly at the same time. Therefore, either the time difference
must be taken into account in statistical analysis or the time series of the voxels
must be adjusted before analysis. The latter is normally referred to as slice timing
correction.
Most of the available software packages contain some slice timing correction
method although there is a debate about whether the correction is necessary or not.
The benefit of the correction is controversial especially in block design paradigms
[282]. In event-related designs, it has been proposed that the slice timing correction
should be performed before motion correction in studies with interleaved slice
acquisition and long repetition time (TR), but after the motion correction with short
TR [137]. In principle, the correction is achieved by Fourier transforming the voxel
time series into a frequency domain and applying a phase shift to it using a sinc-
interpolation. An inverse Fourier transformation is then applied to return the data
to the time domain [144].
3.3.3 Spatial normalization
In order to compare the MRI data of several subjects statistically, the images (either
structural or functional) of all subjects need to be aligned into roughly the same
space. The procedure of warping the images into a standard space is called spatial
normalization. With the proper template, the results can be reported with Euclidian
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coordinates within the standard space. Commonly a coordinate system by Talairach
and Tourneaux [285] or ICBM, NIH P-20 project [203] is used.
In the literature, there are various differentmethods to perform the normalization
(for a review, see [114]). Here, the unified segmentation procedure [9] used in the
SPM software package is described. The unified segmentation procedure unites
a tissue classification approach with a registration of an image with a template
into a probabilistic framework which also takes into account the image intensity
nonuniformity. The intensity distribution of an image is modeled with a mixture of
K Gaussians with additional parameters that take into account the smooth intensity
variations. The prior probability of any voxel belonging to the kth Gaussian is γk.
Intensities from the kth Gaussian are assumed to be normally distributed with mean
µk/ρi (β) and variance (σk/ρi(β))
2. Here ρi(β) models the intensity nonuniformity
with an unknown parameter vector β. Tissue probability maps are derived from
the ICBM Tissue Probabilistic Atlas consisting of maps of grey matter, white matter,
CSF and “other”, which is simply one minus the sum of the first three. The tissue
probability maps give a prior probability of any voxel in an image belonging to
any tissue class assuming non-Gaussian intensity distribution of the tissue classes.
The method estimates a deformation of the tissue probability maps to the original
image according to parameters α. After including all the above-mentioned priors,
the objective function to be minimised becomes
O = −
I
∑
i=1
log

ρi (β) K∑
k=1
γkbik (α)
∑
K
j=1 γjbij (α)
1√
2piσ2k
exp
(
− (ρi(β)yi − µk)
2
2σ2k
)
 . (3.10)
The objective function is minimized by assigning starting estimates for the
parameters and then iterating until an optimal solution is found. The result of the
minimization problem gives a segmentation of the original image into separate tissue
classes as well as a transformation that aligns the tissue probability maps with the
original image. The normalization of the original image and/or the tissue segments
can then be performed using the inverse of the transformation.
In the case of fMRI data, the normalization is usually more reliable if the nor-
malization parameters are estimated using the anatomical reference image imaged
in the same session instead of the functional echo-planar images. The far better
spatial resolution of the anatomical image assures better tissue classification and thus
normalization. The functional images can then be normalized using the parameters
of the estimated inverted transformation matrix.
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3.3.4 Spatial smoothing
The final preprocessing step is spatial smoothing, which is normally performed
by convolving each functional volume with a 3D Gaussian kernel [144]. Since
performing the convolution in one dimension is computationally much more efficient
than in 3D, the convolution is normally performed by implementing three separate
1D filters, one for each spatial dimension. The result is mathematically equivalent to
applying a true 3D convolution.
Although the use of spatial smoothing is controversial [111,265], there are several
reasons why smoothing is recommended:
• Spatial smoothing improves the SNR in the data. Since spatial smoothing is
effectively local averaging, the noise values tend to cancel each other out, which
suppresses noise level thus improving the SNR [144, 296].
• Some statistical methods assume that the data are spatially smooth. The
assessment of significant activations in fMRI studies requires the correction
of the multiple comparison problem. This is often handled using the theory of
Gaussian random fields, which assumes that the data are sufficiently smooth
or that the smoothness can be estimated [156]. Spatial smoothing using a
Gaussian kernel modifies the data to better fulfill the assumptions of statistical
testing.
• Spatial smoothing allows intersubject averaging by blurring the differences
in gyral anatomy between subjects. The normalization of the images into
the standard space is hardly ever perfect, leaving some misalignments in
gyral architecture between subjects. Even if perfect alignment based on the
anatomy could be achieved, there is still additional variance in functional
organization present in cortical regions [228]. Moreover, normalization can
introduce acquisition- and resampling-related artifacts in the data which can
be efficiently removed by applying spatial smoothing [192].
There has been a lot of discussion in the literature about the optimal size of the
smoothing kernel and whether or not smoothing should be done at all. Early studies
suggested a general rule of thumb of using a smoothing kernel with full-width-half-
maximum of twice the voxel size [315]. Later, it was shown that the optimal size of
the smoothing kernel varied between the cortical areas and it was suggested that the
kernel size should therefore approximate the size of the signal or evoked response of
interest [134]. At group level, the choice of the optimal size of the smoothing kernel
is even less straightforward. The kernel should be large enough to blend functionally
homologous regions across subjects, but at the same time small enough not to blur
the functionally distinct regions. It seems that there is no one optimal size for the
filtering kernel that could preserve the structural resolution and prevent the overlap
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of distinct activation within all brain regions and subjects [89, 311]. Therefore, it
should be noted that the choice of the smoothing kernel or any other preprocessing
parameter depends on the type of fMRI paradigm and hypothesis, and is always a
compromise between the sensitivity and specificity of the analysis [211].
3.4 STATISTICAL ANALYSIS
The first fMRI datasets were analyzed using simple subtraction technique in which
the mean baseline image was subtracted from the mean activation image. The result
showed the areas where the signal intensity had been increased during activity.
Nowadays, the mathematical models of the BOLD response enable more precise
examination of fMRI data. The most commonly used method to analyze fMRI data is
based on the General Linear Model (GLM) in which the time series of an active voxel
is modeled by applying information of the BOLD response and the task paradigm.
The GLM analysis methods are nowadays implemented in modern MR scanners thus
enabling the analysis of simple block paradigms online.
In fMRI analyses based on the GLM, the analysis is performed for every voxel
separately, assuming they are independent. The large number of voxels and small
signal change of the BOLD response require the use of statistical testing in defining
which brain areas have been engaged with the studied activity. In statistical
testing the question of interest is simplified into two competing hypotheses: a null
hypothesis that proposes a general statement such that there is no task related
changes in the intensity level of the voxel, and an alternative hypothesis that asserts
that the intensity level varies along with the paradigm. The choice of the test statistic
depends on the assumed probability distribution of the null hypothesis and the
hypothesis under question. The decision of whether to reject the null hypothesis
or not is made by using a threshold value with which the value of the test statistic
is compared. If the test value exceeds the threshold, the null hypothesis is rejected.
The threshold is based on a probability, i.e. a p value, of rejecting the null hypothesis
if it in fact is true. Thus, the p value contains the amount of mistakenly rejected tests
and a small p value indicates that the null hypothesis is unlikely to be true.
3.4.1 General Linear Model
In GLM analysis, functional MRI time series are modeled using a linear model
z = Hθ+ v. (3.11)
Here z = [z1 z2 · · · zN ]T is a vector of observations i.e. the fMRI time series of length
N, H is a design matrix containing the information of the session paradigm specified
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with basis vectors, θ is a column vector of parameters adjusting the model to fit the
time series as well as possible, and v is a vector of errors, which are assumed to be
independent and identically normally distributed vi ∼ N(0, σ2) [94]. The covariance
matrix of the errors is Cv = σ2I.
The fMRI time series contains both measurement noise and physiological noise
from cardiac and respiratory effects aliased to low frequencies. These confounding
effects need to be taken into account by temporally smoothing the data and the
design matrix with a matrix K [93, 104], so that the Eq. (3.11) has the form
Kz = KHθ+ Kv ⇒ z∗ = H∗θ+ v∗ (3.12)
and the covariance matrix of the errors is Cv∗ = σ2KKT . Parameters θ can be
estimated using the Least Squares (LS) method
θˆ =
(
H∗TH∗
)−1
H∗Tz∗. (3.13)
It can be shown that the residual r = z∗− zˆ∗, where zˆ∗ is the computed observations
using the estimated parameters i.e. zˆ∗ = H∗θˆ, is [315]
r = z∗ − zˆ∗ = Rz∗, (3.14)
where R = RT = I − H∗ (H∗TH∗)−1 H∗T. Furthermore, the estimate for σˆ2 is
σˆ2 =
rTr
trace (RKKT)
. (3.15)
3.4.2 t test
The properties of a population from which samples are collected can be described
using Student’s t distribution. This is done using the t test, which assumes that the
data are normally distributed with equal variance. One form of t test is a one sample
t test, in which the null hypothesis states that the observations have been sampled
from a population with a specific hypothesized mean k. The value of T is calculated
as [6]
T =
x− k
σ/
√
n
=
(x− k)√n
σ
(3.16)
where x and σ are the sample mean and standard deviation, respectively, of the
sample of size n. To compare two independent groups of data, the two sample t test is
used [297]
T =
x1 − x2√
σ21
n1
− σ22n2
(3.17)
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where x1 and x2 are the sample means of the groups, σ1 and σ2 the standard
deviations and n1 and n2 the sizes of the groups, respectively.
In fMRI, t statistics are computed for every voxel using a t test [267, 315]
T =
c θˆ√
c Cθˆ c
T
=
c θˆ√
c σˆ2(H∗TH∗)−1H∗TKKTH∗(H∗TH∗)−1cT
. (3.18)
Here the vector c is a contrast vector which defines the linear combination of the
estimated parameters θˆ according to the tested hypothesis. An fMRI paradigm may
contain several different types of stimuli whose induced activations, i.e. “effects”,
are of interest. All these stimuli are modeled in the design matrix with a separate
basis vector. To test the effect of a specific stimulus or a relation of several stimuli,
the hypothesis of interest is taken into account in the test via the contrast vector c.
Since the contrast is a linear combination of the parameters, the t test preserves the
direction of a difference between parameters and can thus be used to define which
brain areas were more active during stimulus A than during stimulus B.
In fMRI, the effective degrees of freedom required for statistical significance
assessment are computed using Satterthwaite’s approximation [222, 261, 266]
ν =
trace
(
RKKT
)2
trace (RKKTRKKT)
. (3.19)
3.4.3 F test
The F test assumes that the test statistics have an F distribution under the null
hypothesis. Since the F test only defines whether the tested parameters differ, and
does not indicate which of the tested parameters is the largest, it is used when one
is interested in the overall difference between the stimuli. Furthermore, the F test is
useful if the effect of interest is modeled in the GLM with several basis functions and
their mutual relations are not of interest, only their combination.
In the F test, the effect of interest is tested using two models: the full model,
which contains all the basis functions included in the original design matrix, and
a reduced model that contains only the basis functions of no interest. The F test
compares the variance of the residuals estimated from the full model and the reduced
model by simply computing the extra sum of squares that can be accounted for by
inclusion of the parameters of interest [97]. The F test statistics are [144]
F =
rT0 r0 − rTr
trace (R− R0)KKT σˆ2
, (3.20)
where r0 and R0 refer to the reduced model. The test has an approximate F
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distribution with ν and κ degrees of freedom, where
κ =
trace
[
(R− R0)KK
T
]2
trace
{
[(R− R0)KKT]
2
} (3.21)
and ν is approximated using the Eq. (3.19).
3.4.4 Multiple comparison correction
Statistical testing is performed on a voxel-by-voxel basis thus generating a test
statistic for every voxel, which can further be presented as an image, a statistical
parametric map. The voxels for which the test statistic exceeds the chosen threshold
are classified as active. Choosing the threshold means balancing between limiting
the number of false positives and at the same time keeping the number of true
positives as high as possible. In functional neuroimaging studies, the large number
of simultaneous statistical tests complicates this balancing further. A conventional
threshold with no multiple comparison correction leads to a very high number of
voxels declared as active even when there is no real activity. The traditional way
to deal with this multiple comparison problem in neuroimaging studies is to apply
a method based on random field theory [316]. Random field theory, however, has
assumptions of the data that may be difficult to fulfill. To overcome this problem, a
method controlling the false positives rate more directly, called the False discovery
rate (FDR), was introduced [112]. The FDR is the proportion of false positives among
those tests for which the null hypothesis is rejected. This is given by the ratio [112]
FDR =
Nia
Na
, (3.22)
where Nia is the number of false positives (i.e. inappropriately declared as active) and
Na is the overall number of voxels declared active. The method to control the FDR
ensures that on average the FDR is no higher than a value q ∈ [0, 1]. In neuroimaging
studies, the FDR procedure is as follows [112]:
1. Select the q (e.g. 0.05).
2. Order the p values corresponding to the voxels’ statistical tests from smallest
to largest. Let si be the voxel corresponding to p value pi.
3. Let n be the largest i for which
pi ≤ iN
q
y(N)
, (3.23)
where N is the total number of voxels and y(N) is either 1 or ∑Ni=1 1/i.
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4. Voxels s1, . . . sn are declared active and the statistical value corresponding to
the p value pn is the statistical threshold.
Choosing the appropriate threshold for a single subject is often difficult since
the overall activity level varies significantly between subjects. Therefore, a fixed
threshold is often too high for some data and too low for others. The FDR
method adapts its threshold to the features of the data, diminishing these problems.
Furthermore, the FDR method can be applied with any valid statistical test since it
works on the p values and not on the test statistics themselves. Unlike the random
field theory, the FDR method is powerful for unsmoothed data as well, making it
very useful in a variety of neuroimaging studies.
3.5 FUNCTIONAL CONNECTIVITY ANALYSIS
Early investigations of brain function suggested functional segregation. This was
understandable since the main method to study brain function was through patients
with local brain lesions. The observation that the patients used to be impaired in
some particular ability seemed to confirm the belief that brain regions are highly
specialized and function alone. However, new techniques to study brain function
have shown that although some areas are specialized to certain functions, the brain
still behaves as a whole. Higher cognitive functions especially require the co-
operation of several brain areas.
The connectivity between brain areas can be divided into functional and effec-
tive connectivity. Functional connectivity is defined as “the temporal correlations
between spatially remote neurophysiological events” [102], whereas effective con-
nectivity is “the influence one neuronal system exerts over another” [101]. In fMRI
studies, effective connectivity methods are hypothesis-driven methods that require a
structural connectivity model, including a finite number of cortical regions and their
assumed causal interactions [121]. They are used to test hypothesized connections
between a limited number of brain regions, not to specify which areas are connected.
Functional connectivity methods, however, can be used to detect brain areas that
are connected to a certain prespecified seed region. The result is a connectivity
map specifying all the brain areas that are functionally connected to the seed region
whether they have a direct anatomical connection between them or not.
The different methods of studying connectivity can be classified into data-driven
methods and model-based methods [181, 237]. Data-driven methods do not require
any prior information on the fMRI task paradigm or the shape of the hemodynamic
response, so they are used widely in resting-state fMRI studies which measure
the level of co-activation in different brain areas’ fMRI time series recorded during
rest. Furthermore, data-driven methods usually attempt to map connectivity in the
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whole brain, not focusing only on some predefined regions of interest. Model-based
methods attempt to describe the relationship between a set of selected brain regions.
Numerous factors can influence the connectivity measures. One problematic
factor is subject movement. If it is not appropriately corrected, it can cause false
correlation in time series especially between regions located close to the surfaces
between either gray and white matter or gray matter and CSF [90]. Other potential
causes of false correlations are the respiratory and cardiac effects aliasing to the low
frequencies [120, 172]. This is particularly problematic since most of the correlations
in time series between different brain regions can be found in the low frequency band
[191]. Since the BOLD response results from neurovascular coupling, the differences
in the latency of vascular responses between brain regions affects the relative timing
of the BOLD signals. Therefore, if there are vascular latency differences between
brain regions, it may confound the detection of neural connectivity and causality [43].
Furthermore, especially in the resting-state studies, the connectivity is assumed to be
somewhat static over time, but the coherence and phase has been shown to vary in
time and frequency, thus complicating the analysis and interpretation of connectivity
studies [42].
3.5.1 Different methods of studying connectivity
Correlation analysis
One of the first methods used to study functional connectivity between different
brain regions was correlation analysis. It is a simple and direct way to study
functional connectivity. In the analysis, a correlation coefficient of two time series
either from two single voxels or two brain areas is calculated. The strength of
the correlations are then transformed to either Z-statistics or t-statistics and further
thresholded to reveal statistically significant connectivity. Correlation analysis was
first introduced in resting-state studies showing connectivity in motor cortex [26].
Since then it has been used to study connectivity in working memory task [191]
and in partial sleep deprivation [258], to reveal changes in hippocampal connectivity
in Alzheimer’s disease [305], and to investigate deficits in language functions in
autism spectrum disorder [146], among other things. Usually, correlation analysis is
performed using only one seed area. Recently, however, a framework to take into
account multiple seeds and to examine multiseed correlations simultaneously has
been proposed [306].
50 Dissertations in Forestry and Natural Sciences No 61
Functional Magnetic Resonance Imaging
Principal component analysis
The main idea in principal component analysis is to reduce the dimensionality of
the data while retaining as much variation as possible [145]. The data are presented
using a weighted sum of orthonormal vectors, eigenvectors, which are assorted so
that the first few contain most of the variance of the original data. The eigenvectors
of a matrix X can be solved using eigendecomposition [145]
X = UΛUT, (3.24)
where U is a matrix of the eigenvectors ui in its columns and Λ is a diagonal
matrix containing the eigenvalues λi. The eigenvalues define the amount of variance
the corresponding eigenvectors account for of the original data. In functional
connectivity studies, the matrix X used to solve the eigenvectors is either a covariance
or a correlation matrix of the time series of a seed area.
In the PCA method, the time series of a seed area is decomposed into orthonor-
mal eigenvectors. The matrix of principal components θPC can be solved using the
LS method:
θˆPC =
(
HTH
)−1
HTZ, (3.25)
where the design matrix H contains pmost important seed area eigenvectors, and the
data matrix Z consists of the time series of all the other brain voxels except the seed
area voxels. Since by definition the eigenvectors are orthonormal,
(
HTH
)−1
= I, the
equation (3.25) reduces to [145]:
θˆPC = H
TZ. (3.26)
The θˆPC is a r × p matrix in which the coefficients, i.e. the principal components
in the ith row, correspond to the ith eigenvector. The statistical significance of the
functional connectivity is tested using the first principal component.
By applying the same model to all other brain voxels, it is possible to solve
in which brain areas the voxel time series behave similarly. These areas are then
declared functionally connected with the seed area. The estimated principal compo-
nents can further be visualized as a principal component map by placing the value
of each voxel’s principal component in the corresponding voxel coordinates and
presenting them as an image. The first functional connectivity study in neuroimaging
that used PCA was a PET study [102]. The method was soon applied to fMRI data
as well [33]. Since its introduction, the PCA method has been used in several fMRI
studies [38,69,127,284]. Furthermore, modifications of the original PCAmethod have
been proposed. A modified form of PCA called the scaled subprofile method (SSM)
has been used to study task-related functional connectivity in a motor task [275],
whereas another modification visualizes the connectivity by projecting the data onto
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a three-dimensional color space based on the principal components [212]. A recent
modification to the PCA added only the eigenvector with highest eigenvalue in the
design matrix in addition to a constant vector, head motion parameters, a vector
modeling a linear trend and a model of brain global signal implemented as nuisance
vectors [321]. In this regression PCA (rPCA) method, the connectivity is based on a
t test of the effect of the first eigenvector.
Functional connectivity is not the only application of PCA in fMRI. It has also
been used as a data-driven alternative to GLM analysis in activation detection [8, 67,
135, 302].
Psychophysiological interactions
Psychophysiological interaction (PPI) is another method of studying functional
connectivity between a seed region and the rest of the brain [99]. The responses in
one cortical area are explained in terms of an interaction between the influence of the
seed region and some sensory or task-related parameter. It has been shown that PPI
reflects the underlying changes in neural interrelationships better than correlation,
and is robust with different scanning and hemodynamic parameters [159]. PPI has
been used in several studies to explore cognitive mechanisms [70, 214] or neural
networks related to different disease mechanisms [84, 318].
Granger causality
Granger causality was developed by the economist C. W. J. Granger in 1969 to take
feedback and causality into account in econometric models [119]. According to
Granger causality, a variable x “Granger-causes” a variable y if information in the
past of x helps predict the future of y with better accuracy than by considering
only the information in the past of y itself. Thus, causality is framed in terms of
predictability.
In fMRI, the Granger causality method can be used as a model-based method
with a few predefined regions of interest or it can be used to define connections
between a seed area and the rest of the brain [116, 236]. Furthermore, the Granger
causality method makes it possible to decide the direction of any influences between
the variables or brain areas. In addition to fMRI, Granger’s method has been applied
in neurophysiological data to find out the relationships of different neural systems
using neural spike data [259] and local field potentials [151].
The Granger causality method has been criticized for being based solely on the
temporal dependencies among the data, without any biologically based references
[92]. Furthermore, in fMRI studies the systematic variations in hemodynamic lag
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across brain regions has been shown to be problematic since the Granger causality
method can erroneously define them as causality [277].
Independent component analysis
Independent component analysis (ICA) is a data-drivenmethod that does not require
any prior information about the task or anatomy. Therefore, it has been widely
used in resting-state studies [18, 163, 165, 186] and it has been proven useful in
task-related network studies as well [39, 75]. The basic idea in ICA is to divide
the data either temporally [27] or spatially [204] into statistically independent
components. In ICA, the data are assumed to be non-gaussian and it is modeled
as a multiplication of statistically independent components and a mixing matrix.
The commonly used algorithms to estimate the mixing matrix are fastICA [140]
and infomax [21]. The original ICA model does not model the noise since the
data are assumed to be completely characterized with the source components and
the mixing matrix. This in turn means that even the slightest difference in the
measured signal between two voxels is treated as a real effect and represented as
different spatial maps. To overcome this problem a modification to the original
model has been introduced, namely probabilistic ICA [18, 19], which assumes the
data contain Gaussian noise. Solving the components from this model then resembles
the standard GLM approach, with the distinction that the number and shape of the
regressors are estimated from the data rather than prespecified.
Clustering methods
Clustering methods have gained popularity in studying connectivity with fMRI,
especially in resting-state studies. Several different clustering algorithms have been
used, the most popular being hierarchical clustering [57, 78, 270], fuzzy clustering
[15,16,117], and K-means clustering [209,272]. Furthermore, the networks of clusters
have been investigated using the graph theory [34,77,299]. All clustering methods try
to classify the studied voxels into groups based on some similarity metric on voxel
time series.
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4 Transcranial Magnetic Stimulation
Transcranial magnetic stimulation (TMS) is a noninvasive method of stimulating
neurons by causing depolarization or hyperpolarization of the neuronal membrane
potential. TMS is based on electromagnetic induction in which an electric current
driven in the stimulating coil produces a changing magnetic field that penetrates
the scalp and skull and induces a flow of electric current in nearby conductors,
i.e. cortical cells [309]. The first TMS study in which a cortical input produced a
measurable motor output was performed in 1985 in Sheffield by Barker et al. [12].
They were able to produce muscle twists on contralateral abductor digiti minimii
using a magnetic stimulator coil positioned over the motor cortex on the subject’s
scalp. In contrast to previous brain stimulating techniques such as transcranial
electrical stimulation, TMS caused no pain or discomfort to the subject. Since the
introduction of the technique, the interest in TMS has grown rapidly and it is now a
widely used technique both in clinics and in scientific research.
In this chapter, the theory and mechanisms behind transcranial magnetic stimu-
lation are reviewed. Both the basic TMS method and the improvement provided by
MRI-based navigation are presented. Furthermore, different methodologies to utilize
TMS are shortly reviewed. More about the theory and applications of TMS can be
found in detail in the literature [44, 123, 141, 289, 309].
4.1 ELECTROMAGNETIC THEORY OF TMS
Faraday’s law of induction states that the induced amount of electric energy delivered
by the source per coulomb, i.e. the electromotive force (emf), along any moving or
fixed mathematical path in a constant or changing magnetic field equals the rate at
which magnetic flux sweeps across the path [220]. For a closed path, the induced
emf E is equal to the rate of change of the magnetic flux ΦB intercepted by the area
within the path [220]:
E = −dΦB
dt
, (4.1)
where ΦB is defined as the integral of the magnetic field B over the surface. For a
coil of wire with N loops with the same area A, this becomes
E = −NdΦB
dt
= −NAdB
dt
. (4.2)
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The magnetic field produced by the coil is given by the quasistatic approximation of
the Biot-Savart law [141]:
B(r, t) =
µ0
4pi
∫
V
J (r′)× (r− r′)
| r− r′ |3 dv
′, (4.3)
where µ0 = 4pi × 10−7 H/m is the permeability constant, J(r′) the current density
within the coil wire, r− r′ a displacement vector from the wire element to the point
in which the field is calculated and V the volume of the wire.
In modern TMS units, a large capacitor is discharged from 2-3 kV through the
stimulating coil with a very short rise time (100-200 µs) and overall pulse duration
(less than 1 ms) [11, 304]. The strength of the induced magnetic field is around
1− 3 T, penetrating the scalp and skull without notable attenuation. The induced
electric field (E-field) is strongest just under the coil, from where the intensity
gradually decreases as a function of distance. The maximum of the induced E-field is
always at the surface of the brain thus making it impossible to focus the stimulation
in a specific depth alone [129].
The net electric field E induced in the tissue is comprised of primary and
secondary electric fields. The primary electric field E1 is induced directly by the
changing magnetic field B(r, t) and is expressed in terms of a vector potential A,
i.e. B = ∇× A whereas the secondary field E2 is generated in the tissue as a result
of uneven distribution of electric charges and is estimated using the gradient of the
scalar potential ϕ. Therefore, according to Maxwell’s equations and the theory of
Lorentz gauge, the net electric field in the tissue is [141, 255]
E = E1 + E2 = −∂A∂t −∇ϕ. (4.4)
The distribution of the induced E-field in the tissue depends generally on three
factors: i) the electrical conductivity structure of the tissue, ii) the shape of the
stimulating coil and iii) the orientation and location of the coil with respect to the
tissue [141]. The electrical conductivity of the head has been modeled with the
spherical head model in which the differences in conductivity of the skull, CSF, and
gray and white matter are modeled as spherical shells [290]. The simplified spherical
model is reasonably accurate in determining the stimulation site for the superficial
parts of the head when the sphere is fitted to the local radius of curvature of the inner
surface of the skull near the area of interest [141]. However, the spherical model has
been shown to underestimate the electric field strength in gray matter, especially in
gyral crowns, compared with a more accurate model using finite element methods
[291].
The shape of the stimulating coil affects the distribution of the induced electric
field on the cortex. In principle, the region activated by a circular coil (Fig. 4.1, on
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Figure 4.1: Circular and figure-of-eight shaped coils (Magstim Ltd.). The current direction is marked
on the coils.
the left) is roughly under the edge of the coil. With a figure-of-eight coil (Fig. 4.1,
on the right) the maximum of the induced electric field is under the center of the
coil, being slightly stronger and more localized than the field maximum induced by
a circular coil [141]. However, the overall shape of the stimulating coil is not the only
coil property that has an effect on the E-field. The coil wiring geometry and number
of turns affects the induced E-field and coil efficiency as well [247, 248, 255].
The TMS coils can produce pulses with different waveforms depending on the
input of the current in the coil. The most common waveforms are monophasic and
biphasic pulse types. The monophasic pulse rises rapidly from zero to the peak value
and then slowly recovers back to the baseline, whereas the biphasic pulse consists of a
damped sinusoid cycle. The biphasic stimulus is more efficient in activating neurons
than monophasic stimulus with the same rise time and peak value [153, 218, 278]. It
has been suggested that the longer duration of the biphasic pulse is one reason for
its better efficiency [257, 278].
4.2 CORTICAL ACTIVATION MECHANISMS
Cortical neurons activate when the transmembrane voltage reduces, i.e. depolarizes
below their threshold value. Once evoked, the action potential propagates along
the axon membrane with an all-or-nothing principle until it reaches a synapse. In
the central nervous system, if the synapse connects the axon to a dendrite, it has
mainly excitatory effects, whereas if the axon is connected to a neuronal soma, the
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synapse is mainly inhibitory [223]. Whether the action potential propagates along
the axon of the next neuron depends on a complex interaction of the inhibitory
and excitatory synapses of the neuron. After a direct electrical cortical stimulation,
multiple excitatory efferent volleys occur in the corticospinal axon. The first of these
volleys, the D (direct) wave, results from a direct activation of a pyramidal axon,
whereas the sequential I (indirect) waves are considered to arise from transsynaptic
activation of pyramidal tract neurons [289].
Transcranial magnetic stimulation is assumed to activate corticospinal neurons
transsynaptically, giving rise to I waves mainly [217]. However, with higher stimu-
lation intensity, TMS can also evoke D waves [289]. A single TMS pulse stimulates
the target area neurons on equal terms whether they are inhibitory or excitatory.
The local excitability produced by the TMS pulse depends on several stimulation
variables, not only on the stimulation intensity or current direction, but also on the
frequency of stimuli and on the pulse durations [11].
The TMS-induced electric field predominantly causes neuronal excitation at
the bends of the pyramidal axons [245] or at axonal terminations of the cortical
interneurons [257]. This is because the magnetic stimulation induces an electric field
both inside and outside the axon, and the neuronal activation arises only if there is a
potential difference across the cell membrane. The probability of neuronal activation
is largest in places where the spatial derivative of the induced electric field is at
maximum along the nerve membrane [141, 304].
Simulation studies and real measurements have shown that the most optimal
current orientation to elicit a detectable response is perpendicular to the gyri [66,218,
291,309]. In the motor cortex, using the monophasic pulse type the posterior-anterior
direction is more efficient than the anterior-posterior direction. For the biphasic
pulse type, the first phase of the pulse should run in the anterior-posterior direction
and the second in the posterior-anterior direction, since the second phase is more
powerful to produce depolarization in the neurons [257]. However, the pattern of
cortical activation produced by the biphasic stimulation pulse is more complex than
that produced by monophasic pulse since the cortical neurons are activated by both
phases of the biphasic pulse [65].
4.3 NAVIGATED TMS
The traditional TMS method of stimulating specific brain areas is to place the coil on
the head with respect to external landmarks of the head and the skull. The rough
location of the coil is typically defined by EEG electrode positions of the international
10-20 system [164]. The optimal coil position for the stimulation is then fine-tuned by
extensively stimulating around the presumed area while monitoring the responses.
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Figure 4.2: Navigated transcranial magnetic stimulation. Both the stimulating coil and the subject are
equipped with reflectors for the optical tracking.
The position of the coil evoking the strongest response is defined as the optimal coil
position and it may be marked with a drawing pen either on the skin or on a tight
swimming cap the subject may be wearing. Either way, repeating the stimulation
with exactly the same coil position afterwards is practically impossible even during
the same session, let alone in different sessions.
In order to be able to apply the TMS accurately and repeatably to a prespecified
brain area, navigation techniques based on the subject’s own MR images, i.e.
navigated TMS (nTMS), have been developed (for a review, see e.g. [131, 246]). They
enable the aiming of the stimuli to a specific brain area based on the individual
gyral anatomy, which is much more accurate than relying only on external head and
skull landmarks. A solution for defining the desired stimulation site included fixing
the head in position and monitoring the coil position using a mechanical arm with
sensors for joint movements [168]. More advanced methods use optical tracking
of both the stimulating coil and head (see Fig. 4.2) so they do not require the
immobilization of the head [76, 125]. Figure 4.3 illustrates two different stimulating
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Figure 4.3: Reflectors attached to TMS coils. Figure-of-eight coil by Magstim Ltd. on the left, and by
Nexstim Ltd. on the right.
coils equipped with reflecting balls to enable optical tracking. The stimulated brain
area is visualized on-line during the stimulation either with a line perpendicular
to the coil surface going through its center [76, 131] or as the maximum of the
estimated E-field on the brain surface [125]. The stimulated E-field is modeled on
the cortex using the features of the stimulating coil and the spherical head model
fitted to the shape of the subject’s head. Either a general E-field distribution or
only its maximum with the current direction are visualized continuously during
the stimulation session on a brain surface rendered using the subject’s MR image.
In addition, the most advanced methods provide a tracking tool, which provides
a visual guide to positioning the coil in exactly the same position, orientation and
tilting with respect to the head for repeating the previous stimuli (see Fig. 4.4).
With the tracking tool, even stimuli given in previous sessions can be precisely
repeated [263].
Neuronavigated TMS makes it possible to study cognitive brain functions in
which the responses cannot be measured or recorded. Furthermore, it is possible
to combine functional information obtained with other modalities such as fMRI or
PET with the navigation system and target the stimuli using their results. The results
of TMS motor area mapping and an fMRI motor task, for instance, are congruent,
taking into account that fMRI measures only indirect neuronal activation [30, 132].
Navigated TMS is especially useful in neurosurgery in presurgical planning when
the operated area is in the vicinity of the motor cortex [85,231]. It has also been used
in targeting repetitive TMS to frontal lobes in depression therapy [82] and to localize
Broca’s area [310].
The advantages and spatial accuracy of the stimulus location provided by
neuronavigation have been reported in several studies. The nTMS has been shown
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Figure 4.4: The tracking tool implemented in navigated TMS makes it possible to repeat a previous
stimulus with the same coil location and orientation. The arrow in the inner circle shows the correct coil
orientation, the inner circle crosshair the tilting, and the red or green sphere the location. (a) Incorrect
coil position. The orientation, tilting and location are all incorrect as indicated by the red color of the
sphere. (b) Correct coil position is indicated by the green color of the sphere.
to produce more stable motor responses with higher amplitude and shorter latencies
than non-navigated TMS [147], and to lead to greater functional impact in motor
behavior compared with the same protocol without navigation [14]. The spatial
accuracy of nTMS depends on four major factors: i) the technique for localizing the
stimulating coil, ii) movements of the coil trackers, iii) E-field computational model,
and iv) errors in the alignment of the anatomical MR image to the subject’s head.
The total accuracy of the eXimia NBS system (Nexstim Ltd., Helsinki, Finland) is 5.7
mm, in which the error in alignment of MRIs to a real live situation is 2.5 mm [246].
Unfortunately most manufacturers do not provide error specifications, although the
specified accuracy probably varies between them.
4.4 TMS APPLICATIONS
4.4.1 Motor evoked potentials
Studying the motor conduction pathways and excitability is one of the most impor-
tant TMS applications. The easy and robust recording of the influence of the TMS on
the motor cortex using electromyography (EMG) measurements on the target muscle
has made TMS a routine tool in clinical neurophysiology laboratories.
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Figure 4.5: Motor evoked potential measured from right thenar muscle. TMS pulse was given using a
biphasic figure-of-eight coil on an optimal thenar representation area at time point 0 with intensity of
130 % of resting motor threshold. Here, the MEP latency is 21 ms (response onset marked with a gray
vertical line) and peak-to-peak amplitude 1570 µV.
TMS directed on the motor cortex evokes EMG responses called motor evoked
potentials (MEPs) in the contralateral muscles. A typical MEP response of thenar
muscle is shown in Fig. 4.5. Motor cortex excitability and the integrity of the whole
corticospinal tract can be studied by analyzing the MEPs after single pulse TMS.
The MEP amplitude depends on the stimulation intensity and prestimulus
muscle contraction. The higher the intensity or stronger the prestimulus contraction,
the higher is the MEP amplitude with smaller variability [157]. However, as the
stimulation intensity increases, the MEP latency decreases [300]. The change in
amplitude is believed to be a consequence of a greater number of activated motor
units due to stronger stimulus or of multiple activations of the same units. The
higher stimulation intensity might speed up the motor response also by either more
direct cell stimulation than through interneurons, or through fewer interneurons.
The intertrial variability in MEP amplitude is relatively large. It has been sug-
gested that this fluctuation in response size is caused by spontaneous physiological
oscillations in motoneuron excitability which occur within the corticospinal tract or
at the spinal cell level [157,195]. Due to this relatively high variation in amplitude, in
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clinical examinations the amplitude is normally used only to reveal any variability
between the left and right side.
4.4.2 Resting motor threshold
One of the key parameters in TMS studies is the resting motor threshold (rMT). It is
defined as the lowest stimulus intensity that evokes MEPs of > 50 µV in amplitude in
50% of the stimuli [44]. Since there are several factors that affect the MEP amplitude,
a procedure to define a reliable and repeatable rMT has been published [240]:
1. Localize the optimal stimulation site of the target muscle by extensively
mapping the frontoparietal region contralateral to the target muscle.
2. Define an optimal coil orientation by varying the coil orientation. The optimal
orientation evokes the largest amplitude MEPs with the shortest latency.
3. Starting from a subthreshold intensity, increase the stimulation intensity in
5% steps until a level which induces reliable MEPs in about 50% of 10− 20
consecutive stimuli is reached. The peak-to-peak amplitude of a reliable MEP
is around 100 µV. This intensity is the rMT.
In a revised protocol of rMT determination proposed by the International Federation
of Clinical Neurophysiology, the last step in rMT hunting was changed to start from
the suprathreshold intensity and then decrease it in 2% or 5% steps until 50% of MEP
induction can no longer be achieved in 10− 20 consecutive stimuli [243].
The rMT is usually expressed as a percentage of the maximum stimulus inten-
sity of the TMS device. This can vary considerably between manufacturers, thus
presenting very different rMTs [62]. Furthermore, the rMT is highly dependent on
the coil-to-cortex distance [130, 166], which needs to be taken into account especially
if an electrode cap has been used in the study. The cap increases the coil-to-
cortex distance, thus increasing the rMT when compared with stimulation without a
cap [148]. Therefore, a direct comparison of the rMT values between different studies
and TMS laboratories should be performed with caution. Instead of using the rMT
to assess the motor cortex excitability, the corresponding value of the electrical field,
EFMT, induced on the cortex by the magnetic stimulation should be used [62].
The rMT differs between different muscles. It is lower for the intrinsic hand
muscles than for proximal arm, lower limb and truncal muscles [45, 251]. The
differences in the strength of corticospinal projection between these muscles is likely
the reason for this.
The between-subject variability in rMT is relatively high even in a healthy
population but within-subject there is no difference between hemispheres [49, 251].
The rMT has been shown to increase linearly with age in healthy subjects [221],
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although a decrease in rMT in elderly subjects (>60 years of age) has been observed
as well [251]. The cortical excitability in terms of rMT is altered in diseases such
as vascular dementia [226] and Parkinson’s disease [216]. In Alzheimer’s disease,
several studies have described increased motor cortex excitability, compared with
controls [3, 63, 80, 225].
4.4.3 Motor area mapping
Motor area mapping is used to identify the representation areas of the muscles of
interest on the primary motor cortex relying on measuring the MEPs on the target
muscle. The accuracy of TMS mapping is sufficient in locating the representation
areas of separate muscles even without neuronavigation techniques [308]. Fur-
thermore, the cortical representation area defined using the center-of-gravity (CoG)
technique has shown to be repeatable in healthy subjects [298]. In the CoG technique,
a MEP amplitude weighted average of the stimulus locations is calculated, thus better
taking into account the variability in MEP responses. The TMS mapping of hand
muscles has been shown to correlate well with PET results of the index finger flexion
task [51] and fMRI results of the hand clenching task [30, 132, 169].
With the aid of a neuronavigational system, the mapping is more precise and the
stimuli can be targeted into the correct brain area based on individual anatomy [147,
175]. Thus, nTMS also makes it possible to study also non-primary functional areas
[287]. Brain mapping with nTMS has been used especially in presurgical planning.
In the first studies nTMS was used to localize the central sulcus by mapping the
representation area of hand and tongue muscles [167]. The cortical map produced
by nTMS was further compared with the results of direct electrical stimulation and
they were found to correlate well. The use of nTMS mapping has become more and
more common in preoperative planning as a reliable method for localizing cortical
functions [168, 231, 252].
TMS brain mapping has also been utilized in studies of brain plasticity. The
cortical motor maps were discovered to have been changed in patients with cortical
and subcortical lesions [36, 293] indicating that the human brain is highly capable
of reorganizing its function if required. Moreover, similar reorganization has been
reported after limb amputation [264] or intensive motor training [158, 183].
4.4.4 Other applications
Motor areas are not the only areas studied with TMS. Early investigations discovered
that stimulation of the occipital cortex produced visual sensations, phosphenes, or
interfered with visual perception [152, 154]. TMS has been used to localize areas
related to language processing either by inhibiting [83] or facilitating language
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functions. Complete speech arrest has been obtained by stimulating above the
inferior frontal cortex or facial motor area [74]. However, it seems that obtaining
true aphasia is rare, since in most cases the arrest is due to motor facilitation [73].
Lateralization of language functions using TMS requires extensive further research.
Repetitive TMS (rTMS) has been used in therapy. It has been shown to relieve
chronic pain when given in specific frequency [155, 176] and possibly to alleviate
tinnitus by modulating the excitability of neurons in the auditory cortex [188].
Furthermore, by properly varying the frequency of rTMS on the left and right frontal
cortex, it has shown to be promising in treating depression [87, 262] or other mental
illnesses such as schizophrenia [201] or obsessive-compulsive disorders [5], although
determining the long-term effects requires further studies.
4.5 SAFETY
Transcranial magnetic stimulation is a non-invasive method of studying the human
nervous system. Single-pulse TMS is considered safe and can be applied to even
small children. However, high frequency, high intensity repetitive TMS can elicit
epileptiform seizures in patients with epilepsy [52] or other neurological disorders,
and even in healthy subjects [286]. Since the number of TMS studies has increased
yearly for the past 20 years, the TMS community has published safety guidelines for
the use of TMS in clinical practice and research [307]. Recently, the guidelines have
been updated to account for new rTMS protocols [239].
The contraindicators for TMS are electronic devices or ferromagnetic objects
inside the body, especially in the head [239]. The induced magnetic field might
damage the electronic devices and induce mechanical forces to move or twirl the
ferromagnetic objects. Heating of the metallic objects is another threat to be taken
into account. Individuals with cochlear implants should not receive TMS. Other
central or peripheral nervous system stimulators such as cardiac pacemakers, vagus
nerve stimulators and spinal cord stimulators are not as critical as long as the TMS
coil is not in close proximity to the internal pulse generator of the stimulator.
A TMS coil produces a loud acoustic noise when it is discharged. Since the
coil is placed on the skull near the ears, damage to hearing is possible although no
permanent hearing loss has been reported due to single pulse TMS studies. However,
prolonged daily exposure to TMS noise might increase the auditory threshold for
high frequencies [187]. Therefore, hearing protection for both the subjects and the
TMS laboratory personnel is recommended.
Possible side effects of TMS are transient headache, toothache, local muscle pain
in the neck, shoulder or back, and general discomfort. The amount of pain or
discomfort depends on the stimulation location. Especially near frontal areas the
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TMS can stimulate directly the facial muscles, which causes an unpleasant sensation
or even pain. Since headache and pain in the neck or shoulders have been reported
even after sham TMS, TMS per se is not likely to be the only cause of these [194].
The static posture required during the TMS session is probably responsible for part
of the experienced symptoms.
Induction of epileptic seizures is the most severe side effect of high frequency
rTMS although the risk of seizures is very low considering the high number of
subjects that have undergone rTMS and the small number of seizures that have
occurred [239]. Several cases of accidental seizures have been reported to date,
though most were in the early days prior to any safety limits. Detailed safety limits
of stimulus intensity, inter-trial interval or frequency and rTMS train duration are
given in [239]. In general, single pulse TMS delivered approximately at 5 s inter-trial
interval is considered safe. Furthermore, repetitive TMS is safe with 1 Hz frequency
for less than 270 s at intensity of 100 % of rMT. The higher the stimulation frequency
and intensity and the longer the train duration, the higher is the risk for adverse
effects.
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5 Aims
The main goal of this research was to develop non-invasive and robust methods to
map and study the function of critical brain areas related to primary motor functions
and speech and language.
The specific aims of this research are:
for motor function
to study the variation in the location of brain motor function in a healthy
population using navigated TMS
to assess the correlation of motor cortex function and structure by study-
ing motor cortex excitability and its relation to cortical thickness in
dementia patients and healthy controls
for speech and language areas
to develop an fMRI test battery suitable for defining language laterality
for Finnish patients undergoing resective brain surgery
for functional connectivity of brain areas
to develop a method for analyzing single-trial connectivity between
cortical areas
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6 Materials and Methods
In this chapter, the subjects, MRI and TMSmethods, and analyses used in the original
articles are presented. In all the studies, written informed consent was obtained from
the participants in accordance with the Declaration of Helsinki, and the studies were
approved by the Ethical Committee of the hospital district of Northern Savo.
6.1 SUBJECTS
Detailed subject demographics of all the studies are presented in Table 6.1.
In Study I, 59 (31 females) healthy right-handed volunteers were examined. The
subjects were recruited from hospital and university staff, the student body, and the
local community. None of the subjects had any central nervous system diseases or
psychiatric illnesses, nor were any of them on any medication affecting the central
nervous system. The subjects did not have any contraindications for MRI or TMS.
The age of the subjects varied from 22 to 79, evenly distributed, with approximately
10 subjects per age decade. The handedness of the subjects was determined with the
Waterloo Handedness Questionnaire.
In Study II, the subject population consisted of three groups: patients diagnosed
with Alzheimer’s disease (AD), or with mild cognitive impairment (MCI) and age-
matched healthy controls. Originally 17 patients with AD and 21 patients with MCI
were recruited from population-based databases along with 22 healthy controls.
However, two of the AD patients, three of the MCI patients and one control were
later excluded from the study because of poor MRI quality, thus resulting in 15
AD patients, 18 MCI patients and 21 controls. The age distribution did not differ
between the groups. The AD patients were diagnosed using the NINCDS-ADRDA
criteria [205] including an evaluation of medical history, physical and neurological
examinations performed by a physician, and a detailed neuropsychological evalua-
tion. The MCI patients were diagnosed using the original criteria of the Mayo Clinic
Alzheimer’s Disease Research Center: 1) memory complaint by patient, family, or
physician; 2) normal activities of daily living; 3) normal global cognitive function;
4) objective impairment in memory or in one other area of cognitive function as
evident by scores > 1.5 S.D. below the age appropriate mean; 5) clinical dementia
rating (CDR) score of 0.5; and 6) absence of dementia [227,274]. Controls showed no
impairment in detailed neuropsychological evaluation, and their MR images were
assessed to be normal by an experienced neuroradiologist.
Study III involved 20 healthy subjects (11 females, mean age 36 years). Subjects
were recruited from the family members of the epilepsy patients and from the
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Table 6.1: Subject demographics. For the parameters Age and MMSE, the group mean and standard
deviation are presented.
Group N Age Handedness MMSE∗
(females/males) (years) (right/left/ambidextr.)
Study I
Controls 59 ( 31/28 ) 48.7± 16.7 59 / - / -
Study II
AD 15 ( 5/10 ) 73.7± 7.5 14 / 1 / - 18.9± 4.1
MCI 18 ( 9/9 ) 71.6± 8.0 18 / - / - 23.7± 2.7
Controls 21 (10/11) 71.9± 5.9 19 / 1 / 1 28.4± 1.4
Study III
Controls 20 ( 11/9 ) 36.2± 12.5 16 / 2 / 2
Study IV
Controls 5 ( 3/2 ) 29.6± 4.0 5 / - / -
∗ Significant difference among groups (Kruskall-Wallis), p < 0.001 (Study II)
and between groups in all pair-wise comparisons (Mann-Whitney), p < 0.001 (Study II)
university and hospital staff. The subjects underwent a short neuropsychological
evaluation for basic language skills as well as handedness determination. According
to the Edinburgh Handedness Inventory, most of the subjects were right-handed (N
= 16), two were left-handed and two ambidextrous.
In Study IV, five healthy right-handed volunteers (three females) were recruited
from the university and hospital staff. The mean age of the participants was 29.6
years. All subjects had either normal vision or they wore contact lenses during the
fMRI. None of the subjects was color blind.
6.2 MRI ACQUISITION (STUDIES I-IV)
All MR images were acquired using the 1.5 T MRI scanner (Siemens Magnetom
Avanto, Siemens AG, Germany) at the Department of Clinical Radiology, Kuopio
University Hospital.
In Study I, magnetic resonance imaging was performed using an 8-channel head
coil and a 3D MPRAGE (magnetization-prepared rapid acquisition gradient echo)
T1-weighted sequence (TR 1980 ms, TE 3.93 ms, TI 1100 ms, echo train length 1,
flip angle 15◦, matrix 256× 256, 176 sagittal slices, slice thickness 1.0 mm, in-slice
70 Dissertations in Forestry and Natural Sciences No 61
Materials and Methods
resolution of 1.0× 1.0 mm). The MR images were used in the nTMS to provide the
structural information required in the navigation.
In Study II, a T1-weighted structural MR image was acquired for all subjects to
be used both in the cortical thickness analysis and navigated TMS session. The MRI
was acquired with the 3D MPRAGE sequence using the following parameters for
most of the subjects (N=51): TR 2400 ms, TE 3.5 ms, TI 1000 ms, echo train length 1,
flip angle 8◦, 160 sagittal slices, voxel size 1.2× 1.2× 1.2 mm. However, for economic
efficiency, subjects’ earlier 3D MPRAGE images were used if they were available,
recent, and were scanned with satisfactorily good spatial resolution. Earlier scans
were used for two controls (first set: TR 1980 ms, TE 3.93 ms, TI 1100 ms, echo train
length 1, flip angle 15◦, 176 sagittal slices, voxel size 1× 1× 1 mm, second set: TR 9.7
ms, TE 4 ms, TI 300 ms, echo train length 1, flip angle 12◦, 128 coronal slices, voxel
size 1× 2× 1 mm), and for one MCI subject (TR 1900 ms, TE 2.94 ms, TI 1100 ms,
echo train length 1, flip angle 15◦, 160 coronal slices, voxel size 0.5× 1.5× 0.5 mm).
The average time between the MRI scanning and the TMS procedure was 2.4 ± 4.0
months.
In Study III, a 3D MPRAGE T1-weighted image was acquired for anatomical
reference prior to the functional imaging with the following parameters: TR 1980
ms, TE 3.09 ms, TI 1100 ms, echo train length 1, flip angle 15◦, matrix 256× 256,
176 contiguous sagittal slices with isotropic 1 mm3 voxels. All functional images
consisted of 36 contiguous slices with a voxel size of 3× 3× 3 mm acquired parallel
to the anterior and posterior commissura (AC-PC) plane with a gradient-echo EPI
sequence (TE 50 ms, flip angle 90◦, matrix 64× 64). The TR varied between the tasks
depending on the paradigm between 3.07 and 3.54 s.
In Study IV, all datasets were imaged using gradient-echo EPI sequence (TE
50 ms, flip angle 90◦, matrix 64× 64) and covered only visual and motor cortices.
Functional volumes comprised 16 slices (resolution of 3× 3 × 3 mm). The partial
coverage of the brain allowed the TR to be shortened to 1440 ms while maintaining
a relatively good spatial resolution. Furthermore, an anatomical T1-weighted 3D
MPRAGE image consisting of 180 sagittal slices with a resolution of 1× 1× 1 mm
covering the whole head was acquired for all subjects for anatomical reference.
6.3 TMS (STUDIES I AND II)
In studies I and II, the TMS setup consisted of an eXimia navigation system
combined with a magnetic stimulator and figure-of-eight TMS coils with a mean
wing radius of 50 mm (eXimia NBS System and TMS stimulator, Nexstim Ltd.,
Helsinki, Finland). The system included both a biphasic pulse type coil and
monophasic pulse type coil. In Study I, both of these pulse types were used, whereas
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Study II utilized only the coil with biphasic pulse type.
During stimulation, electromyogram (EMG) was recorded and monitored con-
tinuously on-line (ME 6000, Mega Electronics Ltd., Kuopio, Finland). EMG was
measured using pregelled disposable Ag/AgCl electrodes. In Study I, the active
electrode was attached to the skin overlying the thenar musculature (abductor
pollicis brevis) with the reference electrode on the first metacarpophalangeal joint
when examining the hand motor area. On the lower limb, the active electrode was
placed on the anterior tibial muscle, with the reference electrode on the tibial bone
approximately 10 cm distally. In Study II, only the hand motor area was studied,
with similar electrode placing as in Study I with the thenar musculature. The EMG
signals were filtered to the 8 − 500 Hz band, amplified, displayed and stored for
off-line analysis. The TMS system delivered triggering pulses that synchronized the
TMS and EMG systems.
To locate the optimal stimulation site for each inspected muscle, the anatomically
defined somatotopic representation area for each one (i.e. for thenar musculature
the “hand knob” [319], and for the anterior tibial muscle the motor area folding
into the medial longitudinal fissure) was extensively stimulated. To ensure the
relaxation of the muscle, the background EMG activity was visually monitored
during mapping and the stimulations were given only when the examined muscle
was relaxed. During stimulation, the coil was kept tangential to the surface of the
head. The mapping stimulation intensity was adjusted individually so that MEPs of
around 200-300 µV were elicited. The mapping was continued in each direction from
the anatomically defined target location as long as MEPs were elicited in the target
muscle. The mapping procedure is illustrated in Figure 6.1 (A) and (B) for thenar
muscle.
The location where TMS evoked the largest MEP was defined as the optimal
stimulation site for the muscle. In Study I, the depth of the optimal stimulation site
was chosen for each subject similarly based on the individual anatomy to be the
outermost surface where gray and white matter are distinguishable. This depth is
a compromise between the electrical field strength and the amount of axonal bends.
The localization of the optimal stimulation site was separately performed with both
bi- and monophasic pulse forms for the thenar muscle, and with the biphasic pulse
form for the anterior tibial muscle, thus resulting in six mapped stimulation locations
for each subject. The optimal stimulation site using the monophasic pulse form
for the anterior tibial muscle was not defined, because in most of the subjects the
maximum stimulator output of the TMS system was insufficient to evoke EMG
responses with the monophasic pulse form.
In Study II, the resting motor threshold was determined at the optimal stimula-
tion site for the thenar musculature. The corresponding electric field value EFMT at
the surface between WM and GM was taken into statistical analysis (Figure 6.1 C).
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Figure 6.1: TMS procedure. (A)Mapping of the optimal stimulation site for the thenar muscle. Orange
dots represent the maximums of the induced electric field for different stimuli. (B) The estimated electric
field on the rendered surface. The coil location and orientation are shown as yellow brick with blue and
red arrows showing the field direction. (C) Cross-sectional slices of the optimal stimulation site at the
boundary of gray and white matter. The navigation software shows the corresponding electric field value
at the crosshair in the figure.
6.4 FUNCTIONAL MRI TASKS (STUDIES III AND IV)
In Study III, five different fMRI tasks were chosen so that all the brain regions
generally thought to be specialized in different aspects of language processes, i.e.
reading, listening, and generation of speech, would be activated as widely as
possible. Three of the tasks used visual stimuli while the remaining two had auditory
stimuli, in order to have suitable language tasks also for patients with either poor
eyesight or hearing problems. A conventional block paradigm, in which the control
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and the active condition alternated, was used in all tasks.
The first task was the word generation (WGEN) task [60, 64, 91, 109]. The active
condition of the task was to covertly generate different words starting with a visually
presented letter. In the control condition the subjects were shown a fixation cross and
were instructed to perform a simple finger tapping task with the right and left index
fingers. The motor task was included to prevent the subjects from generating words
during the control condition. Each block lasted for 30 seconds and the total task
duration was 5 minutes.
In the second task, the letter task (LET) [312, 313], line drawings were presented
in the active condition and the task was to covertly name the object and to press one
of two buttons depending on whether the name of the object contained a phoneme [i]
or not. The control condition consisted of abstract line drawings with smaller images
that either were (press the ’yes’ button) or were not (press the ’no’ button) a part of a
bigger image. Each block consisted of 6 pictures or puzzles and lasted for 10 scans.
The total duration of the task was 7 minutes.
The last task with visual stimuli was the responsive naming (RNAM) task
[108, 110, 232]. The active condition of the task consisted of written descriptions
of common nouns such as “a long yellow fruit”. The subjects were instructed to
read the description and to covertly name it (“a banana”). The control condition
was to look at varying rows of hashes (###### ##) presented in the same font size as
the descriptions in the active condition. Each block consisted of 10 descriptions or
symbol rows and lasted for 14 scans. The total duration of the task was 10.5 minutes.
The first task with auditory stimuli was the sentence comprehension (SCOMP)
task [41, 55, 260]. In the active condition, short spoken sentences, either semantically
true or untrue, were played to the subjects through headphones. The task was
to decide whether the sentence was true or not and to press one of two buttons
accordingly. All sentences were grammatically correct and they contained either two
or three words. The control condition consisted of short series of tones and the
subjects were instructed to press the ’yes’ button if there were two high pitch tones
in the series and the ’no’ button if there were none or only one high pitch tone.
Each block consisted of 8 sentences or tone series and lasted for 13 scans. The total
duration of the task was 8.5 minutes.
The last task, the word pair (WP) task, was based on a task typically used in
neuropsychological testing. To our knowledge, the WP task has not been previously
used in fMRI studies. In the active condition of the WP task, the subjects heard
pairs of nouns and their task was to covertly name the category to which both of the
nouns belonged to (for example, “a ring” and “a bracelet” would both belong to the
category of “jewelry”). In the control condition the subjects heard pairs of tones and
indicated by pressing a button whether the last tone was higher than the first one.
Each block consisted of 8 pairs of words or tones and lasted for 13 scans. The total
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duration of the task was 7 minutes.
In all tasks, the first and the last block was always a control condition block and
there were either four (WGEN, WP) or five (LET, RNAM, SCOMP) active condition
blocks in between.
The fMRI paradigm used in Study IV was designed to contain hypothesized
functional connectivity between visual and motor cortices. The task was a simple
motor Go/NoGo task in which the subjects were instructed to press a button with
their right index finger as soon as they saw a green square. The stimuli consisted of
70 green (“Go”) and 70 red (“No Go”) squares each being visible for 500 ms. The
interstimulus interval was randomized to vary between 14 s and 20 s to ensure that
the BOLD responses did not overlap. The order of squares was randomized for each
subject. Total scanning time varied from 44 minutes with 1885 fMRI volumes to 48
minutes with 1920 fMRI volumes.
The performance of the subjects during the scanning was monitored continuously
and the reaction time for the button presses were recorded for off-line analysis. If
the subject did not press the button for green squares, he/she was motivated with
an auditory command. One subject missed three target events in the middle of
the scanning. Afterwards, the subject reported that he had felt a bit drowsy at the
beginning of the study but had not noticed the misses of the target events. After the
motivation call, he did not miss any more target events.
The Presentation software package (Neurobehavioral Systems, Inc., USA) was
used for stimulus delivery in both studies. The visual stimuli were projected onto a
transparent screen and the subjects looked at the screen via a mirror attached to the
head coil. Auditory stimuli were delivered to the subjects through MRI-compatible
headphones (NordicNeuroLab AS, Bergen, Norway). Responses were recorded using
an MRI-compatible response interface (NordicNeuroLab AS).
6.5 DATA ANALYSES
6.5.1 Image analysis (Study I)
The navigation software expresses the location of the maximum of the TMS-induced
electric field in the chosen surface in MRI coordinates. To enable group comparison
of these sites, the individual MR images as well as the coordinates of the optimal
stimulation sites need to be spatially normalized to standard space. The MR images
were normalized using the Montreal Neurological Institute ICBM152 template in the
SPM5 software (The Wellcome Department of Imaging Neuroscience, Institute of
Neurology, University College London, UK, www.fil.ion.ucl.ac.uk/spm/) running
on Matlab R2007a (The Mathworks Inc., Natick, MA, USA). The images were first
manually aligned to the AC-PC plane in SPM5 to provide the best possible starting
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estimates for the normalization procedure. The normalized images were resampled
into 2 × 2 × 2 mm voxel size. The location of the optimal stimulation sites in the
standard space can be determined using the deformation field calculated from each
subject’s inverse normalization parameterization. To determine the normal variation
of the optimal stimulation sites, ellipsoids of the 95% confidence interval were fitted
to the clusters of the normalized individual sites by estimating the lengths and
directions of the ellipsoid main axis based on a chi-square distribution using Matlab.
6.5.2 Cortical thickness analysis (Study II)
The cortical thickness was determined using the CIVET pipelining method developed
at the McConnell Brain Imaging Centre, Montreal Neurological Institute, McGill
University, Montreal, Canada, as described in Section 2.4.2. The MR images were
first registered to the standard ICBM152 template, intensity non-uniformities were
corrected using the N3 algorithm, and the final brain mask was created. The brain
was segmented into GM, WM and CSF with the INSECT algorithm and the surfaces
between the WM and GM as well as between GM and CSF were estimated using the
CLASP algorithm. The cortical thickness was determined between these two surfaces
utilizing the t-link metric. Finally, the cortical thickness maps were smoothed with
a 20 mm FWHM kernel to increase the SNR of the maps. All brain masks and
estimated surfaces were visually inspected to ensure that the automatic procedure
had not failed.
6.5.3 fMRI analyses (Studies III and IV)
Functional MRI data in both studies were analyzed with the SPM software package.
In Study III, the version was SPM5 running under Matlab R2007a, whereas in Study
IV version SPM8 running under Matlab R2010a was used.
In Study III, preprocessing of the images included motion correction, correction
of the acquiring time difference between slices, normalization to the standard
ICBM152 space, and spatial smoothing with a Gaussian kernel of 6 mm FWHM.
The standard fMRI analyses were performed on a voxel-by-voxel basis using the
GLM framework. Preprocessed data of all language tasks were entered into the
same design as separate sessions to enable the different combination analyses.
Nine statistical analyses were performed for each subject, all comparing the active
condition and the control condition with a t test: one analysis for each language task
separately, a combination analysis of the visual tasks and of the auditory tasks, and
a combination analysis of all the tasks. Finally, based on the results of the single
task analyses, an additional combination analysis of the tasks WGEN, RNAM and
SCOMP was performed.
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In Study IV, the same preprocessing steps were performed as in Study III except
the data were not normalized to the standard space. The results of the augmented
PCA (aPCA) analysis was compared with two additional fMRI analyses: traditional
SPM analysis to locate the optimal seed area and to confirm the location of the motor
area, and regression PCA (rPCA) to validate the task-level connectivity results.
In traditional SPM8 analysis, both the red and green squares were modeled
using the hemodynamic response function and its time and dispersion derivatives
implemented in SPM8. The motion correction parameters were entered into the
model as nuisance regressors. The data and the design matrix were high-pass
filtered with a cutoff frequency of 1/128 Hz, and the serial correlations due to aliased
respiratory and gardiac rhythms and unmodeled neuronal activity were accounted
for using an autoregressive AR(1) model during the parameter estimation. The active
areas for the target stimuli were located either using an F test of the hemodynamic
response function and both its derivatives or a corresponding t test (green squares
> red squares) depending on which one produced stronger activation on the visual
cortex. There was a large variation in the overall activation level between subjects.
Consequently, a fixed statistical test would not have provided the best possible result
of the location of the visual cortex for all the subjects. The voxels with at least 85 %
of the maximum statistical value on the visual cortex for the visual stimuli (both red
and green squares) were chosen as the seed area for each subject. The mean volume
of the seed area was 84 voxels (2.3 cm3).
The task-level aPCA connectivity results were evaluated using the rPCA method
[321]. In the rPCA method, the design matrix for the GLM analysis contained ten
basis vectors: the first eigenvector calculated from the mean seed area time series, a
linear trend, six motion correction parameters provided by SPM8, a constant, and a
global signal obtained by averaging the time series of all the voxels within the brain.
The areas with functional connectivity were estimated using the GLM framework
with a t test of the first eigenvector with an FDR-corrected statistical threshold of
p < 0.05.
6.5.4 Augmented PCA (Study IV)
Augmented PCA is a modification to the PCA method enabling the examination
of variation in functional connectivity between single trials, and thus assessing
the possible changes in connectivity over time. The main differences between the
augmented PCA method and the original method are the forming of the data matrix
and the use of more than one principal component in estimating the functional
connectivity. The rest of this section presents the augmented PCA method.
Suppose that N denotes the number of data points in the BOLD response for
single stimuli, and that there are M single stimuli. Let us denote the mth BOLD
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response in the seed area s (averaged over the seed area voxels) as a column vector
zm,s = [zm,s(1), . . . , zm,s(N)]
T . For each brain voxel i an augmented 2N × M data
matrix is then formed as
Zi =

 z1,s · · · zM,s
z1,i · · · zM,i

 =

 Zseed
Zvoxel i

 . (6.1)
Each column contains the averaged seed area response to single trial concatenated
with the corresponding response of the ith voxel. To calculate the principal compo-
nents of all brain voxels, these single voxel data matrices are further combined into
a whole brain data matrix Z of size 2N × KM:
Z =

 Zseed · · · Zseed
Zvoxel 1 · · · Zvoxel K

 (6.2)
where K is the number of voxels. The upper part, which contains the seed area
responses, is the same for each voxel.
The correlation matrix of the BOLD response measurements Z can be estimated
as
RZ =
1
M
ZZT (6.3)
from which the eigenvectors ui and the corresponding eigenvalues λi can be solved
using the eigendecomposition. The size of the correlation matrix RZ is 2N ×
2N irrespective of the number of trials or voxels in the analysis. The principal
components are solved using the Eq. (3.26). For creating the design matrix H , the p
most significant eigenvectors are entered as basis vectors so that ∑
p
i=1 λi ≥ Pσ, where
Pσ is a predefined percentage of the variance in the original BOLD time series that
is needed to be covered by the eigenvectors. Since the data matrix Z consists of the
BOLD responses of every voxel and for every trial, the resulting principal component
matrix θPC contains p principal components for every voxel and trial.
In the case of event-related responses, it can be stated that two areas or voxels
are functionally connected if (i) they are both activated after the stimulus, and
(ii) the latency differences in single-trial responses correspond with both areas or
voxels, i.e. if there is a delay in the response in the seed area, there is a similar
delay in the response in the functionally connected voxel. Therefore, defining
the functional connectivity requires two principal components: one that models
the overall activation and one that models the latency shift. To determine these
two principal components we must examine the corresponding eigenvectors. The
first eigenvector covers most of the variance in the data, hence usually resembles
the mean of the data. The variance caused by small time shifts between the
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responses is covered with an eigenvector resembling the first derivative of the mean.
Thus, the principal components needed for the functional connectivity analysis are
the principal component that corresponds to the eigenvector modeling the overall
activity θmain and the principal component that corresponds to the eigenvector
modeling the time shift θshift.
The functional connectivity can then be statistically tested using an F test with
equation (3.20) to see which voxels have a time series matching the seed area activity
and latency. The reduced model in the F test contains all the other principal
components, but not θmain and θshift. Comparing this with the full model, which
also contains the θmain and θshift, the intensity of the functional connectivity for each
trial and voxel can be assessed. Like the principal components, the F values can also
be presented as an image, an F map. Using this definition of the data matrix Z there
is an F map of functional connectivity for each single trial.
For the task-level functional connectivity map, a random effects analysis must be
used in which the population effect of several single trials is modeled by a two-level
linear Gaussian model presented in two equations [98]:
z = Hθ+ e (6.4)
and
θˆ = Xµ + v. (6.5)
Here the equation (6.4) refers to the first level model and the equation (6.5) to the
second level model. In defining the task-level functional connectivity, the principal
components θmain and θshift estimated on the first level for single trials are entered
into the second level model as input data for estimating the task-level connectivity.
For M trials and p principal components, the second level model in Eq. (6.5) becomes

θmain,1
...
θmain,M
θshift,1
...
θshift,M
...
θp,1
...
θp,M


=


1 0 · · · 0
...
...
...
1 0 · · · 0
0 1 · · · 0
...
...
...
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
...
...
...
0 0 · · · 1




µ1
µ2
...
µp

+


vmain,1
...
vmain,M
vshift,1
...
vshift,M
...
vp,1
...
vp,M


. (6.6)
In practice, the Eq. (6.6) calculates the average of the parameters θ over the trials.
However, presenting the second-level model in this way enables the use of the
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statistical tools as presented in section 6.5.5. The estimates of the parameters µi are
solved in the LS sense as in the first-level analysis and the task-level connectivity can
be statistically tested with an F test of µ1 and µ2. The multiple comparison problem
in whole brain connectivity mapping both in the first level and in the second level
can be treated with the FDR method (see section 3.4.4).
To summarize, the procedure of augmented PCA in event-related functional
connectivity studies is as follows:
1. First-level analysis for single trials:
(a) Form the data matrix Z with Eq. (6.2).
(b) Calculate the correlation matrix RZ and solve the eigenvectors ui and
corresponding eigenvalues λi.
(c) Create the design matrix H by using p most significant eigenvectors as
basis vectors and solve the principal components with Eq. (3.26).
(d) Choose the θmain and θshift.
(e) Perform the statistical testing of connectivity for each single trial with
θmain and θshift using the Eq. (3.20) and create an F map for each trial.
(f) The multiple comparison correction for each F map can be performed
using the FDR method (Sec. 3.4.4).
2. Second-level analysis for task-level functional connectivity:
(g) Form the second-level data matrix θ and design matrix X as in Eq. (6.6)
and estimate the second-level parameters µˆ.
(h) Perform the statistical testing of task-level connectivity with µ1 and µ2
using the Eq. (3.20) and create an F map.
(i) The multiple comparison correction for the F map of task-level connec-
tivity can be performed using the FDR method (Sec. 3.4.4).
6.5.5 Statistical Analyses (Studies I, II and III)
All statistical analyses were performed either using SPSS (versions 14.0 or 17.0, IBM
SPSS Statistics, IBM Corporation, Somers, NY, USA) or Matlab (The Mathworks Inc.).
In Study I, the centre of mass of the subjects’ normalized coordinates was
calculated for each stimulation site and pulse type. Furthermore, the Euclidean
distance and the distance in each Cartesian direction between the individual site
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and the centre of mass were calculated for each subject. The correlation of the
variance in the optimal stimulation site between age, head circumference, and
hand-knob coordinates was tested with Pearson correlation using SPSS 14.0. The
independent samples t test was used to test whether there was a gender difference in
optimal stimulation sites. Differences between hand-knob coordinates and optimal
stimulation site coordinates in both lateral-medial and anteroposterior direction were
tested with the paired samples t test.
In Study II, whole brain correlation analysis between the EFMT and the cortical
thickness was performed on the left hemisphere in all subjects using an ANCOVA
model with age, gender and skin-cortex distance at the motor area as nuisance values,
using an in-house written Matlab script. Both negative and positive correlations were
examined, but there were no positive correlations. The areas with significant negative
correlation (p < 0.05, FDR corrected, cluster minimum of 50 nodes) were further
entered into a region of interest (ROI) analysis in which the mean cortical thickness
in each ROI was calculated for each subject. Pearson correlation of the EFMT and
the mean ROI thickness within each group was calculated with SPSS 17.0 to provide
more detailed information on each ROI in the different study groups.
In Study III, a parameter called the laterality index (LI) was used to define the
hemispheric language dominance. The LI was calculated for three different ROIs:
1) the Broca ROI consisting of Brodmann’s area (BA) 44, BA45, and BA47; 2) the
Wernicke ROI consisting of BA21, BA22, BA37, BA39, and BA40; and 3) the combined
ROI including both the Broca ROI and the Wernicke ROI complemented with BA46,
Heschl gyrus and hippocampus. The ROIs were defined using the atlases in WFU
PickAtlas [197,198]. The LI was calculated as LI = [(L− R)/(L+ R)], where L and R
are the numbers of voxels surviving the statistical threshold in these ROIs on the left
and the right hemisphere, respectively. The threshold was defined for each subject
individually as 80% of the maximum T value of the combined ROI [47]. The language
dominance was defined based on the LIs with LI > 0.10 indicating left hemisphere
dominance, LI < −0.10 right hemisphere dominance, and−0.10 ≤ LI ≤ 0.10 bilateral
language dominance.
In order to select tests for the optimal task battery, we used the criteria proposed
by Binder et al. [24] according to which an optimal combination should cover different
aspects of language processing and detect the essential language areas robustly.
Furthermore, since our subjects were healthy volunteers, the optimal combination
should lateralize to the left hemisphere especially in the right-handed individuals.
For this purpose, the sums of the positive T values from the combined ROI of the
left and right hemispheres were calculated. These sums were further normalized to
the maximum of the sums over the subjects and tests to enable the cross-analysis
comparison, and group mean and standard deviations were calculated for each
analysis. Furthermore, the overall activation power of the tasks on the language-
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related areas was defined by adding the normalized sums of the left and right
hemispheres together. The normalized sums of the left hemisphere were then plotted
against the corresponding sums of the right hemisphere as scatter plots. To define
the variation in activation power and laterality, ellipses of radii of 2×SD were fitted
in the scatter plots. The standard deviation along the line-of-identity represents the
variation in total activation power (SDact) and the standard deviation perpendicular
to that represents the variation in laterality (SDlat).
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7.1 MOTOR AREAS (STUDIES I AND II)
7.1.1 Optimal stimulation site
For the majority of the subjects the optimal stimulation site for the thenar muscle
was found at the hand knob or in its near vicinity, whereas for the anterior tibial
muscle the optimal stimulation site was near to the longitudinal fissure on M1. The
variation in the normalized optimal stimulation sites is visualized in Fig. 7.1 with
95% confidence ellipsoids. The coordinates of the centers of mass of the normalized
optimal stimulation sites and the basis vectors of 95% confidence interval ellipsoids’
main axis, as well as the volumes of the ellipsoids are presented in Table 7.1 for
both coils and both muscles. The volumes of the confidence interval ellipsoids
illustrate the variance in the locations of the optimal stimulation sites across subjects.
Clearly, the optimal stimulation site for the anterior tibial muscle varies more
between subjects than that for the thenar muscle. It may be that the location of the
representation area of the anterior tibial muscle near the longitudinal fissure makes
it more difficult to activate, which increases the variance. The observed variance in
the optimal stimulation site did not correlate with age or head circumference.
7.1.2 Cortical excitability and thickness
The group averages of EFMT corresponding to each subject’s rMT are presented in
Table 7.2. There was no statistically significant difference between groups in the
EFMT, although AD subjects had a tendency to lower EFMT than MCI subjects and
controls.
Group analysis on all subjects’ pooled data of the negative correlation of EFMT
with cortical thickness is presented in Fig. 7.2 A. Significant negative correlation was
found on the primary motor and sensory cortex, in the precuneus and in the cuneus.
Negative correlation means that the thinner the cortex, the stronger the stimulation
intensity needed to produce MEPs. There were no significant positive correlations.
Based on the whole-hemisphere group correlation analysis, three ROIs were
found: a ROI on the primary motor and sensory cortex, a second ROI on the
precuneus and a third ROI on the cuneus. The ROIs are illustrated in Fig. 7.2 B.
The group mean thicknesses of each ROI are presented in Table 7.2. In all the ROIs,
the cortex was thinnest in the AD group. Furthermore, in pairwise group analysis,
the mean thicknesses of the ROI on the precuneus differed significantly between
AD subjects and controls as well as between AD subjects and MCIs (Mann-Whitney
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Figure 7.1: The normalized optimal stimulation sites and their corresponding 95 % confidence interval
ellipsoids using (a) biphasic pulse form for left and right thenar muscle (red and dark blue ellipsoids,
respectively) and left and right anterior tibial muscle (green and light blue ellipsoids, respectively), and
(b) monophasic pulse form for left and right thenar muscle (dark blue and red ellipsoids, respectively).
Figure 7.2: (A) Areas of significant negative correlation between cortical thickness and EFMT, (p <
0.05, FDR-corrected). (B) Corresponding regions of interest (cluster minimum of 200 nodes). ROI 1
includes areas on M1 and S1 (in blue), ROI 2 covers the precuneus (in red), and ROI 3 the cuneus (in
yellow).
test, p < 0.05). A similar difference was found in the ROI on the sensory-motor
cortex between AD subjects and controls. The thickness of the ROI on the cuneus
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Table 7.1: Detailed information on the 95 % confidence interval ellipsoids including the centers of mass
of optimal stimulation sites in MNI coordinates, the basis vectors of the ellipsoids’ main axis and the
corresponding ellipsoids’ volumes (V) in milliliters according to the pulse form and muscle.
Main axis’
Center of mass basis vectors
coordinates (mm) V (ml)
Biphasic pulse form,
Thenar muscle
Right hemisphere 40, -12, 57 4.0i+ 0.4j+ 4.5k 5.9
−3.0i− 13.0j+ 4.0k
12.2i− 6.0j− 10.2k
Left hemisphere -37, -16, 59 −3.5i− 0.1j+ 4.2k 5.4
11.1i+ 4.0j+ 9.3k
−3.4i+ 15.0j− 2.4k
Biphasic pulse form,
Tibial muscle
Right hemisphere 10, -24, 70 1.9i+ 0.1j+ 7.0k 9.1
14.8i+ 1.7j− 4.0k
−2.2i+ 19.3j+ 0.3k
Left hemisphere -8, -23, 70 −1.4i− 0.6j+ 7.7k 7.1
11.0i− 0.2j+ 2.0k
0.1i+ 19.1j+ 1.6k
Monophasic pulse form,
Thenar muscle
Right hemisphere 38, -12, 58 −3.9i− 0.6j− 4.2k 5.0
6.5i+ 8.6j− 7.2k
8.6i− 11.8j− 6.2k
Left hemisphere -36, -15, 59 −2.8i+ 0.1j+ 4.3k 5.2
9.4i− 2.5j+ 6.1k
4.1i+ 20.6j+ 2.1k
did not differ significantly between the groups. The mean cortical thickness of the
ROI differed significantly between all of the groups only on the precuneus (Kruskall-
Wallis test, p < 0.05). Whole-hemisphere differences in cortical thickness between
groups are presented in Fig. 7.3. As expected, the most extensive differences in
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Figure 7.3: Areas with significant (p < 0.05, FDR-corrected) differences in cortical thickness on the left
hemisphere between groups in pairwise comparisons.
Table 7.2: Electric field values EFMT (V/m) corresponding to the resting motor threshold and ROI
cortical thicknesses for each group. For each parameter, the group mean and standard deviation are
presented.
Cortical thickness (mm)
Group EFMT (V/m) M1/S1 Precuneus
† Cuneus
AD 89.9± 16.7 2.2± 0.3 2.9± 0.3 2.6± 0.3
MCI 93.9± 20.9 2.3± 0.4 3.2± 0.3∗ 2.7± 0.3
Controls 92.8± 17.2 2.4± 0.4∗ 3.2± 0.2∗ 2.8± 0.3
† Significant difference among groups, p < 0.05 (Kruskall-Wallis)
∗ Significantly different from AD, p < 0.05 (Mann-Whitney)
cortical thickness were between controls and ADs.
The negative correlations between EFMT and cortical thickness within the ROIs
were further examined for each group separately. In the sensory-motor cortex,
only MCI patients had significant negative correlation between EFMT and cortical
thickness (p = 0.002). In the precuneus, AD subjects had the most significant
correlation (p = 0.004) and MCIs showed significant correlation as well (p = 0.014).
In the cuneus, only the AD group showed significant correlation (p = 0.031). The
scatter plots of the correlation between cortical thickness and EFMT for each group
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Figure 7.4: Scatter plots of the relationships between EFMT and mean cortical thickness for AD patients
(left column), MCI patients (middle column) and controls (right column) for M1/S1 on the first row, for
the precuneus on the second row, and for the cuneus on the third row. The corresponding significance
of the correlation is presented in the top right corner of each plot.
are presented in Fig. 7.4.
7.2 SPEECH AND LANGUAGE AREAS (STUDY III)
The group-level results of each language task are presented in Fig. 7.5 using the
threshold of p < 0.05 (FDR-corrected). The scatter plots of the normalized sums of
T values and the corresponding fitted ellipses are visualized in Fig. 7.5. Moreover,
the sums of the T values as well as the standard deviations of the lateralization SDlat
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Figure 7.5: Group results of single tasks (a) WGEN, (b) RNAM, (c) SCOMP, (d) LET, and (e) WP
presented using the threshold of p < 0.05 (FDR-corrected). The scatter plots illustrate the left-right
hemisphere activations. The standard deviation ellipses visualize the group means (central point) and
variations in activation power (2×SD on major axis along the line-of-identity) and in lateralization
(2×SD on the other major axis, perpendicular to the line-of-identity). The non-right-handed subjects
are highlighted with blue dots. The red dot highlights a subject with highly variable laterality (subject
#14).
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Table 7.3: The distributions of the activations on the left and right hemispheres. The table presents the
group means of the normalized sums of T values for each analysis for left and right combination ROIs.
SDlat is the standard deviation of the lateralization, i.e. the smaller the SDlat, the more congruent is the
lateralization of the analysis within the group. SDact is the standard deviation of the total activation
power of the analyses.
Group mean of T-sums
left right both
Analysis ROI ROI ROIs SDlat SDact
WGEN 0.33 0.17 0.50 0.03 0.08
RNAM 0.54 0.23 0.77 0.07 0.09
SCOMP 0.40 0.21 0.61 0.05 0.07
LET 0.34 0.21 0.55 0.04 0.10
WP 0.36 0.19 0.55 0.05 0.17
All tasks 0.59 0.21 0.80 0.09 0.14
Visual tasks 0.32 0.21 0.53 0.06 0.11
Auditory tasks 0.45 0.21 0.66 0.07 0.12
WGEN, RNAM, SCOMP 0.52 0.20 0.72 0.06 0.08
and activation SDact are presented in Table 7.3.
When the tasks were examined separately, the RNAM and SCOMP produced
the strongest activations with the two highest sums of the positive T values. Since
they also had the two smallest variations in activation power they were selected for
the optimal task battery. The third selected task was the WGEN task, because it
had the smallest variation in the laterality. The LET and WP tasks produced weaker
activations with higher variation than the selected tasks and were excluded from the
optimal task battery.
In addition to the selected combination of WGEN, RNAM and SCOMP, combina-
tions of both only visual and only auditory tasks, as well as a combination of all five
tasks, were analyzed. Group results of the activated areas as well as the scatter plots
of activation variation in all combination analyses are presented in Fig. 7.6 and in
Table 7.3. Overall, there was more variability in activated areas between subjects
in auditory tasks than in visually presented tasks, which reduced the statistical
significance of the group-level results of the auditory tasks. At the group level, the
combination of WGEN, RNAM and SCOMP produced almost identical results as the
combination of all five tasks.
The overall fMRI activation level can vary considerably not only between subjects
but also within-subject between tasks, although this is not very common. Such an
intense within-subject variation is presented in Fig. 7.7. Naturally, this variation in
activation also affects the calculated laterality index. The LIs for each subject and
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Figure 7.6: Group results of combination analyses (a) All tasks, (b) visual tasks, (c) auditory tasks, and
(d) combination of WGEN, RNAM and SCOMP presented using the threshold of p < 0.05 (FDR-
corrected). The scatter plots illustrate the left-right hemisphere activations. The standard deviation
ellipses visualize the group means (central point) and variations in activation power (2×SD on major
axis along the line-of-identity) and in lateralization (2×SD on the other major axis, perpendicular to the
line-of-identity). The non-right-handed subjects are highlighted with blue dots. The red dot highlights
a subject with highly variable laterality (subject #14).
analysis calculated using the combination ROI are presented in Table 7.4. Since the
different tasks were chosen to activate different aspects of the language network,
the LIs also varied depending on the ROI. Table 7.5 presents the LIs calculated for
both the Broca and Wernicke ROIs for each subject and each analysis. Only 12
of the subjects (2 left-handed, 1 ambidextrous) were classified as left hemisphere
dominant, i.e. LI > 0.10, in all analyses and ROIs. For the rest of the subjects (N=8, 1
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Figure 7.7: An illustrative case of large variation in activations and language laterality between tasks
in a single subject (subject #14). The general activation level varied between the tasks too much to
use a single threshold for all tasks. Therefore, the threshold was set separately for each task by the
neuroradiologist based on the whole brain activation maps.
ambidextrous) the LI varied from clear left hemisphere dominant to bilateral to clear
right hemisphere dominant depending on the task, the analysis and the ROI.
The RNAM task produced clear left hemisphere dominance for 19 of 20 subjects,
whereas the largest deviation in language dominance between subjects was found in
the LET task. When the LI was calculated based on the Wernicke ROI only, 13 subjects
were classified as left hemisphere dominant in all analyses, whereas if the analysis
was done using the Broca ROI only, 15 subjects were left hemisphere dominant. Only
one subject had exactly the same LI (LI = 1.00) in all analyses and ROIs (subject #19).
7.3 FUNCTIONAL CONNECTIVITY (STUDY IV)
7.3.1 Single-trial connectivity
The functional connectivity maps for single events varied between the events. The
variation was especially high in subject 4 who missed three target events (#42, #43
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Table 7.4: The laterality indices for different analyses for all subjects calculated using the combination
ROI. The subjects are presented in descending order based on the sum of the LIs over the different
analyses. Left-handed and ambidextrous subjects are marked with L and A, respectively.
WGEN,
All Visual Audit. RNAM,
Subj. WGEN RNAM SCOMP LET WP tasks tasks tasks SCOMP
3 1 1 1 1 1 1 1 1 1
16 1 1 1 1 1 1 1 1 1
19A 1 1 1 1 1 1 1 1 1
5 1 1 0.94 1 1 1 1 1 1
2 1 1 1 1 1 0.71 1 1 1
4 1 1 0.90 0.81 1 1 1 1 1
18 1 1 1 0.84 0.86 1 1 1 1
11 1 1 1 0.57 1 1 1 1 1
13 1 1 0.45 1 1 1 1 1 1
20 1 1 1 0.40 1 1 1 1 1
17L 0.33 1 1 1 1 1 1 1 1
10 1 1 1 1 0.50 1 1 0.80 1
6 1 1 0.75 0.66 1 1 1 0.89 1
9L 1 1 1 0.29 1 1 1 1 1
12 1 1 0.33 1 1 1 1 0.78 1
15 1 1 0.31 1 -0.20 1 1 -0.25 1
8A 0.94 1 0.48 -0.29 -0.23 1 1 0.74 1
1 0.67 1 -0.75 0.12 0.39 1 1 0.44 1
7 0.05 1 0.65 0.69 0.26 0.70 0.57 -0.18 0.94
14 0.66 -0.16 -0.36 -1 1 -1 0.32 0.25 0.84
and #45) because of drowsiness, but did press the response button for event #44 in the
middle. An auditory motivation call was given to the subject after the miss of target
event #45. The variation in the single-trial functional connectivity maps around the
time of the misses is shown in Fig. 7.8. Interestingly, the last event before the misses,
event #41, shows the strongest and most widely spread functional connectivity in the
time series, whereas the connectivity for event #44, for which the subject did press
the button, is very faint. The drowsiness of the subject probably caused the large
variation in the reaction times for the button presses as well. Before the motivation
call the mean reaction time of the subject was 519± 113 ms, and after it 452± 60 ms.
There was substantial variation in the single-trial connectivity maps in other
subjects as well, although none of them missed any targets. An example of the
variation can be seen in Fig. 7.9, which shows single-trial connectivity maps for
three target events and three standard events. Sometimes the functional connectivity
was quite strong even though the subject did not accidentally press the button.
To examine the single-trial functional connectivity in more detail, the mean F
values of single-trial functional connectivity on the motor cortex ROI for each event
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and subject were obtained (Fig. 7.10). The F values for target events are presented
in green and those for standard events in red. Furthermore, the mean F value for
both target and standard events are presented with green and red horizontal lines,
respectively. In general, the connectivity was higher for the target events than for
the standard events on the motor cortex. However, there were some standard events
producing high connectivity even though the subjects did not accidentally press the
button for the standards.
7.3.2 Task-level connectivity
The task-level functional connectivity maps for the target events estimated with the
aPCA method showed functional connectivity between the left motor cortex and the
visual cortex in all subjects, as expected, although the connectivity survived the FDR
correction only in subject 1. In others the variation in single-trial connectivity may
have been too large for the task-level result to survive the FDR correction. However,
with a lowered threshold the task-level aPCA results were similar to the rPCA and
traditional SPM8 results.
In addition to the primary motor area connectivity, the task-level results showed
functional connectivity in the supplementary motor area (subjects 1 and 5), and left
and right premotor cortex (subject 5). The task-level functional connectivity results of
subject 1 for the target events are presented in Fig. 7.11. The traditional SPM8 results
and the rPCA results are visualized there for comparison. In subject 1 the aPCA
method shows the strongest functional connectivity on the anatomically defined
hand knob on the primary motor cortex. The rPCA and SPM8 showed similar results,
although there is strong connectivity or activation more posteriorly on the sensory
area as well.
The task-level functional connectivity maps for the standard events survived the
FDR-corrected threshold of p < 0.05 only for subject 1. The map is presented in
Fig. 7.12. However, there was no connectivity on the primary motor cortex, whereas
there was on the right precuneus and supplementary motor area as well as the left
premotor cortex (Brodmann’s area 8). For other subjects, there were no results even
with a low statistical threshold of p < 0.01 (uncorrected for multiple comparisons).
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Table 7.5: The laterality indices for different tasks for all subjects calculated using the Broca and
Wernicke ROIs. Left-handed and ambidextrous subjects are marked with L and A, respectively.
Broca ROI
WGEN,
All Visual Audit RNAM,
Subj. WGEN RNAM SCOMP LET WP tasks tasks tasks SCOMP
3 1 1 1 0.33 1 1 1 1 1
16 1 1 1 1 1 1 1 1 1
19A 1 1 1 1 1 1 1 1 1
5 1 1 0.67 1 1 1 1 1 1
2 1 1 1 0.95 1 1 1 1 1
4 1 1 1 1 1 1 1 1 1
18 1 1 1 1 0.64 1 1 1 1
11 1 1 1 1 1 1 1 1 1
13 1 1 1 1 1 1 1 1 1
20 0.95 1 1 1 1 1 0.92 1 1
17L 1 1 1 1 1 1 1 1 1
10 1 1 0.82 0.33 0.50 1 1 0.67 1
6 1 1 1 1 1 1 1 1 1
9L 1 1 1 1 0.80 1 1 1 1
12 1 1 1 1 1 1 1 1 1
15 1 1 1 1 1 1 1 1 1
8A 1 1 1 -1 -1 1 1 0.33 1
1 1 1 -0.59 -0.40 -0.24 0.90 1 -0.67 1
7 -0.14 0.13 0.78 1 1 0.81 0.14 1 0.44
14 1 1 1 -1 1 1 0.92 1 1
Wernicke ROI
WGEN,
All Visual Audit RNAM,
Subj. WGEN RNAM SCOMP LET WP tasks tasks tasks SCOMP
3 1 1 1 1 1 1 1 1 1
16 1 1 1 0.85 1 1 1 1 1
19A 1 1 1 1 1 1 1 1 1
5 -1 1 1 1 1 1 1 1 0.66
2 1 1 1 1 1 0.30 1 1 0.85
4 1 1 0.88 0.13 0.52 1 1 1 1
18 1 1 1 0.68 0.90 1 1 1 1
11 1 1 1 0.00 0.95 1 1 1 1
13 1 1 0.42 1 1 1 1 1 1
20 1 1 1 1 0.22 1 1 1 1
17L 0.23 1 1 1 1 1 1 1 1
101 1 1 1 -0.5 1 1 0.80 1
6 1 1 0.72 0.47 1 1 1 0.82 1
9L 1 1 1 0.27 1 1 1 1 1
12 1 1 0.33 0.92 1 1 1 0.63 1
15 1 1 0.44 1 -0.20 1 1 -0.25 1
8A 0.85 1 0.46 -0.30 -0.19 1 1 0.74 1
1 0.67 1 -0.75 0.07 0.39 1 1 0.42 1
7 0.36 1 0.65 0.46 0.26 0.64 0.79 -0.18 1
14 -1 -0.44 -0.36 -1 1 -1 -0.58 0.25 -0.02
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Figure 7.8: Single-trial connectivity maps for four target events of subject 4. Event #41 was the last
one the subject pressed the button for before the missed target events (#42, #43, #45). The subject did
press the button for event #44. The motivation call was given after event #45. The mean F value on the
motor cortex ROI for the illustrated events were #41: 78.9, #42: 16.6, #44: 1.1 and #50: 15.8.
Dissertations in Forestry and Natural Sciences No 61 95
Niskanen E.: Human brain mapping using structural and functional MRI and TMS
Figure 7.9: Single-trial connectivity maps for two target events (#32 and #41) and two standard events
(#4 and #68) of subject 2. All maps are presented with a threshold of p < 0.05 FDR-corrected. The
mean F value on the motor cortex ROI for the target events were 9.6 (#32) and 7.8 (#41), and for the
standard events 12.5 (#4) and 14.2 (#68).
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Figure 7.10: The mean F values of connectivity on the motor cortex ROI for each single trial and subject.
The green asterisks represent the target events and the red ones the standard events. The green and red
solid horizontal lines are the mean F value for target and standard events, respectively.
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Figure 7.11: Augmented PCA task-level results (in red), and SPM8 results of the target events (in
yellow) and traditional PCA results (in blue) for subject 1. All results are presented with an FDR-
corrected threshold (p < 0.05). The sagittal slices are from the left hemisphere.
Figure 7.12: Augmented PCA task-level functional connectivity results for standard events for subject
1. The results are presented with an FDR-corrected threshold (p < 0.05).
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8 Discussion
In this thesis, methodologies for studying critical brain functions using structural
MRI analysis, fMRI and TMS were studied. The purpose was to achieve method-
ologies that either were suitable for use in clinics as is, or would provide a different
perspective and additional information for research by combining different modali-
ties.
8.1 STUDYING THE MOTOR AREAS
In this thesis, motor areas were studied by combining navigated TMS with spatial
normalization of MR images (Study I) and with cortical thickness analysis (Study II).
In Study I, the optimal TMS sites and their normal variation for thenar and anterior
tibial muscles in a healthy population were defined by utilizing the standard spatial
normalization procedure of MR images. The normal variation between the subjects in
the optimal stimulation site was determined with 95 % confidence interval ellipsoid
volumes; the larger the volume, the greater the variation. Presumably, the observed
variation is a joint effect of methodological issues of both the TMS technique and the
normalization of the MR images to standard space, as well as individual variability
in motor cortex somatotopy.
In Study II, the advantages of combining structural information with functional
information were investigated by studying the relationship between the cortical
thickness and motor cortex excitability in patients with AD or MCI and in healthy
controls. In this thesis, the cortical excitability is described using the EFMT instead
of rMT, because the EFMT takes into account the individual coil-cortex distance [62],
a known factor affecting the rMT [130, 166]. A significant negative correlation was
found between the cortical thickness and EFMT on the sensorimotor cortex, on the
precuneus and on the cuneus, but this correlation was found to vary between the
groups. Thus, the neurodegenerative processes seem to proceed with different
dynamics in the structure and function of neuronal circuits in different brain areas
between the groups, which may, at least in part, reflect actual pathophysiological
alterations.
There are several methodological issues affecting the TMS results. Navigated
TMS allows the magnetic stimulus to be aimed to specific cortical area based on
the individual structural MR images. The accuracy in locating motor representation
areas is better and the stimulus locations in consecutive stimuli are more spatially
focused in navigated TMS than in traditional TMS [62]. The accuracy of the aiming
tool in the eXimia navigation software gives a precision of ±2.5 mm in consecutive
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stimuli to the same location [246]. The stimulation of the leg muscles, however, is
more difficult than that of the hand muscles, because the representation areas of the
leg muscles are located on the medial bank of the hemispheres where it is more
difficult to target the magnetic pulse as accurately as on the hand area. This may
explain partly the greater variation in the optimal stimulation sites for the anterior
tibial muscle than for the thenar muscle observed in Study I. The stimulation pulse
type affects the accuracy as well. In general, the monophasic pulse type has been
shown to be more accurate in motor cortex excitation than the biphasic pulse type [4],
which might explain the slightly smaller variation in the locations of the optimal
stimulation site for thenar muscle using the monophasic pulse type than biphasic
pulse type.
Due to the nature of the TMS technique in general, navigated TMS enables the
mapping of the cortex accurately only bidimensionally, i.e. in the anteroposterior
and lateral directions, but not in depth [129]. Therefore, the differences in the depth
direction were not within the scope of this study. The induced electric field reaches
the maximum at the surface of the brain and then attenuates as a function of distance
from the coil. The depth of penetration depends on anatomical factors as well as
coil geometry and stimulation intensity [242]. In Study I, the depth of the optimal
stimulation site was systematically defined similarly in each subject as the depth
where the gray and white matter first could be distinguished on the reconstructed
surface of the 3D-rendered MRI head. In Study II, the value of EFMT used in the
statistical analysis was determined at the surface between the white and gray matter.
The cortical thickness analysis performed for each subject enabled the determination
of this surface and thus the correct depth accurately. To study deeper structures
of the brain or more complex movement-related functions, other methods, such as
fMRI, should be used. It has been proposed that combining fMRI or PET with MEG
and navigated TMS could be a more optimal way to study brain plasticity [241].
In addition to the methodological factors, there are also individual factors
influencing the location of optimal stimulation sites and the determination of the
cortical excitability. Since their determination is based on the MEPs, the factors
affecting the MEP amplitude have an effect on the accuracy of the optimal stimulation
site and the rMT as well. In general, by increasing the intensity of the magnetic
stimulus, more corticospinal neurons are recruited because both the maximum of
the induced electrical field and the size of the directly influenced brain volume
increase [309]. This increases the MEP amplitude. Therefore, in order to produce
a measurable MEP a sufficient number of neurons must be excited, which was
demonstrated in Study II with the observed negative correlation between the cortical
thickness measurements and EFMT. A negative correlation means that the thinner
the cortex, the stronger the stimulation intensity needed to produce MEPs. Since a
thick cortex contains more neurons, a smaller area needs to be activated to stimulate
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the same amount of neurons, and thus a weaker stimulus intensity is sufficient to
elicit MEPs. Other individual factors influence the MEP amplitude as well. The level
of alertness during the measurement session [254] and the relaxation of the muscle
studied [20] have an effect on the MEP amplitude. Regardless of the aforementioned
factors, the reproducibility of the mapped location of the representation area of
muscles is commonly good from session to session, especially using navigated
system [62]. Furthermore, the accuracy of TMS has been established to be sufficient to
be used in longitudinal studies as well [79]. The procedure of the rMT determination
has been standardized [240, 243] to reduce the differences between subjects, sessions
and research groups. In this thesis, the rMT is defined in accordance with these
guidelines.
Although the spatial normalization is an essential step in comparing results
between subjects, it may contribute some additional variation in the results. In
particular, in the definition of the normal variation in the optimal stimulation sites
in Study I, the normalization procedure should be as reliable as possible and the
additional variation as small as possible. The precision of the spatial normalization
method in the SPM5 package has been reported to have a standard deviation of
about 1 mm in the medial temporal lobe [256]. To further study the accuracy of the
normalization method and the possible variation in the primary motor cortex, the
hand knob location was defined in normalized MR images for each subject. The
average standard deviation in the hand knob coordinates was 4.4 mm in our study
population. It should be noted, however, that the normalization procedure is not
the sole attributable factor in this variation, since the shape of the hand knob varies
between subjects as well [319]. Therefore, the standard deviation in the hand knob
coordinates does not present solely the effect of the normalization. For the purpose
of defining the normal variation in optimal stimulation sites, the possible variation
caused by the normalization can be considered as acceptable and the accuracy of the
normalization procedure as sufficient.
8.2 STUDYING THE LANGUAGE-RELATED AREAS
In Study III, an optimal combination of different language tasks for clinical use
was determined in accordance with previously published criteria [24]: the paradigm
should (i) lateralize to the left hemisphere in healthy right-handed adults, (ii) create
robust activation, (iii) be in accordance with the lateralization measured with other
techniques such as the Wada test, and (iv) produce activations in a particular target
area depending on the surgical target. A combination of three language tasks, i.e.
word generation, responsive naming and sentence comprehension, was selected to
form the optimal task battery. All the selected tasks produced relatively robust and
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strong activations, and the pattern of the activation lateralized to the left hemisphere
both in the right-handed subjects and in the total study population.
The main aim of Study III was to select a task battery that is suitable in
determining the language laterality and possibly replacing the invasive Wada test
in presurgical planning. A combination of several language tasks was chosen
because task batteries have been shown to produce more reliable results in language
lateralization than single tasks [108, 313]. Furthermore, the inclusion of both visual
and auditory tasks has been shown to produce LIs less open for interpretations [283].
Although the variation measured with SDlat and SDact in Study III was in general
slightly higher in the combination analyses than in single task analyses, the overall
activation power was also higher in the combination analyses, thus favoring the
utilization of combination analyses. However, it should be noted that when tasks
with relatively poor activation power (LET, WP) were included in the combined
analysis, the variability between subjects and within subjects increased. Therefore,
solely increasing the number of different tasks included in the task battery is not
recommended.
The laterality index is a commonly used variable in defining the language
laterality, and there are several ways to calculate it [268]. One key factor influencing
the LI is the chosen statistical threshold of the fMRI results [47, 249]. Since the
overall activation level varies considerably between subjects, all calculated LIs in
Study III were based on individually set thresholds defined as 80% of the maximum
T value within the combined ROI. This provides an unambiguous way to define the
threshold while taking into account the individual variation in overall activation level
and balancing the number of active voxels used in LI calculation between subjects,
thus enabling the comparison of different tasks and analysis methods.
The auditory tasks produced larger variation in activation than the visually
presented tasks. There are several possible reasons for this. Firstly, the variation
may result from the tasks’ control condition, which has been shown to have an effect
on the LI [138]. The control condition used in an fMRI task should be as similar as
possible to the active condition but with no language processing. However, the tones
used in the control conditions in this study were acoustically simpler than words.
Secondly, some subjects may have utilized verbal strategies in the control condition,
reducing the difference in activation in language-related areas. Thirdly, there might
have been slight misalignment of the atlas-based ROIs and the normalized anatomy.
To be able to use predefined ROIs, the individual data must be normalized to the
standard space. The normalization procedure does not always guarantee complete
alignment of every anatomical region. Therefore, the voxels actually belonging to the
primary auditory cortex may have been wrongly taken into calculation.
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8.3 FUNCTIONAL CONNECTIVITY
Study IV presented a novel method, augmented PCA, to study both single-trial
and task-level connectivity in event-related fMRI. The method was evaluated with
the fMRI data of five healthy volunteers performing a visual Go/NoGo task. Both
whole-head connectivity maps and ROI analysis on the primary motor cortex were
performed. The connectivity results of the aPCA method were further compared
with the results of the rPCA method and traditional SPM8 analysis.
The task-level functional connectivity maps for the target events estimated with
the aPCA method showed functional connectivity between the visual cortex and the
left motor cortex in all subjects, as expected, although the connectivity survived the
FDR-correction only in one subject. One explanation for the relatively low statistical
significance of the task-level connectivity maps of aPCA may be that aPCA takes into
account only the target events. In the paradigm used in Study IV there were only
70 target events presented in the course of 45 minutes. Thus the effective number of
acquired fMRI data points during the presentation of the target scans is relatively low
compared with the number of other data points. In such a case, even a small variation
between the single trials has a substantial effect on the statistical significance of
the second-level results. Another reason for the low statistical significance may
be the similarity of the brain activation in standard and target events. The only
difference between these two states is the color of the visually presented object
and the simple motor movement. The imagined hand movements can produce as
strong BOLD activation as executed movements on the same cortical areas [189]. The
anticipation of the target events might have been so strong that the subjects’ brain
reacted immediately they saw something different than the fixation cross. Therefore,
it may be that the difference in brain activation between the target and standard
events was simply not considerable enough to become visible.
The similarity of the activation produced by the target and standard events
could also explain the absence of SPM8 and rPCA results on the precentral gyrus.
Since these methods compare the activation between the targets and standards, the
constant preparedness on the motor cortex might prevent the activation related to
the button pressing from appearing. However, since the aPCA considers only the
responses to the target events, the connectivity pattern on the precentral gyrus can
be detected even with low statistical power. The strong anticipation of the target
events probably also produced the strong single-trial functional connectivity seen
for the standard events between the seed area and the motor ROI. In general, the
mean F value, representing the intensity of the functional connectivity, was higher
for the target events than for the standard events on the motor ROI. However, some
standard events produced relatively strong connectivities even though the subject did
not press the button. The variation in the strength of the standard event connectivity
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may be related to the amount of anticipation the subject was feeling at the moment.
The single-trial connectivity analysis makes it possible to study the differences
in connectivity caused by the changes in subjects’ alertness and attention. In Study
IV, the connectivity was relatively strong during drowsiness. Perhaps the simple
button pressing is an easier task for a wide awake brain than for a drowsy brain.
In general, it has been shown that easy, almost automatic, movements create weaker
activation on the motor cortex than complicated, more difficult, movements [314].
Unfortunately, the aPCA method cannot differentiate whether the variation in the
single-trial connectivity is due to differences in the actual connectivity pattern or to
variation in the BOLD response itself. Most likely the variation originates from both
of these sources. However, with the single-trial approach the variation in connectivity
over time and possible adaptation to the stimuli can be studied.
A limitation of the aPCA method is that it assumes that the responses do not
overlap each other, which prolongs the scanning time of the task and reduces the
activation power of the task-level functional connectivity. In order to get statistically
significant task-level connectivity results, several responses should be acquired,
which prolongs the scanning session even more and complicates the use of the
method with poorly co-operating subjects. However, when studying drowsiness,
adaptation or fatigue, a long scanning time should not be a problem. Many of the
methods used to study connectivity ignore the possible time shifts, although it has
been proposed that the time lagged signals should be included in the connectivity
measure [172]. The aPCA method introduced in this thesis takes into account both
the linear instantaneous information as well as possible time shifts.
8.4 FUTURE DIRECTIONS
Our next goal related to the motor representation areas is to compare the location
of the optimal TMS site for the thenar muscle in stroke patients with the normal
variation determined in Study I. There is an ongoing project at the Kuopio University
Hospital to assess the possible changes in motor representation areas after a stroke.
In the project, the aim is to measure ten recovered stroke patients with a lesion on the
primary motor cortex using motor fMRI and TMS. So far, three patients have been
measured.
As a continuation to Study II, the method combining cortical thickness with
functional information provided by TMS will be applied to other patient populations
as well. Furthermore, combining fMRI results with cortical thickness analysis
and/or with TMS parameters is another application worth investigating to gain more
information about different diseases.
The largest and inevitable limitation of Study III was that the laterality provided
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by the fMRI could not be validated using other techniques, such as the Wada test,
because the study used healthy volunteers. Therefore, we wanted to repeat the study
with patients selected for an operative treatment and undergoing the Wada testing.
So far, twelve patients with epilepsy have participated in the study. The patient data
provide the information required to compare the results of the LI with those of the
Wada test. As another continuation to the study, the fMRI results are used to guide
rTMS to study speech and language areas. The goal is to specify which brain areas
activated in fMRI are essential to language processing and which are contributory.
Our next project in studying the single-trial functional connectivity is to evaluate
the aPCA method with more subjects and with more slices to cover the frontal lobes
as well. The frontal areas are known to be responsible for the execution of the motor
commands, which should produce interesting differences in functional connectivity
patterns between the target and standard events. Furthermore, the aPCA method
should be tested with other paradigms and with different inter-stimulus intervals.
Dissertations in Forestry and Natural Sciences No 61 105
Niskanen E.: Human brain mapping using structural and functional MRI and TMS
106 Dissertations in Forestry and Natural Sciences No 61
9 Summary and Conclusions
In the present study, non-invasive and robust methods to map and study the
function of the brain areas related to primary motor functions as well as speech and
language were developed. In particular, the usefulness of combinations of different
modalities or approaches were assessed in developing new methodologies that either
are suitable for use in clinics or provide new tools for research.
The main findings of this thesis can be summarized as follows:
• Navigated TMS combined with MR image normalization can be used to define
normal variation in the location of brain motor function.
• The methodology for normalizing the optimal TMS sites presented in this
thesis could be used to study the location of functional representation areas
of muscles or other functionally active cortical areas, as well as any differences
in them caused by disease, learning or experience.
• A combination of navigated TMS and the cortical thickness analysis provides
detailed information on neurodegenerative diseases and their influence on
various cortical areas.
• A suitable fMRI task battery for defining language laterality for Finnish-
speaking subjects combines three different language tasks: word generation,
responsive naming and sentence comprehension.
• The language laterality index calculated using the fMRI results is highly
dependent on the language task used, and on whether the calculation is based
on a single task or on a combination of several tasks.
• Using the augmented PCA method it is possible to analyze single-trial con-
nectivity between cortical areas. The method produces reasonable task-level
connectivity maps and allows the examination of variability in single-trial
connectivity due to changes in subjects’ attention and/or alertness.
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Eini Niskanen
Human Brain Mapping Using 
Structural and Functional 
Magnetic Resonance Imaging 
and Transcranial Magnetic 
Stimulation
Modern brain research methods 
such as magnetic resonance imag-
ing (MRI) and transcranial magnetic 
stimulation (TMS) provide essential 
information of the structure and 
function of the human brain. In this 
thesis, analysis methods combining 
TMS and functional and structural 
MRI to study the brain areas related 
to motor functions and speech and 
language were developed. The find-
ings demonstrate the advantages of 
combining different methods and 
modalities in brain research.
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