I. INTRODUCTION

C
LUSTERING is the process of separating unlabeled objects into groups, where the members in each group have more similarity to each other than the members of other groups. Clustering is an important first step in data exploration and a primary approach for unsupervised learning. The K-means algorithm, which is also called the hard c-means (HCM) algorithm [1] , and its variant fuzzy c-means (FCM) are widely used clustering algorithms [2] .
One of the many difficulties with applying clustering algorithms is scalability. On large datasets, the length of time taken to cluster or partition the data can be prohibitive, taking so long that people will only cluster subsets. There are a number of FCM variants that accelerate the performance of FCM with varying degrees of tradeoff between the speed and quality. This paper introduces two new accelerated fuzzy clustering algorithms, geometric progressive fuzzy c-means (GOFCM) and minimum sample estimate random fuzzy c-means (MSERFCM). GOFCM has elements similar to single-pass fuzzy c-means (SPFCM) [3] and progressive sampling [4] . MSERFCM has elements similar to random sampling plus extension fuzzy c-means (rseFCM) [5] , [6] and partition simplification FCM (psFCM) [7] .
Both new algorithms use a statistical method to estimate the subsample size. The subsample is the minimum size necessary to guarantee proportional representation from each different type of data (true cluster) within a specified range of error, at a specified confidence level. A subsample is used to quickly estimate cluster centers, which accelerates the base FCM algorithm by starting closer to a termination point. A novel stopping criterion was also developed that is shown to increase the speed with minimal loss in quality.
Experiments showed GOFCM was four to 47 times faster than FCM and MSERFCM was four to 26 times faster than FCM. GOFCM consistently outperformed SPFCM with respect to speedup but suffered a slight loss in fidelity to FCM when clustering with all the data. MSERFCM outperformed rseFCM with respect to speedup and quality in over two thirds of the experiments conducted. A total of six datasets were used; three of the datasets were also used in [5] and results are compared.
II. FUZZY C-MEANS-BASED ALGORITHMS
FCM [2] and four additional FCM-based algorithms were selected and implemented in code to provide a baseline for comparison with the newly developed algorithms. Many FCMvariants have been created [3] , [5] , [7] - [16] .
FCM and its variants employ fuzzy sets as opposed to classical (i.e., crisp or hard) sets. FCM's advantage is that an object can have a grade of membership in multiple clusters. The degree to which an object k belongs to cluster i is u ik . This relationship is subject to the following constraints [2] :
where n is the number of data examples, and c is the number of clusters. The descriptions of FCM and its scalable variants follow in a slightly modified form from previous work [6] .
A. Fuzzy C-Means
This algorithm minimizes an objective function that calculates the within-group sum of squared distances from each data example to each cluster center. FCM alternates between calculating cluster centers given the membership values of each data example and calculating the membership values given the cluster centers. If data examples are defined as feature vectors x k in R s , the objective function (J m ) is expressed as
The functions to determine membership values and cluster centers are
where n number of examples; m > 1 "fuzzifier;" c number of clusters; U membership matrix, and u ik refers to the membership value of the kth data example (x k ) for the ith cluster; V set of cluster centers; v i ith cluster center; D ik (x k , v i ) squared distance between the kth data example and ith cluster center. Any inner product induced distance metric can be used. This paper used Euclidean distance; There are multiple ways to initialize and terminate the algorithm. Any valid set of values may be used to initialize the U or V matrices. The members of U (u ik ) may be initialized with a set of values adhering to (1) and (3) or each member of V (v i ) may be set to some position in R s . Typically, cluster center (V ) initialization is performed by randomly selecting c examples from the dataset. The algorithm terminates when the difference between the calculated matrix norms for successive membership matrices or for cluster center matrices does not exceed a user-provided parameter .
FCM has been applied to many real world applications, some examples include: magnetic resonance imaging (MRI) data [16] , [17] , DNA microarray data [18] , and power quality management [19] . FCM is a generalization of HCM, and is equivalent to HCM, if m = 1 [20] ; it is also equivalent to expectation maximization (EM) [21] . These algorithms also have been successfully applied to many real-world applications [22] - [25] . Thus, one could apply FCM successfully to any domain that has had success with HCM or EM.
B. Single-Pass Fuzzy C-Means
The SPFCM algorithm [3] sequentially processes the entire dataset. The dataset is broken into equally sized "partial data accesses" (PDA). A user provided parameter, "fractional PDA" (fPDA ≤ 0.5) is used to define the PDA size as fPDA × n where n equals the total number of data examples. Each PDA is processed by a weighted version of FCM, called weighted FCM (WFCM). In the WFCM algorithm, each data example x i has an associated weight w i . The objective function and cluster center calculation are modified as follows [3] , [16] :
Data examples are initially given a weight of 1. After cluster centers V are calculated from the first PDA, the cluster centers are assigned weights using the following equation [16] :
These weighted cluster centers represent the partition information of the dataset from the first PDA. The c cluster centers are added as additional data examples to the second PDA, which is then processed by WFCM. The positions of the cluster centers calculated from the first PDA are used as the initial values for V in the second PDA. This is repeated until all PDAs are processed. The set of cluster centers from the final PDA are returned by SPFCM. The SPFCM algorithm assumes that the data in the dataset are randomly ordered. Datasets with some sort of inherent order in the data, which is typical in images, can result in subsets of data that are significantly different with respect to the overall distribution. Our implementation randomizes the data prior to processing.
C. Online Fuzzy C-Means
The OFCM algorithm is similar to SPFCM, with one major difference [16] . The dataset is broken into PDAs in the same manner as SPFCM and each PDA is processed independently. Cluster centers from each PDA are created using FCM and their weights calculated using (9) . Unlike SPFCM, the sets of weighted cluster centers are not added to the next PDA but are saved. After all PDAs are processed, the combined sets of weighted cluster centers are processed by WFCM as a single dataset and a final set of cluster centers returned.
A feature of OFCM is that the processing of a dataset can be separated over distance or time. This is similar in concept to parallel fuzzy clustering, as reviewed in [26] . In these cases, the cluster initialization of each PDA would be performed locally by random selection. In our experiments, we used the cluster centers from the previous PDA as an initialization. While this matches the original implementation of the algorithm [27] , a poor initialization will be produced by PDAs largely consisting of just one class. Another feature of OFCM is that the dataset is not assumed to be in a random order. In our implementation, we did not randomize the datasets for OFCM.
D. Extensible Fast Fuzzy C-Means
This algorithm progressively increases the size of a sample of the dataset until a statistically significant sample, compared with the distribution of the full dataset, is obtained. Statistical significance is tested for with the Chi-square (χ 2 ) statistic or KullbackLeibler divergence. If the initial sample fails testing, additional data are progressively added to the sample and retested. This is repeated until a statistical test is passed [11] , [14] . The size of this additional subsample is constant; the algorithm uses progression with an arithmetic schedule [4] . The final, statistically significant sample is then processed by FCM to obtain a set of cluster centers.
The use of the statistical tests implies that the distribution of the dataset is known. For most datasets, the distribution must be calculated prior to running the algorithm. A successful implementation requires decisions concerning how to calculate the distribution, the statistical test to use, the rate of arithmetic progression, and the termination criterion [13] . Details of the author's implementation can be found in [6] .
E. Random Sampling Plus Extension Fuzzy C-Means
This algorithm obtains a random sample of the dataset and FCM is applied to the sample. Once cluster centers are returned from FCM, the cluster membership u ik can be calculated for any example in the dataset.
This algorithm, initially developed in [5] was also reported in [6] as random fuzzy c-means. The rseFCM algorithm provides a speedup by reducing the size of the dataset. In this paper, the size of the random sample is equal to fPDA × n, where fPDA ≤ 0.5 is a parameter defined for SPFCM and OFCM and n equals the total number of data examples.
III. ACCELERATING FUZZY C-MEANS
A literal implementation of the FCM algorithm has an expected runtime complexity of O(nisc 2 ) [3] where n is the number of data examples, c is the number of clusters, s is the dimension of the data, and i is the number of iterations. It is possible to reduce the runtime to O(nisc) with an optimization proposed by Kolen and Hutcheson [10] . This and other minor optimizations were implemented. In some previous comparison work these optimizations were not implemented [6] .
Techniques that accelerate FCM use the base FCM algorithm or WFCM as a step in a more complex algorithm. Thus, any optimization to the FCM algorithm reduces the runtime for all variants.
Given a dataset with c natural clusters, an FCM variant can be accelerated by reducing n, s, or i. The SPFCM and OFCM algorithms have the same runtime complexity as FCM [3] , [6] and process 100% of the original data. The initial PDAs processed by SPFCM and OFCM provide better cluster center estimates for the next PDAs. This process will continue with the initial cluster center points having higher weights at each step. Better, weighted, cluster center estimates reduce the number of iterations for subsequent PDAs to reach the termination criterion. In SPFCM, each of the n examples is involved in a smaller number of iterations in the subsample in which it is clustered than when the whole dataset is clustered at once. If the average number of iterations i avg for the subsamples is less than i for the full data, an example is used in calculations n × i avg times (on average) for SPFCM versus n × i for FCM with i avg < i. The time complexity analysis can be reviewed in [28, Sec. 4.5] . The extensible fast fuzzy c-means (eFFCM) and rseFCM algorithms provide acceleration by reducing n. In both cases, a subsample less than the size of the dataset will be processed. The subsequent acceleration is more or less inversely proportional to the fraction of the data processed [5] , [6] , [11] .
These effects were directly observed in earlier research by Parker et al. [6] . Detailed logs were recorded for each algorithm's progress. These showed that for SPFCM the initial PDAs were responsible for the majority of the total iterations. After a certain point, PDA clustering terminated after one or two iterations, with little change in the estimated cluster centers.
The OFCM algorithm, despite its similarity to SPFCM, did not achieve the same acceleration. The logs suggest a major contributing factor. OFCM sequentially processes nonrandomized data. In many datasets, the PDA has a nonproportional representation of clusters, which takes more iterations to terminate. This was demonstrated empirically by comparing the performance of OFCM on nonrandomized versus randomized datasets [6] .
The assumption here is that OFCM needs less iterations when the data is more uniform in its distribution. A similar observation was made in previous work when comparing the performance eFFCM and rseFCM. The eFFCM algorithm, which ensures the subsample passes a statistical test prior to processing, occasionally needed less iterations to terminate compared with rseFCM, despite processing a higher percentage of the data [6] .
IV. SIGNIFICANT WORK RELATED TO ACCELERATION
The runtime for a hill-climbing algorithm, such as FCM, is reduced if the starting point is close to the final solution. This is due to a reduction in iterations before termination. Bradley and Fayyad [29] investigated the effects of an improved starting position for K-means. A better start position reduced the runtime, but their study was focused on the quality and not the speed.
Processing a small data sample to obtain an improved initial starting point for FCM has been partially investigated. Cheng et al. describe an iterative process to develop a "good" starting point [8] . This method, i.e., multistage random sampling FCM (mrFCM), consists of two parts. The first part progressively samples the dataset, improving the starting clusters until a termination criterion is met. Then, the starting clusters are used to initialize FCM on the full dataset.
Similarly, Altman processes a small sample of data examples with FCM to obtain a set of cluster centers. These are used to initialize the membership matrix U , prior to running FCM on the full dataset [9] .
In psFCM, Hung and Yang [7] partition the data using a k-d tree to obtain a simplified dataset, which in turn is used as a subsample to estimate the cluster centers. The resulting estimate is used to initialize FCM on the full dataset.
Provost et al. presented an overview of the progressive sampling technique in the context of induction (aka classification) algorithms [4] . In progressive sampling, an initial subsample is used to form a classifier which is tested on labeled data. The size of the subsample is progressively increased arithmetically or geometrically, with a new classifier created each time the subsample grows in size. When the accuracy of the classifier ceases to improve significantly compared with the previous sample, the technique terminates.
Progressive sampling has been applied to clustering problems. Domingos et al. [30] used Hoeffding bounds in a progressive sampling technique to both estimate the initial sample size and estimate if the sample size at any point in the progression was sufficient. The technique was developed for K-means and depends on the fact that in K-means, data elements have membership in only one cluster.
Pal and Bezdek [11] and Wang et al. [15] used progressive sampling for the purpose of selecting a subsample that accurately represents the dataset. A divergence test was used to assess if the subsample matches the distribution of the dataset. If the test failed, progressively larger subsamples were taken until the test passed. Finally, a clustering algorithm was run on the chosen subsample.
V. ESTIMATING THE RANDOM SAMPLE SIZE
The scalable clustering approaches discussed explicitly or implicitly sample the dataset to develop a starting point, but typically do not use a statistical method to determine the sample size. Domingos and Hulten's technique [30] estimates the initial sample size using Hoeffding bounds for K-means clustering but does not directly generalize to FCM [14] .
The SPFCM algorithm uses a parameter (fPDA) to define a static sample size [3] . The eFFCM algorithm uses a statistical test to validate a subsample but not to determine the subsample size [11] , [14] . The mrFCM algorithm and Altman's method also use a parameter to define the subsample size for cluster center initialization [8] , [9] . The size of the subsample influences the performance of the algorithms [6] , but the parameters in each case are determined empirically.
As suggested in [29] , the subsample must proportionally represent each cluster to provide an improved starting point for a hill-climbing algorithm such as FCM. A known difficulty with using a subsample to generate starting points for a clustering algorithm occurs when the subsample fails to sufficiently represent all clusters [8] , [29] . This results in skewed starting points. One solution to this problem is to ensure that the subsample has proportional representation. This solution was suggested in [8] but not elaborated on.
Gu et al. studied the effects of an improper starting sample size using progressive sampling on supervised learning problems [31] . They implemented a divergence test on a subsample to ensure it represents the dataset distribution. Pal, Bezdek, and Hathaway, in [11] and [13] , similarly test the subsample for the proportionality of the sample as a whole but use the sample to calculate the clustering solution rather than estimating clusters as a starting point. Regardless, this sort of technique requires collecting information from the entire dataset to ensure proportionality. A larger subsample could be used for this purpose, but that leaves us with the same uncertainty about the validity of the size of the subsample.
Another approach is to select a probabilistically large enough subsample to sufficiently represent all clusters at a desired level of confidence. If one assumes that the clusters correspond to a set of currently unknown classes, selecting a subsample to sufficiently represent each cluster is analogous to selecting a subsample to estimate a multinomial proportion of classes. This is because if the sample provides an acceptable estimate of a proportion of classes, it will have proportional representation of the clusters in the data.
Thompson [32] came up with a technique to find the smallest sample size λ such that a random sample from a multinomial population will result in "class" proportions within a specified distance of the true population proportions with probability at least 1 − α. It was shown that the minimum sample size, λ would be
where d is the maximum absolute difference from the true proportion that will be tolerated for any class. The value z is the upper (α/2μ) × 100th percentile of the standard normal distribution.
Thompson showed that μ, an integer, is the number of classes present in the population for which the calculated value of λ is a maximum. For α ≤ 0.10 (which we are interested in), the maximum values for λ occur when μ is between 2 and 3. As the clustering problems we are interested in have the number of classes c ≥ 3, accepting the maximum value for λ allows us to ignore the value of μ. For details, see [32] .
Phoungphol and Zhang borrowed Thompson's definition for μ as part of a technique to estimate the sample size for HCM. They implemented a "hard" version of rseFCM where the sample size was estimated with their technique [33] .
Solutions to Thompson's formula have been published in tabular form, which pairs desired significance levels (α) with a value for d 2 λ [32] . An example calculation follows. If the desired significance level is α = 0.05, this corresponds to a value of d 2 λ = 1.27359. If the desired maximum absolute difference d = 0.02, the minimum sample size for is λ = 1.27359 0.02 2 = 3184. Thus, a sample size of 3184 is the minimum to ensure with a 95% probability (1 − α) that the maximum absolute difference in class representation is 0.02.
If this method is used to obtain samples for a clustering problem, the total number of classes present must be considered. Assume a full dataset X has five equally distributed classes. The true proportion, π, of each class, c, equals 0.20. Using the example above, with d = 0.02, a sample size of 3184 is calculated. At the desired significance level α = 0.05, the method predicts a 95% probability that the sample represents all clusters at the proportion p = 0.20 ± 0.02. This is a suitable proportion for many clustering problems.
If in the example above, X instead has 100 equally distributed classes, π = 0.01. The absolute difference is still d = 0.02; thus, the tolerated difference exceeds the expected proportion of each class p = 0.01 ± 0.02. In this case, the average number of examples from each class will be 32 but will range from 0 to 96 (with a 95% probability). Thus, d must be adjusted in order to ensure that each class is represented with enough examples to be clustered.
Assuming an equal distribution, each class will have a true proportion of π = Using the assumptions above, r c can be substituted for d. Now, the formula for the desired minimum sample size can be expressed as
where v(α) is the calculated value (or from Thompson's published table) for a specified α value, and the other variables are defined as above. An example follows. Assume that desired significance level is α = 0.05, which corresponds to v(α) = 1.27359, the number of clusters, c = 5, and the desired relative difference r = 0.10. Using (11), the estimated sample size λ = Another example. Keeping the desired significance level at α = 0.05 and increasing the desired relative difference to r = 0.20, let us find the minimum sample size for c = 100. Using (11), the estimated sample size λ = 
VI. ALGORITHMS BASED ON THOMPSON'S METHOD
Insight on how to best leverage Thompson's method for selecting a set of examples comes from understanding how related methods function. Recall that SPFCM functions by processing one PDA at a time. Analysis of the execution of SPFCM revealed that the number of iterations per PDA fell dramatically after the first few PDAs were processed, resulting in a lower average number of iterations per PDA compared with the total number of iterations for FCM on the full dataset. The majority of PDAs terminated after a single iteration, and the changes in the cluster centers were very small. The SPFCM algorithm converged to a solution close to FCM's quickly [3] , [6] , [28] .
The OFCM algorithm has significant similarity to SPFCM, but has poorer performance with regard to speedup and quality when run sequentially [6] . As mentioned previously, one reason is that OFCM obtains PDAs by sequentially sampling the data rather than using random sampling. This makes it less likely that the PDA is proportional with respect to class. A PDA largely consisting of a single class will take longer to terminate [6] . While not required to, some implementations of OFCM pass on cluster center estimates from the previous PDA; in the case just described, a poor initialization will extend the time before termination [29] . A second reason is that SPFCM stores partition data in the weighted cluster centers returned from each PDA. These in turn are added to the next PDA. The weighting of the cluster centers on average reduces the number of iterations per PDA before WFCM terminates. This was demonstrated in earlier work [6] by comparing OFCM and SPFCM with identical prerandomized datasets and identical initializations for each PDA.
These insights and the availability of Thompson's formula led to the creation of two algorithms: GOFCM and MSERFCM. Both of these algorithms use Thompson's formula to estimate an initial sample size for an expected number of clusters. A base assumption to cluster is that a dataset processed by these algorithms has the expected number of clusters as reflected in the data attributes. If the data attributes do not provide any distinction between the clusters, the data will not have multinomial properties, and Thompson's method is not valid.
A. GOFCM Algorithm
The GOFCM algorithm is an improvement to SPFCM that leverages progressive sampling, Thompson's method (11) and a different stopping criterion. GOFCM operates like SPFCM except as follows. The initial subsample size is estimated using Thompson's method. The size of subsequent subsamples is calculated using a geometric schedule [4] . The calculated size of the subsample stops growing once it exceeds a user-provided value; once this occurs the subsample size is fixed to equal the limit. In our experimentation, the user-provided value was set to n × fPDA which is the subsample size used by SPFCM (see Section II).
As in SPFCM, each subsample is processed by WFCM. The information from previous subsamples is retained and compressed by weighting the cluster centers from each step of the progressive sampling. The stopping criterion, discussed in detail below, is based on the rate of change (slope σ) of cluster center positions in successive subsamples. The algorithm terminates when the slope rises above a user-defined value.
GOFCM has the same expected runtime complexity as SPFCM, O(nisc) (see Section III). In practice, GOFCM will often have a shorter runtime than SPFCM due to a faster convergence that reduces i and the new stopping criterion that reduces n. See Algorithm 1 for a detailed description of GOFCM.
One of the key principles of GOFCM is based on the observation that in SPFCM after a certain amount of data is processed, the result does not improve in any appreciable way. This is similar to Provost's observation concerning induction algorithms in [4] . Thus, GOFCM may terminate early and without needing to process all the data.
The GOFCM algorithm follows a pattern similar to those in Gu et al. [31] and Provost et al. [4] in that multiple subsamples are selected and processed by the base algorithm. GOFCM is also similar to methods that use estimation for a better set of starting cluster centers [7] - [9] .
There are key differences between GOFCM and these similar methods. The first is that GOFCM uses Thompson's method to derive the initial subsample size. The second is that GOFCM reuses the information from each subsample. This is because the cluster centers obtained from a subsample are weighted, combined with the next subsample, and used as the starting cluster centers. These differences have the benefits of generating an initial cluster center estimate using the minimum amount of sampled data, representing all the data previously processed in weighted clusters, and reducing the number of iterations for each subsample until termination [3] .
In GOFCM, progressively larger subsamples are taken until the stopping criterion is met. The size of the subsamples is controlled by a parameter a ≥ 1, which is the geometric schedule factor. If a = 1, the subsample size remains constant and the algorithm is similar to SPFCM with a different stopping criterion (see below). As noted in [4] and [34] , the actual type and rate of scheduling is a tradeoff between cost (as measured in speedup) and benefit (as measured in fidelity to FCM).
The GOFCM algorithm is also similar to eFFCM and its variants in that it progressively samples the dataset, while retaining the data already sampled. As discussed previously, its method of "retaining" the data differs from eFFCM and mirrors SPFCM.
A difficult decision in the development of GOFCM was the development of a stopping criterion. Provost et al. identify detection of convergence, in the context of induction algorithms, as an important area of future research [4] . The same is true for cluster algorithms. Unlike Provost's method for induction algorithms with labeled data, there is no objective criteria, such as model accuracy, to compare the quality of clustering algorithms. The typical alternative means of developing a stopping criterion is to identify when some metric associated with the algorithm fails to change more than some threshold.
The GOFCM stopping criterion is based on a comparison of the positions of the cluster centers (V s) in successive subsamples. This was studied with a large dataset (MRI-017) known to cluster well with FCM and its variants (see Fig. 1 ). The mean distance between successive cluster centers was selected as the norm. While the difference between V s initially reduced as the amount of data increased, it did not converge to a particular value. Instead, the algorithm reached a steady state where there was significant variation of cluster center position between subsamples.
A simple thought experiment reveals why this is so. Imagine if a subsample produces the ideal set of cluster centers signifying an extrema for the objective function if all the data were present. Now another, possibly larger, subsample is drawn and the weighted cluster centers from the previous subsample are added. This is a subsample of the remaining data and is extremely likely to have a distribution that differs from the collection of the former subsamples. This will result in the cluster centers deviating between subsamples. The next subsample is drawn from the remaining data, which now has a distribution that differs slightly from the data already sampled.
The FCM algorithm seeks to minimize the objective function from the data that are present. As the distribution of the samples will always be slightly different, the cluster centers will always experience some random variation. Let us consider this random variation as noise.
Note in Fig. 1 that the changes in cluster centers (δ(V )) between subsamples are asymptotic when noise is removed. The shape of this curve appears to be the inverse of the learning curves noted by Provost et al. [4] and Meek et al. [34] , but the same challenge is present. At what point in the curve should the algorithm be stopped?
If the stopping criterion is defined to be when δ(V ) falls below a user-defined value, the actual value of the change is strongly overwhelmed by the noise. In test experiments using this criterion, a large degree of variability in the final partitions was noticed.
Examination of the dataset in Fig. 1 and other datasets showed that this metric generally obeys the Power Law after the first few subsamples. The legend in Fig. 1 shows the best fit equation is y = 0.7324x −0.845 . In Fig. 2 , the logarithm of the x and y coordinates are plotted. Here, the best fit equation is the straight line y = −0.845x − 0.3114. Note that ln(0.7324) = −0.3114. Fig. 2 provides a clear view of the noise generated by each subsample and suggests the stopping criterion selected for GOFCM.
After each subsample is processed, the logarithm of δ(V ) is saved, and simple linear regression finds the best fit equation. Then, the best fit equation is converted back to the original coordinates, and the slope between the last two subsamples is found. The best fit line is of the form y = ax −b ; therefore, the slope will have a range of (−∞, 0). If this slope rises above a user-defined value (σ), GOFCM terminates. Selection of σ is a tradeoff between the speed and quality as measured by fidelity to FCM with the full dataset. A small value for σ provides more speed with less quality, while a large value of σ provides higher quality but less speed (more iterations). For experiments, the value of σ was determined empirically.
For a new dataset, one could estimate a suitable value for σ by using GOFCM to cluster a small sample of the data using different values for σ and comparing the results to FCM on the same sample. As FCM scales linearly with n, the speedups obtained for different σ could be used to estimate runtimes for GOFCM on the full dataset.
Due to noise generated by the subsampling, the algorithm would occasionally prematurely terminate. In order to prevent this from occurring, GOFCM was not allowed to terminate until a minimum number of PDAs were processed. This is a similar concept to linear regression with local sampling used by Provost et al. [4] . The minimum number of PDAs to process before calculating the slope is a value that could have been parameterized, but in our implementation, the minimum number was set to a constant. We experimented with many values and the number 6 was the lowest minimum value that provided consistent results for the datasets tested.
The minimum number of PDAs can affect the runtime and quality of the algorithm. If set low, GOFCM has an early opportunity to terminate, possibly reducing the runtime. However, if the initial data examples do not accurately reflect the dataset, the quality of the results might be poor. If set high, this might increase the runtime but also makes it more likely that the sampled data examples accurately reflect the entire dataset, thus improving the quality.
To see how the stopping criterion might work in another setting, we also applied it to SPFCM. We assumed that it would save time at the cost of leaving some of the data unused. Additional experiments were run to compare SPFCM modified with this stopping criterion (MODSPFCM) to SPFCM and GOFCM. The results are discussed in Section IX.
B. MSERFCM Algorithm
MSERFCM is designed as an improvement to rseFCM. It is also similar to methods that try to find a better set of starting cluster centers [7] - [9] but is much simpler.
The rseFCM algorithm uses c randomly selected data examples as initial cluster centers. In contrast, MSERFCM processes a subsample of the dataset to estimate initial cluster centers. This is the only major difference between rseFCM and MSERFCM, unless one of the assumptions (see below) is violated.
For a dataset (X) of size n, a subsample of size (n 1 ) is estimated using Thompson's method. A subsample (x 1 ) of size n 1 is drawn without replacement from the dataset and is processed by FCM. The position of the resultant cluster centers are retained. Then, a second subsample (x 2 ) is drawn from X. This second subsample size is specified by the user, which may indicate the amount of available RAM or some other practical concern. In our implementation, the specified (second) subsample size (n 2 ) of x 2 is defined as fPDA × n, which is the same subsample size used by rseFCM. The retained cluster center positions are used to initialize FCM for x 2 .
The MSERFCM algorithm assumes that the estimated subsample size n 1 is less than the specified subsample size n 2 and less than the dataset size n: n 1 < n 2 < n. This assumption may not be correct, which can happen when Thompson's method estimates a large value for n 1 . In these cases, MSERFCM will be less efficient than rseFCM. To correct this, the following adjustments are made.
When n 2 < n 1 < n, the estimated subsample size exceeds the specified subsample size and MSERFCM degenerates to rseFCM with a subsample of size n 1 . When n 2 < n < n 1 , the estimated subsample size exceeds the available data and MSERFCM degenerates to FCM and processes the entire dataset. In both of the latter cases, the subsample could exceed memory, which would provide the actual limit. In experiments below this did not happen.
MSERFCM has an expected runtime complexity of, O(n 2 i 2 sc + n 1 i 1 sc) due to two successive applications of FCM (see Section III). The rseFCM algorithm has an expected runtime complexity of O(n 2 isc). In practice, MSERFCM will usually have a shorter runtime than rseFCM due to the improved set of starting clusters that reduces i 2 enough to more than compensate for the additional O(n 1 i 1 sc) time.
VII. EXPERIMENTS
GOFCM and MSERFCM were compared in terms of speedup and quality with existing algorithms. The experiments applied FCM and the six accelerated variants described previously to four large real-world datasets and two artificial datasets. Cluster centers (V ) predicted by the algorithms can vary based on initialization. Each experiment consisted of 30 trials, each initialized by a random selection of c data examples as initial cluster centers. The final cluster centers, runtime, number of iterations, and quality metrics were recorded for each trial. The reported experimental results are the averages across these 30 trials.
Our intent was to compare our new accelerated algorithms with the algorithm on which they were based, FCM, and other accelerated variants of FCM. Demonstrating a speedup with minimal differences to the base algorithm should be useful to the clustering community.
Earlier work by Havens et al. used the same three MRI datasets (see Section VII-B) and four of the same algorithms used in this paper. An additional set of experiments, with identical parameters to those used in [5] , were done to directly compare results. These experiments consisted of averages from 21 trials to match what Havens et al. reported [5] .
The three MRI datasets were also used to compare MODSPFCM with FCM, SPFCM, and GOFCM.
A. Parameters
As described in Sections II and VI previously, the algorithms tested have multiple parameters. The intent of the experiments was to explore accelerating algorithms. Thus, for any given dataset, only the parameter affecting the sample size (fPDA) Table I . The series of experiments using MODSPFCM added two additional settings for the fPDA parameter. These settings, which are not listed in Table I , are fPDA in {0.02,0.06}.
The value for m, the fuzzifier, is not consistent across the datasets. Initial experiments on the MRI datasets with m = 2.0 provided acceptable results, but this was not the case for the other datasets. Some tuning of m was necessary; setting it to a value of 1.7 vastly improved results with respect to runtime and improved fidelity to the cluster centers of the artificial and plankton datasets. Table II contains the details about each of the six datasets used.
B. Datasets
Three datasets (MRI016, MRI017, MRI018) were MRI images of the normal human brain. The three features in these datasets are the intensities of the T1-weighted, T2 weighted, and proton density-weighted sequences. The values are integers ranging from 0 to 1951. These images were clustered into the three classes: cerebrospinal fluid, gray matter, and white matter [16] .
The plankton dataset (PLK01) was a set of image features describing plankton collected by the Shadow Imaging Particle Profiler and Evaluation Recorder imaging system [35] . This particular set of images was collected during three cruises in the Gulf of Mexico (2002, 2008 , and 2010) and two in the Western Pacific (2007 and 2008) [36] [37] . The data were classified by experts at the College of Marine Science at the University of South Florida into a type of marine object (typically a class of plankton). Initially, there were a total of 482 719 data examples with 88 attributes representing 168 classes. The number of examples in classes ranged from a single example (elongate phytoplankton: chaetoceros) to 99414 (noise: air bubble). Attempting to cluster the entire dataset with c = 168 did not provide stable results. The data were stripped of examples that were noise, detritus, and other small and nonhomogeneous classes, and randomized. The attributes were normalized, and feature selection was performed with Consistency Subset Evaluation and Linear Forward Selection [38] using the WEKA data mining tool [39] . These efforts left 203 278 data examples and 21 attributes. Analysis of the cleaned dataset showed 20 predominant classes. Details on the feature selection parameters, plankton attributes, and classes are available at http://www.cse.usf.edu/∼jkparker/plankton/.
Two datasets (ART01 and ART02) were artificial datasets. A simple program was written to construct these types of dataset. The program input consists of the locations of c cluster centers in R s , as well as the standard deviation and number of examples for each cluster center. Each data example deviates from its cluster center in each dimension by a random amount determined by a Gaussian distribution using the provided standard deviation. The generated examples were then output in random order.
The artificial datasets were designed to moderately challenge FCM and its variants. Fig. 3 provides a 3-D view of three attributes of ART01. When attributes missing from Fig. 3 are considered, the actual Euclidean distance between the true cluster centers provides more separation than is straightforward to display. Despite the crowding, FCM did a reasonably accurate job of correctly predicting the cluster centers of ART01.
C. Metrics
Three metrics were calculated to assess the speed and quality of the algorithms and to serve as a basis of comparison between them.
1) Relative Speedup (SU):
This metric calculates the ratio between the runtimes of two algorithms. If t 1 is the time for algorithm 1 and t 2 is the time for the reference algorithm, the speedup (SU 12 ) of algorithm 1 relative to algorithm 2 is
Thus, if the runtime of algorithm 1 is 150 ms and algorithm 2 takes 750 ms, the speedup equals 5, i.e., five times as fast.
2) Adjusted Rand Index (ARI):
The ARI [40] returns a value of 1 when two partitions are in complete agreement, 0 when the partitions return the value expected by chance, and a negative value when the partitions are in greater disagreement than would be expected from chance.
The ARI is typically used to compare a clustering method's results with the actual class membership of the data examples. In this paper, ARI is used to compare the results of an accelerated FCM-variant with the base FCM algorithm. The ARI also assumes that the clustering is discrete, i.e., hard [40] , [41] . Before calculating the ARI for this paper, partitions were hardened by assigning the membership of an example to the cluster for which it had the highest membership value [5] and corresponding clusters from the variant and base algorithms were identified using the Hungarian method [42] .
3) Cluster Membership Change (CC):
This metric compares the cluster assignments of two soft clustering algorithms on the same dataset. Small changes in cluster memberships indicate two partitions are very close. If one is the baseline, a small amount of cluster change is a high quality partition when compared with the baseline. The CC% is used as a relative quality measure to compare an accelerated algorithm with an FCM partition which is typically an average over t (30 here) trials.
The cluster assignments from each soft algorithm are hardened by setting the highest membership value in each column of U to 1. All other values are set to 0. If the cluster assignment for column i is not identical for both algorithms, the indicator variable δ i is set to 1. Otherwise, this value is set to 0. The CC value is then calculated as follows [43] :
This metric uses the Hungarian method [42] to identify corresponding clusters across trials and experiments.
VIII. RESULTS
All algorithms except for FCM and OFCM assume that the data are in random order, or the implementation performs random sampling. Here, the entire dataset is randomized prior to processing each trial (excepting FCM and OFCM). In addition to recording the runtime of the algorithm, the software implementation separately recorded the time to randomly sample the data and recorded the time to perform I/O. Unless otherwise noted, reported times and speedup comparisons below include the runtime for randomization and I/O.
It was observed that the results for all MRI datasets were similar; therefore, results for the average of the three MRI datasets are presented in Tables III and IV , as well as Fig. 4 . While no ground truth existed for the MRI images, the differences in cluster assignment by all methods studied (as measured by CC% TABLE III  MRI SPEEDUP   TABLE IV  MRI with an FCM partition obtained from the average cluster centers over 30 trials as the baseline) never exceeded 1%. This is far more consistent than human experts, whose assignments have been observed to differ by 16% or more [44] on MRI images of the brain. FCM and its variants have successfully been used in image segmentation [45] , [46] . It could be argued that FCM and its variants should be used in preference to human experts for consistency.
For these datasets, MSERFCM typically had the highest speedup, rseFCM was often second, and GOFCM was faster than all others.
Despite the difference in dimension and number of clusters, the results for ART01 and ART02 were similar. Thus, only results from ART01 are presented (see Table V and Fig. 5) . The fidelity to FCM as measured by CC% was very good. The speed of the algorithms was in the same order as for the MRI datasets.
The results for dataset PLK01 are shown in Table VI and Fig. 6 . The speedup was most for rseFCM and then GOFCM. For small sample sizes, the fidelity of all to FCM was poor. For larger sample sizes, the fidelity was fair with rseFCM and MSERFCM having the most fidelity, followed by GOFCM and SPFCM. The quality of GOFCM and MSERFCM, as measured by CC%, is very high. The CC% is less than 0.2% in all experiments, except for those using the PLK01 dataset. The cluster centers returned by FCM itself, will vary by a small % over 30 initializations, making such a small CC% nearly insignificant.
Assuming the data are prerandomized increases the speedup considerably. Compare Tables III and IV to see the speedup difference with the MRI datasets. These two results can serve as an upper and lower bound for runtime, respectively, for FCM and its variants.
The GOFCM algorithm provides a consistent speedup over the base FCM algorithm. Depending on the size of the PDA and dataset, the speedup ranged from roughly four to 47 times (see Table III ). Designed as an improvement over SPFCM, it also provides a consistent speedup over SPFCM. On the MRI datasets, the speedup was an average of two times faster than SPFCM. On ART01 and ART02, the speedup ranged from three to five times. GOFCM was also consistently faster than SPFCM on PLK01.
If the time taken for randomization and I/O are not considered, GOFCM provides a much greater speedup. The speedup on the MRI datasets ranged from eight to 300 times compared with FCM and a speedup of two to 40 times compared with SPFCM (see Table IV ). Speedups on ART01, ART02, and PLK01 were even greater, ranging from 10 to over 700 times, compared with FCM. See http://www.cse.usf.edu/jkparker/gofcm for additional results.
GOFCM's speedup, however, came with a loss in quality when compared with FCM. Looking at the CC% metric, GOFCM had a small loss in the quality which ranged from 0.04% to 0.12% on the MRI datasets. SPFCM's quality loss over the same datasets ranged from 0.04% to 0.06%. On PLK01, GOFCM had a CC% loss in quality which ranged from 12% to 46%, compared with a 11% to 48% for SPFCM.
The ARI metric was specifically calculated for comparison with work by Havens et al. (see Section VIII-A) but recorded for all experiments. GOFCM had a consistent, but small loss (< 1%) in quality as measured by ARI when compared with SPFCM. The GOFCM algorithm's quality was close to or lower than SPFCM for all datasets. However, the small difference in the quality is generally going to result in partitions that are functionally the same.
MSERFCM, which is designed as an improvement to rse-FCM, has slightly superior performance with respect to the speed and quality on the MRI datasets. MSERFCM was faster than rseFCM in 80% of the experiments. With respect to quality, MSERFCM was equal to or better than rseFCM on 73% and 67% of the experiments examining the CC% and ARI metrics, respectively. For all differences of the speed and quality, both algorithms were very close-on a few occasions differing by only 0.0001% or less.
On ART01 and ART02, MSERFCM was faster than rseFCM on 60% of the experiments. With respect to the quality, MSER-FCM was equal to or better than rseFCM on 80% and 90% of the experiments for the CC% and ARI metrics, respectively. Again, the results were extremely close in all experiments. Despite the differences between ART01 and ART02 with respect to number of clusters and dimensions, the differences between them in relative speedup and result quality across all metrics were negligible.
When randomization and I/O are not considered, MSERFCM was faster than rseFCM on 73% of the MRI experiments and 80% of the experiments with artificial data. Cases where rseFCM was faster than MSERFCM, usually occurred when the PDA was small (fPDA = 0.001 or 0.00333333). When this occurred the difference in speed was not trivial and there was a noticeable quality loss for rseFCM.
Results were different with the plankton dataset. Here, rse-FCM consistently outperformed MSERFCM with respect to speed, while MSERFCM consistently outperformed rseFCM with respect to quality. In fact, of all six FCM variants, MSER-FCM had the best quality over all metrics and all experiments with a generally consistent speedup of four times over FCM. The eFFCM algorithm was the only consistent competitor to MSER-FCM with respect to quality, with a speedup that ranged from 2.7 to 7.3 times over FCM. An explanation of the very different performance on the plankton data is given in Section IX.
A. Comparison With Work by Havens et al.
In "Fuzzy c-Means Algorithms for Very Large Data," experiments were run with rseFCM, SPFCM, and OFCM using the same MRI datasets as in this paper [5] . Their experiments differed in several ways. Only 21 trials were performed, the fuzzifier was set to 1.7, and the termination criterion was changed to use the maximum change in V . Havens et al. report results for SU and ARI; these were rounded to nearest whole number and two decimal digits, respectively.
The algorithm implementation was done in MATLAB rather than a Linux/C implementation as in this paper. Havens prerandomized the files, and did not count that step in the algorithm execution time, but did consider sampling and I/O time [47] . Our experiments included the time to randomize the files and perform I/O in the algorithm execution time. It was not possible to make the runtime results perfectly comparable, as our reported results include more overhead. As a consideration to make the experimentation as close as possible, our code was modified to prerandomize files for OFCM. Results from Havens' experiments and from our experiments are presented in a format as identical as possible to that presented by Havens et al. [5] . Comparison results and additional results from GOFCM and MSERFCM are listed in Table VII. For the same sets of parameters, the OFCM and rseFCM results are fairly similar for both groups. Judging from the speedup for SPFCM, however, there appears to be a significant difference in the implementations. The authors suspect it is due to the additional time taken to perform randomization. Regardless, the algorithms have the same order with respect to speed: OFCM, SPFCM, rseFCM. This suggests that a MATLAB implementation of GOFCM and MSERFCM similar to that in [5] would show the speedup for GOFCM higher than SPFCM and the speedup for MSERFCM (on average) faster than rseFCM.
B. Comparison of MODSPFCM With Single-Pass Fuzzy C-Means and Geometric Progressive Fuzzy C-Means
The speedup of MODSPFCM (see Table VIII ) and the quality as measured by CC% (see Fig. 7 ), when applied to the MRI datasets, falls between that of SPFCM and GOFCM. In the case of speedup, MODSPFCM approaches that of GOFCM as the sample rate, as measured by fPDA, becomes smaller. In the case of quality, GOFCM maintains a slight edge over MODSPFCM at all but the lowest sample rates. In addition to the five experiments with the fPDA values listed in Table I , two experiments were run with fPDA = 0.02 and fPDA = 0.06 to add evidence to the observed trends.
IX. DISCUSSION
A. GOFCM Versus Related Methods
Why is GOFCM faster compared with SPFCM and other related methods? There are two main reasons: the estimated subsample size and the stopping criterion. Recall that the runtime complexity of GOFCM is affected by n, i, s, and c. If we are comparing the performance of two algorithms on the same dataset, assuming s and c to be constant makes the comparative runtime complexity O(ni). At the beginning of the GOFCM algorithm, n is the (presumably small) estimated subsample size, but initialization of the cluster centers is random. Thus, the number of iterations, i, is usually large. At the second subsample there are more data examples, but the cluster center initialization is improved which requires fewer iterations. The GOFCM algorithm experiences an accelerated performance because when n is small, i is large, and as n increases, i decreases. This keeps the runtime more consistent across subsamples processed, a demonstration of how subsample size and cluster center initialization impact speed.
The second reason GOFCM is faster is its stopping criterion. It stops processing data when the predicted cluster centers do not show a high degree of change. Related methods process all available data.
There is a tradeoff between the speed and quality. The effect of this tradeoff is evident when GOFCM and eFFCM are compared. The eFFCM algorithm often had better quality than GOFCM, but much lower speedups (see Table III and Fig. 4) . The GOFCM algorithm selects a starting subsample aiming to have the number in each cluster within the specified range. This does not guarantee that the range of attribute values in each cluster is proportionally represented in the subsample. This is one difference between GOFCM and techniques that perform a divergence test on subsamples against the sample distribution [11] , [15] .
The process of performing a divergence test on a subsample is time consuming. The entire sample must be analyzed for ranges of values, bins must be selected, and the subsample's values must be assigned bins. This technique is also subjective, as there is no optimal way to select the bins or parameters. Analysis of an implementation of eFFCM found that 5%-42% of the dataset was sampled before a Chi-squared test was passed; these tests were performed on relatively simple datasets [11] . The author's implementation found that 0.2%-34.6% of the test datasets were sampled before he Chi-squared test was passed.
In contrast, GOFCM determines a starting subsample size via a lookup table and a simple equation. This step, while less precise, is much faster.
GOFCM's quality is controlled by the stopping criterion parameter (σ). The consistent setting for σ in the experiments provided a consistent speedup of GOFCM over SPFCM with a consistent loss in the quality. While not explored, a stricter setting for σ should have resulted in a smaller speedup and higher quality. The converse would also apply.
Another limitation on GOFCM's quality is when the dataset requires a larger subsample than that allowed by the maximum subsample size (fPDA × n). In these cases, GOFCM is forced to predict cluster centers with a suboptimal sample. This is clearly demonstrated in Section IX-D.
The experiments with MODSPFCM revealed the role the stopping criterion plays in GOFCM's speedup. MODSPFCM can be considered SPFCM with GOFCM's stopping criterion or GOFCM without progressive sampling. Table VIII shows how MODSPFCM's speedup falls between that of SPFCM and GOFCM. When the fPDA is a comparatively larger number (0.1, 0.06, 0.033333), the advantage of GOFCM's subsampling is clearly shown. As the fPDA becomes smaller, the speedup of GOFCM and MODSPFCM approach the same value. The example below explains why this is so.
Assume an experiment with GOFCM and MODSPFCM where fPDA = 0.001. On the MRI datasets, using (11) with the parameters from Table I, the initial subsample size for GOFCM is about 1100 data examples. The MRI datasets have roughly 4 × 10 6 data examples each; when fPDA = 0.001, the initial subsample size for MODSPFCM is about 4000 data examples. Recall that the geometric scheduling parameter for GOFCM is set to 2.0 and in our experiments the maximum subsample size is set by fPDA. Thus, by the third PDA, the scheduled subsample size exceeds the maximum and the PDA sizes for both algorithms are the same. In this case, GOFCM only has an advantage of using a smaller n for the first two PDAs, after which both algorithms process the same amount of data with the same stopping criterion. If the subsample size decreases below that calculated by (11) , GOFCM "degenerates" to MODSPFCM.
B. Artificial Datasets and Online Fuzzy C-Means
As mentioned in Section VIII, experiments with the artificial datasets (ART01, ART02) had very similar results. Thus, only results for ART01 are displayed (see Table V and Fig. 5) . The results for GOFCM and MSERFCM using these datasets are not radically different than those for the MRI datasets. The only surprise is the performance of OFCM.
The speedup of OFCM on ART01 (see Table V ) is consistently the lowest. This is also the case on the MRI datasets (see Table III ). The quality of OFCM, as measured by CC%, is radically different on the artificial datasets (see Fig. 5 ) compared with the MRI datasets (see Fig. 4 ). In fact, OFCM has the highest quality of any algorithm on ART01.
Recall that OFCM processes data in order; the algorithm does not randomly sample the data. The difference in quality in this case is due to the fact that the artificial datasets were randomized prior to experimentation. Naturally occurring datasets, such as an MRI scan, do not have a random ordering with respect to cluster.
Prerandomizing the artificial data made it more likely that each sample processed by OFCM was proportional. In the worst case, with fPDA = 0.001, the subsample size for ART01 is 1000. Using the formula from [32] , a sample size of 1000 corresponds to a maximum absolute difference of 0.03 when α = 0.05. It so happens that the five true clusters in ART01 each account for 20% of the total. Thus, a sample size of 1000 will result in each true cluster consisting of 17-23% of the total (with a 95% probability).
The five cluster centers calculated from each PDA do a fairly reliable job of representing the 1000 data examples, with very little skewing due to the "uniform effect" [48] . In the last step of OFCM, the collection of weighted cluster centers are processed by WFCM. The resultant cluster centers, as measured by CC%, had the best fidelity with the full FCM algorithm.
The difference in speedup of OFCM using nonrandomized versus prerandomized data was studied in [6] . The speedup of OFCM on MRI datasets was reported to improve from 48% to 76% of SPFCM's speedup when the dataset was prerandomized.
This suggests that both the speed [6] and quality of OFCM can be improved by an efficient method of randomly sampling the data.
C. Minimum Sample Estimate Random Fuzzy C-Means
MSERFCM, designed as an improvement to rseFCM, was the fastest or second fastest algorithm in all experiments for the MRI and artificial datasets (see Tables III-V) .
The occasions when MSERFCM's speedup was less than rseFCM was when the subsample size was small. This occurred with the MRI datasets and fPDA = 0.001. MSERFCM initially used a sample size of 1147 [(11) with c = 3] to calculate the starting cluster centers to execute FCM with a subsequent subsample size of about 4000 examples. Therefore, in these cases, MSERFCM processed over 5000 examples, compared with rseFCM processing about 4000 examples. The speedup gained from a better set of starting cluster centers was not enough to compensate for the increased amount of data processed.
When ART01 was processed with the parameter fPDA = 0.001, the estimated sample size to predict cluster centers was 3184. As this exceeded the subsample size, the MSERFCM algorithm degenerated to rseFCM with a subsample size of 3184. This explains the faster performance of rseFCM, which used a subsample size of 1000.
With respect to quality, MSERFCM was a better choice than rseFCM the majority of the time. This is expected in situations when MSERFCM processed a larger subsample size than rseFCM. In the example above, MSERFCM processed a random subsample three times larger, making it far more likely MSERFCM will have more fidelity to FCM. This situation occurred in six of the 25 experiments using the MRI and artificial datasets. Of the remaining 19 experiments, one would expect no difference in the quality. While MSERFCM draws a separate subsample to calculate the set of starting cluster centers, both MSERFCM and rseFCM use the exact same size subsamples to calculate the output set of cluster centers as they proceed.
This, however, was not the case. Of the remaining 12 MRI experiments (of 30 trials each), ignoring ties, MSERFCM had better average quality than rseFCM in 69% and 63% of the experiments for the CC% and ARI metrics, respectively. Of the remaining seven artificial dataset experiments, ignoring ties, MSERFCM had better quality than rseFCM in 60% and 67% of the experiments for the CC% and ARI metrics, respectively.
FCM is guaranteed to converge to a local (or global) minimum or saddlepoint [49] . One possibility is that the calculated starting cluster centers for MSERFCM allow the discovery of better local minima than the randomly determined starting cluster centers for rseFCM. This explanation is supported by the results of related experiments involving K-means [29] .
D. Plankton Dataset Challenges
The use of the plankton dataset (PLK01) shows the limitations and capabilities of the algorithms tested. Note that the speedup compared with FCM (see Table VI ) for PLK01 is greater than the speedup for MRI (see Table III ), except in that case of MSERFCM. The MSERFCM algorithm has a consistent, but small speedup, just barely greater than that of OFCM. This is because of the subsample size rules for MSERFCM. Thompson's method (11) calculates a minimum subsample size of 50 944 for PLK01. Thus, in all experiments, MSERFCM degenerates to rseFCM with a subsample size of 50 944. In contrast, the largest subsample size for the other algorithms is 20 328 when fPDA = 0.1.
Note that the MSERFCM algorithm has the best quality (see Fig. 6 ) and is the only one to have consistent quality across the experiments. The eFFCM algorithm has fairly consistent quality, but eFFCM has a mechanism to dynamically increase its sample size if quality measures are not met. The average subsample sizes for eFFCM on PLK01 ranged from 10.7% to 34.6%. All other algorithms suffer a degradation of the quality as the subsample size is reduced. This is attributable to a suboptimal sample size. The quality, as measured by CC%, makes the results unusable for many applications of clustering when trying to use very small subsamples.
The quality of the MSERFCM algorithm's results demonstrates the utility of using a statistical method for determining subsample size.
The PLK01 dataset also provides a nice demonstration of the GOFCM's operation. As with MSERFCM, the predicted minimum subsample size is greater than the size calculated (fPDA × n). What happens in this case is that GOFCM degenerates to use the same consistent subsample as SPFCM.
In this case, the only difference between SPFCM and GOFCM is the stopping criterion. SPFCM will always process 100% of the data, GOFCM will stop short of that if the stopping criterion is met. An examination of Table VI shows that SPFCM and GOFCM have a similar speedup when the fPDA (sample rate) is 0.1, with GOFCM's speedup increasing and quality decreasing compared with SPFCM as the fPDA decreases.
Observe the CC% of SPFCM, OFCM, and GOFCM when the fPDA = 0.001 (see Fig. 6 ). Note that the values are very similar. When fPDA = 0.001, the subsample size is only 204. Experimentation was kept consistent across all datasets; in reality there is no reason for such a small sample. Recall that c = 20 for PLK01. The cluster representation for PLK01 is not uniform and the sample size is small, making it unlikely that all clusters are even represented in each subsample. The base FCM algorithm will still try to fit 20 clusters, which will likely result in predicted cluster centers unrepresentative of the full dataset.
Finally, we note that these approaches can be applied to FCM with different distance metrics [50] , [51] .
X. CONCLUSION
In this paper, we introduced two significant contributions to the study of accelerated clustering algorithms: 1) use of an estimated subsample size and 2) a novel stopping criterion. These new contributions were demonstrated with two accelerated versions of FCM that leverage a statistical method to estimate the subsample size. These algorithms, i.e., GOFCM and MSER-FCM, also use sound principles from other accelerated algorithms, namely progressive sampling and improved cluster center initialization. The novel stopping criterion was applied to GOFCM and shown to be the most significant factor in producing a speedup over FCM when the subsample size was small. This led to the development of the MODSPFCM algorithm, which is faster than SPFCM.
The majority of the time, the new algorithms were improvements over similar existing algorithms in terms of speed and/or quality. GOFCM provided a clear advantage in the processing time over SPFCM and the loss of quality due to processing less data was kept to a minimum. On average, MSERFCM edged out rseFCM on both speedup and quality. Here, quality is defined by the percentage of cluster change when compared with an average partition produced by FCM. The changes were typically quite small indicating high quality.
The plankton and artificial datasets demonstrated the value and limitations of statistical methods. Experimental parameters resulted in many algorithms using suboptimally sized subsamples with a corresponding loss in quality. GOFCM was designed to conform to the user-provided parameters despite a suboptimal subsample, which resulted in speedup at the expense of quality. MSERFCM was designed to reject user-provided parameters if a suboptimal subsample would result, which resulted in quality at the expense of speedup.
Two techniques applied in this paper are novel to accelerated clustering; Thompson's statistical method and the stopping criterion for GOFCM. The manner in which Thompson's statistical method was used is only one possible application. Given that there are numerous accelerated FCM variants, this statistical method can potentially be applied to improve speedup and quality of results for many of them. The stopping criterion designed is a simple solution to the general problem of estimating a changing, noisy value. It enables MODSPFCM, which is a very good highly scalable clustering algorithm. This technique could be applied to other existing clustering algorithms as a means of improving speedup with a minimum loss in quality. Future work will involve discovery of additional applications for these new techniques.
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