Abstract. We report on an experiment with two tools for global analysis of logic programs. Both systems implement a top-down framework for abstract interpretation. PLAI (Programming in Logic with Abstract Interpretation) developed by Hermenegfldo and Muthukumar is written in Prolog. GtIA (Generic Abstract Interpretation Algorithm) developed by Le Charlier and Van Hentenryck is written in C. With each system we have developed two applications. As abstractions we used a domain mode for logic programming and a domain fraeneas for constraint logic programming over numerical and unification constraints. Our results allow implementors to make a more knowledgeable choice between both systems and identify a number of practical issues (e.g. normalisation and optimisations) that arise in implementing abstract interpretation systems. The comparison of the results for raodes and ~reeness illustrates the impact of the complexity of abstractions on the performance of the analysis. Moreover, as our experiments use state of the art technology, they give an idea of the feasibility of realising practical abstract interpretation tools based on these and similar abstractions. To our knowledge, this is the first paper that reports on coupling the same abstract domain with abstract interpretation algorithms that use C (GAIA) and erolog (PLAI).
Introduction
Abstract interpretation [7] is widely used for the global analysis of logic programs and, more recently, also for Constraint Logic Programming [4, 5] . Frameworks have been developed, applications have been discussed and experimental results have been reported by many authors (see [8] for references). This work is motivated by the need for optimisation in LP compilers to close the gap * This work was funded in part by ESPRIT project 5246 PRINCE and by Diensten voor de Programmatie van her Wetenschapsbeleid (project RFO-AI-02 ). ** The first author is a post-doctoral researcher of the Belgian National Fund for Scientific Research. Part of the research reported in this paper was performed while the second author was visiting Brown University.
with procedural languages. Recently two generic algorithms, GAIA (Generic Abstract Interpretation Algorithm) developed by Le Charlier and Van Hentenryck [13, 14] , and PLAI (Programming in Logic with Abstract Interpretation) developed by Hermenegildo and Muthukumar [18, 19] , became widely available. Both algorithms are fine tuned implementations inspired by the top-down framework of Bruynooghe [2] a. While these systems differentiate regarding some design decisions, the most noticeable difference is that GAIA is written in C, while PLAI is in Prolog. Researchers interested in using these generic algorithms are confronted with the choice between both systems, between the relative ease of programming the application specific operations in Prolog and the more demanding task of programming them in C, with the expectation of obtaining a better performance.
In this paper we report on an experiment where two applications have been developed in both systems. We identify a number of practical issues that arise in designing and implementing abstract interpretation systems (e.g. normalisation and optimisations). Our results show that the real performance gap between both systems is much larger than the factor 5 -10 which is reported by previous Prolog -C comparisons [17, 21] , namely for small programs performing similar algorithms on similar data structures. An important reason is that C allows to use very different data structures for representing the elements of the abstract domain, and consequently also very different algorithms for realising the abstract operations upon these elements. This has a major impact on memory consumption and performance. The complexity of the abstraction has a serious impact on the performance of the analysis. Although much slower, it was no problem to do a simple analysis of quite large programs with PLAI. Experimenting with a complex analysis is also feasible, however the memory consumption and execution time of the abstract operations become dominating and may cause problems when analysing large programs. So one can state that PLAI is adequate for developing experimental prototypes but not for integration in a production compiler. For the latter task, GAIA is much better suited and one can expect the extra effort to be rewarded with substantial speedups (10 -100). The results obtained for freeness give an idea of the feasibility of such complex domains in production compilers.
Our results dispute the claims of Tan and Lin [20] , which report a performance improvement of 100 on a simple domain by compiling the abstract interpretation into the framework of the WAM, instead of the usual interpreter-based approach. Our experiments suggest that the difference is not only due to the effect of compilation, but also to the fact that their interpreter-based analysis is done in Prolog and the compiled analysis in C.
The rest of this paper is organised as follows. In the next section, we review the abstract interpretation systems GAIA and PLAI. Section 3 gives an overview of the abstract domains used in the experiments. Section 4 presents the benchmarks used. Section 5 describes our experiments and compares GAIA and PLAI on the two domains while Section 6 contains the conclusions of this research.
~ GAIA can also be viewed as an instance of a universal fixpoint algorithm instantiated to a ~xpoint semantics for logic programming.
The Abstract Interpretation Systems
This section discusses informally some algorithmic and implementation aspects of the abstract interpretation systems that we found relevant for our experiments. We assume some familiarity with top-down frameworks for abstract interpretation of logic programs, such as [2] .
Overview of the Approach
As both GAIA and PLAI can be viewed as inspired by the abstract interpretation framework for logic programs of Bruynooghe [2] , we briefly recall some basic ideas of this framework. It closely mimics the procedural semantics and gives detailed information about call and success substitutions of the predicates: it constructs an AND-0R graph for a given program and a given query specification. This information can be used for example for further optimisations of the analysed program [17, 21] . A generic abstract interpretation system consists mainly of two parts:
9 The doraai~-deVer~de~ opera~io~8 are the abstract operations that need to be implemented in order to instantiate the system to a specific domain.
9 The fi~poi~ a/gori~hm computes abstract substitutions for each program point in the analysed program. These abstract substitutions can be used to construct the AND-0R graph of Bruynooghe's framework. The key ideas behind top-down abstract interpretation can be summarised as follows. To solve a query to a procedure p with an abstract substitution fl, the algorithm considers each clause defining p and groups the result of the clause analyses using an abstract operation (this is the so-called 0R-node of Bruynooghe's framework). The analysis of a clause considers each goal in turn applying the same algorithm to each goal with the abstract substitution obtained for the goal (this is the so-called AND-node of Bruynooghe's framework). Recursion is handled in a special way to guarantee correctness while preserving the safeness of this analysis. When a recursive call is encountered with the same abstract substitution, no new subcomputation is initiated. Rather a lower approximation of the result of this call is returned for the recursive call. The initial lower approximation can simply be the bottom element of the domain or can be computed in a more sophisticated way. The approximation may be updated when a call collects the results of its clauses. If the used approximation has been updated and if the call depends on itself recursively, a new analysis is required. The overall computation is thus an iterative process which terminates when none of the approximations used in the computation have been updated during the last iteration. This framework can be used both for logic programs and constraint logic programs. For CLP the notions of unification and substitutions are generalised to those of conjunction and constraints [9] .
The efficient algorithms on which GAIA and PLAI are based aim at optimising the top-down computation of the AND-0R graph. Although the computation is organised around the AND-0R graph, it is not stored as such. Both algorithms gather call and success substitutions for the predicates in the program. They both optimise the computational cost of the fixpoint computation, e.g. by avoiding to use bottom as the first approximation of the success substitution of a recursive call, by reducing the computational effort which is performed during the successive iterations in computing the success substitution of a recursive call, and by using the already obtained results when it happens that a predicate is called several times with the same call substitution.
In the rest of this section we discuss differences between them that we found relevant for our experiments.
Interface
Normalisa~ion. An important difference between them affects the domain dependent part and is related to the approach towards r~ormalisation. A number of operations are simpler when the arguments of the heads and the calls are variables. For example, the normalisation of the append/3 program is as follows:
The effect of normalisation is to make the unifications explicit, isolating them from the other abstract operations, and to introduce extra variables. How desirabl4 normalisation is depends on the application. Isolating the unifications can make other operations substantially simpler, however, having the extra variables can substantially increase the size of the abstract substitutions in the program points (the size can be exponential in the number of clause variables for some domains). Note also that normalisation can decrease precision. With PLAI, users can decide whether to use normalisation or not, GAIA requires strong normalisation, unifications must be of the form X = Y or X = f(Y1,...,Yn) with X, Y, Y1,... Yn distinct variables. The possible loss of precision due to the weakness of information regarding the dependencies between variables which is stored in the abstractions can be compensated by the reexecution strategy [2, 15] . However, the introduction of extra variables remains and can be a problem in some applications. Therefore, GAIA has been slightly modified to allow weaker forms of normalisation. The modified GAIA system assumes that the input programs fulfill some minimal normalisation requirements, namely atoms are of the form p(X1,..., Xi) and the arguments are distinct variables. The unifications still have to be explicit, but the application decides about their actual form. In our experiments GAIA and PLAI analyse identical programs in weak normal form.
Representation of Variables.
Another difference is the internal representation of the program, in particular the representation of the variables in the source program. In GAIA the program variables are represented by numbers i.e. 0,1, ..., while PLAI represents program variables by free Prolog variables. The difference is important for the choice of the data structure for the abstract substitutions. Note that abstract substitutions often contain sets of variables (see also the high level description of the two abstract domains in Section 3). In GAIA, this is a set of numbers (between 0 and n) for which a bit representation is a compact and reasonably efficient representation in g. In PLAI this is a set of free variables that can be represented by an ordered list in Prolog, but this representation consumes more memory and requires more time to process. The variable representation in PLAT allows the use of Prolog specific implementation techniques, e.g. using unification to rename abstract substitutions, but bit operations cannot be used with this free variable representation.
Fixpoint Algorithm
Avoiding Redundant Computation. In the treatment of a recursive predicate, the
Original version of GATA recomputes all clauses defning the predicate. PLAT does better: it recomputes only the clauses from which the predicate is reachable. Both systems redo the unifications, however they avoid to recompute calls to predicates for which the call pattern has not changed. They simply pick up the success substitution stored in the previous iteration. GAIA has a variant, the Prefix version which is theoretically more efficient, as it starts recomputation from the point where the recursive call receives a new success substitution (to allow this the abstract substitution in the program point prior to the recursive call is stored, the abstract substitution of other program points is not stored). For example, PLAT and the Original version of GAIA will reexecute the unifications in the recursive clause of append, while the Prefix version of GAIA will not. In practice, it is not always the case that the Prefix version is better as the extra cost of storing and fetching the full substitution in the point prior to the recursive call can be more substantial than the cost of recomputing the calls prior to the recursive call.
Granularity of the Analysis and Annotation. The analysis can derive different
call patterns for a procedure, e.g. the same procedure can be called from different points in the program or recursive calls may have other call patterns than the original one. Both systems compute dynamically as many versions, i.e. call patterns, for a procedure as encountered during fixpoint computation. The systems have a different approach towards presenting the computed AND-0R graph to the user. GAIA outputs all versions explicitly, while PLAI gives one version -the most general one -for each predicate. A version is annotated with abstract sub-~ stitutions in the program points. PLAI keeps the abstract substitution in every program point (so that it can be used directly to annotate the program), while GAIA only keeps the call and success patterns for the predicate calls. So that at the moment of annotation, the AI~D-0R graph has to be partly recomputed in GAIA. This post-processing step of GAIA is straightforward and linear in the siT.e of the programs and has the advantage of reducing the storage of information which may not be relevant during the fixpoint computation. Apparently, the design decision of PLAI slows it down as there is the overhead of storing this information (i.e. copying these substitutions in Prolog's record database).
Implementation Language
In addition to the previous aspects, when one tries to compare GAIA and PLAI, one has to take into account the well known differences between the procedural programming paradigm and the logic programming paradigm. PLAI uses Prolog and this allows rapid prototyping. This is especially advantageous while one is still experimenting with the expressive power of the abstract domain. In the case of 0AIA, one has to implement the abstract domain in C and this seems only worthwhile once a definite decision about the abstraction has been made. On the other hand, there remains the performance gap between Prolog and r for which a factor of at most 10 is put forward in [17, 21] for some small programs using similar data structures, but which can be much higher when the C version encodes the information in a different way and processes it with different algorithms (cf. different internal representation of variables).
The Abstract Domains
We have coupled GAIA and PLAI with two abstract domains. The abstract operations are defined for (weakly) normalised programs, although this is not required by PLAI. Each domain has been implemented in C and in Prolog. For each language we took an appropriate data structure that allowed to use the full power of the language. It is the intention of the authors that the implementation of the domains allows a fair comparison between the two systems. These two domains are very different from a complexity viewpoint and enable us to study the impact of normalisation and sizes of the abstract substitutions on the systems. In addition, they give interesting data on the feasibility of other domains suc:h as complex sharing domains.
The domain mode aims at deriving instantiation states of program variables in logic programs. The domain mode is also used in [13] and is a reformulation of the domain in [2] . An abstract substitution has three components: (1) the mode component associates the mode var, ground or any with each program variable, (2) the sval component defines an equivalence relation between program variables that definitely have the same value, and (3) The :Ereeness domain [11, 12] derives information about definite freeness of program variables in constraint systems. It deals with mixed constraint systems in CLP programs, namely systems containing numerical constraints, e.g. Y1 + T ---3, and unification constraints, e.g. X = f(Y1, Y2). The abstraction extends the notion of possible sharing in the context of LP towards possible dependencies established by constraint systems in CLP. In order to decide about definite freeness of a variable the abstraction must capture the dependencies that are created by the constraint system. Then we can safely compute which variables might get instantiated -and are possibly not free -when a particular variable gets a value. The abstraction has again a mode compo- Note that the set of sets is closed under union. The technical reasons for this are beyond the scope of this paper (see [12] ).
For this paper it is important to notice the difference in space requirements of the abstractions, mode requires quadratic space in the number of variables in the worst-case because of the sharing component on pairs of variables. ~reeness may require exponential space since it maintains sets of sets of variables to express sophisticated dependencies between variables. Hence its size is very sensitive to the introduction of extra variables by normalisation. Note that [10] describes two ways to reduce the size of the freeness domain (by combining it with definiteness information [9] and by using a more compact representation for the information).
Benchmarks
The programs we use for the simple mode domain are the same as in [13] . They are "pure" logic programs and used for various purposes from compiler writing to equation-solvers, combinatorial problems and theorem-proving. Hence they should be representative of a large class of programs.
For the freeness domain, we have chosen CLP specific examples. Due to the intrinsic size of the abstract substitutions, we had to restrict the size of the benchmark programs. Lengthlist and Sumlist compute resp. the length and the sum of the elements of a given list. Meal is a program to compute balanced meals. Vecadd is a program to compute the sum of two vectors (as lists). Matvec computes the multiplication of a matrix with a vector and Matmul is a program for the multiplication of two matrices. Another famous program is the mortgage program. We used it with two different call-patterns (mgl and rag2 for short. The relevant difference between them is that rag2 gives rise to two call patterns, while rag1 only to one). Runge-kutta and trapezoid encode integration methods to solve first order ordinary differential equations. The programs are taken from the Prolog III example programs or programs shared by the PRINCE partners.
Experiments
This section reports upon our experience gained in using GAIA and PLAI when coupling them with two different abstract domains. Based on the experiments we draw some conclusions which can help developers to make a more knowledgeable choice between the two systems. First, we investigate the behaviour of GAIA when coupled with different domains. Then, we compare the abstract interpretation applications developed with GAIA and PLAI. Finally, an overview is given of points which our experiments showed to be important for the developer of abstract interpretation applications. The experiments are done on a SUN SPARC2 and the execution times (CPU times) are given in seconds. PLAI is compiled using SICStus 2.1 #3.
On Coupling GAIA with Different Domains
The GAIA-systcm implements two different algorithms of [13] : the Original version and the Prefix version. They differ in the kind of optimisations used during the successive iterations of the fixpoint computations as explained in Section 2.3. Our Starting Point. The behaviour of the Prefix version with respect to the Original version is very different for our abstract domains. The execution times for mode are given in Table 1 : the first column (Or) gives the time of the Original version and the second column (Pr) the time of the Prefix version (we used the same mode domain and actually the same C-code as in [13] ). For freeness the same information is given under the heading DSIStrong in Table 2 . In case of the mode domain, the Prefix version needs on the average only 45% of the time of the Original version, while for the ~reeness domain this is 381%. This is partly due to the effect of the intrinsic size of the freeness domain on the fixpoint optimisations of the Prefix version, since freenesa is no longer polynomial in the worst-case as mode is, but rather exponential. However, two other causes, namely the choice of the data structure for the freeness domain and the degree of normalisation, have been identified.
The Impact of Data Structures.
We used the following data structures for the set of sets of variables in the freeness domain: because it allows fast and easy binary search for the set of sets and the redblack colouring convention keeps the tree balanced. The pointer was used to have an ordered list representation to speed-up the implementation of some of the abstract operations. Profiling both versions showed that the time needed in the Prefix version to store and fetch the information for the fixpoint optimisation is bigger than the time needed by the Original version to do the whole computation. For example in the case of mgl, the time used for the Prefix optimisations is a factor 5.2 of the time to redo the computations shortcut by the optimisations. The Prefix optimisations require copying of abstract substitutions. In the case of freeness this is expensive because of the intrinsic exponential size of the abstract substitutions. Moreover, copying is complicated by the pointer to the next in-order element. 2. To speed-up the copy operation, we removed the pointer to the next in-order element and used just a red-black tree to represent the set of sets of variables (DS2). Now, the time needed to copy an abstract substitution dropped with more than 90% and the Prefix version is on the average 2.5% faster than the Original version (see part of Table 2 under heading DS2strong).
In the mode domain, the time needed to store (or fetch) an abstract substitution is almost negligible: the size of a substitution is polynomial and the used data structure allows a very fast copy, so here the performance of the Prefix version is much better than the Original version.
The Impact of Degree of Normalisation. By degree of normalisation we mean the kind of restrictions put on the allowed forms for unification and numeric constraints. The stronger the normalisation, the more extra variables are used: e.g. X = f(A,B), A = h(Y), B = 1 is the strongly normalised form of X = f (h(Y), 1). The effect of the degree of normalisation can best be shown through some examples using the ~reeness domain: here the size of the abstract substitutions is exponential with respect to the number of variables in the clause: e.g.
(1) for sumlist, introducing one extra variable causes the time to be doubled, and (2) if in both the first and second clause of mortgage five extra variables are introduced, the time needed in GAIA (and PLAT) was multiplied with at least a factor 60. GAIA strongly normalised the programs internally in the system. This caused not only a very bad time performance on the freeness domain, but also memory problems: due to the exponential size of the abstract substitutions, the introduction of only a few extra variables causes a lot of extra memory needed (e.g. we were not able to compute the abstract interpretation of matmul, runge-kutta or trapezoid). Therefore, we modified the GAlA system: the normalisation was removed from the framework and the user can tune the degree of normalisation with respect to his abstract domain (e.g. for our applications the unifications must be of the form X = ~ with t any term). For the ~reeness domain, the execution times for this weak normalisation are given in Tables 3 and 4 under the headings DS1Weak and DS2Weak, where OOM stands for O~t Of Memory.
The performance improves with respect to the strong normalisation for both data structures and both versions .with at least 85%. For the mode domain, one can choose to have a strongly normalised input program, as the introduction of a few new variables does not cause time or memory problems.
Note that the best implementation of ~reeness with GAIA uses the red-black tree without extra pointer under weak normalisation i.e. DS2Weak in Table 4 .
Comparison of GAIA and PLAI Based on the Developed Abstract
Interpretation Applications GAlA and PLAI are state of the art implementations. Fixpoint optimisations are incorporated in the Prefix version of GAIA and in PLAI. The data structures used to represent the elements of the abstract domain and the algorithms used to process them are very different due to the different nature of the programming languages Prolog and C and due to the internal representation of the program variables by the systems. What we compare is the performance of both analyses for the same source programs in the same normal form. For PLAI, we give the time needed for the analysis (Anal), for garbage collection and stack shifts (Garb_St) and the total time (Total). For the mode domain, all benchmarks -including quite large programs -can be run by both systems. However, there is a performance difference of about a factor 60 on the average between GAIA and PLAI (cfr. Table 5 ). For the more complex freeness domain, only small programs can be run with PLAI due to memory problems. The average performance improvement for them is about a factor 16 (cfr. Table 6 ).
The difference between the systems is partly due to the different approaches towards avoidance of redundant computation, annotating programs and granularity of the analysis (as described in Section 2.3) and partly due to the performance gap between Prolog and C. However, we noticed that a substantial amount of the execution time goes into the abstract operations (e.g. about 98% for the freeness domain coupled to GAIA). So, the difference between GATA and PLAI is mainly due to the abstract operations and it turns out that for this kind of applications the performance gap between Prolog and C is bigger than a factor 5 -10 which was put forward for some small programs using similar data structures in [17, 21] . In our applications, the implementations of the abstract domains use quite different data structures in C than in Prolog. For the freeness domain -and to a lesser degree also for the mode domain -the abstract operations mainly manipulate the sets of sets of variables. They have a much more efficient implementation in C than in Prolog. A set of variables is represented in GAIA by a bit representation (1 memory cell represents a set of at most 32 variables), while in PLAI an ordered list is used (a simulation of the bit representation cannot be used because the variables in PLAI are represented internally by free variables). For example for a set of 5 elements, 10 times more memory cells are used in Prolog than in C. The abstract operations can be implemented more efficiently for the bit representation than for the ordered lists. The data structures in C can be updated destructively, while in Prolog parts of them have to be copied. Moreover, a program that uses more memory is likely to use more time due to non-locality.
Recently, Tan and Lin [20] have investigated the alternative of compiling abstract interpretation into the framework of the WAM. A prototype analyser based on this idea (written in C) is compared with the analyser in Aquarius [21] (written in Prolog) and gives a performance improvement of a factor of over 150 in the average. Unfortunately, both analysers were coupled to different abstract domains. If the same domain is used, their conservative estimate is a speedup of over 100 for relatively small programs. For mode we obtain a factor 60 as an average for a representative set of programs. However, this is obtained by a meta-interpreting approach for which [20] claims that the compilation into WAM is a promising alternative. Our results seem to contradict their conclusion in the sense that the performance gap between Prolog and C could be at least as significant as the difference between an interpreter-based and a compiler-based approach for abstract interpretation.
Important Issues for Abstract Interpretation Applications
When choosing a tool to develop an abstract interpretation system, the user should be aware of the following important points:
1. The approach towards normalisation has an effect on the abstract domain.
If the abstract interpretation tool imposes normalisation, one should take this into account during the design of the abstract domain, because its expressive power must be strong enough to obtain the desired precision. If no normalisation is required, the user can choose the degree of normalisation for the application at hand.
The abstract interpretation tool should leave enough freedom to the user w.r.t, normalisation: e.g. PLAI does not require any normalisation and in the version of GAIA we adapted the degree of normalisation is left to the user.
2. The internal representation of the variables affects the choice of the data structure for the abstract substitutions, in particular the data structure to represent a set of variables.
3. The inherent size of the abstract substitutions might interact with the systems approach towards fixpoint optimisations: the behaviour of the Prefix version with respect to the Original version of Gb, IA is quite different in the case of the ~reeness domain than in case of the mode domain. Moreover, the approach towards fixpoint optimisations affects the choice of the data structure for the abstract substitutions. Both abstract interpretation tools store extra information containing abstract substitutions. This involves storing/copying of the abstract substitutions into global data structures. Note that in Prolog this is typically done by using the record data base or using dynamic predicates that are asserted and retracted. Now, putting more (redundant) information in the data structure for the abstract substitutions (i.e. using a smart representation that trades space for time) speeds up the abstract operations, but might slow down the fixpoint optimisations due to their size. This phenomenon was observed during our experiments where the occurrence of a pointer in DS1 complicated the copying operation in GAIA and made the Prefix version slower than the Original one.
The user should be careful when chosing a data structure for the abstract substitutions because the size and the internal organisation (cfr. internal pointers) may interact with the storing/copying of the information done by the fixpoint optimisations.
4. The user should have the option to tune the output of the system towards his needs, e.g. the desired number of versions and the way the results are presented to the user. The flexibility of both systems can be improved.
5. Each programming paradigm has its specific characteristics which are advantageous at different stages of the development of an abstract interpretation" system, namely the prototyping phase and the production phase.
6. Neither of the systems offers extra facilities to debug the application under development. One has to rely on the debugging facilities for the underlying language.
Conclusions
The paper reports on our experiments of coupling two different abstract domains -modes and :Ereeness -with GAIA and PLAI. An important motivation is the need of turning abstract interpretation into a practical compilation tool. GAIA (written in C) and PLAI (written in Prolog) are both fine tuned implementations of efficient abstract interpretation algorithms. Modes [13] is an instance of a well known application in the context of LP, whereas freeness [12] has recently been proposed in the context of CLP. The two domains are of a different complexity: the intrinsic size complexity of freeness is in the worst case exponential; that of modes polynomial. Freeness can be seen as a representative example of abstractions analysing complex dependencies between program variables.
The paper contains an overview of design decisions in GAIA and PLAI which our experiments showed to be relevant for developers of applications. They are based on different design decisions concerning the interface between the fixpoint algorithm and the abstract domain (normalisation and representation of variables) and concerning the fixpoint algorithm (avoiding redundant computation and annotating programs). Our experiments showed that the performance of the abstract interpretation systems is affected by the degree of normalisation and by the choice of the data structures. An inappropriate choice of the latter can destroy the effect of optimisations that aim at reducing the number of abstract operations, as shown by the experiments on coupling freeness with GAIA. Our experiments illustrate the impact of the complexity of the abstractions on the feasibility of integrating them -and also comparable abstractions -in practical compilation tools. As the performance for freeness is unacceptable for larger programs, the reduction of its size as proposed in [10] is essential to make it practical. Another important observation is that for our experiments most of the execution time is spent on the abstract operations. Therefore, the implementation of the abstract domain turns out to be crucial. In this context, the comparison between systems developed with GAIA and with PLAI boils down to a comparison between C and Prolog. PLAI has the advantage of supporting rapid prototyping which is interesting while experimenting with the abstract domain. Quite complex domains such as freeness can be run only on example programs. GAIA allows to make implementations of the abstract domains that obtain better performance and consume less memory. In production systems these factors are important to use the system for all kinds of programs. Tan and Lin [20] conclude that a compiler-based approach to abstract interpretation could be a factor 100 better than an interpreter-based one. This difference seems to be due to writing the compiler-based one in C and the interpreter-based one in Prolog, as our experiments reveal the impact of the performance difference between C and Prolog. Their conclusions hold for an abstract domain which extends the mode domain with type information. Recently, the paper [3] describes a bottom up Prolog implementation for groundness analysis by means of the domain Prop of propositional formulae, which is quite different from the above domains. For this particular domain, the efficiency of [3] is comparable with the C implementations described in [6, 16] .
In order to implement an application with GAIA and PLAI, one has to know how the programs are represented internally in the systems. The main development effort has to be put in the abstract operations. For example, for the freeness domain the difference in development time (including experiments with different data structures) was about a factor 3.
