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Abstract 
The increasing costs of managing urban water distribution systems coupled with limited budgets and new regulatory 
requirements has compelled water utilities  to ensure that asset maintenance decisions move from  a reactive to a 
proactive approach. This means that asset renewal decisions must shift from being made only when failures happen 
to well-planned priority- based replacement, repair and rehabilitation strategies. However the question of prediction 
of the future condition of the pipe network continues to trouble water utility managers because of the complexities in 
determining pipe conditions amidst poor data situations. Conventional approaches for prediction of pipe condition 
are skewed towards statistical analysis and do not consider failure history. Until now, there have been no approaches 
for prediction of future state based on pipe condition. This paper applies a Markov based approach as a decision 
support system to predict the future condition of a water distribution network. The approach is illustrated on a case 
study in Kampala Water, Uganda as a proof of concept. Data on pipe condition history per block is first checked to 
ensure it follows the Markovian process.  Pipe condition has been based on a composite index that combines pipe 
age and break history. The goodness of fit has been evaluated using the ȋ²-inference test. The Poisson distribution 
has been used to develop transition probability matrices required to forecast the state future condition of the water 
distribution network. The approach will help water utility managers optimize maintenance and repair decisions 
amidst budget limitations whilst taking into consideration both current and future states of the pipe network.  
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1. Introduction 
 In middle and low-income countries, deterioration and the rampant failure of water distribution networks is 
common.  Much of the infrastructure particularly in Sub Saharan Africa which was installed in the colonial era 
(before 1962) has passed its end of the useful life. The funds availed for preventive pipe network maintenance is 
limited. For example Kampala Water alone spends an average of twenty five billion Uganda shillings per annum on 
only network repairs and maintenance [1]. Due to limited budget allocations, it is necessary to concentrate 
maintenance activities on those parts of the network where they are most needed. These funds are not sufficient 
because as the networks age, they deteriorate further leading to increased failure rates. Moreover levels of service 
and network efficiency (supply pressures, continuity of supply and Non-Revenue Water) have a relationship with 
pipe condition. Currently most water utilities find out about failures only when they happen. Consequences of 
unplanned failures include lost productions, damaging of other components and infrastructure and service 
interruptions [2]. In addition, a lot of water is lost before corrective action is taken. Predicting the future condition of 
the pipe network is required as a proactive strategy to determine the maintenance and repair requirements which will 
enable network managers to draw the necessary priority based maintenance schedules [3]. Studies have been done 
on predictive models to help prioritize inspection, repair, rehabilitation and replacement in water infrastructures. 
However a few studies [4,5] done regarding the use of Markov chains for the prediction of the future condition of 
water networks. However, they base on expert opinion for condition assessment which is highly subjective rather 
than on failure history. 
Markov processes are used to model condition deterioration for infrastructure systems [5,6]. They are recommended 
for assets that pass several numbered condition states and passes from one state to another during each time step 
according to fixed probabilities [2]. A review of literature has revealed that Markov models have been widely 
applied to predict future states of many infrastructure systems. For example [7,8,9,10] applied the Markovian 
process on road and pavement management.[10, 6,11] applied the Markov model for the prediction of deterioration 
states of storm water and sewer pipes. A basic concept of implementing Markov decision process to the scheduling 
problem for infrastructure is suggested by[13]. Recently a few studies concerning the prediction of future condition 
and deterioration of water pipe deterioration using Markov chains have been carried out.[14] applied the Markov 
model to predict the optimal schedule for maintenance and improvement of a water system. The model applied 
dynamic programing and a Markov decision process to determine the optimal strategy based on cost. [15] modeled 
the occurrence of water pipe bursts with time based on a hidden semi-Markov model that uses a non-homogeneous 
Poisson process. The model was successfully applied to a Canadian distribution network with 1349 pipes and 5425 
recorded failures. [4] presented an approach for predicting the deterioration of water pipelines utilizing a Markov 
chain process. The states modelled in the Markov chain are based on fuzzy logic. [4] applied Markov chains for the 
prediction of the future condition of water networks. However, the approach was only tested on large diameter pipes. 
Moreover the approach used expert opinion rather than on failure history to assess the condition assessment which is 
highly subjective. Although the aforementioned models have been applied on water networks, they are criticized for 
(i) being skewed towards modelling the deterioration of pipes without a failure history or which have been recently 
repaired (ii) using fuzzy and expert opinion that are subjective (iii) not being tested on a developing country context 
where water networks experience challenges such as intermittent supply and exhibit unique failure patterns. 
Moreover they have been applied on transmission mains and on large pipes with diameters greater than 500mm and 
with low failure rates. This work proposes the use of historical failure data to predicting the condition of a water 
distribution network using a Markov chain methodology 
2. Case study description 
The case study is made up of four blocks located in Mbuya, Nakawa Branch in Kampala Water, the largest branch 
of National Water and Sewerage Corporation that serves the Kampala Capital City Authority and surrounding 
Wakiso and Mukono Area. The blocks have been selected for because of availability and completeness of data. The 
blocks are 2129, 2130, 2030, and 2029 and constitute of 13 pipes of 3170 m. Information captured for each block 
relates to pipe diameter, location in terms of the block, the date on which the failure was reported and that on which 
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it was repaired. The data used in the study was for a period of 25 years. The data was obtained from Job Cards and 
the network maps at Kampala Water offices. Historical condition states in terms of pipe failure were obtained and 
are summarized in Table 1 below. 
Table 1. Historical pipe break rates per block 
Block Diameter (mm) Length   (m) Age Breaks/km/year 
0 5 10 15 20 25 
2129 100 230 35  1.70  2.18  2.72  3.32  3.99   4.72  
2130 
100 200 34  1.70  2.18  2.72  3.32  3.99   4.72  
50 415 34      -    0.04  0.15  0.36  0.66   1.05  
40 282 34  2.21      -    0.04  0.17  0.40   0.72  
100 426 34  1.61  2.08  2.61  3.20  3.85   4.57  
100 160 34  1.61  2.08  2.61  3.20  3.85   4.57  
2030 
100 95 33  1.61  2.08  2.61  3.20  3.85   4.57  
100 353 28  1.53  1.98  2.50  3.07  3.72   4.42  
80 83 32  1.77  2.30  2.92  3.61  4.38   5.22  
2029 
50 226 25  1.87  2.52      -    0.04  0.15   0.36  
80 295 25  1.14  1.57  2.08  2.66  3.32   4.06  
100 215 24  1.53  2.12  2.81      -    0.04   0.15  
50 190 35  0.87  1.21  1.61  2.08  2.61   3.20  
3. Condition states of the pipes network  
Assessment of the condition index of the pipe network was done per block and involved aggregating pipes with 
varying diameters. To account for the differences in pipe diameters within a block the various pipe sizes were 
assigned standardized weights ranging between zero and one.  Larger diameter mains have a higher relative 
importance than the smaller pipes because when they fail the consequences can be disastrous [16]. The obtained 
weights for the various diameters are presented in Table 2. Below 
Table 2. Standardized weights indicating relative importance of different pipe sizes 
Diameter(mm) 40 50 80 100 
Weight(w3) 0.4 0.5 0.8 1 
The condition index for the pipe network per block is computed from the equation 1 below and the results 
represented in Table 3 below. The condition index and state of a cohort of pipes in a block is the summation of the 
product of the probability of failure of each pipe and its corresponding weight for the diameter in the block.  
))(*( 3 BAPwCI ¦         (1) 
Table 3. Probabilities of pipe failure and pipe condition index per block 
Block Diameter (mm) 
Diameter weights 
( W3) Age Age/lifespan
       
0             5         10         15          20          25  P(A)
2129 
100 1 35 0.7 1.70      2.18      2.72      3.32       3.99       4.72  
0.7 P(B) 0.10      0.10      0.20      0.20       0.30       0.30  
CI 0.40     0.40     0.45     0.45      0.50      0.50  
2130 
100 1 34 0.68 4.93      6.34      7.93      9.72     11.69     13.86  
0.6 P(B) 0.30      0.40      0.60      0.70       0.80      1.00  
P(AŀB) 0.45     0.50     0.60     0.65      0.70      0.80  
50 0.5 34 0.68 -         0.04      0.15      0.36       0.66      1.05  
0.6 
P(B) -           -        -      -      -        -    
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P(AŀB) 0.15    0.15     0.15     0.15      0.15      0.15  
40 0.4 34 0.68 2.21   -        0.04      0.17       0.40       0.72  
0.6 P(B) 0.10   -        -      -        -        -    
P(AŀB) 0.14     0.12     0.12     0.12      0.12      0.12  
CI 0.74     0.77     0.87     0.92      0.97      1.07    
2030 
100 
1 31 0.61 3.14      4.06      5.10      6.27       7.57       8.99  
0.6 P(B) 0.20     0.30     0.30     0.40      0.50      0.60  
P(AŀB) 0.40     0.45     0.45     0.50      0.55      0.60  
80 
0.8 32 0.64 1.77      2.30      2.92      3.61       4.38      5.22  
0.6 P(B) 0.10      0.10      0.20      0.20       0.30      0.40  
P(AŀB) 0.28     0.28     0.32     0.32      0.36      0.40  
CI 0.68     0.73     0.77     0.82      0.91      1.00    
2029 
100 
1 24 0.48 1.53      2.12      2.81          -         0.04      0.15  
0.4 P(B) 0.10      0.10      0.20  -        -         -    
P(AŀB) 0.25     0.25     0.30    0.20      0.20      0.20  
80 
0.8 25 0.5 1.14      1.57      2.08      2.66       3.32       4.06  
0.5 P(B)  -        0.10      0.10      0.20       0.20       0.30  
P(AŀB) 0.20     0.24     0.24     0.28      0.28      0.32  
50 
0.5 30 0.6 2.74      3.73      1.61      2.12       2.76       3.56  
0.6 P(B) 0.20      0.20      0.10      0.10       0.20       0.20  
P(AŀB) 0.20     0.20     0.18     0.18      0.20      0.20  
CI 0.65      0.69      0.72      0.66       0.68       0.72    
 
The condition states in Table 3 above are classified equally into five condition states ranging from 1 to 5 (excellent 
to poor) based on a Linkert scale shown in Table 4. The condition of a pipe is not discrete. There are so many 
possible intermediate conditions. However, in order to adopt the use of Markov chain methodology to model the 
deterioration of assets, it is a requirement to have discrete states. 
Table 4. Five point Linkert scale for condition indices 
Condition Index State Condition 
0.4 1 Excellent 
0.4-0.55 2 Very good 
0.55-0.7 3 good 
0.7-0.85 4 Fair 
0.85-1.00 5 Poor 
Based on Table 4, the historical condition states of every block per time step was obtained and entered in Table 5. 
This study will considered a time step of five years because it is a sufficient length of time after which there may be 
a significant change in pipe network condition. The most frequently occurring sequences obtained from Table 5 
were analyzed for Markovian compliance. Details of the Markov theoretical framework and decision process are 
elaborated in next section.  
Table 5. Historical condition states for blocks 
Blocks 
Time (years) 
0 5 10 15 20 25 
2129 1 1 2 2 2 2 
2130 4 4 5 5 5 5 
2030 3 4 4 4 5 5 
2029 3 3 4 3 3 4 
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4. The Markov model-Theoretical framework 
The Markov model is a stochastic process that was initially developed in 1906 by Andrei Markov [17] to help 
decision makers analyze transitions between states in which the probability distribution of the future is only 
dependent on the present condition and not the past condition [18]. Mathematically, a Markov model can be 
presented as a change in condition states PS(t) (in this case pipe cohorts) for n time steps t1, t2,…,tn. The conditional 
probability distribution of PS (tn) is as shown in equation 2.  
),,,,( 54321 PSPSPSPSPSPS         (2) 
Where PS=the state [1, 2, 3,…..5] of pipe cohorts in each time step. In this case 0, 5, 10, 15, 20 and 25 years 
respectively. A transition is said to occur when there is a change in state from PSi to state PSj..  For a change from 
state i to state j the transition probability can be stated as 
))(|)1(Pr[1, itPMjtPMPM tt           (3) 
The probabilities for transitioning between states PMij and is presented in equation 4. PMij represents the probability 
of condition (pipe cohorts) “i” moving to condition “j” in a given time step. For example PM12 is the probability of 
changing from state 1 to state 2 in a time period of one year. 
 
PM11 PM12 . . P1n 
PM21 PM22 . . P2n 
PM= . . . . . (4) 
. . . . . 
PMn1 Pn2 . . Pnn 
 
The condition of an infrastructure system at a given time step can be obtained from multiplication of the initial 
condition vector PS(0) with the transition probability vector PMt as shown in equation 5 [19]. For the case of this 
case study this is obtained from Table 5  
txPMPStPS )0()(          (5) 
5. Development of transition probability matrix 
A detailed description of how the transition probability matrix is developed can be found in literature [9,11] and is 
made up of three steps: (i) Verification of the Markov Property (ii) Development of Historical State Transition 
Matrices and (iii) Forecasting future condition state. Generally there are two methods for analyzing Monrovian 
compliance [20].These stages were followed and implemented on case study as a proof of concept. Details are 
elaborated in sections below  
5.1. Verification of the Markov property 
The most frequently occurring sequences obtained from Table 5 were first verified to ensure they comply with the 
Markovian property. A description of State sequence (STS), State sequence occurrences (SSO) and how Markovian 
property is verified based on frequency analysis and statistical Inference can be found in [13,9]. Generally it 
involved analysis of two and three state switches in sequences to ensure there is no difference in probability for (i, j | 
k) and (i, j | j) where the former represents a transition from state k to state j and the later represents no change in 
state j from the past to the present. STS refers to the sequences in transition states between past, present and future 
while SSO is a count of occurrences of STS in a database. Based on case study information in Table 5, transition 
sequences were analyzed and the results for probabilities, state sequence and total sequence occurrences were 
computed. Results of the analysis are presented in Table 6. The results show that there is a difference in probabilities 
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of occurrence in first two pairs of sequence. Hence statistical inference test was done check whether the population 
had a significant value of the variance ı2 to affect the Markov property. 
Table 6. Frequency Analysis for different sequences 
State Transition sequence SSO TSO SSO/TSO  ¨(difference Between the two probabilities) 
 2, 2 |1   1  1  1 
 0.333 
 2, 2 | 2  2  3  0.667 
 5, 5 | 4  2  2  1 
  0.5 
 5, 5 | 5  2  4  0.5 
 4, 4 | 3  1  3 0.333 
0 
 4, 4 | 4  1  3 0.333 
SSO- Sequence Occurrences                                                                   TSO- Total Sequence Occurrences. 
The Chi-square Test (Ȥ² test) widely adopted in testing goodness of fit for data and statistical models was adopted. 
The results for the 2 by 2 state transitions for different sequences are presented in Table 7 below. Following[21] , the 
values in of the contingency table were fed into equation 6 below to calculate Chi-Square value.  
))()()((
)()( 22
bcdadbca
dcbabcad

 F       (6) 
Table 7. Ȥ² Contingency table 
Sequence SSO( TSO TSO-SSO Ȥ² Į 
2, 2 | 1 1(a) 1 0(b) 
0.333 0.578 
2, 2 | 2 2(c) 3 1(d) 
5, 5 | 4 2(a) 2 0(b) 
1.5 0.224 
5, 5 | 5 2(c) 4 2(d) 
4, 4 | 3 1(a)  1  0(b) 
0 1 
4, 4 | 4 3©  3 0(d) 
From Table 7, it is observed that the probability is 0.10 or greater for all sequences. Hence the deviation is 
considered insignificant, and the hypothesis that the developed frequency distributions come from the same 
distribution is accepted. From the inference test it can therefore be concluded that records for historical condition 
states for the Mbuya case study follow the Markovian property. This means that the data for the present 
deterioration state for Mbuya is independent from previous states. Having confirmed that Markovian property holds, 
historical state transition matrices are then developed. For simplicity it is assumed that dynamic factors such as 
pressures and intermittent water supply have a uniform effect on all the pipes in the Block. 
5.2. Development of Historical State Transition Matrices 
A description of how Historical State Transition Matrices are generated is found in[13,9]. This approach was 
followed. The number of transitions in the states of blocks from Table 5 were counted and entered in Table 8. 
Table 8. Transition state matrix for pipes in a block 
From State  To State 
1 2 3 4 5 
1 1 1 0 0 0 
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2 0 2 0 0 0 
3 0 0 2 2 0 
4 0 0 1 3 2 
5 0 0 0 0 2 
5.3. Development of the Transition Probability matrix 
The transition probability is from one state to another is calculated based on equation (7) [9], a formulation widely 
used to assess probability when sample spaces is less than 30. The results for the probability computation are 
presented in Table 9.  
 
¦
 
 
 5
1
k
k
ik
ij
ij
R
R
P          (7) 
Pij is the probability of transitioning from state i to state j. Rij is the observed number of transitions that move from 
state i to state j. Where i=(1,2,3,4,5) and j=(1,2,3,4,5) represent condition states at a particular time. Rik is the 
observed number of transitions that move from sate i to state k where k= (1, 2, 3, 4, 5). 
Table 9.  Probability Data-Matrix from Available Data- Base 
From State  To State 
1 2 3 4 5 
1 0.5 0.5 0 0 0 
2 0 1 0 0 0 
3 0 0 0.5 0.5 0 
4 0 0 0.17 0.5 0.33 
5 0 0 0 0 1 
A formal statistical analysis procedure normally recommended for sample sizes greater than 30 as also implemented 
as a proof of concept. The procedure was based on Poisson probability distribution in equation 8 was used to 
compute expected frequencies for the different rows of the data matrix.  
!
**)(
x
meN ximxf          (8) 
The results are presented in Table 10. 
Table 10.  Probability Data-Matrix from Available Data- Base 
Frequencies  
  Condition  
Mean  
  
 Ȥ² 
(calculated)          1     2   3   4  5  
 Row 1  
 observed       1.00    1.00 -    -    -    0.50 
 
              
0.47   expected       1.21    0.61 0.15  0.03  0.00 
 Row 2  
 observed           -     2.00 -    -    -    
0   0   
 expected     2.00 -    -    -    
 Row 3  
 observed           -      -    2.00  2.00  -    
0.50               0.89   expected      2.43  1.21  0.30 
 Row 4  
 observed           -    -    1.00  3.00  2.00 0.83 
  
              
2.63   expected      2.61  2.17  0.90 
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The distribution was tested to check whether it fits the Poisson distribution using the (ȋ2)  chi-square test statistic 
defined in  equation 9  below[15,16] 
¦  Ei
EiRi 22 )(F          (9) 
Where Ri is the observed number of counts for the ith level of the categorical variable, and Ei is the expected 
frequency count. The Ȥ² value at 5% level of significance of the Mbuya data at one degree of freedom is 3.84. Since 
the calculated value of Ȥ² is much lower than tabulated value, it is concluded that the observed frequencies follow a 
poison distribution. The expected values are then used to calculate the transition probability matrix T.  
T= 
 
5.4. Forecasting future condition state of a water distribution network 
The future state of the of a water distribution network per blocks at any given time can be predicted based on 
equation 8. Generally it involves multiplication of the initial states with the transition probability matrix as shown in 
equation 10  
 
Tj= (PS0) [T]n                      (10) 
Where PS0 is the current condition state probability vector and T is the transition probability matrix. n is 
the number prediction time steps required. 
5.5. Validation of the Transition Probability Matrix 
As validation, the developed transition probability matrix was used to forecast known historical condition states. For 
the case study this was for those years whose data had not used in the development of the matrix. Details on the 
process for validation of a probability matrix can be found in [13,9]. Generally it involved determination of the 
unknown variables of the of the initial condition probability vector PS(0) and the transition probability vector PMt at 
time t. For example, block 2129 is currently in an excellent condition, hence its condition is in state 1 with an initial 
probability vector PS(0) = [1, 0, 0, 0, 0].  
 
This probability vector is multiplied by the transition matrix ‘T‘as shown in equation 11, generating the vector ‘Tj’ 
which  represents the probability of transitioning  to condition state ‘j‘, based on  probability vector ‘PS0 ‘, for each 
‘j‘. The deterministic expected value of the condition state is obtained from a summation of the product ‘Tj’ and the 
condition state ‘j‘ as shown in equation 12. 
 
])[0( TPSTj           (11) 
 
¦
 
 
5
1
)(*)(
j
jTjCSoE         (12) 
0.606635 0.303318 0.075829 0.012638 0.00158 
0 1 0 0 0 
0 0 0.615385 0.307692 0.076923 
0 0 0.166667 0.5 0.333333 
0 0 0 0 1 
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Where, E (PS0) = the expected state of a block after one step given initial probability vector PS. Results obtained 
from equation 11 and 12 are presented in Table 11. 
Table 11.  Forecasted condition states of the blocks for Mbuya zone  
Blocks PS(20) (at 20yrs) Tj   =  (PS) [T] E (PS(20)  Observed 
2129 [ 0  1  0  0  0] [ 0       1         0         0        0] 2 2 
2130 [ 0  0  0  0  1] [ 0       0         0         0        1] 5 5 
2030 [ 0  0  0  0  1] [ 0       0         0         0        1] 5 5 
2029 [ 0  0  0  1  0] [0        0        0.17     0.50    0.33] 4.17 4 
Table 11 shows there the approach predicts correctly all states fairly well. This shows that the developed approach 
can be used to predict the future condition of a network with a very good degree of accuracy. Given the condition 
states of the pipe network per block, the decision maker is able to rank the blocks from poor to excellent. However, 
there is need to rank these blocks further based on additional criteria because the available funds may not be 
sufficient to improve the network in all the blocks found to be in poor condition. Blocks with Material types that are 
found to have higher failure rates in the database will be given priority before others. For the same material types, 
priority will be based on the criticality and the number of the customers served by the blocks. 
5.6. Conclusions 
This paper has presented an approach for the prediction of a Water Distribution Network using a Markov Based 
Approach. The Markov model approach has shown, both conceptually and through statistical analyses, to be an 
appropriate model for predicting pipe cohort conditions in a water network. The study methodology can be used to 
model the future condition states of a water distribution network. However application of the model for long term 
forecasts may be inaccurate. It is therefore recommended that transition matrices should be updated frequently as 
more data is collected. This will ensure that the most recent observations are used to develop another transition 
matrix. The approach can help water utility managers optimize maintenance and repair decisions amidst budget 
limitations whilst taking into consideration both current and future states of the pipe network. 
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