In this paper. we address the issues related to aggregation of anycast groups for scalable anycast routing. Anycast is a new network service that allows a sender to access anyone in a group that shares the same anycast address. Anycast has numerous potential applications. However. it also introduces new issues. One of the issues is that the size of the anycast routing tables is significantly increased. The main goals of this study are to reduce the size of routing tables and to improve network end-toend pegormance. Particularly, we propose three groupaggregation algorithms with direrent objectives: ( I ) groupaggregation for minimizing the routing table size, (2) groupaggregation for balancing intelface load, and (3) integrated group-aggregation. These algorithms take full advantages of the anycast semantics. Our evaluation results show that our group-aggregation algorithms can efficiently reduce the size of routing tables by 90% while achieving high network pelformanee in terms of the average end-to-end delay.
Introduction
In this paper, we address the issues related to aggregation of anycast groups in order to improve network performance for anycast service. Being proposed in Ipv6 [5], anycast is a new but important service that allows a sender to access anyone in a group that shares the same anycast address. In this context, anycast can provide service transparency for applications (e.g., DNS and mirrored web servers). It can also improves network performance by effectively sharing the loads among the members of an anycast group.
However, potentially excessive growth of routing tables in anycast routing may limit scalability of the service. The size of the routing tables significantly affects the speed of routing. As the number of end users is growing exponentially in the current Intemet, the routing tables have become routing tables can be reduced dramatically. To the best of our knowledge. there has been no previous work on using group aggregation techniques for anycast.
In this paper, we study the aggregation of anycast groups in an attempt to reduce the size of routing tables and improve network end-to-end performance. Our approaches take full advantage of anycast semantics. Specifically, we consider three algorithms: (1) Group-aggregation for minimizing the size of routing tables; (2) Group-aggregation for balancing load on the interfaces; (3) Integrated groupaggregation. We conducted extensive performance evaluations on the proposed algorithms. The evaluation results show that our algorithms can reduce the routing table size by 90 percent while achieving high network performance in terms of the average end-to-end delay.
The remainder of this paper is organized as follows: In Section 2, we describe the implementation model. Three group aggregation algorithms are proposed in Section 3, and evaluation results are presented in Section 4. A summary of this paper is given in Section 5.
Model and Definitions

Structures of Routing Tables
The sematics of anycast service should be considered on design of the routing table structure for anycast routing. The notion of anycast presumes that multiple members possibly exist in an anycast group, which means multiple paths can be used to improve network performance. To realize multiple path routing, multiple path information would be generated and kept in routing tables. The semantics of anycast specifies that only one member of an anycast group should receive the anycast packet, which requires exclusive packet forwarding among the outbound interfaces of a router.
Before proceeding further, let us review several router architectures. Generally speaking, there are two types of router architectures: one has a single forwarding engine, and another has multiple forwarding engines. For the router having a single forwarding engine, the inbound interface of the router sends the packet header to the forwarding engine, upon receiving a packet. The forwarding engine determine an outbound interface based on a central routing table. Then the inbound interface forwards the packet to the corresponding outbound interface according to instructions from the forwarding engine. Router technology is moving from architecture with single forwarding engine towards one with multiple forwarding engines. Each interface may have one forwarding engine. The overhead in making routing decisions can be distributed at all the interfaces. For the router with this architecture, upon receiving a packet, the inbound interface broadcasts it to all the outbound interfaces after it conducts a simple pre-processing. Then each outbound interface individually decides whether it should forward the packet based on its routing table. According to [3], this method yields a good performance.
In this paper, we would like to address the problems on group aggregation for anycast routing with this kind of architecture and to propose some efficient approaches. For a router with distributed routing tables, different components of the router must coordinate to select paths. To achieve this, our basic idea is to use synchronization IDS to coordinate individual forwarding engines. Our proposed structures of routing tables (see Table 1 
Group-Interface Matrix and Synchronization Matrix
The following matrix describes the distribution of multiple paths of anycast groups passing through the outbound interfaces in a router. 
We use a concept of block to represent the successive non-zero entries in the same column within the interface matrix. Given group-interface matrix A, for a ppath synchronization matrix AP, we define the compression ratio of AP over A as C R = $. For each interface j , we define its load Lj as the number of assigned synchronization IDS (non-zero entries in AP) for interface j . The compression ratio and load are two main mehics to measure the efficiency of group aggregation algorithms.
Definition 2 (Block)
Group Aggregation
Overview
The main goals of this study are to reduce the size of routing tables and to improve end-to-end network performance. A novel "group-aggregation'' approach is proposed to achieve our goals. Its basic idea is to combine multiple entries in the routing table into one entry. According to Subsection 2.1, there are two main fields in an entry: the first one is group ID; the second one is the number of available paths to the routing table at the inbound interface and the synchronization ID to the routing table at the outbound interface. For multiple entries to be combined in one, the values of the first fields(i.e., group IDS) should be successive and the values of the second fields should be the same.
In our group-aggregation approach, in order to efficiently aggregate the routing table, we do take into account the following special features: i) Not all anycast groups are active. Usually, many anycast groups are not active and there is no entry for them in the routing table. This may result in inconsecutiveness of group IDS in a routing table. By inserting 4"ppath (routing)" describes such a multi-path routing strategy: A router, having more than p available paths to an anycast group, will only pick p paths. Otherwise, it will select aU available paths.
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# kmdai,,j # k. some entries of these inactive groups, the group IDS may become consecutive and the relevant entries can be combined. This idea was first proposed in [6] for multicast. It is certainly applicable to anycast too. With this feature, we can treat all group IDS as successive ones. ii) Not all paths need to be utilized. The semantics of anycast require routing any anycast packet to one of the anycast groupmembers. For a given router, it is unnecessary to use all the paths of an anycast group (as long as the paths are more enough for load balance). In a routing table, we can remove the entries that represent the paths, which the router does not need. By effectively removing such entries, we may be able to further reduce the size of the routing table.
With the above ideas in mind, we discuss our groupaggregation approach. Given the number of paths required by multi-path routing, the number of available paths for each group is determined. Then the routing table at the inbound interface is fixed and its group aggregation is straightforward. However, that is not the case for the routing table at the outbound interface. Synchronization IDS must be assigned. It is a challenge to guarantee exclusive forwarding and multi-path routing. In the following sections, we will focus on the group aggregation for routing table at the outbound interface.
Exclusive forwarding and multi-path routing make all entries of the routing tables for any specific group relate to each other. Synchronization matrix fully discloses this kind of relationship. It combines the routing tables at all interfaces. In synchronization matrix for each group, non-zero synchronization IDS are different for exclusive forwarding and there are totally p non-zero synchronization IDS for p path routing. On the other hand, synchronization matrix is based on group-intelface matrix.
By using these two matrices, our group-aggregation approach can be described more specifically: given groupinterface matrix A = ( a i j ) m x n withppath routing requirement, the approach needs to carry out two tasks: i) Interface determination: As required by ppath routing, the routing This task focuses on selecting p interfaces in all potential interfaces for each group.ii) Synchronization ID Assignment: To achieve exclusive routing for any specific group, different synchronization IDS need to be assigned.
Once these two tasks are finished, a synchronization matrix AP will be obtained. For example, with different interface decision and synchronization ID assignment on groupinterface matrix A in (2), three synchronization matrices Recall that in a synchronization matrix, one column corresponds to the routing table at one interface. One row represents the distribution of paths to one anycast group among all interfaces. For these three synchronization matrices, we can obtain their compression ratios, and load distribution for all interfaces based on the definitions given in Sec. 2.2. For example, A" has 6 ranges, so its size is 6. There are 5 interfaces and 4 anycast groups. Hence the compression ratio of A" is = 0 The above example shows that different interface decision and synchronization ID assignment will lead to a different compression ratio and load; hence, this will lead to different size of routing tables and network performance. In the following, we present three group aggregation algorithms to achieve different objectives: i) Group aggregation achieve the minimum size of routing tables. ii) Group aggregation for balancing interface load: this algorithm aims to achieve high network performance through balancing load among the outbound interfaces. iii) Integrated group aggregation: this algorithm integrates the above two algorithms to minimize the routing table size and to achieve high network performance.
Group Aggregation for Minimizing the Rout-
ing Table Size for minimizing the routing table size: this algorithm aims to
The objective of this algorithm is purely to reduce the size of routing tables. To differ it from the other two algorithms, we call it greedy aggregation algorithm in short.
Algorithm
This algorithm carries out synchronization ID assignment first, then implicitly performs the task of interface determination. The whole algorithm (see Figure 1) is a loop apart from some initial work ' . In one session of the loop, there are two key steps: (1) Determining the synchronization ID that will be assigned to the block chosen later; (2) Choosing the longest block and assigning it the determined synchronization ID, to form a range. Figure 2 shows how the algorithm works on group-interface matrix A in (2) to achieve 3-path routing.
Input
Discussion
In terms of the number of non-zero entries for each group in the group-interface matrix to do ppath routing, there are two different cases:
Case I: The number of non-zero entries for each group is not less than p: Specifically, The related groupinterface . , (b) ....., ( . ) 0. 1' 0 0 0 1' -o., 0 holds fori = 1,2,. . . , m.
proof of this theorem is given in Appendix A.
Theorem 1 Given group-interface matrix A = (aij)mxn.
for p-path routing, if (4) holds, the algorithm of groupaggregation for reducing the routing table size (or the synchronization algorithm) can minimize the routing table size, i.e. can achieve the optimal compression ratio on groupinterface matrix A.
In this case, we present an important theorem below. The Case2: The number of non-Zen, entries for some group is less than p: More specifically, For the related groupinterface matrix A = (4) does not always hold for all groups i = 1,2,. . . , m.
In this case, we find that our algorithm does not always achieve optimality. However, a lower bound for the size of the obtained synchronization matrix can be derived, which can be used to evaluate the performance of our algorithm. The following theorem gives this kind of a lower bound.
Theorem 2 Given group-interface matrix A = ( a i j ) m x n . under any group-aggregation algorithm, the size of synchronization matrix AP is bounded by A, i.e. IApI 2 A, where A is a constant depending on A Therefore the compression ratio RC on the routing table by the greedy aggregation algorithm can be bounded, i.e. RC 2 &.
The theorem states that no matter how good the groupaggregation algorithm is, the size of its resultant synchronization matrix is not less than a value which only depends on the group-interface matrix. Our evaluation data shows that the compression ratio achieved by our greedy aggregation algorithm is close to this lower bound, i.e., RC A.
Hence, the greedy aggregation algorithm can approximately achieve optimal compression ratio.
A method to determine the lower bound A and the proof of this theorem are given in Appendix B. In the proof, we see that Theorem 2 also holds for case 1, and A = IAPI, thereby RC = &. 
Group Aggregation for Balancing Interface Load
Load-balancing aggregation is an extension of the greedy aggregation by balancing load among the different interfaces. Note that the greedy aggregation algorithm conducts the task of synchronization ID assignment first, and the task of interface determination, i.e. resetting some nonzero entry to achieve p-routing routing, is performed implicitly. In our load-balancing aggregation algorithm, interface determination will be conducted first. The non-zero entries in the group-interface matrix will be selected to reset with the purpose of load balance, while meeting the requirement of ppath routing.
Integrated Group Aggregation
Integrated Group Aggregation algorithm aims to enhance the load balance algorithm while adding an extra-phase to achieve high compression ratio in interface determination. It does a trade-off between load balance and compression ratio. In this algorithm, entries in some short blocks are selected to be reset in the newly added phase. Recall that in the load balancing algorithm, entries in the interface-matrix will be selected to be reset for the purpose of load balance until the weights of all groups are not larger than p . Hence, with entries in some short blocks being reset, the load balancing algorithm has less freedom to reset other entries. Accordingly, entries in the long blocks will have less opportunities to be reset, and can be formed into ranges in the Greedy Aggregation algorithm, which is called by the load-balance aggregation algorithm. With the greedy aggregation algorithm, we state that selecting long blocks to form ranges can increase compression ratio. We expect this algorithm to achieve much higher compression ratio than the one in the load-balance algorithm.
Performance Evaluation
In this section, we evaluate the performance of our proposed group-aggregation algorithms.
Experimental Model
Network and 'Ikaffic Model: The network topologies are randomly generated by GT-ITM [l]. Each node is treated as a router and has one host attached. The number of the groups is 50% of the number of the nodes and each group on average consists of 18 members, which are chosen randomly. We assume that the anival of the packets forms a *The interested readers can refer [4] for details of the algorithms.
Poisson process. Source of anycast packets are chosen randomly among i of the hosts. We choose 2-path routing.
Performance Metrics: i) Compression Ratio: Recall that the compression ratio is defined as CR = E. It is used to measure the performance of the compression of routing tables. The baseline of the compression ratio is the lower bound , which is defined in Theorem 2. ii) Average End-to-End Delay: It is used to evaluate effectiveness of load balance. Generally speaking, the smaller the average end-end delay the networktrafiic suffers, the better load balance the network can achieve. We consider the average endto-end delay in SSPF (shortest shortest path first) routing [71 as the baseline of the three group aggregation algorithms. Evaluation Methods: Our algorithms work on the original routing tables including all shortest paths to all members of all anycast groups, which is produced by M I N D algorithm 171.
Numerical Results and Observations
Compression Ratio
In this experiment. for networks with sizes 100. 200, 300 and 400 nodes, 20 random network topologies are generated respectively. We consider the top 10% routers in terms of their routing table sizes in each network topology. The average compression ratio is shown in Figure 3 . From Figure 3 , we make the following observations: i) The greedy aggregation algorithm out-performs the other two algorithms and its compression ratio is close to the lower bound. This can be attributed to the fact that greedy aggregation algorithm always chooses the longest block in the synchronization matrix that induces minimun number of ranges. The load balancing algorithm is purely load balancing oriented, some non-zero entries, which are important to achieve high compression ratio, are reset by the load balancing algorithm. The extra-phase in integrated aggre9~h e 1-m the routing table is, the more the groupaggregation is needed gation leaves the longer block.
ii) The compression ratio is not very sensitive to the size of the network. nodes are generated. The capacity of the links in these topologies is 1OMbps. The result showed in Figure 4 is from one of the network topologies. For other network topologies, we obtained the similar results. From figure 4, we make the following observations: i) Multi-path routing with any one of the three aggregation algorithms out-performs the single path routing SSPF algorithm in terms of average end-to-end delay. ii) The average end-to-end delay in the system using the load balance algorithm is the lowest. The system using the integrated aggregation algorithm has a result, very close to the one obtained by the system using the load balance algorithm.
Average End-to-End Delay
Final Remarks
In this paper, we propose a methodology of groupaggregation for scalable anycast routing. To the best of our knowledge, this is the first work in achieving scalability and high network performance in anycast routing by the aggregation approach.
The main idea of group-aggregation is to consider the treatment of inactive groups and alternative path selection as mentioned in subsection 3.1 while turning entries with same synchronization ID in any specific interface with the successive group IDS into one entry. Three group-aggregation algorithms have been proposed to achieve different goals: i) minimizing the routing table size; ii) balancing interface load; and iii) trade-off between minimizing routing tables size and balancing interface load. These algorithms take full advantage of the special semantics of anycast in interface determination and sychronization ID assignment. Sychronization ID is carefully assigned for exclusive forwarding in distributed router architecture to achieve high compression ratio on the routing tables. We have evaluated the proposed algorithms in terms of the compression ratio and average end-to-end delay. The result shows that our groupaggregation algoritms can reduce routing table size by 90% while achieving very good network performance in terms of the end-to-end delay. The work presented in this paper is the first step towards group aggregation for anycast routing. Some of the future researches are listed as follows: i) Dynamic group aggregation, where dynamics of anycast groups such as arrivals and departures of members in some anycast groups are considered, and ii) Weighted inte~ace determination, where different interfaces may be assigned different weights for packet forwarding to achieve better performance, etc.. A to get a ppath sychronization matrix. Remove the augmented interfaces from this sychronization matrix, then we can obtain a matrix AP, which is defined as a pseudo sychronization matrix since some small synchronization ID may be skipped in some group.
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