Abstract. The acquisition of new accounts is a major task of marketers. It is often carried out rather unsystematically, though. However, by now, one has come to terms that customer acquisition is a matter of quality. An instrument to evaluate prospective accounts is the Customer Lifetime Value (CLV). This paper introduces a Data Mining environment for its calculation and demonstrates its applicability to marketing in the automotive industry. The Car Miner refers to the evaluation of prospects rather than of current customers. This and other restrictions will be discussed along with guidelines for future research.
Introduction
Not all customers contribute to the profit of their suppliers. According to the "paretorule", a minority of 20% high-valuable customers subsidizes 80% less valuable ones [12] . Therefore, the acquisition budget should be spent on the right prospects. The Customer Lifetime Value (CLV) supports this decision [4] , [9] . Chapter 2 introduces a definition of CLV and describes constraints concerning the customer acquisition in the automotive industry which leads to an adjusted CLV model. Chapter 3 reflects the development of a Data Mining environment to calculate the CLV. Chapter 4 introduces restrictions of the model and discusses ideas to improve the Value Miner.
Conceptualization of the Customer Lifetime Value

Classical Definition of CLV
Several models of CLV are introduced in the literature. They agree that CLV is the present value of expected revenues less costs caused directly by a customer during his relationship with the seller [2] , [4] , [8] . Costs include spending for acquisition (e.g. advertising, promotion) and account maintenance (e.g. post purchase marketing). Revenues include the monetary benefit from the customer, i.e. the money he spends on the supplier's products / services [8] . Some authors also mention soft benefits, e.g. the customer's reference value [6] . The definition reveals several key statements: 1. Since the value of a customer is revenues less costs, it represents a net value. 2. The term "lifetime" refers to the duration of the relationship between buyer and seller. This requires an estimation of the prospective end of the relationship. 3. Revenues can be economic (e.g. turnover) and non-economic (e.g. reference value). Non-economic benefits have to be quantified. 4. The term "present" suggests to discount future payments. The implied devaluation of future streams of payment is due to the fact that they are uncertain and that the company could alternatively invest its money into the capital market. 5. The definition only covers revenues and costs in the future.
Adjustment of the Definition with Respect to the Acquisition of Car Buyers
Given the acquisition of new accounts in the automotive industry, only two of the statements above are relevant: Future payments should be discounted to the present, because they are uncertain (statement 4). Past payments from the prospect should be neglected, because -as opposed to current customers -they are not relevant to the company concerned (statement 5). However, the statements 1, 2, and 3 do not hold:
• Statement 1 (net value). As opposed to current customers, the individual costs of a prospect can hardly be estimated, because there is no individual historical data. Subsequently, some researchers [4] simply divide the historical overall spending for the acquisition and retention of customers by the number of accounts yielding to per capita costs. But if one does so, costs can easily be neglected at all, because they reduce the revenue of all prospects by the same amount.
• Statement 2 (time frame). Most authors, e.g. [10] , equate the time frame of CLV with the relationship's duration. But the end of a relationship is uncertain. We argue to extend the time frame to the day when the buyer stops consuming, i.e. when he dies. This is reasonable, because one should aim at keeping customers for good.
• Statement 4 (non-economic benefit). Many authors point out the relevance of soft benefits, but -with only a few exceptions [3] -refrain from measuring them, because they can hardly be quantified. If soft facts are included at all, they are more easily gathered from actual customers rather than from prospects. Table 1 summarizes the adjustments of the state-of-the-art definition. 
According to equation (1), the following information are required: purchase frequency, price acceptance, rate of discount, age of customer, average life expectancy. The main source for the Data Warehouse was the "Consumer Analysis 1999" (CA) with data from 31,337 German residents. Since only purchasers of new cars were considered, the data bases melted down to 6,039 people. Some data (life expectancy, discount rate) were added from external sources (Federal Statistical Office, FAZ).
Data Mining Environment for the Calculation of the CLV
Predicting future revenues and discounting them to the presence seems to be the main Data Mining task for calculating the CLV (chapter 3.2). The calculation, however, is not as trivial as equation (1) suggests: Upcoming arguments necessitated a refinement of the model. First, the purchase frequency is not constant (chapter 3.1). Second, the discount rate is a component of market interest and price increase (chapter 3.3).
Data Mining Task 1: Prediction of the Purchase Frequency
The purchase frequency was not acquired directly. Thus, it had to be predicted by other variables. We assumed, that the purchase frequency, i.e. the time span an individual keeps a car, decreases with income, intensity of care usage, usage for business reasons, and a positive attitude towards brands. Moreover, it was supposed that the frequency is not constant -as equation (1) states -, but that older people purchase less often. In order to predict the purchase frequency, we had to consider two more items:
• People were asked how old their current car was (CAR 0 ).
• They were asked if they intended to buy a new car in the course of the this year (INTENTION). To the people who did, CAR 0 represents their purchase frequency.
We draw a subsample of those people who declared their upcoming purchase intention (n = 2,260) and conducted several analyses with CAR 0 (i.e. purchase frequency) as the dependent and the items stated above as independent variables:
• Age of the customer in t = 0 (AGE 0 ), • Net income of the household (INCOME),
• Intensity of car usage, quantified by the kilometers driven per year (KILO), • Usage for business or private reasons (PRIVATE),
• Attitude towards the consumption of brands (BRAND).
Cross-validation was used to choose the model which best predicts the purchase frequency. The idea is to split the data base into two subsamples, to calibrate the model on one part and validate it on the other. The model yielding to the highest R square on the validation subsample should be chosen [7] . Three alternative models were tested on the calibration sample: a multiple linear regression, a multiple non-linear regression, and a chaid analysis. The linear regression yielded to equation 2. As hypothesized, older people and private users purchase less often (PF increases); high income, high intensity of usage, and positive attitude towards brands reduce the time span.
In the multiple non-linear regression, the directions of influence were the same, but the dependencies for AGE 0 (cubic), INCOME (exponential), KILO (cubic), and PRIVATE (exponential) were non-linear (see equation 3). The chaid analysis searches for the independent variables yielding to the highest split of the dependent variable. Chaid stands for Chi-squared Automatic Interaction Detector pointing out that it is based on chi-square tests automatically detecting interactions between variables [1] . Figure 1 partly displays the chaid output 1 . 
Applied to the validation subsample, the non-linear regression model performed best. It explained 12.3% of PF's variance, the linear regression model explaining slightly less (11.4%). The chaid analysis hardly yielded to an R square of 5%. Subsequently, the non-linear model was selected to calculate the purchase frequency. Using equation 3, the purchase frequency of each customer at any age could be predicted in the main sample. However, the first purchase frequency depends on two cases: 1. The car is now "younger" than a person's purchase frequency at his age usually is → CAR 0 < PF (AGE 0 ). If there is a 40-year-old, whose predicted purchase fre-quency according to equation (3) is, say, 5.4 years and his car is only three years old (3 years < 5.4 years), he will purchase his next car in 2.4 years, in t = 1. 2. The car is "older" than or as old as the purchase frequency is → CAR 0 > PF (AGE 0 ). For the car of our 40-year-old, which is, say, eight years old, this means: 8 years > 6.3 years. The customer's car is "overdue", he purchases now, in t = 0. Fig. 1 . PF, which is 5.08 years on average, is first split by AGE 0 yielding to 6 subgroups. Young people (18-29 years) purchase cars every 4.46 years, old people (> 70) less often. However, the dependency is not linear. Then, the algorithm searches for the variables causing the highest split of PF in the 6 subgroups. In level two, two different attributes split the purchase frequency: In AGE 0 = 18-29 years, PRIVATE is used while in category AGE 0 > 70 years, BRAND causes the best split. The corresponding leaves of the tree show, that people who use their cars for private reasons purchase less frequently than others. Similarly, consumers who are concerned with brand are more frequent buyers than others. On level three, KILO is used in both categories shown: The more people drive the faster they replace their old car Using equation (3) and taking the two cases above into account, the purchase frequencies at any future purchase could now be computed by the following algorithm: (1): t increases by one, y represents the years when a car is purchased. So, for our 40-year-old whose car is overdue, t = 1 will be in 5.4 years from now (y = 5). t and y coincide at present, when both are zero.)
Data Mining Task 2: Prediction of Price Acceptance
To calculate the CLV, the price acceptance at any year of purchase had to be estimated. Price acceptance increases with age decreasing again when people retire. We related the individual price acceptance in t = 0 to the price acceptance a person of the same age usually got (see table 2 ). If our 40-year-old customer intends to pay 35 TDM for a car, he spends 27% more than people of his age (see equation 4). The price acceptance at any of the customer's future purchases (variable PA y in equation 1) has to be multiplied by this price ratio, because one can assume that if a person spends more on a car than others today, he will do so in the future as well. 
Data Mining Task 3: Prediction of the Rate of Discount
In order to discount future streams of payment, we must consider both the market interest and the inflation (see equation 5). The market interest depends on the alternative investment. We assumed a certain investment keeping complexity minimal. The time span considered, i.e. the time until the customer dies, is rather long. The investment with the longest repayment period is a 30-years federal loan. Its interest receivables, the so-called spot interest rates, were taken from a leading German newspaper [5] . However, the time to maturity is 30 years, while our stream of payments goes much more far into the future. Taking the most extreme example, a 18 year old female who dies at almost 80, will purchase cars over the next 62 years. To calculate the market interest for the years 30-62, we conducted a regression analysis with the time as the independent and the spot interest rates as the dependent variable. Several regression models (linear, logarithmic, cubic, exponential etc.) were tested if they could 
The market interest (mi) for the years 30-62 were estimated using equation 6. In order to estimate the price increase for cars (pi) for the next 62 years, we extrapolated historical data from the Federal Statistical Office. According to this, the price increase fluctuated quite evidently within the last 30 years (8.2% to -0,5%). Several regressions models explained only up to 51% of the variance. Thus, we used exponential smoothing. One problem is to determine the smoothing factor alpha. The higher it is, the heavier the weight of recent data. Moreover, a model with a high alpha is sensitive to structural changes [11] . These arguments suggest a relatively high alpha, say 0.5, which yields to a future price increase of about 0.8%. This seemed to be too less, the most recent years (with almost zero inflation) being quite untypical. So we chose alpha = 0.1 yielding to a future price increase of 2.5%. Finally, the discount rate was computed by subtracting the 2.5% price increase from the market interest.
Prediction of CLV with the Car Miner
To summarize the discussion from the last chapters, equation (1) has to be refined: As equation 7 shows, the CLV is the present value of the price acceptance at any future year of purchase. Y does not increase by one, but by the purchase frequency, which is a function of AGE t , INCOME, PRIVATE, KILO, and BRAND. AGE t is the only variable in this function which, in turn, depends on the purchase frequency of the year before (see the algorithm in chapter 1). Applied to the given data base, we predicted the CLV for all customers. Table 3 shows the average CLV of car drivers in the upper market segment. According to this, it is desirable to acquire BMW drivers. A driver of a BMW 7, for example, will spend about 240,000 DM on cars in his remaining life. Note: PA 0 only has to be included if the car is "overdue". Furthermore, PRIVATE is not constant. We set it to YES when people reached their retirement age.
Value Miner 161 
Restrictions and Guidelines for Future Research
• The regression model explains only 12% of the purchase frequency. Its power could be improved by including external variables (e.g. macro-economic trends).
• The FED influences the market interest as well as the price increase. Thus, the Value Miner should be calibrated with respect to different FED policy scenarios.
• The life expectancy has been increasing for the last years and is expected to rise in the future. So people will purchase more cars than assumed. On the opposite, people don't drive until they die. So the two effects cancel each other out to some degree. However, a more precise model should take both effects into consideration.
• The composite model introduced in chapter 3.4 is subject to further evaluation. The impact of varying constituents and / or parameters (e.g. linear regression model for the estimation of PF, uncertainty when estimating the interest receivables from the alternative investment) should be shown in alternative models.
• When it comes to the retention of current customers, the CLV should be calculated as a net value. This requires a sophisticated accounting. Moreover, soft benefits such as reference potential should be included in that case.
