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Preface
ERCIM, the European Research Consortium for Informatics and Mathemat-
ics, aims to foster collaborative work within the European research community
and to increase co-operation with European industry. In the ERCIM eMobility
workshop, current progress and future developments in the area of eMobility are
discussed and the existing gap between theory and application closed. The fifth
edition of eMobility workshop was hosted by the Advanced Network Architec-
tures Lab (CRAAX) of the Technical University of Catalonia in Spain and took
place on June 14, 2011
This volume contains scientific articles accepted for publication by eMobil-
ity technical program committee. The accepted contributions discuss several
topics of the ERCIM eMobility working group including, pricing schemes for
Mobile WiMAX systems, mobility support in publish/subscribe networks, au-
tomated merging in cooperative adaptive cruise control systems, content repli-
cation strategies for smart products, inquiry-based bluetooth parameters for in-
door localization, efficiency analysis for multicast traffic distribution in PMIPv6
domains. The invited talk discussed opportunistic computation and its perfor-
mance.
At this point, we want to thank all authors of the submitted papers and the
members of the international program committee for their contribution to the
success of the event and the high quality program. The proceedings are divided
into two sections: regular papers and the invited talk section. The regular paper
section features short papers that present work in progress and ongoing research,
as well as full papers that elaborate in more detail the presented topics. All
papers have been carefully selected in a peer review process.
We hope that all workshop delegates enjoy the scientific program and the
beautiful region as well as the coast of Vilanova i la Geltrú. We further hope
that many scientists, including the current participants, will continue to use the
yearly ERCIM eMobility workshop as an event for the exchange of ideas and
experiences. The next ERCIM eMobility workshop is scheduled for 2012.
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Part I
Invited Talk

Opportunistic Computation and its Performance
Erol Gelenbe
Intelligent Systems & Networks Group
Electrical & Electronic Engineering Dept.
Imperial College
London SW7 2BT, UK
e.gelenbe@imperial.ac.uk
Abstract. We propose Opportunistic Computation as a simple para-
digm in which “agents” can be created ex nihilo. They then compute au-
tonomously on their own and can transition or transform themselves into
another agent, or they can terminate their computation, or two agents
may “combine” and give rise to a new agent, or together they may jointly
terminate their computation. This computational system can include N
different types of agents, and at any instand during the computation the
total number of agents of any type is unlimited. An agent that requests
to combine with another agent to carry out a computational step will
however terminate if its partner agent cannot be found. In this paper, a
brief description of this proposed computational model is followed by a
mathematical model of its performance. We then derive the probability
distribution of the number and type of all agents that may be present
in such a system. From this basic result, we can compute measures of
interest such as memory occupancy and the amount of communication
that takes place.
Keywords Parallel Computation, Opportunistic Computing, Performance Eval-
uation
1 Introduction
We borrow the term “Opportunistic Computation” (OC) from the field of computer-
communications where there has been recent interest in “opportunistic or delay-
tolerant communications (DTC)” [23] which has been discussed for a few years,
In DTC mobile entities (such as vehicles or people) carry wireless communi-
cation devices which pass packets on to other devices carried by other people
or vehicles, in the hope that these packets will eventually arrive at the desired
destination thanks to the mobile entities’ motion, and also to the successive “op-
portunistic” encounters and hops that the packets can make among the wireless
communication devices carried by mobile entities. OC is also similar to “Chem-
ical Computation Models” [22] where computational entities combine with each
other to “co-compute”, just like molecules in a chemical reaction combine to
form larger or more complex molecules.
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OC is similar to the concept of “coalition formation” in agent systems [14]
in which coalitions are formed via a small set of compositional rules. OC is also
a special kind of stochastic population model [5], in which the “agents” are in-
dividuals which can combine with other individuals to produce one offspring
which then replaces its parents. Agents can also “die” or terminate, while they
will also be destroyed if they need to combine with another agent of a specific
type, but cannot find an appropriate agent with which they can do that. Such
models also link to other areas such as viruses in the Internet [20], neural net-
works, and chemistry [3, 4, 18]. G-Networks [6, 8–10, 12, 16] are queueing network
models related to OC, where “customers” are served one at a time in a finite
set of queues, and certain customers called “negative customers”, “triggers” or
“signals”, have a behaviour similar to the agents discussed in this paper. The
major difference however is that in G-Networks, customers only interact with
each other when they are at the head of a queue, while in OC binary interactions
can occur simultaneously among all of the agents that are present in the system,
and the effective rates of interaction depend on the total number of agents of
each type.
1.1 A model of Opportunistic Computation
More formally, OC is a simple computational paradigm in which there are N
types of agents U = {U1, ... UN}, where each agent contains code and data. A
subset I ⊆ U will denote the “initial agent types” which may be used to initiate
a computation.
We will use U, V,W ∈ U to denote different agent types. T is a symbol we
will use to denote a terminated computation, while the symbol ! will represent
the “empty” symbol or non-existent agent. The system is structured with a set of
generation or re-write rules, which describe the creation, destruction, termination
and transformations that the agents can undergo, so that:
– (0) An agent of some type U can be created ex nihilo, as presented symbol-
ically by !⇒ U , or
– (i) An agent of some type can compute autonomously on its own giving rise
to a successor agent of another type, represented symbolically by $U ⇒ V ,
or
– (ii) An agent of some type computes autonomously and then terminates
%U ⇒ T , without creating a successor agent, or
– (iii) Two agents of types U and V combine and when the co-computation
ends the two are replaced by one successor agent of the typeW : U⊕V ⇒W ,
where W is not necessarily of a type distinct from U and V , or
– (iv) Two agents of types U and V combine in a computation and then
terminate without leaving a successor agent U ⊕ V ⇒ T , and we also have
the cases where
– (v) The computation U⊕V ⇒W , will be aborted if either an agent of type U
or of type V does not exist in the system at the time when the computation
is launched, giving rise the the step U ⊕ !⇒ ! or !⊕ V ⇒ !, and similarly
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– (vi) The computation U ⊕ V ⇒ T , will be aborted because either an agent
of type U or of type V does not exist in the system at the time when the
computation is launched, giving rise to the computation step U ⊕ ! ⇒ ! or
!⊕ V ⇒ !.
Note that U, V, W above can refer to the same or to different types of agents.
A computation in this model is therefore a tree, where:
– The leaves are the initial agents in the computation, i.e. they are elements
of I,
– The root is either !, for an aborted computation, or T for a computation
that terminates normally,
– The intermediate nodes of the tree are one of the symbols $, %, ⊕, ',
and
– Each arc in the tree is labeled with one of the Ui ∈ U and a path in the tree
may contain multiple instances of the same agent type Ui.
Furthermore, at any instant of time, many computations (i.e. many trees) may
be active simultaneously in various stages of progress.
Examples of this model can include cases where if two agents combine to
compute together, one could be purely code while the other would be purely
data and the data’s access path. But in general an agent in the OC framework is
an entity which includes both code and data, and we assume that the hardware
that is needed for the computation is always available, i.e. there are an unlimited
number of identical hardware units that can execute any of the computational
steps described above, and the communication delays or costs associated with
all computations can be neglected. The opportunistic nature of OC means that
if some agent needs some other agent to carry out its next computational step
and does not find that agent, then the agent destroys itself so that it does not
indefinitely occupy resources (such as memory space) in the “hope” that the
agent that it requires will eventually appear. This means that some sequences
of computation or “threads” will be wasted because they end in an aborted
termination. Thus one of the questions we address in this paper is how we can
attain a desired throughput of normal terminations despite the waste of some
of the threads due to abortions. Since aborted threads will have consumed both
memory space and computational time on the hardware up to the time that
they are aborted, we are also interested in estimating the amount of waste that
is incurred.
This paper is concerned with the performance of such systems. OC is ob-
viously efficient in terms of time, since no computational step is held back for
reasons of synchronisation: an agent will never wait for another agent to become
available. If the agent needed by another agent is not immediately available, the
computation thread will be aborted. At the same time, because many threads
are being executed, the chances are that one can achieve the desired throughput
in number of computations terminating correctly per-unit-time.
Thus we introduce a mathematical model for the performance of OC which
allows us to explictly obtain the probability distribution of all types of agents
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that may be present in such a system, given a flow of starting agents at the
input, which also provides an estimate for the memory occupancy of the system,
the amount of communication that OC requires, and other performance metrics
of interest such as the average execution time of a computation that results in a
normal termination.
1.2 A Mathematical Model of the Performance of OC
For each type Ui of the N types of agents U = {U1, ... , UN} which compute in
the manner described above. Among these, the subset {U1, ... , UI}, I ≤ N are
the “initial types” of agents, and we associate a Poisson flow of rate λi > 0 of
initiations (0) ! ⇒ Ui for 1 ≤ i ≤ I while λi = 0 for i > I. Note that if λi = 0
then this simply means that the scheme for constantly generating agents of type
Ui is either unavailable or dormant.
Since OC is a form of automatic computation that does not have an external
control, each of the agent types will initiate computations based on their own
specific propensity (or reaction rate in a chemical reaction), and these will now
be specified. Any one of the computation types described previously will take
some time whose average value is given as the inverse of the rates indicated
below. Thus in any time interval [t, t + ∆t[, t ≥ 0, the following events may
occur:
– (i) With probability γi∆t + o(∆t) an agent Ui carries out an autonomous
execution and then terminates, i.e. %Ui ⇒ !
– (ii) With probability βij∆t+ o(∆t) an agent Ui transforms itself into one of
type Uj , i.e. $Ui ⇒ Uj , and we assume i *= j to avoid the trivial case where
nothing will have changed when an individual is replaced by another one of
the same type.
– (iii) With probability µijl∆t + o(∆t) the agent of type Ui and the one of
type Uj complete a computation resulting in an agent of type l, and l *= i, j,
i.e. Ui ⊕ Uj ⇒ Ul,
– (iv) With probability δij∆t+ o(∆t) the computation of an agent Ui with Uj
results in a successful termination of that computation, i.e. Ui ' Uj ⇒ !,
and the rates are non-negative γi, betaij , µijl, δij ≥ 0, and they are finite.
The events (i) to (iv) are characterised by rates which relate to single indi-
viduals, while the probabilities that such events occur will depend on the number
of individuals of each type that are present in the system. These rates are non-
negative, but some may be zero if the corresponding events never occur. We also
denote by ri the total activity rate of an individual of type i:
ri = γi +
N∑
j=1
{βij + δij +
N∑
k=1
µijk} (1)
The vector representing the number of agents of each type at time t ≥ 0 is
denoted by K(t) = (K1(t), ... ,KN (t)), Ki(t) ≥ 0, while k = (k1, ... , kN ), is
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a vector of non-negative integers representing a particular value that may be
taken by K(t). We will describe the manner in which the system evolves over
time by using the probability distribution p(k, t) = Prob[K(t) = k] with some
given initial condition p(k, 0). We also use the following notation. Let ei be the
N-vector that contains zeros in all positions except the i− th, whose value is +1.
Then we define:
– k−i = (k1, ... , ki − 1, ... kN ), or k−i = k − ei, when ki > 0,
– k+i = k + ei,
– k++ij = k + ei + ej , including the case when i = j,
– k+−ij = k + ei − ej for kj > 0,
– k++−ijl = k + ei + ej − el for kl > 0, including when (a) l is equal to i or j,
and (b) i = j.
Using the assumption that the external arrivals of agents of each type are inde-
pendent Poisson processes, and assumptions (i) through (iv) about tha manner
in which agents interact with each other or terminate, we write the Chapman-
Kolmogorov equations [7] for the system:
dp(k, t)
dt
=
∑
i
{λip(k−i , t)1[ki > 0] + γi(ki + 1)p(k+i , t) +
∑
j
[ βij(ki + 1)p(k
+−
ij , t)1[kj > 0] (2)
+ δij((ki + 1)(kj + 1)p(k
++
ij , t) + (ki + 1)p(k
+
i , t)1[kj = 0])
+
∑
l "=i,j
µijl((ki + 1)(kj + 1)p(k
++−
ijl , t)1[kl > 0] + (ki + 1)p(k
+
i , t)1[kj = 0])]− (λi + riki)p(k, t)}
2 Product form solution
Our main result concerns the solution of the equations (2) in steady-state, and
the joint probability distribution for the number of agents of each type, showing
that it is in “product form”. Because the flow equations that drive this solution
are non-linear. we also prove that the solution exists and is unique.
Theorem 1 Consider the following system of non-linear equations:
Λi = λi +
∑
j
φjβji +
∑
j
∑
l
φjφlµjli, i = 1, ... N (3)
where:
φi =
Λi
ri
, i = 1, ... N (4)
If the following flow equation is satisfied:
λ ≡
I∑
i=1
λi =
N∑
i=1
[γiφi +
N∑
j=1
φiφjδij ] (5)
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and the system of equations (3) has a non-negative solution Λi ≥ 0, then (2) has
a unique steady-state solution p(k) ≡ limt→∞ p(k, t) given by:
p(k) = e−
∑N
i=1
φi
N∏
i=1
φkii
ki!
(6)
qi(ki) = e
−φi φ
ki
i
ki!
, ifki ≥ 0
2.1 Conditions for, and Consequences of Theorem 1
Let us first point to the main condition for this theorem and then deail some of
the consequences that it leads to.
Main condition The condition that is stated for this product form solution
is the stability condition (5): in the left-hand-side we have the rate at which
initial agents are started by the computational process, while in right-hand-
side of (5), the first term sums over all the normal termination events that will
reduce by one the number of agents of type i, while the second term is the
rate of normal terminations that reduce the number of agents by two. Thus (5)
states the requirement that the total arrival rate of the initial agents to the
system (the left-hand-side), be identical to the total normal termination rate
(the right-hand-side) of agents.
Consequence 1 As a consequence of the theorem we can compute the total
aborted computation termination rate or wastage rate of computations as:
α =
N∑
i,j=1
φie
−φj [δij +
N∑
l $=i,j
µijl] (7)
because e−φ is the probability in steady-state that there are no agents of type i
in the system.
Consequence 2 We can also estimate the total average space requirement of
an OC. Indeed, if an agent of type Ui occupies on average of mi memory units,
then the average space requirements for OC for a given set of initiation rates λi,
i ∈ I is given by:
M =
N∑
i=1
miφi (8)
where the φi is obtained from the simultaneous solutions of equations (4) and
(3).
Consequence 3 Another measure of interest is the total inter-agent communi-
cation rate for OC. If bij denotes the average size of a message that is passed
when an agent of type Ui is replaced by an agent of type Uj , and cijl is the
size of the messages exchanged when an agent of type Ul replaces the agents of
type Ui, Uj as a result of a co-computation, while dij is the size of messages
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exchanged when the co-computation of an agent of type Ui and Uj result in a
termination, we can compute the total data rate for normal computation in OC
as:
ν =
N∑
i,j=1
φi(βijbij + φj [dijδij +
N∑
l $=i,j
µijlcijl]) (9)
and similarly we can compute because e−φ is the probability in steady-state that
there are no agents of type i in the system.
Consequence 4 Finally the average execution time of a normally terminating,
or aborted, computation tree is also easily obtained. For a normally terminating
computation tree, the average execution time is given via Little’s formula as:
τn =
∑N
i=1 φi
λ
(10)
when the stability condition (5) is satisfied, because the initiation rate λ is also
the completion rate of normally terminating computations. However, the average
rate is of the aborted terminations is:
τa =
∑N
i=1 φi
α
(11)
where α computed above is the total rate of aborted computations.
3 Conclusions
In this paper we have suggested a model of Opportunistic Computation, and
then constructed a probability model of its performance. We have shown that
under a stability condition, the performance model of OC has a product form
solution. From the product form solution we have indicated how the memory
space needs, communication needs, and average execution times of OC can be
estimated. Because the product form depends on a non-linear flow equation, we
have also proved the existence and uniqueness of the product form solution based
on Brouwer’s theorem.
We hope that this development and analysis can motivate much further work,
both for practical experimentation of OC on large test-beds, and in terms of
further analysis of cases of practical interest.
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Inquiry-based Bluetooth Parameters for
Indoor Localisation - an experimental study
D. C. Dimitrova, U. Bu¨rgi, G. Martins Dias, T. Braun, and T. Staub
dimitrova|buergi|martins|braun|staub@iam.unibe.ch
University of Bern, Switzerland
Abstract. The ability to locate people in an indoor environment is at-
tractive due to the many opportunities it offers to businesses and in-
stitutions, including emergency services. Although research in this area
is thriving, still no single solution shows potential for ubiquitous appli-
cation. One of the candidate technologies for localisation is Bluetooth
owing to its support by a wide range of personal devices. This paper
evaluates indoor signal measurements collected based on the Bluetooth
inquiry procedure. Our goal was to establish how accurately a mobile de-
vice can be linked to the space (e.g., shop, office), in which it currently
resides. In particular, we measured the Received Signal Strength Indica-
tor and the Response Rate of an inquiry procedure for various positioning
scenarios of the mobile devices. Our results indicate that the Bluetooth
inquiry procedure can be successfully used to distinguish between mobile
devices belonging to different spaces.
1 Introduction
The amount of information currently available in a modern society, from public
transportation schedules and weather forecast to shopping discounts and cultural
events, greatly exceeds one’s capacity to process it and hence an appropriate con-
tent filtering is required. A major filtering criterion is one’s location; a person
is generally more interested in information, e.g., events or special offers, about
its vicinity than in information associated with a remote location. The whole
concept of Location Based Services (LBS), for example, rests on the assumption
that offering one location-dependent services can increase, among others, gener-
ated profit and customer satisfaction, see [2]. Intuitively, the ability to determine
one’s location is crucial.
Outdoor positioning is dominated by the Global Positioning System (GPS),
which offers a highly effective and affordable solution, provided on user-friendly
devices. Indoor environments, however, still pose a challenge to the localisation
paradigm and foster vigorous research by both academia and industry.
Various technologies have been proposed to tackle the problem of indoor
localisation including infrared (e.g., [18]), ultrasound (e.g., the Active Bat sys-
tem1) and Radio Frequency IDentification (e.g., [3]). Some authors, e.g., [7, 13,
1 http://www.cl.cam.ac.uk/research/dtg/attarchive/bat/
13
16], go a step further and use combined feedback from multiple technologies.
Arguably, however, the main focus of the scientific community lies elsewhere.
Large number of papers, among which [6] and [19], argue that Ultra Wide Band
(UWB) radio offers the excellent means to determine one’s location with high
precision. Equally many studies campaign for the use of IEEE 802.11, e.g., [4,
8, 11], or Bluetooth, e.g., [9, 13, 12], both a Radio Frequency (RF) technology,
due to their ubiquitous support by personal devices. A taxonomy overview of
the technologies can be found in [15].
The number of proposed localisation techniques is equally great, the most
often used being angulation, lateration and fingerprinting, see [5]. In angulation
the location is a derivative of measured angles to fixed reference points. Latera-
tion is based on the same concept but uses distances, which can be determined by
various methods among which Time of Arrival (ToA), Time Difference of Arrival
(TDoA), received signal strength (RSS) and hop count. Various modifications of
each method have been proposed, e.g., [4, 14], as well as combinations thereof.
Finally, a fingerprinting technique compares on-line measurements to an off-line
database in order to determine location. Currently there are so many localisation
proposals based on the fingerprinting technique that a separate taxonomy such
as [10] is appropriate.
None of the currently available solutions for indoor location estimation is
mature enough to offer ubiquitous applicability. The optimal choice of technol-
ogy and localisation technique still depends on the application’s requirements
towards accuracy, cost and ease of deployment. For example, UWB radio can
provide highly accurate positioning but is costly and requires device modifica-
tions. A more cost-efficient course is to use a RF-based technology with high
commercial penetration ratio, e.g., Bluetooth. RF signals, however, are more
susceptible to propagation effects, which introduces estimation imprecision.
We are interested in an easy to deploy, low-cost localisation solution with
rough position granularity. In particular, we wish to accurately locate persons
over the spaces of a large building, e.g., an exposition centre or a shopping mall,
without requesting any cooperation from their devices, i.e., non-intrusive detec-
tion. Both the IEEE 802.11 standard and Bluetooth can meet our requirements.
Currently we focus on the Bluetooth technology but we are aware that the IEEE
802.11 technology can benefit a localisation solution and intend to include it in a
future study. Section 2 discusses in more detail our motivation and related work
on indoor localisation with Bluetooth.
This paper presents our findings on a Bluetooth-based experimental deploy-
ment in a controlled environment. Data from scenarios including in-room and
out-of-room positioning, is analysed. Our purpose is to identify the Bluetooth
signal parameters which can provide a successful location estimation and to de-
termine which technology-specific and environmental factors affect the process.
We aim to gain sufficient insights, which to support us in the development of
a scalable method for the localisation at room level of users over large indoor
areas. The presented work has been performed within the Eureka Eurostars
project Location-Based Analyzer, project no. 5533. It has been funded by the
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Swiss Federal Office for Professional Education and Technology and the Euro-
pean Community.
The paper is organised in the following sections. In Section 2 we briefly
summarise the state of the art in Bluetooth localisation and position our work.
Section 3 describes the measurements set-up and the studied positioning scenar-
ios. Results are discussed in Section 4 while in Section 5 we draw conclusions
and identify open issues.
2 Bluetooth-based Localisation
Indoor location estimation based on Bluetooth is attractive mainly due to the
large scale adoption of the technology by a wide range of devices, including
mobile phones and personal assistants. Hence, a Bluetooth-based localisation
system has the potential for quick, cost-efficient deployment without the need to
modify the intended target devices. Any localisation algorithm requires certain
input parameters from which it derives a target’s position. A Bluetooth device
can provide feedback on three status parameters in connection mode, namely,
Link Quality (LQ), Receieved Signal Strength Indicator (RSSI) and Transmit
Power Level (TPL). Methods that rely on these parameters face many chal-
lenges and showed little potential for practical application, see [12]. For example,
there is no exact definition of LQ and its relation to Bit Error Rate (BER) is
device-specific, see [17]. An RSSI reading is less ambiguous but unfortunately
susceptible to power control mechanisms at the targets. Additionally, a general
disadvantage of this group of methods is the requirement to establish a Blue-
tooth connection, which does not scale well as the number of targets increases,
see [9].
A recent modification of the Bluetooth Core Specification2 instigates new
research on Bluetooth-based localisation. The RSSI reading returned by a Blue-
tooth inquiry, termed here inquiry-related RSSI, is not affected by power control
and hence is a more reliable measure of a target’s distance to the inquirer. Al-
though lengthy - the inquirer needs to check all 32 Bluetooth radio channels
- an inquiry procedure can monitor a larger number of targeted devices than
a connection-based method. Some authors, e.g., [1], introduce as an additional
measure the Response Rate (RR) of a Bluetooth inquiry, i.e., the percentage of
inquiry responses to total inquiries in a given observation window.
A juxtaposition of the work done by others and our definition of the indoor
localisation problem suggests that a solution based on the Bluetooth inquiry pro-
cedure fits best our needs. A short motivation follows. Our purpose is to develop
a low-cost, easy to deploy system, which can locate persons with a precision at
room-level. For these purposes Bluetooth offers a satisfying solution due to its
ubiquitous support by personal devices. More specifically the inquiry procedure
was chosen since it allows us to gather measurements without requesting active
participation of the mobile devices. As a first step in the search of a localisation
2 Available at https://www.bluetooth.org/Technical/Specifications/adopted.htm
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Fig. 1. Schematic of the measurements set-up.
solution we need to determine the bounds of the parameters to be used, i.e.,
their dependency on distance, obstacles or other factors. For this purpose we
performed the experimental study presented in this paper. Since, in our opinion
an optimal localisation algorithm will rely on data about both inquiry-related
RSSI and RR, we monitor both parameters in the experimental measurements.
3 Experimental Set-up
In the deployed experimental set-up six reference nodes collect measurements
based on the Bluetooth inquiry procedure from four mobile devices (MDs), whose
position changes. Reference nodes are Bluetooth-enabled wireless sensors, whose
position is fixed and known. In particular, OveroFire gumstixs nodes were used.
Four smart phones were tracked - an HTC Desire (MD1), HTC Wildfire (MD2),
an iPhone (MD3) and an LG e900 (MD4). All measurements are performed in
an indoor controlled environment, i.e., the number and identity (MAC address)
of the discoverable Bluetooth mobile devices is known. Note that the mobile
devices are assumed to be in discoverable mode. We measured inquiry-related
RSSI values and inquiry response rates since, as previously mentioned, their
collection does not require the active participation of the monitored device.
A graphical representation of the set-up in shown in Figure 1. The wireless
sensor nodes are indicated by labelled squares. Three sensors are located at
the near end of the room (close to the entrance) at positions (2,0), (4,0) and
(6,0); another three sensors are located at the far end of the room at positions
(0,6), (3,6) and (6,6). The coordinates in a position pair (x, y) correspond to the
distance in meters to the reference location (0,0).
A full grid deployment of sensor nodes may be more insightful in terms of
measurements but it is in conflict with our goal to find a low-cost deployment
scenario. Recall that we only want to accurately locate persons over building
spaces and not precisely determine their positions.
Depending on the positioning of the mobile devices, we distinguish between
in-room and out-of-room scenarios. In the former case the mobile devices were
moved over positions (0,0), (2,0), (4,0) and (6,0) in circular manner; in the
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latter case the phones were moved over positions (-2,0), (-4,0), (-6,0) and (-8,0)
outside the room. The exact moving patterns are indicated in Table 1. This
specific choice of scenarios allows us to monitor the detection of subjects inside
and outside a confine space, e.g., an office or a shop.
The mobile devices and the sensor nodes were positioned on the floor. In
the room were present tables and chairs, which we expect to have effect on the
propagation conditions. However, we have not explicitly studied the impact of
the environment and the proximity to obstacles on the performance. Further, no
special attention was given to the orientation of the devices towards the sensor
nodes. The latter was explicitly chosen since no such awareness is yet feasible in
a real deployment.
Table 1. Moving patterns for the in-room and out-of-room scenario.
in-room out-of-room
MD1 (0,0) (2,0) (4,0) (6,0) (0,-2) (0,-8) (0,-6) (0,-4)
MD2 (2,0) (4,0) (6,0) (0,0) (0,-4) (0,-6) (0,-8) (0,-2)
MD3 (4,0) (6,0) (0,0) (2,0) (0,-6) (0,-2) (0,-4) (0,-8)
MD4 (6,0) (0,0) (2,0) (4,0) (0,-8) (0,-4) (0,-2) (0,-6)
4 Evaluation of Bluetooth Inquiry-based Parameters
In this section we present our findings on the inquiry-related RSSI values and
RR values collected during the in-room and out-of-room scenarios. The measure-
ments are accompanied by a short discussion. For simplicity we will use RSSI
instead of inquiry-related RSSI in the rest of the discussion.
4.1 Received Signal Strength Indicator
We begin with the in-room scenario. For each of the mobile devices the RSSI
values registered by each sensor node (SN) are continuously monitored while
the devices are moved over positions (0,0), (2,0), (4,0) and (6,0) according to
the moving patterns shown in Table 1. Each device has resided at each location
for at least 1 min. Measurements were continuous, i.e., the radio channels were
constantly scanned. An event can be defined as the detection of a device in a unit
of time; thus multiple sensors can detect the same event time unit and one senor
can detect the same device multiple times but only over different time units. Our
observations show that most often there is one-to-one pairing between an event
and an RSSI measurement.
First, we discuss the RSSI traces of a single mobile device, i.e., MD1, when
moved over locations (0,0), (2,0), (4,0) and (6,0) in that order. As seen in Fig-
ure 2, SNs 2, 3 and 4 each registers a distinct, maximum RSSI value when MD1
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Fig. 2. Inquiry-related RSSI measurements of a single device (MD1) moving over po-
sitions (0,0), (2,0), (4,0) and (6,0) in that order.
is located next to it. However, no conclusive estimate can be derived when MD1
is at position (0,0). Hence, relying on absolute readings from a single node is
vulnerable to device proximity to the node. A relative analysis of the readings
of spatially disconnected nodes may be more robust. Therefore, we compare the
max RSSI values measured by SNs 1, 2 and 3. Although SN1 has higher RSSI
than the rest, suggesting that SN1 is closer to the target, no conclusive decision
can be made. In order to increase the estimate precision we can further consider
measurements from SNs 4, 5 and 6, see Figure 4(a). Clearly a SN in the prox-
imity of an MD measures higher RSSI (-25 to -50 dBm for SNs 1, 2 and 3) than
a remote SN (-55 to -70 dBm for SNs 4, 5 and 6).
In order to establish the minimalistic view of the network we take away
SNs 2 and 5; the RSSI information available for localisation purposes is shown
at Figure 3. The phenomenon, previously observed for MD1 at location (0,0),
exhibits again for location (4,0) - it is difficult to derive precise location estimate,
which is even further complicated by the higher RSSI values of SNs 4 and 6
compared to SN3.
The relative analysis proves even more efficient when applied to the out-of-
room scenario, see Figure 4(b). All devices were positioned outside the room and
moved as indicated by Table 1. Due to the longer signal path to the sensors and
the presence of walls the maximum measured RSSI values by all SNs are lower
compared to the in-room scenario. In addition to lower values, the maximum
measured RSSI of an MD outside the room varies much less over the SNs.
We can conclude that rough location estimates based on the Bluetooth in-
quiry procedure are feasible especially with large number of sensor nodes. The
results about MD1 at location (0,0) and (4,0), in the four SNs case, however sug-
gest that fine-granularity location estimation, i.e., a meter, may be challenging.
In order to investigate the issue further measurements are necessary.
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Fig. 3. Inquiry-related RSSI measurements of a single device (MD1) for four node
deployment.
(a) in-room (b) out-of-room
Fig. 4.Maximum RSSI levels reported by the RSSI inquiry procedure for two cases: (a)
in-room (MDs close to SNs 1, 2 and 3) and (b) out-of-room (MDs outside the room).
4.2 Response Rate
In addition to the RSSI values we have also collected measurements on the
response rate of an inquiry again for the in-room and out-of-room scenario. The
results are presented in Figures 5(a) and 5(b) respectively. It is interesting to
observe a trend opposite to the RSSI measurements, namely, each MD registers
only minor changes in RR from node to node for the in-room case while the
differences are indicative for the out-of-room case. In the latter the RR seems
to depend on the distance between MD and SN and the direction of signal
propagation, i.e., SN4 (in line with the MDs) registers lower RR then SN1 but
higher RR than SN3.
Another interesting observation is that the iPhone (MD3) has much higher
RR than the other MDs. We explain that with the difference in how a device
manages its ‘discoverable’ mode. In order to save battery the operation system
may ‘hide’ the device after a pre-defined period of time. This was the case for
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(a) in-room (b) out-of-room
Fig. 5. Response rate of Bluetooth inquiries for two cases: (a) in-room (MDs close to
SNs 1, 2 and 3) and (b) out-of-room (MDs outside the room).
all MDs but the iPhone, which caused them to be ’hidden’ during repositioning.
After moved to the new location all phones were set in the discoverable mode.
5 Concluding Remarks
Based on the performed measurements we can conclude that an indoor localisa-
tion based on the Bluetooth inquire procedure is possible given that one wants to
locate targets on a rough position granularity, i.e., at room-level. Finer location
estimates, e.g., within few meters are in our opinion challenging. We also believe
that both parameters inquiry-related RSSI and inquiry response rate should be
used in combination to provide higher reliability of the estimate.
Although insightful the performed measurements introduce several concerns.
The measurements suggest that both RSSI and RR may be device-specific or
even depending on the particular sensor node. For example, SN2 has persistently
higher detected RSSI than SN1 and SN3. These hardware oriented issues are
accompanied by concerns about interference and location-specific propagation
effects such as signal reflection. Further, we acknowledge the fact that higher
node mobility can lead to changes in the measurements. In order to resolve
these open issues we intend to perform more extensive data measurements.
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Abstract. Cooperative Adaptive Cruise Control (CACC) is a form of cruise 
control in which a vehicle maintains a constant headway to its preceding 
vehicle using radar and vehicle-to-vehicle (V2V) communication. Within the 
Connect & Drive1 project we have implemented and tested a prototype of such 
a system, with IEEE 802.11p as the enabling communication technology. In this 
paper we present an extension of our CACC system that allows vehicles to 
merge inside a platoon of vehicles at a junction, i.e., at a pre-defined location. 
Initially the merging vehicle and the platoon are outside each other’s 
communication range and are unaware of each other. Our merging algorithm is 
fully distributed and uses asynchronous multi-hop communication. Practical 
testing of our algorithm is planned for May 2011. 
Keywords: automated merging, CACC, ITS, V2I, V2V 
1   Introduction 
Automated driving has long since been subject of research, especially when it comes 
to driving in platoon formation (see [1], [2], [3]). Current research generally focus on 
controlling the driving speed of a vehicle, thus keeping the headway to the preceding 
vehicle constant – steering is left to the human driver. One example of a platoon 
driving system is cooperative adaptive cruise control (CACC). Within the Connect & 
Drive1 project we have implemented and tested a prototype CACC system, see Fig. 1. 
Research on merging maneuvers within platoons can be found in e.g., [2] and [4]. 
However, their goal was to optimize the merging procedure from the point of the 
merger’s benefits. Our approach focuses on the realization of a merging manoeuvre 
where the disturbances on the highway are minimized. 
The goal of this paper is to present an extension to CACC that allows for automatic 
merging at a freeway junction. This extension consists of both hardware (an added 
road side unit, or RSU) and software (both on the RSU and the CACC vehicles). The 
RSU is responsible for tracking merging vehicles, estimate their arrival at the 
junction, and communicate this to the freeway vehicles. The CACC control algorithm 
has been adapted to allow for gap creation. 
                                                        
1 This work is supported by the Dutch NL Agency/HTAS project Connect & Drive, Project no. 
HTASD08002 
23
The outline of this paper is as follows. The key points of our CACC system are 
highlighted in Section 2. In Section 3 an overview of the merging application is given, 
identifying the different parts and their roles. In Section 4 the extended CACC control 
algorithm is specified. We conclude this paper in Section 5. 
2   Cooperative adaptive cruise control 
CACC is a form of cruise control in which the speed of vehicles is automatically 
controlled in a cooperative matter using a front-end radar and V2V communication. 
Because of the short reaction time of CACC compared to human drivers, vehicles can 
drive relatively close together (time headway < 1s), forming platoons. The goals of 
CACC include increasing the capacity of the road network and decreasing vehicle 
emissions. For details about the control aspects of our CACC system see [1]. 
The specific CACC system considered here has been based on 802.11p. All 
vehicles periodically (10 Hz) transmit a one-hop broadcast packet, containing 
necessary vehicle information such as its location, speed, and acceleration. Based on 
radar input and received broadcast packets the CACC control algorithm constantly 
adapts its desired acceleration to keep the vehicle’s headway to its predecessor 
constant. The desired acceleration is the CACC’s input to the engine controller. The 
desired headway can be set by the driver, or can be overruled by the CACC system 
for safety reasons. 
 
Fig. 1. Four CACC operated vehicles during practical testing. 
3   The merging application 
Figure 2 gives a sketch of the considered merging scenario. A mixed CACC/non-
CACC platoon is driving along the freeway. A merging vehicle (merger for short) 
approaches the freeway and will join the flow of traffic at the merge area, where it is 
expected to arrive at about the same moment as the platoon. The merging vehicle and 
the platoon are initially unaware of each other. For the merger to be able to join the 
flow of traffic, a gap within the platoon is required that is of sufficient size for the 
merger to merge inside the platoon. We refer to this gap as the merging gap. This gap 
must be created automatically by the CACC system, i.e., without any intervention of 
the CACC drivers. The gap must also be properly aligned with the merger, i.e., it 
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should be at about the same position as the merger when the merger reaches the 
merge area. When this is the case the driver of the merging vehicle will manually 
perform the merge manoeuvre. 
 
Fig. 2. The CACC merging scenario at a freeway junction. 
To be able to judge when the approaching non-CACC vehicle will reach the merge 
area we employ an RSU that is able to sense the merging vehicle and estimate (i) its 
arrival time at the merge area, and (ii) the size of the required merging gap in the 
platoon. Details on how to perform such an estimation are out the scope of this paper. 
This could be utilizing vehicle-to-infrastructure communications, if the merger is 
equipped with communication capabilities. 
Having performed the estimation the RSU communicates its outcome by means of 
periodical 802.11p broadcasts, similar to how CACC vehicles broadcast. In this way 
CACC vehicles that are within reception range of the RSU are made aware of the 
merger’s approach. To support a larger communication range CACC vehicles include 
any estimation they have received directly from the RSU in their own broadcasts. 
4   The extended CACC control algorithm 
Figure 3 shows the state diagram of our extended CACC merging control algorithm, 
to decide whether or not a vehicle should create a merging gap. A gap is created by 
doubling the desired CACC headway. The goal of the algorithm is to have one vehicle 
create a gap, in a distributed fashion with asynchronous communication. Vehicles 
indicate that they are creating a gap by raising a flag in their periodical broadcast. 
By default a vehicle operates in CACC mode with the default desired headway. 
When the vehicle receives a broadcast (either directly from the RSU or forwarded by 
a vehicle) that contains information about a new merging vehicle, the vehicle first 
checks if some other vehicle is already creating a gap for that specific merging 
vehicle. If not, then the vehicle estimates whether it will be inside the required 
merging gap. If so then it will double its desired CACC headway. It will keep this 
large headway until (i) someone has merged in front, (ii) the vehicle has passed the 
merge area, or (iii) a vehicle with a higher ID was detected creating a gap. In all cases 
the vehicle reverts back to CACC with default headway. Front-side merging is 
detected by the vehicle’s radar. 
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 Fig. 3. State diagram of the extended CACC control algorithm. 
5   Conclusions 
We have presented a fully distributed CACC merging application that allows for 
automated merging using asynchronous communication. The application uses an RSU 
to detect mergers and to calculate the required merging gap. The extended CACC 
control algorithm ensures that a single merging gap is created inside the platoon. The 
merger may be non-CACC operated. Currently the algorithm has been implemented 
and tested in Simulink (see [5]) – practical tests are planned for May 2011.  
In earlier work (see [6]) we investigated the communication aspects of our CACC 
merging application. In a follow-up project to Connect & Drive we wish to apply our 
experiences, both w.r.t. communication- and control engineering aspects, to develop 
an improved merging application that can be deployed on a large scale. 
References 
1. Naus, G., Vugts, R., Ploeg, J., Van de Molengraft, M., Steinbuch, M.: Cooperative adaptive 
cruise control, design and experiments. American Control Conference, USA, 2010.  
2. Hsu, A., Sachs, A., Eskafi, F., Varaiya, P.: The Design of Platoon Maneuvers for IVHS. 
American Control Conference, 1991.  
3. Dhevi Baskar, L., De Schutter, B., Hellendoorn, H.: Hierarchical Traffic Control and 
management with Intelligent Vehicles. In Proc. of IEEE IVS, 2007, pp. 834 -839.  
4. Halle, S. Chaib-draa, B., Laumonier, J.: Car platoons simulated as a multiagent system. In: 
Proceedings of the 4th Worksshop on Agent-Based Simulation, 2003, pp. 57-63. 
5. Simulink, http://www.mathworks.com/products/simulink/ 
6. Klein Wolterink, W., Heijenk, G.J., Karagiannis, G.: Constrained Geocast to Support 
Cooperative Adaptive Cruise Control (CACC) Merging. In: Proceedings of the Second 
IEEE Vehicular Networking Conference (VNC 2010), 13-15 Dec 2010, Jersey City. 
26
Leveraging Process Models to Optimize Content
Placement - An Active Replication Strategy for
Smart Products
Markus Miche1, Marcus Sta¨nder2, and Marc Brogle1
1 SAP Research Switzerland
Kreuzplatz 20, 8008 Zu¨rich, Switzerland
{markus.miche, marc.brogle}@sap.com
2 Telecooperation Group, Technische Universita¨t Darmstadt
Hochschulstrae 10, 64289 Darmstadt, Germany
staender@tk.informatik.tu-darmstadt.de
Abstract. Along the entire product lifecycle, users are overwhelmed by
the increasing number of features and the diversity of technical products.
Smart products with embedded computing and networking functionality
are a promising approach for tackling this issue. Smart products make
use of process models to interact with and guide their users in a proactive
manner. While smart products require huge amounts of content across
their lifecycle to realize user guidance, they only possess limited storage
capacities. Hence, there is a need for specific mechanisms to distribute
content required by smart products in order to make it available and
accessible with low latency. This paper presents an active replication
strategy that leverages process models associated with smart products to
optimize content placement. The proposed strategy results in enhanced
content availability and query efficiency, and leads to improved user-
perceived performance.
Keywords: Smart Products, Content Replication, Workflow Manage-
ment System, Distributed Storage
1 Introduction
Technical products ranging from consumer goods such as microwaves, to vehicles
and airplanes are characterized by an increasing number of functions, features,
and customization options. This bears a new level of complexity for users dealing
with them. Hence, there is a need for novel technologies to assist and guide users
in all phases of the product lifecycle from manufacturing to use and maintance
up to refurbishment and disposal.
More than one decade after Mark Weiser’s visionary article “The Computer
of the 21st Century” [14], one can encounter an increasing number of intelligent
physical objects in everyday life. This ranges from objects equipped with smart
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labels such as RFID or NFC tags to smart products with embedded computing,
sensing, and networking functionalities. Smart products are able to communicate
amongst each other without relying on pre-installed communication infrastruc-
tures. Moreover, based on distributed process models, smart products are able to
interact with and assist their users as well as to autonomously work together to
fulfill certain tasks [11]. A common approach for modelling such distributed pro-
cesses is the XML-based process definition language XPDL [13]. Hence, smart
products represent a promising technological advance to approach the above-
stated issue.
In order to assist and guide their users, smart products require a lot of infor-
mation. This includes pre-constructed content such as graphical user interface
elements, manuals of different formats (e.g., text, audio, or video), as well as
executable code. Moreover, smart products make use of information acquired by
sensors that may be either attached to them or available in their environment.
To achieve a high-level of user-perceived performance when interacting with
smart products, this content has to be highly available and accessible with low
latency. In a perfect world where smart products possess “infinite” storage capac-
ity and are always connected to backend systems via broadband communication
technologies, these objectives would be easily achievable. However, especially re-
garding mass production, smart products are typically resource-constrained with
respect to their storage, communication, and processing capabilities. Hence, de-
spite the technological advances, smart products are in general neither able to
store all information required during their lifecycle on-board, nor are they ca-
pable of connecting to business systems at all times. Consequently, as stated by
[4], there is a need for “[..] intelligent data staging and pre-staging, so that data
can be placed close to where the users will be when they need it (particularly in
slow or unreliable communications situations)”.
This paper presents an active content replication strategy, which leverages
structure and states of workflows to predict future content needs and optimize
content placement. For this purpose, the paper presents an extended annotation
schema for XPDL workflows that enables modeling of workflow-related content
needs. Moreover, an iterative prediction algorithm is proposed that estimates
future content needs based on the above-mentioned annotations taking into ac-
count dynamics of smart products environments (i.e., cooperation of smart prod-
ucts cannot be strictly planned at workflow initialization). Finally, a content
placement mechanism is presented that collects and places content where it will
most likely be accessed in upcoming activities. This novel replication strategy
approaches the shortcomings of pure reactive “on-demand” data staging strate-
gies. It enhances content availability and query efficiency in order to eventually
optimize user-perceived performance when interacting with smart products.3
3 The trade-off between content availability and consistency in distributed systems
stated by the CAP theorem is out of scope of this paper. An integration of the
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The remainder of this paper is structured as follows: Section 2 describes ex-
istings content replication strategies and points out their limitations with respect
to the challenges of smart products environments. Thereafter, Section 3 presents
an architecture for smart products covering a distributed storage framework plus
the workflow management system Methexis. The main contribution and results
of an initial evaluation are presented in Sections 4 and 5, respectively. The paper
concludes in Section 6 with an outlook on future work.
2 Related Work
Replication strategies are part of most distributed storage mechanisms. Repli-
cation strategies are applied in Content Distribution Networks (CDN) to reduce
access delay of client requests and for balancing load among replica servers.
Opportunistic networks make use of content replication in order to distribute
content between intermittently connected nodes according to the store-carry-
and-forward paradigm. Finally, Peer-to-Peer (P2P) content distribution systems
apply replication strategies to enhance content availability, durability, and query
efficiency.
Based on a detailed study on related work, an overview of design decisions
for replication strategies is presented in [9]. With respect to the replication strat-
egy presented in Section 4, the two most important attributes of this overview
are replication schedule, i.e., when to replicate content, and replication knowl-
edge, i.e., which information to use for determining number and placement of
replicas. First, replication schedule captures static approaches, which assume a
piori knowledge about access distribution, and dynamic approaches that adapt
number and placement of replicas during runtime. Second, replication knowl-
edge distinguishes between reactive replication strategies that purely rely on
past observations (e.g., access history) and active replication strategies that fur-
ther include estimates on upcoming content needs [7].
While static replication strategies with a priori knowledge about upcoming
content needs are not applicable to dynamic smart products environments, most
existing dynamic replication concepts apply pure reactive strategies [6, 12]. There
are only few approaches that consider active replication strategies in order to
improve number and placement of replicas which eventually enhances the above-
stated quality attributes.
MDCDN, the mobile dynamic CDN proposed by [1] applies the statistical de-
mand forecasting method “double exponential smoothing” as part of an active
replication strategy. This prediction enables nodes in MDCDN to dynamically
pre-fetch content that is likely being requested in the upcoming period, thus
reducing latency of future requests. Sequence predicition algorithms represent
proposed replication strategy with the consistency maintenance concepts presented
in [9] is subject to future research.
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similar means for estimating upcoming content needs. As an example, the algo-
rithm FxL proposed by [5] enables nodes to not only respond to requests with
the actual result but to moreover dispatch the result of the request with the
highest probability of being requested next based on analyses of related request
histories. This additional information is cached by the requester and – in most
cases – leads to reduced acccess latency of future requests. Other approaches
leverage social information to optimize number and placement of replicas. While
ContentPlace applies social-oriented policies such as “most frequently visited”
[3], the concept proposed in [8] analyzes data from social networks in order to
distribute and share content among users. Finally, [2] utilizes worklets, which
represent self-contained sub-workflows including execution rules, to explicitly
model upcoming content needs. These rules are evaluated taking into account
context information as well as user profiles.
However, to the knowledge of the authors, none of the above-presented ap-
proaches copes with the dynamics of smart products environments. While the
basic idea of the proposed strategy is comparable with the approach presented
in [2], it further captures dependencies between activities as well as context-
dependent content needs. Moreover, the proposed prediction algorithm
approaches the dynamics of smart products environments by analyzing usage
history information and by performing iterative reevaluations taking into ac-
count dynamically changing context information. Hence, the proposed active
replication strategy combines proven concepts, but adapts and extends them
with respect to the specifics and challenges of smart products.
3 Architecture Description
The proposed workflow-based active replication strategy is based on a distributed
storage framework and the workflow management system Methexis. The main
components of these two modules regarding the replication strategy as well as
their interrelations are depicted in Fig. 1. Moreover, the illustration presents the
relation of the two modules to the communication middleware and the context
manager of the generic platform for smart products that is currently being de-
veloped in the course of the SmartProducts project [10].4 The communication
middleware organizes smart products in a hybrid P2P overlay network, which
captures their resource limitations and heterogeneity, and provides event-based
communication according to the publish/subscribe messaging pattern.
Workflow Management System. The workflow management system
Methexis is a lightweight version of the Open Business Engine. Its basic structure
is organized in a layered architecture enabling the separation between workflow
Administration Tools, the executing Workflow Engine, and (third party) services
4 For the sake of clarity, the relation to other modules such as the Interaction Manager
and the Access Control are not reflected. For more information, see http://www.
smartproducts-project.eu.
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Fig. 1. Architecture View
that can be plugged in using Methexis’ Service Manager. Administration tools
can make use of a client API to get information from or send commands to the
engine (e.g., getting lists of workflow definitions, starting a workflow instance).
The middle layer provides the central functionality of Methexis: the XPDL
model and the workflow engine. XPDL models are standardized representations
of workflows. The workflow engine plans, checks, and manages execution and
states of workflows. For example, if an activity is finished then the workflow en-
gine is responsible for checking conditions of outgoing transitions and deciding
on the transitions to follow. The engine is furthermore responsible for finding
and starting workflows on remote products using the communication middleware.
On the lowest layer, a service programming interface provides the possibility
to enrich the functionality of the engine with different kinds of services. In this
paper, Methexis is extended with a new service: the Replication Prediction Ser-
vice. It enables predicting future activities of a given workflow as well as deriving
related content needs.
Distributed Storage Framework. The DSF Manager provides the public
API of the distributed storage framework and orchestrates its core components.
Based on a communication handler and a message factory, it hides any communi-
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cation specifics from the core components of the distributed storage framework
and provides the protocol of the latter. The Storage component encapsulates
the on-board content store and enables local storage (put) and retrieval (get)
of content. Moreover, it stores content-related metadata to facilitate keyword
search. According to the concept MFR proposed by [6], the component main-
tains access histories in order to determine content to be stored off-board in
case of limited storage capacity. Based on the network topology maintained by
the communication middleware and its content location and routing function-
ality, the Distribution component of the distributed storage framework enables
location and retrieval of content stored off-board (i.e., on other smart products
or backend systems). This includes distributed search functionality as well as
off-board content placement policies.
The Replication component provides the actual replication functionality in
order to enhance content availability, durability, and query efficiency. It covers a
reactive strategy that adapts Top-K MFR described in [6] using access history
information maintained by the storage component. This reactive strategy is com-
plemented by the novel workflow-based active replication strategy (see Section
4). As depicted in Fig. 1, this replication strategy makes use of the Replication
Prediction Service provided by Methexis and the off-board placement policies
of the Distribution component in order to optimize number and placement of
replicas according to the estimation of future content needs.
4 A Workflow-based Replication Strategy
4.1 Extended Workflow Annotation Schema
XPDL workflows consist of activites and transitions, which connect activites and
may be annotated with conditions. By default, the schema of XPDL workflows
supports the definition of simple and complex types of extended attributes that
can be used to annotate activities with additional information. In order to model
activity-related content needs such as user interface elements, information for in-
volved users, or executable code, a specific complex type of extended attribute
has been defined. The corresponding part of the extended workflow schema is
depicted in Fig. 2.
The schema supports two ways of modeling content needs. In case activity-
related content is explicitely known at design time, the item itemId can be
used to specify content identifiers. In case an activity requires content that is
generated/updated by another activity, i.e., there is a dependency to another
activity, the optional attribute dependency can be used to model dependen-
cies to other activities. Content needs that are not explicitely known at design
time can be modeled using the item itemMetadata. This item can be associ-
ated with a set of metadata modeled as key-value pairs with keys being defined
according to a controlled vocabulary of content-related metadata attributes.
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Fig. 2. Schema Extension for Annotating Activities with Content Needs
Corresponding values can be modeled either explicitly or using a parameter-
ized approach, which enables the incorporation of context information. As an
example, imagine information to be presented to the user involved in an ac-
tivity. Instead of statically defining a certain format (e.g., value=‘‘audio’’),
the parameterized approach enables taking into account user preferences (e.g.,
value=‘‘{userprofile.preferredFormat}’’). Finally, if user preferences can-
not be resolved when determining content needs, the attribute default of item-
Metadata enables the definition of a default value (e.g., default=‘‘audio’’).
This way, the extended schema is not limited to explicit specification of content
needs but moreover enables implicit, context-aware modeling taking into account
dynamics of smart products environments.
4.2 Prediction Algorithm
Prediction of future activities in order to derive upcoming content needs, which is
simply referred to as predicting future content needs in the following description,
is easy if a workflow is locally executable and if its structure is purely sequential.
However, smart products are able to execute more complex workflows, including
splits in the control flow as well as activities that can be executed by remote
smart products. An algorithm for analyzing and predicting future content needs
of such context-aware and distributed workflows has to take different aspects
into consideration: (i) how many future activities shall be taken into account,
(ii) how to determine which smart product will execute a remote activity, and
(iii) when the estimation should be accomplished in order to minimize, e.g.,
the workload of the responsible product. In the following, an approach to these
questions is introduced and explained based on the workflow depicted in Fig. 3.
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Fig. 3. Prediction Strategy
The basic idea of the algoritm is to predict future content needs at the start
of each activity. When activities with content annotations are found, the dis-
tributed storage framework is notified and all content annotations are passed
for the next processing step explained in Section 4.3. To meet the requirements
of limited storage capacity and to reduce content misplacement, a prediction
boundary n (see dashed sector in Fig. 3a) is introduced. The prediction bound-
ary describes the maximum number of future activites (i.e., hops in the workflow
graph), the prediction algorithm is allowed to check for annotated content needs
(middle-gray in Fig. 3).
In case of uncertainty, the algorithm reduces the prediction range r, which
is the actual number of activites the algorithm predicts content needs for, with
r ≤ n. This happens in case of OR splits. While AND splits do not influence
prediction – all transitions need to be followed –, OR splits have conditioned
transitions that often relate to context information, i.e., not all transitions might
be followed. For this reason, it is difficult to evaluate conditions that are too far
in the future, taking into account the dynamics of smart products environments.
To approach this challenge, the algorithm makes use of history information in
order to find the most probable transition, i.e., the transition that has been fol-
lowed most often in the history period under consideration. Moreover, to limit
the risk of content misplacement, the prediction range is reduced to cover only
the activity following the OR split (see Fig. 3d). When the activity preceding
the OR split is being executed, context becomes more reliable and the actual
condition can be evaluated to increase prediction accuracy.
Another source of uncertainty are remote activities. In general, activities can
be separated into local activities and remote activities. Local activities, such as
activity 1 in Fig. 3, are executed on the product that runs the workflow, while
remote activities are performed by other smart products in the environment (see
activity 2 in Fig. 3). Since remote activities are assigned to remote smart prod-
ucts during runtime, it is not possible to reliably predict the product that will
execute the activity. To cope with this challenge, the discovery service of the
workflow engine, see Fig. 1, is used to identify smart products available in the
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environment that might be suitable candidates for executing the remote activity
at a later stage (see Fig. 3a and 3b). This approach is combined with history
information about earlier usage of the available smart products in the context
of the given workflow. If history information is available, the prediction of fu-
ture content needs is limited to the first activity of the most probable remote
workflow. Otherwise, no prediction will be performed because of the high level
of uncertainty. However, as depicted in Fig. 3b, this does not affect the local
prediction range, since the local control flow is not influenced by the assignment
of remote activities.
Hence, the prediction algorihtm has three main steps. First, at the beginning
of each activity, the algorithm determines the prediction range taking into con-
sideration the specific rules for conditioned transitions. Second, for all activites
within this range, the algorithm checks for activities that need to be reevalu-
ated because they are followed by context-dependent OR splits and for activities
that have not been predicted in previous iterations. For the latter, the algorithm
derives activity-related content needs taking into consideration the rules for re-
mote activities and forwards them to the distributed storage framework. Finally,
the algorithm checks predicted activities for content dependencies. Content de-
pendencies might occur, in case activities require content that is generated by
previous activities of the workflow. In case of dependencies related to the ac-
tive activity, the prediction algorithm is re-invoked after the activity has been
accomplished in order to reevaluate and resolve content dependencies.
4.3 Content Retrieval and Placement
The retrieval and placement of content needed by upcoming activities is the final
step of the workflow-based active replication strategy. Based on the input pro-
vided by the prediction algorithm, the mechanism optimizes content placement
in order to enhance content availability and query efficiency using the primitives
of the hybrid P2P overlay network maintained by the communication middle-
ware (see Section 3).
For each local activity, the mechanism analyzes content needs taking into
account context information in case of parameterized values and checks its local
availability. In case the required content is not available locally, the mechanism
tries to create a local replica. For this purpose, it dispatches a distributed search
request to the parent node of the active node (i.e., its super-node in the hybrid
P2P overlay network). In case the requested content is stored in the super-node’s
cluster (i.e., stored either by the super-node or by at least one of its children),
the super-node sends a replica to the active node. Otherwise, the super-node dis-
tributes the search request to other super-nodes using the content location and
routing functionality of the P2P overlay network, collects and analyzes the re-
sults, and sends a replica back to the active node. If the replica cannot be stored
by the active node because of storage limitations, it is placed on its super-node.
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For remote activities, the mechanism tries to place a replica of the required
content on the super-node of the active node (or locally, in case it is a super-
node). This is based on the assumption that workflows are generally executed
in spatially limited environments, in which nodes are organized in only a few
clusters. Hence, it is likely that the active node and nodes whose content needs
have been predicted belong to the same or spatially close cluster. Placing con-
tent into the cluster of the active node using the above-described mechanism
enhances content availability and query efficiency in most cases. Even further,
the procedure saves storage capacity on the target node (remember that super-
nodes are normally elected based on different attributes such as storage capacity
or uptime).
The proposed content retrieval and placement approach is applicable to most
existing hybrid P2P overlay networks without posing additional requirements.
An example of how this functionality was applied to a hybrid P2P overlay net-
work, with super-nodes being organized in a structured way, is provided in [9].
5 Initial Qualitative Evaluation
In order to assess the impact of the proposed replication strategy on user-
perceived performance, an initial qualitative evaluation has been conducted.
Similar to a cost/benefit analysis, the overhead of the replication strategy (e.g.,
inaccurate predicion of future activities, misplacement of content) is evaluated
and compared to the potential enhancement of content availability and query
efficiency.
By pre-staging content required by upcoming activities of a workflow, the
proposed replication strategy clearly enhances content availability and reduces
access latency of future requests. Especially with respect to smart products being
equipped with low storage capacity and low-bandwidth communication technolo-
gies, the proposed replication strategy is highly valuable. In a proof of concept
implementation of the distributed storage framework and Methexis done in the
course of the SmartProducts project, the on-demand location and retrieval of
activity-related content strongly affected user-perceived performance. Hence, the
“proactive” fetching of content used in future activities has great potential to
enhance performance of workflows executed in smart products environments.
Despite the above-stated potential, the proposed replication strategy may
result in certain overhead in the data flow of the workflow. First, in the case of
context-dependent OR splits and remote activites, the forecasts of the predici-
tion algorithm are made under uncertainty. By integrating history information
in the prediction algorithm (e.g., which path of an OR split has been used how
often with recent decisions being given extra weight), this uncertainty and the
resulting overhead can be reduced in the long term. Second, the dynamics of
smart products environments – in particular mobility and churn – may result in
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additional overhead. While mobility of smart products can merely lead to non-
optimal placement of content (e.g., a smart product for which content has been
pre-staged changes its super-node), churn can result in content being pre-staged
for a smart product that is no longer involved in the execution of the workflow.
The prediction algorithm approaches these challenges by performing iterative
reevaluations of its estimations and by limiting the prediction of content needs
related to remote activities to only the first activity. Moreover, the active repli-
cation strategy decouples data flow from the actual control flow of workflows.
This way, imperfect replication and placement of activity-related content solely
affects data flow, which – except for the pre-fetching overhead – is even in the
worst case still of similar performance than traditional on-demand staging ap-
proaches regarding content availability and query efficiency. Hence, except for
the computation complexity of the prediction algorithm, the control flow of the
workflow is not affected by the proposed replication strategy.
6 Conclusion & Outlook
In order to enhance content availability and query efficiency in dynamic smart
products environments, this paper proposes a novel active replication strategy
that leverages distributed processes modeled as XPDL workflows to predict fu-
ture content needs and optimize content placement. For this purpose, the paper
makes three main contributions: (i) an extension of the XPDL workflow schema
that allows explicit, implicit, and parameterized modeling of activity-related
content needs, (ii) a prediction algorithm that estimates content needs of future
activities in dynamic environments taking into account conditioned transitions
and context-dependent remote activities, and (iii) a content retrieval and place-
ment mechanism that analyzes predicted activities and related content needs in
order to retrieve and place content close to where it will be most likely accessed
in the upcoming workflow execution.
Moreover, the paper presents the results of an initial qualitative evaluation
that points out the benefit of the proposed replication strategy. A more compre-
hensive evaluation including comparison with related work is subject for future
research. For this purpose, a simulation model is currently being developed that
reflects the specifics of smart products environments. Furthermore, future re-
search includes enhancements of the replication strategy based on the lessons
learned during simulation - in particular with respect to the prediction of con-
tent needs and the optimal content placement given the limited resources of
smart products. For example, the replication strategy could take into considera-
tion past activities of users, which could be maintained as part of the user profile,
in order to reduce the strategy’s overhead (e.g., should a certain information be
pre-fetched in case a user has already seen it during a previous execution of the
workflow). Results of the simulation-based evaluation as well as enhancements
of the workflow-based active replication strategy will be presented in future pub-
lications.
37
Acknowledgement
Part of this research has been funded under the EC 7th Framework Programme,
in the context of the SmartProducts project (231204).
References
1. Aioffi, W.M., Mateus, G.R., Almeida, J.M., Mendes, D.S.: Mobile dynamic content
distribution networks. In: Proceedings of the 7th ACM international symposium
on Modeling, analysis and simulation of wireless and mobile systems. pp. 87–94.
Venice, Italy (2004)
2. Bahrami, A., Wang, C., Yuan, J., Hunt, A.: The workflow based architecture for
mobile information access in occasionally connected computing. In: IEEE Interna-
tional Conference on Services Computing. pp. 406–413. Chicago, IL, USA (2006)
3. Boldrini, C., Conti, M., Passarella, A.: ContentPlace: social-aware data dissemi-
nation in opportunistic networks. In: Proceedings of the 11th international sym-
posium on Modeling, analysis and simulation of wireless and mobile systems. p.
203–210. MSWiM ’08 (2008), ACM ID: 1454541
4. Franklin, M.: Challenges in ubiquitous data management. In: Informatics: 10 Years
Back, 10 Years Ahead. p. 24–33. Springer Berlin/Heidelberg (2001)
5. Hartmann, M., Schreiber, D.: Prediction algorithms for user actions. In: Lernen -
Wissen - Adaption. pp. 349–354. Halle, Germany (2007)
6. Kangasharju, J., Ross, K., Turner, D.: Optimizing file availability in Peer-to-Peer
content distribution. In: INFOCOM 2007. 26th IEEE International Conference on
Computer Communications. IEEE. pp. 1973–1981 (2007)
7. Karlsson, M., Karamanolis, C.: Choosing replica placement heuristics for wide-
area systems. In: Distributed Computing Systems, 2004. Proceedings. 24th Inter-
national Conference on. pp. 350–359 (2004)
8. Kro¨ner, A., Schneider, M., Mori, J.: A framework for ubiquitous content sharing.
Pervasive Computing, IEEE 8(4), 58–65 (2009)
9. Miche, M., Erlenbusch, V., Allocca, C., Nikolov, A., Mascolo, J.E., Golenzer, J.:
D4.1.3: Final concept for storing, distributing, and maintaining proactive knowl-
edge securely. Deliverable D4.1.3, EU FP7 SmartProducts (2011)
10. Miche, M., Schreiber, D., Hartmann, M.: Core services for smart products. In: 3rd
European Workshop on Smart Products. p. 1–4. Salzburg (2009)
11. Mu¨hlha¨user, M.: Smart products: An introduction. In: Constructing Ambient In-
telligence. vol. 11, pp. 158–164. Darmstadt, Germany (2007)
12. Shen, H.: IRM: integrated file replication and consistency maintenance in P2P
systems. IEEE Transactions on Parallel and Distributed Systems 21(1), 100–113
(2010)
13. Webster, P., Uren, V., Sta¨nder, M.: Shaken not Stirred: Mixing Semantics into
XPDL. 5th International Workshop on Semantic Business (2010)
14. Weiser, M.: The computer of the 21st century. SIGMOBILE Mob. Comput. Com-
mun. Rev. 3, 3–11 (1999)
38
A Dynamic Pricing and Admission Control
Scheme for Heterogeneous Services in Mobile
WiMAX Systems
Fatma Ghandour, Mounir Frikha, and Sami Tabbane
Mobile Network Multimedia Radio Research Unit
Tunisian High School of Communications
Parc Technologique Elghazala, Tunisia
gh fatma7@yahoo.fr
m.frikha@supcom.rnu.tn
sami.tabbane@supcom.rnu.tn
Abstract. In this paper, we propose a new pricing model for fixed and
variable bandwidth demand services in multiservice WiMAX networks.
The user’s satisfaction level and the operator’s revenue are the two keys
for the pricing scheme we propose. We define a satisfaction degree metric
which is used to calculate the price per resource unit for traffic with vari-
able bandwidth demand. In moment of congestion, an interactive pricing
technique is applied between connections of different types of service in
order to cover the revenue decrease caused by the unsatisfied services.
This pricing scheme is joined with an admission control algorithm that
is needed to determine the type of connection that should be accepted
when resources are limited. Numerical results proved the effectiveness
of our approach by offering a reduced price for the unsatisfied services
while at the same time keeping a stable revenue for the operator.
Keywords: Pricing, Wimax, Admission Control
1 Introduction
Through the last years, the success of broadband wireless access has incited the
operators to give more interest to new technologies and recent standard like
WiMAX, which can provide a variety of real time and non real time service over
wide area and with high data rates. The two most known versions of WiMAX
standard are 802.16d [1] for fixed systems and 802.16e [2] for mobile systems.
The fixed version of the standard defines four types of traffic flow : Unsolicited
Grant Service (UGS) for T1/E1 type telecom voice, real-time-polling services
(rtPS) for video streaming and teleconferencing, non-real-time-polling services
(nrtPS) for file transfer, and best effort (BE) services for non-delay sensitive
communication. The mobile version added a fifth class of service called extended
real-time-polling services (ertPS) and which is especially designated for voice
traffic with silence suppression. For each of those service types, the standard
specified a set of quality of service (QoS) parameters to be negotiated between
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the Subscriber Station (SS) and the Base Station (BS) and respected during the
connection time.
With this variety of services and in a variable network conditions, designing
a suitable pricing model for the users is not an easy task for the operator. In fact,
When deploying this type of networks with reduced CAPEX, the operator aims
at increasing its revenue while keeping attractive prices and ensuring a satisfying
quality of service for the users. To face this tradeoff, operators are generally
looking for new pricing models that can keep a continuous QoS provisioning
while being profitable at the same time. In literature, we can find some pricing
schemes that have been proposed for wireless environments. When applied to
WiMAX networks, those schemes need to be adjusted to fit the requirements of
such a multiservice environment, and generally, they only can be adequate for
one or two service types. However, operators deploying WiMAX networks look
for a complete pricing scheme, that englobe the five classes of service defined in
the standard, and at the same time it need to be dynamic and take care of the
network changing conditions. In this context, we propose in this work a dynamic
pricing scheme that relates the operator’s revenue to the QoS level offered to each
user. In this scheme, the per unit of time is computed instantaneously according
to the user’s satisfaction degree, using dynamic pricing windows, so that he
does not have to pay high for low QoS level. On the other hand, the choice of
the type of service that will be accepted when resources become limited has a
great impact on the increase or the decrease of the operator’s revenue. That’s
why we associate the scheme with an admission control that decides which new
connection will be added based on the system state.
In the rest of this paper, we will give a brief overview of some related work
followed by a detailed description of the system model and the proposed scheme.
Numerical results are analyzed in section 4 and the conclusion is given in section
5.
2 Related Work
Researchers are now giving more and more importance to pricing topic due to the
diversity of wireless access technologies. The work in [9] presents a rich survey
about the available pricing schemes that can be applied to wireless services.
The authors give different classification of those parameter-based approaches
and find out that the priority based ones are the most efficient pricing strategies
from both of the user and the operator point of view. In [8], the authors were
interested in heterogeneous networks, where different wireless access technologies
coexist. They classified the services under wireless networks into 2 categories:
Premium with fixed price and Best effort with dynamic price. A game theoretic
approach was used to resolve the problem of competitive pricing models proposed
by the operators for the best effort services, for two cases : when all of the
service providers offer their proposed prices simultaneously and when one service
provider can offer its prices before the others.
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In literature, the proposed pricing schemes for WiMAX systems are generally
joined together with admission control or resources allocation strategies. For
example in [7] a cost based admission control was proposed using the Competitive
On Line (COL) function which assigns a cost to a service based on its required
amount of bandwidth. The authors in [10] were interested to OFDMA-based
802.16 systems, and investigate how the operator have to charge the allocated
resources in order to control demand and maximize the revenue, but the work
is only limited to two service classes. In [4], a pricing model has been proposed
for real time services in WiMAX (UGS and rtPS), where the price per unit of
time was related to a valuation function that depends on the transmission rate
of each service flow. This model was extended for non real time services in [5]
where the author proved that adopting a variable pricing model per allocated
symbol performs better than a fixed pricing model. In [6], the authors presented
two pricing-based distributed algorithms and related the system utility function
to the transmission rate and the channels conditions.
3 Proposed pricing scheme
3.1 Network model
We consider a multiservice Mobile WiMAX environment, where the five classes
of services (UGS, ertPS, rtPS, nrtPS, and BE) are carried simultaneously in the
network. The operator aims at increasing its total revenue coming from those
services with different QoS requirements. Therefore, he needs a pricing strategy
that should take the service classifications and the traffic characteristics into
account. In fact, traffic can be either bursty or continuous (with fixed rate).
In WiMAX system, since bursty traffic has variable bandwidth demand that
can be satisfied or not, depending on the available resources, services with QoS
constraints need to be bordered by a minimum and a maximum rate value, which
is the case for nrtPS, rtPS and ertPS services classes. For continuous traffic, it
requires a constant granted amount of bandwidth under all network conditions:
this is the UGS class. We classify the five classes of service defined for Mobile
WiMAX into three types:
– Type 1, for Bursty traffic with QoS requirement: nrtPS, rtPS and ertPS
classes.
– Type 2, for continuous traffic: UGS class.
– Type 3, for Bursty traffic with no QoS requirement: BE Class.
Based on this service classification, we propose an interactive pricing model
that allows the operator to associate a ”Price Window” for each service class,
among which the price of a resource unit per unit of time will be calculated
instantaneously after checking the satisfaction level of each user.
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3.2 Pricing Scheme
The basic idea consists of assigning a specific Price Window to each class of
service. We note PWj as the Price Window of service class j and P
min
j and
Pmaxj as the borders of the window. The system will periodically calculate the
instantaneous price of a resource unit Putj for this class of service, which must be
within PWj . The price associated to connection i that carries this type of service
at time t is equal to the price of a resource unit per unit of time, multiplied by
the obtained rate Ri :
P tx,i = Pu
t
x,i,j ×Ri (1)
Where j refers to the service class, i to the connection, and x to the type of
service according to the previous classification (type 1, type 2 or type 3).
3.3 The Instantaneous Price per Resource unit
This parameter needs to be updated periodically in order to associate each con-
nection with the price value that corresponds to its satisfaction level at that time.
Therefore we extend our definition of the Satisfaction Degree metric that was
originally defined for nrtPS traffic type in our previous work [11] to englobe all
the other services. This metric can be considered as a QoS measure, since it con-
sists of the ratio between the obtained and the requested QoS level. Equation 2
gives the general expression of the Satisfaction Degree of connection i at time
t, noted SDti :
SDti =
Rti
R˜i
t ∧Rmaxi
× (1− D
t
i
Dmaxi
)× (1− J
t
i
Jmaxi
) (2)
Where R˜i ∧ Rmaxi refers to the minimum value between the requested rate
(R˜i) and the maximum sustained traffic rate (R
max
i ) of user i. While D
t
i , J
t
i ,
Dmaxi and J
max
i refer respectively to the measured delay, the measured jitter,
the maximum tolerated delay and the maximum tolerated jitter.
Note that, since delay and jitter are not among the QoS constraints of nrtPS
services, we can easily retrieve the same Satisfaction Degree expression that
we gave in [11]. For type 2 service (UGS), since it is supposed to be granted
its maximum sustained traffic rate, only delay and jitter are considered in its
Satisfaction Degree expression, whereas for type 3 service (BE), since there is
no QoS requirements, the service is considered as satisfied during the connection
lifetime. Hence, the following expressions define the Satisfaction Degree for
each of the three types of services:
SDti =

Rti
R˜i
t∧Rmaxi
× (1− DtiDmaxi )× (1−
Jti
Jmaxi
) i ∈ type 1
(1− DtiDmaxi )× (1−
Jti
Jmaxi
) i ∈ type 2
∞ i ∈ type 3
We will give in what follows the expression of the instantaneous price per
resource unit that corresponds to each service type.
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Connections of type 1 For this type of traffic composed of nrtPs, rtPS and ertPS
services, the price P t1(i) for connection i at time t depends on the calculated value
of the Satisfaction Degree, SDti . In the best cases, when the service is granted
the rate that it needs and when jitter and delay are too small compared to the
maximum tolerated values, the user is satisfied and the price should be very
close to its maximum value, which we denoted as Pmaxi and which represents
the upper bound of the associated Price Window, (PWi). If delay or jitter reach
their maximum tolerated values, the Satisfaction Degree will be equal to zero,
and, in this case, the operator will propose the lower bound of PWi, P
min
i , as a
price for this service flow. Between those two extreme states, the price changes
dynamically within PWi, according to the user’s satisfaction level. In all cases,
the instantaneous price will be computed as follows:
Put1,i = min(Pu
min
i × (ln(SDti) + 1), Pumaxi ) (3)
Connections of type 2 UGS connections always have the highest priority and are
granted a fixed amount of bandwidth under all network states. Their associated
Satisfaction Degree is only affected by the delay and jitter. Those two parameters
may increase slightly due to channel fluctuation or to network congestion, but in
general, they are kept low due to the use of E1/T1 transmission for that type of
service. That’s why, it should get higher Satisfaction Degrees’ values compared
to the first service type. Hence, we propose an interactive pricing model between
those two types, in order to cover the revenue decrease caused by the first one.
We correlate the price assigned to UGS connections at time t to the Average
Satisfaction Degree value of all type 1 connections. If N is the number of active
connections of type 1, the Average Satisfaction Degree value at time t, noted
ASDt, is:
ASDt =
∑N
i=1 SD
t
i
N
(4)
But fist, the system has to fix the set of type 2 connections that can par-
ticipate in this recompensation procedure. To do that, it has to verify that the
concerned UGS connection gets better QoS level than type 1 connections, by
comparing its corresponding SDt value to the computed ASDt value. Accord-
ing to this comparison, the system will decide if this connection will get the
minimum price (Pumini ) or it will make part of the group of type 2 connections
whose the price will slightly increase along the Price Window to cover the rev-
enue decrease caused by the unsatisfied connections. Their associated price is
calculated according to equation 5. Hence, the ASDt value will act as a dy-
namic threshold for type 2 connections to take account of the changing network
conditions.
Put2,i = max(Pu
max
i × (1− ln(ASDt)), Pumini ) (5)
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Connections of type 3 Since this type of traffic (BE traffic) is the last one to
be served and do not affect the satisfaction level of other traffic types, we do
not assign a price window but a fixed value, P3, for the price per resource unit.
In fact, this simple pricing technique, where the total price value is linearly
proportional to the obtained bandwidth, is more appropriate for this traffic with
no QoS requirements. The total price will be equal to P3, multiplied by the
allocated amount of bandwidth, as it is expressed in 2.
3.4 The Instantaneous Revenue
The Instantaneous Revenue is the total operator’s revenue, noted Re, calculated
based on the sum of the price paid by all active connections at time t :
Ret =
n∑
i=1
P t1,i +
m∑
i=1
P t2,i +
k∑
i=1
P t3,i
=
n∑
i=1
Put1,i × (Ri) +
m∑
i=1
Put2,i × (Ri)
+
k∑
i=1
Put3,i × (Ri) (6)
Where n, m and k represent respectively the number of type 1, type 2 and
type 3 connections, and Ri represents the rate allocated to connection i.
3.5 Admission Control Scheme and Discussion
Admission control schemes are classically proposed to limit the number of con-
nections in order to avoid potential network congestion. They are generally based
on the idea of rejecting a new request when resources become limited, regardless
of the type of this new incoming service. This is definitely the best strategy if
there is a single new request at that time. But what if many requests arrive
while the system can only accept some of them? will it choose them randomly,
or it will prefer some users or some service type? The idea that we propose is to
accept the requests coming from the type of service that have the highest price
per resource unit at that time, in the logic of giving the resources to those who
pay the most. In fact, in perfect conditions, where all connections are satisfied,
the instant price per resource unit take the borders values of the Price Windows
and the Instantaneous Revenue reaches the average value that the operator looks
to maintain. Its expression is simplified to the following equation :
Re+ =
n∑
i=1
Pumax1,i × (Ri) +
m∑
i=1
Pumin2,i × (Ri) + P3 ×
k∑
i=1
Ri (7)
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In the other extreme case, where all type 1 connections are unsatisfied and
the Average Satisfaction Degree value is decreased, the Instantaneous Revenue
Value takes the following expression:
Re− =
n∑
i=1
Pumin1,i × (Ri) +
m∑
i=1
Pumax2,i × (Ri) + P3 ×
k∑
i=1
Ri (8)
Through this system’s transition from one state to the other, the operator
wants to maximize its profit, which is heavily impacted by the number of connec-
tions for each of the three service types. We propose to implement an acceptance
priority order, based on the price of the service, to be applied whenever there
are too many requests for new connections, while resources are not enough to
satisfy all of theme.
In a static pricing scheme, the task is easy since prices per resource unit are
fixed earlier by the operator. Here, the system will prefer the type of connection
that have the highest price. However, this can lead to a big service discrimination,
if the system keep going under congestion for longtime, since only one type of
service will be accepted. In this case, the operator can for example fix a threshold
for the number of accepted connections per type of service; once this threshold
is reached, the system moves to the second type as classified in the acceptance
priority order.
For the dynamic pricing scheme that we proposed, the system has to update
its acceptance priority order frequently, since the price per resource unit is related
to the instantaneously changing satisfaction level of the users. Suppose that the
admission control is simply based on the comparison of the instantaneous price
per resource unit for each type of service, just like the static pricing scheme.
Let us consider the case where the operator fixes a price window for type 1 and
type 2 services, where the minimum border of type 1 service is higher than the
maximum border of type 2 service. Here, the accepted new connection will be of
type 1. If the network goes under instability state, adding a new connection of
type 1 will lead to a decrease of the ASDt value, since the new connection will
mostly get a low SD value under such network conditions. Hence, an admission
control based on a simple comparison between the prices per resources unit of
each type of service is profitable for the operator, but it may disturb the system
state. That’s why we propose an admission control that looks at the system state
before deciding about the acceptance of new connections. In fact, according to
equation 7 and 8, when type 1 connections become more and more satisfied and
the revenue expression tends to Re+ value, it is more profitable to increase the
number of type 1 connections since they pay with their highest instant price
per resource unit. But when the number of satisfied connections is decreasing
and the ASDt value is low, The choice of type 2 connection is more safe for the
system, and profitable enough for the operator, since it will pay by the maximum
border of its PriceWindow. A threshold (Th) related to the ASDt value needs
to be fixed to mark the transition between normal and instable state. The two
following steps summarizes this algorithm :
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– If ASDt is higher than Th, the system is in a stable state. The acceptance
priority order is type 1 at first and then type 2 and then type 3.
– If ASDt is less than Th, the acceptance priority is type 2 and then type 1.
Type 3 connections are not accepted here until that the system regain its
stable state.
4 Case study
In order to point out the system recompensation aspect especially between type
1 and type 2 services in the proposed interactive pricing scheme, we took the
example of a network where there is initially 6 actives connections: 5 connections
of type 1 and 1 connection of type 2. We suppose that during a 50 seconds of
simulation, 3 new connections requests are received every 10 seconds whereas the
system has to choose one at each time due to limited network resources. Table
1 gives the Price Window values affected to those services. All connections of
type 1 are assumed to have the same value.
Table 1. QoS parameters
Nodes Pumini Pu
max
i
Type 1 7 11
Type 2 10 13
Type 3 0 6
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Fig. 1. Average Satisfaction Degree variation over time.
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In figure 1, we present the instant variation of the ASDt value through
the simulation time. We fixed the threshold Th, used in the admission control
algorithm to 0.7. According to this curve, the system starts to loose its stability
state after 20 seconds of simulation, where the ASDt value starts to decrease.
The instant price per resource unit for both of type1 and type 2 connections are
depicted in figure 2. We can note that at t= 20, seconds, the instant price per
resource unit of type 1 connection is going down to its minimal value Pumini ,
whereas the price of type 2 connection starts to increase slightly to recompense
this revenue decrease. At t=10 seconds, the Base Station receives the first three
requests for connection establishment. With the proposed CAC, since the ASDt
is high, the acceptance priority is given to type 1 connection whereas for the
following requests, the connection that will be accepted is type 2 since it will pay
with its maximum price value Pumaxi . We present in figure 3 the Instantaneous
Revenue variation with and without the proposed admission control. We can
note that our scheme visibly enhances the instant operator’s revenue by being
selective in the choice of the new connections to add, according to the system
state.
5 Conclusion
In this work, we presented a pricing model combined by an admission control
scheme that aims at keeping high the operator’s revenue especially in moments
of instability in a multiservice WiMAX system. The model is based on inter
services recompensation mechanism to cover the revenue lost caused by a dis-
satisfied connections at a given time, using Prices Windows instead fixed prices
values. Within this model, we give different expressions for the instant price per
resource unit for all the defined classes of services of Mobile WiMAX systems,
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which we classified into three types, according to their QoS requirements. The
proposed admission control scheme helps the system to choose the type of service
that should be accepted according to the instant prices values, in a way to give
resources to the service that pay more, if the system state allows it . This model
can be adjusted to fit the requirements of future wireless technologies.
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Abstract. IP multicast allows the efficient support of group communication 
services by reducing the number of IP flows needed for such communication. 
Proxy Mobile IPv6 (PMIPv6) is a network-based mobility management solu-
tion, where the functionality to support the terminal movement resides in the 
network. Recently, a baseline solution has been adopted for multicast support in 
PMIPv6. Such base solution has inefficiencies in multicast routing because it 
may require multiple copies of a single stream to be received by the same ac-
cess gateway. Nevertheless, an alternative solution to support multicast in 
PMIPv6 avoids this issue. This paper evaluates by simulation the scalability of 
both solutions under realistic conditions, and provides an analysis of the sensi-
tivity of the two proposals against a number of parameters. 
Keywords: Multicast, PMIPv6, Mobility. 
1 Introduction 
IP multicast allows the efficient support of group communication services (one-to-
many or many-to-many) over IP networks. Applications like TV distribution take 
advantage of this extension of the IP protocol which facilitates the delivery of a single 
copy of a data stream to multiple listeners interested in receiving the same content 
simultaneously. The increasing generalization in the use of multicast has also trig-
gered the need for supporting IP multicast in mobile environments.  
Mobility management support in IP-based networks is a topic that has received 
considerable attention in recent years. A first approach to cover this issue was based 
on host-based solutions, mainly Mobile IPv6 (MIPv6) [1], where IP mobile terminals 
or Mobile Nodes (MNs) are aware of their IP mobility and have to perform operations 
in order to maintain their ongoing communication sessions. As a further step, a net-
work-based solution has been standardized, called Proxy Mobile IPv6 (PMIPv6) [2], 
where the functionality to handle the movement of the MNs resides in the network. 
Group communication is out of the scope of the PMIPv6 standard specification. 
Recently, a base solution has been adopted for multicast service delivery in PMIPv6 
domains [3]. This baseline solution has been built on the capabilities of the existing 
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 multicast and mobility protocols, and considers the use of the PMIPv6 core entities to 
serve both unicast and multicast traffic, without any further improvement for a better 
adaptation to the multicast case. As consequence, the base solution has inefficiencies, 
specially the well known tunnel convergence problem, which implies that multiple 
copies of a single stream may be received by the same access gateway. To solve this 
issue, the architecture defined in [4] proposes a separate core entity being the unique 
responsible of serving multicast traffic to the access nodes, then guaranteeing that 
only one copy of the same stream is certainly received. This paper presents a com-
parative analysis of both solutions, providing some insights in the potential benefits of 
using dedicated infrastructure for multicast service.  
2 Background on PMIPv6 and multicast 
2.1 Proxy Mobile IPv6 
PMIPv6 is based on MIPv6, reusing much of its concepts and packet formats. In 
PMIPv6, mobility support is provided by some specific network entities, namely Mo-
bile Access Gateway (MAG) and Local Mobility Anchor (LMA).  
The MAG takes care of the mobility signaling on behalf of the MNs attached to its 
links, tracking the MNs as they move, while the LMA stores all the routing informa-
tion needed to reach the MNs in the PMIPv6 domain by associating each MN with the 
MAG that the MN is using. A tunnel between the LMA and the MAG allows the 
transfer of traffic from and to the MN. Using PMIPv6, the MN can move across a 
PMIPv6 domain changing its access link, while keeping its IP address. 
The MN is registered by the MAG in the LMA by sending a Proxy Binding Update 
message (an extension of the MIPv6 Binding Update). The LMA then assigns one or 
more home network prefixes to the MN. The LMA acknowledges the registration 
process with a Proxy Binding Acknowledgment message that is sent from the LMA to 
the MAG, containing the home network prefixes allocated to the MN. The MAG 
completes the configuration to serve the MN traffic by setting up the appropriate for-
warding rules for the downlink/uplink traffic to/from the MN. 
Different LMAs can coexist in a certain PMIPv6 domain, for instance as a mecha-
nism to perform load balancing. Figure 1 shows several MNs maintaining associa-
tions with distinct LMAs. The LMA forwards the traffic for a certain MN to the cor-
rect MAG using the configured tunnel. The MAG decapsulates the packets and for-
wards them to the MN transparently. In the opposite direction, traffic coming from the 
MN is encapsulated by the MAG (which is the MN’s default router) and decapsulated 
by the LMA that routes it towards the final destination.  
2.2 Multicast basics in access networks 
By means of IP multicast, a number of receivers located anywhere in the network can 
subscribe to a content in the form of a multicast session group. The content is distrib-
uted using a particular data stream forming a multicast flow. A single copy of such 
flow is carried on every link in the network along the multicast path dynamically 
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 created to reach the interested receivers. The data stream is replicated on the routers 
where the multicast path topologically diverges. 
The multicast source of the data stream does not maintain any subscription list of 
interested receivers. The source simply sends the data stream to an arbitrary group of 
hosts represented by an IP multicast address. The receivers indicate their interest in 
receiving certain content by explicitly joining the multicast group. The Multicast Lis-
tener Discovery (MLD) [5] defines the control messages for managing the group 
membership process in IPv6. Multicast protocols distinguish between multicast re-
ceiver (host part) and multicast router (network part) functionalities. Basically, the 
host part is devoted to the group subscription management, while the router part is 
focused on building and maintaining the multicast tree. 
A multicast router in the receiver’s sub-network will capture the control messages 
for joining or leaving a multicast group. In some cases, the router can act as a proxy 
[6] for the group membership indications of the receivers connected to it, instead of 
the multicast router role described above. This typically occurs in aggregation net-
works, where the first-hop router concentrates the traffic of a huge number of receiv-
ers. The proxy performs the router part of the group membership protocol on each 
downstream interface, while it plays the host role on the upstream interface towards 
the next multicast backbone router. The proxy is in charge of summarizing the sub-
scription demand of the receivers. 
 
 
Fig. 1. Network entities in Proxy Mobile IPv6 
2.3 Multicast in PMIPv6 
Multicast is out of the scope of the PMIPv6 standard specification. This produces 
inefficiencies when distributing contents to multiple receivers (individual copies per 
MN). Several solutions have been proposed supporting multicast for Mobile IP net-
works [7]. However, they are not directly applicable to PMIPv6 because of the speci-
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 ficities of network-localized management environments, where the MN is not aware 
of network layer changes. A new approach is needed to provide multicast in PMIPv6 
domains. With such aim, the MULTIMOB working group was chartered at the Inter-
net Engineering Task Force (IETF) to specify a solution for multicast listener mobil-
ity compatible with the PMIPv6 and multicast standards.  
Two kinds of solutions for multicast subscription in PMIPv6 can be differentiated: 
the remote subscription, where the MN gets the multicast data stream from the LMA, 
and the local subscription, where the MN directly obtains the multicast stream from 
the access router. According to the current MULTIMOB charter terms, only the re-
mote subscription case is considered by now. 
The base solution [3] provides a way to manage multicast traffic delivery to MNs 
unaware of their mobility. The MN expresses its interest in joining or leaving a multi-
cast group by sending MLD control messages to the MAG, which acts as the first hop 
router for the MN. The MAG maintains the individual multicast status of the MN and 
handles the multicast traffic towards it accordingly to the MLD messages received. 
The MAG incorporates the functionality of MLD proxy, summarizing the group sub-
scription requests of the MNs connected to it. 
With the remote subscription model, the multicast traffic reaches the MNs after go-
ing through the corresponding LMA (note that there might be multiple LMAs in the 
same domain). A distinct MLD proxy instance is then defined per LMA connected to 
the MAG, in such a way that every MAG-LMA tunnel is part of a separate MLD 
proxy domain. For every proxy instance in the MAG, the tunnel interface pointing to 
the LMA becomes the proxy upstream interface, whereas the links towards the MNs 
are the corresponding downstream interfaces of each instance. The LMA is the entity 
in charge of interacting with the multicast infrastructure out of the PMIPv6 domain. 
The summarization of control messages in upstream that the MAG performs is ap-
plied per set of MNs associated with a certain LMA, as the different proxy instances 
of the same MAG are isolated one from the other. The LMA maintains the multicast 
state of every tunnel interface. Such status reflects the summarized view offered by 
the MAG on behalf of the attached MNs bound to the LMA. A multicast stream will 
be delivered over the tunnel or removed from it according to the aggregated behavior 
of the MNs attached to the MAG. 
The LMA, the MAG and the tunnel linking them are all part of the multicast tree. 
This branch will be common to every multicast tree providing any content subscribed 
by an MN in a MAG and associated to a particular LMA. It makes possible to send a 
single copy of a data stream per group of MNs demanding the same content. 
3 Dedicated LMA for multicast traffic 
In the base solution, the MAG can receive multiple copies of the same stream if sev-
eral attached MNs associated to different LMAs demand simultaneously the same 
content. The Figure 2(a) shows this issue. Each LMA will forward the same stream to 
a certain MAG by using their corresponding LMA-MAG tunnel. Under these circum-
stances, multiple copies arrive to the MAG, creating tunnel convergence problem. 
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 As an enhancement to this situation, a dedicated multicast LMA (M-LMA) [4] can 
be deployed to act as the unique mobility anchor for the multicast traffic to all the 
attached MNs in the PMIPv6 domain, whereas the unicast traffic is handled by the 
rest of LMAs, as in the PMIPv6 specification.  
The M-LMA maintains a tunnel with every MAG in the domain for all multicast 
channels. This tunnel will be the path followed by the multicast traffic towards the 
MAG for all the MNs attached to it, thus avoiding the tunnel convergence problem, 
because only one stream copy arrives to the MAG. The Figure 2(b) represents graphi-
cally this solution. 
 
 
Fig. 2. Tunnel convergence problem in base solution (a) vs. M-LMA proposal (b) 
A number of advantages can be envisioned, such as the simplification of the multi-
cast distribution tree topology or the significant reduction of the network bandwidth 
needed for providing multicast service within a PMIPv6 domain 
The base solution specification includes a comparison with the M-LMA proposal 
which roughly evaluates the performance of each of them in a couple of extreme sce-
narios. The population of MNs in the comparison is set to 1 million which are uni-
formly distributed among 200 MAGs. These MAGs are then connected to 4 LMAs, 
for the base solution, or 1 LMA, for the M-LMA approach. 
The comparison is based on three metrics: the number of simultaneous streams de-
livered per LMA, the total number of streams in the network for serving the con-
nected MNs, and the number of repeated streams at MAGs to account for the tunnel 
convergence issue. The comparison is presented in Table 1. 
This analysis is a theoretical exercise to study system scalability, but we argue that 
it does not represent a realistic scenario, so the conclusions on scalability obtained 
from it are not well supported. First, the model of the multicast channel demand (all 
the MNs subscribed to the same content in one case, all the MNs subscribed to a dif-
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 ferent content in the other) does not follow a realistic pattern, neither in terms of sub-
scription behavior nor in terms of multicast flow volume. Second, the number of ac-
tive multicast MNs and the MAGs supporting them seems to be unrealistically high. 
In this paper we provide a more realistic comparison of both systems to better cha-
racterize the efficiency and scalability of them. 
Table 1. System comparison with extremal settings in [3] 
Case scenario 
Multicast 
scheme 
Redundant 
streams per MAG 
Simultaneous 
stream per LMA 
Total streams 
in the domain 
Base solution 0 250.000 1.000.000 Each MN subscribed 
to a different content M-LMA 0 1.000.000 1.000.000 
Base solution 3 200 800 All MNs subscribed 
to the same content M-LMA 0 200 200 
4 Simulation framework 
4.1 Channel popularity model 
The channel preference in IPTV-like systems is commonly modeled [8, 9, 10] by a 
power-law distribution known as Zipf function. The Zipf function states that the oc-
currence of a certain event (here, the tuning of a multicast channel) is determined by: 
 
( )αrk 1× , (1) 
being k a constant, r the rank or popularity of the event in the distribution, and α the 
factor which characterizes the skewness of the distribution. Then, the frequency or 
probability that predicts the eligibility of an event is provided by: 
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where R is the total number of ranked elements. As α increases, the popularity of the 
first ranked events increases, while the distribution tail concentrates less occurrences. 
We will consider also here a Zipf-type function to model the channel demand by the 
MNs in the domain. 
4.2 Description of the simulation 
We have used the numerical computation tool Octave [11] to simulate the multicast 
channel demand in a PMIPv6 domain, and to calculate the number of streams re-
quired per LMA-MAG tunnel defined in the system. The simulation focuses on the 
streams delivered in a certain time instant, thus not including the impact of user mo-
bility during a longer observation period. The methodology followed here to simulate 
the system demand is basically the same approach followed in [10]. 
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 We firstly obtain a uniform random variable in the range (0,1) with as many sam-
ples as the number of MNs considered in the simulation (all are supposed to be multi-
cast active and tuned to a channel). We then map the random variable to a Zipf func-
tion defined by both the skewness parameter α and the number of channels C, in order 
to simulate the MNs channel subscription. At this step we already have a picture of 
the channel demand in the PMIPv6, where each MN is associated with a tuned chan-
nel. Now, it is time to compare the behavior of the architectures under consideration. 
To do that, we sequentially split twice the MNs in different groups, first accord-
ingly to the number of LMAs, and then accordingly to the number of MAGs, in such 
a way that we form a matrix with the following elements: number of MNs, channel 
subscribed by the MNs, MAG where the MN is attached to, and LMA where the MN 
maintains a service association. In these conditions we are able to calculate the num-
ber of multicast streams needed per LMA-MAG tunnel in the domain, and to obtain 
the metrics previously used for scalability comparison.  
The process is entirely repeated several times with random and independent sets of 
MNs subscriber choices (more than 100 times) guaranteeing convergent results in 
terms of mean and standard deviation values. The results obtained are the average 
values of the metrics under study. 
4.3 Simulation parameterization 
In order to develop a sensitivity analysis of both network solutions for the metrics 
defined above, we will consider different values for the parameters in the simulation. 
In each iteration within the simulation routine, the same Zipf-like distribution rep-
resenting the MN channel preference is used to coherently compare the impact of the 
distinct parameters against the considered network solution. The only case where 
different sets of subscriptions are compared is the case for the sensitivity on the num-
ber of MNs in the system, as it necessarily requires a distinct simulation universe. In 
our simulation we study the demand created for 6.000 and 12.000 MNs, respectively, 
all requiring multicast service. 
The scenarios used for the analysis consists of a unique LMA, in the case of the M-
LMA approach; and 2 LMAs or 4 LMAs, for the case of the base solution. In the later 
case, the variation in the number of LMAs provides an insight on the LMA scalability 
for multicast stream replication. Some other impacts can be evaluated, as follows: 
• The impact of the user preferences on the system can be determined by the varia-
tion on the skewness factor of the Zipf distribution. The values considered in the 
simulation for α are 0.6 and 0.9 [8, 9, 10]. 
• The impact of the service provider content offer can be modeled by the variation 
on the number of eligible channels, that is, in the variation of C. In this simulation 
it takes values of 150 and 300 channels. 
• The impact of the network access capillarity can be modeled by the number of 
MAGs in the domain. We study the impact of having 6 or 12 MAGs in the system. 
We will confront every simulation scenario respect to the architecture defined by 
the number of LMAs taken into account. The different scenarios will be identified in 
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 the rest of the paper according to the rule defined by {number of MNs, skewness factor, 
number of channels, number of MAGs} (e.g., the scenario identified as {6000, 0.6, 150, 
6} means that we are considering 6000 MNs which create a channel demand defined 
by a Zipf distribution with skewness factor of 0.6 over 150 channels, and that are 
evenly distributed in 6 MAGs). 
5 System analysis 
The following sub-sections show the sensitivity of the two solutions regarding to the 
parameters of the simulation. We first focus on the metrics of the number of streams 
per LMA, and the number of total streams in the PMIPv6 domain. The number of 
repeated streams per MAG is analyzed separately. 
5.1 Impact of the content offer 
Figure 3(a) depicts the impact of the content offer in the number of average streams 
per LMA. According to the figure, the number of streams per LMA grows with the 
number of channels accessible for the MNs. More channels in the system mean more 
distinct multicast streams needed to serve the MNs demand (all the channels are sus-
ceptible of having MNs tuned on them in our simulation). 
 
Fig. 3. Impact of multicast channel offer – (a) Number of streams per LMA; (b) Number of 
streams in the network 
The requirements in terms of stream reception for the LMAs in the base solution 
are certainly more scalable than the M-LMA approach, improving the scalability as 
the number of served MNs grows. In the case of the base solution, the MNs are split 
among the LMAs, so if no MN associated with a particular LMA is subscribed to a 
particular channel, the LMA would not require receiving that channel. In the M-LMA 
approach, the unique LMA serves all the MNs, which means that it has to receive all 
the channels subscribed by any of the MNs in the PMIPv6 domain. However, the 
requirements for replicating multicast streams in the LMA in the base solution are not 
far from those needed by the M-LMA. This is because each LMA in the base solution 
has to send a copy of a channel to a MAG as soon as at least one MN associated with 
that LMA and attached to the MAG requires that channel. Popular channels will be 
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 replicated by every LMA and sent to each MAG that receives multiple copies of the 
channel, while in the M-LMA solution just one stream will be sent from the M-LMA 
to each MAG. 
In fact, Figure 3(b) shows that the M-LMA scales better from the network perspec-
tive because the M-LMA architecture requires much less streams than the base solu-
tion to serve the same set of MNs. The increment in the number of streams as more 
channels are offered by the service provider is translated in a progressive increment of 
the average number of streams required by the base solution. The situation becomes 
worst as the number of LMAs in the domain increases. 
5.2 Impact of the user preferences 
Figure 4(a) presents the impact of α in the number of streams transmitted per LMA. 
As a general rule, greater values of α reduce the average number of streams per LMA. 
This is basically motivated by the shift in the Zipf distribution which accumulates the 
audience in the first ranks of the distribution. Some channels in the tail will not be 
necessarily tuned by any MN associated with an LMA and attached with some MAG, 
reducing the number of streams per LMA. It can also be observed that the streams per 
LMA increases with the number of MNs, because some of the previous channels not 
demanded before in some tunnels become now requested. 
 
Fig. 4. Impact of the skewness factor α – (a) Number of streams per LMA; (b) Number of 
streams in the network 
A relevant result is that the LMA scalability requirements are quite similar in both 
the base solution and the M-LMA approach. This is more notorious when the number 
of MNs increases. In the base solution, the MNs attached to a MAG are associated to 
different LMAs. Each one of these LMAs have to serve their respective MNs demand 
which will be composed of a wide set of common channels, thus driving to the tunnel 
convergence problem. This simulation confirms that when the number of MNs grows 
with respect to the number of channels, which is a reasonable configuration in multi-
cast environments, the set of common channels that have to be managed by every 
LMA also grows, minimizing the scalability advantage of having several LMAs, 
while suffering the problem of the multiplication of stream copies in the domain. 
Figure 4(b) shows the total average number of streams in the network for different 
values of α. It becomes also clear that the number of total streams decreases when α 
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 increases due to the shift of the Zipf distribution which describes the MNs channel 
demand. The same arguments as before are applicable here. The total number of 
streams in the network grows significantly with the number of LMAs serving the 
multicast traffic. The volume of streams required for the service by the 4 LMAs case 
is close to 3 or 4 times (depending on α) larger than  the resources needed by the M-
LMA approach, where less tunnels are involved in the multicast service delivery. 
5.3 Impact of the network access capillarity 
The impact of the number of MAGs in the PMIPv6 domain can be observed in Figure 
5. The number of streams per LMA increases if the MNs are distributed among more 
MAGs with the same channel demand. So, as the number of tunnels increases, the 
average number of streams per LMA also increases. In the M-LMA case, this implies 
more streams per (M-)LMA because only one device supports all the growth. For the 
base solution it can be highlighted that each LMA supports less streams, as the load is 
shared among the LMAs, but the difference in terms of number of streams supported 
per device (LMAs vs. M-LMA) are smaller than expected, because there is not a 
clean split of the load among the LMAs, much of it is replicated in every LMA. 
 
Fig. 5. Impact of the access capillarity – (a) Number of streams per LMA; (b) Number of 
streams in the network 
On the other hand, the increment in the number of MAGs in the domain also im-
pacts on the number of the total streams in the network. The number of streams in the 
network increases with the number of LMAs and MAGs. 
5.4 Repeated streams per MAG 
The M-LMA approach does not suffer from the tunnel convergence issue. There is 
only one LMA to forward multicast traffic towards the MAGs, thus avoiding stream 
repetition at the MAGs. 
The situation is the opposite in the case of the base solution. Several tunnels, one 
per LMA, can feed the MAG with the same multicast channel. This happens when a 
MAG has attached MNs that are associated to different LMAs and subscribed to the 
same content.  
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 Table 2. Average number of repeated streams per MAG 
Sensitivity to Scenario 2 LMAs 4 LMAs 
- {6000, 0.6, 150, 6} 121,24 133,20 
Zipf factor α {6000, 0.9, 150, 6} 94,08 107,60 
Number of Channels {6000, 0.6, 300, 6} 154,39 184,64 
Number of MAGs {6000, 0.6, 150, 12} 78,79 94,07 
- {12000, 0.6, 150, 6} 145,21 148,48 
Zipf factor α {12000, 0.9, 150, 6} 129,50 138,53 
Number of Channels {12000, 0.6, 300, 6} 239,34 263,95 
Number of MAGs {12000, 0.6, 150, 12} 121,19 133,07 
 
Table 2 quantifies the tunnel convergence issue at the MAG, that is, the average 
number of simultaneously repeated streams in different scenarios. The trend in the 
number of repeated streams at a MAG is the same as the one followed by the total 
number of streams in the network. The number of repeated streams decreases with the 
increment of α, and with the increment in the number of MAGs. On the contrary, it 
increases when more channels are accessible in the system. 
6 Conclusions 
In this paper we have compared two approaches to provide multicast content to MNs 
within a PMIPv6 domain. Neither solution requires modifications to PMIPv6 or to 
multicast protocols. One is the base solution adopted by the IETF. In this base solu-
tion, an LMA serving the unicast traffic also acts as the first multicast router for the 
mobile nodes in the domain, and the MAGs act as MLD proxies. A PMIPv6 domain 
can use more than one LMA to serve the visiting MNs, splitting the load among the 
LMAs both for unicast and multicast traffic. The alternative solution is using a dedi-
cated LMA for multicast traffic, different from the LMAs for unicast traffic, while the 
MAGs keep their role as MLD proxies. 
An initial comparison of both solutions in [3] suggests that the base solution has 
better scalability properties. In this paper we show that in realistic scenarios this is not 
the case. The base solution tries to reduce the load in the LMAs, splitting the load by 
having several of them. However, for multicast traffic, the number of channels that an 
LMA has to serve does not decrease linearly with the reduction of the number of MNs 
associated to that LMA. The key factor is the set of channels subscribed by any MN 
associated to the LMA and attached to certain MAG. So reducing the number of MNs 
that an LMA has to attend does not result in the expected load reduction. In fact, as 
the number of MNs increases in the PMIPv6 domain, we have less advantage for 
having several LMAs, as each of them will probably manage all the multicast chan-
nels (or at least the popular ones) anyway. In fact we are just duplicating the work at 
the different LMAs. The base solution also increases the work load at the MAGs, 
because of the tunnel convergence issue, in which a MAG will receive several copies 
of the same flow for MNs subscribed to the same content but bound to different 
LMAs.  
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 In contrast to this, the dedicated LMA solution for multicast traffic has several ad-
vantages: separation of the management of the multicast traffic and the unicast traffic 
in different LMAs, reduced load in the MAGs, and significant reduction in multicast 
traffic load within the PMIPv6 domain. This last advantage is due to the duplication 
that happens in the base solution with several LMAs forwarding the same multicast 
traffic to every MAG, a situation that does not happen in the solution with a dedicated 
multicast LMA. 
Further work will focus on a more complete characterization of the performance of 
M-LMA proposal by including user mobility impact on the simulations.  
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Abstract. We present a selective neighbor caching approach for sup-
porting mobility in publish/subscribe networks. According to the ap-
proach, a mobile’s subscriptions are transmitted to a subset of brokers
that are neighbors of the current broker that the mobile is connected to.
Our key contribution is the definition of a target cost function and an
intelligent procedure for selecting the subset of neighbors. The advan-
tage of our proposal is that it reduces the buffering costs, since not all
neighbor brokers cache items, while still obtaining the gains of proactive
caching, by caching items in a subset of neighbor brokers that a mobile
has a high probability to connect to.
1 Introduction and Motivation
In a publish/subscribe network, subscribers express their interests for informa-
tion items through subscriptions. The event notification service is responsible
for locating publishers of items matching the subscriptions, and for initiating
the forwarding process from the publishers to the subscribers. When subscribers
are mobile, they can attach to the network at different points (locations), and
they can experience disconnections. Mobility in publish/subscribe networks is
typically supported through brokers, which handle a mobile’s subscription and
cache items that match the subscriptions, when a mobile changes location or is
disconnected.
Based on when and how subscriptions and matching items are transferred
from an old to a new broker when a subscriber moves, approaches for supporting
mobility in publish/subscribe networks can be categorized as follows [7]: reactive
approaches [3, 6, 11, 10], durable subscriptions [1, 5], and proactive (or prefetch-
ing) approaches [2, 7]. With reactive approaches, when a mobile disconnects from
a broker, the broker continues to cache items that match the disconnected mo-
bile’s subscriptions. When the mobile reconnects to a new broker, it informs the
new broker of the old broker’s id. The new broker then communicates with the
? This work was supported in part by the EU FP7 project PURSUIT, under contract
ICT-2010-257217.
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old broker, requesting all items that were cached in the old broker during the
disconnection period. A disadvantage of this approach is that cached items need
to be transferred from the old broker to the new broker; this incurs a capacity
cost for transferring the cached items, and a delay for the new broker to start
forwarding items to the mobile subscriber, since the new broker must receive all
the items cached in the old broker before it can start forwarding.
With durable subscriptions, brokers maintain a mobile’s subscriptions and
cache items matching these subscriptions, independent of whether the mobile is
connected to the broker or not. Without any additional mechanisms, in order
to avoid loosing items, all brokers within a domain that a mobile can possibly
connect to would need to maintain subscriptions and cache items matching them;
this would incur significant buffering costs.
Proactive approaches for supporting mobility work as follows: A mobile’s
subscriptions are transmitted one broker ahead of its current broker before the
mobile disconnects or moves; Selection of which brokers to transmit subscrip-
tions to can be based on prediction [2], or knowledge of each broker’s neighboring
brokers that are one hop ahead of it [7]; the work in [2] does not propose nor eval-
uates a specific algorithm for prediction. According to the scheme in [7], when
a mobile disconnects all neighboring brokers start caching items that match the
mobile’s subscriptions. Hence, when the mobile connects to one of these brokers,
it can quickly receive items that were transmitted during the disconnection pe-
riod. Proactive approaches trade-off buffer space for reduced delay in forwarding
items to subscribers. Hence, proactive approaches can be more appropriate for
applications where delay is important, such as real-time (e.g., voice, teleconfer-
encing, critical event notification, and gaming) and streaming applications.
The proposal in this paper falls in the proactive approach category, and its
main difference compared to [7] is that only a subset of neighbor brokers maintain
a mobile’s subscriptions and cache items matching them. Our key contribution is
the definition of a target cost function and an intelligent procedure for selecting
the subset of neighbors. The advantage of our proposal is that it reduces the
buffering costs, since not all neighbor brokers cache items, while still obtaining
the gains of proactive caching, by caching items in a subset of neighbor brokers
that a mobile has a high probability to connect to.
A selective neighbor caching approach has been proposed for reducing the
handover delay in WLANs [8]. The motivation is that, even when the number
of neighboring APs is large, at most 3 or 4 access points are targets of the
handoffs [8]; it is likely that a similar motivation applies for publish/subscribe
networks, since the mobility of users is the cause for subscriber movement in
both cases. However, the application of such an idea for supporting mobility in
publish/subscribe network is different due to the different nature of the problem,
since in publish/subscribe networks the objective is to forward to subscribers
items that match their subscriptions. As a result, the model and corresponding
procedure for selecting the subset of neighbors is fundamentally different. We
also note that mobility prediction has been used to improve QoS support during
handovers in cellular networks, e.g., see [4, 9].
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Fig. 1. A mobile’s current broker i pro-actively transmits the mobile’s subscriptions
to a subset S of i’s neighbor brokers. The subset of neighbors is selected to minimize
the cost function (1).
2 Selective Neighbor Caching for Supporting Mobility
Consider a mobile that is initially connected to broker i. Assume that broker
i knows the probabilities pij that the mobile connects to broker j ∈ J after it
disconnects from i, where J is the set of i’s neighbor brokers; these probabilities
can be obtained from information that broker i receives from its neighbors, as
we will see later.
Broker i needs to select the subset of neighbor brokers to which it will proac-
tively send the mobile’s subscriptions. The probability that the mobile connects
to a broker in the subset S ⊆ J is Phit =
∑
j∈S pij . Broker i selects the subset
S∗ that minimizes the cost function
Phit · Chit + (1− Phit) · Cmiss +N(Phit) · Ccache , (1)
where N(Phit) is the minimum number of neighbor brokers to achieve Phit ;
we discuss how this function is computed below. Chit is the cost (e.g., delay)
for a mobile to receive items from a broker that had proactively cached items
matching the mobile’s subscriptions; the probability for a mobile to connect to
such a broker is Phit . Cmiss > Chit is the cost for a mobile to receive items
from their original publishers, which occurs with probability 1−Phit ; we assume
that the cost for receiving items directly from the publishers is the same for all
publishers. The factors Chit , Cmiss can be estimated, e.g., from measurements
of delay to obtain items from a local broker or a distant publisher, respectively.
Finally, Ccache is the cost for a broker to cache a mobile’s subscriptions and
the matching items. If we assume that the memory requirements for storing
subscriptions is small, then Ccache depends linearly on the memory requirements
for storing a single item.
N(Phit) is constructed as follows: without loss of generality, assume that all
neighbors j ∈ J are ordered with decreasing pij , i.e., pij ≥ pij′ for j < j′. From
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the set of probabilities we can compute the stepwise function N(
∑n
k=1 pik) = n,
where n = 1, . . . |J |. Note that each value of Phit =
∑n
k=1 pik uniquely determines
a subset of neighbor brokers {1, . . . n}. With a linear search over all discrete
values of Phit (or a binary search if the number of values is large), we can find
P ∗hit =
∑n∗
k=1 pik that minimizes the cost (1), hence the subset of neighbor brokers
that will proactively receive the mobile’s subscriptions is S∗ = {1, . . . n∗}.
When a mobile disconnects from its current broker i, then i notifies the
neighbor brokers in the set S∗ to start caching items that match the disconnected
mobile’s subscriptions. Additionally, until it receives an acknowledgement from
all brokers in S∗, it forwards to these brokers the items it receives that match
the disconnected mobile’s subscriptions1. This ensures that when the mobile
connects to a new broker included in S∗, the new broker has cached all items
transmitted during the mobile’s disconnection period; hence, these items can be
immediately forwarded when the mobile connects to the new broker. When the
mobile connects to a new broker, it informs the new broker of the old broker’s id.
In turn, the new broker informs the old broker that the mobile has reconnected,
and subsequently the old broker informs all brokers in S∗ to stop caching items.
The above connection and disconnection actions are the same as the ones for the
proactive approach in [7]. Moreover, through the above communication, broker
i learns its neighbor brokers and obtains information in order to compute the
probabilities pij ; in the beginning, broker i will not know its neighbors and can
initially assign equal probabilities when it first learns of their existence. The
estimation of the above probabilities can be enhanced with information such as
location, orientation, and road/path topology, which have been used for mobility
prediction in cellular networks [4, 9].
In the above description, we have implicitly assumed that a broker selects a
set of neighbor brokers that may be different for different mobiles. Alternatively,
the subset of neighbor brokers can be the same for all mobiles, or can be the
same for mobiles belonging to a specific category, which exhibit similar mobility
patterns. Also, we have assumed that all brokers are on the same level; this,
for example, means that the cost for transmitting items from any broker to a
subscriber is the same. Alternatively, we can have multiple levels of brokers.
In this case, the cost (e.g., delay) for a broker at a higher level to transmit
items to a subscriber is higher. On the other hand, a broker at a higher level
can potentially serve a larger number of mobile attachment points, hence using
brokers at a higher level can reduce the subset of brokers that need to maintain
subscriptions and cache matching items. The cost model presented in this paper
can be extended to the case of multiple levels of brokers.
3 Conclusion
This paper describes our initial work on supporting mobility in publish/subscribe
networks using an approach whereby a mobile’s subscriptions are proactively
1 We assume that the time to receive an ack is small and/or the number of matching
items until an ack is received is small, hence do not consider the cost for transmitting
these items to the neighbor brokers in the cost function.
66
cached in a subset of neighboring brokers. In particular, we present a model
and the corresponding procedure for selecting the subset of neighbors to cache
a mobile’s subscriptions.
We are currently implementing the proposed model and procedure in a sim-
ulation environment, in order to investigate its performance, in terms of delay,
and capacity/buffer overhead for various scenarios that correspond to different
costs Cmiss , Chit , Ccache and different mobility patterns, and to quantify the
gains in terms of reduced buffer requirements compared to the approach in [7].
References
[1] Java Message Service (JMS) API Specification. Available at http://download.
oracle.com/javaee/1.3/jms/tutorial/.
[2] I. Burcea, H. Jacobsen, E. Lara, V. Muthusamy, and M. Petrovic. Disconnected
Operation in Publish/Subscribe Middleware. In Proc. of IEEE International Con-
ference on Mobile Data Management (MDM), 2004.
[3] M. Caporuscio, A. Carzaniga, and A. L. Wolf. Design and Evaluation of a Sup-
port Service for Mobile Publish/Subscribe Applications. IEEE Transactions on
Software Engineering, 29(12):1059–1071, December 2003.
[4] M.-H. Chiu and M. A. Bassiouni. Predictive Schemes for Handoff Prioritization in
Cellular Networks Based on Mobile Positioning. IEEE Journal on Selected Areas
in Communications, 18(3):510–522, March 2000.
[5] U. Farooq, E. Parsons, and S. Majumdar. Performance of Publish/Subscribe
Middleware in Mobile Wireless Networks. In Proc. of International Workshop on
Software and Performance (WOSP), 2004.
[6] L. Fiege, F. C. Gartner, O. Kasten, and A. Zeidler. Supporting mobility in content-
based publish/subscribe middleware. In Proc. of Middleware 2003, LNCS, volume
2672, 2003.
[7] A. Gaddah and T. Kunz. Extending mobility to publish/subscribe systems using
a proactive caching approach. Mobile Information Systems, 6:293–324, 2010.
[8] S. Pack, H. Jung, T. Kwon, and Y. Choi. SNC: A Selective Neighbor Caching
Scheme for Fast Handoff in IEEE 802.11 Wireless Networks. ACM Mobile Com-
puting and Communications Review, 9(4):39–49, October 2005.
[9] W.-S. Soh and H. S. Kim. QoS provisioning in cellular networks based on mobility
prediction techniques. IEEE Communications Magazine, 41(1):86–92, January
2003.
[10] V. Sourlas, G. S. Paschos, P. Flegkas, and L. Tassiulas. Mobility support through
caching in content-based publish/subscribe networks. In Proc. of IEEE/ACM Int’l
Conference on Cluster, Cloud and Grid Computing, 2010.
[11] J. Wang, J. Cao, J. Li, and J. Wu. MHH: A Novel Protocol for Mobility Manage-
ment in Publish/Subscribe Systems. In Proc. of IEEE Int’l Conference on Parallel
Processing (ICPP), 2007.
67

Author Index
Bürgi, Ulrich, 13
Bernardos, Carlos J., 51
Braun, Torsten, 13
Brogle, Marc, 27
Contreras, Luis M., 51
Dimitrova, Desislava C., 13
Frikha, Mounir, 39
Gelenbe, Erol, 3
Ghandour, Fatma, 39
Heijenk, Geert, 23
Karagiannis, Georgios, 23
Klein Wolterink, Wouter, 23
Martins Dias, Gabriel, 13
Miche, Markus, 27
Polyzos, George C., 63
Siris, Vasilios A., 63
Soto, Ignacio, 51
Ständer, Marcus, 27
Staub, Thomas, 13
Tabbane, Sami, 39
Vasilakos, Xenofon, 63
69

