Abstract We introduce a fast image processing system that allows to analyse digital data-bases of retinal images in a short time, and to process the image in situ while the patient is examined. While it achieves a comparable quality as state-of-the-art methods, it differs from most of them by the fact that it is extremely fast. Retinal blood vessels are enhanced via convolution with the second derivative of the local Radon kernel. It is rotated by different angles, and it adapts itself via a maximisation procedure to the vessel directions. We combine smoothing along vessel directions with contrast enhancement across them. We detect vessels as connected structures with very few interruptions. A subsequent skeletonisation allows a higher-level description of the vessel tree. To end up with a very fast system, we combine efficient algorithms for numerical integration, differentiation and interpolation, and we propose an automatic parameter selection strategy. Our convolution kernels are precomputed and stored into cached constant memory. All essential subroutines are intrinsically parallel, and the resulting system is implemented on GPUs using CUDA. Our qualitative evaluations with the DRIVE database and our own database show that the system achieves competitive performance. It is possible to process images of size 4, 288 9 2, 848 pixels in 1.2 s on an NVIDIA Geforce GTX680. Compared to our sequential implementation, this amounts to a speed-up by two orders of magnitude.
Introduction
The inspection of retinal vessels is a well established and scientifically evaluated method for the screening of important vascular diseases. Widely available ''NonMydriatic'' cameras allow ophthalmologists to create considerable databases that prepare the path for unprecedented numerical and statistical analysis. Thus, it would be attractive to have an efficient image processing system for the analysis of huge databases of retinal images. In this way, it also becomes possible to test the quality of a retinal image in interactive time, while the patient sits before the camera, and to take another image, if necessary. Unfortunately, most systems that have been proposed in the research literature and give results of high quality are too slow for these tasks.
The goal of the present paper is to address these problems by introducing a system for retinal image analysis that combines high quality with high computational efficiency. It combines a number of very useful concepts: -A local Radon transform (van Ginkel [24] ) is used for smoothing along vessel directions. -Perpendicular to these directions, contrast enhancement is achieved by a second-order differential operator. -The resulting convolution kernel is precomputed and stored to constant memory. -We propose a novel strategy for the automatic adaptation of a threshold parameter that has a large influence on the quality of the output. This allows to process an entire database without manual interactions. -All components of our system have been selected on the basis of their intrinsic parallelism. -This parallelism is exploited in a highly efficient CUDA-based implementation on general purpose graphics processing units (GPUs).
We end up with a system that achieves a qualitative performance with state-of-the-art methods, but outperforms most of them with respect to its computational efficiency.
Organisation of the paper
The structure of our paper is as follows: As the understanding of the underlying model is necessary for understanding its efficient parallel implementation, the modelling aspects are discussed first. To do this, in Sect. 2, the preprocessing as well as the use of second-order derivative filters for vessel detection is explained. In Sect. 3, the use of our main tool, the second derivative of the local Radon transform, is explained. We further apply a skeletonisation algorithm and detect the branching points for better visualisation of our results in Sect. 4. In Sect. 5, fast parallel implementation aspects are addressed. We report on experiments with a public database and our own clinical database in Sect. 6. The paper is concluded with a summary in Sect. 7.
Related work
Retinal vessel segmentation algorithms can be grouped into various categories. Some algorithms-including ours-rely on matched filter response techniques, see [1, 2, 5, 8, 12, 21] . A shape model that resembles the vessel cross-section is convolved with the image and rotated by several angles in the search for an optimal fit. The filter exists in one or two-dimensional versions [12] .
The Laplacian of a Gaussian (LoG) is used by Vermeer et al. [25] to extract vessels. The LoG is a second-order derivative filter, such as the second derivative of the local Radon transform used by us. Vermeer et al. derive optimal values for the standard deviation of the Gaussian and for the threshold value to extract bar-shaped vessels. Separable kernels composed from a second-order Gaussian derivative and a window function are used by Gang et al. [5] and Sofka and Stewart [21] . Gang et al. employ a box function, while Sofka and Stewart utilise a Gaussian window function. The algorithms proposed in [13] use morphological operators for preprocessing, as we also do.
In [8] , a piecewise threshold is used to separate vessel pixels from non-vessel pixels. An alternative way to distinguish between vessels and non-vessels is supervised classification based on a training set: to each pixel, a feature vector is assigned containing different properties, e.g., greyscale, matched filter response to a wavelet filter (Soares et al. [20] ), line operators [17] , directional derivatives and more [23] . Vessel segmentation with suitable filters has been done already by Frangi et al. [4] .
A recent article dealing with the implementation of a matched filter technique for general medical imaging on GPUs and FPGAs has been written by Savrarimuthu et al. [19] . It analyses vessels in the human forearm, and it concentrates on achieving video resolution (640 9 480) in real-time.
2 Vessel segmentation using second-order derivatives
The cross section of a vessel
Vermeer et al. [25] consider a vessel as a ''brightness gap'' with step size h and width w. The grey-value of the vessel is by the value h lower than the surrounding retina, and its width is w. To segment vessels from background, Vermeer et al. convolve the cross section of the vessel with the second derivative of a Gaussian with standard deviation r. As the vessel profile is modelled as a brightness gap and the vessel is darker than the background, the second derivative of the vessel profile contains two positive peaks showing to the interior of the vessel and two negative peaks outside the vessel. Due to the Gaussian convolution, these positive peaks are propagated to the interior of the vessel, thus allowing to detect the interior of the vessel via thresholding. Thus, Vermeer et al. determine the interior of the vessel via a carefully chosen threshold depending on the relation of the Gaussian standard deviation r and the vessel width w.
Gao et al. [6] and Chapman et al. [2] use a Gaussian shaped model of a vessel. The vessel profile of Gao et al. assumes the vessel profile to be convex in the interior of the vessel, this way the second derivative in direction of the vessel profile to be greater than a threshold T [ 0.
Vessel detection using separable convolution kernels
The method proposed in this article belongs to the class of matched filter approaches. As we have seen so far, vessels are valley-like structures, see Vermeer et al. [25] . Such structures can be detected using convolution kernels that are composed by a low-pass filter in direction of the vessel run and a second-order derivative in direction of the cross-section. The realisation of such kernels is performed by the tensor product of the components. In fact, the convolution kernel used in this article is composed by a second-order central difference quotient tensored with a Gaussian. Kernels that can detect lines in many directions and use a large neighbourhood are proposed by Gang et al. [5] , and by Sofka and Stewart [21] . Gang et al. calculate a Gaussian derivative perpendicular to the vessel direction multiplied with a box function in tangential direction. Instead, Sofka and Stewart use a Gaussian convolution in tangential direction as well.
In contrast to these approaches, our matched filter computes finite difference approximations of the secondorder derivative combined with true Gaussian weighted line integrals that are obtained by interpolation; see next sections. This enhances the localisation of our kernel and lowers the computational load in comparison with Sofka and Stewart [21] and Gang et al. [5] .
3 Vessel detection using the local Radon transform
Techniques for preprocessing
In our early experiments, it became apparent that the brightness of the optic disc was responsible for erroneous results at its boundary. These errors can be diminished with a classical morphological operator, namely the black top hat, followed by an image inversion. Detailed information about morphological operators is provided, for example, in [22] . Note that the black top hat only effects the boundary of the optic disc which would lead to a large number of false positives. Another preprocessing step is a convolution of the input image f with a Gaussian K r ,
This convolution is the main regularisation of our algorithm. Alternatively, we have also tried anisotropic smoothing techniques, but they were more noise sensitive than isotropic Gaussian smoothing and did not lead to a substantial improvement of the results.
Coordinates
One of the main aspects of our vessel detection algorithm is the adaptivity to the actual vessel profile. This is achieved by convolving the image with a strongly anisotropic kernel, whose orientation is determined by a rotation angle h.
We introduce local coordinates as shown in Fig. 1 where we depict a three-dimensional vessel model in its representation as a grey-scale image. The image plane is spanned by two axes, one in direction x and one in direction x \ perpendicular to it,
The direction x \ corresponds to the vessel run, while the grey-value representation of the vessel profile is represented in the x-z plane. Later on, we will differentiate in direction x and integrate in direction x \ . The grey-scale intensity f at a point p = s x ? t x \ in the image plane is represented by a z value, hence the darker inner part of the vessel attains a smaller z value than the surrounding retina.
We have seen that the interior of the vessel can be detected via the convolution of f r with a kernel elongated in the direction x \ of the vessel. To treat each point x 2 R 2 as the centre of the x -x \ coordinate system, we slightly modify the coordinate system by introducing the centre point x. Thus, each point p can be written as p = x ? sx ? tx \ for a fixed x.
The second derivative of the local Radon transform
The coordinate system from Sect. 3.2 is used to define the local Radon transform of f r van Ginkel [24] :
R q produces a regularised version of f r . The smoothing is performed in the direction of the vessel run, which is an advantage of using the local Radon transform. Remarkably, the convexity of the cross sections carries over to the second derivative of the local Radon transform: 
where we have used the assumption
? Þ ! T [ 0 in the inner part of the vessel and the nor-
The second-order differentiation perpendicular to the vessel orientation is an additional contrast-enhancement between vessels and surrounding retina. In [11] , the local Radon transform has been used to detect edges in digital images.
Criterion for vessel segmentation
To use the local Radon transform and its derivative to decide whether a point x is a vessel point or not, we consider (R q f) 00 (x, x, 0) as a function of x alone for a fixed point x. If a direction x x exists for which
holds, we recognise x as a vessel point. It is important to remark that for the classification of the vessel points the accurate estimation of the vessel direction is not crucial due to the employed threshold technique (5). We compute the second derivative via a central difference with step size h = 1, as we assume the image to be sampled with that grid size. The resulting approximation H(x, x) to (R q f r ) 00 (x, x, 0) is given by Hðx; xÞ ¼ R q f r ðx; x; À1Þ À 2R q f r ðx; x; 0Þ þ R q f r ðx; x; 1Þ: ð6Þ
In our basic assumptions, vessels are always convex. Hence, points with H(x, x) \ 0 for all x are of no interest. Therefore, we can restrict our attention to the function resðxÞ :¼ maxð0; max 
Vessel points x are characterised by resðxÞ [ T:
Efficient implementation
We can implement the calculation of H as correlations with pre-computed kernels g x , in the x -x \ -coordinate system. Exploiting the symmetry of both the Radon kernel and the Gaussian kernel, the correlations are in fact convolutions. To see this, we assume x to be 0, and we approximate R q f r (0, x, l) with a trapezoid rule,
The points where f r has to be evaluated are approximated by bilinear interpolation which leads to a formula of the form R q f r ð0; x; lÞ % X 
Since g x have a small support, the correlations with the precomputed kernels g x are highly efficient. Our filters g x consist of about 300 nonzero points per direction requiring 600 ? 600 ? 1200 = 2,400 bytes, each for x coordinate, y coordinate and float value. These 2,400 bytes fit to constant memory cache and can be accessed in a very fast manner. The filters act like the second derivative operator (1, -2, 1) in x-direction and a Gaussian in x \ direction.
As the different g x are obtained from the local Radon transform via discretising the involved integral and differentiation operators, they can be seen as a discretised version of the local Radon transform. Note that the g x filters are separable in the x -x \ coordinate system, but not in the standard coordinate system. The kernels g x represent the precomputation steps that involve interpolation, integration with the trapezoidal rule and differentiation. Precomputing these kernels increases the efficiency.
Eliminating small connected components
To address the problem that our algorithm might produce false positives in addition to real vessels, we have to ensure that only relevant components are recognised as vessels. Small connected components are dismissed as non-vessels. The components and their size are computed via a UnionFind algorithm Cormen et al. [3] . The central light reflex in the middle of larger vessels establishes a relatively small non-vessel component which is completely surrounded by an already detected vessel. As before, these small components are identified with the help of a Union-Find algorithm and then turned into vessel points.
Automatic selection of the threshold
In our system, the threshold parameter T has a large impact on the quality of the segmentation. Unfortunately, it does not give good results to use an identical threshold for all images. On the other hand, a manual optimisation of T to each individual image is prohibitive for a large database. Therefore, we have designed an automatic procedure that adapts T to each image without user interaction.
We have performed a lot of investigations in this direction to come up with a method that behaves in a stable way and gives good results. In a nutshell, the main steps are as follows. In this way, a relatively sensitive threshold T has been replaced by an insensitive threshold T h . Note that T h has to be set only once per image type and not again for every single image. Although at first glance, it may seem to be unstable to use the third derivative of the histogram for threshold selection, practical experiments show that it is in fact stable. The used technique is illustrated in Fig. 2 , where the threshold is taken at the point where the graph of the third derivative of the histogram of the second derivative of the local Radon transform first leaves a small corridor from -35 to 35 around the x axis. For better visualisation, the graph starts with x = 10.
Skeletonisation and detection of branching points
To obtain a more abstract representation of the vessels, we construct a graph-like structure, the so-called 1-pixel wide vascular tree [1] . This representation facilitates the analysis of the vessel. To this end, we apply a skeletonisation algorithm as described, e.g., in [7] . The employed procedure is a prairie-fire algorithm, avoiding the well-known failures of other thinning-line algorithms Wang et al. [26] . As a result of the algorithm, connectivity patterns of the vessel structure are represented correctly by the obtained skeleton. After the skeleton is computed, the branching points are detected by regarding 0-1 transitions of the points surrounding the candidates for branching points. Note that endpoints p of the skeleton are characterised by having only one neighbour in the skeleton. The skeletonisation can be used for further analysis of the vascular tree, such as arteria-vein decomposition.
Fast implementation using NVIDIA CUDA
Now that we have discussed all components of our system, let us focus on its implementation aspects.
Apart from reading from and writing to hard disk, all parts of our system are implemented in the CUDA environment. CUDA is a programming language extension for languages such as C used for general-purpose programming on NVIDIA graphics cards; see [16] . Basic introduction to programming in CUDA is given by [10, 18] . For a more detailed introduction to CUDA, see [16] . Note that the pre-computation of the kernels g x (11) does not need to be implemented parallel as the pre-computation is fast enough.
The individual steps of our implementation are listed in Table 1 . Note that only one copy of the input image f from host (CPU) to device (GPU) has to be performed, and that only those intermediate images have to be copied from device to host which must be stored to hard drive. Figure 3 shows the flow of our algorithm. The names in the squares indicate the computed intermediate result, while the numbers above the arrows indicate the current step in the algorithm; see Table 1 . Let us now have a more detailed look at the 11 steps within our system.
Create Mask:
The first part of the implementation is the creation of a mask image m describing the Region of Interest. It is created from the input image f by first determining the black parts of f via thresholding and can be implemented fully in parallel. An erosion with a separable square structuring element [22] is applied to reduce boundary effects which had been created while computing the second derivative of the local Radon transform. Soille [22] is applied to reduce the effects created by the boundary of the optic disc. Due to the local behaviour of erosion and dilation, the latter algorithms can be implemented in parallel. The structuring element was a separable square, thus being implemented in two kernels, one for the x-direction and one for the y-direction. The resulting image is called f 2 ¼:f ; wheref is the applied inverted blacktop-hat to the image f.
Gaussian convolution:
The main regularization is achieved by a Gaussian convolution to compute f 3 : ¼f r : Its parallel implementation uses texture memory for the input image f 2 ¼f to enable local caching [18] . The Gaussian kernel is accessed using constant memory, thus allowing caching. 4. Correlation with:g x : The computation of the second derivative of the local Radon transform R q is approximated by a convolution with the kernels g x . As these kernels are sparse, their coordinates in Z 2 as well as their values fit to constant memory. This allows caching and fast access. The input image f 3 1 f r is accessed using read-only cached texture memory. The output is denoted by R. Note that it is only necessary to compute the correlation (which is in fact a convolution) in the pre-computed region of interest; see the arrow in Fig. 3 from m to R. 5. Apply mask: The application of the mask is just a multiplication with 1 or 0. It can be implemented fully in parallel. The result is called res 1 and it holds res 1 C 0, see (7). 6. Linear rescale: The linear rescaling to [0, 255] is a parallel reduction [18] to compute the maximum value of the second derivative of the local Radon transform image followed by a point-wise multiplication. The resulting image is called res 2 . 7. Create histogram: The histogram h was created as described in [18] . The image is decomposed into blocks, each block storing the local histogram in shared memory of size 256. The local histograms are computed using shared memory atomics, thus requiring Compute Capability 1.3 of the GPU for running our program. Then, the local histograms are combined to a global histogram using global atomics, which are already available for Compute Capability 1.1. 8. Create binary image: The creation of the binary image B from res 2 is just a point-wise operation, assigning each point the values 0 or 255, respectively. As indicated in Fig. 3 , the threshold depends on the histogram h of res 2 . 9. Analyse connected components (ccl): The connected component analysis resulting in the image cc was performed via a Union-Find algorithm, see [9] , chapter 35 for details. The Union-Find algorithm used in [9] works as follows. Each point is assigned its father in the Union-Find forest as an integer containing the father's number. A point which is assigned its own number is the representative of its set. The Union function merges two sets together, and the Find function finds the set a point is assigned to. The crucial step in the Union function is an atomicMin called when two sets are merged together and the new label of the set is smaller than the old label, see ( [9] , Figure 35 .8). The algorithm starts in fast shared memory working on a single tile of the input image. The next steps are merging the points at the boundary of tiles with border length increasing by the factor 2 in each step, until the whole image is processed. The last step is an optional flattening of the Union-Find forest, reducing future Find queries. For a very detailed description, see [9] . 10. Create skeletonised image: the skeleton sk is computed in the way described in Gonzalez and Woods [7] . The algorithm consists of a prairie-fire-like algorithm. As we assume that the diameter of all vessels is smaller than 40, the skeletonization algorithm is implemented by a fixed number of 20 steps. In each step, the boundary pixels, which are not needed to be part of the skeleton, are marked. After all boundary pixels have been marked, they are removed. As soon as the 20 iterations have been performed, only the real skeleton points remain, see [7] for details. In the sequential setting, a loop would pass over all pixels in the image, marking most of the boundary for deletion and delete these pixels after the 11. Mark crossing points: The crossing points are easily determined by analysing the 8-point vicinity of each point of the skeleton, leading to the final image out.
More detailed, order the 3 9 3-vicinity of a point P 1 as a sequence P 2 ; P 3 ; . . .; P 9 ; P 2 ; such as in Fig. 4 . If the number of 0-1 transitions in the above sequence is greater than or equal 3, we have a crossing point. Note that endpoints have only one 0-1 transition.
Experiments
6.1 Fast parallel implementation using NVIDIA CUDA As already described earlier, a black top hat followed by a Gaussian convolution is performed as preprocessing steps. The chosen number of directions x was p = 6, so 6 different convolutions have been performed in the convolution steps. The chosen directions are distributed equidistantly in the interval [0,5 p/6]. Data that are not directly accessible have been obtained by linear interpolation. Using 6 directions is a good compromise between angular resolution and efficiency. Table 2 shows the parameters of our settings. The total runtime of our system on an NVIDIA Geforce GTX680 is less than 0.78 s for an image of mid resolution (2,048 9 1,536 pixels, r = 2, and q = 6), including reading and writing to hard drive. For an image of high 3 Flow diagram of our algorithm The results for other techniques are taken from Mendonça and Campilho [13] (a) Original (b) Segmentation, cropped at boundary (c) Ground truth resolution (4,288 9 2,848 pixels, r = 4, and q = 12), the runtime is less than 1.2 s. On an Intel Core i5 CPU with 2.67 GHz, the corresponding runtime would amount to 26 s for the mid-resolution image and 127 s for the highresolution image. Note that the main part of the runtime for the parallel implementation is dedicated to reading and writing to hard disc. On our GPU-based system. it is possible to evaluate 6,500 images of size 4,288 9 2,848 or more than 20,000 images of size 2,048 9 1,536 in about 3 h.
Evaluation on DRIVE database
As the segmentation steps 1-9 are the most important steps of our method, they are evaluated using a publicly available database. When applying our method to the DRIVE database, we follow the standard rules described in detail in [13] and [23] . Table 2 shows the parameter settings of our experiments. The noise scale r refers to the standard deviation of the Gaussian presmoothing that was performed for regularisation. The integration scale q determines the size of the applied local Radon kernel. The numbers in the last line in Table 2 indicate the minimal size (in terms of numbers of pixels) of the connected components that are displayed in the final result. Connected components that have less pixels than the user defined number have been eliminated. The specific results of our experiments are displayed in Table 3 . For comparison and examples, see Fig. 5 . The bold letters indicate the best results in the following categories:
accuracy ¼ numberofcorrectlyclassifiedpixels total number of pixels ;
true positives ¼ numberofdetectedvesselpixels total number of true vessel pixels ;
false positives ¼ numberoffalselydetectedvesselpixels total number of non-vessel pixels :
We observe that our method leads to very good results that are competitive to modern approaches from the literature. Two advantages of our algorithm are the smoothness and connectedness of the detected vessels.
6.3 Evaluation on our own database Figure 6 shows the results on our own clinical database, high resolution. The figure on the top left is the original image, the figure on the top right is the result of the application of the second derivative of the local Radon transform. The figures in the middle are the segmentation step followed by a connected component analysis. The bottom row shows the skeleton and the branching points. A careful evaluation by an ophtalmologist has confirmed the high quality that can be achieved with our automised system.
Conclusion
We have shown that for analysing retinal images, high quality and high speed requirements do not exclude each other. To this end, we have designed a fully automatic system that is based on the local Radon transform and uses only algorithms that are well parallelisable on GPUs by means of CUDA. They enable the analysis of large databases in a short time span. For instance, one can analyse more than 20,000 images of size 2,048 9 1,536 in about 3 h on an NVIDIA Geforce GTX680. Moreover, interactive image analysis during the examination of the patient is no problem at all. Since the necessary graphics hardware is widely available for a few hundred dollars, our research has a good potential of becoming widely used within the ophtalmologic community.
