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Chapitre 1
Introdution générale
1.1 Contexte appliatif
Les dernières déennies ont vu le développement rapide du domaine de la bio-
logie moléulaire et, grâe à des progrès tehniques onstants, l'émergene d'une
biologie dite à "haut-débit" se traduisant par une forte augmentation de la quan-
tité de données disponibles. L'analyse de e type de données ore au statistiien
de nombreux hallenges : en eet, une de leurs prinipales aratéristiques est que
le nombre d'individus observés (de l'ordre de la entaine) est relativement faible
devant le nombre de variables onsidérées (souvent en dizaines de milliers). Les pro-
blématiques d'intérêt restent généralement les mêmes, à savoir, la déouverte de
groupes, la disrimination, l'estimation et la prédition pour n'en iter que quelques
unes. Cependant, les méthodes lassiquement utilisées à es ns néessitent d'être
adaptées à la grande dimension de es données ar ette aratéristique les rend peu
performantes.
Deux types de données issues du domaine de la biologie moléulaire à haut-
débit ont motivé e travail de thèse : les données de miroarray CGH (Comparative
Genomi Hybridization) et les données de spetrométrie de masse. Les données de
miroarray CGH sont des données visant à l'étude du génome et plus partiuliè-
rement, à la mesure du ratio du nombre de opies des gènes entre un éhantillon
d'intérêt et un éhantillon de référene. La tehnologie de la spetrométrie de masse
vise quant à elle à l'étude du protéome et sert à déterminer, par un proédé d'io-
nisation, la omposition en protéines ou polypeptides d'un éhantillon biologique.
Une vaste littérature a été développée onernant l'étude de telles données et pour
un panorama des approhes adoptées, nous renvoyons le leteur à la revue de van de
Wiel et al. (2011) pour les données de miroarray CGH et à la revue de Roy et al.
(2011) pour les données de spetrométrie de masse.
Les aratéristiques ommunes de es tehnologies sont de produire des don-
nées de grande dimension mesurées à haut-débit et présentant des omportements
fortement disontinus. À e titre, notre hoix de modélisation s'est porté sur une
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approhe fontionnelle de l'étude de telles données. En eet, de par leurs araté-
ristiques, es données s'insrivent naturellement dans le paradigme développé par
Ramsay et Silverman (1997). Dans leur adre, des données sont dites fontionnelles
si elles sont mesurées sur une grille de disrétisation ne et régulière et pour les-
quelles la notion de ourbes représente l'unité idéale d'observation, 'est-à-dire pour
lesquelles on souhaite s'intéresser à des quantités n'ayant un sens que dans une ap-
prohe fontionnelle, omme la régularité par exemple. De plus, alors que jusqu'à
présent, les eorts de reherhe ont été onentrés sur la aratérisation de la va-
riabilité diretement imputable aux appareils de mesure, une nouvelle voie émerge,
visant à étudier la variabilité biologique propre aux individus inhérente à de telles
données. En eet, les réations physiologiques dans une ironstane donnée (fae
à une maladie par exemple), peuvent se révéler très diérentes selon les individus
onernés et la modélisation de ette variabilité dans l'optique d'une meilleure om-
préhension du phénomène étudié est atuellement un enjeu majeur. Dans le adre
de l'étude de données non omplexes, les modèles mixtes représentent l'outil d'étude
ad-ho pour la modélisation de la variabilité individuelle. Dans le ontexte des don-
nées omplexes, l'extension des modèles mixtes à un adre fontionnel en devient
alors l'outil d'analyse privilégié.
Le doument présent est onstitué de trois parties. Dans la première partie,
nous nous attahons à la desription des prinipaux outils de modélisation statis-
tique représentant les fondements de e travail : les modèles mixtes et l'approhe
fontionnelle basée sur les ondelettes. Dans une deuxième partie et aussi première
ontribution de e travail, nous étudions la problématique de la lassiation non
supervisée au sein des modèles mixtes fontionnels. Enn, dans une troisième par-
tie, représentant la deuxième ontribution de e travail, nous nous onentrons sur
des problématiques d'estimation dans les modèles mixtes fontionnels au sein d'un
groupe homogène d'individus.
1.2 Outils de modélisation
Résumé de la Partie I
Dans ette partie, notre volonté est d'introduire les prinipaux onepts assoiés
au développement des ontributions proposées dans ette thèse. Nous ommençons
par dérire dans un premier hapitre, la notion de modèles linéaires mixtes (Laird et
Ware 1982). Cette introdution est réalisée dans le as partiulier de la modélisation
de données longitudinales. Des données sont dites longitudinales lorsque les mesures
réalisées sur les diérents individus le sont selon une grille de temps ou d'espae, in-
duisant un ordre naturel sur les données, et de e fait, onstituant une base naturelle
à une future extension aux données fontionnelles. Pour une introdution détaillée
des modèles linéaires mixtes appliqués aux données longitudinales, le leteur pourra
se référer à l'ouvrage de Verbeke et Molenberghs (2000). L'idée générale des modèles
1.2. OUTILS DE MODÉLISATION 11
mixtes est basée sur la notion d'eets xes et aléatoires permettant de distinguer
le omportement moyen ommun à une population d'une variabilité propre aux in-
dividus. Cette distintion onduit à deux approhes distintes, présentées dans le
Chapitre 2. D'une part, l'approhe marginale onsiste, vis-à-vis des eets xes, à
une formulation du modèle en un modèle linéaire hétérosédastique, et d'autre part,
l'approhe jointe, permet la prise en ompte expliite des eets aléatoires.
Dans une optique d'extension de la modélisation mixte à un adre fontionnel,
nous présentons, dans le Chapitre 3, la notion de modélisation fontionnelle non
paramétrique basée sur une représentation du modèle dans une base de fontions.
Notre hoix de base se porte tout au long de e travail sur les ondelettes : en eet,
dans le ontexte onsidéré, les ondelettes présentent de nombreux avantages rendant
leur utilisation pleinement justiée. Elles permettent d'une part la modélisation de
signaux présentant de fortes disontinuités, qui est une des aratéristiques des don-
nées étudiées. De plus, leur propriété lé de bonne loalisation aussi bien en temps
qu'en fréquene, rendent la représentation des signaux réguliers dans le domaine des
ondelettes naturellement parimonieuse. Les méthodes de régression par ondelettes
tirant avantage de leurs propriétés de parimonie ont été introduites, en statistiques,
de manière pionnière par Donoho et Johnstone (1994) et ont, par la suite, été large-
ment développées. Une revue omparative intéressante de es nombreuses méthodes
peut être trouvée dans Antoniadis et al. (2001), nous en donnons, pour notre part,
un aperçu au ours du Chapitre 3.
Dans un dernier hapitre, nous présentons la lasse des modèles à variables la-
tentes. Des variables sont dites latentes lorsqu'elles ne sont pas observées ; on parle
aussi de variables non observées ou de données ahées. Cette lasse est partiuliè-
rement intéressante dans notre ontexte ar elle onstitue un adre ommun à la
lassiation non supervisée basée sur une approhe probabiliste où les variables
latentes sont les labels inonnus des individus et aux modèles mixtes où les variables
latentes sont les eets aléatoires individuels. Dans e adre, nous présentons deux
modèles à variables latentes partiuliers : le modèle de lassiation de ourbes et
le modèle mixte fontionnel. L'aent est mis sur es modèles partiuliers ar notre
première ontribution est basée sur une modélisation des données alliant es deux
objetifs. L'objetif de e hapitre est alors d'en présenter les prinipales partiu-
larités qui seront utiles au modèle développé en Partie II. Le premier modèle de
lassiation (non supervisée et sans eet aléatoire) de ourbes dérit a été proposé
par Antoniadis et al. (2008) dans le adre de la lassiation d'image fontionnelle.
Leur modélisation est basée sur une représentation du modèle fontionnel dans une
base d'ondelettes, se ramenant ainsi à un modèle de mélange gaussien standard
mais, dans un adre fontionnel, onsidéré en grande dimension. La problème de la
dimension est géré par une étape préalable de rédution de dimension tirant parti
des propriétés de parimonie des ondelettes, dont nous nous inspirons au ours de
notre proédure de lassiation de ourbes dans les modèles mixtes fontionnels.
Remarquons qu'une vaste littérature existe pour la problématique de la lassia-
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tion non supervisée de ourbes et le leteur intéressé pourra se référer aux revues de
Bouveyron et Brunet (2013) et Jaques et Preda (2013).
En deuxième lieu, nous présentons un modèle mixte fontionnel proposé par An-
toniadis et Sapatinas (2007). Dans un adre fontionnel, les eets xes et aléatoires
deviennent des eets fontionnels aratérisant respetivement un omportement
fontionnel moyen et des omportements fontionnels propres aux individus modéli-
sant la présene d'une variabilité inter-individuelle. Dans le modèle proposé, l'aent
est mis par les auteurs sur la modélisation de la variabilité individuelle : en eet,
Antoniadis et Sapatinas (2007) proposent une modélisation faisant l'hypothèse que
les eets xes et aléatoires fontionnels sont situés dans le même espae fontionnel.
Cela peut se justier par le fait qu'une telle modélisation permet alors une inter-
prétation plus aisée des déviations individuelles vis-à-vis du omportement. Ainsi,
dans le as de l'étude de données de spetrométrie de masse par exemple, les dé-
viations individuelles seront représentées par des signaux de même nature que le
signal moyen, traduisant la présene/absene de ertaines protéines suivant l'indi-
vidu onsidéré. Dans un adre de modélisation basée sur les ondelettes, ei est
assuré par une propriété, démontrée par Abramovih et al. (1998), de déroissane
exponentielle des varianes des oeients assoiés aux eets aléatoires en fontion
du niveau de résolution, permettant alors de ontrler la régularité du proessus
sous-jaent. L'originalité de leur approhe se situe dans le fait que leur modélisation
est développée diretement sur les oeients d'ondelettes. Nous réalisons dans e
ontexte une étude de simulation exploratoire an d'évaluer la diversité des proes-
sus engendrés par e type de modélisation. Le alul de la fontion de ovariane
assoiée au proessus dans le as de la base de Haar nous montre que la lasse
des proessus atteinte est relativement large et permet la modélisation de proessus
même non stationnaires.
1.3 Classiation non supervisée dans les modèles
mixtes fontionnels
Résumé de la Partie II
Cette partie représente la première ontribution de e travail et se onentre
sur la problématique de la lassiation non supervisée dans les modèles mixtes
fontionnels.
La lassiation au sens large revêt une importane partiulière dans le adre de
l'étude de données issues de la biologie moléulaire. Dans un adre supervisé, 'est-
à-dire, lorsque les groupes sont onnus et que le problème est de trouver une règle
de déision onduisant à es groupes, ela représente un espoir pour la détetion
de marqueurs biologiques onduisant au développement de ertaines maladies. Dans
un ontexte non supervisé, 'est-à-dire quand l'objetif est de former des groupes
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homogènes, ela ouvre la voie à de potentielles meilleures performanes en terme de
diagnosti de ertaines pathologies. En eet, la question du diagnosti est atuelle-
ment basée majoritairement sur l'observation de données liniques et peut onduire
à des erreurs induisant des hoix de traitements non adaptés. L'étude des phéno-
mènes au niveau moléulaire pourrait, en e sens, ouvrir la voie à de meilleures
performanes de diagnosti et onduire, à terme, à une meilleure prise en harge des
patients. Cela ne représente qu'un exemple mais souligne l'importane de la problé-
matique de lassiation non supervisée dans e ontexte. Néanmoins, ontrairement
au adre supervisé, la lassiation non supervisée dans le as de données omplexes
reste un problème relativement peu abordé. Qui plus est, la prise en ompte de la
variabilité inter-individuelle inhérente à e type de données dans un tel ontexte est
aussi largement sous représentée dans la littérature atuelle.
Dans le Chapitre 5, notre objetif est de proposer une proédure eae d'un
point de vue numérique, permettant la déouverte de groupes au sein de données
omplexes en présene de variabilité inter-individuelle. Pour e faire, nous hoisissons
d'adopter une approhe probabiliste de la lassiation basée sur un modèle de
mélange fontionnel mixte. Notre modèle est la réunion du modèle de lassiation
de ourbes développé par Antoniadis et al. (2008) et du modèle mixte fontionnel
proposé par Antoniadis et Sapatinas (2007), présentés en Partie I. Une représentation
du modèle dans le domaine des ondelettes est utilisée an de se ramener, au sein de
haque groupe homogène, à un modèle linéaire mixte. Dans un adre fontionnel,
nous proposons à l'image d'Antoniadis et al. (2008), une première étape de rédution
de dimension basée sur les tehniques de seuillage par ondelettes. L'estimation des
paramètres du modèle sur les données réduites est ensuite réalisée par maximum de
vraisemblane au moyen de l'algorithme EM, adapté à la prise en ompte de variables
latentes. Le point diile ii est que nous sommes onfrontés à la présene simultanée
de deux types de variables latentes : les labels des individus et les eets aléatoires. Le
hoix du nombre de groupes est réalisé a posteriori grâe à l'utilisation d'un ritère
de type BIC. Bien que ne prenant pas en ompte la présene d'eets aléatoires
dans le alul de la vraisemblane, e ritère montre de bonnes performanes sur les
simulations eetuées.
Dans le Chapitre 6, nous présentons une étude de simulation approfondie visant
à étudier le omportement de notre proédure dans une large variété de ongu-
rations. Nous nous sommes partiulièrement onentrés ii sur la dénition d'un
protoole de simulation de jeux de données synthétiques. La dénition de adres de
simulations uniés est un sujet important à plusieurs titres. Cela représente en pre-
mier lieu un moyen de omparer objetivement diérentes proédures, nouvelles et
existantes, grâe à l'utilisation de valeurs de paramètres de simulations anoniques.
Par ailleurs, ela onduit à une meilleure exploration de l'univers des simulations
permettant ainsi d'étudier les limites des proédures testées. Enn, nous pouvons
souligner l'importane de ette démarhe dans un adre d'analyse fontionnelle. En
eet, les proédures étant appliquées sur les oeients d'une déomposition en on-
14 CHAPITRE 1. INTRODUCTION GÉNÉRALE
delettes provenant d'un modèle fontionnel sous-jaent, il est ruial de s'assurer
que les données simulées aient un sens dans le adre fontionnel. Malgré ela, ette
démarhe de spéiation est relativement peu abordée dans la littérature et en e
sens, e travail y apporte une ontribution. Dans le adre de ette étude de simula-
tion, nous mettons en avant l'importane de la prise en ompte des eets aléatoires
pour la lassiation lorsque les données présentent une variabilité inter-individuelle
signiative. De plus, en omparant notre proédure à une proédure développée par
James et Sugar (2003), basée sur une modélisation mixte similaire mais utilisant les
bases de splines, nous montrons le gain de performane, vis-à-vis de la lassiation,
apporté par les ondelettes pour l'étude de données irrégulières de grande dimension.
Nous développons en outre deux appliations à des jeux de données réelles. Le
premier est issu de la tehnologie des données de spetrométrie de masse et onerne
des sujets féminins atteints ou non d'un aner de l'ovaire (Petrioin et al. 2002),
représentant deux groupes d'individus homogènes. Ces données sont analysées sans
la onnaissane des labels individuels mais en xant le nombre de groupes à deux,
l'objetif étant de voir si les lasses "malades" et "sains" sont retrouvées par notre
proédure. L'idée sous-jaente est de se demander si es données sont pertinentes
pour la aratérisation de es groupes. Dans e ontexte, nous onstatons que la
prise en ompte de la variabilité inter-individuelle est un fateur important vis-à-vis
des performanes de lassiation. La présene d'une forte variabilité individuelle est
un fait onnu pour e type de données (Antoniadis et al. 2007) et notre étude met
en lumière la néessité de les prendre en ompte lors de l'analyse de telles données.
Un résultat seondaire onerne la modélisation de la variabilité individuelle : en
eet, notre étude fait apparaître de meilleures performanes lorsque la variabilité
dépend de la position et de la résolution onsidérée. Dans e ontexte, l'observation
des varianes estimées des eets aléatoires montre de nombreuses valeurs prohes
de zéro. Cela nous inite à penser que la représentation de la variabilité individuelle
dans le domaine des ondelettes est parimonieuse, 'est-à-dire qu'une grande partie
des varianes assoiées aux eets aléatoires sont nulles. Ce point partiulier onstitue
une motivation pour le développement de la deuxième ontribution de e manusrit,
développée en Partie III.
Enn, notre deuxième appliation onerne l'étude d'un jeu de données géno-
miques issu de la tehnologie des miroarray CGH. Ces données sont mesurées sur
une inquantaine de patientes atteintes d'un aner du sein pour la mesure d'envi-
ron 2000 points le long du génome pour haque individu (Fridlyand et al. 2006). Le
développement de e aner peut prendre plusieurs formes diérentes assoiées à plu-
sieurs variantes de la pathologie. La déouverte et le diagnosti préis de es variantes
onstituent alors un enjeu et néessitent d'aborder es données d'un point de vue
entièrement non supervisé, 'est-à-dire, sans onnaissane des labels individuels et
du nombre de groupes. Ces données ont été analysées de nombreuses fois (Fridlyand
et al. 2006; Van Wieringen et al. 2008), donnant lieu à des résultats de lassiation
diérents suivant les approhes onsidérées. Notre originalité est de proposer une
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approhe modélisant la présene d'eets aléatoires, e qui, à notre onnaissane, n'a
pas enore été réalisé sur e type de données. Cela fait apparaître, par une estimation
a posteriori, la présene d'une très forte variabilité inter-individuelle, nous amenant
à onlure que la déouverte de groupes homogènes d'un point de vue biologique
néessiterait de disposer d'un nombre beauoup plus important d'individus.
Ces travaux ont fait l'objet d'un artile sientique publié dans la revue Biome-
tris (Giaofi et al. 2013) ainsi que de présentations orales aux ongrès IBS Channel
(Bordeaux - Avril 2011) ainsi qu'à la première onférene de l'ISNPS (Grèe - Juin
2012). L'ensemble des proédures développées sont de plus implémentées dans le
pakage R nommé urvlust, disponible sur le site du CRAN
1
.
1.4 Estimation dans les modèles mixtes fontionnels
Résumé de la Partie III
Une fois les groupes formés, se pose naturellement la question de l'estimation des
paramètres du modèle mixte fontionnel au sein d'un groupe d'individus homogène.
À l'image des problématiques renontrées dans les modèles mixtes standards, l'ob-
jetif premier est de proposer un estimateur de l'eet xe, fontionnel dans notre
adre, ar elui-i est assoié au omportement moyen au sein d'un groupe et est
don lié au phénomène sous-jaent étudié. De manière latente, se pose la probléma-
tique d'estimation des eets aléatoires : en eet, la qualité d'estimation des eets
xes au sein des modèles mixtes est dépendante de elle des eets aléatoires. De
plus, la ompréhension de la variabilité inter-individuelle représente un enjeu en soi
dans la mesure où elle peut onduire à terme à mieux appréhender les eets d'une
pathologie par exemple en terme de variabilité de la réponse individuelle. Ce double
objetif est abordé selon deux approhes distintes dans ette troisième partie, qui
représente la deuxième ontribution de e travail. Étant donné le aratère fontion-
nel des eets xes et aléatoires, l'estimation basée sur une représentation du modèle
dans le domaine des ondelettes, se traduit par une représentation parimonieuse des
eets xes et aléatoires. Conernant les eets aléatoires, réalisations de proessus
gaussiens entrés, la parimonie se traduit alors par une parimonie du veteur des
varianes assoiées aux eets aléatoires. Notre objetif, dans un adre fontionnel,
est de retrouver ette parimonie grâe à l'adaptation des tehniques d'estimation
non paramétrique par ondelettes au adre mixte.
Dans le Chapitre 7, nous présentons une première approhe basée sur une vi-
sion marginale des modèles mixtes. Dans ette approhe, notre objetif prinipal se
onentre sur la reonstrution de l'eet xe fontionnel. Vis-à-vis de ette probléma-
tique, la représentation du modèle mixte fontionnel dans le domaine des ondelettes
se ramène à un modèle de régression non paramétrique par ondelettes.
1. http://ran.r-projet.org/
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L'idée de seuillage dans un adre non homosédastique n'est pas nouvelle au
sein de la littérature non paramétrique. En eet, à la suite des travaux pionniers de
Donoho et Johnstone (1994) sur le seuillage par ondelettes, Johnstone et Silverman
(1997), Gao (1997) et von Sahs et MaGibbon (2000) se sont intéressés à la pro-
blématique de l'estimation non paramétrique lorsque le bruit perturbant le signal
moyen n'est plus un bruit blan mais respetivement, un proessus stationnaire ou
un proessus non stationnaire. Dans le domaine des ondelettes et sous la propriété
de déorrélation de es dernières (Frazier et al. 1991), es modélisations se traduisent
par des varianes dépendant du niveau de résolution dans le as stationnaire ou du
niveau de résolution et de la position dans le as non stationnaire. Cependant, es
travaux se plaent dans le adre non paramétrique lassique, 'est-à-dire quand le
nombre d'individus noté N est égal à 1, entraînant la néessité de mettre des hy-
pothèses supplémentaires sur les varianes pour leur estimation (de régularité par
exemple). Dans notre adre, nous disposons de répétitions individuelles, permettant
une estimation plus aisée des paramètres de variane. Peu de travaux existent dans
le adre hétérosédastique ave répétitions et un des artiles pionniers est elui de
Amato et Sapatinas (2005). Ces derniers proposent une étude empirique onluant
qu'en présene de répétitions, la stratégie onsistant à eetuer un seuillage de la
moyenne des signaux est préférable à elle onsistant à faire une moyenne des signaux
seuillés individuellement. Néanmoins, dans e adre, les propriétés de onvergene
des estimateurs et la problématique d'estimation des varianes ne sont pas abordées.
Forts de es approhes existantes, notre stratégie, développée dans un adre hétéros-
édastique en présene de répétitions individuelles est basée sur les idées suivantes :
 En se plaçant à variane onnue, nous adoptons la stratégie mise en avant par
Amato et Sapatinas (2005) onsistant à appliquer une proédure de seuillage
sur la moyenne des signaux individuels. Cette stratégie possède l'avantage
de onserver les propriétés de onvergene des estimateurs de seuillage et le
fait de moyenner les signaux permet en outre de diminuer la variabilité d'un
fateurN−1. La vitesse de onvergene de l'estimateur de l'eet xe fontionnel
résultant dépend alors prinipalement de la taille des signaux notée M .
 L'estimation des varianes est réalisée de manière séparée en adoptant par
la suite une stratégie de type plug-in pour la mise en ÷uvre du seuillage.
La présene à haque position de N répétitions nous permet d'estimer les
paramètres de variane dans un ontexte hétérosédastique en atteignant un
taux de onvergene paramétrique en le nombre d'individus N .
Nous nous basons plus partiulièrement sur une stratégie de seuillage de type SCAD
(Antoniadis et Fan 2001), onnue pour onduire à de bonnes propriétés de onver-
gene de l'estimateur résultant vers la vraie fontion. Le seuil hoisi est alors le seuil
universel développé par Donoho et Johnstone (1994) onduisant à des estimateurs
atteignant une vitesse de onvergene near-minimax dans la lasse des espaes de
Besov, 'est-à-dire minimax pour ette lasse à un fateur logarithmique près.
Sous une hypothèse de onsistane des estimateurs de variane, nous démontrons
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que l'estimateur de l'eet xe fontionnel résultant d'un seuillage hétérosédastique,
lorsque les varianes sont inonnues, atteint bien la vitesse de onvergene near-
minimax dans la lasse des espaes de Besov. Notons que pour la démonstration de
e résultat, le seuil universel est légèrement modié (multiplié par une onstante)
pour des raisons tehniques de preuve. Une question ouverte, que nous pensons
atteignable, serait de démontrer que e résultat reste valable dans le as du seuil
universel. Une disussion de e résultat est donnée vis-à-vis du ratio entre le nombre
d'individus N et le nombre de variablesM : en eet, intuitivement, l'estimation d'un
paramètre de variane à haque position entraîne la présene d'erreurs paramétriques
qui s'additionnent sur l'ensemble des positions, néessitant de ontrler le rapport
M/N an que elle-i ne diverge pas. En fait, nous pouvons même montrer que pour
un N susamment grand devant M , la onvergene de l'estimateur de l'eet xe
fontionnel peut même être aélérée grâe à la présene de répétitions individuelles.
Conernant la problématique de l'estimation des varianes, nous proposons une
première méthode basée sur une estimation empirique sans biais des varianes réali-
sée grâe à la présene de répétitions individuelles. Cette première méthode présente
l'intérêt de onduire à des estimations
√
N-onsistantes des paramètres de varianes.
Dans une optique de séletion des varianes assoiées aux eets aléatoires, nous pro-
posons une deuxième proédure basée sur les tehniques de vraisemblane pénalisée
au moyen d'une pénalité de type LASSO. L'idée est ii de proposer une méthode
permettant de réaliser une séletion des varianes tout en onservant le aratère
non itératif de la proédure de seuillage développée pour en onserver la rapidité
d'exéution. Cela justie le hoix d'une pénalité de type LASSO mais ne nous garan-
tit alors plus de disposer des propriétés de onsistane des estimateurs des varianes
(Donoho et Huo 2002; Meinhausen et Buhlmann 2004).
Dans le Chapitre 8, nous proposons une deuxième approhe axée sur la pro-
blématique de séletion de variables onernant les eets xes et les varianes des
eets aléatoires simultanément. La première approhe proposée au Chapitre 7 basée
sur les tehniques non paramétriques standards, bien que onduisant à un estima-
teur reonstruit de l'eet xe fontionnel optimal en terme de risque quadratique,
n'est pas onstruite dans l'objetif de proposer une séletion des varianes des eets
aléatoires performante pour des raisons de rapidité numérique. Il est en eet di-
ile de onstruire une proédure optimale en terme de séletion des varianes des
eets aléatoires et d'estimation de l'eet xe fontionnel sans passer par une résolu-
tion itérative. Notre motivation a don été de développer proprement une proédure
itérative dont l'objetif est de réaliser une séletion des eets xes et aléatoires
simultanément.
Au ours de ette deuxième approhe basée sur une vision jointe des modèles
mixtes, l'estimation/séletion des paramètres est réalisée par maximum de vraisem-
blane en optimisant un ritère de vraisemblane pénalisée. Plus partiulièrement,
la vraisemblane du modèle est pénalisée au moyen de deux pénalités de type SCAD
onernant les oeients des eets xes et les varianes des oeients des eets
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aléatoires, induisant une séletion de es deux types de variables en forçant la mise
à zéro d'une partie d'entre elles.
L'optimisation de e ritère doublement pénalisé onduit à des estimateurs des
paramètres du modèle possédant la propriété d'orale, à savoir : le vrai modèle est
retrouvé presque sûrement et les estimateurs des paramètres sont asymptotiquement
normaux. Ce résultat a été démontré par Bondell et al. (2010) dans un adre non
fontionnel lorsque le nombre d'individus N tend vers l'inni tandis que le nombre
de ovariablesM est xé. La ontrainte d'un nombre de variablesM xé, orrespon-
dant au nombre de points de disrétisations du signal, n'a pas de sens dans un adre
fontionnel et nous étendons don e résultat au as où M diverge ave N en impo-
sant la ontrainte que M5/N → 0 ave M < N . Pour e faire, nous nous basons sur
une preuve proposée par Fan et Peng (2004) onernant les propriétés oraulaires
de l'estimateur des eets xes dans le adre non mixte sous les mêmes ontraintes
onernant M et N . L'extension onsiste à démontrer que e résultat reste valable
dans le adre de la "double pénalisation" des eets xes et des varianes des eets
aléatoires.
Dans un deuxième temps, nous développons une proédure itérative permettant
l'optimisation eetive du ritère de vraisemblane pénalisée. Le développement de
notre proédure néessite préalablement de onsidérer une reparamétrisation des
eets aléatoires à l'instar de elle proposée par Chen et Dunson (2003). Tehnique-
ment, ette reparamétrisation a pour eet de faire passer les paramètres de varianes
à un statut de "oeients de régression", onstituant une première étape pour le
développement d'une proédure d'estimation itérative.
Notre proédure est alors basée sur une variante ECM (Expetation Conditional
Maximization) de l'algorithme EM, onsistant à remplaer l'étape M par une su-
ession de maximisations onditionnelles. Cet algorithme, développé par Meng et
Rubin (1993), possède les mêmes propriétés que l'algorithme EM, garantissant son
bon omportement. Les maximisations onditionnelles vis-à-vis des paramètres d'ef-
fets xes et des éarts-types des eets aléatoires se ramènent, dans ette approhe,
à des seuillages respetifs des données orrigées des eets aléatoires et des données
orrigées des eets xes.
Dans le Chapitre 9, nous proposons en dernier lieu une étude de simulation an
d'étudier les omportements des diérentes proédures sur la base de jeux de données
synthétiques. Un eort est réalisé quant à la dénition d'un adre de simulation unié
adapté à l'évaluation de l'estimation de l'eet xe fontionnel et de la séletion des
eets xes et des varianes des eets aléatoires.
Dans un premier temps, les deux approhes développées dans ette partie sont
évaluées sur la base de jeux de données présentant des ongurations partiulières
permettant de séparer la parimonie assoiée aux eets xes et aléatoires respeti-
vement. Dans es ongurations partiulières, les deux approhes se révèlent plus
performantes lorsque les eets xes et aléatoires ne s'exerent pas sur les mêmes
positions.
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Vis-à-vis de l'approhe marginale, nous mettons en évidene la supériorité de la
proédure de seuillage hétérosédastique basée sur des estimations empiriques des
varianes, en terme de reonstrution de l'eet xe fontionnel. Cette proédure se
distingue des autres quant à l'estimation des varianes ar 'est la seule à ne pas être
basée sur l'estimateur MAD, lassiquement utilisé en ondelettes pour l'estimation de
la variane du bruit. L'estimateur MAD onstruit à partir des oeients du niveau
de résolution le plus n, se révèle être systématiquement biaisé positivement à ause
de la présene de signal au niveau de résolution le plus n. Ce point avait déjà été
mentionné initialement par Donoho et Johnstone (1998) et est onrmé par notre
étude, partiulièrement dans le as de signaux présentant de fortes disontinuités.
De plus, d'après Donoho et Johnstone (1998), on ne peut pas espérer un meilleur
omportement de l'estimateur MAD lorsque M augmente ar la probabilité que e
dernier soit biaisé positivement augmente ave la taille du signal M .
Conernant les proédures basées sur une estimation/séletion itérative des pa-
ramètres, la prinipale diulté est d'ordre numérique puisque la présene d'une
double pénalisation entraîne la néessité d'ajuster deux hyperparamètres. Nous pro-
posons de ontourner ette diulté en xant pour l'hyperparamètre assoié à la
séletion des eets xes le seuil universel de Donoho et Johnstone (1994). Cette pro-
édure, outre un temps de alul réduit, ore de bonnes performanes de séletion
des eets xes et des varianes d'eets aléatoires.
Dans un dernier temps, nous omparons les approhes basées sur des visions
marginale et jointe des modèles mixtes sur des données simulées de manière réaliste,
'est-à-dire lorsque les parimonies des eets xes et aléatoires sont mélangées et
pour des eets aléatoires ayant un sens d'un point de vue fontionnel. De ette om-
paraison, ressort prinipalement le fait que, malgré une grande rapidité d'exéution,
la proédure de seuillage hétérosédastique ne permet pas d'eetuer une séletion
satisfaisante des varianes assoiées aux eets aléatoires et ne répond don pas à
l'un des objetifs initialement xé. D'autre part, les proédures basées sur une ap-
prohe jointe des modèles mixtes, bien que présentant un temps de alul largement
supérieur, permettent de réaliser de bonnes performanes de séletion. Cependant,
auune propriété de onvergene de l'eet xe fontionnel n'a été démontrée. Sur
ette première étude omparative, la qualité de reonstrution de l'estimateur fon-
tionnel présente des performanes similaires pour les deux approhes développées,
nous initant à étudier, dans une perspetive de e travail, les propriétés de onver-
gene de l'estimateur de l'eet xe fontionnel sous l'approhe jointe.
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Première partie
Vers le modèle mixte fontionnel et
la lassiation non supervisée
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Introdution
Au ours de ette première partie, nous introduisons les prinipaux onepts qui
onstituent les fondements de e travail de thèse, à savoir : les modèles à eets mixtes
et la modélisation fontionnelle basée sur l'utilisation de bases d'ondelettes. Dans
un premier hapitre, nous dénissons le adre usuel des modèles mixtes dans le as
partiulier de la modélisation de données longitudinales. Le terme de données longi-
tudinales se réfère aux données mesurées pour un individu au ours du temps (ou de
la même manière, selon une grille d'espae). Bien que les modèles mixtes soient une
lasse de modèles beauoup plus large, nous nous restreignons au adre longitudinal
ar il onstitue une base naturelle pour une future extension à un adre fontionnel.
Pour une étude détaillée des modèles mixtes appliqués aux données longitudinales,
nous invitons le leteur à se référer à l'ouvrage de Verbeke et Molenberghs (2000),
dont le Chapitre 2 est inspiré.
Le hapitre suivant onerne la modélisation de données fontionnelles : dans de
nombreux domaines sientiques, le réent développement d'appareils de mesures
de plus en plus performants nous donne aès à des données séquenées de manière
régulière et à des résolutions de plus en plus onséquentes. Dans e ontexte, Ram-
say et Silverman (1997) développent le paradigme des données fontionnelles en
désignant par e terme les données dont l'unité d'observation idéale est la ourbe,
'est-à-dire des données mesurées pour haque individu sur une grille de temps ou
d'espae ne et régulière et pour lesquelles on souhaite en exploiter les propriétés de
régularité sous-jaentes. Étant donné que es données sont mesurées sur une grille
de temps, elles représentent, en onséquene, une extension naturelle des données
longitudinales, la prinipale diérene résidant dans la dimension des données onsi-
dérées, usuellement largement plus importante pour les données de type fontionnel.
Dans e adre, nous présentons les prinipales problématiques assoiées à la modéli-
sation de es données et nous insisterons plus partiulièrement sur les modélisations
non-paramétriques basées sur l'utilisation de bases d'ondelettes.
Enn, nous présentons, dans un troisième hapitre, la lasse des modèles à va-
riables latentes an d'exposer le onept de lassiation non supervisée basée sur
une approhe probabiliste au sein des modèles fontionnels ainsi que la prise en
ompte d'eets aléatoires dans e ontexte. On désigne par le terme de variables
latentes, ou enore de données ahées, la présene de variables non observées au
sein d'un modèle. L'introdution des modèles de lassiation fontionnelle et mixte
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fontionnel est réalisée au travers de la notion de variables latentes ar elle onstitue
un adre ommun aux problèmes de lassiation où les variables d'appartenane
aux groupes sont non observées et à la présene d'eets aléatoires, représentant eux
aussi des variables non observées.
Chapitre 2
Modèle mixte pour données
longitudinales
Nous introduisons au sein de e hapitre la notion de modèles linéaires mixtes
dans le as partiulier de l'appliation aux données longitudinales ainsi que les pro-
blématiques usuelles assoiées à l'étude de tels modèles. Nous présentons deux ap-
prohes distintes des modèles mixtes : dans un premier temps, l'approhe marginale
mettant en avant l'étude des eets xes du modèle et représentant une base pour
l'inférene sur eux-i et dans un deuxième temps, l'approhe hiérarhique permet-
tant de prendre expliitement en ompte la présene d'eets aléatoires et don de
pouvoir faire de l'inférene sur es derniers. Enn, nous dérivons brièvement les
algorithmes d'optimisation usuels pour l'estimation par maximum de vraisemblane
au sein de es modèles.
2.1 Modèle général
Lors de l'étude de données expérimentales, le statistiien est souvent amené à
gérer la présene de variabilité, généralement modélisée sous la forme d'un bruit
blan an de marquer la présene d'erreurs de mesure. Cependant, il peut aussi être
onfronté à la présene d'une variabilité spéique, due à l'individu : on parle alors
de variabilité inter-individuelle. Cette variabilité représente la propension des indivi-
dus à s'éarter du omportement moyen de la population étudiée et la modélisation
de elle-i représente l'essene même des modèles mixtes. Le modèle linéaire mixte
peut don être vu omme une extension du modèle linéaire lassique où la présene
d'une variabilité individuelle est prise en ompte grâe à l'introdution de termes ap-
pelés eets aléatoires au sein du modèle linéaire. Par opposition, les omportements
moyens de la population sont nommés eets xes. Plus partiulièrement, un eet est
dit xe si ses diérents niveaux représentent entièrement les niveaux existants. On
parle a ontrario d'eets aléatoires lorsque les niveaux de es eets représentent un
éhantillon des niveaux possibles, 'est à dire qu'ils présentent une variabilité propre
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aux individus.
Laird et Ware (1982) sont les premiers à dénir un adre général pour l'étude
des modèles mixtes appliqués aux données longitudinales. Considérons la variable
réponse Yim de l'individu i au temps tm ave i = 1, . . . , N et m = 1, . . . ,M . Dans
leur approhe, le modèle linéaire mixte pour le veteur Yi = (Yi1, . . . , YiM) s'exprime
alors, en toute généralité, de la façon suivante :
Yi = Xiβ + Ziθi + Ei, ∀i = 1, . . . , N, (2.1)
où β est un veteur de taille p1 ontenant les eets xes, θi un veteur de taille
p2 ontenant les eets aléatoires spéiques à l'individu i. Le veteur Ei de taille
M ontient, quant à lui, les omposantes résiduelles ; il est supposé gaussien entré
et de matrie de ovariane σ2EIM , ave IM matrie identité de taille M ×M . Les
eets aléatoires θi sont aussi supposés gaussiens entrés et de matrie de ovariane
G de taille p2 × p2. Traditionnellement, les omposantes θi et Ei sont supposées
indépendantes pour tout i = 1, . . . , N . Enn, Xi et Zi sont respetivement des
matries de plan d'expériene de taille M × p1 et M × p2 ontenant les ovariables
assoiées aux eets xes et aléatoires.
Notons que plus généralement, on peut supposer que les pas de temps t dièrent
en nombre et/ou en espae pour haque individu. Historiquement, ette possibilité a
fortement partiipé à la popularisation des modélisations mixtes. Nous supposerons,
pour notre part, que les temps de mesure sont équirépartis et identiques pour tous
les individus an de simplier par la suite l'introdution de l'approhe fontionnelle.
2.2 Approhe marginale
À l'instar de modèles plus lassiques tel que le modèle linéaire, l'objetif prin-
ipal est d'obtenir des informations sur le omportement moyen des individus vis
à vis du phénomène étudié en fontion de variables d'intérêts ou ovariables. Cela
revient alors à reherher un estimateur du veteur de régresseurs β et ei fait
l'objet de l'approhe dite marginale des modèles mixtes. Cette première approhe
onsiste à onsidérer les eets aléatoires individuels, au vu de leur nature aléatoire,
omme une deuxième soure de variabilité, ajoutée à la omposante résiduelle. La
reherhe d'une bonne modélisation de la variabilité est uniquement réalisée en vue
de l'estimation des eets xes β.
La distribution des Yi dans le modèle (2.1) est alors dénie par :
Yi ∼ N (Xiβ,Vi), ∀i = 1, . . . , N, (2.2)
où Vi = ZiGZ
T
i + σ
2
EIM est la matrie de ovariane de taille M ×M assoiée aux
observations Yi. Notons que ette matrie n'est pas supposée posséder de struture
partiulière et est en général une matrie pleine.
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Les paramètres à estimer du modèle (2.2) sont alors onstitués du veteur des
eets xes β et des paramètres de variane ontenus dans la matrie Vi, 'est-à-dire
les p2(p2 + 1)/2 paramètres de G et le paramètre σ
2
E , notés v dans la suite de e
hapitre.
2.2.1 Estimation des eets xes par maximum de vraisem-
blane
Dans un adre fréquentiste, l'estimation des paramètres dans les modèles linéaires
mixtes est généralement réalisée par maximum de vraisemblane. Dans e adre, la
log-vraisemblane des données observées (Yi)i=1,...,N est donnée par :
−2 logL(β,G, σ2E) = NM log(2π) +
N∑
i=1
log |Vi|+
N∑
i=1
(Yi −Xiβ)TV−1i (Yi −Xiβ).
(2.3)
En optimisant (2.3) par rapport au veteur de paramètres β et à v xé, on
obtient un estimateur des eets xes donné par :
β̂(v) =
[
N∑
i=1
X
T
i V
−1
i Xi
]−1 N∑
i=1
X
T
i V
−1
i Yi. (2.4)
Cet estimateur dépend des paramètres de variane du veteur v. Si un estimateur
de es paramètres est disponible, on peut alors estimer β en remplaçant Vi par son
estimateur V̂i = V(v̂) dans l'expression (2.4). Remarquons que et estimateur est
l'estimateur GLS (Generalized Least Squares), à savoir l'estimateur des moindres
arrés pris ave une métrique V
−1
i au lieu de la métrique eulidienne habituelle.
2.2.2 Estimation des paramètres de variane : MLE et REML
L'estimation des paramètres de varianes peut être réalisée de deux façons dié-
rentes au sein des modèles mixtes : par maximum de vraisemblane (estimateur dit
MLE) ou par maximum de vraisemblane restreint (estimateur dit REML). L'ap-
prohe par maximum de vraisemblane onsiste à maximiser la vraisemblane des
données (2.3) par rapport aux paramètres de varianes v, en ayant au préalable
remplaé β par son estimateur (2.4).
Cependant, ette approhe onduit à l'obtention d'estimateurs biaisés et ei
vient de la non prise en ompte de la perte de degré de liberté oasionnée par l'esti-
mation préalable des eets xes. On peut faire sur e point l'analogie ave le modèle
de régression linéaire usuel où l'on onsidère un estimateur de la variane non-biaisé
en prenant un fateur
1
N−1 au lieu du fateur
1
N
dans la variane empirique. Dans
le adre mixte, où la struture de variane est plus omplexe, l'obtention d'estima-
teurs non biaisés est réalisée grâe à l'approhe REML développée par Patterson et
Thompson (1971).
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Cette stratégie onsiste, en théorie, à dénir une matrie de ontraste, notée Ai,
de taille N × (N − p1) omposée de veteurs orthogonaux aux p1 olonnes de la
matrie de plan d'expériene Xi. L'estimateur REML onsiste alors à maximiser
la vraisemblane du veteur des ontrastes A
T
i Yi par rapport au veteur des para-
mètres de variane v, onduisant ainsi à des estimateurs non biaisés de es derniers.
Un des avantages de l'utilisation de ette stratégie est qu'en pratique, elle ne
néessite pas de dénir expliitement la matrie de ontraste A. En eet, Harville
(1974) démontre l'égalité suivante :
logL
REML
(β,G, σ2E) =
∣∣∣∣∣
N∑
i=1
X
T
i V
−1
i Xi
∣∣∣∣∣
− 1
2
logL
ML
, (β,G, σ2E), (2.5)
permettant d'aéder aux estimateurs REML à partir des estimateurs MLE.
Les deux stratégies d'estimation MLE et REML onduisent à l'obtention d'es-
timateurs diérents pour les paramètres de variane et par (2.4), à des estimateurs
diérents des eets xes. Toutes deux sont basées sur les tehniques de maximum
de vraisemblane et bénéient don des bonnes propriétés de onsistane et de
normalité asymptotique en déoulant. Le hoix entre es stratégies est alors prini-
palement guidé par le nombre d'eets xes p1 présents dans le modèle. En eet, pour
un nombre p1 raisonnable (par exemple p1 ≤ 4), l'estimateur MLE est relativement
peu biaisé et présente l'avantage d'un éart quadratique moyen bien inférieur à elui
de l'estimateur REML pour toute valeur de N (Verbeke et Molenberghs 2000). Dans
le as ontraire, quand le nombre d'eets xes est élevé, l'estimateur REML est alors
préférable an de minimiser le biais de l'estimateur. Pour une étude plus omplète
de es stratégies, le leteur pourra se référer à Harville (1977). Dans tous les as,
l'estimation des paramètres au sein de l'approhe marginale néessite une opération
d'inversion des matries de variane Vi qui peut se révéler oûteuse numériquement
en présene d'un nombre élevé de paramètres.
2.2.3 Inférene dans le modèle marginal
Traditionnellement, l'ajustement du modèle n'est pas l'objetif nal du pratiien
mais plutt un moyen permettant d'inférer par la suite sur la population entière étu-
diée. En e sens, la problématique d'inférene oupe une plae entrale au sein de
l'étude des modèles mixtes. L'inférene n'est pas un sujet expliitement traité dans
e manusrit et nous développerons peu ette notion mais nous gardons à l'esprit
l'importane de ette problématique. Au sein du modèle mixte marginal (2.2), l'infé-
rene onerne en premier lieu les eets xes et onsiste prinipalement à onstruire
des tests sur les eets xes basés sur une bonne estimation de la partie résiduelle.
Une fois les estimateurs onnus, les tests les plus utilisés dans le adre des modèles
mixtes sont, entre autres, le test de Wald permettant les tests de ontrastes basés sur
les eets xes ou enore le test du rapport de vraisemblane permettant la omparai-
son de modèles emboîtés. En revanhe, la bonne spéiation de la partie résiduelle
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du modèle devient alors un enjeu majeur et en néessite une étude approfondie. Ce
point fait l'objet de la prohaine setion.
2.3 Approhe jointe et prédition des eets aléa-
toires
L'approhe marginale des modèles mixtes présente quelques launes du fait qu'elle
ne prend pas expliitement en ompte la présene d'eets aléatoires. En eet, d'une
part, la qualité d'estimation et d'inférene onernant les eets xes est direte-
ment liée à la bonne modélisation de la variabilité. D'autre part, le pratiien peut
également être intéressé par la prédition des eets aléatoires individuels (θi)i=1,...N
ar eux-i représentent une soure d'information sur les déviations individuelles
au prol moyen et permettent ainsi de repérer les omportements spéiques d'in-
dividus ou de groupes d'individus. Pour e faire, il est néessaire d'adopter une
approhe prenant en ompte la présene d'eets aléatoires. Nous présentons don
dans ette setion l'approhe dédiée appelée approhe jointe, ou hiérarhique, des
modèles mixtes.
Le modèle (2.1) au sein de l'approhe jointe est résumé sous la forme suivante :
∀i = 1, . . . , N,
{
Yi = ZiBi + Ei,
Bi = X̃iβ + θi,
(2.6)
où X̃i est une matrie de ovariables de taille (p2×p1) et Bi un veteur de régresseurs
de taille p2, spéique à l'individu i. Les hypothèses sur les autres quantités restent
les mêmes que dans le modèle (2.1). Le modèle (2.1) se déduit du modèle (2.6) en
posant Xi = ZiX̃i.
Connaissant les eets aléatoires, le modèle suivi par les observations (Yi)i=1,...N
peut alors être dérit par :
Yi|θi ∼ N (Xiβ + Ziθi, σ2EIM), ∀i = 1, . . . , N, (2.7)
Cette approhe dière de l'approhe marginale prinipalement par les ontraintes
onernant l'espae des paramètres de varianes du modèle : elles sont, en eet, plus
fortes dans l'approhe jointe puisque es ontraintes portent à la fois sur les varianes
assoiées aux eets aléatoires et sur la variane de l'erreur résiduelle. En pratique,
l'ajustement du modèle marginal (2.2) onduit généralement à une onvergene vers
des paramètres situés en dehors de l'espae des paramètres induit par le modèle
hiérarhique (2.6), 'est-à-dire onduisant à des estimations négatives des paramètres
de varianes.
Au sein du modèle (2.6), les eets aléatoires (θi)i=1,...N ne sont pas observés et
l'objetif est alors d'en proposer une prédition basée sur les observations (Yi)i=1,...N .
La meilleure prédition des eets aléatoires, au sens de l'erreur quadratique, est alors
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donnée par leur espérane a posteriori notée E (θi|Yi). Dans un adre non gaussien,
es quantités ne sont en général pas alulables et il est alors lassique d'en onsi-
dérer des préditeurs linéaires en les observations, notés (θ̂i)i. Les préditeurs ainsi
produits sont alors sans biais et de variane minimale parmi les estimateurs linéaires
en les observations : ils sont de e fait usuellement désignés sous la terminologie de
BLUP (Best Linear Unbiaised Preditor).
Dans le adre d'un modèle gaussien, omme en (2.6), la distribution des variables
(Yi|θi)i=1,...,N est enore gaussienne et linéaire par rapport aux observations et on
peut alors donner une expression expliite de son espérane :
E(θi|Yi) = θ̂i = GZTi V−1i (v)(Yi −Xiβ), ∀i = 1, . . . , N, (2.8)
où v et β sont remplaés par leur estimation respetive.
Les estimateurs/préditeurs β̂ et (θ̂i)i=1,...N des eets xes et aléatoires peuvent
aussi être onstruits omme solutions d'un système linéaire d'équations. Ces équa-
tions ont été proposées par Henderson et al. (1959) et représentent l'équivalent dans
le adre des modèles mixtes des équations normales renontrées en modèle linéaire
lassique. Elles sont données par le système d'équations suivant :
[
X
T
i Xi/σ
2
E X
T
i Zi/σ
2
E
Z
T
i Xi/σ
2
E Z
T
i Zi/σ
2
E +G
−1
][
β̂
θ̂i
]
=
1
σ2E
[
X
T
i Yi
Z
T
i Yi
]
. (2.9)
L'intérêt alulatoire d'un tel système est de permettre d'éviter l'étape d'inver-
sion des matries de ovarianes (Vi)i=1,...,N en se ramenant à l'inversion de matries
de tailles inférieures, ou struturées par blos pour lesquelles des algorithmes rapides
d'inversion existent. Cependant, et avantage disparaît lorsque l'on est onfronté à
de grands jeux de données pour lesquels la résolution numérique du système (2.9)
peut se révéler oûteuse ar les diérents blos deviennent eux-mêmes de taille onsé-
quente. On préférera, dans e as, utiliser des algorithmes itératifs d'estimation basés
sur les expressions (2.8) et (2.4). Les deux prinipaux algorithmes utilisés pour l'es-
timation au sein des modèles mixtes sont présentés dans la setion suivante.
2.4 Algorithmes d'estimation
Le problème d'optimisation des vraisemblanes (2.3) ou (2.5) n'admet pas de
solution expliite en règle générale. Leur maximisation néessite don le reours à
des algorithmes itératifs. Les deux prinipaux algorithmes utilisés à ette n sont
l'algorithme EM (Dempster et al. 1977) et l'algorithme de Newton-Raphson adapté
à l'estimation dans les modèles mixtes (Lindstrom et Bates 1988).
Pour es deux méthodes, l'utilisateur xe des valeurs de départ pour les para-
mètres du modèle. Ces valeurs sont ensuite mises à jour à haque itération jusqu'à
onvergene. L'algorithme EM, basé sur la notion de données inomplètes, présente
l'avantage d'assurer l'augmentation de la vraisemblane à haque itération mais
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est aussi onnu pour avoir une onvergene lente, surtout onernant les estima-
teurs des paramètres de variane (Laird et Ware 1982). De son oté, l'algorithme
de Newton-Raphson est un algorithme rapide de reherhe des zéros d'une fon-
tion. Une des prinipales launes de et algorithme est sa sensibilité partiulière
aux éventuelles mauvaises spéiations des paramètres de variane, 'est-à-dire à
l'introdution d'eets aléatoires non pertinents. Il onduit dans e as à des esti-
mations de varianes situées sur le bord de l'espae des paramètres, 'est-à-dire,
tendant vers zéro. Son appliation néessite don un travail de séletion en amont.
Cette problématique de séletion des eets aléatoires sera abordée dans la troisième
partie de e manusrit dans le adre des modèles mixtes fontionnels et la question
de stabilisation des algorithmes d'estimation en représente une première motivation.
Néanmoins, en pratique, et algorithme reste aujourd'hui la méthode de résolution
la plus populaire pour les modèles mixtes, prinipalement du fait de sa rapidité de
onvergene. Pour une revue détaillée des problèmes liés à l'estimation des para-
mètres au sein des modèles mixtes, le leteur pourra onsulter l'ouvrage de Verbeke
et Molenberghs (2000).
Au ours de e manusrit, nous utiliserons prinipalement l'algorithme EM omme
algorithme d'estimation au sein des modèles mixtes et elui-i sera dérit de manière
détaillée au Chapitre 4. Cet algorithme présente l'avantage, dans notre ontexte, de
s'adapter naturellement à la problématique de lassiation non supervisée au sein
des modèles mixtes grâe au paradigme général des modèles à variables latentes (.f.
Chapitre 4).
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Chapitre 3
Modélisation fontionnelle par
ondelettes
Dans e hapitre, nous présentons la notion de modélisation fontionnelle à partir
de projetion sur des bases de fontions. Nous présentons en partiulier les bases
d'ondelettes et les espaes de Besov, outil de modélisation fontionnelle privilégié
dans e manusrit et bien adapté à l'étude de données fontionnelles irrégulières.
Enn, nous introduisons les prinipales tehniques de régression non paramétrique
basée sur les ondelettes, regroupées sous le terme de tehniques de seuillage, ainsi
que leurs liens ave la lasse plus large des régressions pénalisées.
3.1 Modélisation fontionnelle
De manière formelle, le modèle fontionnel simple peut être érit de la façon sui-
vante : nous disposons d'un signal mesuré enM points de temps, notés t = (t1, . . . , tM).
Au point tm (m = 1, . . . ,M), on a alors :
Y (tm) = µ(tm) + E(tm), ave E(tm) ∼ N (0, σ2E), (3.1)
où Y (tm) est le signal observé, µ(tm) le signal fontionnel moyen et E(tm) un
terme d'erreur de mesure, haun observé au point tm. Dans une approhe fontion-
nelle, es quantités sont vues omme des disrétisations de ourbes sous-jaentes
Y (t), µ(t), E(t). Dans un adre de régression, le but est alors de donner une estima-
tion de l'eet xe fontionnel moyen µ.
Si l'on dispose de onnaissanes a priori sur les données ou sur le proessus
générant es données, on peut alors, dans le adre du modèle (3.1), se plaer dans
le adre de la régression paramétrique et ainsi, spéier une forme pour la fontion
µ. L'objetif est alors d'estimer les paramètres gouvernant le modèle. L'exemple
le plus simple d'une telle approhe est la régression linéaire où l'ajustement du
modèle orrespond à l'estimation de la pente et de l'ordonnée à l'origine de la droite
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de régression. Cependant, la modélisation paramétrique peut rapidement se révéler
trop ontraignante pour ertaines appliations.
Par opposition au adre paramétrique, une autre stratégie appelée non paramé-
trique onsiste, dans le modèle (3.1), à ne pas spéier de forme partiulière pour
la fontion µ et don de se plaer dans un espae de dimension innie. Le prinipe
est alors de faire peu d'hypothèses sur la fontion de régression µ. Usuellement,
on se limite à supposer qu'elle appartient à un ertain espae fontionnel. Dans la
suite de e travail, nous nous intéresserons plus partiulièrement aux fontions d'un
sous-espae de L2([0, 1]), ensemble des fontions de arré intégrable à support sur
l'intervalle [0, 1].
L'objetif dans e adre est alors de onstruire un estimateur de la fontion µ à
partir de la onnaissane des données. Une tehnique lassique pour atteindre et
objetif onsiste à projeter les fontions du modèle sur une base de fontions de
l'espae fontionnel onsidéré.
Ainsi, pour {φk}k une base de Hilbert de l'espae L2([0, 1]), toute fontion
f ∈ L2([0, 1]) peut être représentée omme suit :
f(t) =
∞∑
k=0
ρkφk(t),
où ρk = 〈f, φk〉 est le k-ième oeient de la projetion de f dans la base de fontions
et l'appliation 〈·, ·〉, le produit salaire anonique de l'espae L2([0, 1]).
Il existe de nombreuses bases de fontions envisageables pour traiter e problème.
Toutes possèdent des propriétés propres les rendant adaptées ou non à diérents
types de données et le hoix de ette base doit don se faire en aord ave les hypo-
thèses faites sur les données. Ainsi, les fontions splines (Wahba 1990) sont onnues
pour être partiulièrement adaptées à l'étude de données mesurées en peu de points
de disrétisation et modélisées par des fontions lisses tandis que les régressions po-
lynomiales sont plus adaptées au traitement des données possédant un design plus
dense (Fan et Gijbels 1996).
Tout au long de e manusrit, nous nous onentrerons plus partiulièrement
sur un autre type de base de fontions : les bases d'ondelettes. Celles-i possèdent,
omme nous le détaillerons plus tard, des propriétés intéressantes en termes de repré-
sentation de l'information ontenue dans un signal et permettent de modéliser une
grande variété de strutures fontionnelles dont des ourbes présentant des disonti-
nuités. Ce dernier point est apital pour les signaux que nous herhons à traiter ar
la majeure partie de l'information est située préisément dans les irrégularités de es
signaux. Nous allons don à présent donner une brève introdution des ondelettes
et des espaes de Besov.
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3.2 Ondelettes et espaes de Besov
L'utilisation des ondelettes en vue d'appliations statistiques a onnu un fort dé-
veloppement depuis les années 90. Cet outil est à présent très populaire ar il permet
de modéliser une grande variété de signaux. Cei est rendu possible prinipalement
grâe aux aratéristiques multi-éhelles des ondelettes. En eet, l'utilisation de
telles bases de fontions permet de onsidérer les signaux étudiés à des niveaux de
résolution suessifs, et don d'étudier les fontions onsidérées à des fréquenes de
plus en plus ne. Tout se passe omme si des zooms suessifs étaient eetués, on
parle alors d'une propriété de zoom in/zoom out.
3.2.1 Analyse multirésolution
Nous introduisons les ondelettes en prenant omme point de départ la notion
d'analyse multirésolution, mettant ainsi en avant ette propriété de zoom in/zoom
out.
Dénition 3.1. On appelle analyse multirésolution de L2(R) toute suite roissante
{Vj}j∈Z de sous-espaes vetoriels de L2(R) vériant :
(i) Complétude :
⋂
j∈Z Vj = {0} et
⋃
j∈Z Vj est dense dans L
2(R),
(ii) Auto-similarité en éhelle : ∀f ∈ L2(R), j ∈ Z, on a :
f(·) ∈ Vj ⇐⇒ f(2·) ∈ Vj+1,
(iii) Auto-similarité en temps : ∀f ∈ L2(R), k ∈ Z, on a :
f(·) ∈ V0 ⇐⇒ f(· − k) ∈ V0,
(iv) Régularité : il existe une fontion φ, appelée fontion d'éhelle, telle que
{φ(· − k)}k∈Z soit une base orthonormée de V0.
Nous nous limitons ii à l'étude d'analyses multirésolution orthogonales permet-
tant de dénir des bases d'ondelettes dites orthogonales. Il est possible d'aaiblir
la ondition (iv) en se ramenant aux bases de Riesz et ainsi onstruire des bases
bi-orthogonales. Pour plus de détails sur e sujet, nous renvoyons le leteur aux
ouvrages de Härdle et al. (1998), Daubehies (1992) et Mallat (2008).
De ette dénition, on déduit que pour tout j ∈ Z, la famille de fontions
{φjk}k∈Z, où φjk est dénie par φjk := 2j/2φ(2jx − k), forme une base orthonor-
mée de l'espae Vj pour la norme L2.
On peut alors dénir Wj, supplémentaire orthogonal de Vj dans Vj+1, vériant
l'égalité :
Vj+1 = Vj ⊕Wj . (3.2)
Par rapport à Vj, Vj+1 est un espae de résolution plus ne ar, d'après la dénition
(3.1), il ontient les fontions ontratées de l'espae Vj . D'après la relation (3.2),
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les espaes Vj et Wj peuvent être vus, respetivement, omme un espae d'approxi-
mation et de détails de Vj+1.
De même que pour Vj, on peut onstruire une base orthonormée {ψjk}k∈Z de
l'espae Wj, pour tout j ∈ Z, en dilatant et translatant une fontion de base notée
ψ. Cette fontion est appelée ondelette mère et on dénit alors pour tout k ∈ Z, les
fontions d'ondelettes dilatées et translatées de ψ par :
ψjk = 2
j/2ψ(2jx− k).
En ombinant la dénition (3.1) et la relation (3.2), on en déduit que :
L2([0, 1]) = Vj0 ⊕
∞⊕
j=j0
Wj . (3.3)
L'indie j0 ∈ Z, représente le premier niveau d'approximation pouvant être hoisi
arbitrairement.
De la relation (3.3), on déduit alors que la famille de fontions {φj0k, k ∈ Z ; ψjk,
j ≥ j0, k ∈ Z} forme une base orthogonale de l'espae L2(R) et par onséquent, que
toute fontion f ∈ L2(R) peut être déomposée dans ette base. Ainsi, on obtient
pour f la représentation en série suivante :
f(x) =
∑
k∈Z
c∗j0kφj0k(x) +
∑
j≥j0
∑
k∈Z
d∗jkψjk(x), (3.4)
où {c∗j0k = 〈f, φj0k(x)〉}k∈Z sont les oeients d'approximation théoriques de la
déomposition tandis que les {d∗jk = 〈f, ψjk(x)〉}j≥j0,k∈Z sont appelés oeients
d'ondelette ou de détail théoriques.
Une propriété intéressante déoulant de la représentation en série (3.4) est alors
donnée par la formule de onservation de l'énergie, ou identité de Parseval :
‖f‖2L2 = ‖(c∗,d∗)‖2ℓ2 , (3.5)
où (c∗,d∗) est la onaténation des veteurs d'approximation c∗ et de détails d∗.
Par la suite, nous nous restreindrons à l'étude de fontions à support ompat,
appartenant à l'espae fontionnel L2([0, 1]) et nous nous plaerons de e fait dans la
lasse des analyses multirésolution onstruites sur un intervalle dont la onstrution
est détaillée par Cohen et al. (1993).
Exemple L'exemple le plus simple de telles bases de fontions est donné par
la base de Haar (1910) dont la fontion d'éhelle est dénie par :
φ(x) =
{
1 si 0 ≤ t < 1,
0 sinon,
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tandis que l'ondelette mère est dénie par :
ψ(x) =



1 si 0 ≤ t < 1
2
,
−1 si 1
2
≤ t < 1,
0 sinon.
Les espaes d'approximation Vj assoiés à de telles fontions ontiennent les fon-
tions onstantes par moreaux dont la résolution augmente ave j. Toute fontion
de L2([0, 1]) est don approhable ave une préision arbitraire, pour un niveau de
résolution j susamment grand. Cette base d'ondelettes, bien que très simple en
apparene, a historiquement permis de développer un adre pour de nombreuses
lasses d'ondelettes et beauoup de propriétés relatives aux ondelettes de Haar res-
tent valables pour toutes les bases d'ondelettes orthogonales.
En pratique ependant, ette base d'ondelettes est très peu utilisée, et ei est
prinipalement dû à sa mauvaise loalisation en éhelle et en temps. Ainsi, exepté
pour le as de la modélisation de fontions onstantes par moreaux pour lesquelles
la base de Haar est bien adaptée, on préférera utiliser d'autres bases d'ondelettes
omme elles de Daubehies dont les fontions sont orthogonales et à support om-
pat (Daubehies 1992). En Figure 3.1, nous avons représenté des exemples de dé-
omposition du signal Heavisine (Donoho et Johnstone 1994) dans deux bases d'on-
delettes diérentes (Haar et Daubehies à 8 moments nuls), ainsi que les ondelettes
mères assoiées à es deux bases. On observe que la ompression de l'information
dépend de la base d'ondelettes utilisée et que la présene de oeients plus impor-
tants est liée aux disontinuités du signal déomposé.
3.2.2 Espaes de Besov
La notion de régularité est au entre de la modélisation fontionnelle. De par
leur onstrution onsistant à suessivement aner la résolution ave laquelle une
fontion est observée, on peut modéliser de façon eae des signaux montrant
de fortes irrégularités. De manière à pouvoir en tenir ompte dans le adre d'une
modélisation par ondelettes, nous allons à présent introduire la notion d'espaes de
Besov noté Bspq([0, 1]). Ces espaes fontionnels permettent de dénir très nement
la régularité s d'une fontion de Lp([0, 1]), espae des fontions p-fois intégrables
tout en apportant une orretion q à ette régularité. Pour une étude détaillée des
espaes de Besov et de leurs propriétés, nous nous référons aux ouvrages de Härdle
et al. (1998) et DeVore et Lorentz (1993).
Dénition 3.2. Soient 0 < s < ∞, 1 ≤ p ≤ ∞ et 1 ≤ q < ∞. Pour tout
(x, h) ∈ R2, on pose τhf(x) = f(x− h). L'espae de Besov Bspq(R) de paramètre s,
p et q est onstitué de l'ensemble des fontions f vériant :
(i) f ∈ Lp(R),
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Figure 3.1  Exemple de déomposition en ondelettes du signal Heavisine (Do-
noho et Johnstone 1994). Le signal est représenté sur la première ligne, tandis que
sur la deuxième ligne sont représentés les oeients de détails obtenus ave une
base d'ondelettes de Haar ou de Daubehies à 8 moments nuls. La dernière ligne
orrespond aux représentations des deux ondelettes mère assoiées respetivement à
es deux bases.
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(ii)
(∫
[0,1]
(
‖τhf−f‖Lp
hs
)q
dh
h
)1/q
<∞.
En fait, l'atout majeur des espaes de Besov réside dans leur onnexion ave
les bases d'ondelettes : en eet, on peut relier l'appartenane d'une fontion à un
espae de Besov partiulier ('est-à-dire la régularité de la fontion onsidérée) à la
déroissane de ses oeients d'ondelettes. Le théorème suivant nous donne une
aratérisation des espaes de Besov par la norme des oeients d'ondelettes d'une
fontion f ∈ Lp(R).
Avant de l'énoner, nous allons donner une série d'hypothèses sur la fontion
d'éhelle φ ainsi que sur sa transformée de Fourier notée φ̂.
Hypothèses
1.
∑
k |φ̂(ξ + 2kπ)|2 = 1 presque partout,
2. φ̂(ξ) = φ̂
(
ξ
2
)
m0
(
ξ
2
)
presque partout, où m0 est une fontion 2π-périodique,
3. il existe une fontion Ψ bornée et non stritement roissante telle que
∫
Ψ(|u|)du <∞,∫
Ψ(|u|)|u|Ndu <∞ pour un ertain N ≥ 0 et |φ(u)| ≤ Ψ(|u|) presque partout,
4. φ est (N+1) faiblement diérentiable et sa dérivée φ(N+1) vérie :
ess sup
x
∑
k
|φ(x− k)| <∞.
Le théorème s'exprime alors de la façon suivante (Härdle et al. 1998) :
Théorème 3.1. Soit φ une fontion d'éhelle suivant les Hypothèses [1-4℄ pour un
N ≥ 0 donné. Alors, pour tout s tel que 0 < s < N + 1, pour tout (p, q) tels
que 1 ≤ p, q ≤ ∞ et pour toute fontion f ∈ Lp(R), les assertions suivantes sont
équivalentes :
(i) f ∈ Bspq(R),
(ii) ‖c∗‖ℓp <∞ et ‖d∗j‖ℓp = 2−j(s+
1
2
+ 1
p
)ǫj, j ∈ N, où {ǫj} ∈ ℓq.
Cela nous donne ainsi une ondition néessaire et susante sur les oeients
d'ondelettes d'une fontion f pour que elle i appartienne à un ertain espae de
Besov.
Enn, notons que le point (ii) de la Dénition (3.2) dénit une norme sur
l'espae de Besov Bspq(R), notée ‖ · ‖spq. Par la suite, nous nous restreindrons à
la onsidération de boules de Besov de rayon unitaire, dénies omme l'ensemble
{f ∈ Bspq(R) telle que ‖f‖spq ≤ 1}. An de simplier les notations, les boules de
Besov de rayon unitaire seront notées par la suite Bspq.
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3.2.3 Transformée en ondelettes rapide et approximation
Un autre point partiipant à la popularité des ondelettes est l'existene d'algo-
rithmes de déomposition et de reonstrution rapides développés par Mallat (2008).
An de donner le prinipe de et algorithme, on se plae à un niveau de résolution
j tel que 0<j. On suppose de plus que les oeients d'approximation au niveau j,
{cjk}k, sont onnus.
Par les propriétés de l'analyse multirésolution et omme V1 ⊂ V0, on sait qu'il
existe une suite {hk}k∈Z de ltres telle que φ(x) =
∑
k∈Z hkφ1k(x). D'où :
φjk(x) = 2
j
2φ(2jx− k)
= 2
j
2
∑
ℓ∈Z
hℓφ1ℓ(2
jx− k)
=
∑
ℓ∈Z
hℓφj+1,ℓ+2k(x)
=
∑
ℓ∈Z
hℓ−2kφj+1,ℓ(x).
On en déduit alors la relation suivante sur les oeients d'approximation :
c∗j−1,k =
∑
ℓ∈Z
hℓ−2kc
∗
jℓ. (3.6)
De la même manière, une relation permettant d'obtenir les oeients d'ondelettes à
partir des oeients d'approximation peut être onstruite. En partant de la relation
ψ(x) =
∑
k∈Z gkφ1k(x), on obtient alors :
d∗j−1,k =
∑
ℓ∈Z
gℓ−2kc
∗
jℓ. (3.7)
On onstate alors que, onnaissant les oeients d'ondelettes d'un ertain ni-
veau de résolution j, les oeients d'approximation et d'ondelettes du niveau infé-
rieur j − 1 (et don, réursivement, des niveaux inférieurs) peuvent être déterminés
simplement.
Shématiquement, l'algorithme de déomposition peut être représenté de la ma-
nière suivante :
c∗j −→ c∗j−1 −→ c∗j−2 −→ · · ·
ց ց ց
d∗j−1 d
∗
j−2 d
∗
j−3
Un algorithme de reonstrution, que nous ne détaillerons pas, peut être dérivé
de manière similaire en partant de la onnaissane des oeients d'approximation
et de détail à un niveau de résolution j.
En pratique, on est en général onfronté à l'étude de données disrétisées, 'est-
à-dire qu'on ne dispose que d'un nombre ni d'observations de la fontion étudiée.
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Dans un soui de simpliation des aluls, il est ourant de supposer que les obser-
vations sont faites de manière équirépartie sur M = 2J points et don, que l'on peut
disposer au plus des oeients de niveau J : en eet, on ne pourra de toute façon
pas aéder aux détails de résolution plus ne que 2−J . Nous signalons que le as
pour lequel le signal étudié n'est pas de taille 2J fait l'objet de l'artile Todd Og-
den (1997). L'algorithme de déomposition sur les oeients disrétisés se présente
alors sous la forme suivante :


c
∗
J


→


c
∗
J−1
d
∗
J−1


→


c
∗
J−2
d
∗
J−2
d
∗
J−1


→ · · · →


c
∗
0
d
∗
0
d
∗
1
.
.
.
d
∗
J−2
d
∗
J−1


.
À haque étape, on alule les veteurs des oeients d'approximation et de détail
de niveau inférieur j. Les veteurs résultants sont alors de taille 2j. En onaténant
les veteurs de oeients obtenus à haque étape, on obtient alors un veteur de
tailleM = 2J donnant la déomposition disrète du signal en oeients d'approxi-
mation et d'ondelettes. L'algorithme ainsi dérit est un algorithme rapide néessitant
O(M) opérations. Cependant, l'appliation de et algorithme néessite de disposer
des oeients d'approximation au niveau le plus n J . Ces derniers peuvent être
alulés au moyen d'approximations intégrales mais e alul peut alors se révéler
oûteux numériquement. Usuellement, les oeients {c∗Jk}k sont remplaés par les
2J valeurs observées du signal, permettant ainsi de onserver la rapidité d'exéu-
tion de l'algorithme. Pour une base d'ondelettes susamment régulière et une grille
d'observation ne, e hoix est justié par la relation (3.8), garantissant une erreur
de tronature raisonnable :
f
(
k
2J
)
≈ 2J/2〈f, φJk〉 = 2J/2c∗Jk, (3.8)
dont la justiation peut être trouvée dans l'ouvrage de Daubehies (1992).
Cette approximation, suivie d'une déomposition par l'algorithme dérit i-dessus,
onduit à l'obtention des oeients d'approximations et d'ondelettes dits empi-
riques que l'on diéreniera des oeients théoriques en utilisant par la suite les
notations non étoilées c et d. En pratique, e sont les oeients les plus géné-
ralement onsidérés et par la relation (3.8), on déduit qu'ils sont liés aux oe-
ients d'approximation et d'ondelette théoriques, respetivement, par les relations :
c
∗ ≈ M−1/2c et d∗ ≈ M−1/2d. L'algorithme basé sur ette approximation porte
le nom de transformée en ondelettes disrète ou d'algorithme DWT pour Disrete
Wavelet Transform et a été développé par Mallat (2008).
42 CHAPITRE 3. MODÉLISATION FONCTIONNELLE PAR ONDELETTES
La transformée DWT peut aussi être vue omme un produit matriiel ave une
matrie de ltres W orthogonale. Pour une base d'ondelettes hoisie (et don une
matrie de ltres donnée), la déomposition du signal Y = (Y (t1), . . . , Y (tM)) est
alors donnée par :
WY =
[
c
d
]
,
où (cT ,dT )T est le veteur onaténé des oeients d'approximations et d'onde-
lettes empiriques de taille M .
3.2.4 Modélisation statistique par ondelettes
Revenons à présent au modèle fontionnel initial (3.1). Pour une base d'ondelettes
(φ, ψ) donnée, on peut déomposer haque terme du modèle dans ette base. Ainsi,
à un niveau d'approximation j0 xé, on a :
Y (t) =
2j0−1∑
k=0
c∗j0kφj0k(t) +
∑
j≥j0
2j−1∑
k=0
d∗jkψjk(t),
µ(t) =
2j0−1∑
k=0
α∗j0kφj0k(t) +
∑
j≥j0
2j−1∑
k=0
β∗jkψjk(t).
Par identiation, et sahant que la transformée en ondelettes d'un bruit blan
est un bruit blan, on peut alors donner la modélisation suivante des oeients
d'approximation et d'ondelettes théoriques pour tout j ≥ j0, k = 0, . . . , 2j − 1 :
{
c∗j0k = α
∗
j0k
+ ε∗j0k,
d∗jk = β
∗
jk + ε
∗
jk,
où ε∗i,jk ∼ N (0, σ2ε∗) pour tout j ≥ j0, k = 0, . . . , 2j − 1.
Dans le adre de l'étude de signaux observés de manière disrète sur M = 2J
points, il est ourant d'utiliser la transformée en ondelettes rapide DWT. Ainsi, la
déomposition du modèle (3.1) par l'algorithme DWT est donné par la relation :
WY = Wµ+WE,
ave µ = (µ(t1), . . . , µ(tM)) et E = (E(t1), . . . , E(tM))
On obtient alors une représentation du modèle par les oeients d'ondelettes em-
piriques : {
cj0k = αj0k + εj0k, ∀j ≥ j0, k = 0, . . . , 2j − 1,
djk = βjk + εjk,
(3.9)
ave εjk ∼ N (0, σ2ε) pour tout j = j0, . . . , J − 1, et k = 0, . . . , 2j − 1. Par la suite,
l'ensemble {(j, k) | j = j0, . . . , J − 1, et k = 0, . . . , 2j − 1} sera noté Λ.
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À e stade, le modèle fontionnel originel (3.1) a été transformé en un modèle
linéaire sur les oeients empiriques de la déomposition. L'enjeu est alors de
trouver une estimation des oeients d'ondelettes (α,β) empiriques assoiés à la
fontion de régression µ, observée de manière bruitée, an d'obtenir un estimateur
de elle-i. Cette problématique fait l'objet de la prohaine setion traitant des
méthodes de régression non paramétrique basées sur les ondelettes.
3.3 Seuillage et régressions pénalisées
De par leur onstrution basée sur la notion d'analyse multirésolution, les on-
delettes ont la propriété de onentrer ou ompresser l'information onernant le
signal d'intérêt et on s'attend ainsi à retrouver l'information pertinente sur un petit
nombre de oeients. Inversement, étant donné que la représentation en onde-
lettes d'un bruit blan est enore un bruit blan, l'erreur de mesure est quant à
elle répartie uniformément sur tous les oeients de la déomposition. Une façon
d'estimer la fontion µ est alors de retrouver les oeients ontenant l'information
sur elle-i au milieu du bruit de mesure. Ces approhes sont regroupées sous le
nom de méthodes de seuillage et représentent les méthodes privilégiées de la régres-
sion non-paramétrique par ondelettes. Ces stratégies seront au ÷ur des proédures
développées au ours de la Partie III de e manusrit.
Dans ette setion, nous dénissons plus formellement l'idée fondatrie du seuillage,
développée par Donoho et Johnstone (1994), et basée sur la notion d'adaptativité
spatiale. Ensuite, nous introduisons trois méthodes de seuillage parmi les plus popu-
laires qui seront utilisées dans la suite du manusrit, ainsi que les parallèles existant
entre es stratégies et les méthodes de régressions pénalisées.
3.3.1 Seuillage par ondelettes et risque
Nous reprenons à présent le modèle fontionnel (3.1)
Yi(tm) = µ(tm) + Ei(tm), ave Ei(tm) ∼ N (0, σ2E),
en supposant, dans le ontexte de régression non paramétrique, que la fontion µ
appartient à un espae de Besov Bsp,q[0, 1].
Ce modèle onduit au modèle (3.9) sur les oeients d'approximation et d'on-
delettes empiriques :
{
cij0k = αj0k + ε
i
j0k
, ∀j ≥ j0, k = 0, . . . , 2j − 1,
dijk = βjk + ε
i
jk.
Dans e modèle, notons que la matrie de plan d'expériene impliite est la matrie
identité.
44 CHAPITRE 3. MODÉLISATION FONCTIONNELLE PAR ONDELETTES
Espaes de Besov et risque minimax
La notion de seuillage a initialement été introduite par Donoho et Johnstone
(1994). L'idée de départ est basée sur la notion d'adaptativité spatiale : en eet, la
lasse des espaes de Besov permet de onsidérer des fontions possédant une large
variété d'irrégularités. Ainsi, par exemple, l'espae Bump Algebra dérit par Meyer
(1990) est onstitué des fontions se déomposant en une somme de sauts gaussiens
dont la hauteur est normalisée à 1 et s'exprimant par :
f(x) =
∑
i
αig(t′i,ti)(x), ave g(t′,t)(x) = exp
(−(x− t)2
2t′ 2
)
On voit que et espae peut ontenir des fontions très irrégulières (ave des pis
omme la fontion Bumps par exemple) et spatialement très inhomogènes (omposées
de parties ave des pis, opposées à des parties très lisses). Meyer (1990) démontre
que et espae est exatement l'espae de Besov B11,1.
Cet exemple introdutif montre bien la néessité de développer des méthodes
d'estimation fontionnelle spatialement adaptatives, 'est-à-dire, apables de s'adap-
ter aux spéiités des fontions étudiées. Sur e type de fontions, les estimateurs
linéaires ne sont pas adaptés. En eet, es estimateurs, omme les estimateurs à
noyaux à bandes xes ou basés sur une transformée de Fourier à fenêtre xe, re-
posent impliitement sur une notion d'homogénéité spatiale. Or dans e type de as,
ils tendent à surlisser les parties irrégulières et, au ontraire, à ajouter des irrégula-
rités sur les parties initialement lisses.
Des stratégies ont été développées pour remédier à ela et parmi elles, on peut
iter les approhes de type CART (Breiman et al. 1984)) ou enore les estimateurs à
noyaux à bandes variables (Brokmann et al. 1993). Malgré leur aratère adaptatif
et non-linéaire, es méthodes sourent d'un manque de résultats onernant leurs
performanes théoriques. La volonté est alors de développer des estimateurs dont le
omportement en terme de reonstrution est optimal et ontrlé.
An de mesurer es performanes, on peut dénir le risque minimax L2 pour les
estimateurs µ̂ d'une fontion µ ∈ Bspq par :
R(Bspq) = inf
µ̂
sup
µ∈Bspq
E‖µ̂− µ‖2L2. (3.10)
Ce risque représente le risque quadratique moyen atteint par le meilleur estimateur
dans "la pire des situations" au sein de l'espae Bspq[0, 1]. Notons que le risque basé
sur une norme L2 est le plus ouramment utilisé mais ette dénition peut être
étendue aux risques en norme Lr, ave 1 ≤ r < ∞. À partir de ette idée, une
lassiation des taux de onvergene atteignables au moyen d'estimateurs linéaires
ou non-linéaires peut être établie en fontion du paramètre p assoié à l'espae de
Besov onsidéré et de la norme Lr dans laquelle le risque est mesuré. La lassiation
établie par Härdle et al. (1998) est résumée Figure 3.2, où trois zones distintes
possédant des aratéristiques diérentes sont représentées :
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p (lasse)
r (risque)
p = r
p = r
2s+1
Zone homogène
Zone régulière
Zone "sparse"
Figure 3.2  Classiation des taux de onvergene optimaux pour les estimateurs
linéaires et non-linéaires (Härdle et al. 1998).
46 CHAPITRE 3. MODÉLISATION FONCTIONNELLE PAR ONDELETTES
 la zone homogène : le taux de onvergene optimal est en O(M− 2s2s+1 ) et e
taux peut être atteint par les estimateurs linéaires.
 la zone régulière : le taux de onvergene optimal est en O(M− 2s2s+1 ) mais e
taux ne peut pas être atteint par les estimateurs linéaires.
 la zone "sparse" : le taux de onvergene optimal est en O(M− 2s
′
2s′+1 ) ave
s′ = s − 1/p − 1/r (la onvergene est don plus lente et dépend des valeurs
de p et r) et e taux ne peut pas être atteint par les estimateurs linéaires.
Dans le as où on s'intéresse au risque quadratique moyen (r = 2), la zone
homogène reouvre les espaes Bspq ave p ≥ 2 et la zone régulière, les espaes tels
que p > 2
2s+1
, inluant notamment l'espae B11,1.
Adaptativité spatiale des ondelettes
Les ondelettes, de par leur bonne loalisation temporelle et fréquentielle, ré-
pondent naturellement à ette notion d'adaptativité spatiale. Donoho et Johnstone
(1994) s'intéressent dans leur artile fondateur à l'idée d'adaptation spatiale idéale
et plus partiulièrement, d'orale spatial. Pour un estimateur spatialement variable,
un orale spatial nous dit omment et estimateur peut être adapté au mieux au
vu de la vraie fontion. Donoho et Johnstone (1994) démontrent alors que, si l'on
dispose d'un orale spatial pour une fontion µ donnée, alors, on peut aisément
onstruire un estimateur onsistant de elle-i atteignant une vitesse de onvergene
paramétrique optimale, 'est-à-dire en O(1/M). Dans le as d'estimateurs basés sur
une déomposition en ondelettes, disposer d'un orale spatial revient simplement à
séletionner un ensemble de positions (j, k) ∈ Λ sur lesquelles l'information fon-
tionnelle est onentrée.
Donoho et Johnstone (1994) se basent sur deux propriétés essentielles des onde-
lettes : d'une part, lorsque l'on s'intéresse à la déomposition d'une fontion régu-
lière sur une base d'ondelettes, l'information onernant la fontion est onentrée
sur relativement peu de oeients (Härdle et al. 1998). D'autre part, pour un si-
gnal observé de manière bruitée, le bruit ontamine toutes les positions et toutes les
éhelles de manière égale, ar la transformée en ondelettes d'un bruit blan est aussi
un bruit blan.
À e stade, la dénition d'une "bonne" proédure de seuillage doit vérier er-
taines règles. Dans leurs travaux, Fan et Li (2001) dénissent un adre en proposant
trois points fondamentaux à vérier par les estimateurs résultant d'une proédure
de seuillage. Ils doivent être :
1. non biaisés,
2. parimonieux,
3. ontinus par rapport aux observations (c,d) an d'éviter les problèmes d'in-
stabilité.
Plus préisément, les estimateurs de seuillage ne doivent pas introduire de biais, tout
en proposant une séletion des oeients dans un soui de rédution de dimension.
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Figure 3.3  Représentation des seuillages dur et doux développés par Donoho et
Johnstone (1994) et du seuillage SCAD développé par Antoniadis et Fan (2001). En
absisse les observations et en ordonnée, les estimations obtenues suivant le seuillage
onsidéré. Les paramètres de régularisation sont xés à λ = 2 et a = 3.7.
De plus, la ontinuité des estimateurs est requise an de garantir une faible sensibilité
du modèle aux données de départ.
Nous détaillons à présent trois proédures de seuillages parmi les plus populaires :
les seuillages durs et doux de Donoho et Johnstone (1994) ainsi que le seuillage SCAD
de Antoniadis et Fan (2001) et Fan et Li (2001). Les fontions représentatives de
es trois proédures sont représentées en Figure 3.3.
Seuillage dur
Le seuillage dur, plus ommunément nommé hard thresholding, est une règle dite
de "keep or kill" appliquée sur les oeients théoriques de la déomposition et
dénie par :
δH(d, λ) = djk1{|djk |>λ}, ∀(j, k) ∈ Λδ, (3.11)
où λ est un paramètre de régularisation, appelé seuil, à déterminer et Λδ l'ensemble
des positions pour lesquelles le seuillage est appliqué.
Au ours de e seuillage les oeients sont soit mis à zéro, soit laissés inhangés
s'ils dépassent un ertain seuil. Cette proédure, omme on peut le onstater en
Figure 3.3 est une fontion disontinue des données et, de e fait, ne respete don
pas le adre xé par Fan et Li (2001). Cela entraîne en eet une instabilité dans
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l'estimation des paramètres, 'est-à-dire que pour de faibles variations des données
de départ, ette disontinuité peut entraîner de fortes variations sur le modèle estimé.
Seuillage doux
Un autre type de seuillage proposé par Donoho et Johnstone (1994) est le
seuillage doux, ou soft thresholding, qui est une règle dite de "shrink or kill". Sur les
oeients d'ondelettes, le seuillage est déni par :
δS(d, λ) = sign(djk) (|djk| − λ)+ , ∀(j, k) ∈ Λδ. (3.12)
On observe ii que les oeients sont tous réduits d'une amplitude λ et que
ertains sont, de e fait, réduits à zéro. Cette proédure, représentée en Figure 3.3,
est une proédure ontinue mais onduit à introduire un biais systématique sur les
grands oeients. Elle ne respete don pas non plus dans le adre xé par Fan et
Li (2001).
Seuillage SCAD
An de répondre au adre xé pour l'obtention d'une "bonne" proédure, Anto-
niadis et Fan (2001) ont développé le seuillage SCAD (Smoothly Clipped Absolute
Deviation) dans un adre fontionnel dans le but de réaliser un ompromis entre les
seuillages doux et dur. Le seuillage SCAD est déni, pour tout (j, k) ∈ Λδ, par :
δSCAD(d, λ, a) =



sign(djk)(|djk| − λ)+ si |djk| ≤ 2λ,
(a−1)djk−aλsign(djk)
a−2 si 2λ < |djk| ≤ aλ,
djk si |djk| > aλ,
(3.13)
où a > 2 et λ sont des paramètres de régularisation à déterminer. Par une mini-
misation du risque empirique basée sur des arguments bayésiens, Fan et Li (2001)
onseillent de xer a = 3.7 mais ils montrent aussi que l'inuene de e paramètre
est faible. Par la suite, nous ne ferons plus référene à e paramètre dans la dénition
du seuillage et nous le onsidérerons xé à a = 3.7.
Dans le adre fontionnel, Antoniadis et Fan (2001) démontrent que l'estimateur
de seuillage SCAD onverge vers la vraie fontion ave une vitesse de onvergene
minimax dans la lasse des espaes de Besov. La Figure 3.3 illustre le fait que le
seuillage SCAD se résume à un seuillage doux des données pour les faibles oeients
et à un seuillage dur des grands oeients reliés par une zone de transition ontinue.
Choix du paramètre λ et propriétés de reonstrution
Le point ommun des trois proédures de seuillages présentées ii est la présene
d'un paramètre de seuil λ à déterminer. Le hoix de e paramètre est au ÷ur de
la problématique de seuillage ar il ontrle le degré de seuillage. De nombreuses
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méthodes de hoix du seuil ont été développées et leurs diérenes résident prini-
palement dans les propriétés attendues sur les estimateurs naux. Dans la plupart
des as, leur onstrution vise à avoir de bonnes propriétés de reonstrution fon-
tionnelle et à atteindre une vitesse de onvergene optimale. Cependant, les seuils
ainsi onstruits dépendent généralement de la régularité de la vraie fontion qui
n'est pas aessible. Ce paramètre est don diile à déterminer en pratique. Une
disussion à e sujet est proposée par Donoho et al. (1995).
Un seuil largement utilisé est le seuil universel de Donoho et Johnstone (1994)
déni par :
λ = σ̂ε
√
2 logM. (3.14)
Cette stratégie de seuillage est très populaire, surtout pour sa simpliité de mise en
÷uvre ('est notamment le seuil utilisé par défaut dans la majorité des logiiels).
Ce seuil vient de la propriété suivante : on peut démontrer que pour Z1, . . . , Zn,
variables aléatoires i.i.d suivant une loi normale entrée réduite, alors
P
{
max
1≤j≤n
|Zj| >
√
2 logn
}
∼ 1√
π logn
, quand n→ ∞.
Le point restant à traiter est l'estimation de l'éart-type σ̂ε des observations pour
aluler la valeur du seuil. L'idée proposée par Donoho et Johnstone (1994) est
d'estimer la variane dans le domaine des ondelettes à partir du niveau de résolution
le plus n : on peut en eet raisonnablement penser que la plupart des oeients
à e niveau de résolution seront onstitués en majeure partie de bruit. Cependant,
même à ette résolution, les oeients ontiennent également une part de signal,
les auteurs proposent alors d'utiliser un estimateur robuste lassique de la variane
σε basé sur le MAD (Median Absolute Deviation) des oeients d'ondelettes au
niveau de résolution le plus n :
σ̂2ε =
σ̂2
MAD
0.6745
. (3.15)
On peut montrer qu'en utilisant e seuil, les proédures de seuillages dur et doux
onduisent à une vitesse de onvergene near-minimax dans la lasse des espaes
de Besov pour l'estimateur fontionnel reonstruit µ̂. Cela signie que l'estimateur
onverge vers la vraie fontion ave un taux optimal à un fateur logarithmique
près, soit une onvergene en O((logM/M) 2s2s+1 ). La preuve de e résultat peut être
trouvée dans Donoho et al. (1995). Un résultat équivalent a été démontré pour la
proédure de seuillage SCAD (Antoniadis et Fan 2001).
3.3.2 Lien ave les régressions pénalisées et propriété orale
Dans ette setion, nous nous attahons à dérire les liens existants entre les
tehniques de seuillage et elles des régressions pénalisées dans un adre fontion-
nel. Nous ommençons par introduire le prinipe des régressions pénalisées et, en
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partiulier, la régression LASSO (Least Absolute Shrinkage and Seletion Opera-
tor), méthode populaire d'estimation et de séletion de variables. Nous dérivons
ensuite les prinipales équivalenes entre seuillages et régressions pénalisées et nous
détaillons alors leurs propriétés respetives du point de vue de la séletion de va-
riables.
Régression pénalisée
Le prinipe des régressions pénalisées se plae dans la large lasse des méthodes de
séletion de modèle. Dans un ontexte sientique où le développement de nouveaux
appareils de mesure à haut-débit permet l'aquisition de données de plus en plus
onséquentes, les tehniques de séletion lassiques, basées sur des proédures pas-
à-pas, atteignent leurs limites. En eet, fae à de grands nombres de données, les
questions de stabilité et de préision des estimateurs, ainsi que la question du hoix
du bon modèle, deviennent ritiques. Cela met en avant la néessité de développer
des approhes d'estimation plus globales. C'est prinipalement dans e sens qu'ont
été développées les approhes que l'on peut regrouper sous le nom de régressions
pénalisées. Pour illustrer ette notion, nous nous restreindrons par la suite à un
adre fontionnel qui onstitue le ontexte de es travaux. Cependant, signalons
que les régressions pénalisées ont été développées dans un adre de régression plus
général et nous invitons le leteur à se référer aux ouvrages de Hastie, Tibshirani, et
Friedman (2009) et Buhlmann et van de Geer (2011) pour plus de détails à e sujet.
Considérons le modèle de régression sur les oeients d'ondelettes (3.9) et le
problème des moindres arrés lassiques :
β̂ = argmin
β
‖d− β‖22, (3.16)
où ‖ · ‖2 est la norme eulidienne anonique. L'idée des régressions pénalisées est
alors d'ajouter une ontrainte au problème des moindres arrés lassique permet-
tant d'assurer à l'estimateur β̂ d'atteindre les propriétés désirées. Ainsi, le ritère
d'optimisation par moindres arrées pénalisés s'exprime omme :
β̂ = argmin
β
‖d− β‖22 + pen(β, λ), (3.17)
où pen(·, ·) est une fontion de pénalité appliquée au paramètre β et dépendant
d'un paramètre de régularisation λ. Cette pénalité peut prendre de nombreuses
formes mais elle est généralement basée sur une norme ℓp des oeients. Suivant la
valeur hoisie pour p, l'estimateur pénalisé possède diérentes propriétés. Ainsi, pour
p > 1, les estimateurs onstruits se situent dans la lasse des estimateurs bridges,
inluant le as de la régression ridge pour p = 2, dont l'objetif est de régulariser
les solutions des moindres arrés. Pour p ≤ 1, on obtient des méthodes permettant
de faire une séletion de variables en forçant ertains oeients à être mis à zéro.
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Cette propriété de séletion est due à la présene d'une singularité à l'origine de la
fontion de pénalité.
Les performanes de séletion des estimateurs pénalisés sont alors évaluées au
vu de leur propriétés oraulaires. Notons β = (βT1 ,β
T
2 )
T
, le veteur de paramètre
tel que β1 ontient les omposantes non nulles du veteur β et β2 les omposantes
nulles. Plus partiulièrement, un estimateur est dit posséder la propriété d'orale s'il
vérie asymptotiquement par rapport à N , 'est-à-dire pour un nombre d'individus
tendant vers l'inni, les deux propriétés suivantes (Fan et Li 2001) :
1. Identiation du bon sous-modèle : β̂2 = 0.
2.
√
M(I1(β1)−H)
[
β̂1 − β1 + (I1(β1)−H)−1G
]
d−→ N (0, I1(β1)Σ),
où I1(β1) est la matrie d'information de Fisher onnaissant le bon sous-
modèle, G etH sont deux quantités assoiées au gradient et à la dérivée seonde
de la pénalité onsidérée. Ces deux quantités seront détaillées en Setion 8.2.3.
Un as partiulier : le LASSO
Un as partiulier de régression pénalisée est la régression LASSO (Least Ab-
solute Shrinkage and Seletion Operator) développée initialement par Tibshirani
(1996). Notons qu'une approhe équivalente, onnue sous le nom de Basis Pursuit
Denoising, a été développée en théorie du signal. Pour plus de détails à e sujet,
le leteur pourra onsulter les travaux et disussions de Chen et Donoho (1995) et
Mallat (2008). Cette approhe est un as partiulier des régressions pénalisées et
met en jeu une pénalité basée sur la norme ℓ1 des paramètres qui s'exprime omme
suit :
penLASSO (β, λ) = λ
∑
(j,k)∈Λ
|βjk|. (3.18)
Elle représente une tehnique de séletion de variables à proprement parler puis-
qu'elle permet d'obtenir des estimateurs parimonieux, où ertains oeients sont
mis exatement à zéro grâe à la présene d'une singularité à l'origine dans l'expres-
sion de la pénalité.
La résolution de e problème d'optimisation est, de plus, failitée par l'existene
d'un algorithme rapide, le LARS (Least-Angle Regression) développé par Efron et al.
(2004). Cet algorithme fournit l'ensemble des solutions du LASSO en fontion des
valeurs de λ en utilisant des résultats d'optimisation onvexe. L'existene de et
algorithme a grandement partiipé à la popularité de l'estimateur LASSO.
Dans un ontexte général, Fan et Li (2001) démontrent que la régression LASSO
ne peut pas être optimale en terme de séletion de variables et de risque simulta-
nément. En eet, sous ertaines onditions onernant le modèle sous-jaent (vé-
riées dans le adre fontionnel) la proédure LASSO est onsistante en séletion
de variables (Donoho et Huo 2002; Meinhausen et Buhlmann 2004). Cependant, la
proédure LASSO produit par ailleurs des estimateurs biaisés pour les grands oef-
ients, onduisant à une sous-optimalité en terme de risque. Inversement, le hoix
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d'un paramètre λ optimal en terme de risque onduit à une séletion de variables
non onsistante (Meinhausen et Buhlmann 2004).
La proédure LASSO reste néanmoins une proédure populaire et de nombreux
travaux ont été développés an de donner des onditions permettant de onstruire un
adre dans lequel le LASSO possède de bonnes propriétés. Nous ne développons pas
expliitement e point dans e manusrit mais nous donnons en référene les travaux
de Knight et Fu (2000), Meinhausen et Buhlmann (2006), Zhao et Yu (2006).
Version relaxée du LASSO Meinshausen (2007) propose une proédure LASSO
modiée, appelée LASSO relaxé, permettant de réaliser le ompromis d'optimalité en
terme de séletion de modèle et de onsistane de l'estimateur résultant, de manière
simultanée. Cette proédure se déroule en deux étapes dont l'idée sous-jaente est de
séparer les deux objetifs prinipaux de la proédure LASSO, à savoir, la séletion
de variables d'une part et l'estimation d'autre part. Une première étape onsiste
à résoudre le problème d'optimisation (3.17) en retenant uniquement l'information
des variables séletionnées par la proédure tandis que l'estimation des paramètres
est réalisée durant une deuxième étape où l'on se plae dans le modèle séletionné
au ours de la première étape. Meinshausen (2007) montre qu'en ontrlant es
deux eets séparément, de manière optimale, l'estimateur obtenu possède bien les
propriétés attendues. De plus, ette proédure reste de omplexité algorithmique
raisonnable puisqu'elle est équivalente à elle du LASSO.
Équivalene ave le seuillage
Dans un ontexte fontionnel, un point important est qu'un grand nombre de
proédures de seuillage peuvent être reliées aux méthodes de régressions pénalisées
par l'intermédiaire d'un hoix adapté de fontions de pénalité. Cela ouvre ainsi la
voie à l'exploration d'autres propriétés théoriques onernant les estimateurs issus
de seuillages. Dans ette setion, nous nous onentrerons prinipalement sur les
propriétés oraulaires des estimateurs de seuillage.
On peut montrer que dans le adre fontionnel, 'est-à-dire lorsque le design
onsidéré est orthogonal, l'estimateur obtenu par seuillage doux (3.12) est solution
du problème d'optimisation (3.17) ombiné à une pénalité de type LASSO (3.18).
Cette équivalene a été mise en avant par Tibshirani (1996) dans son artile fonda-
teur.
De même, on peut montrer que le seuillage dur (3.11) peut s'exprimer sous la
forme d'un problème de régression pénalisée (Antoniadis et al. (1997)). La pénalité
est alors dénie omme :
penHARD (β, λ) = λ
2 −
∑
(j,k)∈Λ
(|βjk| − λ)21{|βjk|<λ}.
Comme mentionné préédemment, ette pénalité onduit dans le adre orthogonal
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à une proédure de seuillage disontinue, posant alors des problèmes de stabilité des
estimateurs.
De même que pour les seuillages doux et dur, le seuillage SCAD peut être relié
à un problème de régression pénalisée en prenant une pénalité de la forme :
penSCAD(β, λ, a) =



λ|βjk| si |βjk| ≤ λ,
1
2(a−1) (|βjk|2 − 2aλ|βjk|+ λ2) si λ < |βjk| ≤ aλ,
1
2
(a+ 1)λ2 si |βjk| > aλ.
(3.19)
Partant de ette pénalité, Fan et Li (2001) démontrent, dans un adre de ré-
gression non fontionnel, que l'estimateur SCAD (3.13) possède bien la propriété
d'orale. Ce résultat se plae dans un adre asymptotique lassique où le nombre
d'individus N tend vers l'inni tandis que le nombre de variables M est xé.
Le adre d'un nombre de paramètres M xé peut néanmoins se révéler restritif
à l'heure atuelle où le pratiien dispose de plus en plus de variables d'intérêt aes-
sibles, tout partiulièrement dans un ontexte de données fontionnelles, mesurées
à haut débit. Dans e ontexte, Fan et Peng (2004) démontrent que l'estimateur
SCAD possède aussi la propriété d'orale dans un adre de double asymptotique,
'est à dire lorsque M et N tendent vers l'inni, ave M < N et en ontrlant le
ratio entre M et N en imposant M5/N → 0. Ce résultat est démontré sous er-
taines hypothèses propres au adre de double asymptotique et nous y reviendrons
de manière détaillée au ours du Chapitre 8.
Au ours de e hapitre, nous avons introduit brièvement les bases d'ondelettes
et la notion de modélisation fontionnelle basée sur es dernières qui onstitue l'in-
grédient ommun à toutes les modélisations développées dans e travail. Le modèle
fontionnel présenté ii est étendu au ours du prohain hapitre à la notion de mo-
dèle de lassiation fontionnelle et à la notion de modèle mixte fontionnel. Dans
une deuxième partie, nous avons introduit les prinipales tehniques de seuillage, qui
onstitueront la base des stratégies développées dans la Partie III de e manusrit,
ainsi que leur équivalene aux méthodes pénalisées et les problématiques assoiées
en terme de risque des estimateurs et de séletion de variables. Tandis que les mé-
thodes de seuillage par ondelettes sont destinées, par dénition, aux problématiques
de régression fontionnelle, les méthodes de régressions pénalisées ont été dévelop-
pées dans un adre paramétrique. Les propriétés théoriques attendues sont de e fait
diérentes : traditionnellement, la qualité d'un seuillage est évalué par rapport au
risque sur l'estimateur fontionnel tandis que les régressions pénalisées le sont sur les
propriétés oraulaires, à savoir la apaité à estimer de manière onsistante dans le
bon sous-modèle. Comme dérit dans e hapitre, es deux approhes peuvent être
mises en orrespondane dans un adre ondelettes en travaillant sur les oeients
empiriques de la déomposition en ondelettes. Cei est permis grâe aux bonnes
propriétés des ondelettes : d'une part, la linéarité de la transformation permettant
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un bon omportement sous des hypothèses gaussiennes et d'autre part, la propriété
de onservation de l'énergie (3.5).
Chapitre 4
Modèles à variables latentes
Dans e hapitre, nous nous intéressons à l'étude de modèles à variables latentes,
'est-à-dire à des modèles présentant des variables non-observées. Nous verrons
quelles sont alors, dans un adre d'estimation, les problématiques engendrées par la
présene de variables latentes et nous présenterons l'algorithme EM (Expetation-
Maximisation), algorithme itératif adapté à l'estimation par maximum de vraisem-
blane dans e type de modèle. Dans un adre fontionnel, nous nous onentrerons
ensuite sur deux modèles à variables latentes distints : un modèle de lassiation
non-supervisée de ourbes sans eet aléatoire, où les variables latentes sont représen-
tées par les lasses des individus, ainsi qu'un modèle mixte fontionnel en présene
d'un groupe homogène d'individus dans le adre duquel les variables non-observées
sont les eets aléatoires individuels. Le modèle de lassiation de ourbes dans un
ontexte mixte, développé dans la Partie II de e manusrit, est une assoiation de
es deux modèles à variables latentes partiuliers. Étant donné que haun amène
des problématiques qui lui sont propres, nous proposons de les étudier de manière
détaillée au ours de e hapitre introdutif.
4.1 Présentation générale
4.2 Estimation dans les modèles à variables latentes
Le terme de modèle à variables latentes désigne la lasse des modèles où une par-
tie des données n'est pas observée. On parle alors de la présene de variables latentes
ou de données ahées. La prinipale diulté renontrée pour l'étude de tels mo-
dèles onerne l'estimation des paramètres par maximum de vraisemblane. En eet,
la présene de variables latentes entraîne une inapaité à aluler la vraisemblane
du modèle de manière direte. Sous une telle approhe, il est don néessaire de
développer des méthodes d'optimisation itératives, basées sur une étape de prédi-
tion des données non-observées. Dans un premier temps, nous dérivons le ontexte
général des modèles à variables latentes et nous présentons, dans un seond temps,
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le prinipal algorithme onçu pour l'estimation dans es modèles : l'algorithme EM.
4.2.1 Contexte général
An d'introduire en toute généralité les modèles à variables latentes, onsidérons
un jeu de données observées ou données inomplètes, noté Y = (Y1, . . . , YM). Les
données observées Y sont supposées dépendre de variables non-observées, appelées
variables latentes, que nous noterons Z = (Z1, . . . , ZM). Le veteur (Y,Z) est alors
appelé veteur des données omplètes. On suppose que les densités assoiées aux
diérentes variables dépendent pour tout ou partie d'un groupe de paramètres noté
Υ et on a alors la relation suivante sur la log-vraisemblane des données omplètes :
logL (Y,Z; Υ) = logL (Y; Υ) + logL (Z|Y; Υ) , (4.1)
où logL (Z|Y; Υ) est la log-vraisemblane des variables latentes onditionnellement
aux données observées. An d'obtenir les estimations des paramètres du modèle par
maximum de vraisemblane, notre but est de maximiser la quantité logL (Y; Υ).
Étant donné que les données Y dépendent de variables non-observées, l'optimisation
de ette vraisemblane ne peut pas être réalisée de manière direte.
4.2.2 Algorithme EM
Prinipe de l'algorithme
L'algorithme EM est un algorithme itératif développé par Dempster, Laird, et
Rubin (1977) dans un adre d'estimation au sein des modèles à variables latentes.
Cet algorithme permet d'estimer les paramètres par maximum de vraisemblane en
utilisant une stratégie d'augmentation des données. L'idée est de se ramener à l'étude
des données omplètes (Y,Z) en passant par une étape de prédition des données
ahées Z. Une revue détaillée au sujet et algorithme se trouve dans l'ouvrage de
MLahlan et Krishnan (2008).
L'idée fondamentale de l'algorithme EM repose sur la relation suivante, onnue
sous le nom d'identité de Fisher (1925) :
∂ logL (Y; Υ)
∂Υ
= EΥ
[
∂ logL (Y,Z; Υ)
∂Υ
∣∣∣∣Y
]
. (4.2)
On observe alors que l'optimisation de la vraisemblane des données inomplètes se
ramène à l'optimisation de l'espérane des données omplètes, onditionnellement
aux données observées et aux paramètres du modèle.
L'estimation des paramètres du veteur Υ par maximum de vraisemblane onsiste
usuellement à maximiser la quantité logL (Y; Υ) par rapport à Υ, 'est-à-dire, à ré-
soudre l'équation :
∂ logL (Y; Υ)
∂Υ
= 0 (4.3)
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Par l'algorithme EM, ette optimisation est réalisée itérativement. A une itération
[h] donnée, supposons que nous disposons d'une solution ourante à l'équation (4.3)
notée Υ[h]. On est ainsi onduit à résoudre le système (4.3) à l'itération [h + 1]
de manière équivalente en résolvant l'équation suivante par rapport aux données
omplètes :
EΥ[h]
[
∂ logL (Y,Z; Υ)
∂Υ
∣∣∣∣Y
]
=
∂
∂Υ
[
EΥ[h] (logL (Y,Z; Υ) |Y)
]
= 0. (4.4)
L'éhange de l'espérane et de la dérivation au sein de l'égalité de Fisher (4.2)
est rendue possible par le fait qu'on se plae à la valeur ourante des paramètres
Υ[h] onduisant à une espérane ne dépendant plus des paramètres. En e sens,
l'algorithme EM se plae dans la lasse des méthodes d'augmentation de données
(Meng 2000) : l'optimisation est ii réalisée sur les données omplètes (non-observées)
et non plus sur les données observées seules.
Par la suite, nous adopterons la notation usuelle suivante :
Q(Υ,Υ[h]) = EΥ[h] [logL (Y,Z; Υ) |Y] . (4.5)
A e stade, l'algorithme EM se déompose en deux étapes :
 Etape E (Expetation Step) : alul de Q(Υ,Υ[h]),
 Etape M (Maximization Step) : reherhe de Υ[h+1] = argmaxΥ Q(Υ,Υ
[h]).
Le alul de l'espérane onditionnelle Q(Υ,Υ[h]) peut se révéler diile ar
on ne dispose pas, dans tous les as, d'expression expliite pour ette quantité,
néessitant alors d'en proposer une approximation (f Setion 4.2.2). Pour l'ensemble
des modèles développés au sein de e manusrit, e alul se ramène à la prédition
des variables manquantes, données par EΥ[h] [Z|Y; Υ]. Ce point est illustré en détail
dans le développement de l'algorithme au sein du modèle omplet présenté dans la
deuxième partie (.f. Chapitre 5, Setion 5.2.2). Ces deux étapes sont répétées de
manière itérative jusqu'à onvergene de l'algorithme.
Critères d'arrêt
En pratique, la notion de onvergene de l'algorithme est donnée en fontion
d'un seuil de onvergene noté ǫ préalablement xé. L'algorithme est alors arrêté
lorsqu'un ritère, déni par l'utilisateur, est inférieur au seuil xé ǫ.
Le ritère d'arrêt le plus populaire est basé sur la diérene des normes des
paramètres entre deux étapes suessives, onduisant ainsi à un ritère de la forme :
‖Υ[h+1] −Υ[h]‖2 < ǫ.
Les estimateurs naux sont alors xés à la valeur ourante des paramètres.
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Un autre ritère d'arrêt peut également être déni par rapport à la vraisemblane
des données :
logL
(
Y; Υ[h+1]
)
− logL
(
Y; Υ[h]
)
< ǫ.
Cependant, les ritères basés sur l'augmentation de la vraisemblane doivent être
onsidérés ave préaution ar l'arrêt de l'algorithme est alors fortement déterminé
par la forme générale de la vraisemblane, qui peut ontenir des paliers et onduire
à l'arrêt de l'algorithme sur un de es derniers. En onséquene, on privilégie plutt
les ritères d'arrêt basés sur les diérenes des valeurs ourantes des paramètres aux
étapes suessives.
Propriétés théoriques
L'algorithme EM possède diérentes propriétés théoriques permettant d'appré-
hender sa onvergene. Nous n'en donnons ii qu'un résumé ; pour une étude plus
approfondie, nous renvoyons le leteur à l'ouvrage de MLahlan et Krishnan (2008,
Chap. 3).
La prinipale propriété de l'algorithme EM, démontrée dans l'artile original
de Dempster, Laird, et Rubin (1977), est la propriété de monotonie, qui s'exprime
omme suit :
L
(
Y; Υ[h+1]
)
≥ L
(
Y; Υ[h]
)
∀h ∈ N. (4.6)
Cette propriété est fondamentale ar elle garantit à l'utilisateur la roissane de la
vraisemblane des données observées à haque itération. De e fait, si la vraisem-
blane des données est bornée, la suite des valeurs
[
L(Υ[h])
]
h
onverge vers une
valeur L(Υ0).
En revanhe, omme 'est le as pour la plupart des algorithmes d'optimisation
itératifs, une des prinipales launes de l'algorithme EM est que rien ne garantit que
la valeur L(Υ0) orresponde au maximum global de la vraisemblane. La question
de la onvergene de l'algorithme a fait l'objet de nombreux travaux et nous nous
limitons ii à en donner les prinipales onlusions : on peut démontrer, sous er-
taines onditions de régularité, que la suite des
[
L(Υ[h])
]
h
onverge vers un point
stationnaire de la vraisemblane et que l'ensemble de es points stationnaires est un
ensemble de dimension nie. Don, exepté dans le as où et ensemble est réduit à
un singleton, la onvergene est garantie uniquement vers un maximum loal ou un
point selle. En pratique, la onvergene vers le maximum global de la vraisemblane
est alors fortement onditionnée par l'initialisation de l'algorithme, 'est-à-dire, par
le hoix des valeurs initiales des paramètres. Les diérentes stratégies pouvant être
mises en ÷uvre pour s'assurer de l'atteinte du maximum global sont détaillées dans
la prohaine setion.
Stratégies d'initialisation
À e jour, la stratégie d'initialisation la plus utilisée onsiste à hoisir aléatoire-
ment les valeurs initiales des paramètres. Cependant, e type de stratégie onduit
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en général à une onvergene de l'algorithme vers un maximum loal de la vraisem-
blane, mettant alors en avant la néessité de proposer des tehniques d'initialisation
mieux adaptées à la reherhe du maximum global. Cei est enore plus important
dans un adre de lassiation non-supervisée (f Setion 4.3) ar d'une part, la
vraisemblane est alors multimodale et de plus, la valeur nale de ette dernière
sert en général de base au alul des ritères de hoix du nombre de groupes. De e
fait, l'initialisation de l'algorithme, et plus partiulièrement l'initialisation des labels
des individus, représente un point sensible dans e ontexte : en eet, lorsque l'on
dispose des labels individuels, il est alors aisé d'en déduire des valeurs initiales des
paramètres du modèle par l'utilisation d'estimateurs usuels.
Parmi les stratégies existantes, Biernaki et al. (2003) en étudient trois en par-
tiulier, dans un ontexte de modèle de mélange gaussien :
Stratégie CEM (EM Classiant) : l'initialisation des variables d'appartenane aux
groupes est réalisée au moyen d'un algorithme des entres mobiles permettant
ensuite d'en déduire des estimations initiales des paramètres de moyennes et
varianes. Lorsque les groupes se démarquent en premier lieu par leur ompor-
tement moyen, ette stratégie basée sur l'usage des entres mobiles est alors
bien adaptée à l'initialisation des groupes.
Stratégie SEM (EM Stohastique) : pour ette stratégie, l'initialisation des labels
individuels est réalisée aléatoirement au moyen de tirages de lois multinomiales.
Cette étape, orrespondant à l'étape S (Stohastique), est répétée plusieurs fois
(période de haue) dans l'objetif de perturber les séquenes de solutions de
l'algorithme an de prévenir la onvergene vers des points selles et s'en éar-
ter. Les valeurs initiales sont ensuite hoisies en prenant l'initialisation ayant
donné une valeur maximale de vraisemblane durant la période de haue.
Stratégie rEM : ette dernière approhe onsiste à forer l'algorithme à eetuer
un ertain nombre d'itérations an d'initialiser les paramètres. Cette stratégie
est elle reommandée par Biernaki et al. (2003) qui observent, sur une vaste
étude de simulation, qu'outre une simpliité de mise en oeuvre, elle possède
un omportement moins sensible à la présene de bruit pour des performanes
omparables aux deux autres stratégies en termes de onvergene et de temps
de alul.
Dans un ontexte diérent, lorsque l'espérane de la vraisemblane ondition-
nellement aux données (étape E) ne possède pas d'expression expliite, une autre
stratégie appelée SAEM (Stohasti Approximation EM), développée par Delyon,
Lavielle, et Moulines (1999), est aussi largement utilisée en pratique. À une itération
[h] donnée, l'espérane alulée au ours de l'étape E est remplaée par une moyenne
pondérée d'une approximation stohastique basée sur la simulation de rh séquenes
des variables non-observées et du résultat obtenu à l'itération [h − 1]. Cette stra-
tégie est partiulièrement eae dans le ontexte de l'estimation dans les modèles
mixtes (Kuhn et Lavielle 2005) et 'est notamment la stratégie implémentée au sein
du logiiel MONOLIX dédié à l'analyse de modèles non-linéaires à eets mixtes.
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Au ours de e travail, nous hoisissons pour notre part de proposer l'utilisation
des deux stratégies SEM et rEM (implémentées au sein du pakage urvlust) :
en eet, en pratique, la stratégie rEM, bien que reommandée par Biernaki et al.
(2003), est aussi onnue pour onduire plus régulièrement à la réation de groupes
vides, surtout en présene de groupes déséquilibrés, réant alors des diultés nu-
mériques. Dans e type de as, l'appel à la stratégie SEM permet alors d'éviter es
diultés.
4.3 Un modèle de lassiation de ourbes
Dans ette setion, nous nous intéressons à la desription d'un modèle à variables
latentes partiulier : le modèle de mélange fontionnel. Nous nous plaçons ii dans un
adre fontionnel de lassiation non-supervisée. Dans un premier temps, nous in-
troduisons les diérentes approhes existantes de lassiation non-supervisée dans
un adre lassique puis leur extension à un adre fontionnel. Nous nous onen-
trons plus partiulièrement sur les approhes probabilistes et nous exposons alors
les problématiques renontrées dans e adre ainsi que les solutions proposées dans
la littérature.
4.3.1 Classiation non-supervisée
Nous supposons à présent que nous disposons de plusieurs signaux provenant
de N individus distints, observés de manière disrète sur M points. L'appliation
de l'analyse fontionnelle à plusieurs individus nous amène naturellement vers une
problématique de lassiation et nous onsidérons alors que les signaux observés
proviennent de plusieurs groupes aratérisés haun par un omportement fon-
tionnel moyen diérent. On distingue à e stade deux types de lassiation : la
lassiation supervisée où les groupes sont onnus et où l'objetif est de déterminer
une règle de lassiation optimale et la lassiation non supervisée pour laquelle
on n'a onnaissane ni du nombre de groupes reherhés, ni des lasses des individus.
Cette dernière représente, de fait, une approhe plus exploratoire sur laquelle nous
nous onentrerons dans e travail. Notre motivation vient du fait que, bien qu'essen-
tielle pour ertaines appliations, la lassiation non supervisée a été relativement
peu étudiée, notamment dans le adre de l'étude de données omplexes.
De manière générale, que e soit dans un adre fontionnel ou non, l'objetif
premier de la lassiation non supervisée est la dénition de groupes homogènes et
ompats. Pour e faire, trois tâhes prinipales sont à réaliser : estimer le nombre de
lasses ontenus dans les données, aeter haque individu à une lasse et estimer
les paramètres de haque lasse en optimisant un ertain ritère de lassiation.
Le ritère usuellement utilisé dans un but d'homogénéité et de ompaité onsiste
à maximiser la variane inter-groupe tout en minimisant la variane intra-groupe,
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'est-à-dire que l'on herhe la partition donnant la plus grande "distane" entre les
diérents groupes, tout en minimisant leur rayon respetif.
Les méthodes de lassiation non supervisée dans un ontexte non fontion-
nel permettant de répondre à un ou plusieurs des enjeux préédemment ités sont
nombreuses et se répartissent prinipalement en 3 atégories. Les deux premières
atégories onernent les méthodes de lassiation multivariées. On peut iter les
méthodes de lassiation hiérarhique (asendante ou desendante) basées sur des
agrégations suessives faites de prohe en prohe (Ward 1963; Duda et Hart 1973).
Elles permettent simultanément d'estimer le nombre de groupes et d'aeter les
individus aux lasses. En revanhe, es méthodes sont diilement appliables à
un grand nombre de données, puisque la omplexité de l'algorithme est en O(N2),
et ne onduisent pas en général à un partitionnement optimal du fait de leur a-
ratère hiérarhique. Les algorithmes de réalloation dynamique représentent une
deuxième grande atégorie de méthodes multivariées. Ces méthodes onsistent à
agréger itérativement les individus autour de entres mobiles et néessitent en géné-
ral la onnaissane a priori du nombre de groupes. On peut iter omme exemple
les algorithmes de types k-means (MaQueen 1967) ainsi que leurs variantes telles
que les nuées dynamiques (Diday 1971) ou l'algorithme PAM (Partitioning Around
Medoid) (Kaufman et Rousseeuw 1987). Ces algorithmes, bien que onduisant na-
turellement à un optimal en terme de ritère de lassiation, sont très sensibles
à l'initialisation et ne permettent pas de déteter les individus à heval sur plu-
sieurs lasses (algorithmes dits "lassiants"). Enn, un dernier type de méthodes
est donné par les approhes probabilistes de la lassiation non supervisée pour les-
quelles la lassiation se fait au moyen d'une modélisation préalable des données.
L'exemple le plus onnu de e type d'approhe onerne les modèles de mélange
pour lesquels on utilise lassiquement des algorithmes de type EM permettant d'es-
timer les paramètres du modèle par maximum de vraisemblane (f Setion 4.2.2).
La lassiation nale est alors donnée en terme de probabilités d'appartenane à
un groupe.
Le passage au adre de données fontionnelles entraîne deux diérenes ma-
jeures : d'une part, la dimension des données onsidérées devient onséquente et
onduit à des diultés dans leur traitement ; ette aratéristique est ommuné-
ment appelée "éau de la dimension" (Bellman 1957). D'autre part, le aratère
fontionnel des données induit une notion naturelle d'ordre temporel (ou spatial)
qu'il est néessaire de prendre en ompte.
Pour es deux raisons, les tehniques usuelles de lassiation non supervisée
dérites i-dessus ne sont pas appliables diretement dans un adre fontionnel et
la stratégie la plus ourante est de reourir à une étape préalable de rédution de
dimension an de se ramener aux tehniques multivariées usuelles. Les méthodes
de rédution de dimension sont basées sur le aratère fontionnel des données et
permettent, de e fait, de prendre en ompte l'ordre temporel naturel des données.
Deux approhes sont majoritairement utilisées : une première approhe onsistant
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en une extension de l'analyse en omposantes prinipales au adre fontionnel. Cette
tehnique, notée FPCA pour Funtional Prinipal Component Analysis, est basée
sur la déomposition de Karhunen-Loeve de proessus ontinus (Dauxois et al. 1982;
Hall et Hosseini-Nasab 2006). Bien que populaire, elle doit néanmoins être onsi-
dérée ave réserve : en eet, dans un adre de lassiation non-supervisée, Chang
(1983) démontre que les premières omposantes prinipales ne possèdent pas nées-
sairement un pouvoir disriminant supérieur aux autres omposantes. Une deuxième
approhe onsiste à résumer l'information ontenue dans les signaux au moyen d'une
déomposition sur une base de fontions adaptée, omme les bases de splines ou
d'ondelettes par exemple (f. Chapitre 3).
À l'issue de l'étape de rédution de dimension, les tehniques de lassiation
non supervisée dérites plus haut peuvent alors être appliquées soit aux oeients
de la déomposition des signaux dans une base fontionnelle, soit aux sores des pro-
jetions sur les omposantes prinipales. Les méthodes hiérarhiques ou de entres
mobiles néessitent, dans e as, le hoix de distanes adaptées à l'aspet fontionnel
des données.
Dans e manusrit, nous nous onentrons plus partiulièrement sur l'extension
des approhes probabilistes aux données fontionnelles, basées sur une modélisation
des oeients de la projetion dans une base fontionnelle d'ondelettes. Dans e
adre de lassiation non supervisée sans eets mixtes, nous développons plus en
détails une approhe proposée par Antoniadis et al. (2008). Pour une revue plus
générale des stratégies de lassiation de ourbes dans un tel ontexte, nous invitons
le leteur à se référer aux revues bibliographiques de Jaques et Preda (2013) et de
Bouveyron et Brunet (2013).
4.3.2 Modèle fontionnel
Dans un adre fontionnel et pour xer les notations, on suppose que l'on a ob-
servé N signaux notés {Yi}i=1,...,N sur M points de disrétisation notés (t1, . . . , tM)
où M = 2J , pour J ∈ N. On fait l'hypothèse que es signaux proviennent de L
groupes (où L est supposé inonnu) aratérisés par un omportement moyen dif-
férent suivant le groupe. Par la suite, on notera ζiℓ la variable indiatrie valant
1 si l'individu i est dans la lasse ℓ et 0 sinon. Sahant que {ζiℓ = 1}, le modèle
fontionnel de lassiation proposé par Antoniadis et al. (2008) s'érit :
Yi(tm) = µℓ(tm) + Ei(tm), (4.7)
ave Ei ∼ N (0, σ2EIM) et µℓ, eet xe fontionnel aratérisant le omportement
moyen dans la lasse ℓ.
Dans un ontexte non-paramétrique, on souhaite alors donner une représentation
de e modèle sur une base de fontions an de travailler par la suite sur les oeients
de la déomposition (f Setion 3.1). Dans l'ensemble de e manusrit, nous nous
onentrerons sur des modélisations non-paramétriques basées sur les ondelettes.
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Dans e adre, en eetuant la transformée en ondelettes disrètes du modèle (4.7)
pour une base d'ondelettes {φ, ψ} hoisie et sahant que {ζiℓ = 1}, on obtient, dans
le domaine des ondelettes, le modèle suivant sur les oeients empiriques :
{
ci,j0k = αℓ,j0k + ε
c
i,j0k, ∀(j, k) ∈ Λ
di,jk = βℓ,jk + ε
d
i,jk,
(4.8)
ave (εc T , εd Ti )
T ∼ N (0, σ2εIM) pour tout (j, k) ∈ Λ = {(j, k) | j = j0, . . . , J − 1, et
k = 0, . . . , 2j − 1}.
Par linéarité de la transformée en ondelettes disrète, les oeients d'approxi-
mation ci,j0k et de détails di,jk sont alors distribués selon un mélange de lois gaus-
siennes. En notant πℓ la probabilité a priori pour un individu d'appartenir à la lasse
ℓ, on a pour tout (j, k) ∈ Λ :



ci,j0k ∼
L∑
ℓ=1
πℓN (αℓ,j0k, σ2ε),
di,jk ∼
L∑
ℓ=1
πℓN (βℓ,jk, σ2ε ).
(4.9)
Finalement, la représentation du modèle de lassiation fontionnel (4.7) dans
le domaine des ondelettes se ramène à un modèle de mélange gaussien sur les o-
eients. La prinipale diérene ave les modèles de mélange lassique réside gé-
néralement dans la dimension du modèle onsidéré. En eet, il est ourant dans e
type de ontexte d'être onfronté au as où M > N , rendant les méthodes d'esti-
mations anoniques inappliables ou oûteuses numériquement. Il est don souvent
néessaire de passer par une première étape de rédution de dimension.
4.3.3 Rédution de dimension dans les modèles fontionnels
Par leurs propriétés de ompression, l'utilisation d'une stratégie basée sur les
ondelettes se révèle être partiulièrement adaptée au problème de la rédution de
dimension : en eet, il est ourant de supposer que les informations onernant les
signaux individuels sont onentrées sur une petite partie des oeients tandis que
le bruit aete l'ensemble des oeients à des niveaux égaux. L'idée est alors de
tirer parti de ette hypothèse en utilisant les tehniques dérites sous l'appellation
de méthodes de seuillage (f. Setion 3.3).
Dans le adre d'une démarhe de lassiation non-supervisée, l'objetif prini-
pal est de pouvoir attribuer un label à haque individu, reléguant la question de
l'estimation dans es modèles à une plae seondaire : en eet, la présene de po-
sitions où les oeients individuels sont non-disriminants peut être vue omme
une soure de bruit vis-à-vis de la lassiation. Pour une position (j, k) donnée, si
les oeients individuels sont tous onsidérés omme non nuls mais égaux, ette
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position n'apportera pas d'information pour la lassiation. De plus, si de telles
positions sont nombreuses par rapport aux positions disriminantes, l'information
d'intérêt est alors diluée et onduit à une lassiation nale moins performante.
Le hallenge est alors de réussir à identier es positions problématiques an de les
retirer de l'analyse. Cei a été réalisé par Antoniadis, Bigot, et von Sahs (2008)
pour la aratérisation de zones homogènes dans des images fontionnelles et l'idée
proposée par les auteurs onsiste en trois étapes :
1. Etape de débruitage : Pour haque signal individuel Yi, i = 1, . . . , N , on
applique un seuillage individuel dur aux oeients d'ondelettes en utilisant
le seuil universel omme déni en Setion 3.3.
2. Etape d'union : L'union des positions séletionnées individuellement durant
la première étape est ensuite réalisée. On obtient ainsi un ensemble ommun
de positions pour lesquelles les oeients d'ondelettes assoiés à l'eet xe
fontionnel sont non-nuls pour l'ensemble des individus. Antoniadis, Bigot, et
von Sahs (2008) notent que, formellement, l'estimateur fontionnel résultant
de l'union des oeients rentre dans la lasse des estimateurs dits d'agrégation
omme déni par Bunea, Tsybakov, et Wegkamp (2007) et de e fait, sont
optimaux en terme de reonstrution.
3. Etape de rédution de dimension : An de déteter les positions restantes
identiques pour tous les individus, une dernière étape onsiste à utiliser le
test de Neyman (Fan 1996) sur haque position an de déterminer si elle est
disriminante ou non. Ainsi, pour une position (j, k) xée présente dans l'union
des oeients séletionnés, le test de Neyman est appliqué sur le veteur des
diérenes (dijk − di−1jk )i=2,...,N en prenant omme hypothèse H0 la nullité de e
veteur. La multipliité est ensuite ontrolée par une approhe FDR onsistant
à ontrler le risque de première espèe par des ontraintes sur le nombre de
faux positifs (Benjamini et Hohberg 1995).
En pratique, les auteurs ont observé que ette méthode dans son ensemble onduisait
en moyenne à une rédution de dimension de l'ordre d'un fateur 2, 'est-à-dire que
la taille des veteurs de oeients de départ est, en moyenne, réduite de moitié.
On obtient nalement un modèle de taille réduite onentrant l'information utile
vis-à-vis de la lassiation et permettant alors d'appliquer une méthode de lassi-
ation usuelle sur les positions séletionnées restantes.
4.3.4 Estimation des paramètres
L'estimation des paramètres dans e modèle à données ahées est réalisée par
maximum de vraisemblane. On utilise pour e faire l'algorithme EM, où les variables
d'appartenane au groupe représentent la struture latente. Ce adre est un adre
lassique d'appliation de l'algorithme. An de failiter la leture de e manusrit,
nous ne détaillerons pas les formulations des estimateurs dans ette setion mais
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nous en proposerons une formulation dans un ontexte plus général de lassiation
non-supervisée au sein de modèles à eets mixtes (Chapitre 5, Setion 5.2.2).
4.4 Modèle mixte fontionnel
Nous présentons dans ette setion un autre as partiulier de modèles à variables
latentes : le modèle mixte fontionnel au sein d'un groupe d'individus homogènes.
Nous détaillons dans un premier temps la modélisation adoptée, basée sur une ap-
prohe proposée par Antoniadis et Sapatinas (2007) et plus partiulièrement, nous
dérivons la modélisation hoisie pour les eets aléatoires individuels. Cette modé-
lisation est eetuée dans le domaine des oeients et nous proposons une étude
de simulation visant à visualiser les onséquenes de elle-i sur les eets aléatoires
individuels fontionnels.
4.4.1 Modèle général
Pour dénir notre modèle mixte fontionnel, nous souhaitons étendre la notion
de modèle mixte appliqué au adre des données longitudinales, dérite au Chapitre
2, à un adre fontionnel. Les données observées sont supposées fontionnelles et on
suppose de même que les déviations individuelles par rapport au signal moyen sont
elles aussi fontionnelles. A partir du modèle fontionnel (3.1), ela se traduit par
l'ajout d'un eet aléatoire individuel fontionnel, noté Ui(t), modélisant la variabilité
spéique due à l'individu i. Les eets aléatoires (Ui(t))i=1,...,N sont alors modélisés
omme des réalisations de proessus aléatoires de fontion de ovariane ommune
K(t, t′). Dans e adre, le modèle fontionnel s'érit alors :
Yi(tm) = µ(tm) + Ui(tm) + Ei(tm), (4.10)
en onservant les hypothèses lassiques suivantes,



Ui proessus gaussien entré de ovariane K(t, t
′) = Cov(Ui(t), Ui(t
′)),
Ei(tm) ∼ N (0, σ2E),
Ui ⊥ Ei.
En projetant, omme préédemment, le modèle sur une base d'ondelettes {φ, ψ}
hoisie, on retrouve alors sur les oeients d'ondelettes, un modèle linéaire mixte
anonique donné par :
{
ci,j0k = αj0k + νi,j0k + ε
c
i,j0k, ∀(j, k) ∈ Λ,
di,jk = βjk + θi,jk + ε
d
i,jk,
(4.11)
ave :
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


(εc Ti , ε
d T
i )
T ∼ N (0, σ2εIM),
νi ∼ N (0,Gν = diag(γ2ν)),
θi ∼ N (0,Gθ).
4.4.2 Modélisation de la variabilité individuelle
Spéiation de la matrie de ovariane Gθ
Le point diile ii est de donner une modélisation pour la matrie Gθ. En eet,
suivant la dimension des données onsidérées, qui peut être onséquente dans un
ontexte fontionnel, la taille de la matrie Gθ peut rapidement roître. Si de plus,
elle est supposée non struturée, le nombre de paramètres à estimer est alors du
même ordre et entraîne un problème de sur-ajustement. Il est don important de
proposer une modélisation "simple" permettant de limiter le nombre de paramètres
tout en assurant une exibilité du modèle susante.
Dans le adre de l'étude de données issues des biotehnologies, notre approhe
onsiste à assoier les déviations inter-individuelles à des omportements métabo-
liques propres à l'individu, permettant alors de failiter l'interprétation des eets
aléatoires dans un ontexte fontionnel. Ainsi, pour le as des données de spetro-
métrie de masse (f. Setion 6.2.1), les déviations individuelles sont représentées par
la présene/absene ou la diérene d'expression de ertains peptides entre indivi-
dus et se traduisent par l'observation de la présene/absene de pis et de variabilité
dans leur hauteur. Dans une approhe fontionnelle, ela revient à faire l'hypothèse
d'eets aléatoires individuels partageant au moins la même régularité que les eets
xes. Nous nous plaçons en e sens dans le adre proposé par Antoniadis et Sapati-
nas (2007) qui proposent une modélisation fontionnelle des eets xes et aléatoires
dans le ontexte des espaes de Besov. L'hypothèse d'eets xes et aléatoires parta-
geant au moins la même régularité se traduit alors par l'appartenane des fontions
au même espae fontionnel. Suivant l'idée de Antoniadis et Sapatinas (2007), notre
hoix est de se plaer au sein des espaes de Besov permettant alors une modélisa-
tion exible des deux types d'eets. Dans e adre, Antoniadis et Sapatinas (2007)
proposent une modélisation des eets aléatoires fontionnels Ui(t) dans le domaine
des ondelettes permettant d'en exploiter pleinement les propriétés ainsi que elles
des espaes de Besov. Nous mentionnons à e propos qu'une telle modélisation n'est
pas envisageable à l'aide de splines : en eet, dans le adre des modèles mixtes,
deux approhes similaires dans le ontexte des modèles mixtes ont été proposées
par Huang et Lu (2000) et Angelini et al. (2003) mais les eets xes et les eets
aléatoires sont alors ontraints à se situer dans des espaes fontionnels de régularité
diérentes d'après un argument soulevé par Green et Silverman (1994)[Chap.3℄.
Selon notre modélisation, la matrie Gθ est, en premier lieu, supposée posséder
une struture diagonale, ette hypothèse étant justiée par la propriété dite dé-
orrélante des ondelettes mise en évidene par Zhang et Walter (1994) et Frazier,
4.4. MODÈLE MIXTE FONCTIONNEL 67
Jawerth, et Weiss (1991). Pour une large lasse de proessus, la matrie de variane
ovariane assoiée à la déomposition du proessus dans une base d'ondelettes est
une matrie "presque diagonale", 'est-à-dire qu'on observe une déroissane rapide
des oeients hors diagonale de la matrie Gθ.
D'autre part, partant de la propriété (3.1) de aratérisation des espaes de Besov
par la norme des oeients , le théorème (4.1) proposé par Abramovih, Sapatinas,
et Silverman (1998) et adapté ensuite par Antoniadis et Sapatinas (2007) dans le
adre des modèles mixtes nous donne une ondition néessaire et susante assurant
que les eets individuels Ui(t) appartiennent au même espae fontionnel que l'eet
xe µ(t).
Théorème 4.1. Soit φ une ondelette de régularité r, où max(0, 1
p
− 1
2
) < s < r),
1 ≤ p, q ≤ ∞, et supposons que les oeients d'ondelettes (wjk)(j,k)∈Λ d'une fon-
tion g sont distribués suivant une loi gaussienne entrée de variane γ22−jη. Alors,
pour toute valeur xée des oeients d'éhelle ν, g ∈ Bspq([0, 1]) presque sûrement
si et seulement si :



s+
1
2
− η
2
< 0,
s+
1
2
− η
2
= 0 pour 1 ≤ p <∞ et q = ∞.
La preuve de e théorème est donnée dans l'artile de Abramovih, Sapatinas,
et Silverman (1998).
Ainsi, on en déduit que le ontrle de la déroissane de la variane des oeients
d'ondelettes permet de ontrler la régularité du proessus assoié : pour un eet
xe fontionnel µ(t) appartenant à l'espae de Besov Bspq([0, 1]) et en posant
V(θijk) = (Gθ)jk = γ
22−jη, ∀i = 1, . . . , N, ∀(j, k) ∈ Λ,
le Théorème (4.1) nous donne une ondition néessaire et susante sur la valeur de
η assurant que les eets xes et aléatoires sont bien dans le même espae de Besov.
Morris et Carroll (2006) proposent une proédure d'estimation au sein d'un mo-
dèle mixte fontionnel similaire au modèle (4.10) basée sur l'utilisation d'ondelettes
dans un adre bayésien. Leur modélisation des oeients dans e adre, diérente
de elle que nous adoptons, est basée sur un mélange entre une masse de Dira et
une loi gaussienne. Comme suggéré par es auteurs, il peut aussi être néessaire de
permettre plus de exibilité au modèle en autorisant le paramètre de variane γ2 à
dépendre de la position et du niveau onsidérés en prenant une modélisation en γ2jk.
Signalons que e point est illustré de manière visuelle en Figure 1 de leur artile.
À e stade, une première question est de savoir quelle lasse de proessus peuvent
être atteints par e hoix de modélisation. Antoniadis et Sapatinas (2007) arment
que leur modélisation permet d'atteindre une grande diversité de proessus par le
biais du pouvoir déorrélant des ondelettes mais e point n'a ependant jamais été
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étudié d'un point de vue théorique. L'argument prinipal est avant tout tehnique
puisqu'une telle modélisation permet de se ramener à la manipulation de matries
diagonales et an d'en évaluer la rihesse, nous proposons dans la setion suivante
une étude qualitative des proessus induits par ette modélisation.
Remarquons enn que l'approhe adoptée ii est diérente des approhes adop-
tées plus généralement dans la ommunauté du traitement du signal : en eet, dans
e ontexte, la stratégie largement onsidérée est de se plaer, dans le domaine fon-
tionnel, dans une lasse partiulière de proessus (par exemple, dans la lasse des
proessus stationnaires, à aroissements stationnaires ou enore autorégressifs) et
d'en déduire des propriétés sur les oeients d'ondelettes assoiés. On peut iter
omme exemple les travaux de Istas (1992) pour les proessus gaussiens, de Abry
et al. (1995) pour les proessus stationnaires ou de Dalhaus et al. (1999) pour les pro-
essus autorégressifs. Néanmoins, e type de modélisation ne permet pas en général
d'atteindre les objetifs souhaités dans notre as, à savoir le ontrle de la régularité
des trajetoires mais aussi le ontrle du nombre de paramètres du modèle. En eet,
e type d'approhe onduit en général à des matries de ovariane Gθ de struture
omplexe dans le domaine des ondelettes néessitant, omme Johnstone et Silver-
man (1997) ou von Sahs et MaGibbon (2000) dans un adre de seuillage de pro-
essus respetivement stationnaires ou loalement stationnaires, de se ramener à des
matries diagonales par la propriété déorrélante des ondelettes. Cependant, ette
approximation induit alors une restrition quant à la lasse de proessus onernée
qu'il est diile de maîtriser.
Proessus engendrés
Nous plaçons une modélisation partiulière sur la struture de ovariane assoiée
aux eets aléatoires individuels où les varianes des oeients sont supposées être
de la forme γ22−jη. Le hoix d'une telle approhe nous amène à la question suivante :
dans le domaine temporel, quels types de proessus peuvent être approhés à l'aide
de ette modélisation ? Plus partiulièrement, notre objetif dans ette setion est
d'évaluer la exibilité d'une telle modélisation an de ne pas se restreindre à une
lasse de proessus trop restritive et d'étudier le rle des paramètres entrant dans
la modélisation, omme le paramètre de régularité η ou enore le hoix de la base
d'ondelettes.
En adoptant une stratégie inverse, on peut montrer que la représentation dans
le domaine des ondelettes de proessus stationnaires à ourte ou longue dépendane
onduit à des varianes résultantes dépendant uniquement du niveau de résolution j
et restant onstantes au sein d'un même niveau. Pour des proessus non-stationnaires
ou sous une hypothèse de stationnarité loale, on obtient dans e as, des varianes
variant ave l'éhelle j et la position k. Ces arguments sont notamment utilisés par
Johnstone et Silverman (1997) et von Sahs et MaGibbon (2000) pour développer,
dans un adre d'estimation, des stratégies de seuillage pour es types de proessus.
Par ontre, la déomposition de tels proessus dans le domaine des ondelettes ne
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résulte pas en général en une modélisation simple de la matrie de ovariane.
Par ailleurs, l'approhe onsistant à modéliser la ovariane du proessus dans
le domaine des ondelettes a fait l'objet de relativement peu de travaux et nous
proposons dans ette setion une étude qualitative permettant d'appréhender la
exibilité de la modélisation adoptée et l'inuene du paramètre de régularité η.
Le alul de la fontion de ovariane K(s, t) à partir de la matrie des varianes
Gθ n'est pas réalisable analytiquement pour la majorité des bases d'ondelettes ar
elles ne possèdent pas d'expression analytique onnue. En revanhe, en utilisant la
base d'ondelettes de Haar pour laquelle les fontions d'éhelle et de détails s'ex-
priment simplement et possèdent des supports disjoints, il est possible de aluler
la fontion de ovariane à partir des oeients d'ondelettes de manière exate.
On rappelle que les fontions d'éhelle et les ondelettes de la base de Haar sont
dénies par :
φj0k(x) =
{
2
j0
2
si x ∈ [ k
2j0
, k+1
2j0
[,
0 sinon,
et :
ψjk(x) =



2
j
2
si x ∈ [ 2k
2j+1
, 2k+1
2j+1
[,
−2 j2 si x ∈ [2k+1
2j+1
, 2k+2
2j+1
[,
0 sinon.
La déomposition de l'eet aléatoire individuel Ui(t) ∈ Bspq([0, 1]) dans la base de
Haar s'érit alors pour tout t ∈ [0, 1] et tout i = 1, . . . , N :
Ui(t) =
2j0−1∑
k=0
νi,j0kφj0k(t) +
∑
j≥j0
2j−1∑
k=0
θi,jkψjk(t). (4.12)
Soit (t, s) ∈ [0, 1[. La fontion de ovariane K(s, t) de Ui(t) est donnée par :
K(s, t) = Cov
(
Ui(t)Ui(s)
)
= E
(
Ui(t)Ui(s)
)
− E
(
Ui(t)
)
E
(
Ui(s)
)
. (4.13)
Par la suite, nous distinguerons les as t 6= s et t = s et pour simplier les aluls,
nous prendrons j0 = 0.
Cas t 6= s On peut supposer sans perte de généralité que s > t. Les variables
θi,jk et νi,00 sont entrées et indépendantes entre elles pour tout j ≥ 0 et tout
k = 0, . . . , 2j − 1. L'expression (4.13) devient alors :
K(s, t) = E
(
ν2i,00
)
φ00(t)φ00(s) +
∑
j≥0
2j−1∑
k=0
E
(
θ2i,jk
)
ψjk(t)ψjk(s)
= γ2ν +
∑
j≥0
2j−1∑
k=0
E
(
θ2i,jk
)
ψjk(t)ψjk(s).
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Figure 4.1  Représentation du ouple d'indies (jts, kts) pour un ouple de points
(t, s) partiulier.
Soit (jts, kts) tels que : {
t ∈ [ 2kts
2jts+1
, 2kts+1
2jts+1
[
s ∈ [2kts+1
2jts+1
, 2kts+2
2jts+1
[
Le ouple (jts, kts) existe et est unique. Il dépend des valeurs de t et s et orres-
pond au premier intervalle dyadique sur lequel les points t et s sont à heval. Cei
est illustré sur la Figure 4.1 pour deux points t et s partiuliers : on peut observer
qu'à partir du niveau de résolution j = 2, les points t et s se trouvent sur deux
fontions d'ondelettes ayant des supports disjoints. Sur et exemple partiulier, on
a alors jts = 1 et kts = 0. De manière générale, pour les valeurs (jts, kts), on a alors :
∀j > jts Pour tout k = 0, . . . , 2j − 1, ψjk(t)ψjk(s) = 0,
∀j < jts ∃! k tel que ψjk(t) 6= 0, et ψjk(t) = ψjk(s) = 2
j
2 6= 0,
Pour j = jts ∃! k tel que ψjk(t) 6= 0, et ψjk(t) = −ψjk(s) = 2
j
2 6= 0.
La fontion de ovariane s'exprime alors omme :
K(s, t) = γ2ν +
jts∑
j=0
2j−1∑
k=0
E
(
θ2i,jk
)
ψjk(t)ψjk(s)
= γ2ν +
jts−1∑
j=0
E
(
θ2i,jk
)
2j − E
(
θ2i,jtsk
)
2jts.
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En prenant une modélisation telle que proposée par Antoniadis et Sapatinas (2007),
à savoir que E
(
θ2i,jk
)
= γ22−jη, pour tout j ≥ 0 et tout k = 0, . . . , 2j − 1, on obtient
alors :
K(s, t) = γ2ν +
jts−1∑
j=0
γ22j(1−η) − γ22jts(1−η)
= γ2ν + γ
21− 2jts(1−η)
1− 2(1−η) − γ
22jts(1−η)
= γ2ν + γ
21− 2jts(1−η)
(
2− 2(1−η)
)
1− 2(1−η) .
Cas t = s Soit t ∈ [0, 1[. Dans e as, on a :
K(t, t) = E
(
ν2i,00
)(
φ00(t)
)2
+
∑
j≥0
2j−1∑
k=0
E(θ2i,jk)
(
ψjk(t)
)2
= γ2ν +
∑
j≥0
2j−1∑
k=0
E(θ2i,jk)
(
ψjk(t)
)2
.
Pour haque niveau j, il existe un unique indie k tel que ψjk(t) = 2
j/2 6= 0, d'où :
K(t, t) = γ2ν +
∑
j≥0
E(θ2i,jk)2
j
On onstate alors que pour une modélisation onstante de la variane, 'est-à-dire
ave E(θ2i,jk) = γ
2
pour tout j, k, la quantité K(t, t) n'est pas dénie, ar non-
sommable. En onsidérant la modélisation en E
(
θ2i,jk
)
= γ22−jη, pour tout j, k,
K(t, t) est dénie si et seulement si 2(1−η) < 1, i.e., si et seulement si η > 1. Dans
e as, on a :
K(t, t) = γ2ν +
∑
j≥0
γ22−jη2j
= γ2ν + γ
2
∑
j≥0
[
2(1−η)
]j
= γ2ν +
γ2
1− 2(1−η)
Finalement, la fontion K(s, t) s'exprime de la façon suivante :
K(s, t) =
{
γ2ν + γ
2
(1−2jts(1−η)(2−2(1−η))
1−2(1−η)
)
si t 6= s,
γ2ν +
γ2
1−2(1−η) sinon.
(4.14)
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On onstate alors que le proessus onsidéré n'est pas stationnaire ar jts dépend
de t et de s et non pas de la diérene (t− s). En fait, une telle modélisation donne
aès à une large lasse de proessus, englobant aussi ertaines lasses de proessus
non stationnaires. Basé sur le travail d'Abramovih et al. (1998), Antoniadis et Sa-
patinas (2007) remarquent que la quantité E
(
θ2i,jk
)
représente la variane a priori
des oeients d'ondelettes non-nuls de la déomposition de l'eet fontionnel Ui.
Le hoix d'une modélisation en γ22−jη orrespond à un prior donnant la même pro-
babilité aux oeients d'un même niveau d'être non-nuls. Ce type de prior donne
aès entre autres à la modélisation de proessus auto-similaires dont le mouvement
brownien fait partie.
En Figure 4.2 sont représentées les matries de variane ovariane assoiées au
proessus Ui pour diérentes valeurs du paramètre η (η ∈ {1.001, 1.5, 2, 4}). Les
valeurs de γ2ν et γ
2
sont hoisies égales à 1. Nous pouvons observer la liaison entre
le paramètre η et la régularité du proessus sous-jaent : en eet, sur la matrie de
ovariane orrespondant à la valeur η = 1.001, les valeurs de ovarianes sont très
faibles devant les valeurs des varianes. Cela orrespond à des valeurs suessives
faiblement orrélées et don à des proessus très irréguliers. A l'inverse, une grande
valeur de η induit des dépendanes de longue portée onduisant à des proessus très
lisses.
Cei est illustré en Figure 4.3 où des exemples de proessus sont représentés pour
haune des valeurs du paramètre η données i-dessus.
Conernant les autres bases d'ondelettes, une manière détournée d'aéder à la
fontion K(s, t) onsiste à l'approher en eetuant la transformée en ondelettes
inverse de la matrie de variane-ovariane Gθ. Pour des valeurs xées de γ
2
ν et
γ22−jη et pour une base d'ondelettes donnée (et don une matrie de ltres W),
la matrie K = WTGθW représente une approximation disrétisée de la fontion
de ovariane K(s, t) dans le domaine fontionnel. Il est alors possible de simuler
des proessus dans e adre en simulant des réalisations de lois gaussiennes entrées
de variane γ2ν pour les oeients d'approximation et de variane γ
22−jη pour les
oeients de détails. On applique par la suite une transformation disrète inverse
aux oeients ainsi simulés.
En Figure 4.4, nous avons représenté des exemples de proessus pour plusieurs
valeurs de η (mêmes valeurs que dans le as préédent) et plusieurs bases d'ondelettes
(Haar, Daubehies à 2 moments nuls et Daubehies à 8 moments nuls). On peut
observer sur es graphes que les proessus résultant d'une telle approximation sont
très dépendants de la base d'ondelettes hoisie, traduisant la volonté de modéliser
des eets xes et aléatoires présentant une struture partagée.
Cependant, il est important de garder à l'esprit que ette méthode de simulation
onduit à des erreurs d'approximation et dans ertains as à une approximation très
impréise de la fontion K(s, t). La onduite d'une étude de simulation sur l'erreur
d'approximation réalisée dans le as de la base de Haar, où la fontion de ovariane
est onnue de manière exate, nous a permis de mettre en évidene le fait que la
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Figure 4.2  Matries de variane ovariane assoiées au proessus Ui pour dié-
rentes valeurs du paramètre η (η ∈ {1.001, 1.5, 2, 4}). Les matries représentées sont
de taille 64×64. Les paramètres γ2ν et γ2 sont xés à 1
préision de l'approximation est très sensible à la valeur du paramètre η. Ainsi, plus
la valeur du paramètre η est faible ('est à dire, moins le proessus est régulier), plus
le biais et l'éart quadratique moyen entre la fontion K et son approximation sont
grands. Ce phénomène est représenté en Figure 4.5.
Enn, omme remarqué par Morris et Carroll (2006), il peut être utile pour mo-
déliser ertains types de données de permettre au paramètre γ2 de dépendre de la
position (j, k). En eet, l'hypothèse d'une variane de l'eet aléatoire dépendant uni-
quement du niveau j (par l'intermédiaire du terme 2−jη) semble être trop restritive
omme nous le verrons ave les exemples d'appliations sur données réelles. Cette
possibilité est prise en ompte dans notre modèle permettant ainsi de modéliser une
plus grande variété de proessus. Des exemples de tels proessus sont représentés en
Figure 4.6, en prenant des varianes de la forme γ2jk pour les oeients de détails.
Cependant, ette modélisation a pour eet d'entraîner une forte augmentation du
nombre de paramètres pouvant réer des instabilités d'estimations.
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Figure 4.3  Exemple de proessus de fontion de ovarianeK(s, t) pour diérentes
valeurs du paramètre η (η ∈ {1.001, 1.5, 2, 4}). Les signaux représentés sont de taille
512. Les paramètres γ2ν et γ
2
sont xés à 1
En résumé, nous avons introduit dans e hapitre les prinipaux ingrédients
onstituant la base de notre modèle de lassiation non-supervisée dans les mo-
dèles mixtes fontionnels. Le point ritique au sein des modèles mixtes fontionnels
est la modélisation des eets aléatoires fontionnels et plus partiulièrement de la
ovariane assoiée. Néanmoins, la dimension fontionnelle des données onsidérées
entraîne, de même que dans les modèles sans eet aléatoire, des diultés d'ajus-
tement et de e fait, une néessité de réduire la dimension du modèle. Ce point
n'est pas abordé dans ette partie pour les modèles mixtes fontionnels ar ette
problématique est traitée en détails au ours de la deuxième partie de e manusrit.
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Figure 4.4  Exemple de proessus obtenus pour diérentes valeurs du paramètre
η (η ∈ {1.001, 1.5, 2, 4}) et diérentes bases d'ondelettes (Haar, Daubehies à 2
moments nuls et Daubehies à 8 moments nuls). Ces proessus ont été obtenus en
simulant des oeients dans le domaine des ondelettes selon notre modèle puis en
eetuant une transformation inverse. Les signaux représentés sont de taille 512.
Les paramètres γ2ν et γ
2
sont xés à 1
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Figure 4.5  Boxplots des biais et éarts quadratiques moyens (EQM) obtenus entre
la fontion de ovariane exate et son approximation basée sur la transformée dis-
rète inverse en utilisant la base d'ondelettes de Haar. Les valeurs observées sont
données en fontion du paramètre η assoié à la régularité du proessus onsidéré.
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Figure 4.6  Exemple de proessus obtenus pour diérentes valeurs du paramètre
η (η ∈ {1.001, 1.5, 2, 4}) et diérentes bases d'ondelettes (Haar, Daubehies à 2
moments nuls et Daubehies à 8 moments nuls). Ces proessus ont été obtenus en
simulant des oeients dans le domaine des ondelettes selon notre modèle puis
en eetuant une transformation inverse. Les signaux représentés sont de taille 512.
Ii, les paramètres de varianes γ2jk varient ave le niveau (j, k) et sont simulés selon
une loi gamma.
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Deuxième partie
Classiation non supervisée dans les
modèles mixtes fontionnels
79

Introdution
Au ours de ette deuxième partie, nous présentons e qui représente la première
ontribution de e travail de thèse, à savoir, le développement d'une proédure per-
mettant de réaliser une lassiation non-supervisée de ourbes dans le adre des
modèles mixtes fontionnels.
Dans un premier hapitre, nous introduisons, en premier lieu, le modèle de las-
siation non supervisée au sein des modèles mixtes que nous avons développé. Ce
modèle est une extension du modèle de lassiation fontionnel et du modèle mixte
mixte fontionnel présentés au Chapitre 4. Puis, nous présentons dans un deuxième
temps notre proédure de lassiation basée sur une approhe probabiliste de la
lassiation non supervisée. Notre proédure se déroule en deux étapes : une pre-
mière étape de rédution de dimension tirant parti des propriétés de parimonie des
ondelettes et une deuxième étape d'estimation des paramètres du modèle, servant
à obtenir une lassiation nale des individus. Le hoix du nombre de groupes est
réalisé a posteriori grâe à un ritère de séletion de type BIC (Bayesian Information
Criteria).
Dans un deuxième hapitre, nous présentons une vaste étude de simulations
permettant d'évaluer le omportement de notre proédure fae à diérentes ongu-
rations de données simulées. Pour e faire, nous nous sommes attahés à développer
un adre de simulation rigoureux permettant la réation systématique de données
synthétiques. Nous proposons au ours de ette étude une omparaison à une pro-
édure développée par James et Sugar (2003) reposant sur un modèle non paramé-
trique similaire mais basée sur l'utilisation de splines. Nous onsidérons ensuite deux
appliations à des données issues du domaine des sienes du vivant. Les données
onsidérées sont, pour les premières, des données protéomiques produites à l'aide
de la tehnologie de spetrométrie de masse pour lesquelles l'utilisation d'ondelettes
dans un adre fontionnel représente un outil d'analyse privilégié. Le deuxième jeu
de données onsidéré est un jeu de données génomiques issu de la tehnologie des
miroarray CGH. Conernant e type de données, la présene d'une variabilité indi-
viduelle est une piste de reherhe enore peu examinée dans la littérature atuelle
et nous proposons ii une première étude qualitative de la lassiation de e type
de données dans un adre mixte.
Enn, nous signalons que les travaux présentés dans ette partie font l'objet d'une
publiation (Giaofi et al. 2013), et que les méthodes proposées sont implémentées
81
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au sein d'un pakage R appelé urvlust disponible librement sur le site du CRAN
http://ran.r-projet.org/.
Chapitre 5
Modèle de mélange mixte fontionnel
Nous présentons à présent le modèle de lassiation non supervisée au sein
des modèles mixtes utilisé dans la première partie de e travail. Ce modèle est une
extension du modèle de lassiation fontionnel et du modèle mixte fontionnel
présentés au Chapitre 4. Au ours de e hapitre, nous ommençons par introduire
le modèle omplet puis nous dérivons les deux étapes de notre proédure de las-
siation non supervisée onsistant en une étape de rédution de dimension et une
étape d'ajustement du modèle.
5.1 Présentation du modèle omplet
Considérons N individus pour lesquels nous disposons de ourbes (Yi(t))i=1,...,N
observées au ours du temps en M points équirépartis t = (t1, . . . , tM) et nous
supposons que M = 2J où J est un entier naturel. Sans perte de généralité, nous
pouvons supposer que tj ∈ [0, 1] pour tout j = 1, . . . ,M . Nous supposons de plus
que les individus sont issus de L lasses et nous notons ζiℓ la variable binaire valant
1 si l'individu i appartient à la lasse ℓ et 0 sinon.
Sahant que {ζiℓ = 1}, notre modèle fontionnel s'érit alors :
Yi(tj) = µℓ(tj) + Ui(tj) + Ei(tj), ∀i = 1, . . . , N, ∀j = 1, . . . ,M, (5.1)
où µℓ est un eet xe fontionnel représentant le omportement moyen des individus
au sein de la lasse ℓ, Ui est un eet aléatoire fontionnel propre à l'individu i
représentant la déviation de son omportement par rapport au omportement moyen.
Dans le domaine fontionnel, de même qu'au sein du modèle mixte fontionnel (4.10),
Ui est une réalisation d'un proessus Gaussien entré de fontion de ovariane
K(t, t′). Enn, Ei est une réalisation d'un proessus Gaussien entré de fontion de
ovariane σ2Eδtt′ , ave δ symbole de Kroneker.
Dans un adre non-paramétrique, James et Sugar (2003) proposent un modèle si-
milaire assoié à une représentation de e dernier dans une base de splines ubiques.
Leur modèle est développé dans un ontexte de modélisation de ourbes régulières
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et observées de manière parimonieuse, 'est-à-dire ave une taille de données rai-
sonnables. Ces deux aratéristiques en font une modélisation non adaptée à notre
ontexte puisque nous herhons à modéliser des ourbes possédant de fortes irré-
gularités et pour lesquelles nous disposons d'un grand nombre d'observations. C'est
pourquoi notre hoix de modélisation s'est dirigé vers l'utilisation d'une représen-
tation du modèle (5.1) dans une base d'ondelettes, partiulièrement adaptée à la
modélisation de ourbes irrégulières en grande dimension.
Ainsi, pour une base d'ondelettes {φ, ψ} hoisie, la représentation du modèle (5.1)
peut être obtenue dans le domaine des ondelettes sur les oeients empiriques de
la déomposition. Pour tout i = 1, . . . , N , et sahant que {ζiℓ = 1} :
{
ci,00 = αℓ,00 + νi,00 + ε
c
i,00,
di,jk = βℓ,jk + θi,jk + ε
d
i,jk, ∀(j, k) ∈ Λ.
(5.2)
Dans un soui de lisibilité, l'indie 00 onernant les oeients d'approximation
sera omis par la suite. Les hypothèses présentées au Chapitre 4 pour les modèles
fontionnels (4.7) et (4.10) sont onservées pour les oeients assoiés aux eets
aléatoires fontionnels et aux erreurs de mesure. À savoir, pour tout i = 1, . . . , N ,
nous supposons que :



εi ∼ N (0, σ2εIM),
νi ∼ N (0, γ2ν),
θi ∼ N (0,Gθ),
(νTi , θ
T
i )
T ⊥ εi,
νi ⊥ θi,jk, ∀(j, k) ∈ Λ,
où Gθ est une matrie diagonale de terme général [Gθ]jk,jk = 2
−jηγ2. Cette hypo-
thèse nous plae dans le ontexte de modélisation mixte fontionnelle proposé par
Antoniadis et Sapatinas (2007) et détaillé au ours de la Setion 4.4.2.
Comme proposé par Morris et Carroll (2006), le modèle peut être étendu aux
as où le paramètre de variane assoié aux eets individuels dépend de la position
(γ2jk), de plus nous orons la possibilité d'une dépendane au groupe (γ
2
ℓ ), ou aux
deux à la fois (γ2jkℓ) : en eet, dans un ontexte de lassiation, il peut être utile de
permettre des niveaux de variabilité dépendant du groupe. Cei a pour eet d'élargir
la lasse de proessus atteignables par la modélisation proposée. Nous verrons sur
des appliations à des données réelles que e type de modélisation peut onduire à
une amélioration des résultats de lassiation par une meilleure prise en ompte de
la variabilité inter-individuelle.
Notons tout de même que même si l'on peut dénir théoriquement le modèle
partiulier où la variane est de la forme γ2jkℓ, en pratique, ette modélisation onduit
en général à des modèles trop rihes en paramètres et don diiles à ajuster.
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5.2 Proédure d'estimation
Nous dérivons à présent la proédure développée pour la lassiation non su-
pervisée fontionnelle en présene de variabilité individuelle. La proédure proposée
se déompose en deux étapes distintes.
1. Nous ommençons par une étape de rédution de dimension basée sur les teh-
niques de seuillage des ondelettes. La taille onséquente des données onsidé-
rées tout au long de e travail rend ette étape néessaire et notre but est de
séletionner les oeients les plus informatifs pour la lassiation.
2. Nous nous intéressons ensuite à l'estimation des paramètres du modèle (4.8)
par maximum de vraisemblane. Cei est réalisé au moyen de l'algorithme EM
dans un ontexte où deux types de variables latentes sont renontrées : les
variables d'appartenane aux lasses et les eets aléatoires individuels.
La desription détaillée de es deux étapes fait l'objet des deux prohaines se-
tions. En dernier lieu, nous présentons le ritère utilisé pour le hoix du nombre de
groupes qui est un ritère de type BIC (Shwarz 1978), ouramment utilisé dans un
ontexte de séletion de modèle.
5.2.1 Étape de rédution de dimension
Le problème de la grande dimension des données onsidérées reste un point ri-
tique dans le as des modèles mixtes fontionnels, et plus enore dans un adre de
lassiation non supervisée. Les soures de "bruit" pour la lassiation sont alors
multiples. La présene d'eets aléatoires individuels en est un premier : en eet, du
fait de leur struture partiulière, des diérenes dues à une forte variabilité indi-
viduelle peuvent être interprétées omme des diérenes de omportement moyen
et introduire des biais dans la lassiation nale. Par ailleurs, une autre soure de
bruit vient du fait qu'une partie des positions onsidérées dans le modèle ne sont
pas pertinentes vis-à-vis de l'objetif de lassiation : en eet, les positions possé-
dant le même niveau pour tous les individus ne permettent pas de disriminer les
individus. L'objetif "idéal" serait alors de parvenir à identier es positions an de
les retirer de l'analyse omme ela a été réalisé par Antoniadis, Bigot, et von Sahs
(2008) dans un adre de lassiation fontionnelle non-supervisée (.f. Chapitre 4,
Setion 4.3.3).
Nous proposons d'utiliser la proédure de rédution de dimension suivante, ba-
sée sur la stratégie développée par Antoniadis, Bigot, et von Sahs (2008). Notre
proédure se déompose en deux étapes distintes :
1. Eetuer un seuillage individuel dur lassique. Pour rappel, ela onsiste à
mettre à zéro les oeients d'ondelettes (di,jk)ijk dont la valeur absolue est
inférieure au seuil universel λ = σ̂
√
2 logM . Pour remplaer σ̂, nous hoisissons
de prendre l'estimateur (3.15) usuellement utilisé dans e adre, basé sur le
MAD des oeients au niveau de résolution le plus n. Cette stratégie est
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dérite au Chapitre 3, Setion 3.11. Nous obtenons ainsi une estimation robuste
de la variane des oeients au niveau de résolution le plus n donnée par
V(di,J−1 k) = 2
−(J−1)ηγ2 + σ2ε .
2. Prendre l'union des oeients séletionnés durant l'étape de seuillage. Cela
a pour eet de retirer les positions dont les oeients d'ondelettes sont nuls
pour tous les individus, es positions n'apportant, de toute façon, pas d'infor-
mation pour l'objetif nal de lassiation. De plus, on obtient une séletion
de positions qui est ommune à tous les individus et omme souligné par An-
toniadis, Bigot, et von Sahs (2008), ette stratégie nous assure de disposer de
bonnes propriétés onernant l'estimateur résultant.
Par la suite, l'estimation des paramètres du modèle sera réalisée uniquement sur
les positions séletionnées par notre proédure de rédution de dimension. Dans un
soui de larté, nous n'introduisons ependant pas de nouvelles notations.
Signalons en première remarque que notre proédure de rédution de dimension
n'atteint pas l'objetif idéal dérit en introdution de ette setion : les positions
pour lesquelles les niveaux des eets xes de haque lasse sont égaux ne sont pas
identiées ii. Cette idée orrespond à la troisième étape de la stratégie proposée
par Antoniadis, Bigot, et von Sahs (2008) basée sur l'utilisation d'un test de Ney-
man sur les diérenes individuelles suessives à une position donnée. Cependant,
e test n'est pas adapté au type de données onsidérées dans notre ontexte. En
eet, e test est partiulièrement adapté à l'étude d'images fontionnelles ar sa
puissane est diretement liée au aratère reux des veteurs étudiés. Dans le as
de l'analyse d'images struturées, les individus sont représentés par des pixels et une
forte proportion de pixels suessifs sont alors similaires, impliquant un veteur des
diérenes parimonieux.
Une deuxième remarque onerne le seuillage individuel réalisé durant la pre-
mière étape. Une stratégie plus adaptée onsisterait à prendre à ompte la présene
d'eets aléatoires, 'est-à-dire, la présene d'un terme de variabilité individuelle, en
onsidérant un seuillage dépendant du niveau de résolution. Cela permettrait d'ee-
tuer une rédution de dimension plus onséquente, grâe à la prise en ompte d'une
plus grande partie de la variane. Cependant, la mise en plae d'une telle stratégie
néessite de disposer d'estimateurs des varianes σ2ε et γ
2
. Dans un adre de lassi-
ation non supervisée, l'estimation de es deux paramètres revient à un problème
d'estimation de varianes lorsque les moyennes sont inonnues et diérentes. Étant
donné que l'on ne dispose d'auune information sur les labels des individus dans
ette première étape, e problème est diile à traiter sans sarier à la rapidité
d'exéution de l'étape de rédution de dimension.
5.2.2 Estimation des paramètres
Les paramètres du modèle (5.2) donnés par (π,Gθ, γ
2
ν , γ
2,β,α, σ2ε) sont ensuite
estimés par maximum de vraisemblane au moyen de l'algorithme EM (f. Setion
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4.2.2). Dans le ontexte onsidéré, nous sommes fae à deux types de données non
observées : les variables d'appartenane aux groupes ainsi que les eets aléatoires
individuels. L'algorithme EM permet naturellement de onsidérer les deux types de
variables latentes et plus partiulièrement, de les traiter de manière séparée grâe à
la relation suivante sur la log-vraisemblane des données omplètes. Cette dernière
se déompose en eet en trois termes distints :
logL(d, c, θ,ν, ζ;π, γ2ν , γ2,β,α, σ2ε) = logL(d, c|θ,ν, ζ;β,α, σ2ε)
+ logL(θ,ν; γ2, γ2ν) + logL(ζ;π), (5.3)
dont les diérents termes s'expriment de la manière suivante :
logL(ζ;π) =
N∑
i=1
L∑
ℓ=1
ζiℓ log πℓ, (5.4)
− 2 logL(θ,ν; γ2ν , γ2) = Cste +N log |Gθ|+
N∑
i=1
θTi G
−1
θ θi
+N log γ2ν + γ
2
ν
N∑
i=1
ν2i , (5.5)
− 2 logL(d, c|θ,ν, ζ;β,α, σ2ε) = Cste +NM log σ2ε
+
1
σ2ε
N∑
i=1
L∑
ℓ=1
ζiℓ
{
[di − βℓ − θi]T [di − βℓ − θi]
+[ci − αℓ − νi]2
}
. (5.6)
L'algorithme EM onsiste alors à maximiser l'espérane de es diérentes quan-
tités onditionnellement aux données observées et se déompose en deux étapes
distintes : le alul des espéranes onditionnelles réalisé dans l'étape E et la maxi-
misation de es dernières dans l'étape M.
Prédition des variables latentes
L'étape E se ramène à eetuer une prédition des variables latentes, et don
dans e as partiulier, au alul des probabilités a posteriori d'appartenanes aux
groupes et au alul des préditions des eets aléatoires ainsi que de leurs varianes
onditionnellement aux données observées. Les probabilités a posteriori d'apparte-
nanes aux groupes sont notées :
τiℓ = E[ζiℓ|di], ∀i = 1, . . . , N, ∀ℓ = 1, . . . , L,
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et es quantités sont prédites à l'itération [h] par :
τ
[h+1]
iℓ =
π
[h]
ℓ f
(
ci,di;α
[h]
ℓ , β
[h]
ℓ ,G
[h] + σ
2 [h]
ε IM
)
∑L
p=1 π
[h]
p f
(
ci,di;α
[h]
p , β
[h]
p ,G[h] + σ
2 [h]
ε IM
) , (5.7)
où f est la fontion de densité assoiée à une distribution Gaussienne etG = diag(γ2ν ,Gθ).
A e stade, en utilisant la formule d'Henderson (1975), les préditions des eets
aléatoires à l'itération [h] sont alors données par :
θ̂
[h+1]
iℓ,jk = E[θi,jk|ζiℓ = 1, di,jk] =
[di,jk − βℓ,jk]
1 + 2jησ
2 [h]
ε /γ2 [h]
, ∀(j, k) ∈ Λ,
ν̂
[h+1]
iℓ = E[νi|ζiℓ = 1, ci] =
[ci − αℓ]
1 + 2jησ
2 [h]
ε /γ
2 [h]
ν
. (5.8)
Ces quantités sont usuellement appelées BLUP (Best Linear Unbiaised Predition)
dans le ontexte des modèles mixtes.
Remarquons que les préditions des eets aléatoires (5.8) ainsi que de leurs va-
rianes onditionnellement aux données observées néessitent de prendre en ompte
la dépendane aux groupes. En eet, même si la variable θi est indépendante du
groupe auquel appartient l'individu i, le onditionnement des variables θi par les
données di fait apparaître une dépendane à la lasse de l'individu i. La justiation
est donnée i-dessous :
E[logL(θ,ν; γ2, γ2ν)|d] =
N∑
i=1
E[logL(θi, νi; γ2, γ2ν)|di]
=
N∑
i=1
∫
logL(θi, νi; γ2, γ2ν)f(θi, νi; γ2, γ2ν |di)dθ
=
N∑
i=1
L∑
ℓ=1
P(ζiℓ = 1|di)E[logL(θi, νi)|di, ζiℓ = 1].
Par ailleurs, l'expression de la variane des eets aléatoires onditionnellement aux
données observées est alors donnée par :
V[θi,jk|di,jk] =
σ
2 [h]
ε
1 + 2jησ
2 [h]
ε /γ2 [h]
, ∀(j, k) ∈ Λ,
V[νi|ci] =
σ
2 [h]
ε
1 + σ
2 [h]
ε /γ
2 [h]
ν
.
Nous pouvons remarquer que les varianes a posteriori ne dépendent, quant à elles,
pas des lasses individuelles.
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Mise à jour des paramètres
Les préditions alulées au ours de ette première étape (étape E) permettent
alors le alul eetif des espéranes onditionnelles (5.4), (5.5) et (5.6) et permettent
ainsi la mise à jour des paramètres à l'itération [h + 1]. Cei est réalisé par la
maximisation de es espéranes onditionnelles au ours de l'étape M. La mise à
jour des poids est alors donnée par :
π̂
[h+1]
ℓ =
1
N
N∑
i=1
τ
[h+1]
iℓ ∀ℓ ∈ {1, . . . , L}. (5.9)
Vient ensuite la mise à jour des varianes γ2 et γ2ν :
γ̂2 [h+1] =
1
N(M − 1)
∑
ijkℓ
2jητ
[h+1]
iℓ
[
θ̂
2 [h+1]
iℓ,jk +
(
σ
2 [h]
ε
1 + 2jησ
2 [h]
ε /γ2 [h]
)]
, (5.10)
γ̂2 [h+1]ν =
1
N
N∑
i=1
[
ν̂
2 [h+1]
iℓ +
σ
2 [h]
ε
1 + σ
2 [h]
ε /γ
2 [h]
ν
]
. (5.11)
Enn les mises à jour des paramètres de moyennes α et β :
β̂
[h+1]
ℓ =
[
N∑
i=1
τ
[h+1]
iℓ
]−1 N∑
i=1
τ
[h+1]
iℓ
[
di − θ̂
[h+1]
iℓ
]
, ∀ℓ = 1, . . . , L, (5.12)
α̂
[h+1]
ℓ =
[
N∑
i=1
τ
[h+1]
iℓ
]−1 N∑
i=1
τ
[h+1]
iℓ
[
ci − ν̂ [h+1]iℓ
]
, (5.13)
et de la variane du bruit :
σ̂2 [h+1]ε =
1
NM
∑
i,ℓ
τ
[h+1]
iℓ
{∑
j,k
[
di,jk − β [h+1]ℓ,jk − θ̂
[h+1]
iℓ,jk
]2
+
∑
j,k
σ
2 [h]
ε
1 + 2jησ
2 [h]
ε /γ2 [h]
[
ci − α[h+1]ℓ − ν̂
[h+1]
iℓ
]2
+
σ
2 [h]
ε
1 + σ
2 [h]
ε /γ
2 [h]
ν
}
. (5.14)
Les mises à jour i-dessus sont données dans le modèle simple pour lequel le
paramètre de variane des eets aléatoires est onstant (γ2). On peut aisément
dériver les mêmes aluls dans le as où e paramètre dépend du groupe (γ2ℓ ), de la
position (γ2jk) ou des deux à la fois (γ
2
ℓjk). Les formules de mises à jour sont alors
données par :
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γ̂
2 [h+1]
ℓ =
1
N(M − 1)
[
N∑
i=1
τ
[h+1]
iℓ
]−1∑
ijk
2jητ
[h+1]
iℓ
[
θ̂
2 [h+1]
iℓ,jk +
(
σ
2 [h]
ε
1 + 2jησ
2 [h]
ε /γ
2 [h]
ℓ
)]
,
γ̂
2 [h+1]
jk =
1
N
∑
iℓ
2jητ
[h+1]
iℓ
[
θ̂
2 [h+1]
iℓ,jk +
(
σ
2 [h]
ε
1 + 2jησ
2 [h]
ε /γ
2 [h]
jk
)]
,
γ̂
2 [h+1]
ℓ,jk =
[
N∑
i=1
τ
[h+1]
iℓ
]−1 N∑
i=1
2jητ
[h+1]
iℓ
[
θ̂
2 [h+1]
iℓ,jk +
(
σ
2 [h]
ε
1 + 2jησ
2 [h]
ε /γ
2 [h]
ℓ,jk
)]
.
Les étapes E et M sont répétées itérativement jusqu'à onvergene de l'algo-
rithme, l'arrêt de e dernier reposant alors sur les diérenes relatives des valeurs
estimées des paramètres entre deux itérations. Les lasses des individus sont alors
déduites des estimations nales des probabilités d'appartenane (τiℓ)
i=1,...,N
ℓ=1,...,L par une
règle de Maximum A Posteriori (MAP).
L'estimation du paramètre de régularité η se ramène à une problématique d'esti-
mation de régularité d'un proessus dont un éhantillon de trajetoires est observé.
Cette problématique reste à e jour une question ouverte et non triviale mais il est
néessaire de pouvoir en proposer une estimation an de dénir une proédure om-
plètement fondée sur les données. Nous proposons don d'estimer e paramètre par
maximisation de la vraisemblane en onsidérant une grille de valeurs sur laquelle
nous eetuons une reherhe dihotomique selon un algorithme de golden searh
(Kiefer 1953).
Enn, signalons que les mises à jour du modèle de lassiation de ourbes (4.8)
et du modèle mixte fontionnel (4.11) présentés au Chapitre 4 peuvent être dé-
duites diretement de elles présentées dans ette setion en xant, respetivement,
(γ2ν , γ
2) = (0, 0) ou L = 1.
Initialisation des paramètres
Comme abordé auparavant, l'algorithme EM est sensible à l'initialisation des
paramètres. Les prinipales tehniques d'initialisation ont été dérites en Setion
4.2.2. Nous nous onentrons essentiellement sur deux stratégies proposées au sein
du pakage urvlust : la proédure SEM permettant une exploration large de l'es-
pae des paramètres mais néessitant un eort numérique important et la stratégie
notée r-EM, moins oûteuse numériquement et onnue pour onduire à des niveaux
de vraisemblane légèrement plus élevé mais pouvant se montrer inadaptée par sa
propension à onduire à l'obtention de groupes vides (Biernaki et al. 2003).
5.2. PROCÉDURE D'ESTIMATION 91
5.2.3 Choix du nombre de groupes - Bayesian Information
Criteria
Le hoix d'un ritère de séletion du nombre de omposantes dans un modèle
de mélange gaussien est une problématique qui se plae dans le ontexte plus large
de la séletion de modèle et se ramène au dilemme réurrent du ompromis entre
biais et variane : pour un modèle trop simple, les estimateurs exhibent un fort biais
tandis que pour un modèle trop ompliqué, on obtient alors des résultats fortement
variables.
Nous hoisissons d'adopter pour ela le ritère de séletion BIC (Bayesian Infor-
mation Criteria), largement utilisé dans le ontexte de lassiation non-supervisée.
Soit M une famille de modèles représentant l'ensemble des nombres de lasses pos-
sibles variant dans [1, L
max
]. Le ritère BIC vise à la reherhe du modèle le plus
vraisemblable parmi la famille M tout en le pénalisant par un terme visant à li-
miter le nombre de paramètres du modèle hoisi an d'éviter les problèmes de sur-
ajustement.
Ainsi, le ritère BIC, déni à partir de la log-vraisemblane des données obser-
vées, est donné par :
BIC(mL[γ
2]) = logL
(
c,d; π̂, α̂, β̂, Ĝ, σ̂2ε
)
− |mL[γ
2]|
2
× log(N), (5.15)
où mL[γ
2] est le modèle à L lasses ave un paramètre de variane γ2 hoisi onstant
et |mL[γ2]| la dimension du modèle, 'est-à-dire, le nombre de paramètres à estimer
au sein de e modèle. On dénit de la même manière mL[γ
2
jk], mL[γ
2
ℓ ] et mL[γ
2
jkℓ].
De manière générale, on a |mL[γ2· ]| = (M + 1)L + |G| où |G| est le nombre de
paramètres libres dans la matrie G, dépendant de la struture de variane hoisie
pour les eets aléatoires individuels.
Le ritère BIC est partiulièrement adapté à la problématique de séletion du
nombre de groupes dans un ontexte de mélange ar 'est un ritère onsistant,
'est-à-dire qu'il onverge vers le bon modèle si elui-i appartient à la famille M
(Keribin 2000). On observe, de plus, un bon omportement de e ritère en pratique
dans un adre non-asymptotique. Cependant, une des limitations de e ritère dans le
adre d'une modélisation mixte est qu'en se basant sur la vraisemblane des données
observées, il ne prend pas expliitement en ompte la présene d'eets aléatoires. À
e propos, nous signalons qu'un autre ritère de hoix du nombre de groupes basé
sur la vraisemblane des données omplétées a été développé au sein de l'artile de
Giaofi et al. (2013) mais le ritère BIC semble tout de même plus performant, en
pratique, sur les simulations réalisées.
Finalement, notre proédure globale se déompose omme suit :
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1. Projetion du modèle fontionnel (5.1) dans le domaine des ondelettes an
de se ramener à un mélange de modèles linéaires mixtes gaussiens sur les
oeients de la déomposition dans une base d'ondelettes,
2. Rédution de la dimension du modèle par une stratégie basée sur un seuillage
des oeients d'ondelettes,
3. Estimation des paramètres du modèle par maximum de vraisemblane au
moyen de l'algorithme EM,
4. Dédution d'une lassiation nale des individus par une règle du Maximum
A Posteriori.
Le hoix du nombre de groupes est quant à lui réalisé a posteriori sur la base du
ritère BIC présenté en Setion 5.2.3.
Chapitre 6
Appliations
Dans e hapitre, nous présentons d'une part, une étude de simulation destinée
à étudier les propriétés de notre modèle sur la base de données simulées réalistes.
D'autre part, nous proposons deux appliations sur données réelles onernant un
jeu de données issu de la spetrométrie de masse et un jeu de données issu de la
tehnologie des biopues à ADN (données de miroarray CGH). L'ensemble des
odes développés et des données onsidérées sont disponibles à l'adresse http://
pbil.univ-lyon1.fr/members/fpiard/software.html.
6.1 Étude de simulation
6.1.1 Cadre de simulation
An de réaliser une étude de simulation approfondie permettant d'évaluer le om-
portement général de notre modèle, nous nous sommes appliqués à dénir un adre
de simulation unié permettant la onstrution automatique de jeux de données
simulés réalistes.
Contrle des niveaux de variabilité Notre première tâhe a été de dénir le
rapport signal sur bruit, noté par la suite SNR pour Signal to Noise Ratio, dans
un adre mixte fontionnel et en présene de plusieurs groupes. Usuellement, ette
quantité est dénie omme le ratio entre la puissane du signal moyen et la puissane
du bruit l'aetant. Une des diultés dans notre ontexte réside dans la présene
d'eets aléatoires qui peuvent être vus omme partie intégrante du signal individuel
ou omme omposante du terme d'erreur globale. Compte tenu de la modélisation
adoptée faisant l'hypothèse d'eets aléatoires individuels struturés (f Setion 4.4.2,
Chapitre 4), nous onsidérons qu'ils représentent une part du signal individuel.
Dans e ontexte, la puissane du bruit de mesure est dénie d'une part omme
la variane fontionnelle σ2E = Mσ
2
ε . Par ailleurs, la puissane du signal moyen est
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dénie omme :
lim
T→∞
1
T
∫ T
2
−T
2
∑
ℓ
πℓE
[
|µℓ(t) + Ui(t)|2
]
dt =
1
M
L∑
ℓ=1
πℓ


2j0−1∑
k=0
α2ℓ,j0k +
∑
j≥j0
2j−1∑
k=0
β2ℓ,jk


+2j0γ2ν +
2j0(1−η)γ2θ
1− 2(1−η) .
En eet, en onsidérant des fontions à support dans l'intervalle [0, 1] et des eets
aléatoires fontionnels (Ui(t))i=1,...,N qui sont réalisations d'un proessus gaussien
entré, la puissane du signal peut être déomposée en :
lim
T→∞
1
T
∫ −T
2
T
2
∑
ℓ
πℓE
[
|µℓ(t)+Ui(t)|2
]
dt =
∑
ℓ
πℓ
∫ 1
0
|µℓ(t)|2dt+
∑
ℓ
πℓ
∫ 1
0
E
[
Ui(t)
2
]
dt.
Par la formule de onservation de l'énergie (3.5), la puissane assoiée aux eets
xes fontionnels est donnée sur les oeients d'ondelettes par :
∑
ℓ
πℓ
∫ 1
0
|µℓ(t)|2dt =
1
M
L∑
ℓ=1
πℓ


2j0−1∑
k=0
α2ℓ,j0k +
∑
j≥j0
2j−1∑
k=0
β2ℓ,jk

 .
De plus, en utilisant l'orthonormalité des bases d'ondelettes, la puissane assoiée
aux eets aléatoires est donnée par :
∫ 1
0
E[Ui(t)
2]dt =
∫ 1
0
E




2j0−1∑
k=0
νi,j0kφj0k(t) +
∑
j≥j0
2j−1∑
k=0
θi,jkψjk(t)


2

dt
=
2j0−1∑
k=0
γ2ν +
∑
j≥j0
2j−1∑
k=0
2−jηγ2θ
= 2j0γ2ν +
2j0(1−η)γ2θ
1− 2(1−η) .
Nous observons alors que la puissane du signal moyen se déompose en deux
termes distints assoiés respetivement aux eets xes et aléatoires et néessite de
e fait des ontrles séparés de es deux quantités. A et eet, nous introduisons
deux paramètres distints de ontrle du niveau d'aléa : le rapport SNR assoié aux
eets xes fontionnels
SNR
2 =
1
Mσ2E
L∑
ℓ=1
πℓ


2j0−1∑
k=0
α2ℓ,j0k +
∑
j≥j0
2j−1∑
k=0
β2ℓ,jk

 , (6.1)
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ainsi que le paramètre τU , assoié dans le ontexte des modèles mixtes au rapport
entre le niveau de bruit et le niveau d'eet aléatoire fontionnel
τ
U
= σ2E/
(
γ2ν +
γ2θ
1− 2(1−η)
)
. (6.2)
Par rapport aux paramètres de varianes σ2ε et γ
2
, on obtient alors les relations
équivalentes suivantes :



σ2ε =
1
M2(SNR)2
L∑
ℓ=1
πℓ


2j0−1∑
k=0
α2ℓ,j0k +
∑
j≥j0
2j−1∑
k=0
β2ℓ,jk

 ,
γ2 =
Mσ2ε
τU
(
1 + 1
1−2(1−η)
) .
(6.3)
Les valeurs lassiquement utilisées pour le paramètre SNR varient dans {0.1, 1, 3, 5, 7}
et dans {1/4, 1, 4} pour le paramètre τU ; une faible valeur de τU indiquant alors un
fort niveau d'eets individuels.
Constrution des eets xes fontionnels Une deuxième tâhe est ensuite de
onstruire des eets xes représentant les omportements fontionnels moyens au
sein des diérents groupes. Pour e faire, nous avons généralisé une approhe pro-
posée par Amato et Sapatinas (2005) faisant appel aux fontions Bloks, Bumps,
Heavisine et Doppler proposées originellement par Donoho et Johnstone (1994) ;
es fontions sont représentées en Figure 6.1. Amato et Sapatinas (2005) se plae
dans une problématique d'estimation d'une ourbe de référene au sein de données
fontionnelles se ramenant alors, sans le formaliser expliitement, à une problé-
matique d'estimation de l'eet xe au sein d'un modèle mixte fontionnel. Dans
e ontexte, les auteurs développent un adre de simulation unié permettant de
onstruire des ourbes partageant des aratéristiques ommunes et basées sur les
fontions de Donoho et Johnstone (1994). Nous reprenons ette idée dans le adre
de la dénition de L eets xes fontionnels en utilisant les formules suivantes, pour
t ∈ [0, 1] et ℓ = 1, . . . , L.
µBloksℓ (t) = 10
11∑
r=1
(
1 +
1
2
hℓrsign(t− vℓr)
)
,
µBumpsℓ (t) =
11∑
r=1
hℓr/
(
1 +
|t− vr|
wℓr
)4
,
µHeavisineℓ (t) = 4 sin(4πt)− sign(t− vℓ1)− sign(vℓ2 − t),
µDopplerℓ (t) =
√
t(1− t) sin
(
2.1π/(t− tℓ0)
)
,
où vℓr représentent les instants de sauts, hoisis aléatoirement dans [0, 1], pour les
fontions Bloks et Bumps, tandis que hℓr et w
ℓ
r en représentent respetivement les
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hauteurs des sauts et les largeurs des pis. Les salaires vℓ1, v
ℓ
2 sont les plaes des
disontinuités pour la fontion Heavisine et tℓ0 représente la phase assoiée à la
fontion Doppler et es quantités sont, de même, tirées aléatoirement dans [0, 1].
Blocks Bumps
Heavisine Doppler
Figure 6.1  Représentations des fontions Bloks, Bumps, Heavisine et Doppler
proposées par Donoho et Johnstone (1994).
Constrution de données synthétiques et plan de simulation À e stade,
les valeurs des oeients d'approximation et d'ondelettes assoiés aux eets xes
fontionnels (αℓ,βℓ) peuvent être déduites des L eets xes fontionnels onstruits.
De même, les valeurs des paramètres σ2ε et γ
2
peuvent être déduites des relations
(6.3) pour des valeurs xées de SNR et τU (dans un soui de simpliation, on xe
γ2ν = γ
2
). La simulation des données est alors réalisée dans le domaine des ondelettes
en ajoutant aux oeients (αℓ,βℓ) des réalisations de lois gaussiennes entrées de
variane γ2 pour représenter les eets aléatoires individuels et de variane σ2ε pour
l'erreur de mesure. Les jeux de données fontionnels peuvent ensuite être obtenus
à l'aide de la transformée en ondelettes disrètes inverse. Des exemples de données
onernant des eets xes de type Bloks et Bumps sont représentés en Figure 6.2
pour deux valeurs de SNR (1 et 5) et deux valeurs de τU (0.25 et 4).
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Figure 6.2  Exemples de ourbes simulées pour diérentes valeurs de SNR et λ
U
(Une seule ourbe par groupe est représentée).
Nous proposons, de plus, de xer le nombre d'individus à N = 50 et le nombre
de groupes à L = 2 ou 4. Les signaux sont onstruits ave M = 512 points de
disrétisations et le paramètre η est xé à 2. Les jeux de données simulés sont
ensuite onstruits en onsidérant SNR ∈ {0.1, 1, 3, 5, 7}, τU ∈ {0.25, 1, 4} et enn,
π ∈ {0.1, 0.25, 0.5}, où π est la taille de l'un des deux groupes simulés (dans le as
où L = 4, on ne onsidère que des groupes équilibrés en prenant π = 0.25). Enn,
nous simulons 50 jeux de données par onguration.
Proédures testées Sur l'ensemble des données simulées, 5 proédures sont mises
en ompétition : notre proédure de lassiation de ourbes, onsidérée ave ou
sans prise en ompte des eets aléatoires individuels (notées respetivement par la
suite FCMM/FCM pour Funtional Clustering Mixed Model/Funtional Clustering
Model) an de souligner le bénée à prendre en ompte la présene de variabi-
lité individuelle. De plus, es deux méthodes sont onsidérées haune ave ou sans
rédution de dimension an d'en évaluer l'eaité et l'apport en terme de disri-
mination. Enn, es proédures sont omparées à la proédure de lassiation de
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ourbes dans un ontexte mixte non-supervisé proposée par James et Sugar (2003)
dont le ode R est disponible librement
1
. L'objetif est ii de mettre en avant l'avan-
tage à employer des tehniques basées sur l'utilisation d'ondelettes dans le adre de
l'étude de données irrégulières en grande dimension. En remarque, nous signalons
que notre étude est limitée à une taille de signal de M = 512 pour des raisons de
ontraintes mémoires liées à l'utilisation de la proédure Spline.
Critères de omparaison Les performanes des proédures testées sont évaluées,
au vu de l'objetif prinipal de lassiation non supervisée, par rapport au taux
d'individus mal lassés en se basant sur le ritère EER (Empirial Error Rate) déni
omme suit :
EER =
1
N
N∑
i=1
L∑
ℓ
I{ζ̂MAPiℓ 6= ζiℓ}, (6.4)
où ζ̂MAPiℓ est la lasse prédite pour l'individu i par la règle du Maximum A Posteriori,
tandis que ζiℓ représente la vraie lasse de l'individu i. Le ritère EER varie entre 0
et 1, 0 signiant qu'auune erreur de lassiation n'a été faite et 1 signiant que
l'ensemble des individus est mal lassé.
Nous onsidérons, de plus, omme ritère de omparaison, les temps d'exéution
de haque proédure (noté TOE pour Time Of Exeution).
6.1.2 Résultats de simulation
Nous présentons à présent les résultats de simulations obtenus sur les ongura-
tions testées.
Dans une onguration à deux groupes équilibrés
Les résultats vis-à-vis du ritère EER dans une onguration à deux groupes
équilibrés sont présentés en Figure 6.3 pour les diérents types d'eets xes, de ni-
veaux d'eets aléatoires (une grande valeur de τU indiquant un faible niveau d'eets
aléatoires) et en fontion de la valeur de SNR. Chaque ourbe orrespond à une
proédure testée et les proédures orant une étape de rédution de dimension sont
diéreniées à l'aide de la notation "u". L'observation de es résultats nous permet
de tirer plusieurs onlusions.
La prise en ompte de la présene d'eets aléatoires onduit à une amélioration
des performanes de lassiation : en eet, dans l'ensemble des ongurations étu-
diées, on peut observer que les méthodes onsidérant la présene d'eets aléatoires
(FCMM/FCMMu), ave ou sans étape de rédution de dimension, donnent lieu à
1. http://www-bf.us.edu/~gareth/
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des taux d'individus mal lassés inférieurs ou égaux à eux obtenus par les autres
proédures. On peut alors en onlure que la prise en ompte des eets aléatoires au
sein de la proédure de lassiation non-supervisée permet de mieux appréhender
la struture disriminante portée par les eets xes.
L'étape de rédution de dimension permet d'augmenter les performanes de las-
siation des proédures prenant en ompte les eets aléatoires en permettant l'éli-
mination des oeients n'apportant pas d'informations vis-à-vis de la lassiation.
Ce n'est pas le as pour les proédures sans eet aléatoire FCM/FCMu (ave/sans
rédution de dimension) : en eet, pour elles-i, l'étape de rédution de dimension
a tendane à détériorer la lassiation nale, partiulièrement dans des ongura-
tions ave de forts eets aléatoires. Cette tendane peut s'expliquer par l'important
biais d'estimation de la variane résiduelle observé quand le modèle ne prend pas
en ompte la présene d'eets aléatoires, et e biais est d'autant plus aentué par
l'étape de rédution de dimension. Ce omportement est illustré en Table 6.1 où sont
donnés les biais relatifs obtenus sur le paramètre de variane résiduelle σ2ε estimé.
On observe que e biais est bien plus modéré pour les méthodes FCMM/FCMMu.
Notre dernière onlusion porte sur les résultats peu onluants obtenus par la
proédure basée sur les splines (notée Spline) : en eet, bien qu'étant une proédure
prenant en ompte la présene d'eets aléatoires, on observe en Figure 6.3 qu'elle
exhibe de mauvais résultats de lassiation dans l'ensemble des ongurations étu-
diées. Ce résultat, que l'on pouvait attendre, souligne le fait que l'utilisation de
splines n'est pas adaptée à la modélisation de données fontionnelles irrégulières :
leurs strutures régulières ne permettent de déteter les strutures disriminantes
au sein des données orrespondant aux eets xes fontionnels moyens. De plus, on
observe un temps d'exéution de la proédure Spline nettement supérieur à eux des
autres proédures mettant en avant la diulté des splines à gérer les données de
grande dimension.
Dans une onguration non équilibrée
An d'évaluer le omportement de notre proédure dans le as d'une étude à
deux groupes non équilibrés, nous nous sommes plaés dans des ongurations où
les groupes sont répartis selon les proportions 0.25/0.75 et 0.1/0.9. Les résultats en
termes de lassiation sont présentés en Figure 6.4 et en Figure 6.5 respetivement.
On observe sur es deux graphiques que les prinipales onlusions eetuées
dans le as de groupes équilibrés restent valables dans le as de groupes non équi-
librés. Cependant, on observe tout de même une légère dégradation des résultats
de lassiation, prinipalement visible pour la onguration extrême 0.1/0.9 pour
des valeurs élevées de SNR, 'est-à-dire, en présene de faibles erreur de mesure,
montrant que la présene de groupes déséquilibrés représente plutt un désavantage
pour notre proédure, omme pour la majorité des proédures de lassiation non
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Figure 6.3  Variations des taux d'individus mal lassés (EER) pour les dié-
rentes proédures de lassiation non-supervisée : ave un modèle fontionnel à ef-
fets mixtes ave ou sans rédution de dimension (FCMM/FCMMu), ave un modèle
fontionnel sans eets mixtes ave ou sans rédution de dimension (FCM/FCMu)
et la proédure basée sur les splines (Spline) (James et Sugar, 2003). En olonnes
sont représentées les diérents niveaux d'eets aléatoires (τU = (0.25, 1, 4) pour des
eets individuels forts/modérés/faibles) et en lignes, les diérents types d'eets xes
onsidérés (Bloks, Bumps, Heavisine, Doppler). Les résultats présentés ii orres-
pondent à une onguration à 2 groupes en présene de groupes équilibrés (π = 0.5).
supervisée.
Eet du nombre de groupes et séletion de modèles
De même, nous proposons ii d'évaluer les performanes de lassiation en pré-
sene d'un nombre de groupes L > 2. Nous nous plaçons dans une onguration
à L = 4 groupes répartis de manière équilibrée. Le ritère EER est enore utilisé
omme ritère d'évaluation de la lassiation et les résultats de lassiation à 4
groupes sont présentés en Figure 6.6. De nouveau, les prinipales onlusions don-
nées dans les as à deux groupes peuvent être onservées : notre proédure omplète
de lassiation non-supervisée en présene d'eets aléatoires présente de meilleurs
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Biais TOE
SNR
2
µ 0.1 1 3 5 7 0.1 1 3 5 7
Bloks -2.57 -2.66 -2.96 -3.02 -2.99 2.3 2.4 2.3 2.4 2.3
FCM Bumps -2.50 -2.69 -2.93 -2.93 -2.93 2.6 2.5 2.6 2.5 2.5
Heavisine -2.15 -2.17 -3.22 -4.30 -2.50 2.8 2.7 2.7 2.7 2.8
Doppler -2.73 -3.07 -3.32 -3.33 -3.33 2.9 3.2 3.1 3.2 3.2
Bloks -12.93 -11.33 -9.42 -9.38 -8.89 0.4 0.4 0.5 0.5 0.5
FCMu Bumps -12.98 -11.11 -13.46 -11.98 -11.93 0.5 0.5 0.5 0.5 0.5
Heavisine -11.62 -10.20 -10.07 -12.05 -15.68 0.5 0.5 0.5 0.5 0.5
Doppler -14.75 -13.14 -11.33 -8.59 -7.87 0.5 0.5 0.5 0.6 0.6
Bloks 0.11 0.05 -0.01 -0.01 -0.00 16.0 16.1 15.6 15.8 16.0
FCMM Bumps 0.09 0.04 0.01 0.01 0.01 16.1 16.3 15.2 15.3 15.4
Heavisine 0.10 0.09 0.08 0.03 0.02 16.4 16.2 16.0 16.4 15.9
Doppler 0.08 0.01 -0.02 -0.02 -0.01 17.5 17.4 17.5 16.4 17.0
Bloks -0.11 -0.06 0.03 0.06 0.05 6.9 7.1 7.6 7.6 7.6
FCMMu Bumps -0.10 -0.04 -0.08 -0.08 -0.05 6.7 6.7 6.8 6.7 6.7
Heavisine -0.10 -0.10 -0.18 -0.21 -0.19 7.1 7.3 6.8 6.8 6.8
Doppler -0.18 -0.06 -0.04 -0.16 -0.11 7.3 7.1 7.3 7.8 7.9
Bloks . . . . . 25.5 26.2 23.0 23.6 22.3
Spline Bumps . . . . . 23.3 26.6 22.0 21.2 21.7
Heavisine . . . . . 24.2 21.6 21.8 22.4 22.3
Doppler . . . . . 33.2 32.4 24.2 24.8 24.2
Table 6.1  Biais relatif de l'estimateur de la variane résiduelle {(σ2ε − σ̂2ε)/σ2ε} et
temps d'exéution moyen (TOE) en minutes sur les données simulées (ave N = 50
et M = 512) pour les diérentes proédures onsidérées (FCM/FCMu sans eets
aléatoires, FCMM/FCMMu ave eets aléatoires et la proédure 'Spline' de James
et Sugar (2003). Les programmes ont été exéutés sur un luster de aluls de 2
oto-biore Opteron 2.8Ghz et 2 oto-quadore Opteron 2.3GHz.
résultats de lassiation que les proédures omparées dans une onguration à 4
groupes équilibrés.
Dans un ontexte de lassiation non supervisée, le hoix du nombre de groupes
représente aussi un point ritique de la proédure. Nous présentons en Figure 6.7
les résultats obtenus par le ritère BIC de hoix du nombre de groupes présentés
en Setion 5.2.3. On observe que même pour de faibles valeurs de SNR et don
un niveau élevé de variabilité générale, le ritère BIC séletionne en moyenne le
bon nombre de groupes. Au sein de l'artile de Giaofi et al. (2013), e ritère est
omparé à un ritère de séletion ICL adapté aux modèles mixtes fontionnels : en
pratique, e dernier a tendane à séletionner un nombre plus petit de omposantes
nous onduisant à préférer l'usage du ritère BIC.
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Figure 6.4  Variations des taux d'individus mal lassés (EER) pour les dié-
rentes proédures de lassiation non-supervisée : ave un modèle fontionnel à ef-
fets mixtes ave ou sans rédution de dimension (FCMM/FCMMu), ave un modèle
fontionnel sans eets mixtes ave ou sans rédution de dimension (FCM/FCMu)
et la proédure basée sur les splines (Spline) (James et Sugar, 2003). En olonnes
sont représentées les diérents niveaux d'eets aléatoires (τU = (0.25, 1, 4) pour des
eets individuels forts/modérés/faibles) et en lignes, les diérents types d'eets xes
onsidérés (Bloks, Bumps, Heavisine, Doppler). Les résultats présentés ii or-
respondent à une onguration à 2 groupes en présene de groupes non équilibrés
(π = 0.25).
6.2 Appliation à des données réelles
Nous présentons à présent deux appliations à des données réelles issues du
domaine des sienes du vivant. Nous nous intéressons à des types de données re-
groupées sous le nom de données omiques. Ce terme fait référene aux tehnologies
développées depuis le début des années 1990 permettant la mesure relative ou abso-
lue de méanismes biologiques assoiés au génome, au protéome ou enore au trans-
riptome, leur terminaison en "-ome" ayant inspiré le terme de données omiques.
Les partiularités de es tehnologies sont de produire des données de grande, voire
très grande, dimension, et à des débits élevés. Nous étudierons dans ette setion
6.2. APPLICATION À DES DONNÉES RÉELLES 103
tau=0.25
0
0.
5
E
E
R
0.1 1 3 5 7
tau=1
0
0.
25
0.
5
0.1 1 3 5 7
tau=4
0
0.
25
0.
5
0.1 1 3 5 7
B
lo
ck
s
0
0.
5
E
E
R
0.1 1 3 5 7
0
0.
25
0.
5
0.1 1 3 5 7
0
0.
25
0.
5
0.1 1 3 5 7
B
um
ps
0
0.
5
E
E
R
0.1 1 3 5 7
0
0.
25
0.
5
0.1 1 3 5 7
0
0.
25
0.
5
0.1 1 3 5 7
H
ea
vi
si
ne
0
0.
5
E
E
R
0.1 1 5 7SNR
0
0.
25
0.
5
0.1 1 5 7SNR
0
0.
25
0.
5
0.1 1 5 7SNR
D
op
pl
er
FCM
FCMunion
FCMM
FCMMunion
Spline
Figure 6.5  Variations des taux d'individus mal lassés (EER) pour les dié-
rentes proédures de lassiation non-supervisée : ave un modèle fontionnel à ef-
fets mixtes ave ou sans rédution de dimension (FCMM/FCMMu), ave un modèle
fontionnel sans eets mixtes ave ou sans rédution de dimension (FCM/FCMu)
et la proédure basée sur les splines (Spline) (James et Sugar, 2003). En olonnes
sont représentées les diérents niveaux d'eets aléatoires (τU = (0.25, 1, 4) pour des
eets individuels forts/modérés/faibles) et en lignes, les diérents types d'eets xes
onsidérés (Bloks, Bumps, Heavisine, Doppler). Les résultats présentés ii or-
respondent à une onguration à 2 groupes en présene de groupes non équilibrés
(π = 0.1).
plus partiulièrement un jeu de données issu de la spetrométrie de masse (don-
nées protéomiques) et un jeu de données issu de la tehnologie des miroarray CGH
(données génomiques).
6.2.1 Données de spetrométrie de masse
Tehnologie
Les protéines oupent un rle entral dans la vie d'une ellule dans la mesure où
l'immense majorité des fontions ellulaires est assurée par des protéines. Elles sont
de e fait souvent reliées au développement de ertaines maladies ou de proessus
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Figure 6.6  Variations des taux d'individus mal lassés (EER) pour les dié-
rentes proédures de lassiation non-supervisée : ave un modèle fontionnel à ef-
fets mixtes ave ou sans rédution de dimension (FCMM/FCMMu), ave un modèle
fontionnel sans eets mixtes ave ou sans rédution de dimension (FCM/FCMu)
et la proédure basée sur les splines (Spline) (James et Sugar, 2003). En olonnes
sont représentées les diérents niveaux d'eets aléatoires (τU = (0.25, 1, 4) pour des
eets individuels forts/modérés/faibles) et en lignes, les diérents types d'eets xes
onsidérés (Bloks, Bumps, Heavisine, Doppler). Les résultats présentés ii orres-
pondent à une onguration à 4 groupes en présene de groupes équilibrés (π = 0.25).
métaboliques partiuliers. L'intérêt porté par la ommunauté sientique à l'étude
du protéome est postérieur aux travaux de séquençage et d'étude du génome humain
et représente atuellement un espoir pour une meilleure ompréhension de l'étiologie
de ertaines pathologies : en eet, bien que les protéines soient diretement odées
par le génome, l'inventaire des protéines présentes au sein d'un éhantillon biolo-
gique n'est pas la simple tradution des gènes présents sur le génome. Ainsi, l'étude
du protéome peut représenter une manière d'étudier ertaines pathologies et peut
onduire au développement de traitements mieux iblés.
Une tehnologie largement utilisée à et eet est la spetrométrie de masse per-
mettant d'étudier la omposition protéomique d'éhantillons biologiques aisément
aessibles tels que le plasma ou le sérum. Elle permet d'une part l'identiation
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Figure 6.7  Nombres moyens de lasses séletionnées par le ritère BIC dans une
onguration à 4 groupes équilibrés au moyen de la proédure FCMM ave rédution
de dimension. Le nombre moyen de lasses est donné en fontion des valeurs de
SNR tandis que haque ourbes orrespond à une valeur partiulière de τU .
des protéines ou polypeptides présentes dans un éhantillon mais aussi de mesurer
l'intensité d'expression de es dernières au sein de l'éhantillon. Le prinipe onsiste
à diérenier les protéines présentes au vu de leur ratio masse sur harge (notém/z),
e ratio permettant de aratériser haque protéine de manière unique.
Un shéma présentant la tehnologie est présenté en Figure 6.8. Deux prini-
paux spetromètres de masse sont ommunément utilisés à e jour, l'instrument
MALDI-TOF (Matrix-Assisted Laser Desorption and Ionisation- Time Of Flight)
et l'instrument SELDI-TOF (Surfae-Enhaned Laser Desorption and Ionisation-
Time Of Flight). Les prinipes de mesures pour es deux outils sont sensiblement
les mêmes, à savoir : en premier lieu, l'éhantillon biologique est mixé à un om-
posant organique qui agit omme une matrie an de failiter les étapes suivantes.
Les moléules sont ensuite ionisées et désorbées par le biais d'une exposition à un
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faiseau laser pulsé. Les ions sont ensuite aélérés au travers d'un tube de vol par
un hamp életrostatique jusqu'à atteindre une énergie inétique ommune. Ils sont
à e stade séparés par leur temps de vol au travers du tube qui est déterminé par
leur ratio m/z. Les données reueillies orrespondent alors aux nombres d'ions at-
teignant le déteteur plaé à la sortie du tube à des temps donnés. Les spetres
ainsi réés ontiennent de nombreux pis aratérisés en absisse par le ratio m/z
assoié tandis que l'ordonnée représente l'abondane de la protéine orrespondante
dans l'éhantillon analysé. Des exemples de tels spetres sont présentés en Figure
6.9.
Figure 6.8  Shéma simplié de l'aquisition de données de spetrométrie de
masse.
La néessité d'analyse de telles données a entraîné le développement de nom-
breuses méthodes statistiques. Parmi elles-i, les stratégies basées sur une approhe
fontionnelle se révèlent partiulièrement adaptées à l'étude de telles données, ara-
térisées par leur dimension élevée et leur haute résolution. Un point ritique réside
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alors dans la prise en ompte de la variabilité individuelle pour l'analyse de es don-
nées ar elle a été identiée omme étant la prinipale soure de variabilité pour les
données de spetrométrie de masse (Ekel-Passow et al. 2009). Dans un ontexte
de lassiation non-supervisée, les approhes existantes onernant les données de
spetrométrie de masse sont basées sur la détetion préalable des pis ontenus dans
le signal, utilisés ensuite omme base pour la lassiation. Ces stratégies présentent
néanmoins le désavantage de dépendre fortement des tehniques de détetion de pis
utilisées et de ne pas prendre en ompte la présene d'une forte variabilité indivi-
duelle. Cei justie le développement d'approhes fontionnelles dans un adre mixte
pour l'étude des données de spetrométrie de masse.
Données de aner de l'ovaire
Nous présentons ii une appliation à un jeu de données issu d'une étude portant
sur le aner de l'ovaire, publié originalement par Petrioin et al. (2002). Ces données
de spetrométrie de masse aquises au moyen d'un spetromètre SELDI-TOF ont été
produites grâe à la plateforme protéomique Ciphergen WCX2 et sont disponibles
librement dans la banque de données liniques protéomiques de la FDA/NCI (Food
and Drug Administration/National Caner Institute)
2
.
Le jeu de données étudié est omposé de prols protéomiques de 253 sujets
féminins dont 162 atteints d'un aner de l'ovaire et 91 sujets de ontrle sains.
Chaque prol est omposé de 15154 mesures orrespondant à des valeurs m/z allant
de 0.0000786 à 19995.513. Ces données sont analysées sur un sous-ensemble de 8192
ratio m/z dans l'intervalle [1500, 14000], les valeurs en dessous 1500 étant retirées
pour éviter les eets de la matrie.
L'étude de e type de données néessite au préalable une importante étape de
pré-traitement : en eet, dû à des eets de la matrie, les données brutes exhibent,
d'une part, une ligne de base représentant un bruit de fond qu'il est souhaitable
de orriger. D'autre part, les spetres bruts peuvent présenter des problèmes d'ali-
gnement e qui dans un adre de lassiation peut onduire à la déouverte de
strutures disriminatoires artiielles. Cette étape de pré-traitement est réalisée
grâe à une proédure développée par Antoniadis et al. (2007) qui proposent de
orriger le bruit de fond à l'aide d'une régression quantile basée sur l'utilisation de
splines tandis que les spetres sont ensuite alignés à l'aide d'une proédure basée
sur une tehnique de détetion des zero-rossings, au moyen des ondelettes.
Des exemples de spetres pré-traitées sont représentés en Figure 6.9. Les don-
nées sont ii représentées par groupe (aner/ontrle) mais nous soulignons que les
proédures testées sont appliquées dans un adre non-supervisé, sans onnaissane
préalable des groupes, le but étant d'évaluer les proédures au vu de leur aptitude
à retrouver lasses.
Sur es données, nous avons appliqué notre proédure de lassiation fontion-
2. http://home.r.aner.gov/nifdaproteomis/ppatterns.asp, ovarian dataset 8-7-02
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Figure 6.9  Données de spetrométrie de masse issu d'un jeu de données oner-
nant le aner de l'ovaire (Petrioin et al.,2002). Les données ont été pré-traitées et
alignées et sont représentées par groupe (aner/ontrle) sur 8192 valeurs pour des
ratio m/z allant de 1500 à 14000.
nelle non supervisée sans eet aléatoire (notée m2) et ave prise en ompte des eets
aléatoires pour diérentes strutures de varianes : onstante (m2[γ
2]), dépendant
du groupe (m2[γ
2
ℓ ]), de la position (m2[γ
2
jk]), ou des deux à la fois (m2[γ
2
ℓ,jk]). Nous
avons, pour e jeu de données, xé préalablement le nombre de groupes à deux ar e
paramètre ne présentait pas de réel enjeu pour l'étude de es données. Les résultats
sont évalués au vu du ritère EER, taux d'individus mal lassés, et les résultats sont
présentés en Table 6.2. Deux types de pré-traitement sont appliqués : un premier
sur les données brutes globales, sans prise en ompte des groupes orrespondant au
adre non supervisé général et un deuxième en réalisant l'alignement des spetres
ave onnaissane des groupes.
Signalons que la proédure développée par James et Sugar (2003) n'est pas éva-
luée sur e jeu de données à ause de sa dimension trop importante que leur proé-
dure n'est pas en mesure de gérer.
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m2 m2[γ
2] m2[γ
2
ℓ ] m2[γ
2
jk] m2[γ
2
ℓ,jk]
alignement global 38 24 24 23 23
alignement par groupe 20 21 22 0.4 36
Table 6.2  EER (en pourentage) obtenus sur les données pour diérents modèles :
lassiation non supervisée fontionnelle sans eets aléatoires à 2 groupes (m2) et
le modèle de lassiation fontionnelle en présene d'eets aléatoires ave dié-
rentes strutures de varianes : onstante m2[γ
2], dépendant du groupe m2[γ
2
ℓ ], de
la position m2[γ
2
jk] ou des deux à la fois m2[γ
2
ℓ,jk].
Résultats
En premier lieu, nous nous intéressons aux résultats orrespondant à un pré-
traitement appliqué aux données globales (première ligne de la Table 6.2). Nous
pouvons alors observer que, dans e as, la prise en ompte des eets aléatoires
permet une rédution du nombre d'individus mal lassés et ela pour toutes les
strutures de varianes onsidérées : le EER déroît en eet de 38% à environ 24%
entre les modèles sans ou ave eets aléatoires respetivement.
Les proédures ont également été appliquées à la suite d'un pré-traitement où
l'alignement des spetres est réalisé ave la onnaissane des groupes. Dans un
ontexte de lassiation non-supervisée, ette approhe n'est pas réaliste puisque
les labels individuels sont supposés inonnus, ependant, l'étape d'alignement est
une étape de pré-traitement des données et ne rentre pas, à proprement parlé, dans
la proédure proposée dans ette première ontribution. L'observation des résultats
nous montre néanmoins une réelle amélioration des performanes de lassiation,
plus partiulièrement dans le as d'une struture de varianes des eets aléatoires
dépendant de la position γ2jk où seul un individu est mal lassés à l'issue de la pro-
édure. Cela nous amène à tirer deux onlusions prinipales onernant e jeu de
données.
Les performanes de lassiation sont fortement dépendantes de l'étape d'ali-
gnement des spetres : en eet, la proédure d'alignement utilisée est basée sur l'idée
d'alignement des spetres par rapport à un spetre moyen alulé à partir des don-
nées. Les résultats observés induisent qu'il existe une diérene d'alignement par
groupe et qu'il est alors nettement préférable de réaliser l'alignement par rapport
à des spetres moyens alulés par groupe. Cei met en avant la néessité de déve-
lopper une méthode permettant de réaliser l'étape d'alignement et de lassiation
simultanément. Cependant, en l'état, une proédure itérative mêlant alignement et
lassiation est diilement imaginable au moyen de la proédure de Antoniadis
et al. (2007) ar elle possède un oût numérique important dépendant de la dimen-
sion des données. Cette idée représente néanmoins une perspetive de e travail pour
le ontexte partiulier des données de spetrométrie de masse.
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Dans un ontexte d'alignement par groupe, la meilleure performane observée est
elle obtenue par la proédure basée sur une modélisation mixte ave des varianes
assoiées aux eets aléatoires dépendant de la position. Ce résultat nous onduit à
penser que la variabilité inter-individuelle n'est pas homogène au long du spetre.
De plus, les résultats montrent qu'une grande partie des estimations des varianes
γ2jk obtenues sont prohes de zéro, aréditant l'idée que la représentation des eets
aléatoires dans le domaine des ondelettes est parimonieuse. Ce point est étudié
plus en détails au ours de la deuxième ontribution de e travail de thèse où des
stratégies de seuillage des eets xes et aléatoires sont étudiés dans le ontexte des
modèles mixtes fontionnels au sein d'un groupe d'individus homogène.
6.2.2 Données de miroarray CGH
Tehnologie
Les données de miroarray CGH (Comparative Genomi Hybridization) repré-
sentent une tehnique permettant l'étude du génome dans sa globalité. Développée
au début des années 90, ette tehnologie permet la détetion d'anomalies touhant
une petite portion du génome entre un génome d'intérêt et un génome de référene.
Le prinipe de ette tehnologie est basé sur le aratère diploïde de la majorité
des êtres vivants (la plupart des êtres vivants possèdent, normalement, deux opies
de haque hromosome et don, deux opies de haque "gène" ou portion de gé-
nome) et sur les propriétés d'hybridation des deux brins omposant l'ADN. Ainsi,
l'objetif est de déteter et de artographier, tout au long du génome en une seule
expériene, les mutations onduisant à la présene d'un nombre de opies de gènes
plus élevé que le nombre normal, e genre de mutation ayant été relié au développe-
ment de ertaines pathologies omme les aners par exemple. La ompréhension de
es mutations et des parties du génome mises en auses peuvent à terme apporter
une meilleure ompréhension des méanismes mis en jeu dans le développement de
ertaines pathologies ou même pour un meilleur diagnosti des pathologies.
Les prols génomiques individuels ainsi aquis orrespondent aux log-ratio du
nombre de opies des gènes dans l'ADN testé par rapport à l'ADN de référene.
Ils peuvent soit montrer une ampliation, le nombre de opies est plus important
dans l'éhantillon testé, soit une délétion, le nombre de opies est moins élevé dans
l'éhantillon testé. Une représentation du type de signaux obtenus est donné en Fi-
gure 6.11. Par dénition, les signaux attendus doivent être de forme onstante par
moreaux. On observe néanmoins en Figure 6.11, que les données brutes présentent
une forte variabilité autour des segments attendus provenant prinipalement d'er-
reurs de l'appareil de mesure mais aussi d'une la variabilité génomique naturelle
dépendant de la nature des génomes étudiés. L'analyse de e type de données nées-
sitent en premier lieu le développement d'outils statistiques permettant d'extraire
l'information biologique sous-jaente aux signaux étudiés. Cette problématique est
ouramment abordée sous l'angle des méthodes de segmentation visant à la déte-
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Figure 6.10  Shéma expliatif de la tehnologie des miroarray CGH
tion de hangement abrupts d'un signal (Piard et al. 2005). Pour une revue plus
large des tehniques d'analyse de données de miroarray CGH, le leteur pourra se
référer à l'artile de van de Wiel et al. (2011). Les eorts se sont jusqu'à présent
onentrés sur la ompréhension de la variabilité induite par des fortes variabilités
biologiques et des impréisions des mesures, laissant les questions de la quantia-
tion et de l'éventuelle prise en ompte de la variabilité inter-individuelle ouvertes.
De même que pour les données de spetrométrie de masse, la nature même de es
données, issues du vivant, nous amène à penser que la variabilité inter-individuelle
représente une forte soure de variabilité.
Données de aner du sein
Nous nous intéressons pour e deuxième type d'appliations à un jeu de données
portant sur le aner du sein, publié originellement par Fridlyand et al. (2006). Ce
jeu de données ontient les prols CGH de 55 individus mesurés en 2464 points
orrespondant à autant de positions au long du génome. En outre, des informations
liniques onernant les patientes telles que la taille de la tumeur, son stade, son
grade, la durée de suivi du patient, la survenue du déès ou non et d'autres enore.
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Figure 6.11  Exemple de données de miroarray CGH
Les données sont téléhargeables librement en tant que doumentation supplémen-
taire de l'artile prinipal. Fridlyand et al. (2006) identient dans leur étude trois
groupes prinipaux ("1q16q", "amplier", "omplex") qui se diérenient prinipa-
lement par le degré d'instabilité induit sur le génome et que les auteurs relient à
des espéranes de survie diérentes, le groupe 1q16q étant assoié à la plus grande
espérane de survie. Il est intéressant de noter que e jeu de données a été analysé
de nouveau par Van Wieringen et al. (2008) qui proposent une lassiation relati-
vement diérente pour laquelle ils distinguent 5 groupes et suggèrent que e jeu de
données puisse même être onsidéré omme plus hétérogène et induire la présene
d'un nombre plus élevé de groupes distints.
Nous analysons es données au moyen de notre proédure de lassiation au sein
des modèles mixtes dans un ontexte entièrement non-supervisé. Notre ontribution
par rapport aux analyses préédentes est de proposer une lassiation prenant en
ompte les eets aléatoires, e qui n'a jamais été réalisé sur e type de données.
Résultats
Notre proédure onlut aussi à la présene de 5 groupes et don à des données
plus hétérogènes que e que propose l'analyse initiale. Notre proédure rejoint néan-
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moins l'analyse initiale onernant le sous-groupe 1q16q assoié au meilleur taux
de survie puisque elui-i est retrouvé, ave seulement une erreur. Nous signalons
que e groupe n'avait pas été distingué par les analyses suivant elle de Fridlyand
et al. (2006), bien qu'il soit lairement assoié à de meilleures hanes de survie.
Comme deux des trois groupes originalement identiés sont assoiés à la présene
de ellules ER+ ('est-à-dire, de ellules présentant des réepteurs à oestrogènes),
nous avons analysé les 36 individus présentant ette onguration à part, onduisant
ette fois-i à l'identiation sans erreur du sous-groupe 1q16q. De plus, notre proé-
dure nous permet d'identier 3 autres tumeurs (S0041, S1519 et S0303) présentant
des omportements génétiques similaires et identiées omme telles dans l'artile
original.
En dernier lieu, nous avons souhaité estimer a posteriori, à l'aide des paramètres
du modèle ajusté par notre proédure, les valeurs des quantités SNR et τU obtenues
sur e jeu de données. Bien que doumenté dans le adre des données de spetromé-
trie de masse, es paramètres, et plus partiulièrement le paramètre τU , ont peu été
regardés dans le ontexte des données CGH. Les résultats sont présentés en Table
6.3. On observe que les valeurs estimées sont très éloignées des valeurs prises en
ompte lors de notre étude de simulation et orrespondent à des niveaux de bruit et
d'eets aléatoires très élevés. Ce dernier point nous amène à onlure que la déou-
verte de groupes homogènes ayant une véritable signiation biologique en présene
de tels niveaux de variabilité néessiterait de disposer de beauoup plus d'individus
(de l'ordre du millier). En e sens, l'étude que nous proposons sur es données se
plae sur un plan plus qualitatif que quantitatif.
Données omplètes
luster ID ŜNR
2
µ τ̂U
1 2.1e-4 3.9e-04
2 2.3e-3 3.8e-05
3 1.3e-3 6.4e-04
4 (1q/16p) 1.5e-3 1.3e-04
5 9.3e-4 4.3e-05
Données ER+
luster ID ŜNR
2
µ τ̂U
1 2.1e-3 2.2e-04
2 7.8e-3 1.9e-05
3 1.1e-2 3.8e-05
4 (1q/16p) 4.4e-3 4.4e-04
Table 6.3  SNR
2
µ et τU estimé pour le jeu de données de aner du sein (Fridlyand
et al., 2006).
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Troisième partie
Rédution de dimension dans les
modèles mixtes fontionnels
115

Introdution
Dans la première partie de e manusrit, nous nous sommes attahés à dérire
notre proédure de lassiation non supervisée au sein des modèles mixtes fon-
tionnels. Une fois les groupes formés arrive naturellement la question de l'estimation
dans les modèles mixtes fontionnels pour un groupe d'individus homogène. C'est
l'objet de ette troisième partie qui représente la deuxième ontribution de e travail
de thèse.
En faisant un parallèle ave les modèles mixtes dans un ontexte non fontionnel
(f Chapitre 2), l'estimation au sein des modèles mixtes fontionnels soulève deux
problématiques prinipales : l'estimation des eets xes du modèle et elle des eets
aléatoires. Dans le adre de l'étude de données issues de la biologie moléulaire,
l'estimation de l'eet xe fontionnel se traduit par une meilleure ompréhension
des méanismes biologiques du phénomène étudié. L'estimation des eets aléatoires
revêt aussi une importane partiulière dans la mesure où elle peut permettre, d'une
part, une meilleure aratérisation de la variabilité des réponses physiologiques in-
dividuelles mais aussi une plus grande préision de l'estimation de l'eet xe fon-
tionnel.
À partir d'une modélisation basée sur les ondelettes, la représentation de l'eet
xe fontionnel dans le domaine des oeients est naturellement reuse. Les mé-
thodes d'estimation dédiées sont alors les méthodes de seuillage telles que dérites au
Chapitre 3. Par ailleurs, dans le domaine des ondelettes, les représentations des ef-
fets aléatoires fontionnels, partageant la même régularité que l'eet xe fontionnel
sous la modélisation dérite en Setion 4.4, sont aussi naturellement parimonieuses.
Comme les eets aléatoires fontionnels sont supposés être des réalisations de pro-
essus gaussiens entrés, ette parimonie se traduit dans le domaine des oeients,
par des varianes nulles à ertaines positions : en eet, pour des oeients distri-
bués à une position (j, k) donnée selon une loi gaussienne entrée, une variane nulle
entraîne des oeients d'eets aléatoires nuls à ette même position. À e propos,
la néessité de la prise en ompte de la parimonie assoiée aux eets aléatoires a été
illustrée lors de l'étude des données de spetrométrie de masse en Setion 6.2.1 où les
résultats de lassiation non supervisée laissent supposer que ertains paramètres
de variane sont nuls.
Au ours de ette partie, nous abordons les problématiques d'estimation de l'ef-
fet xe et de séletion des eets xes et aléatoires de manière distinte en proposant
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deux approhes répondant aux deux approhes marginale et jointe lassiquement
adoptées pour l'étude des modèles mixtes. Dans le Chapitre 7, nous nous intéres-
sons au problème de reonstrution de l'eet xe fontionnel et nous nous basons
sur une approhe marginale des modèles mixtes fontionnels. Le problème ainsi
posé se ramène à une problématique de seuillage dans un ontexte de régression non
paramétrique hétérosédastique en présene de répétitions. Nous démontrons que
l'estimateur fontionnel résultant, dans un ontexte où les varianes sont inonnues,
atteint bien une vitesse near-minimax dans l'espae fontionnel onsidéré. Nous étu-
dions plusieurs stratégies d'estimation des paramètres de variane dont une, basée
sur les tehniques de vraisemblane pénalisée, permettant de réaliser une séletion
des paramètres de varianes tout en onservant la rapidité d'exéution aratéri-
sant les méthodes de seuillage non paramétrique. Les estimations des varianes sont
ensuite utilisées pour le seuillage ave une stratégie de type plug-in.
Dans le Chapitre 8, nous nous onentrons plus partiulièrement sur la problé-
matique de séletion des eets xes et aléatoires. À partir d'une approhe jointe du
modèle mixte fontionnel, nous proposons une stratégie basée sur une double péna-
lisation de la vraisemblane du modèle vis-à-vis des eets xes et des varianes des
eets aléatoires grâe à des pénalités de type SCAD. Nous démontrons que l'optimi-
sation du ritère de vraisemblane pénalisée ainsi déni onduit à des estimateurs
possédant des propriétés oraulaires dans un ontexte de double asymptotique où
le nombre d'individus N et le nombre de variables M tendent vers l'inni ave
M < N . Nous développons, parallèlement, une proédure d'optimisation basée sur
l'algorithme EM, dédiée à l'estimation par maximum de vraisemblane en présene
de données non observées.
Enn, les performanes de es diérentes approhes sont étudiées au ours d'une
étude de simulation présentée au Chapitre 9, réalisée, dans un premier temps sur des
jeux de données présentant des ongurations partiulières où les parimonies asso-
iées aux eets xes et aléatoires sont traitées de manière séparée. Cette première
étude présente l'avantage de permettre l'évaluation du omportement d'estimation
et de séletion des proédures tout en gardant un ontrle sur la onguration onsi-
dérée. Dans un deuxième temps, nous omparons les omportements des proédures
proposées sur des jeux de données simulés de manière réaliste ave omme obje-
tif de se rapproher de l'étude de données réelles. Nous nous omparons, de plus,
pour l'ensemble des simulations à la proédure de seuillage SCAD homosédastique,
ouramment utilisée pour e type de problématique.
Chapitre 7
Seuillage pour le modèle
hétérosedastique
Nous proposons dans e hapitre une première stratégie d'estimation basée sur
une approhe marginale des modèles mixtes fontionnels, telle que dérite au Cha-
pitre 2. Notre prinipal objetif est de onserver la simpliité de mise en ÷uvre
aratérisant les proédures de seuillage. Notre stratégie représente une extension
de es proédures à un adre de régression non-paramétrique hétérosédastique en
présene de répétitions et nous démontrons une propriété de onvergene de l'esti-
mateur fontionnel de l'eet xe. Plus partiulièrement, nous verrons que sa onver-
gene est diretement liée au ratio entre le nombre de points de disrétisation et
le nombre d'individus. Enn, nous proposons une proédure d'estimation de va-
rianes permettant d'eetuer une séletion des positions où s'exere la variabilité
individuelle.
7.1 Modèle marginal et problématique
Dans une approhe marginale, seule la loi des observations (di)i=1,...,N est onsi-
dérée. On ne tient en eet pas ompte de la loi des observations onditionnellement
aux eets individuels (di|θi)i=1,...,N . Dans le domaine fontionnel, ela revient à mo-
déliser les signaux de la façon suivante :
Y (t) = µ(t) + Ẽ(t), (7.1)
où µ(t) est un eet xe fontionnel supposé appartenir à un espae de Besov Bspq
tandis que le terme d'erreur Ẽ(t) est supposé être une réalisation d'un proessus
aléatoire dépendant dont la spéiation est réalisée dans le domaine des oeients.
Sur les oeients empiriques de la déomposition, le modèle (7.1) s'érit alors :
∀i = 1, . . . , N, ∀(j, k) ∈ Λ,
{
ci = α + ε̃
c
i
dijk = βjk + ε̃
d
ijk,
(7.2)
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où le veteur
[
(ε̃c)T , (ε̃d)T
]T
∼ N (0M ,R) où R est une matrie diagonale dont le
terme diagonal à l'indie (j, k) est égal à σ2jk = σ
2
θ,jk+σ
2
ε = 2
−jηγ2jk+σ
2
ε , représentant
variane totale assoiée à la position (j, k). Le veteur
[
(α)T , (β)T
]T
ontient les
oeients empiriques de la déomposition en ondelettes de l'eet xe fontionnel
µ.
Dans un adre usuel de régression fontionnelle, 'est-à-dire pour N = 1 et
σ2jk = σ
2
pour tout (j, k) ∈ Λ, il est lassique, pour une modélisation basée sur les
ondelettes, d'utiliser des tehniques de seuillage an d'estimer l'eet xe fontionnel
inonnu µ, omme dérit au Chapitre 3.
Le modèle (7.2) se distingue de e adre lassique prinipalement sur deux points :
 d'une part, le bruit aetant les observations dans le domaine des ondelettes
n'étant plus homosédastique, on fait l'hypothèse que les varianes σ2jk varient
ave la position,
 d'autre part, nous nous plaçons dans un ontexte de répétitions individuelles,
'est-à-dire pour N > 1.
Nous exposons, dans un premier temps, les problématiques assoiées à es deux
points et présentons les travaux existants sur es sujets.
7.2 Proédures de seuillage pour modèles hétéros-
édastiques sans répétition
La problématique du seuillage dans un ontexte hétérosédastique a déjà été
largement abordée dans la littérature mais sous un angle diérent. Les approhes
existantes se plaent sous le modèle (7.1), dans le as où N = 1 (sans répétition
individuelle), et herhent à modéliser le proessus engendrant le terme d'erreur
Ẽ(t). Ce proessus est supposé être soit de Wiener, orrespondant alors au seuillage
lassique de Donoho et Johnstone (1994), soit stationnaire (Johnstone et Silverman
1997), soit non-stationnaire (Gao (1997), von Sahs et MaGibbon (2000)).
Le point ommun de es approhes est de se ramener, dans le domaine des
ondelettes, à un modèle similaire au modèle (7.2) en négligeant les dépendanes entre
observations par la propriété de déorrélation des ondelettes (Frazier et al. 1991). La
prinipale diérene ave le modèle (7.2) onerne la modélisation des varianes. Plus
préisément, le adre stationnaire se ramène à une hypothèse de varianes dépendant
uniquement du niveau de résolution j, 'est-à-dire σ2jk = σ
2
j , tandis que le as plus
général des proessus non-stationnaires se ramène à une modélisation en σ2jk, où les
varianes assoiées aux oeients varient selon la position (j, k) (pour (j, k) ∈ Λ).
Dans notre ontexte, nous nous plaçons, de même, dans un adre de varianes de
la forme σ2jk mais possédant une struture partiulière en (2
−jηγ2jk + σ
2
ε) pour tout
(j, k) d'après les onsidérations fontionnelles développées en Setion 4.4.2.
En se plaçant à variane onnue, en utilisant les tehniques de seuillage usuelles
telles que dérites par Donoho et Johnstone (1994) ave le seuil universel, les estima-
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teurs onstruits dans le adre des diérentes modélisations atteignent une vitesse de
onvergene near-minimax dans la lasse des espaes de Besov enO
(
(logM/M)
2s
2s+1
)
.
Cette vitesse orrespond à la vitesse minimax non-paramétrique à un fateur loga-
rithmique près, qui est aussi atteinte dans le adre homosédastique.
En pratique, la plupart des seuils ouramment utilisés, tel que le seuil universel,
dépendent des paramètres de variane et l'appliation d'un seuillage néessite don
de disposer d'estimateurs des varianes. Dans le adre stationnaire, les
(
σ2j
)
j=1,...,J
sont estimées niveau par niveau, en utilisant un estimateur robuste de type MAD.
Cela est rendu possible grâe à la présene de répétitions au sein d'un même niveau
de résolution.
Dans un adre non-stationnaire, la problématique de l'estimation des varianes
σ2jk est un problème plus diile puisque qu'étant donné que le nombre d'individus
est xé à N = 1, la notion de répétitions au sein d'un niveau est alors absente. Cette
problématique a été étudiée dans de nombreuses ongurations et onernant la ré-
gression basée sur les ondelettes, une approhe largement adoptée onsiste à se plaer
dans un adre non-paramétrique et à onsidérer le veteur des varianes
(
σ2jk
)
(j,k)∈Λ
omme les oeients de la déomposition d'une fontion de variane, réalisation
d'un proessus non stationnaire, dans une base d'ondelettes. Les varianes sont alors
estimées au sein de haque niveau de résolution j par une proédure basée sur les dif-
férenes d'ordre v (v ∈ N). Ces estimateurs peuvent être vus omme des ontrastes
loaux d'ordre v sur les observations. Cette proédure peut ensuite être ouplée à
une méthode de régularisation. Conernant e type d'approhes, nous itons (non-
exhaustivement) les travaux de Gasser et al. (1989), Antoniadis et Lavergne (1995),
Gao (1997), et Fryzlewiz (2008).
Contrairement aux approhes dérites au ours de e paragraphe, notre mo-
délisation est réalisée diretement dans le domaine des ondelettes en onsidérant
une forme partiulière des varianes assoiées aux oeients des eets individuels.
Néanmoins, notre modélisation peut être plaée dans le ontexte dérit i-dessus
en remarquant qu'elle onduit à onsidérer dans le domaine fontionnel des proes-
sus non-stationnaires, dont la ovariane est diagonalisable par la transformée en
ondelettes disrète.
7.3 Proédures de seuillage pour modèles hétéros-
édastiques ave répétitions
L'étude de données présentant des répétitions individuelles est un sujet relati-
vement peu abordé dans la littérature non-paramétrique bien que e type de don-
nées devienne atuellement de plus en plus ourant grâe aux progrès rapides des
appareils et tehniques de mesures. La majorité des approhes non-paramétriques
peuvent être étendues trivialement à un adre de répétitions ependant leurs proprié-
tés théoriques sont rarement explorées. Considérons à présent que nous disposons
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de N > 1 signaux individuels. La question est alors de savoir omment tirer parti
du supplément d'informations apporté par les répétitions individuelles dans le adre
de l'estimation des eets xes en présene de variabilité inter-individuelle.
Amato et Sapatinas (2005) proposent une étude empirique dans un adre d'es-
timation d'une ourbe de référene en présene de répétitions. Le modèle onsidéré
est, pour tout i = 1, . . . , N et tout m = 1, . . . ,M :
Yi(tm) = fi(tm) + Ei(tm) où Ei(tm) ∼ N (0, σ2E),
La partiularité de leur approhe est de onsidérer que les fi sont aléatoires sans le
formaliser omplètement sous l'angle des modèles mixtes fontionnels.
Amato et Sapatinas (2005) herhent alors à estimer une ourbe de référene or-
respondant à E (fi(t)). De plus, ils supposent que E {fi(t)− E (fi(t))} est onstant,
e qui revient à onsidérer un modèle tel que :
{
fi(tm) = µ(tm) + ξi(tm) où ξi(tm) ∼ N (0, σ2ξ ),
Yi(tm) = fi(tm) + Ei(tm).
On onstate don que notre approhe, en onsidérant le modèle hétérosédastique,
est plus générale et fondée sur une ériture de type "mixte" du modèle.
Malgré es diérenes, leur approhe est une première étape : ils mettent en
avant, au travers d'une étude de simulation approfondie, que la stratégie onsis-
tant à seuiller la moyenne des oeients est préférable à elle onsistant à seuiller
la moyenne des signaux seuillés individuellement. Cette stratégie se ramène alors à
seuillage non-linéaire homosédastique usuel et prote don des propriétés de onver-
gene assoiées, à savoir, l'estimateur résultant atteint le taux de onvergene mini-
max attendu. Notre objetif est alors de onsidérer ette proédure dans un adre
hétérosédastique et d'en étudier les propriétés de onvergene, en fontion de la
taille des signaux M et du nombre de répétitions N .
7.4 Considérations asymptotiques
Notre ontexte est le suivant : nous disposons de N signaux individuels de taille
M , représentés haun par leur M oeients d'ondelettes.
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N répétitions
individuelles
signaux de taille M
dijk individu i
p
o
s
i
t
i
o
n
(j,
k)
L'objetif prinipal est de retrouver le signal moyen ommun aux N individus en
présene d'un bruit hétérosédastique, dans le domaine des ondelettes. L'atteinte de
et objetif passe néessairement par la détermination d'estimations des varianes
σ2jk, agissant sur haque position (j, k) ∈ Λ. Nous sommes alors fae à deux types
d'estimations, entraînant deux notions d'asymptotiques distintes :
 d'une part, en se plaçant à variane onnue, la qualité d'estimation fontion-
nelle est dépendante de la tailleM des signaux et de l'espae fontionnel dans
lequel ils se situent. Dans la lasse des boules de Besov, la vitesse de onver-
gene minimax vers la vraie fontion pouvant être atteinte par les estimateurs
de seuillage est en M−2s/(2s+1).
 d'autre part, la présene de N répétitions pour haque position (j, k) nous
permet d'estimer paramétriquement le paramètre de variane σ2jk. L'erreur
attendue pour l'estimation des varianes à haque position est alors paramé-
trique en N , 'est-à-dire en 1/
√
N , dés lors que nous disposons d'un estimateur
onsistant des paramètres de variane.
La prinipale problématique assoiée à ette onguration est alors en rapport ave le
ratioM/N : sur haune desM positions, une erreur est ommise, due à l'estimation
de σ2jk. Ces erreurs se umulent sur les M positions et néessitent de e fait un
ontrle du ratio entre le nombre d'individus N et le nombre de pas de disrétisation
M , de manière à obtenir un estimateur minimax de l'eet xe fontionnel. Cette
problématique est traitée dans la Setion 7.5 et nous verrons que la onvergene de
l'estimateur de l'eet xe est asymptotiquement liée à e ratio.
La problématique de l'estimation des paramètres de varianes (σjk)(j,k)∈Λ est
traitée dans un deuxième temps. Dans e adre, nous proposons deux stratégies
dont une basée sur les tehniques de vraisemblane pénalisée permettant de faire
une séletion des variables.
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7.5 Estimation de l'eet xe fontionnel et risque
quadratique
Dans ette setion, nous présentons une proédure de seuillage hétérosédastique
et nous montrons que l'estimateur proposé atteint bien la vitesse de onvergene non
paramétrique "near-minimax" dans la lasse des espaes de Besov. Nous rappelons
que le terme "near-minimax" est employé pour des estimateurs onvergeant vers la
vraie valeur ave une vitesse minimax dans la lasse des Besov à un fateur logarith-
mique près. Notre résultat se plae dans un ontexte fontionnel où les paramètres
de varianes sont inonnus et en présene de répétitions individuelles.
Partant du modèle marginal (7.2), nous nous ramenons à une proédure de
seuillage hétérosédastique en présene de répétitions, appliquée sur la moyenne
des oeients d'ondelettes assoiés aux observations, dont la loi est donnée pour
tout (j, k) ∈ Λ par :
djk ∼ N
(
βjk,
σ2jk
N
)
et c ∼ N
(
α,
σ2ν
N
)
. (7.3)
L'estimation des paramètres assoiés aux oeients d'approximations (ci)i=1,...,N
est traitée séparément, à l'aide d'estimateurs usuels dénis par :
α̂ = c et σ̂2ν =
1
N − 1
∑
i
(ci − c)2. (7.4)
Par la suite, es estimateurs seront appelés estimateurs "de type moment".
Conernant l'estimation des paramètres assoiés aux oeients de détails, onsi-
dérons une fontion de seuillage δ(., .). Par la suite, nous nous onentrons prinipa-
lement sur les fontions de seuillage ontinues, à savoir le seuillage doux de Donoho
et Johnstone (1994) et le seuillage de type SCAD proposé par Antoniadis et Fan
(2001), notés respetivement δS et δSCAD. Pour es deux types de seuillage, nous
hoisissons d'utiliser le seuil universel proposé par Donoho et Johnstone (1994) égal
à λσ où λ est déni par λ =
√
2 logM .
Nous étendons ette dénition au as hétérosédastique en onsidérant le seuil
λσjk dépendant de la position (j, k) onsidérée pour tout (j, k) ∈ Λ. De plus, nous
nous plaçons dans un adre où les varianes (σjk)(j,k)∈Λ sont inonnues mais dont
des estimateurs, notés
(
σ̂2jk
)
(j,k)∈Λ sont disponibles et que nous utilisons grâe à une
stratégie de type plug-in.
Notre estimateur de seuillage est alors déni de la manière suivante :
β̂jk(σ̂jk) =



djk si 0 ≤ j ≤ j0,
δ(djk, λσ̂jk) si j0 < j ≤ j1,
0 si j > j1,
(7.5)
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ave δ fontion de seuillage hoisie parmi {δS, δSCAD}. Les niveaux de résolution
j0 et j1, représentant respetivement les premiers et derniers niveaux de seuillage,
vérient : 


2j0 = O
[(
logM
) 1−p/2
1+s′p (MN)
p/2
1+s′p
]
,
M
logM
≤ 2j1 ≤ 2M
logM
,
(7.6)
ave s′ = s − 1
p
+ 1
2
. L'entier j0 est xé en fontion des paramètres de régularité et
de la taille des signaux an d'atteindre une vitesse de onvergene optimale tandis
que l'entier j1 est xé omme dans Juditsky et Delyon (1996). La justiation de
es hoix est donnée au ours de la démonstration du Théorème (7.1).
La fontion estimée reonstruite à partir de l'estimateur β̂ et à l'aide d'une trans-
formation inverse sera notée par la suite µ̂ et est dénie omme µ̂ = WT (α̂T , β̂
T
)T ,
ave W matrie de ltres assoiée à la base d'ondelettes onsidérée (f. Chapitre 3).
Notre premier résultat est donné par le Théorème (7.1). Nous montrons que
l'estimateur µ̂ de l'eet xe µ atteint bien une vitesse de onvergene near-minimax
pour le risque L2. La démonstration de e résultat est présentée en Annexe A.
Théorème 7.1. Nous nous plaçons sous le modèle marginal (7.2). Soit µ ∈ Bspq
ave s′ = s − 1
p
+ 1
2
> 0, p ≥ 1, q ≥ 1 et s ≥ 1/p. Soit µ̂ l'estimateur d'ondelettes
de la fontion µ résultant du seuillage déni par (7.5) et appliqué ave un seuil égal
à 2λ = 2
√
2 logM . On suppose de plus que les varianes σ2ν et
(
σ2jk
)
(j,k)∈Λ sont
bornées par une onstante σ2
max
et que l'on dispose d'estimateurs
√
N-onsistants de
es paramètres notés σ̂2ν et
(
σ̂2jk
)
(j,k)∈Λ. On a alors :
E
(
‖µ̂− µ‖2L2
)
≤ max



O
[(
logM
MN
) 2s
2s+1
]
︸ ︷︷ ︸
T1
+
[
O
(
logM
M
)2s′]
︸ ︷︷ ︸
T2



. (7.7)
Le seuil adopté dans e théorème est une version modiée du seuil universel,
il est multiplié par une onstante égale à deux. Cette modiation est eetuée
pour des raisons tehniques de preuve et pour être plus préis, pour obtenir une
onvergene susamment rapide du terme T4.2 dans la démonstration donnée en
Annexe A. Asymptotiquement, ette modiation n'a pas d'impat mais la question
de la démonstration du même résultat pour le seuil universel λ =
√
2 logM reste
ouverte. Comme ette limitation est due à des raisons tehniques et que nous pensons
que e résultat reste vrai pour le seuil universel, les simulations eetuées au Chapitre
9 sont basées sur l'utilisation du seuil universel standard.
Nous nous intéressons dans un premier temps à la vitesse near-minimax non-
paramétrique usuelle en O
[[
logM
M
] 2s
2s+1
]
. L'atteinte de ette vitesse par notre es-
timateur fontionnel est alors vériée sous les onditions énonées onernant les
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valeurs de s et p. En eet, le terme T2 onverge plus rapidement que la vitesse
near-minimax non-paramétrique usuelle, 'est-à-dire que nous avons :
(
logM
M
) 2s
2s+1
= o
[(
logM
M
)2s′]
.
La preuve de e résultat peut être onsultée dans l'artile de Juditsky et Delyon
(1996) (Lemme 5).
Dans un deuxième temps, nous pouvons remarquer qu'idéalement, ette vitesse
devrait être omparée à la borne inférieure du risque L2 que l'on obtiendrait dans
un modèle de régression en présene de N répétitions. La présene du terme T2 dans
la majoration du risque quadratique donnée par l'expression (7.7) orrespond à un
terme d'erreur d'approximation orrespondant au fait que nous n'avons aès qu'à
une disrétisation de la fontion µ. La présene de répétitions ne permettra don
pas de diminuer e risque et pour ette raison, nous nous attendons à une borne
inférieure du risque de la forme :
max
{
O
[(
logM
MN
) 2s
2s+1
]
+
[
O
(
logM
M
)2s′]}
.
Cei n'a pas été démontré de manière formelle au ours de e travail de thèse mais
en représente une perspetive à ourt terme.
7.6 Estimation des varianes
Nous nous onentrons à présent sur l'estimation des varianes
(
σ2jk
)
(j,k)∈Λ an
de permettre l'obtention d'une estimation de l'eet xe fontionnel à partir d'une
stratégie de type plug-in. Dans un ontexte de seuillage hétérosédastique, ette
étape représente le ÷ur du problème. Les approhes existantes dans un ontexte
non-paramétrique onernant le problème d'estimation des varianes se plaent gé-
néralement en présene d'une unique ourbe (N = 1). Nous nous plaçons pour notre
part dans un ontexte de répétitions individuelles, permettant de disposer d'une plus
grande liberté onernant l'estimation des paramètres
(
σ2jk
)
(j,k)∈Λ. Nous proposons
prinipalement deux approhes : la première est basée sur des estimations empi-
riques usuelles tandis que la deuxième est une proédure d'estimation permettant
de faire une séletion des paramètres de varianes assoiés aux eets aléatoires.
7.6.1 Estimation de type moment
Notre première approhe onsiste à proposer des estimateurs des paramètres(
σ2jk
)
(j,k)∈Λ basés sur une stratégie de type moment. Rappelons que dans une ap-
prohe marginale, les oeients d'ondelettes assoiés aux données observées sont
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indépendants et identiquement distribués pour tout i = 1, . . . , N , selon :
dijk ∼ N (βjk, σ2jk), ∀j, k ∈ Λ.
À une position (j, k) donnée, nous disposons de N observations, orrespondant
aux N répétitions individuelles. L'estimateur onsidéré, déni par :
σ̂2jk =
1
N − 1
N∑
i=1
(
dijk − djk
)2
, (7.8)
est alors un estimateur sans biais et
√
N-onsistant du paramètre σ2jk. Cette stratégie
représente une première approhe simple à mettre en ÷uvre. Cependant, un des
intérêts d'une modélisation mixte est de pouvoir distinguer la variabilité due à une
erreur de mesure de elle due à l'individu e qu'une telle stratégie ne permet pas
puisque la variabilité est estimée de manière globale à haque position (j, k).
7.6.2 Estimation pénalisée
Au sein du modèle marginal (7.2), la variabilité globale des oeients à une
position (j, k) donnée peut être déomposée en :
∀(j, k) ∈ Λ, σ2jk = σ2θ,jk + σ2ε , (7.9)
ave σ2θ,jk = 2
−jηγ2jk. Notre but est alors d'obtenir des estimateurs séparés de σ
2
ε et
σ2θ,jk pour tout (j, k) ∈ Λ. De plus, notre approhe s'appuie sur une hypothèse de
parimonie, à savoir que ertaines omposantes du veteur
(
σ2θ,jk
)
(j,k)∈Λ sont nulles
omme expliqué dans l'introdution de la Partie III. Ainsi, nous nous ramenons à
un seuillage des eets xes eetué ave une variane σ2ε à ertaines positions et σ
2
jk
aux positions les plus variables.
An d'obtenir un estimateur parimonieux du veteur
(
σ2θ,jk
)
(j,k)∈Λ, nous nous
appuyons sur les tehniques de vraisemblane pénalisée, alquées sur les tehniques
de régression pénalisées dérites en Setion 3.3.2, qui, par l'ajout d'une pénalité de
type ℓ1 sur les paramètres
(
σ2θ,jk
)
(j,k)∈Λ, "fore" la mise à zéro de ertains d'entre
eux. Le ritère que l'on herhe à optimiser est alors le suivant :
Q(β,γ2, σ2ε) = −2 logL(d;β,γ2, σ2ε )− λ
∑
jk
|σ2θ,jk|, (7.10)
où λ est un paramètre de régularisation à déterminer. L'optimisation du ritère
(7.10) par rapport aux paramètres (βjk)jk onduit à prendre β̂jk = djk. Par ontre,
le ritère (7.10) n'est pas optimisable simplement par rapport aux paramètres σ2θ,jk
et σ2ε : en eet, les optimisations selon es deux paramètres ne sont pas séparables
et néessitent alors le reours à des algorithmes itératifs. Un de nos objetifs étant
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de onserver le rapidité d'exéution des tehniques de seuillage non-paramétrique,
nous proposons don de xer σ̂2ε au moyen de l'estimateur usuellement utilisé en
ondelettes basé sur le MAD des oeients au niveau de résolution le plus n, noté
σ̂2
MAD
.
La solution à l'optimisation du ritère (7.10) en σ2θ,jk est alors donnée par :
σ̂2θ,jk =

−(N + 2λσ̂
2
MAD
) +
√
N2 + 4λ
∑
i(dijk − djk)2
2λ


+
, (7.11)
pour tout (j, k) ∈ Λ.
Et, on a alors que :
σ̂2θ,jk ≥ 0 ⇐⇒ v2jk − σ̂2MAD ≥
λσ̂4
MAD
N
(7.12)
où les quantités v2jk =
1
N
∑
i(dijk − djk)2 sont les moments entrés d'ordre 2.
Cette ondition se ramène à un seuillage : en eet, si la diérene entre la variane
empirique des observations et la variane assoiée au bruit de mesure est en deçà
d'un ertain seuil, la variane assoiée aux eets individuels σ2θ,jk est mise à zéro.
Cette ondition peut aussi s'interpréter en terme d'optimisation : en eet, si la
ondition (7.12) est respetée, alors, le ritère Q est onvexe. Dans e as, il existe
une unique solution au problème de minimisation de e ritère et elle est donnée par
(7.11). Dans le as où la ondition (7.12) n'est pas respetée, la dérivée du ritère
objetif Q est stritement positive sur le domaine d'optimisation. Le minimum du
ritère objetif Q est alors situé sur le bord du domaine d'optimisation, à savoir en
σ̂2θ,jk = 0.
Enn, nous utilisons un ritère de type BIC pour la détermination du paramètre
de régularisation λ déni par :
BIC(λ) = Q(β,γ2, σ2ε ) + dfλ × log(M),
où dfλ est le nombre de paramètres
(
σ2θ,jk
)
{(j,k)∈Λ} non nuls pour une valeur λ donnée.
Remarques
 Dans l'approhe présentée i-dessus nous avons hoisi de dénir une pénalité
sur les paramètres
(
σ2θ,jk
)
(j,k)∈Λ. Un autre hoix possible est de dénir une
pénalité ℓ1 sur les paramètres de varianes
(
γ2jk
)
(j,k)∈Λ. Cela nous onduit, par
une optimisation similaire, à des estimateurs dénis pour tout (j, k) ∈ Λ :
γ̂2jk =

−(N2
−jη + 2λσ̂2
MAD
) +
√
N22−2jη + 4× 2−jηλ∑i(dijk − djk)2
2× 2−jηλ

 ,
(7.13)
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si 2−jη(v2jk − σ̂2MAD) ≥
λσ̂4
MAD
N
et 0 sinon.
Sur un plan théorique, pour des hoix appropriés du paramètre de régularisa-
tion λ, es deux stratégies mènent à des résultats équivalents. Cependant, d'un
point de vue numérique, des problèmes de stabilité peuvent intervenir. Sur si-
mulations, on observe néanmoins qu'une pénalisation ℓ1 sur les paramètres
σ2θ,jk onduit à des résultats plus stables d'un point de vue numérique.
 Pour l'approhe séletion de varianes, les estimateurs obtenus pour les va-
rianes σ2jk = σ̂
2
θ,jk + σ̂
2
ε sont des estimateurs biaisés. En eet, d'une part, l'es-
timateur σ̂2ε est basé sur le MAD, qui est un estimateur biaisé. D'autre part,
les varianes assoiées aux eets aléatoires
(
σ2θ,jk
)
(j,k)∈Λ sont estimées grâe à
une proédure de type LASSO et leurs estimations sont, de e fait, aussi biai-
sés (f. Chapitre 4, Setion 3.3.2). Deux alternatives usuelles pourraient être
adoptées pour "débiaiser" les estimateurs de type LASSO : soit l'utilisation
d'une version relaxée du LASSO (Setion 3.3.2), soit l'emploi d'une pénalité
de type SCAD. L'utilisation d'une version relaxée du LASSO est envisageable
mais néessite alors l'ajustement d'un modèle mixte par un algorithme itératif.
Nous onsidérons qu'un tel suroût numérique n'est pas souhaitable dans une
approhe non-paramétrique basée sur les tehniques de seuillages ar l'étape de
réestimation serait alors plus oûteuse que la proédure omplète. De même,
l'utilisation d'une pénalité de type SCAD onduit à une optimisation non-
onvexe ne possédant pas de solution expliite, induisant un oût numérique
de résolution important. Ces stratégies seront onsidérées lors de l'approhe
jointe axée sur la problématique de séletion des eets xes et aléatoires au
ours du Chapitre 8.
 Signalons qu'ave une telle approhe, il est possible de donner une prédition
des eets aléatoires à haque position (j, k) ∈ Λ par l'expression lassique :
θ̂i,jk = E[θi,jk|di] =
2−jηγ̂2jk
2−jηγ̂2jk + σ̂
2
ε
[di,jk − β̂jk]. (7.14)
Cependant, de telles préditions ne possèdent alors plus la propriété de BLUP.
En eet, e préditeur dépend de l'estimateur β̂ résultant d'un seuillage non-
linéaire et qui n'est, de e fait, plus linéaire en les données. Ainsi, on ne peut
pas espérer obtenir simultanément une bonne vitesse de onvergene pour
l'estimateur de l'eet xe et un préditeur linéaire pour les eets aléatoires
individuels.
Finalement, un des prinipaux attraits de ette première approhe réside dans
sa rapidité d'exéution et sa simpliité de mise en ÷uvre. Néanmoins, la prini-
pale diulté de l'estimation au sein des modèles linéaires mixtes lassiques est la
bonne spéiation des eets aléatoires, ar elle onditionne la qualité d'estimation
de l'eet xe fontionnel. Les proédures d'estimation des varianes proposées dans
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e hapitre possèdent haune leurs limitations : la stratégie de type moment ne
propose pas de séletion des paramètres de varianes tandis que les approhes péna-
lisées, basées sur des pénalités de type LASSO, ne garantissent pas de disposer de la
propriété d'orale pour les estimateurs. En e sens, l'approhe marginale peut don
se révéler limitée pour l'estimation des paramètres du modèle mixte fontionnel
et ei est dû à la diulté d'estimation des paramètres de varianes. Nous pro-
posons dans le hapitre suivant une proédure basée sur une représentation mixte
du modèle, pour lesquels les paramètres sont estimés à l'aide d'un algorithme EM.
Cette solution itérative peut être interprétée omme une extension de l'approhe
marginale (qui représenterait la première étape de et algorithme itératif) et peut
permettre d'améliorer la qualité des estimateurs de varianes en termes de préision
et de séletion de variables.
Chapitre 8
Séletion de variables dans les
modèles mixtes
L'appliation de notre proédure de lassiation à des données réelles au ours
de la Partie II a mis en avant la problématique de la séletion des eets xes et
aléatoires au sein des modèles mixtes fontionnels et plus partiulièrement elle de
la séletion des eets aléatoires lors de l'étude des données de spetrométrie de
masse (f. Setion 6.2.1). Au ours du Chapitre 7, nous nous sommes intéressés
plus partiulièrement à l'estimation dans les modèles mixtes fontionnels et, dans
e ontexte, les résultats de simulations, présentés au Chapitre 9, montrent que
l'usage d'une stratégie non itérative basée sur une approhe non paramétrique du
problème d'estimation ne permet pas de proposer une séletion performante des
eets aléatoires.
L'approhe présentée dans e hapitre vise à atteindre deux objetifs onnexes :
d'une part, proposer une meilleure reonstrution de l'eet xe fontionnel µ et
d'autre part, séletionner les positions orrespondant à une variane non-nulle des
eets aléatoires dans le domaine des ondelettes. Cette problématique est abordée, à
e stade, en adoptant une approhe jointe des modèles mixtes. Nous présentons dans
un premier temps le modèle mixte fontionnel dans une approhe jointe ainsi que la
stratégie d'estimation/séletion adoptée, basée sur les tehniques de vraisemblane
pénalisée. Nous montrons qu'une telle stratégie onduit à des estimateurs possé-
dant la propriété d'orale dans un ontexte de double asymptotique, 'est-à-dire
lorsque le nombre d'individus N et le nombre de variables M tendent vers l'inni
(en supposant M < N). Nous présentons ensuite notre proédure d'estimation ba-
sée sur une reparamétrisation du modèle initial et une utilisation de l'algorithme
ECM (Expetation Conditional Maximization), variante de l'algorithme EM, pour
la maximisation de la vraisemblane pénalisée.
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8.1 Modèle et vraisemblane pénalisée
Reprenons à présent le modèle mixte omme déni en (4.10). Ainsi, dans le do-
maine des ondelettes, les oeients empiriques de la déomposition sont modélisés,
pour tout i = 1, . . . , N et pour tout (j, k) ∈ Λ, par :
{
ci = α + νi + ε
c
i
di,jk = βjk + θi,jk + ε
d
i,jk.
On suppose de plus que pour tout i = 1, . . . , N :



[
νi
θi
]
∼ N
(
0,G = diag(γ2ν ,Gθ)
)
[
εci
εdi
]
∼ N (0, IM).
où γ2ν est la variane assoiée au terme d'approximation νi et Gθ est la matrie de
ovariane assoiée au veteur de oeients θi. De plus, la matrieGθ est supposée
diagonale et de terme général [Gθ]jk = 2
−jηγ2jk, pour tout (j, k) ∈ Λ.
Par la suite, dans un soui de simpliation des notations et des aluls, nous
nous intéresserons exlusivement aux oeients de détails de la déomposition du
modèle, soit les oeients di pour i = 1, . . . , N . Les paramètres assoiés aux oef-
ients ci sont estimés de façon distinte, omme en (7.4).
Sur les oeients de détails et en omettant les termes onstants, la vraisem-
blane du modèle est alors donnée par :
− 2 logL(d, θ;Gθ,β,R) = N log |σ2εIM |+
1
σ2ε
N∑
i=1
‖di − β − θi‖2
+N log |Gθ|+
N∑
i=1
θTi G
−1
θ θi. (8.1)
Dans un objetif de séletion des eets xes et aléatoires et partant de l'idée des
régressions pénalisées (f. Setion 3.3.2), nous proposons de pénaliser la vraisem-
blane (8.1) par rapport aux eets xes β et par rapport aux varianes assoiées
aux eets aléatoires γ. Ainsi, le ritère de vraisemblane pénalisée, noté ℓ, est donné
par :
ℓ(β,γ, σ2ε ) = − logL(d, θ;Gθ,β,R) + pen(β, λ1) + pen(γ, λ2), (8.2)
où pen(·, ·) est une fontion de pénalité, positive, roissante et dérivable sur (0,∞).
Cette fontion dépend, suivant les paramètres pénalisés, de λ1 et λ2, deux paramètres
de régularisation permettant de ontrler le degré de pénalisation. Il serait plus juste
de noter es paramètres λ
(N)
1 et λ
(N)
2 ar leur valeur dépend de la taille d'éhantillon
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N . Cependant, pour des questions de lisibilité, nous ne mettons pas de référene à
la dimension N .
Les estimations des paramètres du modèle orrespondent alors aux quantités
vériant :
(β̂, γ̂, σ̂2ε) = argmax
(β,γ,σ2ε)
ℓ(β,γ, σ2ε ). (8.3)
Fae à tous les hoix de pénalité possibles, nous nous foalisons sur l'utilisation
de pénalités de type SCAD omme dénies en (3.13) pour le veteur des paramètres
d'eets xes β et le veteur des varianes assoiées aux eets aléatoires γ : en eet,
ette pénalité est onnue pour disposer de bonnes propriétés de séletion dans un
adre lassique de régression pénalisée (Fan et Li 2001) et se révèle être performante
pour le seuillage par ondelettes dans un adre non paramétrique (Antoniadis et Fan
2001). Pour rappel, on a alors, pour tout (j, k) ∈ Λ :
pen(βjk, λ1) =



λ1|βjk| si |βjk| ≤ λ1,
1
2(a−1) (|βjk|2 − 2aλ1|βjk|+ λ21) si λ1 < |βjk| ≤ aλ1,
1
2
(a+ 1)λ21 si |βjk| > aλ1,
(8.4)
et
pen(γjk, λ2) =



λ2γjk si γjk ≤ λ2,
1
2(a−1)
(
γ2jk − 2aλ2γjk + λ22
)
si λ2 < γjk ≤ aλ2,
1
2
(a + 1)λ22 si γjk > aλ2,
(8.5)
ave
pen(β, λ1) =
∑
jk∈Λ
pen(βjk, λ1),
pen(γ, λ2) =
∑
jk∈Λ
pen(γjk, λ2).
Par la suite, nous désignerons par Υ = (βT ,γT )T le veteur des paramètres
pénalisés du modèle de taille 2M et par Υ0 = (β
T
0 ,γ
T
0 )
T
les valeurs des vrais pa-
ramètres. Sans perte de généralité, on peut alors réérire le veteur des paramètres
Υ0 = (Υ
1
0,Υ
2
0) ave Υ
1
0 = (Υ
1
01, . . . ,Υ
1
0mN
), veteur ontenant les paramètres non
nuls et Υ20 = (Υ
2
0mN+1
, . . . ,Υ202M) veteur ontenant les paramètres nuls.
8.2 Propriétés asymptotiques des estimateurs
Dans ette partie, nous nous intéressons aux propriétés de séletion des estima-
teurs (8.3) proposés. Notre objetif dans e hapitre est de proposer des estimateurs
des paramètres du modèle permettant d'eetuer une séletion performante des eets
xes et des varianes des eets aléatoires. Nous nous interrogeons de e fait sur les
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propriétés de séletion des estimateurs par vraisemblane pénalisée (8.3). Plus parti-
ulièrement, nous démontrons que es estimateurs jouissent de la propriété d'orale
(f. Setion 3.3.2), à savoir, on a :
1. Le bon modèle est atteint presque sûrement, 'est-à-dire, Υ̂2 = 0 presque
sûrement,
2. L'estimateur Υ̂1 est asymptotiquement normal.
Dans la littérature, deux résultats prinipaux ayant trait à notre problématique
peuvent être mis en avant. Un premier résultat proposé par Bondell et al. (2010) se
plae dans le adre de la séletion des eets xes et aléatoires au sein des modèles
mixtes. Les estimateurs proposés sont solutions d'un problème de moindres arrés
pénalisés au moyen de pénalités de type LASSO adaptatif sur les eets xes et sur les
termes de ovarianes assoiés aux eets aléatoires. Bondell et al. (2010) démontrent
que leurs estimateurs possèdent bien la propriété d'orale. Cependant, e résultat
se plae dans un adre non fontionnel pour lequel le nombre de ovariables est
xé par rapport au nombre d'individus N qui tend vers l'inni. Dans notre adre,
le nombre de points de disrétisations M joue le rle du nombre de ovariables,
traditionnellement noté p, néanmoins, onsidérer un nombre de variablesM xé n'a
pas de sens lorsque l'on se plae dans un ontexte fontionnel.
Un deuxième résultat remarquable est donné par Fan et Peng (2004). Les auteurs
se plaent dans e travail dans un adre non fontionnel, sans eets aléatoires, de
moindres arrés pénalisés à l'aide d'une pénalité non onave (dont font partie les
pénalités de type SCAD). Lorsque le nombre de variables M est xé, Fan et Li
(2001) ont démontré que l'estimateur pénalisé possédait bien la propriété d'orale.
Fan et Peng (2004) étendent e résultat à un adre de double asymptotique, 'est-
à-dire, lorsque le nombre de variables M tend vers l'inni, de même que le nombre
d'individus N . Les auteurs font tout de même l'hypothèse que M < N et que le
ratio entre es deux dimensions vérie M5/N → 0. Sous es hypothèses, Fan et
Peng (2004) démontrent que les estimateurs résultant du problème de moindres
arrés pénalisés possèdent bien la propriété d'orale. Cette approhe onsidérant un
nombre divergent de variables se rapprohe du adre fontionnel qui est le ntre
et notre objetif est d'étendre e résultat au adre des modèles mixtes fontionnels
lorsqu'une séletion des varianes des eets aléatoires est réalisée parallèlement à
une séletion des eets xes, 'est-à-dire, en présene de deux termes de pénalités
onernant les eets xes et les varianes des eets aléatoires.
An de démontrer les propriétés oraulaires de nos estimateurs, il est néessaire
de faire des hypothèses sur la fontion de pénalité et sur la vraisemblane des don-
nées. Nous reprenons ii les hypothèses énonées par Fan et Peng (2004) que nous
étendons aux paramètres de varianes des eets aléatoires du veteur γ. Pour les
deux types de paramètres, la pénalité ommune utilisée dans notre travail est une
pénalité de type SCAD vériant les hypothèses onernant la fontion de pénalité.
Conernant les hypothèses se référant à la vraisemblane des observations, nous
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onsarons l'Annexe (B.1) à la vériation de es hypothèses pour notre modèle
mixte fontionnel.
8.2.1 Hypothèses sur les pénalités
On ommene par dénir les quantités :
aβN = max
1≤m≤M
{ ∂
∂βm
pen(|β0m|, λ1), β0m 6= 0
}
,
aγN = max
1≤m≤M
{ ∂
∂γm
pen(γ0m, λ2), γ0m 6= 0
}
,
ainsi que
bβN = max
1≤m≤M
{ ∂2
∂β2m
pen(|β0m|, λ1), β0m 6= 0
}
,
bγN = max
1≤m≤M
{ ∂2
∂γ2m
pen(γ0m, λ2), γ0m 6= 0
}
.
La fontion de pénalité utilisée doit vérier les hypothèses suivantes :
(H1) lim infN→∞ lim infβ→0+
∂
∂β
pen(β,λ1)
λ1
> 0
et lim infN→∞ lim infγ→0+
∂
∂γ
pen(γ,λ2)
λ2
> 0,
(H2) aβN = O(N−
1
2 ) et aγN = O(N−
1
2 ),
(H2') aβN = o(
1√
NM
) et aγN = o(
1√
NM
),
(H3) limN→∞ b
β
N = 0 et limN→∞ b
γ
N = 0,
(H3') bβN = oP (
1√
M
) et bγN = oP (
1√
M
),
(H4) Il existe Cβ et Dβ onstantes telles que, pour β1, β2 > C
βλ1 :
| ∂
2
∂β2
pen(|β1|, λ1)−
∂2
∂β2
pen(|β2|, λ1)| ≤ Dβ|β1 − β2|,
Et, il existe Cγ et Dγ onstantes telles que, pour γ1, γ2 > C
γλ2 :
| ∂
2
∂γ2
pen(γ1, λ2)−
∂2
∂γ2
pen(γ2, λ2)| ≤ Dγ |γ1 − γ2|,
L'ensemble de es propriétés sont vériées en partiulier par la pénalité de type
SCAD. Cela nous montre néanmoins que les théorèmes (8.1) et (8.2) à suivre restent
valables dans le adre plus général des pénalités vériant es diérents points.
L'hypothèse (H1) se réfère à la propriété de parimonie de l'estimateur nal en
obligeant la fontion de pénalité à être pinée en 0. Les hypothèses (H2) et (H2')
assurent que les estimateurs seront non-biaisés tandis que les hypothèses (H3) et
(H3') assurent que les valeurs des pénalités resteront raisonnables fae à elles de
vraisemblane. Enn, l'hypothèse (H4) se réfère à la ontinuité de la fontion de
pénalité et don assure la ontinuité des estimateurs en les données an d'éviter les
problèmes d'instabilités des estimations (Fan et Li 2001).
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8.2.2 Hypothèses sur la vraisemblane
De la même manière, des hypothèses onernant la vraisemblane des données
sont néessaires. Par la suite, on notera logLi, la vraisemblane assoiée à haque
individu i, i = 1, . . . , N , issue d'une loi de probabilité ommune et qui s'exprime
par :
−2 logLi(Υ) =
∑
jk
log(σ2ε + 2
−jηγ2jk) +
∑
jk
1
σ2ε + 2
−jηγ2jk
(dijk − βjk)2.
(H5) Les dérivées première et seonde de la vraisemblane vérient pour tout
i = 1, . . . , N :
EΥ
[
∂ logLi(Υ)
∂Υm
]
= 0 ∀m = 1, . . . , 2M,
et
EΥ
[
∂ logLi(Υ)
∂Υm1
∂ logLi(Υ)
∂Υm2
]
= −EΥ
[
∂2 logLi(Υ)
∂Υm1∂Υm2
]
∀m1, m2 = 1, . . . , 2M.
(H6) La matrie d'information de Fisher dénie pour tout i = 1, . . . , N par :
I(Υ) = E
[
∇ logLi(Υ) ∇T logLi(Υ)
]
,
vérie :
0 < C1 < λ
min
vp (I(Υ)) ≤ λmaxvp (I(Υ)) < C2 <∞.
où λminvp (I(Υ)) et λmaxvp (I(Υ)) sont respetivement la plus petite et la plus
grande valeur propre de la matrie d'information de Fisher. De plus, pour
tout m1, m2 = 1, . . . , 2M :
EΥ
[
∂2 logLi(Υ)
∂Υm1
∂2 logLi(Υ)
∂Υm2
]2
< C3 <∞,
et
EΥ
[[
∂2 logLi(Υ)
∂Υm1∂Υm2
]2]
< C4 <∞.
(H7) Il existe des fontionsBm1,m2,m3 telles que pour toutm1, m2, m3 = 1, . . . , 2M :
∣∣∣∣
∂3 logLi(Υ)
∂Υm1∂Υm2∂Υm3
∣∣∣∣ ≤ Bm1,m2,m3(di) ∀i = 1, . . . , N,
et telles que, pour tout m1, m2, m3 et pour tout i :
EΥ
[
B2m1,m2,m3(di)
]
< C5 <∞.
On herhe ii à majorer les dérivées partielles d'ordre 3 de la log-vraisemblane
des données par une fontion dépendant uniquement des oeients di mais
non des paramètres.
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(H8) Sans perte de généralité, en réérivant le veteur Υ0 = (Υ
1
0,Υ
2
0) ave
Υ10 = (Υ
1
01, . . . ,Υ
1
0mN
), veteur ontenant les paramètres non nuls et Υ20 =
(Υ20,mN+1, . . . ,Υ
2
02M ) veteur ontenant les paramètres nuls, on a la ondition
suivante :
min
1≤m≤mN
|Υ10m|
λω
→ 0 quand n→ ∞,
où ω prend les valeurs 1 ou 2 suivant le paramètre onsidéré (βm ou γm).
La dernière hypothèse (H8) se réfère au adre d'estimation par maximum de vrai-
semblane pénalisée dans un ontexte de double asymptotique, 'est-à-dire, quand le
nombre de variables et d'individus tendent vers l'inni. Elle sert, en eet, à ontrler
la apaité à distinguer les vrais paramètres non nuls des autres suivant la grandeur
de N . Dans un adre d'asymptotique simple, 'est à dire lorsque le nombre de para-
mètres M ne diverge pas, ette hypothèse est artiielle ar elle est alors impliite.
Dans le as divergent, elle devient essentielle à la démonstration de propriétés ora-
ulaires.
Les hypothèses (H5), (H6) et (H7) sont lassiques dans le adre d'estimation par
maximum de vraisemblane pénalisée. Dans le as de l'estimation de paramètres de
deux types diérents, d'eet xe et de variane, la vériation de es hypothèses
semble moins évidente et, de e fait, nous donnons en Annexe B.1 le détail de la
vériation eetive de es hypothèses dans notre adre.
8.2.3 Propriétés oraulaires
Sous es hypothèses, nous allons à présent énoner les propriétés vériées par
les estimateurs maximisant le ritère pénalisé (8.2), onduisant au fait qu'ils pos-
sèdent des propriétés oraulaires. Cela se déroule en plusieurs étapes. Le premier
théorème énoné i-dessous montre l'existene d'un maximum loal du ritère de
vraisemblane pénalisée asymptotiquement prohe du vrai paramètre.
Théorème 8.1. Supposons que les fontions de pénalité vérient les hypothèses
(H2)-(H4) et que la vraisemblane des données vérie les hypothèses (H5)-(H7). Si
M4/N → 0 quand N → ∞, alors, il existe un maximum loal Υ̂N du ritère ℓ(Υ)
donné en (8.2) tel que :
‖Υ̂N −Υ0‖ = OP
(√
M
(
1√
N
+ aN
))
,
ave aN déni par aN = max
{
aβN , a
γ
N
}
.
La preuve de e résultat, basée sur un développement de Taylor dans un voisinage
du vrai paramètre, est donnée en Annexe B.2.1.
Une fois l'existene d'un maximum loal démontrée, on peut alors montrer que
les estimateurs par maximum de vraisemblane pénalisée possèdent la propriété
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d'orale. Pour ela, notons :
HN = diag
[ ∂2
∂Υ21
pen(Υ01, λ), . . . ,
∂2
∂Υ2mN
pen(Υ0mN , λ)
]
=
1
N
∇2pen(Υ0, λ),
et :
GN =
[ ∂
∂Υ1
pen(|Υ01|, λ)sign(Υ10), . . . ,
∂
∂ΥmN
pen(|Υ0mN |, λ)sign(Υ0mN )
]
=
1
N
∇pen(|Υ0|, λ).
On a alors le théorème suivant :
Théorème 8.2. On suppose les hypothèses (H1)-(H7) vériées. De plus, on suppose
que
√
N/M λ → ∞ si λ → 0 et M5/N → 0 quand N → ∞. Alors, l'estimateur
√
N/M -onsistant Υ̂ =
[
Υ̂1
Υ̂2
]
du Théorème (8.1) vérie :
i. (Parimonie) Υ̂2 = 0 presque sûrement,
ii. (Normalité Asymptotique)
√
NANI−
1
2 (Υ10) [I(Υ10) +HN ]
[
Υ̂1 −Υ10 +
(
I(Υ10) +HN
)−1GN
]
D−→ N (0,H),
où AN est une matrie de taille q×mN telle que ANATN → H, ave H matrie
symétrique positive.
La preuve de e théorème, donnée en Annexe B.2.2, se déompose en deux parties
distintes. On herhe en premier lieu à démontrer les propriétés de parimonie (i)
des estimateurs. Dans un deuxième temps, on montre que, de plus, es estimateurs
sont asymptotiquement gaussiens (ii).
8.3 Proédure de séletion des eets xes et aléa-
toires
Après avoir démontré les propriétés théoriques des estimateurs du maximum de
vraisemblane pénalisée, nous nous intéressons à présent aux aspets omputation-
nels du alul de es estimateurs en pratique.
8.3.1 Reparamétrisation du modèle mixte fontionnel
Le modèle mixte fontionnel fait partie de la lasse des modèles à variables
latentes (f. Chapitre 4) : en eet, les eets aléatoires θi sont des variables non
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observées. A l'instar du modèle de lassiation mixte fontionnel (5.2), la log-
vraisemblane des observations peut-être déomposée de la manière suivante :
logL(d, θ;β, γ2, σ2ε) = logL(d|θ;β, σ2ε) + logL(θ; γ2), (8.6)
onduisant au ritère pénalisé à optimiser :
ℓ(β,γ, σ2ε) = − logL(d|θ;β, σ2ε) + pen(β, λ1)︸ ︷︷ ︸
(I)
− logL(θ; γ2) + pen(γ, λ2)︸ ︷︷ ︸
(II)
. (8.7)
L'optimisation de e ritère peut don être réalisée séparément vis-à-vis des pa-
ramètres (β, σ2ε ) d'une part, en optimisant le terme (I) par rapport à es derniers et
du veteur des paramètres γ d'autre part en optimisant le terme (II). De manière
expliite, le terme (II) s'exprime de la manière suivante :
N
2
log |Gθ|+
1
2
N∑
i=1
θTi G
−1
θ θi + pen(γ, λ2).
Ce terme, et plus partiulièrement le terme de perte, se révèle être non onvexe en γ,
rendant alors son optimisation diile : en eet, en présene d'une fontion objetif
non-onvexe, l'existene d'un minimum global n'est plus assuré. Comme proposé par
Chen et Dunson (2003), nous utilisons à e stade une reparamétrisation du modèle
(5.2) en remplaçant les eets aléatoires individuels θi par l'équivalent G
1/2
θ ϑi où
ϑi ∼ N (0, IM). Le modèle (5.2) sur les oeients de détails de la déomposition
du modèle se réérit alors pour tout i = 1, . . . , N :
di = β +G
1/2
θ ϑi + εi,
dont la vraisemblane, en omettant les termes onstants, s'exprime omme :
−2 logL(d,ϑi;Gθ,β,R) = NM log σ2ε+
1
σ2ε
N∑
i=1
‖di−β−G1/2θ ϑi‖22+
N∑
i=1
ϑTi ϑi. (8.8)
Cette reparamétrisation n'aete pas les propriétés des estimateurs par maxi-
mum de vraisemblane puisque le modèle reparamétrisé reste équivalent au modèle
de départ (5.2). L'eet de ette dernière se onentre sur le "statut" des paramètres
du veteur γ : en eet, ette reparamétrisation onduit les paramètres du veteur γ
à passer d'un "statut de varianes" à un "statut de oeients de régression". Cela
se traduit, tehniquement, par une vraisemblane assoiée aux eets aléatoires, or-
respondant au terme (II) dans l'expression (8.7), ne dépendant plus des paramètres
γ, et permettant ainsi de simplier l'algorithme EM d'optimisation développé dans
la suite.
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En pénalisant ette vraisemblane de la même manière qu'en (8.2), le ritère
pénalisé que l'on souhaite optimiser est alors donné par :
ℓ(β,γ, σ2ε) =
NM
2
log σ2ε +
1
2σ2ε
N∑
i=1
‖di − β −G1/2θ ϑi‖22 +
1
2
N∑
i=1
ϑTi ϑi
+ pen(β, λ1) + pen(γ, λ2). (8.9)
L'objetif par la suite est alors de proposer une méthode de résolution adap-
tée à l'optimisation du ritère pénalisé reparamétrisé (8.9). Étant en présene d'un
modèle à variables latentes, on pense naturellement à l'utilisation d'un algorithme
d'optimisation itératif de type EM.
8.3.2 Algorithme EM pour la séletion
Le prinipe de l'algorithme EM dans le adre de l'optimisation d'un problème de
vraisemblane pénalisé reste le même que dérit au Chapitre 4, à savoir que l'opti-
misation du ritère (8.9) est réalisée vis-à-vis de l'espérane de e dernier ondition-
nellement aux données pour palier à l'impossibilité du alul de la vraisemblane
des données omplètes.
L'espérane du ritère pénalisé (8.9) onditionnellement aux observations est
alors donnée par :
Q(β,γ, σ2ε) = E
[
ℓ(β,γ, σ2ε)|d
]
=
NM
2
log σ2ε
+
1
σ2ε
N∑
i=1
[
‖d− β −G1/2θ ϑ̂i‖22 + tr
(
(G
1/2
θ )
TV(ϑ̂i|di)G1/2θ
)]
+
N∑
i=1
ϑ̂i
T
ϑ̂i +
N∑
i=1
tr(V(ϑ̂i|di)) + pen(β, λ1) + pen(γ, λ2), (8.10)
où ϑ̂i = E(ϑi|di). On onstate à e stade que le alul eetif de l'expression (8.10)
dépend uniquement des quantités ϑ̂i et V(ϑ̂i|di), qui représentent les préditions
des variables ahées du modèle. Ce alul orrespond à l'étape E de l'algorithme.
On retrouve, à l'itération [h + 1], les expressions lassiques dans le adre des
modèles mixtes, données par :



ϑ̂
[h+1]
i,jk =
γ
2 [h]
jk 2
−jη
γ
2 [h]
jk 2
−jη + σ
2 [h]
ε
[di,jk − β [h]jk ],
V(ϑ̂
[h+1]
i,jk |di) =
σ
2 [h]
ε
γ
2 [h]
jk 2
−jη + σ
2 [h]
ε
, ∀i = 1, . . . , N, ∀(j, k) ∈ Λ.
(8.11)
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Nous onstatons sur les expressions (8.11) que pour une variane γ2jk mise à
zéro à une itération donnée, la prédition des eets aléatoires à la position (j, k) à
l'itération suivante est alors nulle aussi.
L'étape M de l'algorithme onsiste alors, à l'itération [h+1] en la maximisation
du ritère Q(β,γ, σ2ε) par rapport aux paramètres β, γ et σ
2
ε , onnaissant les valeurs
ourantes de es derniers β[h], γ [h] et σ
2 [h]
ε .
An d'éviter des problèmes de non-onvexité, soulevés plus loin dans e hapitre,
nous hoisissons d'optimiser le ritère (8.10) de manière suessive par rapport aux
paramètres β, γ et σ2ε , les autres paramètres étant xés à leur valeur ourante à
l'itération [h]. Cela revient à adopter une stratégie d'optimisation de type ECM
(Expetation Conditional Maximization), variante de l'algorithme EM développée
par Meng et Rubin (1993) où la maximisation selon un paramètre est réalisée ondi-
tionnellement aux autres paramètres. Meng et Rubin (1993) démontrent que ette
variante de l'algorithme en onserve les propriétés de onvergene et de monotonie
dans l'aroissement de la vraisemblane au ours des étapes suessives. Du point
de vue de la séletion de modèles, nous signalons ependant que ette approhe re-
vient à explorer moins de modèles puisqu'au lieu d'en explorer 2M+M , on se restreint
à 2M + 2M modèles, ar la séletion des paramètres du veteur des varianes γ est
réalisée à β xé et inversement.
Mise à jour de l'eet xe
A l'itération [h], la minimisation du ritère (8.10) par rapport au paramètre β
est équivalente à minimiser la fontion objetif suivante :
Qβ(Υ
[h],Υ) =
1
2σ
2 [h]
ε
N∑
i=1
‖di −G1/2θ ϑ̂
[h]
i − β‖22 + pen(β, λ1). (8.12)
Ce problème se présente omme un problème de seuillage lassique appliqué aux
données orrigées de la prédition des eets aléatoires. La fontion de pénalité hoisie
dans e hapitre est une pénalité de type SCAD, omme dénie en (8.4). En notant
dβi,jk = di,jk −
√
2−jηγjkϑ̂i,jk pour tout i = 1, . . . , N et tout (j, k) ∈ Λ, les données
observées orrigées des préditions des eets aléatoires, la mise à jour des oeients
(βjk)jk∈Λ assoiés à l'eet xe fontionnel à l'itération [h + 1] est donnée par :
β̂
[h+1]
jk =



sign
(
dβjk
) [
|dβjk| − λ1σ
2 [h]
ε /N
]
+
si |dβjk| ≤ λ1(1 + σ
2 [h]
ε /N),
(a−1)dβjk− σ
2 [h]
ε aλ1sign
(
dβjk
)
/N
a−(1+σ2 [h]ε /N)
si λ1(1 + σ
2 [h]
ε /N) < |dβjk| ≤ aλ1,
dβjk si |dβjk| > aλ1,
(8.13)
où dβjk = N
−1∑N
i=1 d
β
i,jk. Le détail de l'optimisation du ritère (8.12) est donné en
Annexe C.
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La prinipale diérene ave le seuillage SCAD lassique réside dans l'appari-
tion du terme en
(
1 + σ
2 [h]
ε /N
)
qui remplae à présent le fateur 2 présent dans
le seuillage usuel. Cei est dû au fait que l'on travaille à présent dans un adre de
maximum de vraisemblane en herhant à prendre en ompte les paramètres de
varianes. Cela a plusieurs onséquenes, notamment elle de ontraindre diérem-
ment le paramètre a. En eet, dans le adre onnu, la paramètre a est ontraint de
vérier a > 2 pour une bonne dénition des estimateurs. Dans notre as, il nous
faut imposer que a > (1 + σ
2 [h]
ε /N) mais on ne possède alors plus la garantie que
la valeur lassiquement utilisée de a = 3.7 reste valable. Cette ontrainte est peu
gênante ar d'une part, dans leur artile fondateur, Fan et Li (2001) montrent que
les performanes du seuillage en terme de risque sont peu dépendantes de la valeur
du paramètre a. De plus, dans un adre asymptotique, on s'attend naturellement
à e que la quantité (1 + σ
2 [h]
ε /N) devienne négligeable. Cependant, 'est un point
qu'il faudra ontrler d'un point de vue numérique.
Mise à jour des paramètres de varianes
Après la mise à jour du veteur des paramètres d'eet xe β, nous herhons
à présent à mettre à jour les paramètres de varianes, onstitués du veteur des
varianes assoiées aux eets aléatoires individuels γ et du paramètre σ2ε . Ces mises à
jour sont réalisées en xant les autres paramètres à leur valeur ourante. Le problème
d'optimisation s'exprime ii omme :
argmin
γ
1
2σ
2 [h]
ε
N∑
i=1
[
‖d− β[h] −G1/2θ ϑ̂i‖2 + tr
((
G
1/2
θ
)T
V(ϑ̂i|di)G1/2θ
)]
+ pen(γ, λ2),
t.q. γjk > 0 ∀(j, k) ∈ Λ.
(8.14)
Une ontrainte supplémentaire a été ajoutée pour les paramètres de variane du
veteur γ qui, de par leur nature, sont ontraints à être positifs. La pénalité hoisie
est une pénalité de type SCAD dénie par (8.5)
La mise à jour des paramètres fait apparaître deux quantités entrales pour
lesquelles nous adopterons les notations suivantes, pour tout (j, k) ∈ Λ :
dγ+jk =
∑
i
√
2−jηϑ̂i,jk
(
di,jk − β̂jk
)
, (8.15)
E
[
(ϑ̂
[h]
+jk)
2|d
]
=
∑
i
{
(ϑ̂
[h]
ijk)
2 + V(ϑ̂jk|di)
}
.
La quantité dγ+jk représente la somme des oeients observés, entrés et norma-
lisés par les préditions des eets aléatoires tandis que la quantité E
[
(ϑ̂
[h]
+jk)
2|d
]
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représente la ontribution totale des moments d'ordre 2 des préditions des eets
aléatoires.
A l'itération [h + 1], les paramètres de variane
(
γ
2 [h+1]
jk
)
(j,k)∈Λ
sont mis à jour
par :
γ̂
[h+1]
jk =



{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]}−1 [
dγ+jk − λ2σ
2 [h]
ε
]
+
si dγ+jk≤λ2
[
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
+σ
2 [h]
ε
]
,
{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
− σ2 [h]ε
a−1
}−1 [
dγ+jk − σ
2 [h]
ε aλ2
a−1
]
si
[
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
−σ2 [h]ε
]
λ2< d
γ
+jk ≤ajλ22−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
,
{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]}−1
dγ+jk
si dγ+jk >ajλ22
−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
.
(8.16)
Le détail de l'optimisation du ritère (8.14) est donnée en Annexe C.
De même que pour les paramètres d'eets xes du veteur β, des ontraintes
supplémentaires, dépendant du niveau j apparaissent sur le paramètre a qui est de
e fait noté aj : pour pouvoir dénir proprement la mise à jour des paramètres de
varianes, il nous faut imposer la ondition :
aj > 1 +
σ
2 [h]
ε
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
] , ∀(j, k) ∈ Λ.
Étant donné que la quantité E
[
(ϑ̂
[h]
+jk)
2|d
]
augmente ave le nombre N d'individus,
la quantité σ
2 [h]
ε /2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
devient faible dans un adre asymptotique, re-
joignant ainsi le adre lassique de dénition du seuillage SCAD.
Enn, la mise à jour du paramètre σ2ε est réalisée à β et γ xés et elle est donnée
par :
σ̂2 [h+1]ε =
1
NM
N∑
i=1
∑
(j,k)∈Λ
[(
di,jk − β [h+1]jk −
√
2−jηγ
[h]
jk ϑ̂i,jk
)2
+ 2−jηγ
2 [h+1]
jk V(θ̂,jk|d)
]
,
Choix des paramètres λ1 et λ2
Pour le hoix des paramètres d'ajustement λ1 et λ2, nous avons hoisi d'utiliser
un ritère BIC (f. Setion 5.2.3).
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Dans notre adre, le ritère que l'on souhaite optimiser est la vraisemblane pé-
nalisée (8.9) et la dimension de notre modèle est le nombre de variables séletionnées,
soit le nombre de oeients non nuls donné par l'algorithme EM pour les veteurs
β et γ.
Ainsi, le ritère BIC que nous utilisons est déni par :
BIC(λ1,λ2) = −2ℓ(Υ) + log(M)× df(λ1,λ2),
On herhe à minimiser e ritère en fontion des valeurs hoisies pour λ1 et λ2.
En toute rigueur, ela demande alors de parourir une grille à deux dimensions pour
les 2 paramètres d'ajustement λ1 et λ2 et de aluler le ritère BIC pour haque
ouple de valeurs. Suivant la préision des grilles xées pour es paramètres, ela
onduit rapidement à un nombre très important de ouples et don à une proédure
très oûteuse. Plusieurs solutions s'orent à nous pour limiter le oût numérique
de telles proédures : on peut penser en premier lieu à l'utilisation de grilles de
valeurs logarithmiques réduites permettant un maillage n pour les petites valeurs
et plus large pour les grandes valeurs. Une deuxième possibilité est d'implémenter
un seuillage basé sur le seuil universel, omme développé dans le Chapitre 7, pour
les paramètres d'eet xe β en xant λ1 à la valeur du seuil universel. Ainsi, le
paramètre de régularisation λ1 est déni d'avane et l'optimisation ne se fait alors
que sur le paramètre λ2. Cette approhe purement fontionnelle semble assez natu-
relle et peut se justier par le fait que le veteur β est eetivement un veteur de
oeients assoié à un eet xe fontionnel pour lequel ela a un sens de onsidérer
un seuillage basé sur une hypothèse de normalité des oeients.
Ces deux stratégies seront implémentées lors d'une étude de simulation an d'éva-
luer leur ompromis temps de alul/performanes sur des données simulées.
8.3.3 Comparaison ave l'approhe de Bondell et al. (2010)
Dans un même objetif, Bondell et al. (2010) proposent une proédure pour
la séletion d'eets xes et aléatoires au sein des modèles mixtes mais dans un
adre non fontionnel. Leur proédure est basée sur l'utilisation de l'algorithme EM
pour l'estimation des paramètres par maximum de vraisemblane pénalisée pour
les termes d'eets xes et les termes d'eets aléatoires, en utilisant des pénalités
de type LASSO adaptatif pour les paramètres β et γ. Dans un adre de modèle
mixte lassique, les auteurs onsidèrent des strutures de ovarianes diverses et
non néessairement diagonales. Notre approhe est semblable à elle proposée par
Bondell et al. (2010), onsidérée dans un adre plus restreint ar notre modélisation
mixte fontionnelle (4.10) onduit à des strutures de varianes diagonales dans le
domaine des ondelettes. Néanmoins, notre approhe est diérente sur ertains points
pour lesquels nous émettons des réserves.
Dans un premier temps, le alul de l'espérane onditionnellement aux données
dérivé par Bondell et al. (2010) ne prend pas en ompte le terme de trae assoié à la
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variane des eets aléatoires onditionnellement aux données. Ce terme orrespond
au terme de trae dans l'expression (8.14) qui, ontrairement à e qui est armé
par les auteurs en page 1071 de leur artile, dépend expliitement des paramètres
du veteur γ, situés sur la diagonale de la matrie Gθ.
Dans un deuxième temps, au ours de l'étape M de l'algorithme, Bondell et al.
(2010) proposent d'adopter une approhe globale pour l'optimisation de l'espérane
onditionnelle de la vraisemblane par rapport aux paramètres β et γ, 'est-à-dire,
d'optimiser de manière simultanée par rapport à es deux types de paramètres. Cette
stratégie a l'avantage d'explorer l'ensemble des modèles possibles de manière exhaus-
tive en optimisant selon deux "diretions" simultanément. Ainsi, dans l'optique de
se ramener à un problème d'optimisation onnu, Bondell et al. (2010) transforment
leur problème d'optimisation, par une réériture matriielle de leur ritère d'optimi-
sation, en un problème de la forme :
argmin
β,γ
−


β+
β−
γ


T
A


β+
β−
γ

+B


β+
β−
γ


(8.17)
t.q. β+ ≥ 0 ; β− ≥ 0 ; γ ≥ 0,
où β+ et β− sont respetivement les parties positives et négatives du veteur de
paramètres β et la matrie A est une matrie arrée de taille 3M × 3M . Nous ne
détaillons pas expliitement les expressions de la matrie A et du veteur B dans
un soui de lisibilité mais le leteur peut en trouver une desription détaillée dans
les ressoures omplémentaires de l'artile, aessibles librement en ligne. Pour que
e problème d'optimisation entre dans la lasse des problèmes onvexes, il faut et il
sut que la matrie A soit dénie positive. On peut vérier que la matrie A, telle
que dénie par Bondell et al. (2010), ne l'est pas en général et ette question n'est
pas abordée par les auteurs. Par ontre, eux-i utilisent, au sein de leur ode de
alul
1
, une méthode de régularisation (de Tikhonov) en ajoutant un terme positif
sur la diagonale de la matrie A dans une optique de régularisation numérique
des solutions. Nous armons pour notre part que e phénomène est dû à la non
onvexité de la fontion objetif onsidérée. Sur l'exemple proposé par les auteurs
dans la doumentation de leur ode de alul, en tant le terme de régularisation au
sein de leur optimisation, leur proédure n'est plus à même de fontionner en raison
de la présene de valeurs propres négatives.
La stratégie proposée par Bondell et al. (2010) présente néanmoins l'avantage
d'être développée pour des strutures de ovarianes des eets aléatoires diverses et
potentiellement non-diagonales dans le adre des modèles mixtes non fontionnels.
Une perspetive intéressante serait d'adapter notre stratégie du adre fontionnel
au adre des modèles mixtes non fontionnels. Cette problématique ne rentre pas
1. disponible librement à l'adresse : http://www4.stat.nsu.edu/~bondell/Software/
PenLME/
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dans le ontexte de e travail de thèse mais peut être intéressante d'un point de vue
pratique, pour la séletion d'eets xes et aléatoires au sein des modèles mixtes.
Au ours de e hapitre, nous nous sommes onentrés sur la problématique de
séletion des eets xes et des varianes des eets aléatoires dans les modèles mixtes
fontionnels et avons démontré que la résolution du ritère de vraisemblane péna-
lisé (8.2) onduit à des estimateurs possédant la propriété d'orale dans un adre de
double asymptotique quandM et N tendent vers l'inni aveM < N etM5/N → 0.
Étant donné que nous nous plaçons dans un ontexte fontionnel, la prohaine étape
serait alors de s'intéresser aux propriétés de reonstrution de l'estimateur fontion-
nel de l'eet xe et plus partiulièrement à sa vitesse de onvergene vers la vraie
fontion. Ce point représente une perspetive de e travail, la diulté résidant
ii dans le fait que nous ne disposons pas d'expression expliite de l'estimateur µ̂,
elui-i étant uniquement déni omme solution d'un problème de vraisemblane
pénalisée.
Remarquons enn que, de la même manière que dans le Chapitre 7, un prédi-
teur des eets aléatoires aléatoires peut être déni par (7.14), possédant les mêmes
propriétés de non linéarité en les données, néessaire à une potentielle bonne vitesse
de onvergene de l'estimateur de l'eet xe fontionnel.
Chapitre 9
Simulations
Nous proposons dans e hapitre une étude de simulation permettant d'évaluer
les omportements et limites des approhes marginale et mixte (présentées respeti-
vement aux Chapitres 7 et 8) vis-à-vis des problématiques d'estimation et de séle-
tion au sein des modèles mixtes fontionnels. Les deux approhes sont étudiées dans
un premier temps sur des jeux de données présentant des ongurations de parimo-
nie spéiques dans le but d'évaluer leur omportement vis-à-vis des eets xes et
aléatoires en distinguant les inuenes de es derniers. Les deux approhes, ainsi que
le seuillage homosédastique usuel sont ensuite omparés sur des données simulées
de manière réaliste an de mettre en évidene l'apport des méthodes itératives sur
la séletion et l'estimation au sein des modèles mixtes fontionnels.
Nous herhons, tout au long de e hapitre, à produire des jeux de données
simulés possédant des propriétés spéiques aux modèles étudiés dans ette partie
du manusrit, à savoir :
 une représentation parimonieuse de l'eet xe fontionnel dans le domaine
des ondelettes,
 une représentation parimonieuse des eets aléatoires par l'intermédiaire d'un
veteur des varianes assoiées aux eets aléatoires parimonieux.
9.1 Approhe marginale et seuillage hétérosédas-
tique
Notre objetif pour ette approhe est de omparer, dans un premier temps,
les performanes du seuillage hétérosédastique proposé au Chapitre 7 à elle du
seuillage homosédastique usuel, vis-à-vis de la reonstrution de l'eet xe fon-
tionnel.
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9.1.1 Constrution de jeux de données simulées
La onstrution de jeux de données répondant aux objetifs de parimonie re-
herhés passe en premier lieu par la dénition d'eets xes : nous hoisissons les
fontions Bloks, Bumps, Heavisine et Doppler, introduites initialement par Do-
noho et Johnstone (1994), an de onsidérer plusieurs régularités d'eet xe. Ces
eets xes ont une représentation naturellement parimonieuse dans le domaine des
ondelettes.
Les eets aléatoires sont ensuite simulés dans le domaine des ondelettes et né-
essitent de dénir au préalable une struture d'eets aléatoires, 'est-à-dire, un
ensemble de positions (j, k) ∈ Λ auxquelles orrespond une variane non-nulle des
eets aléatoires ; et ensemble sera noté Λγ1 . Nous hoisissons de nous onentrer sur
deux strutures partiulières :
Conguration A - les eets aléatoires s'exerent sur les oeients nuls de l'eet
xe,
Conguration B - les eets aléatoires s'exerent sur les oeients non-nuls de
l'eet xe,
De telles strutures ne orrespondent pas à des jeux de données réalistes, pour
lesquels es deux ongurations partiulières sont mélangées, mais permettent de
traiter séparément la parimonie assoiée aux oeients de l'eet xe (βjk)(j,k)∈Λ
de elle assoiée aux eets aléatoires (σθ,jk)(j,k)∈Λ.
Sur oeients nuls Sur oeients non-nuls
θijk
εijk
εijk••
βjk βjk
θijk
εijk
εijk
Seuil homosédastique
××
× ×
Figure 9.1  Shéma simplié omparant les seuillages homosédastique et hétéros-
édastique dans les ongurations A et B et en présene ou non d'eets aléatoires.
Ainsi, omme illustré en Figure 9.1 et sans tenir ompte du problème d'estima-
tion des varianes, si le oeient assoié à l'eet xe est nul, le fait d'utiliser un
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seuillage hétérosédastique, qui est, par dénition, plus grand qu'un seuillage ho-
mosédastique, aura pour eet de diminuer le nombre de oeients séletionnés à
tort (faux positifs). A ontrario, pour un oeient βjk non-nul, notre proédure
peut onduire à l'obtention d'un nombre plus élevé de oeients seuillés à tort
(faux négatifs)
Les niveaux de bruit et de variabilité individuelle sont ensuite ontrlés par l'in-
termédiaire du rapport signal sur bruit (SNR) et du paramètre τU , ontrlant le
ratio entre l'intensité du bruit de mesure et de la variabilité individuelle. Le SNR
est déni par (6.1), de même qu'en Partie I, tandis que la dénition du paramètre
τU est adaptée an de prendre en ompte la parimonie et l'hétérogénéité des ef-
fets aléatoires. Nous dénissons pour ela la quantité γ2
REF
représentant un niveau
référent de variabilité individuelle et la ontribution de la variane des eets aléa-
toires est alors dénie en sommant uniquement sur les positions orrespondant à des
variabilités non nulles des eets aléatoires. Ainsi, τU est déni par :
τU =
Mσ2E
γ2
REF
∑
(j,k)∈Λγ1
2−jη
. (9.1)
Les varianes γ2jk sont alors simulées à partir de γ
2
REF
selon une loi Gamma omme
suit :
γ2jk ∼ Γ(γ
2
REF
, 2) si (j, k) ∈ Λγ1 .
Les valeurs des quantités (µ,Λγ1 , τU , SNR) nous permettent alors d'en déduire
des valeurs pour les paramètres (α,β,γ, σ2ε). Les jeux de données synthétiques sont
ensuite onstruits dans le domaine des oeients en ajoutant au oeient de l'eet
xe βjk, selon la onguration (A ou B) adoptée, une réalisation de loi gaussienne
de variane 2−jηγ2jk pour la ontribution de l'eet individuel et de variane σ
2
ε pour
la ontribution de l'erreur, pour tout (j, k) ∈ Λ.
Dans ette étude, le nombre d'individus est xé à N = 100 et le nombre de
pas de disrétisations à M = 64. Le paramètre η est quant à lui xé à 1.5. Quatre
types d'eets xes sont onsidérés, basés sur les fontions Bloks, Bumps, Heavisine
et Doppler. Le paramètre SNR varie dans une plage de valeurs (1, 3, 5, 7) et le
paramètre τU dans (0.1, 0.25, 1, 4). Enn, pour haque onguration, 50 jeux de
données sont simulés.
9.1.2 Proédures omparées et indiateurs de performane
Nous omparons sur es jeux de données simulés les omportements des proé-
dures de seuillage distinguées par les proédures d'estimation des varianes. Plus
partiulièrement, nous omparons les performanes de la proédure de seuillage ho-
mosédastique lassique, notée "Homosédastique" par la suite, basée sur un esti-
mateur de type MAD de la variabilité, à elle de proédures hétérosédastiques. Les
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diérentes proédures hétérosédastiques orrespondent aux diérentes stratégies
d'estimation de varianes proposées en Setion 7.6 : une proédure basée sur des es-
timations empiriques, notée "Type Moment", et deux proédures basées sur les teh-
niques de vraisemblane pénalisée, ave une pénalité sur les paramètres (σθ,jk)(j,k)∈Λ,
notée "PEN.Var", ou sur les paramètres
(
γ2jk
)
(j,k)∈Λ, notée "PEN.Gamma".
Dans un adre d'estimation non-paramétrique par ondelettes, nous nous onen-
trons prinipalement sur la préision d'estimation de l'eet xe fontionnel reons-
truit et des paramètres de varianes σ. Nous utilisons omme ritère de omparaison
les éarts quadratiques moyens (EQM) relatifs dénis par :
EQMβ =
√
‖µ̂− µ0‖22
‖µ0‖22
, et EQMσ =
√
‖σ̂ − σ0‖22
‖σ0‖22
, (9.2)
où µ0, σ0 et sont les veteurs ontenant les vrais paramètres d'eet xe fontionnel
et des varianes globales assoiées à haque position. Le veteur µ̂ est l'eet xe
fontionnel reonstruit à l'aide de la transformée en ondelettes inverse appliquée au
veteur estimé β̂.
An de préiser les résultats d'estimation des varianes, des résultats de séletion
de variables sont présentés pour les paramètres de varianes. Rappelons néanmoins
qu'on ne s'attend pas à e que les proédures pénalisées proposées soient onsistantes
en terme de séletion de variables puisqu'elles sont basées sur une pénalité de type
LASSO. Nous onsidérons omme vrai positif (TP - True Positive) une position
séletionnée par la proédure et dont la vraie valeur est non-nulle, omme faux
positif (FP - False Positive), une position séletionnée alors que le vrai paramètre
est nul. De même, les vrais négatifs (TN - True Negative) et les faux négatifs (FN -
False Negative) représentent les positions non séletionnées par la proédure et dont
les vraies valeurs sont respetivement vraiment nulles ou au ontraire non-nulles.
Les ritères de séletion de varianes onsidérés sont alors :
 La sensibilité, dénie omme le ratio
TP
TP+FN
, qui représente la apaité de la
proédure à retrouver les vrais non-nuls.
 La spéiité, dénie par le ratio
TN
TN+FP
, qui représente la apaité de la pro-
édure à retrouver les vrais positions nulles
 Le ritère PPV (Positive Preditive Value), déni par le ratio
TP
TP+FP
, repré-
sente le nombre de variables orretement séletionnées parmi l'ensemble des
positions séletionnées.
 Le ritère NPV (Negative Preditive Value), déni omme le ratio
TN
TN+FN
, est le
nombre de variables non séletionnées à raison parmi l'ensemble des positions
non séletionnées.
Ces ritères varient tous entre 0 et 1 où 1 représente la valeur à atteindre pour une
séletion parfaite.
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9.1.3 Résultats
Usage de l'estimateur MAD en présene de répétitions
Nous faisons à e stade une première onlusion préliminaire onernant les stra-
tégies de seuillage homosédastique en présene de répétitions. En eet, les travaux
d'Amato et Sapatinas (2005) nous apprennent que la manière la plus adaptée de
retrouver l'eet xe dans un adre de répétitions individuelles est de réaliser un
seuillage sur la moyenne des oeients
(
di
)
i=1,...,N
ave une variane divisée par
un fateur N−1. En revanhe, le problème de l'estimation du paramètre de variane,
néessaire au seuillage n'est pas traité par Amato et Sapatinas (2005). Or, dés l'ins-
tant où l'on utilise une stratégie de type plug-in, les solutions sont multiples. Nous
avons hoisi de omparer deux stratégies onurrentes : une première où le MAD est
alulé sur le signal moyen, orrespondant à σ̂2
MAD
(di) et une deuxième, où les MAD
sont déterminés individu par individu, l'estimateur global étant ensuite la moyenne
de es estimateurs individuels, soit σ̂2
MAD
(di). A priori, auune stratégie ne semble
être à privilégier.
Sur simulations réalisées dans un ontexte d'absene d'eets aléatoires, nous
avons pu onstater qu'un estimateur de la forme σ̂2
MAD
(di) onduit à l'obtention
d'estimateurs de la variane moins biaisés en moyenne et plus préis. De plus, on
peut observer que et estimateur permet une nette diminution de l'erreur de reons-
trution de l'eet xe, partiulièrement pour les fontions Bloks et Bumps, omme
représenté sur la Figure 9.2. Nous avons don adopté ette stratégie d'estimation au
ours des simulations eetuées dans ette partie.
Résultats de reonstrution pour le seuillage hétérosédastique
Les résultats onernant les préisions de reonstrution de l'eet xe fontionnel
et d'estimation des varianes sont présentés respetivement en Figure 9.3 et 9.4.
Des exemples de reonstrution de l'eet xe fontionnel sont aussi représentés en
Figure 9.5 pour les 4 types d'eets xes étudiés et pour les deux ongurations
d'eets aléatoires proposées. L'observation de es graphes nous onduit à plusieurs
onlusions.
 Le seuillage hétérosédastique onduit à une meilleure reonstrution de l'eet
xe quand les eets aléatoires s'exerent sur les oeients nuls de l'eet xe
(onguration A). Cette onlusion onerne plus partiulièrement le seuillage
hétérosédastique basé sur des estimateurs des varianes de type moment et
elle est illustrée en Figure 9.3. Les méthodes pénalisées présentent, quant à
elles, un omportement similaire à elui du seuillage homosédastique las-
sique en termes de reonstrution de l'eet xe dans la onguration A. À
l'inverse, lorsque les eets aléatoires s'exerent sur les oeients non-nuls de
l'eet xe (onguration B), la méthode homosédastique lassique montre
alors de meilleures performanes pour la reonstrution de l'eet xe, e qui
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Figure 9.2  Éarts quadratiques moyens obtenus pour l'estimation de la variane
basée sur le MAD des oeients au niveau le plus n dans un ontexte de régression
sans eets aléatoires. Deux stratégies sont omparées : une première où le MAD est
alulé sur le signal moyen, noté MAD(mean), et une deuxième onsistant à prendre
la moyenne des MAD individuels, notée mean(MAD). Sur haque graphe, l'axe des
absisses orrespond aux diérentes valeur de SNR et l'ordonnée donne la valeur de
l'EQM.
est ohérent ave le fait que la présene de bruit sur les oeients non-nuls
entraîne une augmentation du nombre de faux négatifs pour les proédures
hétérosédastiques.
 Parmi les stratégies de seuillage hétérosédastique, le hoix de la méthode
d'estimation des paramètres de varianes est important ar elle inuene les
résultats de reonstrution de l'eet xe. Nous pouvons onstater en Figure
9.4-(a) que la méthode à privilégier dans e ontexte est la méthode de type
moment onduisant à une estimation robuste des varianes. Le terme de robus-
tesse est employé ii dans le sens où ette méthode onduit à une préision des
estimateurs des varianes peu dépendantes du niveau de variabilité général.
A l'inverse, la préision des stratégies pénalisées dépend fortement de leur a-
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paité à déteter les positions où s'exerent les eets aléatoires. L'observation
des Figures 9.4-(a) et 9.4-(b) nous montre que les méthodes pénalisées sont
peu performantes dans la séletion des positions non-nulles, partiulièrement
lorsque la variabilité des eets aléatoires diminue, entraînant de e fait, des
éarts quadratiques plus importants. Ce omportement en terme de séletion
est plutt attendu ar lorsque le niveau de variabilité diminue, les paramètres
deviennent prohes de zéro numériquement rendant la séletion plus diile.
Néanmoins, nous onstaterons au ours des simulations sur l'approhe jointe
que la séletion peut être améliorée en onsidérant une stratégie itérative. Nous
en déduisons que e manque d'adaptation à la parimonie des paramètres est
en grande partie lié à la ontrainte d'une proédure se déroulant en une seule
étape et à la non-onsistane des proédures étudiées. Enn, notons que omme
délaré en Setion 7.6.2, la proédure basée sur une pénalisation des varianes
σ2θ,jk onduit, numériquement, à des résultats présentant de meilleurs EQM.
 Enn, une onlusion importante ii onerne le seuillage hétérosédastique
basé sur une estimation empirique des varianes à partir des répétitions in-
dividuelles. Nous pouvons observer en Figure 9.3 et en Figure 9.5 que ette
proédure onduit à une réelle amélioration de l'eet xe reonstruit dans le as
d'eets aléatoires plaés sur des positions nulles (onguration A). Contraire-
ment aux autres proédures basées sur un estimateur MAD du bruit de mesure,
ette proédure se base sur une estimation de la variane globale alulée à par-
tir des répétitions individuelles. Cette stratégie a pour eet de onduire à des
seuils mieux adaptés au signal sous-jaent en utilisant sur ertaines positions
un seuil inférieur (ontrairement aux proédures basée sur l'estimateur MAD).
Ce phénomène est illustré en Figure 9.6 où un exemple omparatif entre les
seuillages hétérosédastiques et le seuillage usuel est représenté pour un ef-
fet xe de type Bloks. Cei est dû à la nature même de l'estimateur MAD
lassiquement utilisé qui est alulé à partir des oeients du niveau de dé-
omposition le plus n d'un même signal : en eet, l'hypothèse sous-jaente
est alors que le dernier niveau de résolution est essentiellement onstitué de
bruit. Or, omme avané par Donoho et Johnstone (1998), ertains oeients
ontiennent une part non négligeable de signal à e niveau de résolution, don-
nant un estimateur de la variane du bruit systématiquement biaisé. Cei est
partiulièrement vrai pour les signaux exhibant des disontinuités ar es der-
nières entraînent la présene de grands oeients à tous niveaux de résolution
loalisés autour des disontinuités. Ce phénomène est vrai dans notre ontexte
et est illustré en Table 9.1, ou nous omparons le biais de l'estimateur MAD
pour les signaux de type Bloks, ontenant de nombreuses disontinuités, et
les signaux Doppler qui en présentent peu. On onstate que pour l'eet xe
Bloks, le biais moyen observé pour l'estimateur MAD, alulé par signal,
est nettement supérieur à elui de l'estimateur empirique, alulé à partir des
répétitions individuelles. Pour un eet xe de type Doppler ne montrant pas
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Estimateur MAD Estimateur de type moment
Bloks SNR = 1 0.0730 (1.5740) 0.0019 (0.1063)
SNR = 5 0.6313 (3.5078) 0.0118 (0.0074)
Doppler SNR = 1 -0.0032 (0.0133) 0.0082 (0.0045)
SNR = 5 0.0070 (3.8× 10−4) 0.0018 (1.4× 10−4)
Table 9.1  Biais moyens observés relatifs pour l'estimateur de type MAD usuel
et l'estimateur des varianes empiriques (7.8) sur 50 répétitions. Le paramètre τ
est xé à 4, le paramètre SNR prend les valeurs 1 et 5 et deux eets xes sont
onsidérés Bloks et Doppler. Les résultats présentés onernent la onguration A
d'eets aléatoires.
de disontinuités, on observe que la diérene entre les deux estimateurs est
bien moins signiative. Donoho et Johnstone (1998) vont même plus loin en
armant que la probabilité pour l'estimateur MAD de surestimer le vrai pa-
ramètre de varianes augmente ave la taille de signal M , signiant qu'on ne
peut a priori pas espérer un meilleur omportement en augmentant la taille
des signaux. De e fait, en présene de répétitions individuelles et tout parti-
ulièrement pour des signaux présentant de fortes disontinuités, l'utilisation
d'estimateurs des varianes tirant parti des répétitions semble plus adaptée et
permet d'améliorer les performanes de reonstrution.
Finalement, nous avons exploré les performanes omparées des méthodes homos-
édastique et hétérosédastique en fontion de la onguration des eets aléatoires
et au vu de la reonstrution de l'eet xe fontionnel. Au sein des méthodes hé-
térosédastiques et en présene de répétitions, la méthode basée sur une estimation
empirique des varianes, omparable numériquement au seuillage homosédastique
lassique, montre un omportement relativement stable et meilleur que les stratégies
pénalisées dans un adre de proédures non-itératives.
9.2 Approhe jointe et séletion de variables
Nous nous onsarons à présent à l'évaluation des performanes de l'approhe
jointe dérite au Chapitre 8. Cette approhe est regardée prinipalement vis-à-vis
de ses performanes de séletion des eets xes et aléatoires, objetif prinipal dans
lequel ette stratégie a été développée.
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Figure 9.3  EQM - Résultats de simulations onernant la préision de la proédure
de seuillage de l'eet xe en fontion de la proédure d'estimation de varianes
onsidérée, pour des eets aléatoires plaés sur les oeients nuls ou non-nuls et
pour les 4 types de fontions étudiées : Bloks, Bumps, Heavisine et Doppler. Les
résultats sont représentés pour τU = 0.1 et τU = 1. Au sein de haque graphe, haque
ourbe représente une méthode et varie en absisse par rapport au paramètre SNR.
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(a) EQM observés des estimateurs des varianes
Blocks
S
en
si
tiv
ity
A−PEN.Var
A−PEN.Gamma
B−PEN.Var
B−PEN.Gamma
0
0.
5
1
0.1 1 4
S
pe
ci
fic
ity
0
0.
5
1
0.1 1 4
P
P
V
0
0.
5
1
0.1 1 4
N
P
V
0
0.
5
1
0.1 1 4
Bumps
0.1 1 4
0.1 1 4
0.1 1 4
0.1 1 4
Heavisine
0.1 1 4
0.1 1 4
0.1 1 4
0.1 1 4
Doppler
0.1 1 4
0.1 1 4
0.1 1 4
0.1 1 4
(b) Séletion de varianes pour SNR = 5
Figure 9.4  (a) - Résultats de simulations onernant la préision des proédures
d'estimation de varianes, pour des eets aléatoires plaés sur les oeients nuls
ou non-nuls et pour les 4 types de fontions étudiées : Bloks, Bumps, Heavisine
et Doppler. Les résultats sont représentés pour deux valeurs de SNR (1 et 5). Au
sein de haque graphe, haque ourbe représente une méthode et varie en absisse
par rapport au paramètre τU , (b) - Résultats de séletion de varianes pour SNR
= 5 (les omportements en terme de séletion de variables restent sensiblement les
mêmes pour d'autres valeurs de SNR).
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Figure 9.5  Exemple de reonstrution de l'eet xe seuillé pour SNR=1 et τ = 0.1
et pour les deux ongurations d'eets aléatoires. L'eet xe original est représenté
en noir, la reonstrution de l'eet xe seuillé grâe à la proédure Pen.Var en
orange, elle de l'eet xe seuillé grâe à une proédure SCAD basée sur l'estimateur
MAD en rose et elle reonstruite grâe à des estimations empiriques des varianes
en bleu. Les exemples présentés orrespondent, pour haque onguration, au jeu de
données assoié à l'EQM médian pour la reonstrution de l'eet xe par la proédure
notée "Type Moment".
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Figure 9.6  Exemple de seuillage homosédastique et hétérosédastique pour
SNR=1, τ = 0.1, pour les deux ongurations d'eets aléatoires et deux types de
seuillage hétérosédastique (variane empirique et ave pénalité sur la variane).
Sur haque graphe, le seuil homosédastique usuel est représenté en rouge tandis que
les seuils à haque position sont représentés par des points roses. Les oeients
assoiés au signal moyen sont en bleu et sont seuillés par les seuillages homosédas-
tique ou hétérosédastique s'ils se situent respetivement en dessous du seuil onstant
en rouge ou du point représenté en rose.
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9.2.1 Données onsidérées et proédures testées
Données synthétiques pour la séletion
Nous nous basons dans un premier temps sur les jeux de données synthétiques
dérits en Setion 9.1.1 ar eux-i possède l'avantage de séparer la parimonie des
eets xes de elle des eets aléatoires, nous permettant dans e adre de mieux
appréhender le omportement de notre proédure basée sur une approhe jointe des
modèles mixtes, vis-à-vis de la séletion des eets xes et aléatoires séparément. Ii
enore, la onguration A est destinée à onduire à de meilleures performanes en
terme de séletion des eets xes et aléatoires. En eet, l'estimateur (8.13) des eets
xes dans l'approhe jointe s'apparente à un seuillage SCAD usuel des oeients
orrigés des préditions des eets aléatoires. Ainsi, dans la onguration A et en fai-
sant abstration de la problématique de séletion des varianes des eets aléatoires,
le seuillage est plus fort sur les oeients nuls onduisant à l'obtention de moins
de oeients séletionnés à tort (faux positifs) tandis que dans la onguration B,
le ontraire est valable, à savoir, un seuillage moins important sur les oeients
eetivement nuls, qui ne sont pas touhés par les eets aléatoires, pouvant onduire
alors à l'obtention de plus de faux positifs. Par ailleurs, l'estimateur (8.16) des va-
rianes des eets aléatoires se ramène aussi à un seuillage des données, orrigées
des préditions des eets xes, et devrait onduire de e fait à un omportement, là
enore, meilleur dans la onguration A par les mêmes arguments.
Stratégies étudiées
Nous appliquons à es jeux de données notre proédure de séletion basée sur une
double pénalisation de la vraisemblane du modèle par rapport aux eets xes et
aléatoires. Un des points entral de l'ajustement du modèle réside dans le hoix des
paramètres de régularisation λ1 et λ2. Ainsi, nous proposons une première stratégie
durant laquelle, es deux paramètres sont xés au moyen d'un ritère de type BIC
omme déni en Setion 8.3.2. Les paramètres (λ1, λ2) parourent une double grille
suivant une éhelle logarithmique, le ouple étant ensuite xé à la valeur minimisant
le ritère BIC. Cette proédure peut se révéler oûteuse d'un point de vue numé-
rique ar elle néessite un grand nombre d'appel à l'algorithme EM (de l'ordre de
la entaine suivant le pas de grille hoisi), dont un seul appel est déjà relativement
oûteux. An de limiter e oût, nous en proposons une variante onsistant à rem-
plaer le paramètre λ1 par le seuil universel homosédastique égal à σ
[h]
ε
√
2 logM/N ,
dépendant de l'itération ourante [h] de l'algorithme. Cela peut se justier par le
fait que le paramètre λ1 orrespond à la séletion d'eets xes et est don lié à un
problème d'estimation d'une fontion µ observée dans un bruit. On est don, pour
e paramètre, dans un adre similaire à elui développé par Donoho et Johnstone
(1994). Pour le paramètre λ2, lié à une problématique de séletion de varianes, nous
hoisissons de onserver la grille logarithmique telle que dénie préédemment. Cette
stratégie sera par la suite appelée "Minimax" tandis que la proédure basée sur une
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optimisation selon une double grille sera notée "BIC". Nous proposons en outre une
version relaxée de es deux proédures, omme dérit en Setion 3.3.2 (Meinshausen
2007), dans un but de stabilisation de l'estimation des paramètres du modèle. Ces
deux dernières seront notées respetivement "BIC.relaxe" et "Minimax.relaxe".
Enn, nous utilisons omme ritère d'évaluation eux utilisés pour l'approhe
marginale (f. Setion 9.1.2) onernant les performanes de séletion et de préision
des estimateurs.
9.2.2 Résultats
Nous donnons à présent les résultats obtenus sur les données simulées. Les ré-
sultats prinipaux sont donnés au vu de l'objetif de séletion des eets xes d'une
part et des eets aléatoires d'autre part.
Séletion des eets xes
Les résultats de séletion onernant la séletion des eets xes sont présentés en
Figure 9.7 où sont représentés pour les 4 types d'eets xes, les ritères de sensibilité,
de spéiité ainsi que les ritères PPV et NPV. Les graphiques orrespondent à une
valeur τU xée à 0.1 et nous signalons que les onlusions restent les mêmes dans le
as d'eets aléatoires plus modérés. En Figure 9.8, nous avons représenté les éarts
quadratiques moyens obtenus pour la reonstrution de l'eet xe fontionnel pour
les 4 types d'eets xes onsidérés et plusieurs intensités d'eets aléatoires.
 La onguration A, où les eets aléatoires sont plaés sur les positions nulles
des eets xes, favorise bien la séletion puisqu'on observe de meilleures per-
formanes générales de séletion pour l'ensemble des proédures onsidérées
(f Figure 9.7). Une exeption est à faire onernant la proédure BIC qui
présente un omportement moins bon en terme de spéiité, 'est-à-dire dans
sa apaité à retrouver les positions nulles. Cependant, ette proédure est la
plus instable ar elle néessite l'ajustement de deux hyperparamètres et on
peut observer que la version relaxée de ette dernière permet de stabiliser la
séletion.
 Dans la onguration B, désavantageuse quant à la séletion des eets xes,
l'utilisation d'un seuil basé sur le seuil minimax pour le hoix du paramètre λ1
onduit les proédures "Minimax" et "Minimax.relaxe" à ne pas distinguer la
présene d'eets xes sur les oeients non nuls dans le as d'une variabilité
élevée. En eet, dans e ontexte, on observe pour es deux proédures des
sensibilité et des valeurs de NPV prohes de zéro signiant que très peu de
oeients sont séletionnés. Ce phénomène s'observe notamment du point de
vue de la séletion des varianes des eets aléatoires qui, au ontraire, se révèle
performante dans e as partiulier (détaillée au paragraphe sur la séletion des
varianes). De plus, dans la onguration B, on observe aussi que la proédure
BIC a tendane a ontrario à séletionner beauoup de oeients onduisant
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à de faibles valeurs de spéiité et de PPV, onfortant l'idée d'instabilité de
la proédure BIC.
 Bien que n'étant pas l'objetif premier des proédures présentées au Chapitre
8, nous pouvons observer en Figure 9.8 que les éarts quadratiques moyens
assoiés à la reonstrution de l'eet xe fontionnel restent dans des gammes
de valeurs faibles, omparables à elle obtenues pour le seuillage hétérosé-
dastique assoié à une estimation des varianes de type moment, présenté au
Chapitre 7 et ei reste valable pour les deux ongurations partiulières étu-
diées et l'ensemble des proédures testées. Ce résultat est enourageant et nous
inite à nous intéresser, dans une perspetive de e travail, aux propriétés de
reonstrution de l'estimateur de l'eet xe fontionnel en terme de risque
quadratique.
Séletion des varianes des eets aléatoires
Les résultats de séletion onernant la séletion des varianes des eets aléatoires
sont présentés de manière similaire. En Figure 9.9, les ritères de sensibilité, de
spéiité ainsi que les ritères PPV et NPV sont représentés pour les 4 types d'eets
xes. Les graphiques orrespondent à une valeur de SNR xée à 1 mais les onlusions
restent aussi les mêmes dans le as de paramètres SNR plus élevés.
 On observe en premier lieu en Figure 9.9 que, dans les deux ongurations,
les performanes de séletion de varianes sont inuenées par le niveau d'ef-
fets aléatoires présents et deviennent meilleures lorsque le niveau d'eets in-
dividuels est fort : en eet, dans e as, la disrimination entre les positions
aetées par un eet aléatoire et elles qui ne le sont pas est alors failitée.
 De plus, entre les diérentes proédures, la diérene de omportement se situe
ii entre les méthodes relaxées et les non relaxées. Cela nous onduit à onlure
que l'étape de réestimation revêt une importane partiulière pour la séletion
des varianes assoiées aux eets aléatoires. Cei est partiulièrement vrai dans
la onguration B, désavantageuse pour la séletion, où pour des forts niveaux
d'eets aléatoires, les méthodes non relaxées réalisent peu de séletion ('est-
à-dire, séletionnent plus de positions que néessaire), se traduisant alors par
des valeurs de spéiité et de PPV prohes de zéro. Cei est illustré en Figure
9.10 présentant un exemple d'estimation des varianes pour la onguration
B ave un fort niveau d'eets individuels entre les méthodes "Minimax" et
"Minimax.relaxe". La présene de forts eets aléatoires est pourtant sensée
onduire à une séletion failitée et e phénomène nous onduit don à préférer
l'utilisation de méthodes relaxées pour la séletion/estimation des varianes
assoiées aux eets aléatoires.
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Temps de alul assoiés aux proédures de séletion
Les temps de alul assoiés aux proédures basées sur l'algorithme EM sont
aussi à prendre en ompte : en eet, la proédure de seuillage hétérosédastique
basée sur une estimation des varianes de type moment ne néessite pas de puissane
de alul partiulière et le résultat est obtenu de manière immédiate. Ce n'est pas
le as pour les proédures dérites dans ette setion, qui sont, d'une part, basée
sur une optimisation au moyen d'un algorithme itératif et d'autre part, néessitent
le réglage d'hyperparamètres, notamment pour la proédure BIC où l'on doit xer
les deux paramètres de régularisation λ1 et λ2. Nous présentons en Table 9.2 les
temps de alul moyens obtenus pour les proédures de séletion BIC et Minimax
pour les deux ongurations partiulières étudiées et diérentes valeurs de SNR, τU
et d'eet xe. Les temps de alul assoiés aux méthodes relaxées sont omparables
à leur version non relaxées ar l'étape de réestimation possède un oût numérique
négligeable devant elui des proédures itératives omplètes.
Nous onstatons sur ette table que les proédures de séletion Minimax où le
paramètre λ1 est préalablement xé permettant un vrai gain en terme de temps
de alul. Un deuxième omportement partiulier peut être mis en avant : dans la
onguration A, la diminution du niveau de variabilité globale par le biais de SNR et
τU onduit à des temps de alul plus importants, tandis que dans la onguration
B, la baisse du niveau d'eets aléatoires entraîne une diminution du temps de alul.
Ce type de phénomène est ohérent ave les onlusions réalisées quant à la séletion
des varianes assoiées aux eets aléatoires, on peut don penser que la diulté de
séletion/estimation des varianes assoiées aux eets aléatoires inuene fortement
le oût numérique global de la proédure.
Au terme de ette première étude onernant les proédures de séletion des eets
xes et aléatoires basées sur une approhe jointe des modèles mixtes, deux onlu-
sions prinipales peuvent être mises en avant : d'une part, l'utilisation de méthodes
relaxées telles que proposées par Meinshausen (2007) permettent de stabiliser le pro-
essus de séletion et de e fait, d'améliorer la préision des estimateurs résultants.
De plus, en orant un temps de alul bien inférieur, nous privilégierons l'usage de
la proédure appelée "Minimax.relaxe où l'hyperparamètre assoié à l'estimation
des eets xes est xé au seuil universel.
Néanmoins, les ongurations simulées dans ette première étude sont peu réa-
listes ar elles séparent les parimonies des eets xes et aléatoires. Nous ompare-
rons dans une deuxième partie les proédures étudiées selon les approhes marginale
et jointe sur des données synthétiques simulées de manière plus réaliste.
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9.3 Comparaison des approhes sur données réa-
listes
Nous avons jusqu'à présent développé deux types d'approhes onernant l'es-
timation au sein des modèles mixtes et ela dans des objetifs diérents. La pre-
mière approhe dérite au Chapitre 7 se résume à un seuillage hétérosédastique
des données ombiné à une étape d'estimation des varianes aux diérentes posi-
tions utilisées par une stratégie de type plug-in. L'étude de simulation réalisée sur
ette dernière fait apparaître de bonnes propriétés de reonstrution de l'eet xe
fontionnel lorsque l'estimation des varianes est réalisée par une méthode de type
moment, ave l'idée sous-jaente que les stratégies de séletion développées dans e
adre sont peu performantes et dégradent de e fait la reonstrution de l'eet xe
fontionnel. A ontrario, l'approhe développée au Chapitre 8 présentant des pro-
édures basées sur une double pénalisation de la vraisemblane vis-à-vis des eets
xes et des varianes des eets aléatoires par des pénalités de type SCAD s'attahe
plutt aux propriétés de séletion de es variables. Les simulations réalisées dans e
sens montrent eetivement de bons omportements de es proédures en terme de
séletion des eets xes et aléatoires mais aussi de bons résultats de reonstrution
de l'eet xe fontionnel ouvrant la voie à la reherhe de propriété de onvergene
de l'estimateur fontionnel assoié.
Notre but dans ette setion est double : d'une part, les proédures développées
dans ette partie ont été pour l'instant évaluées sur la base de jeux de données syn-
thétiques présentant des strutures partiulières, où les parimonies assoiées aux
eets xes et aléatoires sont onsidérées de manière séparée par le biais des ongu-
rations A et B. Ces deux ongurations sont mélangées lors de l'étude de données
réelles et notre volonté est alors d'en étudier les impliations sur les performanes
respetives des proédures développées. Nous souhaitons pour ela onstruire des
jeux de données synthétiques réalistes et nous entendons par le terme réaliste, des
jeux de données pour lesquels les ongurations A et B sont mélangées et pour les-
quels la variabilité des eets aléatoires dans le domaine des oeients a un sens d'un
point de vue fontionnel. De plus, nous nous attaherons sur es nouvelles données
synthétiques à la omparaison des proédures orrespondant à l'approhe marginale
d'une part et l'approhe jointe d'autre part, en terme de séletion de variables et
plus partiulièrement en terme de reonstrution de l'eet xe fontionnel.
9.3.1 Simulation de données réalistes
Nous adoptons ii un plan de simulation similaire à elui dérit en Setion 9.1.1.
L'unique diérene réside dans la dénition des strutures des eets aléatoires dans le
domaine des oeients, 'est-à-dire, dans la dénition des positions (j, k) auxquelles
orrespondent une variabilité non nulle des eets aléatoires dans le domaine de
ondelettes.
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Pour e faire, nous nous inspirons d'un travail réalisé par Amato et Sapatinas
(2005), évoqué en Setion 7.3, lors duquel les auteurs, dans un ontexte de seuillage
des eets xes au sein de modèles mixtes fontionnels, proposent une dénition
analytique de jeux de données simulant la présene d'eets individuels autour des
fontions Bloks, Bumps, Heavisine et Doppler de Donoho et Johnstone (1994).
Dans leur approhe, Amato et Sapatinas (2005) postulent que l'inuene des eets
aléatoires pour des fontions de type Bloks s'exprime sur la variabilité de la plae
et de la hauteur des disontinuités. Pour les fontions de type Bumps, elle se traduit
par une variabilité de la largeur et de la hauteur des pis, par une variabilité de
la loalisation des disontinuités pour les fontions de type Heavisine et par une
variabilité de la fréquene pour les fontions de type Doppler.
À partir de la simulations d'eets aléatoires fontionnels, nous en déduisons une
struture d'eets aléatoires individuels en projetant dans le domaine des ondelettes
les eets aléatoires individuels fontionnels qui possèdent alors une représentation
parimonieuse. Cela nous permet de repérer pour haque individu, les positions
auxquelles orrespondent des valeurs non nulles d'eets aléatoires. Par une stratégie
d'union sur es positions, on en déduit alors une struture pour les eets aléa-
toires individuels, 'est-à-dire, une liste de ouples (j, k) qui orrespondront, dans le
domaine des oeients, aux positions assoiées à des varianes d'eets aléatoires
non-nulles sur les données synthétiques.
En Figure 9.11, nous avons représenté les diérents eets xes ainsi que les éart-
types empiriques des données simulées, estimées à haque position, pour plusieurs
valeurs de SNR et τU . De plus, en Figure 9.12, nous avons représenté pour haque
type d'eet xe, les enveloppes de données pour des exemples de données simulées,
et ela pour plusieurs valeurs de SNR et τU .
9.3.2 Comparaison des approhes marginale et jointe
Sur es jeux de données simulés de manière réalistes, nous nous attahons à om-
parer les performanes des proédures basées sur des approhes marginales et jointe
des Chapitres 7 et 8. Nous nous limitons pour ela à la omparaison de 4 proédures
partiulières : la proédure de seuillage lassique notée "Homosédastique", la pro-
édure de seuillage hétérosédastique basée sur une estimation des varianes de type
moment, qui présente les performanes les plus intéressantes après les premières si-
mulations (f. Setion 9.1). Cette dernière sera notée "Type Moment". Enn, nous
onsidérons en outre deux proédures issues de l'approhe jointe : les proédures
"BIC.relaxe" et "Minimax.relaxe". Nous hoisissons d'utiliser les versions relaxées
des proédures développées ar au vu des simulations préédentes (f Setion 9.2),
l'étape de relaxation apporte un véritable bénée en terme de stabilisation des
estimations.
Les 4 proédures onsidérées dans ette Setion sont omparées essentiellement
sur les éarts quadratiques moyens assoiés à la reonstrution de l'eet xe fon-
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tionnel et aux estimations de la variabilité globale à haque position. Nous nous
intéresserons aussi aux résultats de séletion onernant les eets xes et aléatoires
basés sur les ritères de sensibilité, de spéiité, PPV et NPV. Les dénitions des
ritères utilisés sont donnés en Setion 9.1.2. Enn, nous omparerons les temps de
alul des diverses proédures mises en ompétition.
Résultats
 En Figure 9.13-(b) sont représentées les performanes de séletion des variables
du veteur β assoiées aux eets xes pour les quatre proédures onsidérées.
On observe en premier lieu que la séletion des eets xes de type Heavisine
et Doppler montre une faible sensibilité pour l'ensemble des proédures onsi-
dérées. Cela peut être imputé à la régularité de es fontions par rapport
aux signaux Bloks et Bumps, entraînant de e fait des oeients s'érasant
rapidement lorsque le niveau de résolution j augmente. On observe alors en
Figure 9.13-(a), où sont représentés les éarts quadratiques moyens assoiés
à l'estimation des eets xes fontionnels reonstruits, que les performanes
d'estimation sont alors dégradées pour les proédures itératives basées sur une
approhe jointe dans le as des eets xes Heavisine et Doppler. Cela montre
que les performanes de séletion ont une inuene sur la reonstrution de
l'eet xe fontionnel alors que elle-i est moindre dans le as des proédures
de seuillage homosédastique ou hétérosédastique.
Pour des fontions régulières, dans un objetif d'estimation de l'eet xe fon-
tionnel, on est alors onduit à privilégier le seuillage usuel homosédastique,
basé sur une estimation robuste de la variane, qui présente des performanes
équivalentes ou meilleures que les proédures hétérosédastiques.
 Pour des eets xes présentant des disontinuités (Bloks et Bumps) et malgré
des spéiités légèrement inférieures, les méthodes itératives "BIC.relaxe" et
"Minimax.relaxe" onduisent à de meilleures performanes de reonstrution
de l'eet xe fontionnel, les rendant préférables dans e adre.
 En Figure 9.14-(b) sont représentées les performanes de séletion pour les
proédures "BIC.relaxe" et "Minimax.relaxe" orant une séletion des para-
mètres de varianes assoiés aux eets aléatoires. On observe que les séletions
sont équivalentes pour es deux proédures tandis que la Table 9.3 montre un
réel gain de temps de alul pour la proédure "Minimax.relaxe" où un seul
hyperparamètre est à déterminer. Cela nous onduit alors à privilégier ette
dernière par rapport à la proédure "BIC.relaxe".
En Figure 9.15, nous avons représenté des exemples de reonstrution des eets
xes fontionnels Bloks, Bumps, Heavisine et Doppler pour τU = 0.1 et pour des
SNR de 1 ou 5.
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En résumé, nous avons étudié au ours de e hapitre les omportements des
proédures selon des approhes marginale ou jointe vis-à-vis de la problématique
d'estimation au sein des modèles mixtes fontionnels. L'approhe marginale, basée
sur les tehniques de seuillage non paramétrique ouramment utilisées dans un adre
ondelettes présentent des points forts : elle exhibe de bonnes performanes de re-
onstrution de l'eet xe fontionnel assoiées à une grande rapidité d'exéution
pour des varianes estimées à haque position par les estimateurs empiriques usuels.
Cette approhe se révèle néanmoins peu adaptée au deuxième objetif de ette partie,
à savoir, la séletion des eets aléatoires. Dans et objetif, les proédures basées
sur une approhe jointe des modèles mixtes, prenant expliitement en ompte la
présene d'eets aléatoires, se révèlent performantes et permettent d'eetuer une
séletion simultanée des eets xes et aléatoires. La meilleure stratégie pour e type
d'approhe est la proédure pour laquelle seul l'hyperparamètre λ2 assoié aux eets
aléatoires est à déterminer tandis que la valeur de λ1 est xée à la valeur du seuil
universel. De plus, l'étude de simulation réalisée dans e hapitre fait apparaître
un gain de préision et une meilleure séletion grâe à l'utilisation d'une version
relaxée de la proédure de séletion. L'approhe jointe n'est étudiée ii que d'un
point de vue de la séletion des variables d'eets xes et aléatoires pour lesquelles
des propriétés oraulaires ont été démontrées au Chapitre 8, on peut ependant se
demander quelles sont les propriétés de l'estimateur reonstruit de l'eet xe fon-
tionnel. Les premiers résultats de simulations sont enourageants et nous initent à
poursuivre en e sens dans la mesure où les gammes de risques quadratiques obtenus
sont omparables à eux obtenus pour l'approhe marginale.
Une prohaine étape néessaire est de réaliser une étude de simulation en onsidé-
rant des tailles de signauxM qui augmente an de se plaer dans un adre asympto-
tique et omparer les approhes marginale et jointe dans e ontexte. Cei représente
une perspetive direte de e travail et n'a pas enore été réalisé ar une telle étude
néessite, en partiulier pour l'approhe jointe basée sur l'algorithme EM, des res-
soures numériques importantes. Notons néanmoins qu'on ne peut pas espérer un
meilleur omportement de l'estimateur MAD au vu des propriétés de et estimateur
mentionnées par Donoho et Johnstone (1998) (p.23) et les résultats d'une étude
de simulation restreinte, non présentée ii, sur signaux plus onséquents (M=2048)
vont dans le même sens. Nous espérons de e fait retrouver nos onlusions ave une
taille de signaux plus grande.
Enn, après une étude de simulation sur données simulées de manière réaliste,
une autre perspetive importante de e travail est d'étudier le omportement de es
proédures sur des données réelles issues du domaine de la biologie moléulaire. Pour
e type de données, une meilleure ompréhension de la variabilité inter-individuelle
ainsi qu'une estimation performante du omportement moyen au sein d'une popu-
lation homogène représente à l'heure atuelle un dé et un espoir pour la ompré-
hension des méanismes biologiques mis en jeux.
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Figure 9.7  Résultats de simulations onernant les performanes de séletion pour
les eets xes et pour 4 proédures d'estimation/séletion basées sur l'algorithme
EM. Les graphes orrespondent aux 4 types de fontion Bloks, Bumps, Heavisine
et Doppler ; les résultats sont représentés pour τU = 0.1 pour les ongurations
A et B. Chaque ligne orrespond à un ritère de séletion, parmi la sensibilité, la
spéiité, le PPV ou le NPV. Au sein de haque graphe individuel, haque ourbe
représente une proédure et varie en absisse par rapport au paramètre SNR.
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Figure 9.8  EQM observés par rapport à la reonstrution de l'eet xe fontionnel
pour 4 proédures d'estimation/séletion basées sur l'algorithme EM et pour les 4
types de fontions étudiées. Les résultats sont représentés pour pour τU = 0.1 et
τU = 1 et les deux ongurations A et B. Au sein de haque graphe individuel, haque
ourbe représente une proédure et varie en absisse par rapport au paramètre SNR.
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Figure 9.9  Résultats de simulations onernant les performanes de séletion
des varianes assoiées aux eets aléatoires pour 4 proédures d'estimation/séletion
basées sur l'algorithme EM. Les graphes orrespondent aux 4 types de fontion. Les
résultats sont représentés pour SNR = 1 pour les ongurations A et B. Chaque ligne
orrespond à un ritère de séletion, parmi la sensibilité, la spéiité, le PPV ou le
NPV. Au sein de haque graphe individuel, haque ourbe représente une proédure
et varie en absisse par rapport au paramètre SNR.
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Figure 9.10  Exemple d'estimation de varianes dans la onguration B. Les vraies
valeurs de varianes sont représentées en rose tandis que les varianes estimées par
les proédures Minimax et Minimax.relaxe sont représentées respetivement en noir
et bleu. Les valeurs de SNR et τU sont xées respetivement à 5 et 0.1.
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Conguration A Conguration B
τU
SNR 1 7 1 7
0.1 BIC 45.3 (1.4) 164.5 (20.52) 1086.5 (519.8) 1519.3 (559.6)
Bloks Minimax 19.5 (1.8) 30.2 (2.3) 101.6 (52.5) 148.8 (63.1)
Type Moment 0.009 (0.002) 0.009 (0.002) 0.01 (0.005) 0.009 (0.002)
4 BIC 158.6 (12.5) 467.4 (54.35) 342.0 (35.7) 573.04 (85.5)
Minimax 31.3 (2.0) 60.1 (6.5) 57.5 (7.5) 67.8 (6.6)
Type Moment 0.01 (0.002) 0.01 (0.003) 0.009 (0.002) 0.009 (0.002)
0.1 BIC 196.1 (17.9) 760.5 (77.7) 1342.5 (559.1) 1805.6 (457.1)
Bumps Minimax 26.4 (2.1) 66.7 (5.1) 100.0 (58.0) 139.5 (49.8)
Type Moment 0.009 (0.002) 0.01 (0.005) 0.009 (0.002) 0.009 (0.002)
4 BIC 357.8 (37.4) 1082.8 (143.7) 805.8 (110.0) 1225.6 (231.6)
Minimax 40.2 (3.9) 81.6 (10.8) 88.2 (11.6) 98.1 (25.9)
Type Moment 0.009 (0.002) 0.009 (0.002) 0.009 (0.002) 0.008 (0.001)
0.1 BIC 150.0 (12.6) 598.6 (69.5) 1460.7 (496.2) 1723.0 (413.5)
Heavisine Minimax 23.0 (1.5) 52.8 (4.5) 117.3 (49.3) 165.4 (55.1)
Type Moment 0.01 (0.005) 0.011 (0.005) 0.009 (0.002) 0.009 (0.002)
4 BIC 301.8 (29.2) 1035.4 (111.9) 841.1 (137.5) 1260.3 (170.1)
Minimax 37.0 (3.6) 83.6 (9.4) 82.2 (12.7) 97.5 (14.3)
Type Moment 0.01 (0.005) 0.009 (0.002) 0.008 (0.002) 0.009 (0.002)
0.1 BIC 99.6 (14.7) 449.6 (52.0) 1684.8 (682.4) 1801.8 (539.8)
Doppler Minimax 20.2 (2.2) 45.7 (4.0) 139.4 (54.3) 157.8 (65.7)
Type Moment 0.009 (0.002) 0.011 (0.006) 0.01 (0.005) 0.009 (0.002)
4 BIC 278.4 (22.9) 1044.4 (101.0) 710.2 (86.7) 1326.8 (162.9)
Minimax 34.7 (2.7) 81.2 (9.5) 71.4 (9.4) 96.5 (14.7)
Type Moment 0.01 (0.003) 0.009 (0.003) 0.009 (0.002) 0.009 (0.005)
Table 9.2  Temps de aluls moyens et éarts-types (entre parenthèse) en seondes
assoiés aux proédures "BIC", "Minimax" et "Type Moment" pour les ongura-
tions A et B et pour diérentes valeurs de (µ, SNR, τU). Le oût numérique de rées-
timation pour les proédures relaxées est négligé devant le oût total des proédures
itératives.
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Figure 9.11  Eets xes et éart-types empiriques représentés pour plusieurs va-
leurs de SNR et τU . Les éart-types estimés sont représentés en bleu sur les graphes
et on peut observer l'eet des variations du ouple (SNR,τU) sur la variabilité des
données simulées.
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Figure 9.12  Exemples d'enveloppes de données simulées pour les 4 types d'ef-
fets xes. L'eet xe est représenté en noir tandis que les enveloppes des données
simulées sont représentées en ouleur pour plusieurs ouples (SNR,τU).
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(b) Séletion des eets xes pour τU = 0.1
Figure 9.13  (a) - Résultats de simulations onernant la préision des proédures
d'estimation de l'eet xe fontionnel pour 4 proédures d'estimation/séletion :
un seuillage SCAD usuel basé sur le seuil universel, un seuillage hétérosédastique
basé sur une estimation des varianes de type moment et deux proédures basées
sur des tehniques de vraisemblane pénalisée. Les résultats sont représentés pour
les 4 types de fontions étudiées (Bloks, Bumps, Heavisine et Doppler) et pour
τU = {0.1, 0.25, 1, 4}. Au sein de haque graphe individuel, haque ourbe représente
une proédure et varie en absisse par rapport au paramètre SNR. (b) - Résultats de
séletion de varianes pour τU = 0.1 (les omportements en terme de séletion de
variables restent sensiblement les mêmes pour d'autres valeurs de τU).
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(b) Séletion de varianes des eets aléatoires pour SNR = 5
Figure 9.14  (a) - Résultats de simulations onernant la préision des estimateurs
des paramètres de varianes pour 4 proédures d'estimation/séletion : un seuillage
SCAD usuel basé sur le seuil universel, un seuillage hétérosédastique basé sur une
estimation des varianes de type moment et deux proédures basées sur des tehniques
de vraisemblane pénalisée. Les résultats sont représentés pour les 4 types de fon-
tions étudiées (Bloks, Bumps, Heavisine et Doppler) et pour SNR = {1, 3, 5, 7}.
Au sein de haque graphe individuel, haque ourbe représente une proédure et varie
en absisse par rapport au paramètre SNR. (b) - Résultats de séletion de varianes
pour SNR = 5 pour les proédures BIC.relaxe et Minimax.relaxe proposant une sé-
letion des paramètres de varianes.
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SNR
τU 1 7
0.1 BIC 729.9 (191.9) 905.1 (274.3)
Bloks Minimax 54.3 (20.2) 104.3 (39.6)
Type Moment 0.03 (0.008) 0.02 (0.009)
4 BIC 220.0 (15.2) 397.1 (65.2)
Minimax 39.6 (3.2) 45.5 (3.8)
Type Moment 0.02 (0.016) 0.02 (0.01)
0.1 BIC 1154.0 (412.8) 1521.4 (510.1)
Bumps Minimax 108.1 (56.2) 151.6 (60.2)
Type Moment 0.01 (0.008) 0.02 (0.007)
4 BIC 462.0 (58.0) 669.2 (108.7)
Minimax 52.6 (3.3) 56.6 (8.6)
Type Moment 0.01 (0.007) 0.02 (0.009)
0.1 BIC 887.8 (474.5) 1516.6 (524.2)
Heavisine Minimax 82.9 (39.3) 118.1 (32.4)
Type Moment 0.02 (0.007) 0.02 (0.011)
4 BIC 426.5 (54.7) 620.21 (60.0)
Minimax 47.4 (5.5) 57.9 (5.4)
Type Moment 0.03 (0.008) 0.02 (0.009)
0.1 BIC 1199.4 (442.0) 1532.6 (415.0)
Doppler Minimax 106.3 (46.9) 121.5 (40.0)
Type Moment 0.02 (0.008) 0.02 (0.008)
4 BIC 431.4 (55.9) 632.73 (71.5)
Minimax 43.7 (4.0) 55.3 (3.5)
Type Moment 0.02 (0.008) 0.02 (0.008)
Table 9.3  Temps de aluls moyens et éarts-types (entre parenthèse) en seondes
assoiés aux proédures "BIC", "Minimax" et "Type Moment" pour diérentes va-
leurs de (µ, SNR, τU). Le oût numérique de réestimation pour les proédures relaxées
est négligé devant le oût total des proédures itératives.
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(b) Pour SNR = 5 et τU = 0.1
Figure 9.15  Exemple de reonstrution de l'eet xe seuillé. L'eet xe original
est représenté en noir. Dans haque as sont représentées les estimations des pa-
ramètres de variane γ dans le domaine des ondelettes obtenues par les proédures
BIC.relaxe et Minimax.relaxe, respetivement en bleu foné et bleu lair. Les vraies
valeurs des varianes assoiées aux eets aléatoires sont représentées en noir. Les
reonstrutions présentées orrespondent aux données onduisant à l'EQM médian
pour la reonstrution de l'eet xe fontionnel ave la proédure "Minimax.relaxe".
Chapitre 10
Conlusion et perspetives
Dans e travail de thèse, nous nous sommes intéressés à la problématique de la
lassiation non supervisée et de la séletion de variables dans les modèles mixtes
fontionnels en adoptant une stratégie non paramétrique basée sur les ondelettes.
10.1 Classiation non supervisée dans les modèles
mixtes fontionnels
Pour la problématique de la lassiation non supervisée dans les modèles mixtes
fontionnels, nous avons proposé une modélisation permettant de prendre en ompte
la présene d'eets aléatoires dans un adre fontionnel de lassiation. Nous avons
développé une proédure basée sur une représentation du modèle dans le domaine
des ondelettes permettant l'estimation des paramètres du modèle. Notre proédure
se déroule en deux étapes : une première de rédution de dimension des données,
néessaire au vu de la dimension des données dans notre adre fontionnel, ba-
sée sur les tehniques de seuillage par ondelettes. La deuxième étape est basée sur
l'utilisation de l'algorithme EM pour l'estimation des paramètres par maximum de
vraisemblane.
Une étude de simulation approfondie montre de réels gains de performane de
lassiation en présene de variabilité inter-individuelle et l'appliation de notre
proédure à des jeux de données réelles apporte de nouvelles pistes intéressantes vis-
à-vis de leur ompréhension. Toutefois, ertains aspets de notre approhe peuvent
être améliorés.
 La première étape de rédution de dimension est réalisée a minima à l'heure
atuelle : en eet, seules les positions nulles pour l'ensemble des individus sont
retirées de l'étude, es oeients n'étant pas informatifs pour la lassiation.
Cependant, notre objetif idéal serait de pouvoir retirer les positions ayant le
même niveau pour tous les individus. Cette problématique est diile ar nous
sommes dans un adre non supervisé en présene de variabilité individuelle où
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les labels individuels sont inonnus et elle se ramène en fait à une probléma-
tique de seuillage dans les modèles de mélanges. À e titre, nous pensons que
les travaux de Pan et Shen (2007) et la thèse de Meynet (2012) pourraient
représenter une base de réexion intéressante.
 Dans le adre partiulier de la lassiation non supervisée appliquée à des
données de spetrométrie de masse, nous avons pu onstater que les résultats
de lassiation dépendent fortement de l'étape de pré-traitement (alignement)
des signaux. Ainsi, les résultats sont grandement meilleurs lorsque ette étape
est réalisée en onnaissane des labels individuels. L'idée serait alors d'intégrer
ette étape dans l'algorithme itératif de lassiation. Pour des raisons de oût
numérique, ei n'est pas envisageable ave la proédure de Antoniadis et al.
(2007) mais une piste intéressante pourrait être de s'intéresser aux réents
travaux de Bigot (2011), proposant une proédure moins oûteuse de realage
de signaux basée sur la notion de moyenne de Fréhet.
10.2 Séletion de variables et estimation dans les
modèles mixtes fontionnels
Dans la seonde partie de ette thèse, nous nous sommes intéressés à l'estima-
tion dans les modèles mixtes fontionnels. Nous avons abordé ette problématique
de deux façons diérentes répondant aux deux approhes marginale et jointe des
modèles mixtes lassiques. Notre proédure, basée sur une représentation marginale
des modèles mixtes fontionnels, se ramène pour l'estimation des eets xes à un
seuillage hétérosédastique des données. Sous une hypothèse de onsistane des es-
timateurs des varianes, nous montrons que l'estimateur de l'eet xe fontionnel
onverge vers la vraie fontion dans la lasse des espaes de Besov ave une vitesse
near-minimax vis-à-vis du risque quadratique.
Notre deuxième stratégie basée sur une approhe jointe des modèles mixtes est
développée dans un objetif de séletion des eets xes et des varianes des eets
aléatoires. Dans e but, nous nous sommes basés sur la dénition d'un ritère de
vraisemblane doublement pénalisé par rapport aux eets xes et aux varianes des
eets aléatoires. Nous avons montré que l'optimisation de e ritère onduit à des
estimateurs possédant la propriété d'orale dans un adre de double asymptotique
quand la taille des signaux M et le nombre d'individus N divergent, ave M < N .
Nous avons proposé une proédure basée sur l'algorithme EM permettant l'optimi-
sation itérative de e ritère pénalisé.
Cependant, ertains aspets théoriques et appliatifs restent enore à étudier.
 Dans la stratégie jointe, les propriétés de onvergene de l'estimateur de l'eet
xe fontionnel dans la lasse des espaes de Besov n'ont pas été étudiées. La
diulté de e point réside dans le fait que nous ne disposons pas d'estimateurs
expliites des paramètres du modèle. Pour traiter e problème, l'approhe ori-
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ginelle de la notion de seuillage de Donoho et Johnstone (1994) nous semble
être une bonne piste de départ.
 De plus, dans le as de l'étude de données issues de la biologie moléulaire, il
n'est pas rare d'être onfronté à des données de très grande dimension (ave
M > N) justiant notre approhe fontionnelle. Il serait intéressant de pou-
voir étendre les propriétés oraulaires préédemment développées au adre où
M > N en se basant sur les travaux réents de Kim et al. (2008).
 D'un point de vue appliatif, notre étude doit être omplétée en réalisant une
étude de simulations dans un adre plus réaliste d'un point de vue fontionnel
en hoisissant des tailles de signaux plus onséquentes. Cela néessitera d'im-
portantes ressoures numériques pour s'adapter au nombre de ongurations
xées. Enn, l'appliation des proédures à des jeux de données réelles issus de
la spetrométrie de masse et des miroarray CGH représente une perspetive
néessaire et intéressante de e travail.
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Annexe A
Vitesse de onvergene de
l'estimateur de seuillage
hétérosédastique
Notre but est de majorer le risque L2 de l'estimateur de l'eet xe fontionnel
µ̂ pour une fontion µ appartenant à une boule de Besov Bspq[0, 1]. Nous nous pla-
çons dans une onguration où les paramètres de varianes sont inonnus et nous
distinguons par la suite les estimateurs µ̂σ et µ̂σ̂, orrespondant respetivement aux
ontextes où les varianes sont onnues ou inonnues mais pour lesquelles on dispose
d'estimateurs
√
N -onsistants, notés
[
σ̂2jk
]
(j,k)∈Λ. Nous herhons alors à majorer le
risque E
(
‖µ̂σ̂ − µ‖2L2
)
Nous onsidérons au ours de ette démonstration, les oeients théoriques de la
déomposition en ondelettes an de prendre en ompte la déomposition entière du
signal. Ces oeients sont diéreniés des oeients empiriques par une notation
étoilée (
∗
) et sont liés aux oeients empiriques par un fateur
√
M (f. Setion
3.2.3). La loi des oeients théoriques assoiés aux observations est alors donnée,
pour tout i = 1, . . . , N et tout (j, k) ∈ Λ, par :
d∗ijk ∼ N
[
β∗jk,
σ2jk
M
]
et c∗i ∼ N
[
α∗,
σ2ν
M
]
(A.1)
Soit β̂
∗
estimateur de seuillage déni omme en Setion 7.5.
On a alors :
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E
(
‖µ̂σ̂ − µ‖2L2
)
≤ E
(
‖µ̂σ̂ − µ̂σ‖2L2
)
+ E
(
‖µ̂σ − µ‖2L2
)
≤ E
[
j1∑
j=j0+1
∑
k
|β̂∗jk(σ̂jk)− β̂∗jk(σjk)|2
]
+ E(|α̂∗(σν)− α∗|2) + E
[
j0∑
j=0
∑
k
|β̂∗jk(σjk)− β∗jk|2
]
+ E
[
j1∑
j=j0+1
∑
k
|β̂∗jk(σjk)− β∗jk|2
]
+ E
[ ∞∑
j=j1+1
∑
k
|β̂∗jk(σjk)− β∗jk|2
]
= T1 + T2 + T3 + T4 + T5. (A.2)
On herhe ensuite à majorer haque terme de la déomposition (A.2).
En onsidérant des estimateurs empiriques des paramètres de variane dénis par
(7.8) pour toute position (j, k) et en utilisant l'approximation de la delta méthode,
basée sur un développement limité de la fontion de seuillage, on a alors :
T1 ≤
j1∑
j=j0+1
∑
k
C1
2N − 1
(MN)2
σ4jk
≤
j1∑
j=j0+1
C1
2j
M2N
σ4jk
≤ C1σ4
max
2j1
M2N
≤ C1σ4
max
(logM)−1
MN
(A.3)
en prenant j1 omme déni dans Juditsky et Delyon (1996), 'est-à-dire, vériant
M
logM
≤ 2j1 ≤ 2M
logM
.
Ensuite :
T2 = E(|α̂∗(σν)− α∗|2) ≤
σ2
max
MN
.
De la même manière, pour le terme T3 orrespondant à des niveaux de résolution
pour lesquels on ne fait pas de seuillage, on a :
T3 = E
[
j0∑
j=0
∑
k
|β̂∗jk(σjk)− β∗jk|2
]
=
j0∑
j=0
∑
k
E
(
|d∗ijk − β∗jk|2
)
=
j0∑
j=0
2j
σ2
max
M
≤ C3
σ2
max
N
2j0
M
. (A.4)
La majoration du terme T5 nous donne :
T5 = E
[ ∞∑
j=j1+1
∑
k
|β̂∗jk(σjk)− β∗jk|2
]
=
∞∑
j=j1+1
∑
k
|β∗jk|2 ≤ C52−2j1s
′
, (A.5)
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où s′ =
{
s− 1
p
+ 1
2
si p < 2,
s sinon.
La justiation de ette majoration est faite à partir du livre de Härdle et al.
(1998). Ainsi, par le Théorème 9.5 du livre, on sait que pour toute fontion f ∈ Bspq,
et pour Pj opérateur de projetion sur l'espae d'approximation Vj , on a :
‖Pjf − f‖p = 2−jshj où {hj} ∈ ℓq.
De plus :
 si p ≥ 2, Lp(L) ⊂ L2(L) et don ‖Pjf − f‖2 ≤ ‖Pjf − f‖p ≤ C2−js,
 si p < 2, alors (Corollaire 9.2) Bspq ⊂ Bs
′
2q pour s
′ = s − 1
p
+ 1
2
et don
‖Pjf − f‖2 ≤ C ′2−js′,
ave C et C ′ onstantes réelles. On en déduit alors l'inégalité (A.5).
Conentrons nous à présent sur le terme T4. En utilisant le Lemme 2 de Juditsky
et Delyon (1996), on a :
E
[
j1∑
j=j0+1
∑
k
|β̂∗jk(σjk)− β∗jk|2
]
≤ E
[
j1∑
j=j0+1
∑
k
min
(
|β∗jk|,
3
2
2λσjk√
MN
)2]
︸ ︷︷ ︸
Terme T4.1
+ E
[
j1∑
j=j0+1
∑
k
32|ε∗ijk|21|ε∗ijk|> 2λσjk/
√
MN
2
]
︸ ︷︷ ︸
Terme T4.2
. (A.6)
Commençons par le terme T4.2. On a :
T4.2 =
j1∑
j=j0+1
∑
k
9E
(
|ε∗ijk|21|ε∗ijk|>λσjk/
√
MN
)
≤
j1∑
j=j0+1
∑
k
9E
(
|ε∗ijk|4
) 1
2 E
[(
1|ε∗ijk|>λσjk/
√
MN
)2] 12
par Cauhy-Shwartz
≤
j1∑
j=j0+1
C4.2 ×
σ2
max
MN
× exp


−
(
λσjk/
√
MN
)2
2σ2jk
MN


1
2
≤
j1∑
j=j0+1
C4.2 ×
σ2
max
MN
×M−1
≤ C4.2
σ2
max
N
M−2 × 2j1. (A.7)
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On en déduit alors :
T4.2 ≤ C4.2
σ2
max
MN
(logM)−1.
Pour le dernier terme T4.1, on a :
E
[
j1∑
j=j0+1
∑
k
min
(
|β∗jk|, 3λ
σjk
MN
)2
]
≤ E
[
j1∑
j=j0+1
∑
k
(
3λ
σjk
MN
)2−p
|β∗jk|p
]
≤
j1∑
j=j0+1
∑
k
(
3λ
σjk
MN
)2−p
|β∗jk|p
≤ 32−p
(
2 logM
M
)1− p
2
(
σ2
max
N
)1− p
2
×
j1∑
j=j0+1
∑
k
|β∗jk|p
︸ ︷︷ ︸
=O(C2−s′pj0 )
≤ C4.1
(
logM
M
)1− p
2
(
σ2
max
N
)1− p
2
2−s
′pj0.
(A.8)
Finalement, en regroupant tous les termes, on obtient l'inégalité suivante :
E
(
‖µ̂σ̂ − µ‖2L2
)
≤ C1
(logM)−1
MN
+
σ2
max
MN
+ C4.1
(
logM
M
)1− p
2
(
σ2
max
N
)1− p
2
2−s
′pj0
+ C3
σ2
max
N
2j0
M
+ C4.2 σ
2
max
M−1
N logM
+ C52
−2j1s′. (A.9)
An de trouver la forme optimale du niveau j0, niveau à partir duquel le seuillage
ommene, on herhe à balaner, en fontion de M , les deux termes :
O
(
2j0
MN
)
︸ ︷︷ ︸
(⋆)
et O
([
logM
MN
]1−p/2
2−s
′pj0
)
︸ ︷︷ ︸
(⋆⋆)
Ainsi, on en déduit que le paramètre j0 doit être de la forme :
2j0 = O
[
(logM)
1−p/2
1+s′p (MN)
p/2
1+s′p
]
.
En remplaçant dans (⋆) et dans (⋆⋆), on obtient alors que es deux termes sont
de la forme :
O
[[
logM
MN
] 2s
2s+1
(logM)
−2s′
2s+1
]
.
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Et don, l'inégalité (A.9) devient :
E
(
‖µ̂σ̂ − µ‖2L2
)
≤ C1
(logM)−1
MN
+
σ2
max
MN
+ C3 σ
2
max
[
logM
MN
] 2s
2s+1
(logM)
−2s′
2s+1
+ C4.1 σ
2−p
max
[
logM
MN
] 2s
2s+1
(logM)
−2s′
2s+1
(A.10)
+ C4.2 σ
2
max
M−
1
8
N logM
+ C5
[
logM
M
]2s′
= T ′1 + T
′
2 + T
′
3 + T
′
4.1 + T
′
4.2 + T
′
5.
Pour p > 2
2s+1
, parmi les termes limitant de l'inégalité (A.10), 'est-à-dire les
termes ayant la onvergene la plus lente, intéressons nous aux termes T ′3 et T
′
4.1 en
O
[[
logM
M
] 2s
2s+1 (logM)
−2s′
2s+1
]
.
À e stade, on peut don distinguer deux as :
 Si
2
2s+1
< p ≤ 2, on a :
(logM)−
2s′
2s+1 −→
M→∞
0.
La vitesse de onvergene des termes T ′3 et T
′
4.1 est alors en O
[[
logM
MN
] 2s
2s+1
]
.
 Si p > 2, alors 0 < s < s′ et don :
(logM)
2s
2s+1
− 2s′
2s+1 −→
M→∞
0.
Dans e as, la vitesse de onvergene des termes T ′3 et T
′
4.1 est alors en
O
[[
1
MN
]− 2s
2s+1
]
.
Remarque : Dans ette preuve, on utilise en partiulier un résultat donné par
Juditsky et Delyon (1996) (Lemme 2). Ce résultat onerne initialement l'estimateur
obtenu ave un seuillage dur δH et s'exprime omme suit :
Lemme A.1. Soit β∗ ∈ R et ε∗ une variable aléatoire réelle. Soit d∗ = β∗ + ε∗.
Alors, l'estimateur β̂∗
HARD
= d∗1|d∗|>λ vérie :
|β̂∗HARD − β∗| ≤ min(|β∗|, 3
2
λ) + 3|ε∗|1|ε∗|>λ
2
.
Or, dans le as d'un seuillage de type SCAD et en notant β̂SCAD l'estimateur
résultant, ette inégalité reste enore valable, étant donné que e dernier vérie la
relation : ∣∣∣β̂∗
SCAD
∣∣∣ ≤
∣∣∣β̂∗
HARD
∣∣∣ ,
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donnant alors la relation :
|β̂∗SCAD − β∗| ≤ |β̂∗HARD − β∗| ≤ min(|β∗|, 3
2
λ) + 3|ε∗|1|ε|>λ
2
.
Annexe B
Propriétés oraulaires pour la
séletion des eets xes et aléatoires
B.1 Vériation des hypothèses sur la vraisemblane
Le résultat présenté en Setion (8.2.3) suppose préalablement la vériation des
hypothèses présentées dans la même setion. Nous nous intéresserons plus parti-
ulièrement à la vériation des hypothèses onernant la vraisemblane et pour
lesquelles nous nous plaçons dans un adre partiulier puisque nous travaillons ave
des modèles mixtes fontionnels. Notre but est alors de séletionner aussi bien les
eets xes que les eets aléatoires. Il nous faut don vérier es hypothèses aussi
bien sur les paramètres d'eet xe du veteur β que les paramètres des varianes
des eets aléatoires du veteur γ.
Pour rappel, la vraisemblane des données pour l'individu i est donnée par :
logLi(d;β,γ2, σ2ε) = −
1
2
∑
jk
log
(
σ2ε + 2
−jηγ2jk
)
− 1
2
∑
jk
1
σ2ε + 2
−jηγ2jk
(
di,jk − βjk
)
.
 Hypothèse (H5)
Pour tout i = 1, . . . , N et tout (j, k) ∈ Λ, on vérie bien, d'une part, que :
E
[
∂ logLi(d)
∂βjk
]
=
1
σ2ε + 2
−jηγ2jk
E
(
di,jk − βjk
)
= 0.
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Et d'autre part :
E
[
∂ logLi(d)
∂γ2jk
]
=
2−jη
2
× 1
σ2ε + 2
−jηγ2jk
+
2−jη
2
× 1(
σ2ε + 2
−jηγ2jk
)2 E
(
(di,jk − βjk)2
)
︸ ︷︷ ︸
=σ2ε+2
−jηγ2jk
= 0.
De plus, on vérie failement que, dans tous les as possibles, on a :
EΥ
[
∂ logLi(d)
∂Υm1
∂ logLi(d)
∂Υm2
]
= −EΥ
[
∂2 logLi(d)
∂Υm1∂Υm2
]
∀m1, m2 = 1, . . . , 2M.
 Hypothèse (H6)
La matrie d'information de Fisher est dénie par :
I(Υ) = E
[
∇ logLi(Υ) ∇T logLi(Υ)
]
.
Dans notre adre, la alul de ette quantité onduit à l'obtention d'une ma-
trie diagonale dénie positive de taille 2M ×2M dont l'expression est donnée
par : 

.
.
.
1
σ2ε+2
−jηγ2jk
.
.
.
0
0
.
.
.
1
2
× 2−jη(
σ2ε+2
−jηγ2jk
)2
.
.
.


.
On peut alors remarquer qu'en imposant la ondition σ2ε > 0, alors, les valeurs
propres de ette matrie sont bien bornées, ainsi que leur arrés, ette ondition
restant peu ontraignante.
Cela entraîne que, sous la même ondition, les quantités EΥ
[[
∂2 logLi(Υ)
∂Υm1∂Υm2
]2]
sont bornées elles aussi.
 Hypothèse (H7)
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Cette hypothèse onerne les moments d'ordre 3 de la fontion de vraisem-
blane. Ces moments ont les expressions suivantes pour tout i = 1, . . . , N et
tout (j, k) ∈ Λ :
∂3 logLi(Υ)
∂3βjk
= 0,
∂3 logLi(Υ)
∂2βjk∂γ
2
jk
=
2−jη
σ2ε + 2
−jηγ2jk
,
∂3 logLi(Υ)
∂2γ2jk∂βjk
=
−2×
(
2−jη
)2
(
σ2ε + 2
−jηγ2jk
)3 (di,jk − βjk),
∂3 logLi(Υ)
∂3γ2jk
=
(
2−jη
)3
[
3(dijk − βjk)2(
σ2ε + 2
−jηγ2jk
)4 −
1
(
σ2ε + 2
−jηγ2jk
)3
]
.
En supposant que le paramètre σ2ε est stritement positif, on remarque alors
que tous les moments d'ordre 3 peuvent être majorés par une fontion (notée B
dans la démonstration) dépendant de (di,jk−βjk). Or, de par leur appartenane
à un espae de Besov, on sait que la norme du veteur β est bornée, impliquant
ainsi que les oeients βjk le sont.
En supposant de plus que les varianes
(
γ2jk
)
{(j,k)∈Λ} sont bornées par une
quantité notée γ2
max
, on montre alors failement que l'espérane du arré de
ette même fontion est aussi bornée ar elle dépend uniquement de la quantité
σ2ε +2
−jηγ2jk, ette hypothèse sur les varianes restant une hypothèse relative-
ment ourante.
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B.2 Propriétés oraulaires des estimateurs
B.2.1 Preuve du théorème 8.1
Soit ãN =
√
M( 1√
N
+aN ). Pour démontrer le théorème (8.1), on herhe à montrer
que pour tout ǫ > 0, il existe une onstante C > 0 telle que pour N assez grand, on
ait :
P
{
sup
‖u‖=C
ℓ(Υ0 + ãNu) < ℓ(Υ0)
}
≥ 1− ǫ.
On onsidère alors la diérene DN(u) = ℓ(Υ0+ ãNu)−ℓ(Υ0) et en utilisant que
pen(0, ·) = 0, on peut érire :
DN(u) ≤ logL(Υ0 + ãNu)− logL(Υ0)
−
mβN∑
m=1
[
pen(|β0m + ãNum|, λ1)− pen(|β0m|, λ1)
]
−
mγN∑
m=1
[
pen(|γ0m + ãNum|, λ2)− pen(|γ0m|, λ2)
]
= I1 + I2 + I3.
où mβN est telle que β0 = (β01, . . . , β0mβN
) ontient les omposantes non nulles du
veteur β et mγN est telle que γ0 = (γ01, . . . , γ0mγN ) ontient les omposantes non
nulles du veteur γ.
 Terme I1 :
Par Taylor-Lagrange, on peut développer le terme I1 :
I1 = ãN∇ logL(Υ0)u+
1
2
ã2Nu
T∇2 logL(Υ0)u+
1
6
ã3N∇T (uT∇2 logL(Υ∗)u)u
= I1.1 + I1.2 + I1.3,
ave Υ∗ ∈]Υ0,Υ0 + u[.
Les trois termes i-dessus peuvent alors être majorés séparément. D'une part,
par Cauhy-Shwartz, on a :
|I1.1| = |ãN∇ logL(Υ0)u| ≤ ãN‖∇ logL(Υ0)‖‖u‖.
Or, pour tout m = 1, . . . ,M , on a que ∂
∂Υm
logL(Υ0) = OP (
√
N). Don, on
en déduit que :
‖∇ logL(Υ0)‖ = OP (
√
MN).
Ainsi :
|I1.1| ≤ ãNOP (
√
MN )‖u‖ = OP (ã2NN)‖u‖.
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D'autre part, on peut érire :
I1.2 =
1
2
ã2Nu
T∇2 logL(Υ0)u =
1
2
uT
[
1
N
∇2 logL(Υ0) + I(Υ0)
]
u.Nã2N
+
1
2
uT
1
N
E
(
∇2 logL(Υ0)
)
︸ ︷︷ ︸
=−I(Υ0)
u.Nã2N .
Or, en utilisant l'inégalité de Chebyshev et le fait que M4/N → ∞, on a que :
∥∥∥∥
1
N
∇2 logL(Υ0) + I(Υ0)
∥∥∥∥ = oP (M−1). (B.1)
Et don, omme :
uT
[
1
N
∇2 logL(Υ0) + I(Υ0)
]
u ≤
∥∥∥∥
1
N
∇2 logL(Υ0) + I(Υ0)
∥∥∥∥ ‖u‖2
= oP (M
−1)‖u‖2 = oP (1)‖u‖2.
On trouve nalement que :
I1.2 =
−Nã2N
2
uTI(Υ0)u+ oP (1)Nã2N‖u‖2.
Enn, par Cauhy-Shwartz, on peut majorer le troisième terme de la façon
suivante :
|I1.3| =
∣∣∣∣
1
6
ã3N∇T (uT∇2 logL(Υ∗)u)u
∣∣∣∣
=
∣∣∣∣∣
1
6
ã3N
∑
m1,m2,m3
∂3 logL(Υ)
∂Υm1∂Υm2∂Υm3
um1um2um3
∣∣∣∣∣
≤ 1
6
ã3N
∥∥∥∥
∂3 logL(Υ)
∂Υm1∂Υm2∂Υm3
∥∥∥∥ ‖u‖3
≤ 1
6
ã3N
N∑
i=1
[ ∑
m1,m2,m3
B2m1,m2,m3(di)
] 1
2
‖u‖3.
Or, par l'hypothèse (H7), on a que :
ãN
[ ∑
m1,m2,m3
B2m1,m2,m3(di)
] 1
2
= OP (ãNM
3
2 ) = oP (1),
ar ãNM
3
2 → 0 quand N → ∞.
D'où, nalement, pour ‖u‖ = C :
|I1.3| ≤
1
6
‖u‖3oP (1)Nã2N ≤ oP (Nã2N )‖u‖2.
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 Terme I2 :
Conentrons-nous à présent sur le terme I2 onernant la fontion de pénalité.
De même, par un développement de Taylor, on a l'égalité suivante :
I2 = −N
mβN∑
m=1
[
pen(|β0m + ãNum|, λ1)− pen(|β0m|, λ1)
]
= −
mβN∑
m=1
[
NãN
∂
∂βm
pen(|β0m|, λ1)sign(β0m)um +Nã2N
∂
∂2βm
pen(β0m, λ1)u
2
m(1 + o(1))
]
= I2.1 + I2.2.
On herhe alors à majorer es deux termes. D'une part, pour le premier terme,
par Cauhy-Shwartz, on a :
|I2.1| ≤
mβN∑
m=1
|NãN
∂
∂βm
pen(|β0m|, λ1)sign(β0m)um|
≤
√
mβNNãNaN‖u‖
≤ Nã2N‖u‖.
en utilisant l'inégalité aisément vériable que
√
mβNaN ≤ ãN .
D'autre part, le deuxième terme peut être majoré de la façon suivante :
I2.2 = (1 + o(1))
mβN∑
m=1
Nã2N
∂
∂2βm
pen(β0m, λ1)u
2
m
≤ (1 + o(1))Nã2NbN‖u‖2
≤ O(1)Nã2NbN‖u‖2.
 Terme I3 :
Le même développement que pour le terme I2 peut être réalisé pour le terme
I3 onernant les paramètres γ.
Finalement, on obtient don la majoration :
DN(u) ≤ OP (1)ã2NN‖u‖ −
ã2NN
2
uTI(Υ0)u+ oP (1)ã2NN‖u‖2 + oP (1)ã2NN‖u‖2
+Nã2N‖u‖+O(1)Nã2NbN‖u‖2.
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Et don :
DN(u) ≤ ã2NN
[
OP (1)‖u‖ −
1
2
uTI(Υ0)u
︸ ︷︷ ︸
(⋆)
+oP (1)‖u‖2 + oP (1)‖u‖2
+ ‖u‖+O(1)bN‖u‖2
]
.
Or, pour ‖u‖ = C assez grand, on a bien OP (1)‖u‖ ≤ 12uTI(Υ0)u et bN → 0
quand N → ∞ (par l'hypothèse (H3')). On remarque don que le terme (⋆) est
dominant et négatif. On a don bien DN (u) < 0 pour ‖u‖ = C assez grand, e qui
onlut la preuve. 
B.2.2 Preuve du théorème 8.2
La preuve de e théorème se déompose en deux parties.
⊲ On herhe d'abord à démontrer la parimonie de l'estimateur. Pour ela, on
veut démontrer le lemme suivant :
Lemme B.1. Supposons que les hypothèses (H1) et (H5)-(H8) sont vériées.
Supposons de plus que
√
N
M
λ→ ∞ si λ→ 0 et M5
N
→ 0 quand N → ∞. Alors,
ave une probabilité tendant vers 1, pour tout Υ1 tel que ‖Υ1−Υ10‖2 = OP (
√
M/N)
et pour toute onstante C, on a :
Q(Υ1, 0) = max
‖Υ2‖≤C
√
M/N
Q(Υ1,Υ2).
Preuve : Soit ǫN = C
√
M/N . Soit β = (βT1 ,β
T
2 )
T
tel que ‖β1 − β10‖
= OP (
√
M/N). On herhe à démontrer que pour tout m = mβN + 1, . . . ,M ,
on a, ave une probabilité tendant vers 1 quand N → ∞ :



∂Q(β)
∂βm
< 0 pour 0 < βm < ǫN
∂Q(β)
∂βm
> 0 pour − ǫN < βm < 0
On montre ainsi que la dérivée hange de signe en 0 et don qu'il existe un
extremum loal en e point.
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Par la formule de Taylor, on a, pour m = mβN + 1, . . . ,M :
∂Q(β)
∂βm
=
∂ logL(β0)
∂βm
+
M∑
r=1
∂2 logL(β0)
∂βr∂βm
(βr − β0r)
+
M∑
r1,r2=1
∂3 logL(β∗)
∂βr1∂βr2∂βm
(βr1 − β0r1)(βr2 − β0r2)−N
∂
∂βm
pen(|βm|, λ1)
= I1 + I2 + I3 + I4.
ave (β∗) ∈ [β,β0].
Considérons le terme I1. Par les hypothèses (H5) et (H6), on a que :
I1 =
∂ logL(β0)
∂βm
= OP (
√
N) = OP (
√
MN).
ar
∂ logL(β0)
∂βm
est une variable aléatoire d'espérane nulle et de variane enO(N)
pour tout m = 1, . . . ,M .
D'autre part, on peut réérire le terme I2 de la manière suivante :
I2 =
M∑
r=1
[
∂2 logL(β0)
∂βr∂βm
− E
(
∂2 logL(β0)
∂βr∂βm
)]
(βr − β0r)
+
M∑
r=1
E
(
∂2 logL(β0)
∂βr∂βm
)
(βr − β0r)
= I2.1 + I2.2.
En utilisant l'inégalité de Cauhy-Shwartz, on trouve :
|I2.2| = N
∣∣∣∣∣
M∑
r=1
[I(β0)]m,r(βr − β0r)
∣∣∣∣∣
≤ N‖β − β0‖2
[
M∑
r=1
[I(β0)]2m,r
] 1
2
≤ N ×OP (
√
M
N
)×O(1) par l'hypothèse (H6)
= OP (
√
MN ).
De même, pour l'autre terme, on trouve :
|I2.1| ≤ ‖β − β0‖2
[
M∑
r=1
[
∂2 logL(β0)
∂βr∂βm
− E
(
∂2 logL(β0)
∂βr∂βm
)]2] 12
≤ OP (
√
M
N
)×OP (
√
MN) par (H6)
= OP (M) = OP (
√
MN ).
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ar les
[∂2 logL(β0)
∂βr∂βm
]
r
sont des variables de varianes en O(N).
On a don nalement :
I2 = OP (
√
MN ).
Conernant le terme I3, en utilisant la même astue que pour I2, on peut
érire :
I3 =
M∑
r1,r2=1
∂3 logL(β∗)
∂βr1∂βr2∂βm
(βr1 − β0r1)(βr2 − β0r2)
=
M∑
r1,r2=1
[
∂3 logL(β∗)
∂βr1∂βr2∂βm
− E
(
∂3 logL(β∗)
∂βr1∂βr2∂βm
)]
(βr1 − β0r1)(βr2 − β0r2)
+
M∑
r1,r2=1
E
[
∂3 logL(β∗)
∂βr1∂βr2∂βm
]
(βr1 − β0r1)(βr2 − β0r2)
= I3.1 + I3.2.
D'une part, par Cauhy-Shwartz :
|I3.2| =
∣∣∣∣∣
M∑
r1,r2=1
E
[
∂3 logL(β∗)
∂βr1∂βr2∂βm
]
(βr1 − β0r1)(βr2 − β0r2)
∣∣∣∣∣
≤ N‖β − β0‖22
[
M∑
r1,r2=1
E
[
∂3 logL(β∗)
∂βr1∂βr2∂βm
]2] 12
.
Or :
[∑
r1,r2
E
[
∂3 logL(β∗)
∂βr1∂βr2∂βm
]2] 12
≤
[∑
r1,r2
E [Bm,r1,r2(di)]
2
] 1
2
≤
[∑
r1,r2
E
[
B2m,r1,r2(di)
]
] 1
2
≤
[∑
r1,r2
C5
] 1
2
≤
√
C5OP (M).
D'où :
|I3.2| ≤
√
C5 ×N ×OP (M/N)OP (M) = oP (
√
MN),
par la ondition M5/N → 0.
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De même, par Cauhy-Shwartz, on a d'autre part :
|I3.1| ≤ ‖β − β0‖22
{
M∑
r1,r2=1
[
∂3 logL(β∗)
∂βr1∂βr2∂βm
− E
(
∂3 logL(β∗)
∂βr1∂βr2∂βm
)]2} 12
.
Or, on sait que, pour tout (m, r1, r2) = 1, . . . ,M , EΥ
[
B2m,r1,r2(di)
]
< C5 <∞,
don la variane de la variable
∂3 logL(β∗)
∂βr1∂βr2∂βm
est bornée.
On en déduit alors :
|I3.1| ≤ OP (M2)×OP
(
M
N
)
≤ OP
(
M3
N
)
= oP (1) ar
M5
N
→ 0.
Finalement, en rassemblant tous les termes, on en déduit que :
I1 + I2 + I3 = OP (
√
MN).
En reprenant le ritère de départ sur la dérivée du ritère Q :
∂Q(β)
∂βm
= Nλ1
[
OP
(√
MN
Nλ1
)
− 1
λ1
∂
∂βm
pen(|βm|, λ1)sign(βm)
]
= Nλ1
[
OP
(√
M/N
λ1
)
− 1
λ1
∂
∂βm
pen(|βm|, λ1)sign(βm)
]
.
Or, on sait par hypothèse que
√
M/N
λ1
→ 0 quand N → ∞ et par l'hypothèse
(H1), que lim infN→∞ lim infβ→0+
∂
∂β
pen(β,λ1)
λ1
> 0. On onstate alors que le signe
de ∂Q(β)/∂βm est entièrement déterminé par elui de βm pour N assez grand,
et on retrouve bien le résultat attendu.
Conernant les paramètres d'éarts-types γ, on peut développer la même
démonstration puisqu'on dispose des même hypothèses onernant es para-
mètres. La seule diérene réside dans la onlusion : en eet, les paramètres
γ sont des paramètres d'éart-types et ne peuvent don pas être négatifs. De
e fait, on n'observera pas de hangement de signe au point 0. Par ontre, on
peut démontrer que, sous les mêmes hypothèses et pour tout m = mγN , . . . ,M
, on a :
∂Q(γ)
∂γm
< 0 pour 0 < γm < ǫN .
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Ainsi, on montre que la dérivée de notre ritère est stritement négative, e
qui indique que le minimum est atteint sur le bord inférieur du domaine, à
savoir pour γm = 0.
⊲ Il reste à présent à démontrer le deuxième point du Théorème (8.2), à savoir,
la normalité des estimateurs.
La stratégie utilisée est la suivante, on herhe à montrer que :
(
I(Υ10) +HN
)
(Υ̂1 −Υ10) + GN =
1
N
∇ logL(Υ10) + oP (N−
1
2 ),
Pour ela, on eetue un développement de Taylor de ∇Q(Υ̂1) autour du point
Υ10 :
∇Q(Υ̂1) = 0 = ∇ logL(Υ10)−N∇pen(|Υ10|) +∇2 logL(Υ10)(Υ̂1 −Υ10)
−N∇2pen(Υ1∗∗)(Υ̂1 −Υ10) +
1
2
(Υ̂1 −Υ10)T∇2
[
∇ logL(Υ1∗)
]
(Υ̂1 −Υ10),
où Υ1∗ et Υ1∗∗ sont deux points situés entre Υ̂1 et Υ10
Et don, on en déduit :
[
HN(Υ10) + I(Υ10)
]
(Υ̂1 −Υ10) + GN
=
1
N
∇ logL(Υ10) +
1
2N
(Υ̂1 −Υ10)T∇2
[
∇ logL(Υ1∗)
]
(Υ̂1 −Υ10)
︸ ︷︷ ︸
=(I1)
+
[
1
N
∇2 logL(Υ10)−
1
N
N∇2pen(Υ1∗∗) +HN(Υ10) + I(Υ10)
]
(Υ̂1 −Υ10).
︸ ︷︷ ︸
=(I2)
Or, d'une part, on peut montrer que :
|I1| ≤
1
N
‖Υ̂1 −Υ10‖22
∣∣∣∣∣
N∑
i=1
M∑
m1,m2,m3=1
B2m1,m2,m3(Di)
∣∣∣∣∣
1
2
[par Cauhy-Shwartz℄
=
1
N
×N ×OP
(
M
N
)
×OP (M
3
2 )
= oP (N
− 1
2 ).
Et d'autre part, également par Cauhy-Shwartz :
|I2| ≤
∥∥∥∥
1
N
∇2 logL(Υ0)−N ×
1
N
∇2pen(Υ∗∗) +HN(Υ10) + I(Υ10)
∥∥∥∥
2
‖(Υ̂1 −Υ10)‖2
≤
[∥∥∥∥
1
N
∇2 logL(Υ0) + I(Υ10)
∥∥∥∥
2
+
∥∥HN (Υ10)−HN(Υ∗∗)
∥∥
2
]
‖(Υ̂1 −Υ10)‖2.
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Ave, par l'inégalité (B.1),
∥∥∥∥
1
N
∇2 logL(Υ10) + I(Υ10)
∥∥∥∥
2
= oP (M
− 1
2 ),
et, par l'hypothèse (H3') :
∥∥HN(Υ10)−HN (Υ1∗∗)
∥∥
2
= oP (M
− 1
2 ).
ar, HN(Υ10) − HN(Υ∗∗) est une matrie diagonale dont le terme général est
de la forme
[
∂
∂2Υm
pen(Υ0m, λ)− ∂∂2Υmpen(Υ
∗∗
m , λ)
]
m
.
D'où :
|I2| ≤ [oP (M−
1
2 ) + oP (M
− 1
2 )]×OP
(√
M
N
)
= oP (N
− 1
2 ).
Et nalement, on trouve bien l'égalité reherhée, à savoir que :
(
I(Υ10) +HN
)
(Υ̂1 −Υ10) + GN =
1
N
∇ logL(Υ10) + oP (N−
1
2 ).
On peut alors en déduire que :
√
NAN I−
1
2 (Υ10)
(
I(Υ10) +HN
)[(
Υ̂1 −Υ10
)
+
(
I(Υ10) +HN
)−1
GN
]
=
1√
N
ANI−
1
2 (Υ10)∇ logL(Υ10) +ANI−
1
2 (Υ10) oP (1).
Ainsi, omme ANA
T
N → H et omme les valeurs propres de la matrie d'in-
formation de Fisher sont bornées inférieurement par l'hypothèse (H6), on a
don :
ANI−
1
2 (Υ10) oP (1) = oP (1)
D'autre part, si on noteDi =
1√
N
ANI−
1
2 (Υ10)∇ logLi(Υ10), pour tout i = 1, . . . , N ,
alors, pour tout ǫ > 0, on a :
N∑
i=1
E
(
‖Di‖221{‖Di‖2>ǫ}
)
= N E
(
‖D1‖221{‖D1‖2>ǫ}
)
≤ N E
(
‖D1‖42
) 1
2 P (‖D1‖2 > ǫ)
1
2 , par Cauhy-Shwartz.
De là, en utilisant l'inégalité de Bienaymé-Thebyhev, on peut dire que :
P (‖D1‖2 > ǫ) ≤
E
[
‖ANI−
1
2 (Υ10)∇ logLi(Υ10)‖22
]
Nǫ2
= O(N−1).
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ar, on peut armer que
E
[
‖ANI−
1
2 (Υ10)∇ logLi(Υ10)‖22
]
= O(1).
En eet, par dénition, on a que
I− 12 (Υ10)∇ logLi(Υ10) ∼ N (0, I),
et don :
ANI−
1
2 (Υ10)∇ logLi(Υ10) ∼ N (0,ANATN) → N (0, H).
On en déduit alors le aratère borné de l'espérane pour N assez grand.
Par ailleurs, on a aussi que :
E
(
‖D1‖42
)
=
1
N2
E
[
‖ANI−
1
2 (Υ10)∇ logL(Υ10)‖22
]
=
1
N2
E
[
‖ANATN‖22‖I−1(Υ10)‖22‖∇T logL(Υ10)∇ logL(Υ10)‖22
]
≤ 1
N2
λmaxvp (ANA
T
N) λ
min
vp
(
I(Υ10)
)
E
[
‖∇T logL(Υ10)∇ logL(Υ10)‖22
]
= O
(
M2
N2
)
.
ar ‖∇T logL(Υ10)∇ logL(Υ10)‖22 est le arré d'une somme deM termes bornés.
Finalement, en regroupant es deux dernières majorations, on a :
N∑
i=1
E
(
‖Di‖221{‖Di‖2>ǫ}
)
= N ×O
(
1√
N
)
×O
(
M
N
)
= O
(
M√
N
)
= o(1).
De plus :
N∑
i=1
V(Di) =
N∑
i=1
V
(
ANI−
1
2 (Υ10)∇ logLi(Υ10)
)
=
N∑
i=1
ANI−
1
2 (Υ10)V
(
∇ logLi(Υ10)
)
︸ ︷︷ ︸
=I(Υ10)
I− 12 (Υ10)TATN
= ANA
T
N → H.
Ainsi, on a montré que les variables Di vérient bien les onditions d'applia-
tion du théorème entral limite de Lindeberg-Feller. Cette version du théorème
est rappelée i-dessous.
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Théorème B.1. Soit X1, . . . , XN , . . . suite de variables aléatoires indépen-
dantes, réelles entrées et de variane σ2i . On note Σ
2
N =
∑N
i=1 σ
2
i la variane
de la somme et SN = X1 + . . .+XN . Si, pour tout ǫ > 0,
1
Σ2N
N∑
i=1
E
(
X2i 1{|Xi|>ǫ}
) N→∞−−−→ 0,
alors, on a que :
SN
ΣN
D−→ N (0, 1).
Ainsi, on en déduit que
1√
N
ANI−
1
2 (Υ10)∇ logL(Υ10)
D−→ N (0,H).
Et don :
NANI−
1
2 (Υ10)
(
I(Υ10)+HN
) [
Υ̂1 −Υ10 +
(
I(Υ10) +HN
)−1GN
]
D−→ N (0,H). 
Annexe C
Mise à jour des paramètres pour la
proédure de séletion de variables
Nous détaillons dans ette annexe les mises à jour des veteurs de paramètres β
et γ dans la proédure de séletion de variables basée sur l'algorithme EM, dérite
en Setion 8.3.2. Ces mises à jour se ramènent à des problèmes de vraisemblane
pénalisée au moyen d'une pénalité de type SCAD.
C.1 Mise à jour des paramètres d'eets xes βjk
Vis-à-vis des paramètres d'eets xes et en reprenant la notation d
β
i = di−G1/2θ ϑ̂i
pour tout i = 1, . . . , N , le problème d'optimisation que l'on herhe à résoudre est
donné par :
β̂ = argmin
β
1
2
N∑
i=1
‖dβi − β‖2 + σ2 [h]ε
∑
jk
[
λ1|βjk|1{|βjk|≤λ1}
−
β2jk − 2aλ1|βjk|+ λ21
2(a− 1) 1{λ1<|βjk|≤aλ1} +
(a + 1)λ21
2
1|βjk|>aλ1}
]
.
Dans le adre de la mise à jour des paramètres d'eets xes, la prinipale diérene
par rapport au problème d'optimisation pénalisé SCAD lassique réside dans le fait
que nous faisons fae, dans le adre mixte, à un problème de vraisemblane pénalisée
et non plus de moindres arrés pénalisés, faisant alors intervenir les eets aléatoires
et le paramètre de variane σ2ε .
À e stade, on peut alors distinguer 3 as :
◮ Si 0 ≤ |β̂jk| ≤ λ1, le problème d'optimisation se réduit à :
argmin
β
1
2
N∑
i=1
‖dβi − β‖2 + σ2 [h]ε λ1
∑
jk
|βjk|,
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dont l'expression est équivalente à une formulation du LASSO dans un adre
de maximum de vraisemblane en présene de plusieurs ourbes. En dérivant
le même type de alul que pour le LASSO, basé sur la notion de sous-gradient
(Tibshirani 1996), on retrouve don une solution, prohe de elle obtenue pour
le LASSO, donnée par :
β̂jk = sign
(
dβjk
) [
dβjk − σ2 [h]ε /Nλ1
]
+
,
et ela, si et seulement si on vérie |dβjk| ≤
(
1 + σ
2 [h]
ε /N
)
λ1.
◮ Si λ1 < |β̂jk| ≤ aλ1, il nous faut alors résoudre :
argmin
β
1
2
N∑
i=1
‖dβi − β‖2 − σ2 [h]ε
β2jk − 2aλ1|βjk|+ λ21
2(a− 1) ,
nous onduisant à la solution
β̂jk =
(a− 1)dβjk − σ
2 [h]
ε aλ1sign
(
dβjk
)
/N
a−
(
1 + σ
2 [h]
ε /N
) ,
valable pour (1+ σ
2 [h]
ε /N)λ1 < |dβjk| ≤ aλ1. On a supposé pour un tel résultat
que β̂jk et d
β
jk étaient de même signe pour tout (j, k) ∈ Λ. On peut aisément
vérier que ei garantit la bonne dénition de β̂jk dans le as où |β̂jk| ≤ aλ1.
◮ Enn, si |β̂jk| > λ1, l'estimateur est simplement donné par
β̂jk = d
β
jk,
pour |dβjk| > aλ1.
En regroupant tous les as, on retrouve bien, nalement, l'expression donnée, soit :
β̂
[h+1]
jk =



sign
(
dβjk
) [
|dβjk| − λ1σ
2 [h]
ε /N
]
+
si |dβjk| ≤ λ1(1 + σ
2 [h]
ε /N),
(a−1)dβjk− σ
2 [h]
ε aλ1sign
(
dβjk
)
/N
a−(1+σ2 [h]ε /N)
si λ1(1 + σ
2 [h]
ε /N) < d
β
jk ≤ aλ1,
dβjk si d
β
jk > aλ1.
(C.1)
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C.2 Mise à jour des varianes des eets aléatoires
γjk
Pour les varianes assoiées aux eets aléatoires, le problème d'optimisation à
résoudre est le suivant :
γ̂ = argmin
γ
1
2σ
2 [h]
ε
N∑
i=1
[
‖d− β −G1/2θ ϑ̂i‖2 + tr
((
G
1/2
θ
)T
V(ϑ̂i|di)G1/2θ
)]
+
∑
jk
[
λ2γjk1{γjk≤λ1} −
γ2jk − 2aλ2γjk + λ22
2(a− 1) 1{λ2<γjk≤aλ2}
+
(a+ 1)λ22
2
1γjk>aλ2}
]
,
t.q. γjk > 0 ∀(j, k) ∈ Λ.
Le problème présenté i-dessus possède une ontrainte supplémentaire portant
sur la positivité des paramètres du veteur γ. Nous reprenons par la suite les nota-
tions dénies en (8.15). L'optimisation de e ritère pénalisé nous onduit là enore
à diérenier trois as :
◮ Si 0 ≤ γ̂jk ≤ λ2, alors le problème d'optimisation se réduit à :
argmin
γjk
1
2σ2ε
N∑
i=1
[
(di,jk − βjk − γjk
√
2−jηϑ̂i,jk)
2 + γ2jk2
−jηV(ϑ̂i,jk|di)
]
+ λ2γjk,
t.q. γjk > 0.
En dérivant et en annulant e ritère, on trouve alors que la mise à jour du
paramètre γjk est donnée par :
γ̂jk =
{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]}−1 [
dγ+jk − λ2σ2 [h]ε
]
, (C.2)
Cette expression n'est pas toujours positive, en partiulier, γ̂jk est positif si et
seulement si dγ+jk ≥ λ2σ2ε . Dans le as ontraire, l'expression (C.2) est négative
et don hors du domaine des ontraintes. On onsidérera don, le as éhéant,
que la solution reherhée se trouve sur le bord du domaine, 'est-à-dire que
γ̂jk = 0.
◮ Si λ2 ≤ γ̂jk ≤ aλ2, l'optimisation se résume à :
argmin
γ
1
2σ2ε
N∑
i=1
[
(di,jk − βjk − γjk
√
2−jηϑ̂i,jk)
2 + γ2jk2
−jηV(ϑ̂i,jk|di)
]
− γjk
σ2ε
a− 1 +
aσ2ελ2
a− 1 ,
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onduisant à la solution :
γ̂jk =
[
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
− σ
2 [h]
ε
a− 1
]−1 [
dγ+jk −
σ
2 [h]
ε aλ2
a− 1
]
.
◮ Enn, si γ̂jk ≥ aλ2, alors la solution est donnée par :
{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]}−1
dγ+jk.
Finalement, la mise à jour des paramètres dans l'ensemble des as est donnée
par :
γ̂
[h+1]
jk =



{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]}−1 [
dγ+jk − λ2σ
2 [h]
ε
]
+
si dγ+jk≤λ2
[
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
+σ
2 [h]
ε
]
,
{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
− σ2 [h]ε
a−1
}−1 [
dγ+jk − σ
2 [h]
ε aλ2
a−1
]
si
[
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
−σ2 [h]ε
]
λ2< d
γ
+jk ≤aλ22−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
,
{
2−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]}−1
dγ+jk
si dγ+jk >aλ22
−jηE
[
(ϑ̂
[h+1]
+jk )
2|d
]
.
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Classifiation non supervisée et séletion de variables dans les modèles mixtes
fontionnels
Un nombre roissant de domaines sientiques olletent de grandes quantités de données
omportant beauoup de mesures répétées pour haque individu. Ce type de données peut être
vu omme une extension des données longitudinales en grande dimension. Le adre naturel pour
modéliser e type de données est alors elui des modèles mixtes fontionnels.
Nous traitons, dans une première partie, de la lassiation non-supervisée dans les modèles
mixtes fontionnels. Nous présentons dans e adre une nouvelle proédure utilisant une déom-
position en ondelettes des eets xes et des eets aléatoires. Notre approhe se déompose en
deux étapes : une étape de rédution de dimension basée sur les tehniques de seuillage des onde-
lettes et une étape de lassiation où l'algorithme EM est utilisé pour l'estimation des paramètres
par maximum de vraisemblane. Nous présentons des résultats de simulations et nous illustrons
notre méthode sur des jeux de données issus de la biologie moléulaire (données omiques). Cette
proédure est implémentée dans le pakage R "urvlust" disponible sur le site du CRAN.
Dans une deuxième partie, nous nous intéressons aux questions d'estimation et de rédution de
dimension au sein des modèles mixtes fontionnels et nous développons en e sens deux approhes.
La première approhe se plae dans un objetif d'estimation dans un ontexte non-paramétrique
et nous montrons dans e adre, que l'estimateur de l'eet xe fontionnel basé sur les tehniques
de seuillage par ondelettes possède de bonnes propriétés de onvergene. Notre deuxième approhe
s'intéresse à la problématique de séletion des eets xes et aléatoires et nous proposons une pro-
édure basée sur les tehniques de séletion de variables par maximum de vraisemblane pénalisée
et utilisant deux pénalités SCAD sur les eets xes et les varianes des eets aléatoires. Nous
montrons dans e adre que le ritère onsidéré onduit à des estimateurs possédant des propriétés
oraulaires dans un adre où le nombre d'individus et la taille des signaux divergent. Une étude
de simulation visant à appréhender les omportements des deux approhes développées est réalisée
dans e ontexte.
Curve lustering and variable seletion in mixed effets funtional models.
Appliations to moleular biology
More and more sienti studies yield to the olletion of a large amount of data that onsist
of sets of urves reorded on individuals. These data an be seen as an extension of longitudinal
data in high dimension and are often modeled as funtional data in a mixed-eets framework.
In a rst part we fous on performing unsupervised lustering of these urves in the presene
of inter-individual variability. To this end, we develop a new proedure based on a wavelet re-
presentation of the model, for both xed and random eets. Our approah follows two steps : a
dimension redution step, based on wavelet thresholding tehniques, is rst performed. Then a lus-
tering step is applied on the seleted oeients. An EM-algorithm is used for maximum likelihood
estimation of parameters. The properties of the overall proedure are validated by an extensive
simulation study. We also illustrate our method on high throughput moleular data (omis data)
like miroarray CGH or mass spetrometry data. Our proedure is available through the R pakage
"urvlust", available on the CRAN website.
In a seond part, we onentrate on estimation and dimension redution issues in the mixed-
eets funtional framework. Two distint approahes are developed aording to these issues. The
rst approah deals with parameters estimation in a non parametrial setting. We demonstrate
that the funtional xed eets estimator based on wavelet thresholding tehniques ahieves the
expeted rate of onvergene toward the true funtion. The seond approah is dediated to the
seletion of both xed and random eets. We propose a method based on a penalized likelihood
riterion with SCAD penalties for the estimation and the seletion of both xed eets and random
eets varianes. In the ontext of variable seletion we prove that the penalized estimators enjoy
the orale property when the signal size diverges with the sample size. A simulation study is arried
out to assess the behaviour of the two proposed approahes.
