Abstract-Acoustic waves are used in many areas (ultrasonic medicine, geophysical oil prospecting, etc.) for nondestructive imaging of the interior of objects such as the earth, the human body, etc. The wavefield measurements recorded on the surface of the object are extrapolated according to the wave equation to give an "image" of the object by using an imaging principle. The extrapolation propagates backward the noise present in the measurements. Thus, the quality of the final image is deteriorated, unless statistical restoration techniques are used. Another source of degradation of the image is the insufficient knowledge of some properties of the medium such as the wave propagation velocity. The aim of this work is to use estimation theory to determine good estimates of the velocity and of the backward extrapolated wavefield from the known surface wavefield measurements.
I. INTRODUCTION AVEFIELD measurements and the wave equation
W are used in many disciplines such as geophysical exploration [ 11-[3] , ultrasonic imaging in medicine [5] , and physical and geometric optics [6] . Many of the applications in these areas are essentially nondestructive imaging of the interior of certain objects by means of the wave energy. Waves are produced by sources on the surface of the object and transmitted through the object. The reflected wavefield is measured and recorded on the surface of the object. One way to obtain an image of the interior of the object is to extrapolate the data backwards and to use an imaging principle afterwards. This technique consists of two steps: 1) wavefield backward extrapolation, and 2) imaging.
Step 1) uses the wave equation to find the wavefield at depth zo in the interior of the earth.
Step 2) collects the results of the first step around zero travel time ( t = 0) to find the distribution of the reflector points at depth zo [ 11. This extrapolation-imaging technique has been used successfully in seismic oil prospecting [1]- [3] and in ultrasonic imaging [5] . In the following, we shall concentrate on the wavefield backward extrapolation because it is the most complicated and difficult step and its results are usually deteriorated either by the presence of noise or by the imprecise knowledge of the wave propagation velocity.
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The recorded data are usually corrupted by noise. ;lis noise can be white additive Gaussian noise (such as i),ickground noise) or colored Gaussian noise (such as suif'ice waves carrying no information about the interior of the object). The white noise is usually reduced during the processing of the wavefield measurements. In seismic oil prospecting, this noise is removed by stacking [2] , [3] different seismic traces or by a simple low-pass filtering. The colored noise is usually suppressed by velocity filtering [7] , since the surface waves usually have smaller velocity than the reflected or scattered ones. These techniques usually distort the data. The surface wavefield data are then extrapolated backwards and give the image of the object by using an imaging principle. The remaining coherent noise usually has a bad effect on the quality of the image.
Another source of degradation of the image is the imprecise knowledge of the wave propagation velocity. The velocity is usually estimated from the surface measurements [3] or it is measured by other experiments (e.g., by VSP methods). However, both methods give inaccuracies in the velocity measurement. These inaccurate velocities are used in the extrapolation process and deteriorate the quality of its results. Thus, more sophisticated techniques have to be used for better noise suppression and better wavefield extrapolation. The Wiener filtering is such a technique [9] which has been applied in seismic migration [lo] , in potential data extrapolation [2] , and in ultrasonic imaging [ 111. Wiener filtering gives better results than simple noise filtering followed by wavefield extrapolation. However, it cannot take into account velocity inaccuracies. Our approach is to make-a joint estimation of the extrapolated field and of the wave velocity based on the surface measurements. Such an approach couples wave theory and estimation theory [12]. Estimation theory has already been used in inversion problems [ 131, [ 141. The wavefield inversion examples given in [ 131 treat the problem of earthquake hypocenter location. Their analysis is based on the ray path method. The novelty of our analysis is that it couples wave theory with statistical estimation and that it makes simultaneous estimation of the extrapolated field and of the wave velocity. Our approach can be easily extended to the multilayered media [20] for seismic migration purposes.
The contents of this paper are now summarized. 
Thus, the wavefield P(k,, k,, z = 0, w ) ( Fig. 1) on the object surface (z = 0) can be calculated by upward extrapolation of the wave P ( k,, k,, z = zo, 0 ) on the surface z = zo through the operator H(k,, k y , zo, w ) . The wave propagation velocity is denoted by c. Equation (2) has the following formula in the space-frequency domain:
where * denotes the two-dimensional convolution and
Equations (4) and (5) The upward wave extrapolation in the space-time domain has the following form:
6 is a delta function and * denotes a three-dimensional convolution. Formulations (2), (4) , (6) are fully equivalent.
If the surface acoustic field is known, the acoustic field at depth z = zo can be found by downward extrapolation:
The downward extrapolation operator W(k,, k,,, zo, w ) is the inverse of the upward extrapolation operator H ( k,, ky, 20, w ) :
Operator W ( k,, ky , zo , w ) is unstable because of the lower part of (8), which is of high-pass nature. Therefore, the following matched inversion operator [ 13 is used in practice for downward extrapolation:
The knowledge of the correct wave propagation velocity is needed for the application of the operator (9) . If the wrong propagation velocity is used, the results of the downward wavefield extrapolation are not well focused [8] . Thus, the determination of the correct wave propagation velocity is crucial for the quality of the results of the downward wavefield extrapolation. If observation noise is present in the surface wavefield datap(x, y, z = 0, t ) , the following equation describes the upward wave expolation:
The observation noise n ( x , y, t) may be white noise or surface plane waves coming from the seismic source. Two techniques are known for the removal of the observation noise. The first one is the velocity filtering [7] , which is used for the removal of direct surface waves. This technique removes the noise, but sometimes distorts the data.
The second technique is Wiener filtering [lo] , which uses the following operator for the downward extrapolation:
where Snn ( k, , ky , w ) and Spp (k,, ky , w ) denote the power spectra of the observation noise n ( x , y , t ) and of the wavefield p ( x , y , z = zo, t ) , respectively. Wiener filtering is efficient in removing observation noise effects in downward extrapolation. Its only drawback is that it requires the knowledge of the correct propagation velocity
Now we can formulate the problem of the noisy acoustic wavefield extrapolation in the following way.
Given the noisy acoustic sugace wavejeld measurements p (x, y , z = 0, t ) , estimate the wavejeld p (x, y , z = zo, t ) at depth z = zo and the wave propagation velocity
The problem as it stands is ill posed and it has no unique solution. However, additional criteria (e.g., maximization of the a posteriori probability) can reduce the ambiguity of the solution. Such an approach will be followed in the solution of the problem. For simplicity of notation, we shall use the following matrix notation for the discrete version of (10) (12) is convenient only for derivation of the problem solutions. In practice, every convolution operation will be performed in the wavenumber-frequency domain, as will be seen in the examples.
Having defined the problem, we proceed to the maximum likelihood estimation. 
MAXIMUM LIKELIHOOD ESTIMATION
The ML estimates f, f of x, c are the ones which maximize the log-likelihood function (14). In our case, the pdf p ( y l x , c) is the same as the pdf of the noisep(n), as can be easily seen from (12). We shall assume that the noise n is Gaussian with zero mean and covariance matrix R, :
By taking the logarithm of (15) and dropping some constant terms, the log-likelihood function becomes
This function has to be maximized with respect to x, c.
We set the derivatives of L ( x , c I y ) with respect to x, c equal to zero:
where d H / a c is a matrix having as elements the partial derivatives of the elements of H. Equations (17) and (18) give the ML estimators of x, c. These equations are both valid if
The result is trivial [17] (inverse filter), and besides, it does not suggest a way to estimate c. Therefore, we proceed to the maximum a posteriori estimation.
IV. MAXIMUM A POSTERIORI (MAP) ESTIMATION
Maximum likelihood estimation does not take into account any a priori information available about the object, its properties, and about the wavefield x . Sometimes such information is available in a probabilistic form [ 161. Usually the a priori probability density functions p ( c ) and p ( x ) are known. We shall assume that velocity c and the field x are statistically independent and that they are normally distributed. Furthermore, the a priori velocity mean C, the variance u : , the mean wavefield X, and the autocorrelation matrix R, are supposed to be known. Thus, All this available information is taken into account in the MAP estimation.
Maximum a posteriori (MAP) estimation optimizes the logarithm of the a posteriori probability density function p ( x , c I y ) . It is very well known from probability theory The function to be optimized with respect to x, c is the
following: 
(zP) R;'( y -H i t ) . (29)
Equations (28) and (29) cannot be solved explicitly for f, E. However, they have a recursive form, and thus can be the basis of a recursive MAP estimator (Picard's iteration). When c is known, then (29) reduces to the well- Picard's iteration is not always very stable. The initial estimates Po, to also have to be close to the solution P,
20,
The function L ( c ) has to be optimized with respect to c only. This can be done either by a direct search [ 181 or by using the gradient d L / d c [18]. When the optimal c is found, the optimal x is calculated from (30).
The solutions given by all the above-mentioned recursive techniques are not unique nor necessarily globally optimal. This comes from the fact that optimization techniques converge sometimes to local minima, rather than to the global minimum of (25). However, the application of the MAP estimation can give good results, as is shown in the examples of Section VI.
V. SIMULATION EXAMPLES The methods described in the previous sections will be illustrated by an example which is commonly used to show the validity of a method (e.g., in [8]). The physical experiment of the example is illustrated in Fig. 2 . A diffractor point is located at depth zo = 150 m in the earth. When a subsurface explosion is made, a wave propagates downward in the earth and it is diffracted by the diffractor point. The diffracted wave is recorded by geophones placed on the surface of the earth. The resulting data record is shown in Fig. 3 . The time axis is divided by 2, so that we have one-way travel times. The measurements are usually corrupted by white background noise such as in Fig. 5 , or by surface waves traveling from the explosion to the geophones shown in Fig. 10, or by The first part of (36) corresponds to the upward propagating waves and the second part to the evanescent waves.
For depths zo large enough, the evanescent part is approximately equal to zero.
We shall consider first the case of the white Gaussian noise shown in Fig. 5 . The wavefield p ( x , zo, t) to be estimated is shown in Fig. 4 . It consists of a perfect impulse at t = 0, of strength 5 . However, it is assumed to be unknown to the experimenter. Our aim is to estimate the wavefieldp (x, zo, t), denoted by x, based on the noisy surface measurementsp (x, z = 0, t), denoted byy, which are given by (34) and are shown in mation available about x is that it is Gaussian distributed and white ( R , = u:Z ), having variance uf = 1. The a priori mean X is given by XI = 1 for the impulse position and X, = 0 otherwise. Such a choice of Z is reasonable because an impulse is expected. Note that the value of XI at the impulse position is 1, whereas the real impulse strength is 5 . The real wave propagation velocity is 3200 m/s. However, it is assumed to be unknown. The only a priori information available about the velocity is its mean T = 3000 m/s and its variance uz = 500. The initial guess about the velocity is 2000 m / s which is far from the real velocity. The conventional technique is to apply a matched downward extrapolator operator to our surface data. The operator has the form [ 11, [ 
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The results of the inverse extrapolation are shown in Fig.  6 . They are far away from the expected ones, mainly due to the wrong velocity used and due to the existence of noise. If we know the actual velocity, the results are much better, as is shown in Fig. 7 . The Wiener filter has the following form [9] , [ 101 in the wavenumber-frequency domain:
where S,,, , SIX are the power spectra of x, n , respectively.
In the case of white noise n and on the assumption that x is white noise too, the Wiener filter degenerates to the
The term e r w ( z o / c ) advances the pressures measured on the surface by -(zo/c) in time:
The advanced pressures are used many times in geophysics [ 13. Their use improves the convergence properties of the MAP estimation with respect to the velocity since it advances all hyperbolas of different velocities to the time t = 0. Thus, difference in velocity c affects only the curvature of the hyperbolas, as is shown in Fig. 9 . The technique employed in MAP estimation was to estimate iteratively the velocity c by (31) and then to estimate iteratively x by (32). The whole algorithm has been implemented in the wavenumber-frequency domain. The implemented by using a two-dimensional Fourier transform [ 121. The exact form of a H / a c used has the follow- the algorithm is quite fast. In ten iterations, the velocity estimate has been found to be 3215 m/s which is very close to the actual one (3200 m/s). The estimate of x was calculated in another ten iterations and is shown in Fig. 8 . It is much better than the result of Fig. 6 . It is also better than the result of Fig. 7 , although there is not a big difference between them. This is explained by the fact that MAP estimation of x (for correct velocity) is a
3 k 2 2 k: modified Wiener filter with the a priori mean K included as in (30). In this example, the Wiener filter degenerates to the inverse filter and the only improvement of Fig. 8 over Fig. 6 is due to the a priori mean X.
The second case to be considered is that of the colored noise of Fig. 10 . The velocity of the surface wave is 4000 m/s and the velocity of the diffracted wave is 3000 m/s. This is not realistic since surface waves usually travel with less velocity than the diffracted waves. The velocity filtering is based on this assumption [2] . We have chosen such a surface wave velocity because in this case, the spectra of signal and noise overlap and colored noise cannot be removed by velocity filtering. The same a priori information about the wavefield x and the velocity c has been used, as in the case of the white noise. The autocorrelation matrix R, of the colored noise has been obtained by taking the inverse Fourier transform of the power spectrum of the noise.
The result of inverse extrapolation with velocity 2000 m/s is very bad, as shown in Fig. 11 . This is due to the colored noise and to the wrong migration velocity used. The results of the extrapolation with correct velocity (if known) are shown in Fig. 12 . There is a significant improvement over Fig. 11 , but the effects of the colored noise are still very large. They can be reduced, though, by Wiener filtering with correct velocity (if known) as is shown in Fig. 13 . The MAP estimation has been used as in the case of the white noise. An estimate of the velocity 3177 m/s has been found in ten iterations. An estimate of x, found in ten iterations, is shown in Fig. 14. There is a clear improvement over the inverse extrapolation and the Wiener filtering. The MAP estimation greatly depends on the choice of the a priori mean X and of the covariance matrices, R,, R,, as is obvious from (28), (29). The matrices R,, R, weight our confidence on the data y or on the a priori information X, as can be seen from (28), (29).
Especially in the case of white noise, the term R,HTR,' becomes ( u Z / a i ) H T and the ratio u,'/ui controls our confidence on the data y or on the a priori information X.
In the same case, the ratio u ? / u i controls our confidence on the a priori velocity information 2 or on the data y , as can be seen in (29). The iterative algorithms used are computationally intensive, mainly due to the calculation of 2-D convolution by means of 2-D fast Fourier transforms. The size of the data used in our example was 64 X 64. 0.5 min CPU time per iteration is needed on a VAX 780 machine, using the Fortran 77 language and UNIX operating system. We have not used any other optimization techniques because the steepest descent iteration converged fairly quickly t l ,-- (usually in less than ten iterations) and because our main intention was to demonstrate the correctness of our approach. We believe, though, that other schemes will reduce the number of iterations, but not the computational load per iteration (in fact, it will be slightly increased). Thus, we do not expect great computational savings from other optimization techniques.
VI. CONCLUSIONS Bayesian estimation techniques have been proposed for use in the wave inversion problems. These techniques are proven to be superior to known methods like the direct inversion or Wiener filtering. Their superiority comes from the fact that they exploit all the a priori information available and that they also provide means to estimate characteristics of the media, like the velocity of wave propagation. Most of them are iterative algorithms. This gives a flexibility in the techniques, but it also causes problems when the convergence rate of the algorithm is slow. Generally speaking, the algorithms are quite computationally intensive since they use two-dimensional fast Fourier transforms for their implementation. Sophisticated techniques can be used to speed up algorithm convergence. We have not used them since our primary aim was to show that the algorithms work and that they are superior to the known ones. A further limitation of the theory and the example presented here is that they treat only the one-layer case. The example used, although very simple, proves the validity of our approach. The Bayesian estimation in wavefield inversion has already been extended for the multilayered media model, which is much more realistic. The theory and simulation results are pre- . eikrx eiot dk, d w .
The derivative of h ( x , zo, t ) with respect to c is 
