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FLOWS IN NEAR ALGEBRAS WITH PROBABILISTIC
APPLICATIONS
W LODZIMIERZ BRYC, JACEK WESO LOWSKI, AND AGNIESZKA ZIE¸BA
Abstract. We introduce one-way flows in near algebras and two-way flows
in double near algebras with two interrelated multiplications. We establish
parametric representations of one-way flows and two-way flows in terms of a
single element of the algebra that we call a flow generator. We indicate prob-
abilistic applications of one-way flows to the study of polynomial processes in
probability. We apply our results on two-way flows to harnesses and quadratic
harnesses in probability theory, generalizing some previous results.
1. Introduction
Near algebras were introduced independently by S. Yamamuro in [15] to study
mappings on Banach spaces, and later by H. Brown [1]. For a recent exposition
and additional references see [13]. Our goal in this paper is to use near algebras
to study mappings that arise in the theory of stochastic processes which following
J. M. Hammersley [8] we call harnesses. Williams [14] analyzed harnesses with
finite second moments and finite number of non-zero coefficients and related them
to random walks; harnesses that allow infinite number of coefficients were studied
in [12]. Kingman [9, 10] studied somewhat paradoxical properties of harnesses
in the absence of second moments. In an unpublished note Williams characterized
Wiener process as the harness with continuous trajectories; several authors [6, 7, 16,
17] extended Williams’ result to multi-parameter setting. In this paper harnesses
motivate the concepts of a flow generator and a double near algebra which allow us
to extend and generalize results that were previously discovered in a probabilistic
setting.
We first recall the definition of a near algebra.
Definition 1.1. Let V be a set with two binary operations + and ⊡. We say that
(V,+,⊡) is a near algebra if
(i) (V,+) is a linear space over R,
(ii) multiplication ⊡ is associative, i.e.
(1.1) (x⊡ y)⊡ z = x⊡ (y ⊡ z) for all x,y, z ∈ V,
(iii) multiplication ⊡ is left-distributive with respect to addition, i.e.
(1.2) x⊡ (y + z) = x⊡ y + x⊡ z for all x,y, z ∈ V,
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(iv) multiplication ⊡ is left-homogeneous, i.e.,
(1.3) x⊡ (λy) = λ(x ⊡ y) for all x,y ∈ V for all λ ∈ R.
We consider only near algebras with multiplicative identity, i.e., with a ⊡-neutral
element e⊡ ∈ V which satisfies x⊡ e⊡ = e⊡ ⊡ x = x for all x ∈ V . We denote by
x−⊡ ∈ V the ⊡-inverse of x ∈ V , if it exists, as the unique element in V satisfying
x⊡ x−⊡ = x−⊡ ⊡ x = e⊡.
In Section 3 we introduce the related concept of double near algebra with two
inter-related multiplications. Our definition is motivated by properties of condi-
tional moments of harnesses and quadratic harnesses. The main result of the paper
is Theorem 3.3 which gives a description of a two-way flow in terms of a flow gen-
erator. In Section 2 we solve an analogous problem for a one-way flow in a near
algebra. In Section 4 we apply algebraic results to some regression problems for
stochastic processes.
2. Flows in near algebras - a warm-up
In this section, we shall write e for the ⊡-identity and x−1 for the ⊡-inverse.
Definition 2.1. We will say that f ∈ V is a ⊡-null element if for all x ∈ V we
have
(2.1) x⊡ f = f .
Note that zero of (V,+) is a ⊡-null element: by (1.3) for all x ∈ V
x⊡ 0 = x⊡ (0 · 0) = 0(x⊡ 0) = 0,
though for x 6= 0 ∈ V it may happen (see e.g. Section 2.1) that 0⊡x 6= 0. It is easy
to see that a null element cannot be invertible. In Section 2.1 we give an example
of a near algebra where all non-invertible elements are ⊡-null.
The following formulas will be used here and in Section 3.
Proposition 2.2. Suppose x is invertible, f is null and α, β, γ ∈ R.
(i) Then x+ f is invertible and
(2.2) (x+ f)−1 = (e− f)⊡ x−1.
(ii) If αx+ βe or βx−1 +αe is invertible, then αx+ βe+ γf is invertible and
(2.3) β(αx+ βe+ γf)−1 + α(βx−1 + αe+ γf)−1 + γf = e.
Proof. Since the formula (2.2) is straightforward, we will prove only (2.3). Since
γf is a null element, see (1.3), it follows by (i) that at least one of αx + βe + γf
and βx−1 +αe+ γf is invertible. Since βx−1 + αe+ γf = x−1 ⊡ (βe+ αx+ γf) it
follows that both are invertible. Using (1.3) we get
α(βx−1 + αe+ γf)−1 = (αx+ β e+ γ f)−1 ⊡ (αx).
By (2.1) we also have
γ f = (αx+ β e+ γ f)−1 ⊡ (γ f).
Plugging these two expressions into the left hand side of (2.3) and using left dis-
tributivity of ⊡ we rewrite the left hand side of (2.3) as
(αx+ βe+ γf)−1 ⊡ (αx+ βe+ γf),
and the proof is complete. 
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A family (xst)0≤s<t of invertible elements of a near algebra (V,+,⊡) that sat-
isfies the system of equations
(2.4) xst ⊡ xtu = xsu, 0 ≤ s < t < u
will be called a one-way flow on [0,∞) in V , if for all 0 ≤ s < u
(2.5) xsu−e
u−s
does not depend on u.
Our goal is to show that such a family is determined uniquely by a single element
h ∈ V which one could call a flow generator.
Theorem 2.3. Suppose that (xst)0≤s<t is a one-way flow in V . Then there exists
unique h ∈ V such that e+ sh is ⊡-invertible for all s ≥ 0 and
(2.6) xst = (e+ sh)
−1
⊡ (e+ th) for all 0 ≤ s < t.
Conversely, if h ∈ V is such that e+sh is ⊡-invertible for all s ≥ 0 then (xst)0≤s<t
given by (2.6) is a one-way flow.
Proof. We show a slightly stronger result that (2.6) follows from (2.4) and (2.5)
used for s = 0 only. For t > 0, denote ht = x0t and let h0 = e. By assumption,
h−1t exists, so from (2.4) we see that for 0 ≤ t < u we have
(2.7) xtu = h
−1
t ⊡ hu.
Inserting hu into (2.5) with s = 0, we see that there exists h such that
1
u
(hu−e) = h,
i.e., hu = e+ uh. In particular, e+ uh is invertible for all u ≥ 0 and (2.6) follows
from (2.7).
To prove uniqueness, suppose (2.6) holds with h and h′, i.e., (e+ sh)−1 ⊡ (e+
th) = (e+ sh′)−1 ⊡ (e+ th′). Taking s = 0 gives h = h′.
To prove the converse, it is clear that expression (2.6) solves (2.4) for all 0 ≤
s < t < u and that, as a product of invertible elements, xst is invertible. To verify
(2.5), we write its left hand side as
1
u− s
(
(e+ sh)−1 ⊡ (e+ uh)− e) = 1
u− s (e+ sh)
−1
⊡ ((e+ uh)− (e+ sh))
= (e+ sh)−1 ⊡ h
which does not depend on u. 
2.1. Flows in the near algebra of linear maps. Let V be a linear space over
R. For any a = (α, a), b = (β, b) ∈ R× V define
(2.8) a⊡ b = (βα, βa+ b).
One can check that AV := (R× V,+,⊡) is a near algebra with e = (1, 0).
We observe that any a = (α, a) ∈ R×V with α 6= 0 is invertible with the inverse
a−1 = (α−1, −α−1 a).
Non-invertible a = (α, a) ∈ R× V have α = 0, so are null, as (2.8) gives (2.1).
Note that AV can be viewed as algebra of linear maps fa : R× V ∗ → R, where
V ∗ is the algebraic dual of V , a ∈ R × V . For a = (α, a) ∈ R × V the map fa is
defined by
fa(λ,Λ) = λα + Λ a, (λ,Λ) ∈ R× V ∗,
Then, for a, b ∈ R× V we define a composition fa ◦ fb by
(fa ◦ fb)(λ,Λ) := fb(fa(λ,Λ),Λ), (λ,Λ) ∈ R× V ∗.
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This composition corresponds to operation (2.8) on pairs a,b, i.e.
fa ◦ fb = fa⊡b.
Proposition 2.4. Let xst = (ξst, xst) ∈ R× V , 0 ≤ s < t, be such that ξst 6= 0 for
all 0 ≤ s < t. Assume that (2.4) and (2.5) are satisfied. Then there exist α ≥ 0
and a ∈ V such that for any 0 ≤ s < t
(2.9) xst =
(
1+αt
1+αs ,
t−s
1+αs a
)
.
Proof. We apply Theorem 2.3 with h = (α, a). It is clear that e+ sh is invertible
for all s ≥ 0 if and only if α ≥ 0. Formula (2.9) follows by calculation. 
Remark 2.5. If we assume that the flow equation (2.4) and condition (2.5) are
satisfied only for 0 < s < t < u then, as shown in the proof of Proposition 4.1,
additional solutions arise.
Another example is related to endomorphisms. Let L := L(V ) be a space of
endomorphisms of a linear space V . For any A = (A1, A2), B = (B1, B2) ∈ L2
define
A⊡B = (A1B1, A2B1 +B2).
One can easily check that (L2,+,⊡) is a near algebra with e = (Id, 0). Any
A = (A1, A2) ∈ L2 with invertible A1 has inverse of the form
A−⊡ = (A−11 ,−A2A−11 ).
Elements of L2 with A1 = 0 are null and they form a proper subclass of non-
invertible elements of this near-algebra. Application of Theorem 2.3 gives the solu-
tion of the flow equation for a family xst, 0 ≤ s < t, of invertible elements satisfying
condition (2.5):
There exist G, H ∈ L, where Id + sH is invertible for all s ≥ 0 and
xst =
(
(Id + tH)(Id + sH)−1, (t− s)G(Id + sH)−1) , 0 ≤ s < t.
We will consider a related example more thoroughly, while discussing double near
algebras in Section 3.1.
3. Flows in double near algebras
We now introduce our main algebraic object.
Definition 3.1. We say that (V,+,⋉,⋊) is a double near algebra (DNA) if
(i) (V,+,⋉) and (V,+,⋊) are near algebras with neutral elements e⋉ and e⋊,
respectively,
(ii) e⋉ is ⋊-null and e⋊ is ⋉-null, i.e., for every x ∈ V
(3.1) x⋊ e⋉ = e⋉ and x⋉ e⋊ = e⋊.
We denote by x−⋉ and x−⋊ the inverse elements of x with respect to multipli-
cations ⋉ and ⋊, respectively, if they exist.
Definition 3.2. A family (xsru)0≤r≤s<u of ⋉- and ⋊-invertible elements of V is
called a two-way flow, if it satisfies the flow equations
(3.2) xsru ⋊ xtsu = xtru, xtru ⋉ xsrt = xsru, 0 ≤ r < s < t < u,
and the structure condition: for all 0 ≤ r < u
(3.3) xsru−e⋉
u−s
+ xsru−e⋊
s−r
does not depend on s ∈ (r, u).
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Note that the family
(3.4) xsru =
u−s
u−r
e⋊ +
s−r
u−r
e⋉, 0 ≤ r < s < u,
is a two-way flow in any DNA. To see ⋉- and ⋊-invertibility we use (2.2). Flow
equations follow by straightforward calculation. The expression in (3.3) is zero.
We will use the following notation. For any h ∈ V and r ≥ 0 denote
(3.5) hr = r(1 − r)h+ (1 − r)e⋊ + re⋉.
The following result is a parametric description of all two-way flows.
Theorem 3.3. If a family (xsru)0≤r<s<u is a two-way flow, then there exists unique
h ∈ V such that for all 0 ≤ r < s < u
(3.6) xsru = (h
−⋉
u ⋉ hr)
−⋊
⋊ (h−⋉u ⋉ hs).
For later reference it will be convenient to rewrite (3.6) as
(3.7) xsru = w
−⋊
ru ⋊wsu,
where for 0 ≤ r < u
(3.8) wru = h
−⋉
u ⋉ hr.
We remark that wst := xs0t solves induced flow equation wtu ⋉ wst = wsu but
although its solution (3.8) looks deceptively similar to (2.6), the simple argument
we used to derive (2.6) is not applicable here, as in our solution w0u = e⋊ is not
⋉-invertible.
A computation shows that (3.5) and (3.6) with h = 0 give the two-way flow
(3.4).
Proof. Denote
wsu :=
{
xs0u for 0 < s < u,
e⋊ for 0 = s < u.
From the first flow equation in (3.2) we have
(3.9) xsru = w
−⋊
ru ⋊wsu
for all 0 ≤ r < s < u. Furthermore,
(3.10) wsu = v
−⋉
u ⋉ vs
for all 0 ≤ s < u, where
vs :=

w−⋉1s for s > 1,
e⋉ for s = 1,
ws1 for 0 < s < 1,
e⋊ for s = 0,
where the case 0 < s < u follows from the second equation in (3.2) and the case
s = 0 < u is a simple consequence of (3.1). So from the above considerations it
is sufficient to give only a parametrization of xs01 and x10s for s < 1 and s > 1
respectively. Firstly, note that after a simple rewrite of (3.3), we get that there
exists gu ∈ V such that
(3.11) gu :=
u
(u−t)txt0u − 1u−te⋉ − 1t e⋊ ∈ V.
Thus for all 0 < t < u we obtain
(3.12) xt0u =
(u−t)t
u
gu +
t
u
e⋉ +
u−t
u
e⋊.
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Inserting expression (3.12) for xs0t and xs0u into the second equation in (3.2) as
well as using (1.2), (1.3) and (3.1) gives
(t−s)s
t
xt0u ⋉ gt +
t−s
t
e⋊ +
s
t
xt0u =
s(u−s)
u
gu +
u−s
u
e⋊ +
s
u
e⋉.
Substituting xt0u in the third component at the left hand side above according to
(3.12), after a simple calculation, we get
1
t
xt0u ⋉ gt =
1
u
gu, 0 < t < u.
Using (1.2), (1.3), (3.1), (3.11) and the assumption of ⋉-invertibility of xt0u we
obtain that
xt0u ⋉
(
1
t
gt − 1(u−t)te⋉ + 1u(u−t)x−⋉t0u + 1tue⋊
)
= 0 ∈ V.
Applying x−⋉t0u⋉ to the above (recall that 0 is ⋉-null) we get
1
t
gt − 1(u−t)te⋉ + 1u(u−t)x−⋉t0u + 1tue⋊ = 0.
Therefore, for all 0 < t < u we have
(3.13) x−⋉t0u = − (u−t)ut gt + ut e⋉ − u−tt e⋊.
Let h := g1. Then (3.12) gives
xt01 = t(1− t)h+ te⋉ + (1− t)e⋊ = ht, t < 1,
where the last equation holds due to definition of ht. Moreover, from (3.13) we get
x−⋉10u = u(1− u)h+ ue⋉ + (1− u)e⋊ = hu, u > 1.
To sum up, we have shown that vs = hs for all s ≥ 0. This identity through (3.9)
and (3.10) gives the conclusion (3.6).
To see that h is unique, assume that there exists h˜ 6= h such that plugging h˜
instead of h in (3.5) we obtain h˜r and then through (3.6) another expression for
xsru. Then, comparing these two expressions for xsru we get
(h˜−⋉u ⋉ h˜r)
−⋊
⋊ (h˜−⋉u ⋉ h˜s) = (h
−⋉
u ⋉ hr)
−⋊
⋊ (h−⋉u ⋉ hs), 0 ≤ r < s < u.
Since h˜0 = h0 = e⋊ the above equation with r = 0 yields
h˜−⋉u ⋉ h˜s = h
−⋉
u ⋉ hs, 0 < s < u,
or equivalently
hu ⋉ h˜
−⋉
u = hs ⋉ h˜
−⋉
s .
Thus hu ⋉ h˜
−⋉
u does not depend on u. Since h1 = h˜1 = e⋉ it follows that hu ⋉
h˜−⋉u = e⋉ for all u > 0 and consequently h = h˜. 
Remark 3.4. It follows from the proof above that to get representations (3.5),
(3.6), it suffices to assume that
(i) xs0u is ⋉- and ⋊-invertible, 0 < s < u,
(ii) (xs0u)0<s<u satisfies (3.3) and the second flow equation (3.2) for r = 0,
(iii) (xsru)0≤r<s<u satisfies the first flow equation (3.2).
Note also that in view of (i) it follows from (iii) that xsru is ⋊-invertible for any
0 ≤ r < s < u.
We now give a partial converse to Theorem 3.3, which implies a converse to
Remark 3.4.
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Proposition 3.5. If h ∈ V is such that the right hand side of (3.6) is well defined
then family (xsru)0≤r<s<u defined by (3.5) and (3.6) satisfies the structure condi-
tion (3.3), is ⋊-invertible and the first flow equation (3.2) holds. In addition, xs0u
is ⋉-invertible, and the second flow equation (3.2) holds for r = 0 < s < t < u.
Proof. As a product (3.6) of ⋊-invertible elements, xsru is ⋊-invertible for r ≥ 0.
Furthermore, by associativity of ⋊ the first equation of (3.2) holds. Moreover, (3.7)
gives xs0u = wsu, which is ⋉-invertible from (3.8), and associativity of ⋉ gives the
second equation of (3.2) for r = 0. To verify structure condition (3.3) note that
xsru−e⋉
u−s
+ xsru−e⋊
s−r
= w−⋊ru ⋊
(
u−r
(u−s)(s−r)wsu − 1u−se⋉ − 1s−rwru
)
= w−⋊ru ⋊
{
h−⋉u ⋉
[
u−r
(u−s)(s−r)hs − 1u−shu − 1s−rhr
]}
= w−⋊ru ⋊
{
h−⋉u ⋉ ((u − r)h)
}
,
where the last equality follows from the identity
(3.14) hs =
u−s
u−r
hr +
s−r
u−r
hu + (u− s)(s− r)h, 0 ≤ r < s < u.
Thus (3.3) is satisfied for all 0 ≤ r < s < u. 
As Example 3.11 shows, full converse of Theorem 3.3 requires additional assump-
tions. We introduce the following concept.
Definition 3.6. We say that h ∈ V is a flow generator if hu in (3.5) is ⋉-invertible
for every u > 0 and defines by (3.8) the ⋊-invertible family (wru)0<r<u satisfying
for all 0 < r < s < u
(3.15) w−⋊ru ⋊wsu = (w
−⋊
rs ⋊w
−⋉
su )
−⋉ .
(In particular, we assume that the inverse on the right hand side of (3.15) exists.)
Since this definition is rather cumbersome, we give a somewhat simpler sufficient
condition.
Proposition 3.7. Suppose that h ∈ V is such that expression (3.8) is well defined
and the corresponding family (wru)0<r<u is such that for all 0 < r < u expression
(3.16) 1
u(u−r)
(
w−⋊ru
)−⋉
+ 1
ru
e⋉ − 1r(u−r)e⋊
is well defined and does not depend on u. Then h is a flow generator.
Proof. Since (3.16) does not depend on u for all 0 < r < s < u we have
1
u(u−r) (w
−⋊
ru )
−⋉ + 1
ru
e⋉ − 1r(u−r)e⋊ = 1s(s−r) (w−⋊rs )−⋉ + 1rse⋉ − 1r(s−r)e⋊.
Consequently, solving this for (w−⋊rs )
−⋉ by straightforward algebra we have
w−⋊rs =
(
s(s−r)
u(u−r)
(
w−⋊ru
)−⋉ − (u−s)(s−r)
ru
e⋉ +
s(u−s)
r(u−r)e⋊
)−⋉
.
Using (2.3) we get
(u−r)(u−s)
rs
w−⋊rs =
(
s(s−r)
u(u−r)e⋉ +
s(u−s)
r(u−r)e⋊ − (u−s)(s−r)ru w−⋊ru
)−⋉
−u(u−r)
s(s−r) e⋉+
u(u−s)
r(s−r) e⋊.
So
w−⋊rs ⋊
(
(u−r)(u−s)
rs
e⋊ +
u(u−r)
s(s−r) e⋉ − u(u−s)r(s−r)wrs
)
(3.17)
=
(
w−⋊ru ⋊
(
s(s−r)
u(u−r)e⋉ − (u−s)(s−r)ru e⋊ + s(u−s)r(u−r)wru
))−⋉
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Thus, applying the definition of wrs and the identity
(3.18) hs =
s(u−s)
r(u−r)hr +
s(s−r)
u(u−r)hu − (u−s)(s−r)ru e⋊, 0 ≤ r < s < u
we get
(u−r)(u−s)
rs
e⋊ +
u(u−r)
s(s−r) e⋉ − u(u−s)r(s−r)wrs
= h−⋉s ⋉
(
u(u−r)
s(s−r) hs − u(u−s)r(s−r)hr + (u−r)(u−s)rs e⋊
)
= w−⋉su .
Analogously,
s(s−r)
u(u−r)e⋉ − (u−s)(s−r)ru e⋊ + s(u−s)r(u−r)wru = wsu.
Inserting above equations in (3.17) and taking the ⋉-inverse of both sides yields
(3.15). 
Theorem 3.8. Let h ∈ V and let (xsru)0≤r<s<u be generated by h according to
(3.5) and (3.6). The family (xsru)0≤r<s<u is a two-way flow if and only if h is a
flow generator.
Proof. Sufficiency: If h ∈ V is a flow generator, then in view of Proposition 3.7,
it remains only to verify ⋉-invertibility and the second flow equation for r > 0.
We see that the left hand side of (3.15) has ⋉-inverse, so (3.7) implies that xsru is
⋉-invertible for 0 < r < s < u with the inverse
(3.19) x−⋉sru = w
−⋊
rs ⋊w
−⋉
su .
We rewrite the structure condition (we know from Proposition 3.5 that it holds)
as
(3.20) u−t
u−s
xsru +
(t−s)(s−r)
(u−s)(u−r)e⋉ =
(t−s)(u−t)
(t−r)(u−r)e⋊ +
s−r
t−r
xtru
for 0 < r < s < t < u. Combining this with (3.19) gives
x−⋉sru ⋉ xtru =
(t−s)(t−r)
(u−s)(u−r)x
−⋉
sru +
(t−r)(u−t)
(s−r)(u−s)e⋉ − (t−s)(u−t)(s−r)(u−r)e⋊
= w−⋊rs ⋊
(
(t−s)(t−r)
(u−s)(u−r)w
−⋉
su +
(t−r)(u−t)
(s−r)(u−s)e⋉ − (t−s)(u−t)(s−r)(u−r)wrs
)
= w−⋊rs ⋊
[
h−⋉s ⋉
(
(t−s)(t−r)
(u−s)(u−r)hu +
(t−r)(u−t)
(s−r)(u−s)hs − (t−s)(u−t)(s−r)(u−r)hr
)]
.
Thus identity
(3.21) hu(u−t)(u−s)(u−r) +
hs
(u−s)(t−s)(s−r) =
hr
(u−r)(t−r)(s−r) +
ht
(u−t)(t−s)(t−r)
yields
x−⋉sru ⋉ xtru = w
−⋊
rs ⋊
(
h−⋉s ⋉ ht
)
= x−⋉srt ,
which gives the second flow equation (3.2) for r > 0.
Necessity: If (xsru)0≤r<s<u is a two-way flow, then as in the proof of Prop. 3.5,
we get
(3.22) xsru = (u − s)(s− r)w−⋊ru ⋊ (h−⋉u ⋉ h) + s−ru−re⋉ + u−su−re⋊.
Inserting this formula for xsrt into the second flow equation yields
xsru = (t− s)(s− r)xtru ⋉
{
w−⋊rt ⋊ (h
−⋉
t ⋉ h)
}
+ s−r
t−r
xtru +
t−s
t−r
e⋊.
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Substituting xsru and the second xtru above according to (3.22), after simplifica-
tions, we obtain
xtru ⋉
{
w−⋊rt ⋊ (h
−⋉
t ⋉ h)
}
= w−⋊ru ⋊ (h
−⋉
u ⋉ h)
= 1(u−t)(t−r)xtru − 1(u−t)(u−r)e⋉ − 1(t−r)(u−r)e⋊,
where the last equality holds due to (3.22). Applying x−⋉tru⋉ to equality of the first
and the third expression above and solving for x−⋉tru we get
x−⋉tru =
u−r
t−r
e⋉ − u−tt−r e⋊ − (u − t)(u− r)w−⋊rt ⋊ (h−⋉t ⋉ h)
= w−⋊rt ⋊
(
u−r
t−r
e⋉ − u−tt−rwrt − (u− t)(u − r)h−⋉t ⋉ h
)
= w−⋊rt ⋊
[
h−⋉t ⋉
(
u−r
t−r
ht − u−tt−rhr − (u − t)(u− r)h
)]
.
Thus, by (3.14),
x−⋉tru = w
−⋊
rt ⋊
(
h−⋉t ⋉ hu
)
= w−⋊rt ⋊w
−⋉
tu .
Recalling that xtru = w
−⋊
ru ⋊wtu, this gives (3.15), so h is a flow generator. 
3.1. Two way flows in the DNA of linear maps. Let L = L(V ) be a space of
endomorphisms on a linear space V . For A1, A2, B1, B2 ∈ L we define
(A1, A2)⋉ (B1, B2) = (B1 +A1B2, A2B2)
and
(A1, A2)⋊ (B1, B2) = (A1B1, A2B1 +B2).
Then LV := (L2,+,⋉,⋊) is a DNA with e⋉ = (0, Id) and e⋊ = (Id, 0). Let
A = (A1, A2) be an element of this DNA. When A2 is invertible then A
−⋉ =
(−A1A−12 , A−12 ) exists. Similarly, whenA1 is invertible thenA−⋊ = (A−11 ,−A2A−11 ).
This DNA can be interpreted as the family of linear maps fA : L
2 → L with
suitable compositions. For A = (A1, A2) ∈ L2 we define
fA(X,Y ) = XA1 + Y A2, X, Y ∈ L.
For such family of maps, {fA, A ∈ L2}, there are two natural compositions
(fA◦1fB)(X,Y ) := fB(fA(X,Y ), Y ) and (fA◦2fB)(X,Y ) := fB(X, fA(X,Y )).
Note that they are directly related to the products ⋊ and ⋉ in LV :
fA ◦1 fB = fA⋊B and fA ◦2 fB = fA⋉B.
We now apply Theorem 3.3 in this setting.
Proposition 3.9. The following conditions are equivalent:
(i) A family (xsru)0≤r<s<u in LV is a two-way flow.
(ii) There exist H,G ∈ L such that (1− r)(1− s)H + rsG+ Id is an invertible
element of L for all 0 ≤ r < s and
(3.23) xsru =
(
u−s
u−r
B−1ru Bsu,
s−r
u−r
B−1ur Bsr
)
, 0 ≤ r < s < u,
with Bαβ = (1−α)(1−β)H+αβHβGH−1β +Id, where Hβ = (1−β)H+Id.
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Proof. (i) ⇒ (ii): Following (3.5) we get
hr = r(1 − r)(G,H) + (1− r)(Id, 0) + r(0, Id) = ((1 − r)(rG + Id), rHr).
Thus
h−⋉r =
(− 1−r
r
(rG + Id)H−1r ,
1
r
H−1r
)
.
Consequently, (3.8) yields
wru = h
−⋉
u ⋉ hr =
(− 1−u
u
(uG+ Id)H−1u ,
1
u
H−1u
)
⋉ ((1− r)(rG + Id), rHr)
=
(
u−r
u
bruH
−1
u ,
r
u
HrH
−1
u
)
,
for bru = (1− r)(1 − u)H + ruG+ Id.
Thus,
w−⋊ru =
(
u
u−r
Hub
−1
ru , − ru−rHrb−1ru
)
and
w−⋊ru ⋊wsu =
(
u
u−r
Hub
−1
ru , − ru−rHrb−1ru
)
⋊
(
u−s
u
bsuH
−1
u ,
s
u
HsH
−1
u
)
=
(
u−s
u−r
Hub
−1
ru bsuH
−1
u ,
s
u
HsH
−1
u − r(u−s)u(u−r) Hrb−1ru bsuH−1u
)
.(3.24)
Since
s(u − r)bruHs = u(s− r)brsHu + r(u − s)bsuHr
we conclude that the second coordinate of (3.24) can be written as s−r
u−r
Hrb
−1
ru brsH
−1
r .
Thus (3.23) follows on noting that Hβbα,βH
−1
β = Bα,β is invertible in L(V ).
(ii) ⇒ (i): Note that (G,H), for which brs is invertible for all 0 ≤ r < s, defines
a family (wru)0≤r<u of ⋊-invertible elements. Furthermore w
−⋊
ru has ⋉-inverse for
all 0 < r < u and
1
u(u−r)(w
−⋊
ru )
−⋉ + 1
ru
e⋉ − 1r(u−r)e⋊ = 1u(u−r)
(
u
r
HuH
−1
r ,−u−rr bruH−1r
)
+ 1
ru
e⋉ − 1r(u−r)e⋊
=
(
1
r(u−r) (Hu −Hr)H−1r , 1ru(Hr − bru)H−1r
)
.
Since bru = (1− u)Hr + u(Id + rG), then
1
u(u−r) (w
−⋊
ru )
−⋉ + 1
ru
e⋉ − 1r(u−r)e⋊ =
(− 1
r
HH−1r ,
1
r
Id− 1
r
H−1r −GH−1r
)
does not depend on u. So from Proposition 3.7 we get that (G,H) is a flow generator
and Theorem 3.8 yields that (xsru)0≤r<s<u is a two-way flow. 
The following generalization of (3.4) illustrates the fact that the definition of the
two-way flow on [0,∞) is not symmetric with respect to ⋉ and ⋊.
Proposition 3.10. In a DNA, consider h = βe⋊+γe⋉. Then h is a flow generator
if and only if γ ∈ [−1, 0] and β + γ ≥ 0.
Equivalently, {xsru ∈ span{e⋊, e⋉} : 0 ≤ r < s < t} is a two-way flow if and
only if there exist ρ ∈ [0, 1], α ≥ 0 such that
(3.25) xsru =
(u−s)b(s,u)
(u−r)b(r,u)e⋊ +
(s−r)b(r,s)
(u−r)b(r,u)e⋉.
with b(s, u) = αsu+ ρ(s+ u) + 1− ρ.
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Proof. We note that span{e⋊, e⋉} with induced multiplications forms a sub-DNA
that is isomorphic to LR. By Proposition 3.9, h is a flow generator if and only if
(1− r)(1 − s)γ + rsβ + 1 6= 0 for all 0 ≤ r < s. Taking r = 0 we see that we must
have (1 − s)γ + 1 > 0 for all s > 0, i.e. γ ∈ [−1, 0]. Considering now large r, we
see that we must have β + γ ≥ 0. Conversely, if γ ∈ [−1, 0] and β + γ ≥ 0 then
(1 − r)(1 − s)γ + rsβ + 1 = b(r, s) > 0 for all s > r ≥ 0 as ρ = −γ ∈ [0, 1] and
α = β + γ ≥ 0. Formula (3.23) gives (3.25). 
3.2. Two way flows in the DNA for quadratic harnesses. The following
DNA is implicit in the study of conditional variances in [2]. Consider a linear space
(V,+) := (R6 × R2,+), for which elements will be written in the form
(3.26)
(
x
u
)
=
(
x1, . . . , x6
u1, u2
)
.
With u = (u1, u2), v = (v1, v2) ∈ R2 and x = (x1, . . . , x6), y = (y1, . . . , y6) ∈ R6,
we define the multiplication operations ⋉ and ⋊ by formulas:
(3.27)
(
x
u
)
⋊
(
y
v
)
:=
(
x1y1, x2y1 + u1y2, x3y1 + u2y2 + y3, x4y1 + u1y4, x5y1 + u2y4 + y5, x6y1 + y6
u1v1, u2v1 + v2
)
,
(3.28)
(
x
u
)
⋉
(
y
v
)
:=
(
y1 + u1y2 + x1y3, u2y2 + x2y3, x3y3, x4y3 + y4 + u1y5, x5y3 + u2y5, x6y3 + y6
v1 + u1v2, u2v2
)
.
It is easy to check that Q := (V,+,⋉,⋊) is a DNA with neutral elements
(3.29) e⋉ =
(
0, 0, 1, 0, 0, 0
0, 1
)
and e⋊ =
(
1, 0, 0, 0, 0, 0
1, 0
)
.
The ⋉-inverse of
(
x
u
)
exists if and only if x3 6= 0 and u2 6= 0, and ⋊-inverse exists
if and only if x1 6= 0 and u1 6= 0. These inverses are respectively equal(
x
u
)−⋉
=
( x2u1−x1u2
x3u2
,− x2
x3u2
, 1
x3
, x5u1−x4u2
x3u2
,− x5
x3u2
,−x6
x3
−u1
u2
, 1
u2
)
,(3.30) (
x
u
)−⋊
=
( 1
x1
,− x2
x1u1
, x2u2−x3u1
x1u1
,− x4
x1u1
, x4u2−x5u1
x1u1
,−x6
x1
1
u1
,−u2
u1
)
.(3.31)
We remark that it is difficult to determine general conditions for
(3.32) h =
(
h1, h2, h3, h4, h5, h6
g1, g2
)
∈ Q
to be a flow generator. But the lower coordinates (u1, u2) in (3.26) under multipli-
cations ⋉ and ⋊ from Section 3.1 behave like the elements of LR, so by Proposition
3.10 a necessary condition for h to be a flow generator is the requirement that
g2 ∈ [−1, 0] and g1 + g2 ≥ 0.
The following example shows that these conditions are not sufficient and the
converse of Theorem 3.3 does not hold without additional assumptions.
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Example 3.11. Consider h :=
(
1, 1, 0, 0, 0, 0
1, 0
)
∈ V. One can check that (3.7)
gives a well defined family {xsru : 0 ≤ r < s < u} with both inverses, but that the
second flow equation in (3.2) fails, e.g., for r = 1, s = 2, t = 3, u = 4.
We now apply Theorem 3.3 and Theorem 3.8 to a family of a special form.
Theorem 3.12. A family{
xsru =
(
x
(1)
sru, . . . , x
(6)
sru,
u−s
u−r
, s−r
u−r
)
: 0 ≤ r < s < u
}
is a two-way flow if and only if there exist α ≥ 0, ρ ∈ [0, 1], β ≥ −2
√
α(1− ρ), and
h4, h5, h6 ∈ R such that
(3.33a) x(1)sru =
(u−s)c(s,u)
(u−r)c(r,u) , x
(2)
sru =
(s−r)(u−s)(2ρ−β)
(u−r)c(r,u) , x
(3)
sru =
(s−r)c(r,s)
(u−r)c(r,u) ,
(3.33b)
x(4)sru =
(u−s)(s−r)(h4u−h5(1−u))
(u−r)c(r,u) , x
(5)
sru =
(u−s)(s−r)(h5(1−r)−h4r)
(u−r)c(r,u) , x
(6)
sru =
(u−s)(s−r)h6
c(r,u) ,
where c(s, u) = αsu+ (β − ρ)s+ ρu+ 1− ρ, 0 ≤ s < u.
Equivalently,
(3.34) h =
(
α+ β − ρ, 2ρ− β,−ρ, h4, h5, h6,
0, 0
)
is a flow generator if and only if α ≥ 0, ρ ∈ [0, 1], β ≥ −2
√
α(1 − ρ).
Proof. ,,⇒” With h as in (3.32) we get
hu = (1− u)
 1 + uh1, uh2, u(h3 + 11−u) , uh4, uh5, uh6,
1 + ug1, u
(
g2 +
1
1−u
)  .
We use now Theorem 3.3. Since the lower coordinates of the flow is actually the
flow in the DNA LR of Section 3.1, we conclude from (3.25) with the appropriate
parameters that the lower coordinates of x10u are
(u−1)(g1u+1)
u(1−g2(u−1))
and 1
u(1−g2(u−1))
for all u > 1. However by our assumptions they are (u−1)/u and 1/u, respectively.
Therefore, g1 = g2 = 0.
Denoting now α := h1+h2+h3, β := −h2−2h3, ρ := −h3 and again using (3.7)
and (3.8) to calculate xsru we see that the lower coordinates are as they should be
and the upper coordinates are as given in (3.33a) and (3.33b).
By ⋊-invertibility of hu we have 1−(1−u)ρ 6= 0 for any u > 0 and thus ρ ∈ [0, 1].
Since xsru is ⋉-invertible it follows that c(s, u) 6= 0. Consequently, by its defini-
tion it follows that c(s, u) > 0 for small 0 ≤ s < u and by continuity the inequality
holds for any 0 ≤ s < u. Taking large values of 0 ≤ s < u we conclude that α ≥ 0.
Note that c(s, u) can be rewritten as c(s, u) = αs2 + βs+ 1− ρ+ (u − s)(αs + ρ).
Since the last term is nonnegative and vanishes at u = s, considering separately
the case α = ρ = 0 and α+ ρ > 0 we conclude that c(s, u) > 0 for all 0 ≤ s < u if
αs2 + βs+ 1− ρ ≥ 0 for all s ≥ 0, i.e. when β ≥ −2
√
α(1 − ρ).
,,⇐” Under assumed constraints on the parameters, c(s, u) > 0 for all 0 ≤ s < u,
so formulas (3.33a) and (3.33b) show that xsru are ⋉-invertible and ⋊-invertible
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for all 0 ≤ r < s < u. A lengthy calculation shows that flow equations (3.2) are
satisfied for all 0 ≤ r < s < u. To verify condition (3.3) we confirm by calculation
that
xsru−e⋉
u−s
+ xsru−e⋊
s−r
= 1
c(r,u)
(
β − ρ+ αu, 2ρ− β,−αr − ρ, h4u+ h5(u− 1), h5(1− r)− h4r, h6(u− r)
0, 0
)
does not depend on s ∈ (r, u). 
4. Applications to stochastic processes
In this section we give some probabilistic applications of the previous results.
We encounter a technical difficulty that the arising flows are on (0,∞) instead of
[0,∞), which we overcome by replacing the time variables r, s, t with r+p, s+p, t+p
for p > 0. This method introduces additional solutions of flow equations that do
not extend to [0,∞).
4.1. Harnesses. Let (Xt)t≥0 be a separable integrable stochastic process with
complete σ-fields Fr,u := σ{Xt : t ∈ [0, r] ∪ [u,∞)} and linear regressions
(4.1) E(Xs|Fr,u) = asruXr + bsruXu,
where coefficients asru and bsru are deterministic and depend only on 0 ≤ r < s < u.
Following Mansuy and Yor [11] we say that (Xt)t≥0 is a harness, if (4.1) holds with
(4.2) asru =
u−s
u−r
and bsru =
s−r
u−r
.
Here is a probabilistic application of Proposition 2.4 to harnesses with quadratic
regressions, compare [5].
Proposition 4.1. Suppose that a square integrable process (Xt)t≥0 is a harness
with moments EXt = 0, EXsXt = s∧t, and that X2s , Xs, 1 are linearly independent
for any s > 0. Let Ft = σ{Xs : s ∈ [0, t]}, and assume that for any 0 < s < t there
exist non-random ats 6= 0, bts and cts such that
(4.3) E(X2t |Fs) = atsX2s + btsXs + cts.
(i) If s 7→ ast is bounded on (0, t] for some t > 0, then there exist b ∈ R and
a ≥ 0 such that
(4.4) ats =
1+ta
1+sa , bts =
(t−s)b
1+sa , cts =
t−s
1+sa .
(ii) If s 7→ ast is unbounded on (0, t] for some t > 0, then there exists b ∈ R
such that
(4.5) ats =
t
s
, bts =
(t−s)b
s
, cts = 0.
Proof. We first observe that passing to the limit in (4.1) as u → ∞, see [3, proof
of (4)], we get
(4.6) E(Xt|Fs) = Xs.
We will relate the problem to a flow in the near-algebra AV from Section 2.1 with
V = R2 and we will apply Proposition 2.4. There is however a technical difficulty
caused by X0 = 0, so we consider xst = (ats, bts, cts) for 0 < s < t < u, i.e., we
exclude s = 0. Since ats 6= 0 by assumption, xst is ⊡-invertible.
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Note that (4.6) gives
ausX
2
s + busXs + cus = E(X
2
u|Fs) = E(E(X2u|Ft)|Fs)
= autE(X
2
t |Fs) + butE(Xt|Fs) + cut = aut(atsX2s + btsXs + cts) + butXs + cut.
Comparing coefficients at linearly independent functions X2s , Xs and 1, we see that
flow equation (2.4) holds for all 0 < s < t < u.
Using (4.6) again, we have
(4.7) E(XtXu|Fs) = E(X2t |Fs) = atsX2s + btsXs + cts.
On the other hand, harness property (4.1) with (4.2) implies
(4.8) E(XtXu|Fs) = E(E(Xt|Fs,u)Xu|Fs) = u−tu−sXsE(Xu|Fs) + t−su−sE(X2u|Fs)
= u−t
u−s
X2s +
t−s
u−s
(
ausX
2
s + busXs + cus
)
.
Comparing (4.7) and (4.8) we obtain (2.5) for all 0 < s < u. We now fix p > 0
and apply Proposition 2.4 to the flow {x˜st : 0 ≤ s < t} defined by x˜st = xs+p,t+p
Formula (2.9) shows that there exist constants ap ≥ 0, bp, cp ∈ R such that for all
t > s > p we have
(4.9) ats =
1 + ap(t− p)
1 + ap(s− p) , bts =
(t− s)bp
1 + ap(s− p) , cts =
(t− s)cp
1 + ap(s− p) .
We now observe that the left hand side of the expression
(4.10) t−sats
t−s
=
pap−1
ap(p−s)−1
does not depend on p > 0 for all large enough s < t.
This means that we have two cases:
• Case A: pap 6= 1 for all p > 0.
• Case B: pap = 1 for all p > 0.
In Case A, we use (4.10) to write (t − s)/(t − sats) as 1 + sap/(1 − pap). Since
this expression does not depend on p when s > p is arbitrary, there is a constant
a such that ap/(1 − pap) = a for all p > 0. We get ap = a/(1 + ap) for all small
enough p > 0. As ap ≥ 0, this implies that a ≥ 0 and hence ap = a/(1 + ap) for
all p > 0. Dividing the last two equations in (4.9) by t − s and (4.10) we see that
(1 + ap)bp = b and (1 + ap)cp = c do not depend on p. Inserting these expressions
into (4.9) for all 0 < s < t we get
(4.11) ats =
1+at
1+as , bts =
(t−s)b
1+as , cts =
(t−s)c
1+as .
From (4.11) it is clear that Case A does not arise if coefficients ast are unbounded
for some t.
Since EX2t = t, taking expected value of (4.3), at some t > s > 0 we get
t = 1+at1+ass+
(t−s)c
1+as ,
which gives c = 1. As X0 = 0, the coefficients of the quadratic form on the right
hand side of (4.7) are given by formula (4.4) for all 0 ≤ s < t.
In Case B we have ap = 1/p for all p > 0. From (4.9) we get ats = t/s for
all t > s. It is therefore clear that Case B does not arise if the coefficient ast is
bounded near s = 0 for some t.
FLOWS IN NEAR ALGEBRAS 15
Taking the expected value of both sides of (4.3), we get cts = 0 for all t > s > 0.
Formula (4.9) gives bts =
(t−s)pbp
s
so pbp = b does not depend on p > 0 and (4.5)
follows. 
4.2. More general linear regressions. In this section we are interested in a
separable integrable stochastic process such that EXt = 0 with the property that
for all 0 < r < s < u we have
(4.12) E
(
Xs−Xr
s−r
− Xu−Xs
u−s
∣∣∣Fr,u) = AruXr +BruXu,
where Aru and Bru are deterministic functions of r and u but not of s. Note that
(4.12) defines a harness, see (4.1) and (4.2), when Aru = Bru ≡ 0.
Theorem 4.2. Let (Xt)t≥0 be an integrable centered stochastic process such that
(4.12) holds. Suppose that Xr and Xs are linearly independent as functions on the
probability space Ω for 0 < r < s.
(i) If r 7→ Aru is bounded on (0, u] for some u > 0, then there exists α ≥ 0
and ρ ∈ [0, 1], such that for all 0 ≤ r < s < u equation (4.1) holds with
coefficients asru and bsru given by
(4.13) asru =
(u−s)b(s,u)
(u−r)b(r,u) , bsru =
(s−r)b(r,s)
(u−r)b(r,u) ,
with b(s, u) defined in Proposition 3.10.
(ii) If r 7→ Aru is unbounded on (0, u] for some u > 0, then equation (4.1)
holds for all 0 < r < s < u with coefficients asru and bsru given by
(4.14) asru =
s(u−s)
r(u−r) , bsru =
s(s−r)
u(u−r) .
Remark 4.3. Recalculating Aru and Bru from either (4.13) or (4.14), in view of
(4.15), we get
(i) Aru =
αu+ρ
b(r,u) , Bru = − αr+ρb(r,u) ;
(ii) Aru =
1
r
, Bru = − 1u .
Proof of Theorem 4.2. Clearly (4.12) implies that (4.1) holds with
(4.15) asru =
(u−s)(s−r)
u−r
(
1
s−r
+Aru
)
, bsru =
(u−s)(s−r)
u−r
(
1
u−s
+Bru
)
for all 0 < r < s < u. From the tower property of conditional expectation we have
for 0 < r < s < t < u:
(4.16) E(Xt|Fr,u) = E (E(Xt|Fs,u) | Fr,u)
= E
(
atsuXs + btsuXu
∣∣Fr,u) = atsuasruXr + (atsubsru + btsu)Xu,
and
(4.17) E(Xs|Fr,u) = E (E(Xs|Fr,t) | Fr,u)
= E
(
asrtXr + bsrtXt
∣∣Fr,u) = (asrt + atrubsrt)Xr + bsrtbtruXu.
Recall DNA LR from Section 3.1 which is isomorphic to the span of e⋊, e⋉ that
we considered in Proposition 3.10. Define a family (xsru)0<r<s<u by xsru =
(asru, bsru). By linear independence of Xr and Xu, from (4.16) and (4.17) we
obtain that this family satisfies flow equations (3.2) for all 0 < r < s < t < u.
To ensure ⋊-invertibility and ⋉-invertibility, we need to verify that asru 6= 0 and
bsru 6= 0. Suppose that asru = 0 for some 0 < r < s < u. Then from (4.16) by
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linear independence we have atru = 0 holds for all t ∈ (s, u). Hence from (4.12) we
obtain
AruXr+BruXu = E
(
Xt−Xr
t−r
− Xu−Xt
u−t
| Fr,u
)
= u−r(t−r)(u−t)btruXu− 1t−rXr− 1u−tXu,
and using again the linear independence Aru = −1/(t − r) holds for s < t < u,
which is impossible as Aru does not depend on t. Therefore asru 6= 0 for every
0 < r < s < u. Analogously from (4.17) we can show that bsru 6= 0 for all
0 < r < s < u.
This means that (xsru)0<r<s<u is a two-way flow on (0,∞). We now proceed as
in the proof of Proposition 4.1. For arbitrary p > 0, define r′ = r+p, s′ = s+p, u′ =
u+p, and consider (x˜sru)0≤r<s<u given by x˜sru = (as′r′u′ , bs′r′u′). Proposition 3.10
shows that there exist αp ≥ 0 and ρp ∈ [0, 1] such that with
(4.18) bp(r, u) = αpru+ (ρp − pαp)(r + u) + 1− ρp(1 + 2p) + p2αp
we have
(4.19) asru =
(u−s)bp(s,u)
(u−r)bp(r,u)
, bsru =
(s−r)bp(r,s)
(u−r)bp(r,u)
, p ≤ r < s < u.
Thus
Aru =
αpu+ρp−pαp
bp(r,u)
and Bru = −αpr+ρp−pαpbp(r,u)
and consequently
(4.20)
Aru +Bru
u− r =
αp
bp(r, u)
(4.21)
uBru + rAru
u− r =
pαp − ρp
bp(r, u)
do not depend on p.
Since the left hand side of (4.20) does not depend on p and r < s < u are
arbitrary in [p,∞) we see that either αp = 0 for all p > 0 or αp 6= 0 for all p > 0.
We consider these two cases separately.
Case A. αp = 0 for all p > 0.
In this case, by the same argument applied to (4.21) we have either ρp = 0 for
all p > 0 and (4.13) holds with α = 0, ρ = 0, or after factoring out ρp from the
denominator on the right hand side of (4.21), the term 1
ρp
− 2p = C ≥ 1 does not
depend on p > 0. In the latter case, (4.13) holds with α = 0, ρ = 1/C ∈ (0, 1].
Case B. αp 6= 0 for all p > 0.
In this case, dividing (4.21) by (4.20) we see that ρp/αp − p = C1 does not
depend on p. Putting this into (4.20) with αp factored out from the denominator,
we see that the expression
1
αp
− (2C1 + 1)p− p2 = C2
in the denominator cannot depend on p. Hence
(4.22) αp =
1
2C1p+p+p2+C2
, ρp =
C1+p
2C1p+p+p2+C2
.
Note that since ρp ≤ 1 for small p, we have 0 ≤ C1 ≤ C2.
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Substituting (4.22) into (4.19) we get the answer which does not depend on
p > 0, with
bp(s,u)
bp(r,u)
= C1(s+u−1)+C2+su
C1(r+u−1)+C2+ru
,
bp(r,s)
bp(r,u)
= C1(r+s−1)+C2+rs
C1(r+u−1)+C2+ru
.
If C1 = C2 = 0, we get (4.14) with unbounded Aru. If C2 > 0 then we get (4.13)
with
α = 1/C2 > 0, ρ = C1/C2 ∈ [0, 1].
Combining the cases, we see that either Aru is unbounded as r → 0 and then
(4.14) holds, or Aru is bounded as r → 0 and then (4.13) holds with α ≥ 0 and
ρ ∈ [0, 1]. 
4.3. Quadratic harnesses. Following [2], we say that a separable square inte-
grable stochastic process (Xt)t≥0 is a standard quadratic harness, if it is a harness,
EXt = 0 and EXsXt = s ∧ t for s, t ≥ 0, and
(4.23) E(X2s |Fr,u) = AsruX2r +BsruXrXu +CsruX2u +DsruXr +EsruXu +Fsru,
where deterministic coefficients Asru, . . . , Fsru depend only on 0 ≤ r < s < u.
The following result extends [2, Theorem 2.2], who considered only case χ = 1.
Theorem 4.4. Let (Xt)t≥0 be a standard quadratic harness. Suppose that 1, Xr,
Xu, XrXu, X
2
r , X
2
u are linearly independent for all 0 < r < u as functions on Ω.
Then there exist constants χ ∈ {0, 1}, σ ≥ 0, τ ≥ 0, γ ≤ χ + 2√στ and η, θ ∈ R
such that γ, σ, τ, χ are not all zero and
(4.24a)
Var(Xs|Fr,u) = (s−r)(u−s)cτ,σ,γ,χ(r,u)Qθ,η,τ,σ,γ−χ,χ
(
Xu−Xr
u−r
, uXr−rXu
u−r
)
, 0 < r < u
with
(4.24b) cτ,σ,γ,χ(r, u) = τ + σru − γr + χu
and
(4.24c) Qθ,η,τ,σ,ρ,χ(x, y) = τx
2 + σy2 + ρxy + θx+ ηy + χ.
Remark 4.5. The values of the two-valued parameter χ are determined by the last
term in (4.23) as follows:
(i) If Fsru 6= 0 for some 0 < r < s < u then χ = 1 and hence Fsru 6= 0 for all
0 < r < s < u.
(ii) If Fsru = 0 for some 0 < r < s < u then χ = 0 and hence Fsru = 0 for all
0 < r < s < u.
By homogeneity of (4.24a) if χ = 0, the remaining parameters are defined only up
to an arbitrary multiplicative factor. Therefore, if τ > 0, we can take τ = 1 as
in Lemma 4.7; or if σ > 0, we can take σ = 1; or if γ < 0 we can take γ = −1.
(These three cases arise in the proof below.)
Remark 4.6. If χ = τ = 0 and σ > 0, or if χ = τ = σ = 0 and γ < 0, then
the conditional variance and most of the coefficients in (4.23) are unbounded near
r = 0.
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Proof of Theorem 4.4. We apply here Theorem 3.12, however as in the proofs of
Proposition 4.1 and Theorem 4.2 we encounter technical difficulties as the arising
two-way flows are on (0,∞) instead of [0,∞) and, as indicated in Remark 4.6, may
not extend to [0,∞). We therefore begin with the following direct application of
Theorem 3.12.
Lemma 4.7. For every p > 0 there exist constants ηp, θp, γp ∈ R, χp ∈ {0, 1},
σp ≥ 0, τp ≥ 0, where τp = 1 when χp = 0 and γp ≤ χp + 2√σpτp, such that
∀p < r < s < u
(4.25) Var(Xs|Fr,u) = (s−r)(u−s)cτ∗p ,σp,γ∗p,χ∗p (r,u)Qθ∗p,ηp,τ∗p ,σp,γ∗p−χ∗p,χ∗p
(
Xu−Xr
u−r
, uXr−rXu
u−r
)
,
where
(4.26) τ∗p = τp+ p(γp−χp) + p2σp, χ∗p = χp− pσp, γ∗p = γp+ pσp, θ∗p = θp+ pηp,
while c and Q are defined in (4.24b) and (4.24c), respectively.
Proof. Recall notation (4.2), (4.23) and DNA from Section 3.2. For 0 < s < t < u
let
xtsu :=
(
Atsu, Btsu, Ctsu, Dtsu, Etsu, Ftsu
atsu, btsu
)
∈ R6 × R2.
We proceed to verify that {xsru} is a two-way flow on open half-line (0,∞) with
respect to multiplications (3.27) and (3.28).
Firstly, because E(XsXt|Fr,u) = E (XsE(Xt|Fs,u)|Fr,u) = E (E(Xs|Fr,t)Xt|Fr,u),
then (see e.g. proof of Claim 3.1 in [2]), by linear independence of 1, Xs, Xt, XsXt,
X2s , X
2
t for 0 < r < s < t < u we have
atsuAsru = bsrtAtru + asrtatru, atsuBsru = bsrtBtru,
btsubsru + atsuCsru = bsrtCtru, atsuDsru = bsrtDtru,
atsuEsru = bsrtEtru, atsuFsru = bsrtFtru.
(4.27)
Because asrtatru =
(t−s)(u−t)
(t−r)(u−r) , btsubsru =
(t−s)(s−r)
(u−s)(u−r) and
u−t
u−r
= (t−s)(u−t)(t−r)(u−r) +
(s−r)(u−t)
(t−r)(u−r) ,
(u−t)(s−r)
(u−s)(u−r) +
(t−s)(s−r)
(u−s)(u−r) =
s−r
u−r
,
we see that
u−t
u−s
xsru +
(t−s)(s−r)
(u−s)(u−r)e⋉ =
(t−s)(u−t)
(t−r)(u−r)e⋊ +
s−r
t−r
xtru
holds for all 0 ≤ s < t < u, with e⋉ and e⋊ defined by (3.29). Hence
xsru−e⋉
u−s
+ xsru−e⋊
s−r
= xtru−e⋉
u−t
+ xtru−e⋊
t−r
holds and the structural condition (3.3) is satisfied.
Secondly, because
E(X2t |Fr,u) = E
(
E(X2t |Fs,u)|Fr,u
)
,
then (see e.g. proof of Claim 3.2 in [2]):
Atru = AtsuAsru, Btru = At,s,uBsru +Btsuasru,
Ctru = AtsuCsru +Btsubsru + Ctsu, Dtru = AtsuDsru +Dtsuasru,
Etru = AtsuEsru +Dtsubsru + Etsu, Ftru = AtsuFsru + Ftsu.
The above conclusion holds for r > 0 by linear independence of 1, Xs, Xt, XsXt,
X2s , X
2
t , leaving constants As0u Bs0u and Ds0u arbitrary or undefined as X0 = 0.
Hence the first flow equation in (3.2) is satisfied on (0,∞).
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If As0r0u0 = 0 for some 0 < r0 < s0 < u0, then from the first equation above we
get that At0r0u0 = 0 for all t0 such that s0 < t0 < u0. Then from the first equation
in (4.27) we obtain as0r0t0at0r0u0 = 0, which contradicts (4.2). Hence Asru 6= 0 for
all 0 < r < s < u, and xsru is ⋊-invertible.
Thirdly, because
E(X2s |Fr,u) = E
(
E(X2s |Fr,t)|Fr,u
)
,
then analogously we can obtain that the second flow equation (3.2) is satisfied on
(0,∞), where operation ⋉ is defined in (3.28). Furthermore, by a similar argument
Csru 6= 0 holds for every 0 < r < s < u, so xsru is ⋉-invertible.
This means that (xsru)0<r<s<u is a two-way flow on (0,∞). We now proceed
as in the proofs of Proposition 4.1 and Theorem 4.2. For arbitrary p > 0, define
r′ = r+p, s′ = s+p, u′ = u+p, and consider (x˜sru)0≤r<s<u given by x˜sru = xs′r′u′ .
Then (x˜tsu)0≤s<t<u is a two-way flow on [0,∞) with (unique) flow generator (3.34)
that was determined in the proof of Theorem 3.12. Of course, h now depends on
parameter p > 0. We now re-parameterize h using ηp, θp, σp, τp, γp, φp ∈ R such
that
α+β−ρ = σp−γp
χp+τp
, 2ρ−β = γp+χp
χp+τp
, ρ =
χp
χp+τp
, h4 =
ηp−θp
χp+τp
, h5 =
θp
χp+τp
, h6 =
φp
χp+τp
.
Here χp = 1ρ=0 takes only two values 0, 1; without loss of generality we may
assume χp + τp > 0, taking τp = 1 when χp = 0. In this parametrization h takes
the following form
h =
1
τp + χp
(
σp − γp, γp + χp,−χp, ηp − θp, θp, φp
0, 0
)
.
Condition ρ ∈ [0, 1] is then equivalent to τp ≥ 0, condition α ≥ 0 is equivalent to
σp ≥ 0 and condition β ≥ −2
√
α(1 − ρ) is equivalent to γp ≤ χp + 2√σpτp.
Formulas (3.33a) and (3.33b) give
Asru =
(u−s)cτ∗p ,σp,γ∗p,χ∗p (s,u)
(u−r)cτ∗p ,σp,γ∗p,χ∗p (r,u)
,(4.28)
Bsru =
(s−r)(u−s)(γ∗p+χ
∗
p)
(u−r)cτ∗p ,σp,γ∗p,χ∗p (r,u)
,(4.29)
Csru =
(s−r)cτ∗p ,σp,γ∗p,χ∗p (r,s)
(u−r)cτ∗p ,σp,γ∗p,χ∗p (r,u)
,(4.30)
Dsru =
(s−r)(u−s)(ηpu−θ
∗
p)
(u−r)cτ∗p ,σp,γ∗p,χ∗p (r,u)
,(4.31)
Esru =
(s−r)(u−s)(θ∗p−ηpr)
(u−r)cτ∗p ,σp,γ∗p,χ∗p (r,u)
,(4.32)
Fsru =
(s−r)(u−s)φp
cτ∗p ,σp,γ
∗
p,χ
∗
p
(r,u) ,(4.33)
with τ∗p , γ
∗
p , χ
∗
p and θ
∗
p as given in (4.26). Moreover, from the assumptions that
EXt = 0 and EXsXt = s ∧ t we get
s = EX2s = EE(X
2
s |Fr,u) = Asrur +Bsrur + Csruu+ Fsru.
Using (4.28) –(4.30) and (4.33), after some algebra, we get
(4.34) φp = χp − pσp = χ∗p.
Since Var(Xs|Fr,u) = E(X2s |Fr,u) + [E(Xs|Fr,u)]2 elementary but tedious calcula-
tions give (4.25). 
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By linear independence of 1, Xr, Xu, X
2
r , XrXu, X
2
u for 0 < r < u it follows
from (4.25) that the vector
(4.35) v∗p :=
(σp, τ
∗
p , γ
∗
p , ηp, θ
∗
p, χ
∗
p)
cτ∗p ,σp,γ
∗
p,χ
∗
p
(r,u)
does not depend on p > 0, in the sense that v∗p1 = v
∗
p2
for all positive p1, p2 when
r < u are arbitrary in [p1 ∨ p2,∞).
Using this fact we conclude that if either χ∗p = 0, or σp = 0, or γ
∗
p = 0 for some
p > 0, then, respectively, χ∗p = 0, or σp = 0, or γ
∗
p = 0 for all p > 0. We therefore
have the following four cases which we need to consider separately:
• Case A: χ∗p 6= 0 for all p > 0.
• Case B: χ∗p = 0 and σp > 0 for all p > 0.
• Case C: χ∗p = 0, σp = 0 and γ∗p = 0 for all p > 0.
• Case D: χ∗p = 0, σp = 0 and γ∗p 6= 0 for all p > 0.
Case A. χ∗p 6= 0 for all p > 0.
Claim. There exist constants σ ≥ 0, τ ≥ 0 and γ ≤ 1 + 2√στ , η, θ ∈ R such that
for all p > 0
(4.36) (σp, τ
∗
p , γ
∗
p , ηp, θ
∗
p, χ
∗
p) = (1 + pσ)(σ, τ, η, θ, γ, 1).
Proof. In this case, after dividing first five components of v∗p, see (4.35), by its last
component we see that there exist constants σ, τ, γ, η, θ ∈ R (independent of p) such
that (
σp, τ
∗
p , γ
∗
p , ηp, θ
∗
p
)
= χ∗p (σ, τ, γ, η, θ).
Plugging the relation σp = σχ
∗
p into (4.34) we get χ
∗
p(1 + pσ) = χp. Consequently,
since χp ∈ {0, 1} and χ∗p 6= 0 it follows that χp := χ = 1. Thus χ∗p > 0 at least
for small p > 0. Combining this with σp = σχ
∗
p and with the fact that σp ≥ 0 we
get σ ≥ 0, so 1 + pσ > 0 for any p > 0. Hence we conclude that (4.36) hold for all
p > 0.
Note that limp→0+ τ
∗
p = limp→0+ τp = τ . Since τp ≥ 0 for all p ≥ 0 we get
τ ≥ 0. Similarly, limp→0+ γ∗p = limp→0+ γp = γ and limp→0+ σp = σ. Since
γp ≤ 1 + 2√σpτp for all p > 0 we get γ ≤ 1 + 2
√
στ . 
Substituting (4.36) into (4.25) we immediately get (4.24a)–(4.24c) with χ = 1.
Case B. χ∗p = 0 and σp > 0 for all p > 0.
Claim. There exist constants η, θ ∈ R, τ ≥ 0, γ ≤ 2√τ such that for all p > 0
(4.37) (σp, τ
∗
p , γ
∗
p , ηp, θ
∗
p, χ
∗
p) =
1
p
(σ, τ, γ, η, θ, 0).
Proof. From (4.34) we get χp = pσp > 0 for all p > 0. As χp ∈ {0, 1}, this means
that χp = 1 and σp = 1/p. Dividing components 2-5 of v
∗
p by the first component,
see (4.35), we see that there exist constants τ, γ, η, θ ∈ R such that
p(τ∗p , γ
∗
p , ηp, θ
∗
p) = (τ, γ, η, θ).
Thus we get (4.37). Since τp ≥ 0 we see that τ ≥ 0. Furthermore, γp ≤ 2√τpσp
yields γ − p ≤ 2
√
τ + p2 − pγ. Taking p→ 0 we get γ ≤ 2√τ . 
Substituting (4.37) into (4.25) we immediately get (4.24a)–(4.24c) with χ = σ =
1.
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Case C. χ∗p = 0, σp = 0 and γ
∗
p = 0 for all p > 0.
Claim. There are constants η, θ ∈ R such that for all p > 0
(4.38) (σp, τ
∗
p , γ
∗
p , ηp, θ
∗
p, χ
∗
p) = (0, 1, 0, η, θ, 0).
Proof. Note γ∗p = γp = 0. Moreover, τp = 1 yields τ
∗
p = 1. Thus (4.38) follows from
the fact that in (4.35) vector v∗p = (0, 1, 0, ηp, θ
∗
p, 0) does not depend on p > 0. 
Substituting (4.38) into (4.25) we get (4.24a)-(4.24c) with χ = 0, σ = 0, γ =
0, τ = 1.
Case D. χ∗p = 0, σp = 0 and γ
∗
p 6= 0 for all p > 0.
Claim. There exist τ ≥ 0, and η, θ ∈ R such that for all p > 0
(4.39) (σp, τ
∗
p , γ
∗
p , ηp, θ
∗
p, χ
∗
p) =
1
p+τ (0, τ,−1, η, θ, 0) .
Proof. By Lemma 4.7 we have τp = 1, γ
∗
p = γp and χp = 0. Dividing the remaining
components of v∗p by its third component, see (4.35), we get
(τ∗p , ηp, θ
∗
p) = −γ∗p(τ, η, θ)
for some constants τ, η, θ. Since τ∗p = 1 + pγp, comparing the first components
in the above equation we get γp = − 1τ+p , at least for small p > 0. This identity
together with the fact that γp ≤ 0 for all p > 0 yields τ ≥ 0. Hence the identity
holds for all p > 0, and (4.39) follows. 
Substituting (4.39) into (4.25) we get (4.24a)-(4.24c) with χ = 0, σ = 0, γ = −1.
Remark 4.8. A conjecture in [4] says that when χ = 1, the remaining parameters
determine the distribution of the quadratic harness uniquely. The following example
shows that uniqueness may fail when χ = 0.
Let (Xt)t≥0 be a Markov process defined in [3, Section 4.1] as the q-Brownian
process with q = −1 , i.e., (4.24a) holds with parameters χ = 1, θ = η = σ = τ = 0
and γ = −1. It is known that (Xt)t≥0 is a standard harness and |Xt| =
√
t for all
t ≥ 0. Hence linear independence assumption fails, and we can write the quadratic
form (4.24c) in many ways.
Let (Zt)t≥0 be a stochastic process given by Zt := Y ·Xt, where Y is a random
variable such that Y and (Xt)t≥0 are independent and EY
2 = 1. Then EZt = 0,
EZsZt = s ∧ t. Let (Fs,u)0≤s<u and (Gs,u)0≤s<u be filtrations for (Xt)t≥0 and
(Zt)t≥0 respectively. Then
E
(
Zt
∣∣Gs,u) = E(Y E(Xt∣∣Y,Fs,u)∣∣Gs,u) = E(Y E(Xt∣∣Fs,u)∣∣Gs,u)
= E
(
Y
(
u−t
u−s
Xs +
t−s
u−s
Xu
)∣∣Gs,u) = u−tu−sZs + t−su−sZu,
hence (Zt)t≥0 is a harness. Because X
2
t = t =
u−t
u−s
s + t−s
u−s
u = u−t
u−s
X2s +
t−s
u−s
X2u
holds, then for all 0 ≤ s < t < u we have
E
(
Z2t
∣∣Gs,u) = E(tY 2∣∣Gs,u) = u−tu−sZ2s + t−su−sZ2u,
so (Z2t )t≥0 is also a harness. From the above form, it follows that (Zt)t≥0 is a
quadratic harness with parameters χ = θ = η = γ = σ = 0 and τ = 1. The
distribution of Zt is not unique as it depends on the choice of Y .
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