Abstract -Recently neural networks have been ploposed as new computational tools for solving constrained optimization problems. In this paper the minimum cost path fmding algorithm is proposed by using a Hopfield type neural network. In order to design a Hopfield type neural network, an energy function must be defmed at f i t . To achieve thii, the concept of a vector-represented network is used to describe the connected path. Through simulations, it will be shown that the proposed algorithm works very well in many cases. The local minima problem of a Hopfield type neural network is discussed.
I. INTRODUCTION
Generally, to find the minimum cost path on the network model is involved in many problems. This paper is organized as follows:
The next section gives a brief review of the application of a Hopfield type. neural network to solve discrete combinatorial optimization problems.
In section 111, a neural network architecture based on the Hopfield model is proposed for solving the minimum ccst path fmding problem. The main steps involved in the design of the proposed model are described. In section IV, it will be shown that the proposed model works well in many cases, through computer simulations. Finally we draw some conclusions in section V.
HOPFIELD TYPE NEURAL NETWORK
The use of neural networks to solve constrained optimization problems was initiated by Hopfield and Tank [3] . A Hopfield type neural network bas been applied to solve discrete Therefore, to apply a Hopfield type neural network to the minimum cost finding problem the energy function is required.
THE MINIMUM COST PATH FINDING ALGORITHM
The vector-represented network model can be there is a nonnegative nwnber C;, which represents the cost value (length, transit tune, etc.) from node i to node j. We assign the number to each node from 0 to N-1. Especially a SOurce and a destination are assigned 0 and N-1
Rspectively. Let a directed path p""' be an ordered sequence of nodes connecting 0 to N-I -_ VI.
Then the total cost of this path will be equal to CmiCi,+ . . . + CW-J. Hence, the minimum cost path can be found among all possible directed pa&.
To formulate the minimum cost path finding problem in terms of a Hopfield type neural network, an appropriate energy function must be defined at first. To achieve this, the proposed If the following equation is satisfied, then the connected path between a source and a destination is generated.
F ( i ) F ( J V i j = 2 if node i is a source or node j is a destination (12) i F ( i ) F ( j l V , , = 4 otherwise
The example of equation (12) is depicted in Fig. 3 . Since a source node and a destination node must have the only one connected path respectively, the following condition is also needed in addition to equation (12).
Voj=l at a source node 
PI.
Using equation (1) 
1V. SIMUI,ATION
To show the effectiveness of the proposed algorithm, the vector-represented network shown in Fig. 4 is used. Let the cost value C,, be the distance between node i and node j, i.e.
I a,,d,, I where the coordinates of nodes are -given in Table 11 . Then we can easily find the fact that a directed path Pw=(O, 2, 4) is the ininiinuin cost path. To obtain the parameters for a Hopfield type neural network, the coefficients of the energy function is chosen as shown in Table I . In equation (17), in order to allow the dynamics of neurons to wander freely in their state space, the value of h;j is chosen as 1 and for simplicity it is assumed that gi,=g, all independent of the subscript (i, j). Originally, a
Hopfield type neural network is implemented by the elechical circuit in the fonn of Fig. 1 .
However, as a matter of convenience the time evolution of the state of neurons can be simulated by numerically Solving equation (18) and ( Table 111 . In Table 111 , the values of 
