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ABSTRACT 
Writing English research article (RA) abstracts is a difficult but mandatory task 
for Taiwanese engineering graduate students (Feng, 2013). Understanding the current 
situation and needs of Taiwanese engineering graduate students, this dissertation aimed to 
develop and evaluate an automated writing evaluation (AWE) tool to assist their research 
article (RA) abstract writing in English by following a Design-Based Research (DBR) 
approach as the methodological framework. DBR was chosen because it strives to solve 
real-world problems through multiple iterations of development and building on results 
from each iteration to advance the project. 
Six design iterations were undertaken to develop and to evaluate the AWE tool in 
this dissertation, including (1) corpus compilation of engineering RAs, (2) genre analysis 
of engineering abstracts, (3) machine learning of move classification in abstracts, (4) 
analysis of lexical bundles used to express moves, (5) analysis of the choice of verb 
categories associated with moves, and finally, (6) AWE tool development based on 
previous findings, classroom implementation, and evaluation of the AWE tool following 
Chapelle’s (2001) computer-assisted language learning (CALL) framework.   
To begin with, I collected a corpus of 480 engineering RAs (Corpus-480) to 
extract appropriate linguistic properties as pedagogical materials to be implemented in 
the AWE tool. A sub-corpus (Corpus-72) was compiled with 72 RAs randomly chosen 
from Corpus-480 for manual and automated analyses. Next, to seek the best descriptive 
x 
 
framework for the structure of engineering RA abstracts, two move schemata were 
compared: (1) IMRD (Introduction, Methodology, Results, and Discussion) and (2) 
CARS (Create-A-Research-Space, Swales, 1990). Abstracts in Corpus-72 were annotated 
and these two schemas were evaluated according to three quantitative metrics devised 
specifically for this comparison.  
Applying a statistical natural language processing (StatNLP) approach, a Support 
Vector Machine (SVM) was trained for automated move classification in abstracts. 
Formulaic language in engineering RA sections was used as linguistic features to 
automatically classify moves in abstracts. Additionally, four-word lexical bundles and 
verb categories were identified from Corpus-480 and Corpus-72, respectively. Four-word 
lexical bundles associated with moves in abstracts were extracted automatically. 
Additionally, verb categories (i.e., tense, aspect, and voice) in moves of abstracts were 
identified using CyWrite::Analyzer, a hybrid (statistical and rule-based) NLP software.  
 Finally, the AWE tool was developed, based on the findings from the previous 
iterations, and implemented in an English-as-a-foreign-language (EFL) classroom setting. 
Through analyzing students’ drafts before and after using the tool, and responses to a 
questionnaire and a semi-structured interview, the AWE tool was evaluated based on 
Chapelle’s (2001) CALL evaluation framework. The findings showed that students 
attempted to improve their abstracts by adding, deleting, or changing the sequences of 
their sentences, lexical bundles, and verb categories in their abstracts. Their attitudes 
xi 
 
toward the effectiveness and appropriateness of the tool were quite positive. Overall, the 
AWE tool drew students’ attention to the use of lexical bundles and verb categories to 
achieve the communicative purposes of each move in their abstracts.  
In conclusion, this dissertation started from Taiwanese engineering students’ 
needs to improve their English abstract writing, and attempted to develop and evaluate an 
AWE tool for assisting them. Following DBR, the findings from this dissertation are 
discussed to improve the next generation of the AWE tools. Having these iterations in 
place, future studies can focus on developing pedagogical materials from genre-based 
analysis in different disciplines to fulfill learners’ needs. 
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CHAPTER 1 
INTRODUCTION 
English, as a Lingua Franca, has become a language affecting the daily 
communications of people all over the world (Hülmbauer, Böhringer, & Seidlhofer, 
2008; Seidlhofer, 2005). The ability to produce effective English writing has grown 
essential for academic success in many countries. For non-native speakers of English, this 
is an even bigger challenge. For example, Taiwanese engineering graduate students are 
required to read and write international journal articles in the English language to be 
successful in their academic careers. However, English has been taught as an academic 
subject rather than a practical language to them. Without further assistance, it is difficult 
for them to use English in their discipline-specific tasks. 
 Understanding problems that non-native speakers of English face, Swales (1990) 
focused on learners’ needs for English in academic and research settings in his 
publication Genre Analysis. To deal with ESP tasks, the language used in the target 
genre, e.g. engineering research article (RA) abstracts, needs to be explored. A genre 
“comprises a class of communicative events, the members of which share some set of 
communicative purposes” (Swales, 1990, p. 58). The investigation of the language use in 
a genre is called ‘genre analysis.’ Through genre analysis, the shared communicative 
purposes of engineering RA abstracts and how they are fulfilled through specific 
linguistic means can be discovered. The findings of genre analysis could benefit EFL 
learners for ESP tasks of writing engineering RAs.  
To analyze genre, researchers identify rhetorical moves. A ‘move’ is defined as “a 
discoursal or rhetorical unit that performs a coherent communicative function in a written 
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or spoken discourse” (Swales, 2004, p. 228). Understanding the characteristics of moves 
could reveal the implicit knowledge about the shared communicative purposes in a genre. 
Previous studies have investigated moves within sections in RAs in various fields (e.g., 
Chang & Kuo, 2011; Cotos, Huffman, & Link, 2015; Kanoksilapatham, 2003, 2005, 
2007; Lakic, 2010; Nwogu, 1997; Shehzad, 2005; Swales, 1981, 1990, 2004; Williams, 
1999). There are also genre-based studies that have investigated moves in abstracts 
(Anderson & Maclean, 1997; Chang & Kuo, 2011; Cross & Oppenheim, 2006; Gratez, 
1982; Hsieh & Liou, 2008; Hyland, 2004; Salager-Meyer, 1992; Tseng, 2011). However, 
while these studies produced informative findings, they did not focus on developing 
concrete pedagogical materials that would benefit novice research writers. 
To make research results pedagogically useful, some researchers developed 
paper-based or computer-based teaching materials. For example, Gratez (1982) analyzed 
87 abstracts in various disciplines and provided a list of verb tenses and phrases used in 
introductory and concluding sentences, handouts for abstract teaching, and considerations 
for syllabi planning. Williams (1999) investigated the Results sections of eight medical 
RAs and developed materials for undergraduate students. More recently, after their 
analysis of 60 computer science RAs, Chang and Kuo (2011) created computer-based 
materials to teach RA writing to computer science graduate students. Similarly, Hsieh 
and Liou (2008) developed computer-based materials for English abstract writing based 
on their analysis of 100 abstracts in applied linguistics.  
 As seen from the brief summary of the studies mentioned above, some researchers 
(e.g., Chang & Kuo, 2011) have developed computer-based materials to assist graduate 
students’ RA writing. Moreover, natural language processing (NLP) techniques have 
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been used to reduce the amount of human resources needed for large-scale data analyses 
and provide a means of implementing research findings of genre analysis in automated 
writing evaluation (AWE) tools, that offer automatic feedback to learners. For example, 
Cotos (2010) developed an AWE tool based on Swales’ CARS (Create-A-Research-
Space) model (1990) to facilitate students’ writing in the Introduction sections. 
 Similarly, this dissertation uses genre analysis to investigate the genre of 
engineering RA abstracts with the aim of developing a tool to help engineering students.  
To explain this dissertation and its organization, below I present the statement of the 
problem, purpose of the dissertation, significance of the dissertation, and finally, the 
outline of the dissertation. 
1.1. Statement of the Problem 
In recent years, Taiwan has been dedicated to improving the quality of research 
and education so it can become globally competitive. Since 2006, the Ministry of 
Education of Taiwan has conducted the project, “Development Plan for World Class 
Universities and Research Centers of Excellence.” The purpose of this project has been to 
improve Taiwanese education and its reputation in the world. The English language is 
required in this EFL context to achieve this goal. Hence, students’ graduation 
requirements have been changed accordingly to equip them with the abilities required by 
Taiwan’s international role. Also, because of this project, more and more Taiwanese 
universities have been listed in the Essential Science Indicators (ESI) (Huang, 2007, 
2008, 2009, 2010, 2011), a publication that only includes the global top 1% institutions 
serving 22 academic disciplines, based on the following criteria:  “The chief indicators of 
productivity (overall influence) are journal article publication counts. Total citation 
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counts and cites per paper are indicators of influence and impact (weighted influence)” 
(ISI Web of Knowledge, 2009). According to Huang (2011), 41 universities in Taiwan 
have been listed, and 30 of them were engineering universities, which was the most 
among the 22 disciplines. If many universities are listed in one discipline, then it is 
implied that this country has a sophisticated development of this discipline.  
Ironically, engineering students in Taiwan have traditionally been considered a 
group that would not need English to succeed. Engineering undergraduate students do not 
study discipline-specific English as a course, but only introductory-level English as a 
general course. One possible explanation is that incoming graduate students are not 
required to have English proficiency in many of the programs. This situation leads to the 
problem that graduate students are not equipped with the ability to write appropriate 
English academic prose for their dissertations, international journal publications, or 
conference presentations. At this point, it is difficult for them to utilize English 
functionally, because some of them might not have paid attention to English learning for 
a long time, and most of their time is invested in their content area. However, due to the 
requirements for theses and dissertations, as well as international journals and conference 
publications, the language barrier becomes a burden for the students. Not having spent 
sufficient time on learning English as undergraduates, graduate students discover that 
they are required to demonstrate English proficiency as one of the requirements for their 
graduation. 
To understand the academic needs of Taiwanese engineering graduate students, I 
conducted a needs analysis as my pilot study (Feng, 2013) in preparation for this 
dissertation research. The results from a questionnaire and the interview responses from 
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students and professors at a Southern Taiwan university showed that doctoral students 
must produce English abstracts for their dissertations, publish international journal 
articles, and present their research at international conferences to fulfill their graduation 
requirements. The results from the professors’ responses to the questionnaires and 
interviews revealed their thoughts about the need for students to focus on tenses, voices, 
and multi-word combinations, and to follow an abstract’s structure established in 
discipline-specific discourse. Unfortunately, no formal academic English courses were 
offered at this university to assist the students. They would typically need to rely on 
advice from their major professors who, understandably, deal more with the content and 
less with the linguistic and rhetorical means of the expression of the content. 
As the discussion above illustrates, Taiwanese engineering graduate students must 
write English abstracts to succeed in academia, but there are insufficient resources 
available to them. One potential solution to address this shortage of resources is to 
leverage technological advancements and develop computer-assisted language learning 
(CALL) systems, such as automated writing evaluation (AWE) tools that could provide 
automated feedback to students’ writing. The pedagogical use of AWE tools, such as 
Criterion®  and MyAccess!, have been investigated, with findings pointing towards 
positive impact on writing improvement (e.g., Attali, 2004; Ebyary & Windeatt, 2010; 
Elliot & Mikulas, 2004; Li, Feng, & Saricaoglu, in press; Rock, 2007; Wang, 2013; 
Wang, Shang, & Briody, 2013). However, these two tools do not address discipline-
specific writing.  
Limited research and development have been directed toward creating AWE tools 
to assist discipline-specific writing. To my knowledge, no current AWE tools specifically 
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address RA abstract writing. The only AWE tool available for graduate-level research 
writing is Research Writing Tutor (RWT) (Cotos, 2014b; Cotos, Gilbert, & Link, 2012). 
RWT provides feedback for the Introduction, Method, Results, and Discussion sections 
of RAs. However, RWT does not evaluate abstracts, nor is it available to any student 
outside Iowa State University. The aim of the present dissertation is to fill this gap in 
research and technology development, and address the needs that Taiwanese students 
have in academic writing development. 
1.2. Purpose of the Dissertation 
In view of the lack of appropriate solutions to the problem stated above, this 
dissertation was dedicated to developing and evaluating an effective pedagogical 
intervention to facilitate Taiwanese engineering graduate students’ abstract writing. This 
intervention took the form of an iteratively-developed AWE tool that is capable of 
feedback provision focusing on the structure of abstracts, the use of lexical bundles in 
rhetorical moves, and the choices of verbs categories. Completing an end-to-end design-
based iteration, the AWE tool was implemented in a real classroom setting. Finally, 
following Chapelle’s CALL evaluation framework (2001), the effectiveness and 
appropriateness of the AWE tool was evaluated based on learners’ abstract writing 
performance.  
1.3. Significance of the Dissertation 
 This dissertation contributes significantly to the field of applied linguistics in 
several ways. First, it responds to Taiwanese engineering graduate students’ needs in 
writing English abstracts for their academic success. It is not only a study to investigate 
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the possibility of a pedagogical intervention, but also one that has actually created, 
implemented, and evaluated a viable prototype of an AWE tool to solve a real-world 
problem. Additionally, this dissertation proposes a set of novel quantitative metrics and a 
procedure for the selection of an appropriate move schema for analysis of a particular 
genre. Moreover, this dissertation examines the use of lexical bundles and the choice of 
verb categories (i.e., tense, aspect, and voice) in engineering abstracts. Furthermore, the 
AWE tool has been developed according to research findings from a representative 
corpus of 480 engineering RAs rather than based on language teachers’ intuitions only. 
Finally, this dissertation contributes more broadly to the literature on AWE tool 
development, implementation, and evaluation. 
1.4. Outline of the Dissertation 
 This dissertation has four chapters. Chapter 1 describes the background of the 
dissertation, statement of the problem, purpose of the study, and significance of the study. 
Chapter 2 examines the existing body of scholarship directly related to the current study. 
It introduces the notions of data-driven learning, genre analysis, rhetorical moves, natural 
language processing, lexical bundles,  verb categories, AWE tools, approaches to 
evaluation thereof, and the Design-Based Research (DBR) paradigm employed as the 
methodological framework in this dissertation.  
Chapter 3 describes six design iterations within this dissertation. The first iteration 
covers the collection and initial analysis of the corpus. Here, I describe the corpus 
compilation process and present information about the corpus used in subsequent 
iterations. The second iteration focuses on genre analysis of engineering RA abstracts. It 
depicts the metrics I devised to evaluate the fit of two move schemata for the analysis of 
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this specific genre. The third iteration revolves around an attempt at automated text 
classification of moves in engineering RA abstracts. A Support Vector Machine (SVM) 
classifier is trained by using the corpus introduced in the first iteration to classify moves 
in abstracts. The fourth iteration focuses on the extraction of lexical bundles associated 
with moves in abstracts. It presents the frequency analysis of lexical bundles associated 
with moves. The fifth iteration focuses on verb categories (i.e., tense, aspect, and voice) 
associated with moves in abstracts. The final iteration illustrates the implementation of 
the AWE tool in a real-world setting where Taiwanese engineering graduate students 
wrote their RA abstracts using the tool. The AWE tool is evaluated by following 
Chapelle’s CALL evaluation framework (2001). 
 Finally, Chapter 4 concludes with the contributions from this dissertation, the 
design principles based on the results of the six design iterations, a plan for the AWE tool 
revision, limitations of this dissertation, and future directions. 
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CHAPTER 2 
BACKGROUND FOR THE STUDY 
In Chapter 1, the statement of the problems and my pilot study (Feng, 2013) in 
preparation for this dissertation research conclude that Taiwanese engineering graduate 
students are disadvantaged because of their lack of training in writing abstracts in 
English. To fill in this gap, the present dissertation will focus on developing a 
pedagogical intervention to address the needs of the target student population and 
leverage the state-of-the-art in applied linguistics and technology. 
Chapter 2, I will review the existing body of scholarship in the areas related to the 
focus of this dissertation. By situating the present study in the larger context of present-
day descriptive linguistics, which relies on corpora as its primary source of data for 
linguistic generalization, I will attempt to show a corpus-based methodology is germane 
for the purposes of the present study. I will proceed by addressing specific ways of 
analyzing corpus data, such as genre analysis, statistical natural language processing, 
analysis of formulaic language, and statistical analysis of grammatical categories. 
Chapter 2 concludes by presenting a framework that will inform the development and 
evaluation of the proposed intervention by insights from the theory of second language 
acquisition (SLA), computer-assisted language learning (CALL), and the design-based 
research (DBR) paradigm. 
2.1 Corpora in Applied Linguistics 
In the past, language teachers and textbook authors used to rely primarily on their 
own intuitions for selecting important and relevant aspects of the target languages to base 
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their instruction. However, their intuitive perceptions were not infallible, which could 
lead to biases negatively impacting learning outcomes. Nowadays, however, corpus 
methods of language analysis can inform language teaching and learning practices by 
providing evidence about language use from large amounts of authentic texts (McEnery, 
Xiao, & Tono, 2006). 
A common definition of a corpus is “a collection of sampled texts, written or 
spoken, in machine-readable form which may be annotated with various forms of 
linguistic information” (McEnery, Xiao, & Tono, 2006, p. 4). Usually, researchers collect 
corpora with a specific purpose in mind. Bennett (2010) listed eight types of corpora 
based on their purposes and corresponding forms: generalized, specialized, learner, 
pedagogic, historical, parallel, comparable, and monitor corpora. A generalized corpus is 
a sample corpus, which attempts to “present the normal linguistic features of a language 
or variety in approximately the proportions found in general use” (O’Keeffe & 
McCarthy, 2010, p. 20). It is “often very large, more than 10 million words, and contain a 
variety of language” (Bennett, 2010, p. 13). For example, the British National Corpus 
(BNC) is a popular generalized corpus. The BNC contains 100 million words of British 
English gathered from the 1980s to 1993. It is part-of-speech tagged and provides texts 
gathered from spoken sources and written sources, including fiction, magazines, 
newspapers, and academic journals (The British National Corpus, 2007).  
Unlike generalized corpora, a specialized corpus “contains texts of a certain type 
and aims to be representative of the language of this type” (Bennett, 2010, p. 13). It can 
be large or small, depending on the purpose of the corpus. For instance, the Michigan 
Corpus of Academic Spoken English (MICASE) is a spoken corpus collected from 152 
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transcripts of recorded conversations (around 1.8 million words) from a university setting 
(Michigan Corpus of Upper-level Student Papers, 2009). Meanwhile, the Corpus of 
Research Articles (CRA), at 5.6 million words, is comprised of 780 journal articles 
representing 39 disciplines (Corpus of Research Articles, n.d.).  
Because computers make it possible to conduct quick searches of target features 
in large corpora, linguists and language teachers leverage corpora as tools that allow for 
insights into how language is actually used in authentic contexts., Known as ‘Data-
Driven Learning’ (DDL), one prominent pedagogical approach defined by Johns and 
King (1991) as “the use in the classroom of computer-generated concordances to get 
students to explore regularities of patterning in the target language, and the development 
of activities and exercises based on concordance output” (p. iii). ‘Concordance output’ is 
the result that students obtain after searching a corpus. Therefore, DDL is an inductive 
approach to language learning in that students can search for specific language usages in 
corpora, study the results, and make generalizations from the concordance output (Yoon 
& Hirvela, 2004).  
Studies in second language writing have shown the potential of using DDL to 
facilitate writing. It was shown that generalized corpora can provide useful authentic 
materials that assist students in becoming more proficient writers (Chambers & 
O’Sullivan, 2004; Feng, 2014; Gilmore, 2008; O’Sullivan & Chambers, 2006; Yoon & 
Hirvela, 2004). Chambers and O’Sullivan (2004), and O’Sullivan and Chambers (2006) 
reported corpus consultation by French learners in writing at the undergraduate level and 
found the learners were able to successfully make revisions to several error types. Yoon 
and Hirvela (2004) investigated how 22 ESL students (4 undergraduate and 18 graduate 
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students) used concordance lines to facilitate their writing and found students perceived 
this approach positively. Gilmore (2008) trained 45 English learners of Japanese to use 
corpora to revise errors identified by their teacher, and found that 61% of corrections 
made the sentences sound more natural. Feng (2014) reported three ESL graduate 
students’ successful correction of error types, clear patterns of consulting corpus, and 
positive attitudes towards corpus consultation.  
Specialized corpora, like generalized ones, have been successfully applied to 
DDL. For instance, specialized corpora have been introduced as a learning tool to 
graduate students for their research writing (Lee & Swales, 2006; Sun, 2007). Lee and 
Swales (2006) taught six PhD students how to retrieve and analyze information from 
corpora and asked them to compile two corpora for self-comparison, one was from their 
own writing, and the other one was from expert writing (e.g., published journal articles). 
In the end, each PhD student investigated topics of interest in their self-collected corpora 
and presented the results to their classmates. The students also reported that corpus-based 
tasks raised their rhetorical awareness and they expressed a willingness to consult corpus 
for their future work. Additionally, Sun (2007) developed a Scholar Writing Template 
(SWT) for Taiwanese graduate students in various majors to assist their journal 
publication writing by consulting specialized corpora. Students collected their own 
corpora, identified moves and key expressions in each move, and uploaded the 
information in the system so they could search for the content when they wrote different 
sections of papers. From the survey responses and interviews, students indicated that they 
found the system useful and favorable.  
13 
 
While in the DDL approach, students learn to consult corpora directly. Reference 
books for language learning have also been increasingly relying on corpora. For example, 
Hunston and Francis (2000) devised a corpus-driven methodology of discovering lexical 
and grammatical patterns. Two reference books were published based on their research: 
Grammar Patterns 1: Verbs (Francis, Hunston, & Manning, 1996) and Grammar Patterns 
2: Nouns and Adjectives (Francis, Hunston, & Manning, 1998). These two reference 
books reveal the inseparable characteristics between lexis and grammar, and provide 
insights for language teachers.  
Furthermore, specialized corpora have been used for materials development. For 
example, corpus-informed materials have been developed for research article (RA) 
writing (Cotos, 2014b; Hsieh & Liou, 2008). Hsieh and Liou (2008) collected 100 RA 
abstracts (50 from journal papers, and 50 from conference papers) as their corpus and 
analyzed the move distribution in each abstract, and collocations and lexical bundles in 
each move. Using the results of the corpus analysis, they designed an online abstract-
writing unit for Taiwanese graduate students in applied linguistics. The students 
successfully revised their abstracts by changing and adding sentences, but their use of 
lexical bundles in each move was not reported. A team led by Cotos (2014b) collected 
900 articles from 30 disciplines as her corpus and developed a software application called 
the Research Writing Tutor (RWT). RWT is capable of performing automatic rhetorical 
analysis for four article sections (Introduction, Methodology, Results, Discussion & 
Conclusion sections) based on an annotated specialized corpus. By providing automated 
feedback on rhetorical functions in student writing, RWT helps students improve the 
rhetorical organization of their articles. RWT also has a concordance feature that allows 
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students to access its underlying manually-annotated specialized corpus; thus, 
implementing the direct DDL approach in research writing pedagogy. 
Summarizing the above-cited research, we can see that both the DDL approach 
(which introduces corpora as a learning tool that language learners can consult directly), 
and corpus-informed materials development have been found beneficial for language 
learning and teaching in general. More specifically, corpora have proved valuable in 
helping graduate students with their English academic writing in both ESL and EFL 
contexts. Therefore, this dissertation study will begin with analyzing the target language 
of engineering RA abstracts through collecting a representative specialized corpus of 
relevant expert writing (i.e., published RAs in the appropriate academic disciplines) and 
investigating linguistic features in that corpus. Since the corpus will be ultimately used to 
draw generalizations about the language of engineering RAs, it is important to consider 
the representativeness of the corpora for such generalizations to be reliable. According to 
Biber (1993), however, “a corpus must be ‘representative’ in order to be appropriately 
used as the basis for generalizations concerning a language as a whole” (p. 243). 
Representativeness of a corpus is defined in terms of “the range of text type in a 
language” and “the range of linguistic distributions in a language.” The former refers to 
“the boundaries of the population” — the inclusion and exclusion of texts from the target 
population; and “hierarchical organization within the population” —the categories and 
definitions of the included texts in a corpus (Biber, 1993, p. 243). The latter, the range of 
linguistic distribution in the language, is determined by the range of text types in a 
language, but also by the quantitative characteristics of texts, such as the number of 
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words per text sample, the number of samples per text, and the number of texts per text 
type. 
Since the corpus collected for this dissertation was specialized, it represents a 
particular genre of writing. The theory of Genre Analysis provides the necessary 
background for further linguistic investigation of this genre, since it is represented in the 
collected corpus. The next section will turn to the theory and methodology of Genre 
Analysis. 
2.2 Genre Analysis 
The notion of genre has been a focus of investigation in a variety of fields, such as 
folklore studies, literary studies, linguistics, sociology, education, and rhetoric. The term 
‘genre’ has been defined differently in various fields. For instance, Martin and Rose 
(2008), from the perspective of the Sydney School of functional linguistics, define genre 
as “a recurrent configuration of meanings,” which “enact the social practices of a given 
culture” (p. 6) and categorize genres into five families—stories, histories, reports, 
explanations, and procedures. 
In the field of applied linguistics, one of the most frequently used definitions of 
genre reads as follows: 
A genre comprises a class of communicative events, the members of which share 
some set of communicative purposes. These purposes are recognized by the 
expert members of the parent discourse community, and thereby constitute the 
rationale for the genre. This rationale shapes the schematic structure of discourse 
and influences and constrains choice of content and style. (Swales, 1990, p. 58) 
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That is to say, writers/speakers demonstrate a sense of belonging to a discourse 
community by designing texts according to norms established in this community to 
deliver messages efficiently. Expert members of this community would judge whether 
what is conveyed belongs to this community. The above-cited definition of genre will be 
adopted as the working definition for the present dissertation study. 
In applied linguistics, the use of “linguistic features of language varieties” and 
“communicative purposes and effects” in genres of academic discourse has been 
investigated, and the findings have been applied to teaching non-native speakers of 
English (Bawarshi & Reiff, 2010, p. 42). Such systematic inquiry into genres has been 
termed “genre analysis.” Bhatia (1993, p. 26) defined genre analysis as “the study of 
situated linguistic behaviour in institutionalized academic or professional settings.” 
Swales (1990) proposed applying genre analysis to English academic research writing. 
He presented concrete pedagogical implications in his book: Genre Analysis: English in 
Academic and Research Settings (Swales, 1990). Specifically, he developed the Create-
A-Research-Space (CARS) model to teach writing of the introduction section of RAs to 
ESL graduate students in the U.S. He also described how this model can be applied in a 
real teaching context and how it can serve as a sample calling for research attention. 
Researchers and practitioners (e.g., Cotos, 2010; Cotos, Huffman, & Link, 2015) 
use the CARS model, since its introduction by Swales (1990). When developing the 
CARS model, Swales used the term “move” (sometimes also called “rhetorical move”) to 
describe how Introduction sections of RAs are structured. Swales defined “move” as “a 
discoursal or rhetorical unit that performs a coherent communicative function in a written 
or spoken discourse” (Swales, 2004, p. 228). Studies in genre analysis in ESP frequently 
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use this term to describe communicative purposes in academic discourse. For example, 
Cotos, Huffman, and Link (2015) analyzed 900 RAs representing 30 academic 
disciplines. They used Swales’ CARS model for the analysis of the Introduction section, 
and developed novel move schemata for the Methods, Results, and 
Discussion/Conclusion sections of RAs. Their moves “specify the communicative 
purpose and also include indications of content” (p. 4). In the present study, I will adopt a 
working definition of ‘move’ (or ‘rhetorical move’) as a genre-specific unit of discourse 
that performs a certain communicative function. From the practical standpoint, following 
the tradition established by previous researchers, this study will discuss ‘labeling’ each 
sentence of the text with one or more moves, which is to say that this sentence belongs to 
that move based on its rhetorical function in the discourse. The rhetorical structure of a 
genre, then, can be described in terms of a ‘move schema’, which is a list of all possible 
moves that comprise discourses within the genre. 
The present study deals specifically with RA abstracts, which can be argued as an 
important genre of academic writing. According to the American National Standards 
Institutes (ANSI), an abstract is “a brief and objective representation of a document or an 
oral presentation” (ANSI, 2015, p. 1). Other scholars see an abstract is an independent, 
concise, and precise text, which presents its original document in brief but provides 
important information to readers (Bhatia, 1993; Day, 1998; Huckin, 2006; Van Dijk, 
1980). Usually, an abstract consists of four components: Purpose, Methodology, Results, 
and Conclusions (ANSI, 2015; Bhatia, 1993; Cleveland & Cleveland, 2013; Day, 1998; 
Skolits, Brockett, & Hiemstra, 2011; Weil, 1970). Journal editors (Hyland, 2004; e.g., 
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American Sociological Association, Journal of Health and Social Behavior, Medicine) 
often explicitly mention these four components for paper submission guidelines.  
Swales and Feak (2004) suggested that the abstract, like other sections in RAs, 
can be treated as a sub-genre of RAs. However, unlike other sections, an abstract can 
stand alone as a separate text (Gratez, 1982; Huckin, 2006), for example, in the case of 
conference and dissertation (thesis) abstracts. Compared with other sections in RAs, 
studies that focus on moves in abstracts are relatively scarce. Most studies have focused 
on the rhetorical analysis on moves in all or some of the sections of journal articles (e.g., 
All sections and abstract: Chang & Kuo, 2011; All sections but no abstract: Cotos, 
Huffman, & Link, 2015; Kanoksilapatham, 2003, 2005, 2007; Nwogu, 1997; 
Introduction: Lakic, 2010; Shehzad, 2005; Swales, 1981, 1990, 2004; Results: Williams, 
1999). For example, Chang and Kuo (2011) analyzed the Abstract, Introduction, Method, 
Results, and Discussion sections in 60 computer science RAs. Kanoksilapatham (2003, 
2005, 2007) investigated moves in the Introduction, Method, Results, and Discussion 
sections in biochemistry RAs. As for individual sections, Lakic (2010), Shehzad (2005), 
and Swales (1981, 1990, 2004) investigated the Introduction section. Lakic (2010) 
developed a move schema for an economics RA Introduction section based on Swales 
(1981, 1990). In addition, Williams (1999) investigated eight medical RAs’ Results 
sections to develop materials for undergraduate students.  
On the other hand, studies on the rhetorical structure of abstracts are relatively 
few (Anderson & Maclean, 1997; Chang & Kuo, 2011; Cross & Oppenheim, 2006; 
Gratez, 1982; Hsieh & Liou, 2008; Hyland, 2004; Salager-Meyer, 1992; Tseng, 2011). In 
these studies, abstracts have been analyzed using different schemata of moves. For 
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example, to analyze RA abstracts in eight disciplines, Hyland (2004) developed a five-
move schema based on previous literature and his classification. He described his 
procedure of developing the schema as follows.  
First, I went through the entire corpus examining each abstract several times to 
get a feel for the overall organization of the abstracts and to identify recurring 
rhetorical patterns. The literature on abstract moves discussed above was useful in 
establishing a classificatory framework. I then marked the moves with coloured 
highlighter pens, an effective if rather labour-intensive and low-tech method. To 
check for inter-rater reliability, the specialist informants were also asked to 
categorise move functions in several of the abstracts from their disciplines, and a 
colleague independently carried out an analysis of 10 per cent of the abstracts 
randomly taken from the corpus. A cross-check with my categorizations showed 
an agreement in 85 per cent of cases. (p. 66)  
 
The five-move schema Hyland identified was Introduction, Purpose, Method, Product, 
and Conclusion. The function of each move is shown in Table 2.1 (Hyland, 2004, p. 67). 
Hyland found 60% of physics and engineering RAs adopted the Purpose-Method-Product 
pattern; whereas, 75% of humanity/social science RAs practiced the Introduction-
Purpose-Product pattern. However, his results also showed that less than five percent of 
abstracts contained all five moves. 
Without developing their own schema, Cross and Oppenheim (2006) examined 12 
protozoological abstracts following a five-move schema adopted from Dos Santos’ 
(1996) five-move pattern for abstracts. They concluded that only 33% of the abstracts 
contained Introduction/Background, which suggested that this move might be optional, 
since scientists preferred to present the new information rather than the old. 
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Table 2.1 
 
A classification of moves in article abstracts 
Introduction Establishes context of the paper and motivates the research or 
discussion. 
Purpose Indicates purpose, thesis or hypothesis, outlines the intention behind the 
paper. 
Method Provides information on design, procedures, assumptions, approach, 
data, etc.  
Product States main findings or results, the argument, or what was 
accomplished. 
Conclusion Interprets or extends results beyond scope of paper, draws inferences, 
points to application or wider implications. 
 
Similarly, most of the studies on abstracts followed the move schema adopted or 
adapted from previous research, but did not make modifications to conduct their analyses. 
Anderson and Maclean (1997) examined the five moves (Background, Purpose, Method, 
Results, and Conclusion) that Weissberg and Buker (1990) stated as “the typical 
information format of an abstract” in their textbook (p. 186). Also, Tseng (2011) adopted 
the five-move pattern from Santo’s (1996) and Swales and Feak’s (2004) moves. 
Interestingly, Salager-Meyer (1992) followed a four-move schema based on “‘Guidelines 
for Authors’ in scholarly journals, scientific style manuals, and ‘Rules for Submitting 
Abstracts’ at conferences” (p. 96).   
On the other hand, some studies adopted the move schema from previous 
research, but made changes according to their situations. Chang and Kuo (2011), and 
Hsieh and Liou (2008) adapted their move schema from previous literature and integrated 
more moves when analyzing their abstracts to the total of seven and six moves, 
respectively. Studies on genre analysis in abstracts are summarized in Table 2.2. 
Summarizing prior research presented above, we note the lack of an established 
formal procedure for evaluating move schemata in terms of their appropriateness for the  
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Table 2.2 
 
Summary of studies on moves in abstracts 
Author(s) Year Discipline # of abstracts Move 
schema* 
Gratez  1982 various disciplines  87 IMRD 
Salager-Meyer 1992 medicine 84 SPMRCRCD 
Anderson & 
Maclean 
1997 medicine 80 IPMRC 
Hyland 2004 8 disciplines 800 IPMPC  
Cross & 
Oppenheim 
2006  protozoology  12 IPMRC 
Hsieh & Liou  2008 applied linguistics 50 BGPMRC 
Chang & Kuo 2011 computer science 60 BGPLMRC 
Tseng 2011 applied linguistics 90 BAMRC 
*Note. 
CARS (3 moves): Establishing a territory, Establishing a niche, Occupying a niche. 
IMRD (4 moves): Introduction, Method, Results, Conclusion. 
IPMPC (5 moves): Introduction, Purpose, Method, Product, Conclusion. 
IPMRC (5 moves): Introduction, Purpose, Method, Results, Conclusion. 
BAMRC (5 moves): Background, Aim, Method, Results, Conclusion. 
BGPMRC (6 moves): Background, Gap, Purpose, Method, Results, Conclusion. 
BGPLMRC (7 moves): Background, Gap, Purpose, Literature Review, Method, Results, Conclusion. 
SPMRCRCD (8 moves): Statement of the problem, Purpose, Method, Results, Conclusion, 
Recommendations, Case presentation, Data synthesis.  
 
description of any particular genre of discourse. In most of the studies, researchers either 
adopted or adapted move schemata from other studies, and then directly applied them to 
their own research without further evaluation. Justifications for the use of a particular 
move schema, if at all present, are qualitative and can be argued as subjective. Therefore, 
one of the tasks for this study was to develop a more rigorous procedure for the selection 
of a suitable move schema, and to develop an argument for the appropriateness of such 
procedure. More specifically, for the genre of RA abstracts, it would be important to 
compare the CARS schema and the IMRD schema to determine which would be more 
appropriate for the description of this particular genre (Cotos, 2014a). 
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Furthermore, one approach was found productive in genre analysis—Natural 
Language Processing (NLP)—that automates routine linguistic tasks and allows large 
amounts of data contained in corpora to be processed within a reasonable timeframe. 
Section 2.3 will present an overview of NLP as it applies to the scope of the present 
study. 
2.3 Natural Language Processing 
Generally speaking, as a direction of scientific inquiry and engineering, Natural 
Language Processing (NLP) was developed in the 1940s. It gained attention because of 
the increasing importance of fast, accurate translation after World War II, and the 
emergence of technologies that could automate such translation with the use of computers 
(Jones, 1994). At first, the driving assumption underlying NLP was “the grammar of 
English can be defined and used to parse any portion of the language” and “contextual 
knowledge can be stored and used for automated elucidation of meaning” (Martinez, 
2010, p. 352). However, after researchers devised complex sets of formal rules that were 
supposed to capture the human linguistic competence, it soon became clear that the 
creativity and ambiguity of natural language could not be completely covered by such 
formal rule models. 
Starting in the late 1980s, the statistical approach to NLP (StatNLP) has aimed to 
detect common patterns in language by using stochastic, probabilistic, and statistical 
methods, because language does not always follow rules that can be easily formalized. 
Machine learning in StatNLP algorithms has increased the feasibility of automated 
language processing. Instead of hand-coded rules, this approach allows for formal 
linguistic generalizations to be automatically derived from a given tagged or untagged 
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corpus. Several NLP tasks have been approached applying this method, such as parsing, 
part-of-speech tagging, machine translation, automatic summarizing, and text 
classification (Manning & Sch tze, 1999). 
 One of the classical problems frequently addressed with StatNLP is the text 
classification task. In this task, a computational system is built to assign one or more 
categories to input texts. Common examples of the text classification task include 
determining the gender of the text author, identifying attitudes (or sentiments) of movie 
reviews, or filtering spam emails. The text classification task can be performed with three 
approaches—supervised, semi-supervised, and unsupervised. All three approaches rely 
on a corpus (called the ‘training corpus’), the difference being whether the training 
corpus is fully tagged, partially tagged, or not tagged (Baharudin, Lee, & Khan, 2010). 
‘Tagging’ here refers to annotation relevant for the purposes of the classification task and 
is usually completed manually on the training corpus. For example, a training corpus for 
the spam classification task will contain emails judged as ‘spam’ and ‘non-spam’ by 
human experts. 
A popular, powerful approach to supervised machine learning frequently used in 
the text classification task is the so-called ‘Support Vector Machines’, or SVMs (Cortes 
& Vapnik, 1995; Cristianini & Shawe-Taylor, 2000; Joachims, 1998; Vapkins, 1998). 
The SVM “is an abstract learning machine which will learn from a training data set and 
attempt to generalize and make correct predictions to novel data” (Campbell & Ying, 
2011, p. 1). Based on the training data set, the SVM is trained to make binary decisions 
(whether or not a particular item belongs to the category of interest) for the new data. The 
SVM works by mapping data points from the training data set in a multi-dimensional 
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feature space so a gap (called ‘the hyperplane’) is identified, which separates the category 
of interest from the remaining items in the data set. Among all the mapped data points, 
support vectors describe the nearest data points to this hyperplane. The SVM 
discriminates the new data and assigns categories to them based on the position of the 
new data points in relation to this hyperplane (Kecman, 2005). As with most machine 
learning approaches, when SVMs are utilized in practice, each object (data point) is 
represented by a vector of quantifiable ‘features’, or relevant parameters that 
meaningfully describe the object. 
Joachims (1998) presented four pieces of theoretical evidence to show that SVMs 
should work better than other approaches to text classification tasks. First, SVMs rely on 
“high dimensional input space,” which means they can deal with a large number of 
features, which is typically the case in NLP. At the same time, SVMs still can use “few 
irrelevant features” from the training data set. Also, they can deal with the situation when 
the training data set is sparse, that is, there are relatively few data points that illustrate the 
category of interest. Finally, because “most text categorization problems are linearly 
separable,” it matches the characteristics of SVMs (pp. 139-140). 
In applied linguistics, StatNLP-based text classification techniques have been 
applied to genre analysis. For instance, Pendar and Cotos (2008) conducted an automated 
text classification task by applying SVM as their classifier to categorize sentences into 
moves from CARS schema (Swales, 1990) in Introduction sections of RAs. They 
prepared a training corpus, which contained 401 Introduction sections in 20 disciplines, 
that is 267,029 words long, leading to 11,149 sentences as data points. They utilized 
unigrams, bigrams, and trigrams as the input features for their SVM classifier. Their 
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results suggested that the unigram models lead to the best recall and the trigram models 
resulted in the best precision. Bigrams might increase recall, but at the same time 
decrease precision because there were more frequent bigrams than unigrams or trigrams. 
The reported accuracy of classification was between 60% and 80%. 
Taking one step further, Cotos’ (2010) group used the SVM classifier to identify 
non-native graduate students’ writing in Introduction sections. They further applied this 
technique to the Methods, Results, and Discussion/Conclusion sections of RAs in the 
Research Writing Tutor (RWT) project, which is a computer-assisted language learning 
(CALL) tool that performs automatic identification of rhetorical moves in student writing 
(Cotos, 2014a). 
The scholarship reviewed in this section demonstrates that, firstly, there are solid 
theoretical justifications for the appropriateness of the SVM as a supervised StatNLP 
approach to the text classification task; secondly, previous studies successfully employed 
the text classification task within genre-analysis research, specifically dealing with the 
genre of RAs; finally, well-performing classifiers that can automatically classify the 
rhetorical moves in learner writing based on manually annotated training corpora can be 
used as the basis for the development of CALL tools. Therefore, one of the goals of this 
dissertation was to train an SVM classifier to categorize sentences in RA abstracts 
following the initial corpus collection and genre analysis research. 
A potential drawback of using StatNLP classifiers trained on corpora of 
professional writing to predict (i.e., to automatically classify) the rhetorical moves in 
learners’ writing might be the fact that the classifier would be looking for certain 
linguistic features in learners’ writing. However, these might not be present because the 
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learner is not very proficient in this particular genre. Therefore, an important direction for 
research informing the design of an effective pedagogical intervention for the purposes of 
this study is a more in-depth analysis of the linguistic features that are associated with 
rhetorical moves in the target genre. Section 2.4 discusses the area of inquiry that focuses 
on Formulaic Language analysis and presents an argument for its importance in the scope 
of this study. 
2.4 Formulaic Language 
Corpus linguists have studied phraseology (or formulaic language) in different 
genres extensively (e.g., Biber, 2009; Biber, Johansson, Leech, Conrad, & Finegan, 1999; 
Cortes, 2004; Nattinger & DeCarrico, 1992; Salazar, 2014; Sinclair, 1991; Wray, 2002). 
Many phraseologists, such as Pawley and Syder (1983), believe that “nativelike 
selection” is the key to “nativelike fluency” and can often be traced to the use of 
formulaic language (p. 192). Research in cognitive linguistics suggests that native 
speakers already store word combinations as chunks in their brain (Conklin & Schmitt, 
2012). When producing speech, native speakers retrieve these chunks directly and 
express meaning in a manner that is “not only grammatical but also natural and 
idiomatic” (Richards & Schmidt, 1983, p. 187). Learning formulaic language could 
benefit language learners to gain native-like characteristics (Cortes, 2006; Ellis, Simpson-
Vlach, & Maynard, 2008; Kazemi, Katiraei, & Rasekh, 2014; Wray, 2008; Wray & 
Fitzpatrick, 2010). Wray and Perkins (2000) defined a formulaic sequence as 
a sequence, continuous or discontinuous, of words or other meaning elements, 
which is, or appears to be, prefabricated: that is, stored and retrieved whole from 
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memory at the time of use, rather than being subject to generation or analysis by 
the language grammar. (p. 1) 
 
As stated by Coxhead and Byrd (2007), formulaic sequences have high 
pedagogical value for L2 learners for these reasons: 
(a) the word sets are often repeated and become a part of the structural material 
used by advanced writers, making the students’ task easier because they work 
with ready-made sets of words rather than having to create each sentence word by 
word; (b) as a result of their frequent use, such sets become defining markers of 
fluent writing and are important for the development of writing that fits the 
expectations of readers in academia; (c) these sets of words often lie at the 
boundary between grammar and vocabulary; they are the lexicogrammatical 
underpinnings of a language so often revealed in corpus studies but much harder 
to see through analysis of individual texts or from a linguistic point of view that 
does not study language-in-use. That is, teachers and students may not be aware 
that these important sets of words exist, or that they exist as often repeated sets 
rather than as individual words and need to be learned and used as sets. (pp. 134-
135) 
 
Formulaic sequences help language learners communicate with readers with more ease.  
Because they are efficient, necessary, and show a sense of inclusion in a community, they 
are worth being learned by non-native speakers. 
One way to determine formulaic language is to take a “frequency-based” 
approach (Durrant & Mathews-Aydınlı, 2011, p. 59); perhaps the best-known term used 
to denote a frequency-based approach is ‘lexical bundles’. Lexical bundles are defined as 
“the most frequently occurring sequences of words” in a genre (Biber, 2006, p. 134). 
Biber et al. (1999) originally suggested that the occurrence of a four-word word 
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combination must be 10 times per million words to be considered a bundle (p. 990). The 
longer the expressions, the smaller the cut-off point. However, these criteria are arbitrary 
and can change depending on the needs and purposes of a research project. For example, 
Biber and Barbieri (2007) used a frequency threshold of 40 times per million words as 
the threshold frequency to be considered a lexical bundle (p. 267).  
While frequency is a fairly reliable predictor of the formulaicity of language, it is 
not the only predictor. While an in-depth review of formulaic language is beyond the 
scope of this dissertation, there have been a number of studies that examine different 
measures of association between words; Gries (2013) provides an informative review of 
such measures and the characteristics of formulaic language that specific measures 
highlight. The main point here is that relying on only frequency as guidance in selecting 
formulaic language may overlook more idiomatic, tightly bound, less frequent formulas. 
As Moon (1998) pointed out, although idiomatic expressions are tightly bound formulas, 
they are relatively infrequent. Kick the bucket, for example, failed to make a single 
appearance in Moon’s 18-million-word corpus, which contained British English written 
and spoken texts, illustrating that this combination of words is rare despite its formulaic 
nature. Wray (2002) also stated that it would not be appropriate to determine formulaic 
language by frequency, since it is impossible to distinguish whether the authors really use 
this expression for formulaic meaning (e.g., keep your hair on for calm down, but not 
don’t remove your wig). Keeping Wray’s concerns in mind, Durrant and Mathews-
Aydınlı (2011) examined the move structure first in students’ papers, and then manually 
identified the purpose for each formulaic sequence with respect to the move structure. In 
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doing so, they were able to elicit a list of expressions matching move structures from 94 
students’ papers and to ensure only properly-used sequences were included in the list. 
Studies have investigated lexical bundles in different genres, such as doctoral 
dissertations and Master’s theses (Hyland, 2008), spoken discourse (Biber & Conrad, 
1999; Biber et al., 1999; Biber, & Barbieri, 2007; Neely & Cortes, 2009), freshman 
writing (Cortes, 2002), academic written discourses (Byrd & Coxhead, 2010), and RAs 
(Cortes, 2004, 2013; Laane, 2011; Wei & Lei, 2011). Cortes (2004) examined lexical 
bundles in published and student writing from history and biology. She found that the 
lexical bundles used in RAs were either not used in the students’ writing; or that the 
students used the same lexical bundles, but for different purposes. These findings have 
high pedagogical value in teaching proper formulaic sequences for students in history and 
biology. Therefore, Cortes (2006) trained undergraduate students in an intensive writing 
history class to use lexical bundles. Although no significant differences were found from 
pre- and post-tests scores, this training raised students’ awareness of native-like 
expressions.   
Because wordlists/phrases identified from a representative corpus are useful for 
students, studies have focused on materials development to present formulaic language to 
students (Chang & Kuo, 2011; Gratez, 1982; Jones & Haywood, 2004; Salazar, 2014). 
For instance, Gratez (1982) presented common phrases identified in the Introduction and 
Conclusion moves of 87 abstracts. Also, Simpson-Vlach and Ellis (2010) developed an 
Academic Formula List intended to be used in English for Academic Purposes (EAP) 
contexts. To determine and prioritize inclusion on their list and subsequent EAP 
instruction, they used not only threshold frequencies, but also drew on measures of 
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association and the input of experienced teachers in regard to the utility of candidate 
formulaic sequences. Finally, Salazar (2014) extracted lexical bundles in biochemical 
RAs and designed classroom activities with handouts for non-native scientists. 
Nonetheless, when Siepmann (2008) examined whether ‘multi-word discourse 
markers’ (e.g., to sum up, we may guess that) were listed in the index as entries of four 
monolingual dictionaries and five bilingual dictionaries, the findings suggested that most 
of them only appeared in examples. That is to say, researchers attempted to provide 
useful information of formulaic sequences for students to learn a language, but students 
could not benefit from these lists to improve their language use because the lists are not 
available for pedagogical use yet, or they are buried in academic journals that cater to a 
very specific audience (i.e., academics). Byrd and Coxhead (2010) also found that EAP 
teachers have difficulties in accessing details of how lexical bundles are utilized in 
research reports, such as the context of usage, and the extension from a shorter to a longer 
bundle. An additional consideration when teaching lexical bundles for publications is 
rhetorical function.   
Both rhetorical moves and lexical bundles are useful “as building blocks” for 
publication writing (Cortes, 2013, p. 35). Therefore, it would be advantageous to probe 
into this area and develop materials for abstract writing for engineering graduate students. 
To date, few studies have connected rhetorical moves in abstracts to phraseology 
(Anderson & Maclean, 1997; Chang & Kuo, 2011; Gratez, 1982; Hsieh & Liou, 2008). 
For instance, Hsieh and Liou (2006) developed an online teaching unit aimed at raising 
student awareness of an abstract’s structure in RAs in applied linguistics. They matched 
moves and phraseology in 50 abstracts and highlighted frequent formulaic sequences 
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found in each move. Their findings showed that students were able to change the 
sequences of their sentences to better fit the move structure presented to them in the 
online learning unit. Chang and Kuo (2011) also developed online materials, moves, and 
extracted wordlists, lexical phrase lists from 60 computer science RAs to teach computer 
science students research writing. However, neither study reported whether students 
made changes regarding the use of phraseology. 
Most of the studies investigated the connection between rhetorical moves and 
phraseology in the Introduction section (e.g., Cortes, 2013; Durrant & Mathews-Aydınlı, 
2011). For example, Durrant and Mathews-Aydınlı (2011) compared the use of formulaic 
language in the indicating structure step in Introductions between student writing and 
published journal articles in the social sciences. In the end, they found this step was used 
more by students than professional writers, but the published writing was more formulaic 
than student writing. Since there is a gap in publication writing experience between 
professional and novice writers, it is necessary to raise students’ awareness on both 
structures and the corresponding fabricated expressions. Consequently, Cortes (2013) 
linked lexical bundles to the moves in the Introduction section in various disciplines’ 
RAs. She noted some lexical bundles may serve as triggers for specific moves, while 
others would be used as comments or compliments to expressions. Although these 
findings are based on the Introduction section, they are still valuable for presenting the 
possibilities of connections between phraseology and moves. 
Research into formulaic language, on its own, focuses more on lexis than on 
grammar. Based on the outcomes of the needs analysis (Chapter 1), it is known that the 
grammatical categories in the target genre of writing might be an important focus for 
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successful pedagogy. Section 2.5 will focus on one aspect of grammar, namely, verb 
categories. 
2.5 Verb Categories 
 It is well-known that, although children acquire the grammar of their first 
language naturally and effortlessly, when it comes to learning second or a foreign 
language, explicit instruction is essential for successful grammar acquisition (Lightbown 
& Spada, 2013). While the word ‘grammar’ has been used in varying senses across 
different fields of linguistics, for the purposes of this study, the traditional view on 
grammar is adopted, that is, that the grammar (also termed ‘the grammatical system’) of a 
language consists of its morphology and syntax. Morphology comprises different ways 
words are built from morphemes and inflected; syntax describes how words can be 
combined together to create phrases, clauses, and sentences. Hudyakov (2005) notes that 
the word ‘grammar’ denotes the grammatical system of a language (e.g., ‘the English 
grammar’), and, by metonymy, the branch of linguistics that studies such system (e.g., 
‘English grammar’) and any textbook that describes such a system (e.g., ‘an English 
grammar’). 
 This section will focus on the grammatical categories of the English verb. I adopt 
the notion of the ‘grammatical category’ as a linguistic sign in the sense of Saussure 
(1959): a bilateral unit of language, which consists of the signifier (or ‘the form’) and the 
signified (or ‘the meaning’). When the grammatical category is treated as a sign, the 
signifier is its grammatical means (i.e., the means by which the respective meaning is 
conveyed), and the signified is its grammatical meaning (i.e., the abstract meaning shared 
by all linguistic units belonging to said grammatical category). For example, the 
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grammatical category of ‘plural number’ in English utilizes the following grammatical 
means: affixation (cat - cats), internal flexion (man - men), and external categorization 
(fish - fish). All three grammatical means are used to convey the same grammatical 
meaning of ‘plurality’. 
The Structuralist (Saussurean) approach to the notion of grammatical category 
contrasts the North American linguistic tradition of “empirical grammar” (Biber et al., 
1999), which emphasizes the distinction between form and function. In the empirical 
grammar tradition, for example, the term ‘tense’ refers to the forms (the signifiers) 
associated with meanings of time. There is no term that would refer to the category of 
tense in the Saussurean sense, that is, the combination of form and meaning. 
This section focuses specifically on the grammatical categories the English verb 
has in the Indicative Mood, which are: Tense, Aspect, and Voice. The view is adopted 
that the English verb has three tenses: Present, Past, and Future. This view is opposed by 
grammarians who believe that there is no “Future Tense” in modern English—so this 
calls for some justification. It is frequently believed that ‘shall’ and ‘will’ are modal 
verbs, and therefore the construction of ‘shall’ or ‘will’ followed by the simple form of 
the main verb is believed to be a modal way of expressing future time, rather than a 
grammatical ‘Future Tense’. Of course, this construction is only one of the ways the 
notion of future time can be expressed in English. It has a lot of synonymous syntactic 
constructions, such as “to be going to + V” (Bybee & Dahl, 1989). 
However, the primary argument in favor of recognizing the Future Tense as a 
grammatical category is that the modal verbs ‘shall’ and ‘will’ have been delexicalized 
(i.e., have lost their lexical meaning) and grammaticalized (i.e., have acquired 
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grammatical meaning and are now functioning as grammatically). It should be noted that 
although most grammatical means (such as affixation and internal flexion) are 
morphologic (synthetic), in some languages there are also syntactic (analytic) means for 
expressing grammatical categories, such as word reduplication and auxiliary words (cf. 
буду читать ‘will read’ in Russian, which is universally acknowledged to be a form of 
grammatical Future Tense, even though it is expressed by an auxiliary verb буду 
followed by the infinitive читать). Grammaticalization of ‘shall’ and ‘will’ in the English 
language explains the induced norm of using them in complementary distribution since 
the 18th centuries (‘I shall’ vs. ‘you will’) (Fries, 1925; Hulbert, 1947), as well as the use 
of contracted forms (’ll) which only happens in auxiliary, grammaticalized words in 
English (Blokh, 1983; Bybee, Perkins, & Pagliuca, 1994; Smirnitsky, 1959; van Ostade, 
1985).  
Because Chinese is a tenseless language (Hinkel, 1997; Lin, 2006), which means 
that verbs in Chinese are not explicitly marked for tense (Bastiaanse, 2013), the proper 
use of tense (and, by extension, aspect and voice) to indicate time and manner of an 
action in English should be explicitly explained to Chinese learners. 
The use of verb categories in engineering abstracts has been investigated in a 
number of studies (Cross & Oppenheim, 2006; Gratez, 1982; Salager-Meyer, 1992; 
Tseng, 2011). Researchers have studied the verb categories, including person, tense, 
aspect, modal verbs, and voice to describe the characteristics of abstracts. Gratez (1982) 
investigated Introduction and Conclusion moves in 87 abstracts from various disciplines 
and found that Introduction sentences used “perfect tense” (17%) and “passive 
construction” (25%) (p. 16); whereas Conclusion sentences were “present tense” (10%) 
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and “passive construction” (18%) (p. 15). It can be seen that not all sentences were 
analyzed in terms of moves and verb categories. Gratez (1982) concluded that abstracts 
are “characterized by the use of past tense, third person, passive, and the non-use of 
negatives” (p. 23). Although research (e.g., Salager-Meyer, 1992) has found counter 
examples of the claim made by Gratez, it has shown that patterns of the use of verbs in 
abstract writing exist. Salager-Meyer (1992) investigated the use of verb tenses and 
modals in eight moves in 84 abstracts in medicine. It was found that Statement of the 
problem used present active and present perfect passive tenses; Purpose used past active 
and present active tenses; Method majorly used past passive tense; Results largely used 
past active tense; Conclusion used present tense and modals; Recommendations only 
used present tense and modals; Case presentation mainly used present active, and Data 
synthesis primarily used present and modals. However, the article does not report any use 
of the progressive aspect, and it is not clear whether this aspect is not used at all in the 
investigated data or just not considered important by the authors. 
Additionally, Cross and Oppenheim (2006) examined 12 abstracts in 
protozoology by applying a five-move schema (Introduction, Purpose, Method, Results, 
and Conclusion). They found Introduction used present tense, Methodology used past 
tense with passive voice, Results used past tense, and Conclusion used present simple 
tense and active voice. However, there was no indication of verb categories for Purpose. 
Additionally, it is unclear whether Introduction and Results used active or passive voice, 
as indicated in the Methodology and Conclusions. Moreover, Tseng (2011) studied the 
use of present tense, past tense, and the combination of the two, if a move was 
represented by several sentences, in five moves found in 90 abstracts in applied 
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linguistics. The findings showed that present tense was preferred in Background, Aim, 
and Conclusions, while past tense was more frequently used in Method and Results. In 
this case, the author did not address the use of other tenses (e.g., future tense) and voices.  
In all four of these studies, the verb categories in the abstracts were analyzed 
manually; therefore, the authors did not cover all combinations of the verb categories. 
Also, only Salager-Meyer (1992) examined the use of modals. The modal verbs were 
separated from “nonmodal verbs” (p. 99), which were marked for tense. Therefore, this 
study, I decided to investigate all possible combinations of verb categories, and follow 
Salager-Meyer (1992) to examine the use of modal verbs, separating them from the 
nonmodal verbs. 
Besides the research aforementioned, Glasman-Deal (2010) provides research 
writing guidance for non-native speakers of English. She points out the appropriate use of 
verbs in abstracts could deliver the meaning that researchers intend without exceeding the 
word limit. Since the use of verbs in English abstract writing is important, this should be 
considered when teaching novice researchers. As Bhatia (1993) states, “[c]hoices of tense 
and article were not solely dependent on syntactic and semantic considerations, but also 
involved rhetorical judgments, including the knowledge of the subject matter and its 
conventions” (p. 7). 
Having reviewed the relevant fields of scholarship that could form the theoretical 
and methodological basis of corpus collection, genre analysis, the automation thereof 
through NLP, the analysis of formulaic language and verb categories, I will now return to 
the ultimate applied purpose of this dissertation—addressing the needs of Taiwanese 
engineering graduate students with regards to their use of academic English in writing 
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RA abstracts through the development of pedagogic intervention. Therefore, Section 2.6 
will review the existing body of scholarship that focuses on pedagogical materials 
grounded in corpus-based genre analysis. 
2.6 Corpus-Based Pedagogical Materials Grounded in Genre Analysis 
In several genre-based studies focused on English RA writing, paper-based and 
online materials have been developed to help L2 learners better fulfill the expectations of 
their respective discourse communities (Chang & Kuo, 2011; Cotos, 2010; Feak & 
Swales, 2009, 2011; Gratez, 1982; Hsieh & Liou, 2008; Swales, 1990; Swales & Feak, 
2004, 2009, 2011).   
A number of paper-based teaching materials based on RA genre analysis have 
been developed. As early as 1982, Gratez analyzed introductory and conclusion sentences 
in 87 RA abstracts in various disciplines. She provided a list of verb tenses and phrases 
used in these two types of sentences, handouts for abstract teaching, and considerations 
for planning syllabi. Swales (1990) developed the CARS model to show how RA 
Introductions could be taught. Swales and Feak (2004) compiled an academic writing 
textbook, Academic writing for graduate students: Essential tasks and skills, for ESL 
graduate students. In this book, genre-analysis tasks and language focus (grammar) 
practice are provided to raise students’ awareness of the language used in English 
academic writing. More recently, they revised and expanded English in Today’s Research 
World (Swales & Feak, 2000) to four volumes of English research writing handbooks 
(Feak & Swales, 2009, 2011; Swales & Feak, 2009, 2011). These are useful resources, 
aimed at novice researchers, for learning genre expectations of the research discourse 
community. 
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Thanks to advancements in technology, various computer-based materials for the 
learning of RA writing have been developed. For example, Hsieh and Liou (2008) 
analyzed 100 abstracts from RA and conference paper abstracts in applied linguistics. 
They identified moves, verb-noun collocations, and phraseology from the corpora and 
created online materials for graduate students. By comparing students’ drafts before and 
after participating in these online units, the authors concluded that the online units helped 
students to sequence their moves in abstracts correctly. Moreover, Chang and Kuo (2011) 
analyzed 60 RAs in computer science with moves and steps, and created online learning 
materials for a hybrid course for a semester in Taiwan. Twenty-three graduate students 
enrolled in this course and were asked to perform two pre- and post-treatment writing 
tasks. By comparing students’ pre- and post-treatment writing tasks, the study found that 
students gained awareness of moves and used expressions to trigger certain moves. As 
both studies pointed out, the research-writing units assisted students to become aware of 
the structures of RA sections, and then led to revisions to a certain degree. 
Since the 1960s, automated writing evaluation (AWE) tools have been developed 
to reduce the amount of time and effort required by human graders to evaluate multiple 
drafts of student writing (Deane, 2013; Ware & Hellmich, 2014; Warschauer & Ware, 
2006). Using AWE tools, students’ writing is automatically assessed on a number of 
writing features from a submitted essay: grammar, usage, mechanics, style, organization 
and development, lexical complexity, and prompt-specific vocabulary usage (Attali & 
Burstein, 2006; Cheville, 2004; Deane, 2013; Dikli, 2006). Several advantages of AWE 
systems are acknowledged, such as students can submit their drafts multiple times and 
instant feedback is provided within a few seconds of submission. As long as there is an 
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Internet connection, students can write and submit their revisions anywhere and anytime. 
AWE systems also provide writing tutorials or explanations to assist students. Different 
AWE tools provide holistic and/or analytic scores to show the strengths and weaknesses 
of a submission. However, popular AWE systems, such as Criterion®  and My Access!® , 
were designed to facilitate K-12 and postsecondary (undergraduate) writing, but not for 
genre-based writing. 
When it comes to graduate research writing, AWE tools are fewer. As mentioned 
in the previous sections, currently, there is only one AWE system, Research Writing 
Tutor (RWT), which provides feedback on rhetorical moves and steps to graduate 
students on their research writing. The prototype of RWT was the Intelligent Academic 
Discourse Evaluator (IADE) (Cotos, 2010).  Due to legal restrictions, both RWT and 
IADE are restricted to users on Iowa State University campus (Pounds, 2011). RWT’s 
color-coded and numerical feedback shows the proportion of moves and steps in each 
section of journal articles in a discipline, and provides sample sentences of moves and 
steps from journal articles. When students input their journal article sections, the tool 
identifies moves and steps for each sentence.  
Cotos (2010) found students attempted to modify their sentences, based on 
feedback generated by IADE. Based on both IADE’s and humans’ evaluations, students’ 
final drafts were significantly improved compared to their first drafts of the Introduction 
section. The text analysis showed students made revisions on several aspects, namely, 
content, vocabulary, grammar, structure, and mechanics. That is to say, by noticing the 
color-coded and numerical feedback provided by IADE, students modified their 
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Introduction drafts to achieve a closer proportion of move distribution to what was 
observed in their fields.  
However, RWT does not provide any feedback that would explicitly mention 
grammatical and lexical features that need to be used (or, on the contrary, should not be 
used) in specific moves. It is hoped that the learners would infer such grammatical and 
lexical features by analyzing the concordance output built into RWT. In this way, RWT 
follows the DDL approach, because this encourages students’ direct interactions with a 
specialized corpus.  
What RWT does provide is quantitative feedback that compares the proportion of 
text dedicated to various moves (and steps) in each section between student’s and model 
(professional) writing. It also offers color-coded feedback on sentences so students have a 
visual cue suggesting which move is implemented by each of their sentences (according 
to the automatic classification made by the RWT’s StatNLP-based analysis engine), and 
can determine whether the applied color was a move they intended. Students can also 
investigate the examples provided by the system if they would like. Therefore, when 
students receive these two types of feedback, it is hoped that students would try all 
possible approaches, including content, vocabulary, grammar, structure, and mechanics, 
to revise their sentences. These types of feedback worked for the students who were 
second language learners in the U.S., based on Cotos’ (2010) results, probably because 
the participants in her study already passed the requirement of a certain English 
proficiency level. Nevertheless, the target participants for this research are Taiwanese 
engineering graduate students, whose English proficiency level is not as high as that of 
the participants in Cotos (2010). Therefore, direct and concrete linguistic clues should be 
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provided to facilitate their abstract writing to aid them in achieving their intended 
communicative purposes.  
Finally, although RWT evaluates all sections of RAs, it does not provide feedback 
for abstracts. Cotos (2014b) suggested that RA abstracts tend to follow the CARS model, 
and envisioned the possibility of using the existing classifier trained on Introduction 
sections (which also follow the CARS model) for abstracts in the future. 
2.6.1. Second language acquisition (SLA) hypotheses  
Why do AWE tools seem promising? Two second language acquisition 
hypotheses could explain the rationale for implementing AWE tools to achieve second 
language learning—in my case, writing successful English RA abstracts by Taiwanese 
engineering graduate students. These two theories are the Interaction Hypothesis (Gass & 
Mackey, 2006; Long, 1983) and the Noticing Hypothesis (Schmidt, 1990). 
2.6.1.1.  Interaction Hypothesis 
To begin with, the Interaction Hypothesis postulates that language acquisition 
occurs as the result of input, interaction, feedback, and output (Ellis, 1999; Gass & 
Mackey, 2006; Long, 1983). Gass and Mackey (2006) explain the interaction approach:  
The interaction approach considers exposure to language (input), production of 
language (output), and feedback on production (through interaction) as constructs 
that are important for understanding how second language learning takes place. 
(pp. 3-4) 
Input means the language the learners are exposed to through any medium (Gass & 
Mackey, 2006). This is considered essential to all second language learning theories. 
Once target language is comprehensible, learners can take in the language.  
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Ellis (1999) states interaction may refer to two types of activities. The first type is 
“the interpersonal activity that arises during face-to-face communication” (p. 3). 
Negotiation of meaning happens when an interlocutor “attempts to remedy [the 
communication] by engaging in interactional work to secure mutual understanding” 
(Ellis, 2008, p. 972). Interpersonal activities trigger the second type of interaction, 
intrapersonal interaction, which is “involved in mental processing” (Ellis, 1999, p. 3). 
When learners encounter language difficulties, they will mentally talk to themselves and 
try to conquer these challenges; this potentially leads to acquisition (Ellis, 1999).  
Additionally, feedback should be provided when interactions occur (Gass & 
Mackey, 2006). Based on feedback, learners can test their hypothesis by producing the 
language to continue the interaction. The learner’s production, or linguistic output, 
considered here is modified output (Long, 1996), which refers to learners' attempts to 
modify problematic utterances after they receive interactional feedback (Gass & Mackey, 
2006). Once learners are able to produce the intended form of the language, acquisition 
may occur.  
Chapelle (2003) applied notions from the interactionist theory to conceptualize 
the interaction that takes place between a user and computer in a CALL situation, where 
learners engage in interaction by obtaining “enhanced input” or modified input upon 
request (p. 52). Enhanced input, such as highlighting, underlining, or changing colors of 
the texts, simplifying texts, and adding written or visual information, is used with the 
hope to raise students’ attention on the target language. When learners use an AWE tool, 
they interact with the tool by revising their errors detected by the tool and negotiating 
meaning through the modified output. For example, when students use an AWE tool, 
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Criterion® , they first type their text in the system, after which the system detects errors in 
the text and provides feedback for students to revise their errors. Students read the 
feedback and decide how to revise (or not revise) based on the feedback. If students 
decide to revise based on feedback, they would try to correct their errors and resubmit it 
to see if new feedback is generated. If no feedback is generated from the system, this 
means that no error is detected anymore. However, if students decide not to revise based 
on the feedback at the beginning, then there is no chance that interaction and modified 
output could occur.  
Through experience with error corrections using AWE tools, it is suggested that 
second language learning could occur. Judging from the number of errors detected by 
Criterion® , Li, Feng, and Saricaoglu (in press) found that ESL undergraduate students 
who used Criterion®  for a semester made fewer errors by the end of the semester. The 
error rates in six error categories decreased significantly from the first draft to the last 
draft of an assignment. This study suggested that, through the use of AWE tools, it is 
possible for ESL learners to decrease the number of errors they make for certain error 
categories.    
2.6.1.2.  Noticing Hypothesis 
The Noticing Hypothesis proposes that the critical point for language learning is 
noticing (Schmidt, 1990). Learners should pay attention to the gaps between their 
knowledge and the target language (Chapelle, 2003). For example, if language learners 
are able to notice the differences between professional writing and their own, then 
discipline-specific language learning could occur.  
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As mentioned in previous sections, Cotos (2010) assisted ESL graduate students 
from various majors with writing RA Introductions in their disciplines by displaying 
different colors for the analyses of rhetorical moves using IADE. From survey questions, 
observations, and interviews, she found that students noticed the color-coded and 
numerical feedback for rhetorical moves, and recognized the mismatches between their 
sentence expressions and intended meaning. When students noticed the feedback and 
attempted to modify their texts, the sentences were recognized as the intended move. 
Both IADE and human raters’ evaluations showed that students made considerable and 
noticeable improvement from their first draft to their final draft in their Introductions. 
This study suggested that the starting point for improvement was when students noticed 
the mismatches between what they had written and the norms for their discipline. Also, 
students interacted with the tool by revising their sentences to receive new feedback from 
the system.     
 Therefore, in this study, an AWE tool for assisting Taiwanese engineering 
graduate students’ abstract writing was designed based on these two SLA hypotheses—
Interaction Hypothesis and Noticing Hypothesis. To promote interaction with the AWE 
tool, students should be able to notice the color-coded feedback and take further actions. 
In this way, there should be a chance for second language learning to occur when 
students use the AWE tool. 
2.6.2. The evaluation framework for AWE tools  
Depending on the objective of the evaluation, CALL can be assessed by different 
methods. For example, Hubbard (1988, 1992, 1996) developed a methodological 
framework for software review used by the CALICO Journal. While Hubbard’s 
45 
 
framework is methodology-oriented, Chapelle’s framework (2001) is based on instructed 
SLA perspectives. Her model contains three levels of analyses and six criteria to evaluate 
CALL’s task appropriateness. The first two levels of analyses focus on ‘CALL software’ 
and ‘teacher-planned CALL activities’ by using judgmental methods for evaluation. The 
objective of the third level of analysis is “Learners’ performance during CALL activities” 
by applying an empirical method for evaluation (p. 53). The six criteria for this level of 
evaluation are “Language learning potential, Learner fit, Meaning focus, Authenticity, 
Positive impact, and Practicality” (p. 55, see explanations in Table 2.3). It should be 
noted that Language learning potential is the most important element among all these 
criteria (p. 58). Without learning occurring, a CALL activity is only ‘CA’ for something 
else.  
There are only a few studies that have applied this framework to the evaluation of 
AWE tools for pedagogical use, to see what learning benefits they could bring to 
language learners (Cotos, 2010, Saricaoglu, 2015). Saricaoglu (2015) evaluated her 
Automated Causal Discourse Evaluation Tool (ACDET), an AWE tool to facilitate ESL 
students’ learning of causal discourse practices, by examining two dimensions: Language  
Learning Potential and Meaning Focus. Cotos (2010), when evaluating comprehensive 
learning outcomes achieved through using her IADE tool, used observable learner 
behavior as evidence to examine IADE according to all six criteria (Language learning 
potential, Learner fit, Meaning focus, Impact, Authenticity, and Practicality). These 
criteria provided a window for a comprehensive look of learning outcomes from the use 
of IADE. 
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Table 2.3  
 
Criteria for CALL Task Appropriateness (Chapelle, 2001, p. 55) 
Criteria Explanation 
Language learning 
potential 
The degree of opportunity present for beneficial focus on form.  
Learner fit The amount of opportunity for engagement with language under 
appropriate conditions given learner characteristics. 
Meaning focus The extent to which learners’ attention is directed toward the 
meaning of the language. 
Authenticity The degree of correspondence between the CALL activity and 
target language activities of interest to learners out of the 
classroom. 
Positive impact The positive effects of the CALL activity on those who 
participate in it. 
Practicality The adequacy of resources to support the use of the CALL 
activity. 
 
As will be discussed in more detail later, I developed and implemented an AWE 
tool as part of this study to address the needs of the target population of language 
learners. I used Chapelle’s (2001) framework to investigate effectiveness of my tool for 
Taiwanese engineering graduate students learning abstract writing. In contrast to former 
studies, this study implemented a design-based research (DBR) approach drawing from 
educational technology studies. This approach allowed me to not only evaluate the tool 
based on the learning outcomes, but also to develop the tool through systematic iterative 
revisions of the tool based on results of previous stages of investigation. Section 2.7 
describes the DBR approach. 
2.7 Design-Based Research 
The present dissertation has the dual purpose of (1) developing a pedagogical 
intervention (in the form of an AWE tool) to help students learn RA abstract writing and 
(2) evaluating the effectiveness of this tool. The Design-Based Research (DBR) is chosen 
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as a methodological paradigm to guide the research in this process because it strives to 
solve real-world problems through multiple iterations of development, building on each 
iteration’s results to advance the project. To better situate this study, a brief introduction 
of DBR and an overview of educational technology studies conducted under its guidance 
are provided. Later, examples of CALL studies employing DBR will be utilized to show 
how DBR could contribute to the needs in CALL research. 
The DBR paradigm was introduced by Brown (1992) and Collins (1992) as 
design experiments. This idea was borrowed from the engineering disciplines, which 
focus on practical ‘design principles’ rather than verifying theoretical models in 
reproducible, controlled experiments. 
Reeves (2006) compares traditional empirical science with DBR. Figure 2.1 
shows the processes of traditional predictive research (upper part) and DBR (lower part). 
The arrows show the sequence of the process. The goal of predictive research is to verify 
the hypotheses without applying them to practical use, while the goal of DBR is to 
develop and refine interventions based on the results of studies. Reeves (2006) notes that 
DBR may be more appropriate in educational research contexts because it is difficult to 
control the variables (e.g., blinding is almost impossible). Also, there is a gap between 
research results and their practical implementation in traditional educational research. 
In prior work (Anderson & Shattuck, 2012; Kelly, 2003; The Design-Based 
Research Collective, 2003; van den Akker, Gravemeijer, McKenney, & Nieveen, 2006; 
Wang & Hannafin, 2005), DBR has been characterized as “pragmatic, grounded, 
interventionist, iterative, collaborative, adaptive, and theory-oriented” (McKenney & 
Reeves, 2014, p. 134). This emergent methodological design is pragmatic because one of  
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Figure 2.1. Predictive and design research approaches in educational technology 
research. In Reeves, T.C. (2006), Design research from the technology perspective (p. 
59). 
 
the motives of DBR is to shorten the distance between theories and practice, which is a 
serious weakness in educational technology research. Besides, DBR is grounded because 
it is applied in a research, which starts from designing a technology intervention based on 
learning-and-teaching theories. Additionally, it is interventionist because this kind of 
research usually starts with initiating a change in a specific educational context. It is also 
iterative because multiple cycles of intervention implementing, testing, and revising, 
which would eventually improve the intervention to the best version. The entire process 
may be documented to help revise the intervention, and refine learning and teaching 
theories. 
Furthermore, DBR is collaborative because researchers and practitioners may 
cooperate, for example, to “negotiate what is worthy to investigate,” and “to investigate 
49 
 
the ‘affordances’ of devices for the sake of novelty” (Amiel & Reeves, 2008, p. 36). 
Moreover, it is adaptive, since the original plan may not be the best solution, the plan 
could be improved after conducting a cycle of investigation as long as it is still 
“consistent with important principles of learning” (Schwartz, Lin, Brophy, & Bransford, 
1999, p. 189). Finally, DBR is theory-oriented. It not only develops theory-grounded 
interventions for real-world problems, but also builds on the results of a DBR study to 
inform and refine the theories. 
All these characteristics of DBR contribute to three major goals for DBR 
enactment, as pointed out by Reeves and McKenney (2013, pp. 12–13). The first goal is 
that “DBR ideally enables the development of robust effective interventions.” Since the 
interventions are designed for real-world problems and are grounded in theories, the 
interventions should be able to solve the problems, especially by completing an iterative 
cycle to test and revise the interventions. The second goal is to enhance “the development 
of theoretical understanding.” Because interventions are tested and revised, design 
principles (Bell, Hoadley, & Linn, 2004; Linn, Bell, & Davis, 2004) could be organized 
in a database
1
 (Kali, 2008) to inform other similar problems and new interventions. 
Furthermore, theories could be refined and validated based on empirical evidence. The 
last goal is to improve “professional development” for participants, such as researchers 
and practitioners, “although this [goal] has not been widely acknowledged in existing 
DBR research handbooks” (Reeves & McKenney, 2013, pp. 12–13). This is not a 
requisite but a goal worth pursuing from DBR research. For example, Reeves, 
McKenney, and Herrington (2011) called for novice researchers’ attention (e.g., doctoral 
                                               
1
 http://www.edu-design-principles.org/dp/designHome.php 
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students) on DBR. Usually, DBR is a long-term and collaborative project, but it is 
possible to take a manageable and significant part from a continuing DBR project to 
novice researchers for their studies (e.g., dissertation) and to bring a significant impact on 
their field (Herrington, McKenney, Reeves, & Oliver, 2007). 
2.7.1. DBR in educational technology studies 
The DBR approach has been applied in educational technology studies, especially 
in science, technology, engineering, and mathematics (Anderson & Shattuck, 2012; 
Kelly, Lesh, & Baek, 2008). Anderson and Shattuck (2012) reviewed 47 highly-cited 
DBR studies each year from 2002 to 2011. They found that DBR has been applied to 
study interventions in the science discipline in K–12 settings in the U.S, and primarily 
used a mixed-method approach (e.g., Barab, Sadler, Heiselt, Hickey, & Zuiker, 2007; 
Ketelhut, 2007). In the following, three studies regarding applying DBR in science 
education research are selected for review. Table 2.4 summarizes the characteristics of 
these three studies to show how DBR is utilized in educational technology studies. First, 
Ketelhut (2007) investigated seventh-grade students’ behaviors of data gathering for the 
purpose of understanding their self-efficacy in a scientific inquiry-based curriculum 
project delivered by a multi-user virtual environment (MUVE) called River City
2
. In 
2007 –2008, over 5,000 students from 12 states participated in River City (The River City 
Project, n. d.).  
Second, achieving comparable success, Barab et al. (2007) described the second 
iteration of the Quest Atlantis
3
 (QA) project, which was revised based on their first 
iteration. Fourth graders tested the second version of QA. It was designated to enhance 
                                               
2
 http://rivercity.activeworlds.com/ 
3
 http://atlantisremixed.org/ 
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students’ scientific inquiry learning and motivation. As of 2010, more than 50,000 
students in six continents have participated in this virtual environment (Atlantis Remixed, 
n.d.). 
Table 2.4 
 
Three Examples of DBR Research from Educational Technology Studies 
  Kelhut (2007) Barab et al. (2007) Cviko et al. (2012) 
Problem Middle-school 
students are relatively 
less engaged in 
scientific inquiry. 
Elementary students 
lack socio-scientific 
inquiry activities in 
classroom settings 
Only few materials 
are available for 
communicative 
functions of written 
language. 
Intervention River City Quest Atlantis PictoPal 
Educational focus Science Science Language 
Participants Seventh-grade 
students 
Fourth-grade 
students 
Dutch 
kindergarteners, 
teachers 
Data collection 
instruments 
·  Pre-intervention 
assessment 
·  The numbers of 
times of certain 
behaviors conducted 
by students (e.g., 
heading to water 
sampling stations) 
·  Field Notes 
·  Observations 
·  Student Interviews 
·  Video-recordings 
·  Students’ online 
submissions 
·   Interviews 
·   Observation 
checklist 
·   Emergent literacy 
test 
Practical outcome In 2007 – 2008, over 
5,000 students from 
12 states participated 
River City. 
As of 2010, more 
than 50,000 students 
in six continents 
have participated in 
this virtual 
environment. 
It showed promising 
result of employing 
this intervention. 
  
  
Third, besides science education, DBR is also utilized in language education 
studies. For instance, Cviko, McKenny, and Voogt (2012) examined teachers' perceptions 
and students’ performance of the use of PictoPal, a technology-rich curriculum focusing 
on emergent literacy of Dutch kindergarteners. Although up-to-date publication has not 
revealed the final results of its implementation (McKenney & Voogt, 2009; Voogt & 
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McKenney, 2007), the findings in this study showed that kindergarteners had significant 
learning gains after eight-week participation, and junior kindergarteners gained more than 
senior ones. These three studies show that DBR starts with a gap in educational contexts, 
brings in theories to develop a problem-solving intervention, and implements it in a 
specific context. 
2.7.2. DBR in CALL studies 
Educational technology researchers strongly recommended DBR be applied in 
CALL studies because of  
its central focus on tackling complex educational problems, DBR has the potential 
to yield three important outcomes within the context of second language learning 
and instruction: effective interventions, theoretical understanding/design 
principles, and professional development. (Reeves & McKenney, 2013, p. 12)  
Some CALL pioneers have employed DBR as a methodological framework for 
developing and evaluating second language learning and teaching interventions (e.g., 
Echevarria, Short, & Powers, 2006; Hung, 2011; Lund, 2005, 2008; Lund & Smordal, 
2006; Pardo-Ballester & Rodríguez, 2009, 2010, 2013; Yutdhana, 2005a, 2005b). 
For example, in an ESL context, Pardo-Ballester and Rodríguez (2009, 2010) 
developed online reading instruction for Spanish learners in the U.S. They followed 
Chapelle’s suggestions (1998) and SLA hypotheses to select their reading materials, and 
to develop multimedia glosses. Pardo-Ballester and Rodríguez implemented this tool in 
real Spanish classes, tested it multiple times, revised it based on previous findings, and 
concluded with useful design principles for similar kinds of instruction development. 
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DBR studies have also been conducted in EFL contexts and yielded practical 
results for CALL interventions. For example, in a large DBR project, Lund (2005, 2008) 
investigated the use of Wiki as a collective approach for enhancing language production 
in an EFL setting—Norway. In the end, the author emphasized that “it is the activity and 
not the technology per se that makes the difference” (p. 50). A Wiki is merely a tool for 
communication that teachers can use so collaborative activities can promote language 
learning. Additionally, Hung (2011) developed a multimedia environment to enhance 
Taiwanese EFL students’ performances of English presentations via video training and a 
reflexive task. This study was conducted for three years and applied an iterative cycle to 
modify the task form based on students’ perceptions. She grounded her multimedia-
environment design on Chapelle’s language learning principles (2005) and generated 
design principles for designing multimedia environment to support language learning 
from this DBR project. Table 2.5 provides a summary of these CALL studies that provide 
insights into my dissertation. 
2.7.3. Needs in CALL research 
Using technology for education seems to be an inevitable trend in this era 
because, in Bax’s term (2003), “normalisation” of computer technology in CALL 
classrooms benefits teachers and students the most (p. 13). “Normalisation” means that 
technology is integrated in pedagogy naturally, such as using whiteboard and pens in 
classrooms (Bax, 2003, 2011; Chamber & Bax, 2006). To better understand how 
technology could facilitate second language learning, studies should be conducted 
appropriately. However, CALL research has been criticized for lacking grounded  
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Table 2.5 
 
Three Examples of DBR Research from CALL Studies 
  Pardo-Ballester and 
Rodríguez (2009, 
2010 
Lund (2005, 2008), 
Lund & Smordal 
(2006) 
Hung (2011) 
Context U.S.A. Norway Taiwan 
Language Spanish English English 
Grounded theory Interactionist 
perspective 
Sociocultural 
perspective 
Interactionist 
perspective 
Participants 119 college-level 
language learners 
31 language learners 
(avg. age 17) 
89 college-level 
language learners 
Data collection 
instruments 
·  Questionnaires 
·  Screen captures 
·  Online texts and 
multimedia glosses 
· One audio taped 
lesson about 
introducing Wiki to 
students 
· Videotaped lessons 
when students 
worked on their 
Wikis 
· Wiki content and 
records 
· Written response 
to a questionnaire 
· Observation field 
notes 
· Audio recordings 
of  teacher–student 
conferences 
· Video recordings 
of all the students’ 
out-of-class 
rehearsals and in-
class presentations 
· Written reflections 
· Course evaluation 
questionnaire 
Practical outcomes Design principles for 
online readings and 
glosses 
Activity design 
principles for 
collective language 
production 
Modification of  
Chapelle’s 
principles (2005) for 
creating a 
multimedia 
environment 
 
theories, examining technology because of its novelty, conducting one-shot studies, and 
missing transferability.   
First, a theory-based approach is not common in CALL studies (Huh & Hu, 2005; 
Wang & Vásquez, 2012). Wang and Vásquez (2012) reviewed 43 CALL empirical 
studies (2005–2010) and found that more than half of them did not specify any theoretical 
framework. Although CALL studies have been using qualitative, quantitative, and mixed-
method approaches (Huh & Hu, 2005; Liu, Moore, Graham, & Lee, 2002; Wang & 
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Vásquez, 2012), none of them requires a theory-grounded foundation. As seen in the 
CALL studies mentioned earlier, since DBR is grounded in theories to develop 
interventions, and it is also theory-oriented to connect theories and practices, DBR 
provides guidance for CALL researchers to follow. 
Second, solving real-world problems is the key of DBR studies. Many previous 
CALL studies attempted to conduct investigations because of the novelty of the 
technology rather than solving real-world problems. This motivation of conducting 
research could limit the possibility of assisting language learners. As mentioned earlier, 
DBR is interventionist because there are real problems and an intervention is designed, 
based on theories, specifically for solving these problems. In the three studies reviewed in 
Table 2.5, they focus on revising the interventions rather than ‘trying out something 
new.’ Thus, Reeves and McKenney (2013, p. 12) state that it is important to “keep 
educational needs and pedagogical issues ahead of technology.” CALL researchers 
should optimize the possibilities of using technology to facilitate language learning rather 
than for the sake of its novelty. 
Additionally, some CALL research was conducted as one-shot studies, which 
have no chances to improve or evaluate the innovations after the revision. Thus, this 
decreases the possibility to optimize innovations for language learning. By contrast, DBR 
studies applied an iterative cycle to optimize their innovations for language learning by 
documenting the entire process of the research. Since “L2 classroom researchers found 
the most revealing way of documenting the processes occurring in an L2 classroom to be 
description of the language, or discourse, of the participants” (Chapelle, 1997, p. 21), 
applying a mixed-method approach allows researchers to document the entire process and 
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gather the whole picture of language learning. As previously mentioned, DBR is iterative, 
and this characteristic leads to a better chance for understanding CALL environments and 
the process of language learning (Amiel & Reeves, 2008; Yutdhana, 2005a). 
Finally, CALL research is very context-specific (Chapelle, 2003; Egbert & Petrie, 
2005), which makes it difficult to transfer the results to other studies. However, 
“[r]esearch results are needed to strengthen the empirical basis for software developers 
and applied linguists working in teacher education, pedagogy, and technology” 
(Chapelle, 2003, p. 76). This is also one of the purposes of applying DBR, because it 
“can contribute to a body of knowledge that is useful to others outside the immediate 
context of any given research project” (Burkhardt & Schoenfeld, 2003, p. 13). Since 
DBR is pragmatic, applying DBR in CALL studies enables researchers to shorten the 
distance between theories and practices. From the three studies reviewed in Table 2.5, it 
is clear that applying DBR could contribute to general knowledge and future intervention 
because all provide design principles and refine theories for language learning. 
If CALL researchers attempt to conduct theory-grounded studies to enhance the 
use of technology for language learning and to understand the language-learning process, 
applying DBR in CALL studies could lead to advantageous results and contribute to the 
CALL field. As pointed out by Reeves and McKenney (2013, p. 12), “CALL programs 
developed following DBR protocols are designed, tested, adopted, implemented, retested, 
and refined in authentic settings through iterative cycles of analysis and exploration, 
design and construction, and evaluation and reflection,” DBR was applied in this 
dissertation to solve the real-world problem. 
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2.8 Chapter Conclusions 
This chapter presents a critical review of the existing body of scholarship in a 
number of inter-related areas that provide a theoretical foundation and inspiration for this 
dissertation research. To facilitate Taiwanese engineering graduate students’ RA abstract 
writing, using a corpus-based approach to generate discipline-specific materials is more 
reliable than relying on teachers’ intuitions. The linguistic analyses of the genre of 
abstracts in terms of the rhetorical structure, formulaic language, and grammatical 
categories could be useful for learning the genre of abstracts. Additionally, AWE tools 
seem a promising way to assist students in improving their writing. Using Chapelle’s 
(2001) evaluation framework, the AWE tool developed for this dissertation could be 
assessed from an informed SLA perspective.  
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CHAPTER 3  
DESIGN ITERATIONS  
The goal of this dissertation is to develop and evaluate an effective pedagogical 
intervention that will address the needs of the target student population outlined in 
Chapter 1. Specifically, the intervention should help Taiwanese engineering graduate 
students to improve their English abstract writing skills. The existing body of scholarship 
relevant to the scope of this dissertation, reviewed in Chapter 2, helped identify the core 
elements for the envisioned intervention. 
First, in order to be effective, the intervention should be grounded in an applied 
corpus-based analysis of the language used in the target genre of writing. Such analysis 
should follow the steps of (1) collecting a representative corpus, (2) performing genre 
analysis of the corpus in terms of its rhetorical moves, and (3) conducting in-depth 
analyses of linguistic features (such as lexical bundles and grammatical categories) in the 
rhetorical moves that could have pedagogical benefits for the learners. 
Second, corpus analysis may inform, in principle, three different types of 
pedagogical interventions: (1) a DDL intervention, where students learn to work with 
corpora directly by looking up concordance lines, which leads to inductive improvement 
of their writing skills; (2) pedagogical materials grounded in the outcomes of corpus 
analysis, which could include paper-based materials or simple interactive computer-based 
tools without an NLP component; and/or (3) an intervention that involves the 
development and classroom implementation of a novel AWE tool capable of automatic 
NLP-based analyses of student writing. The latter approach seems most promising, but 
also most challenging of these three options. 
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Finally, this study will pursue the latter option The DBR paradigm was 
determined to be appropriate as a guiding framework for development, implementation, 
and evaluation activities. Chapelle’s (2001) CALL evaluation framework, grounded in 
the SLA theory, fits the DBR process by providing informed guidance in the evaluation 
of the intervention, which can lead to meaningful reflection and generation of revision 
plans and design principles. 
Chapter 3 will describe six iterations of this study’s development process—all 
build upon the existing scholarship reviewed in Chapter 2. The six design iterations are 
(1) corpus collection, (2) genre analysis, (3) automatic classification of rhetorical moves, 
(4) lexical bundle analysis, (5) analysis of verb categories, and (6) classroom 
implementation. For each of these iterations, I will present a development plan and 
research questions, a description of relevant development and evaluation methodologies, 
and findings that could feed into the subsequent iteration. 
3.1. Corpus Collection 
The first iteration of the development process in this dissertation project was the 
compilation of a specialized engineering RA corpus. The development plan for this 
iteration included the selection of concrete criteria for qualitative and quantitative 
representativeness of this study’s corpus, the compilation of the corpus, and its initial 
descriptive statistical analysis. 
The guiding research question for this iteration is: What evidence suggests that 
the compiled specialized corpus is representative and suitable for the goals of this 
dissertation project? 
60 
 
3.1.1. Method 
To be qualitatively representative, the corpus should cover the disciplines based 
on the majors of the target student population: Mechanical Engineering, Civil 
Engineering, and Environmental Engineering. For a similar project that focused on the 
genre of empirical RAs in 30 disciplines, Cotos, Huffman, and Link (2015) employed 
experts in the target fields to assist them in the process of choosing ‘exemplary’ articles 
that should constitute the corpus. In my case, however, hiring disciplinary experts was 
not financially feasible. Therefore, to ensure the quality of the RAs comprising the 
corpus, the top twenty journals in each of the engineering disciplines were selected, based 
on the Impact Factor as presented in the Journal Citation Reports (2012). After locating 
such journals, I searched the Iowa State University’s Library website to find RAs in each 
journal. Additional inclusion criteria for RAs included (1) published during 2012–2014, 
to ensure recent occurrence; and (2) each article followed the Introduction-Method-
Results-Discussion (IMRD) structure. The second criterion was necessary because of 
further analysis in Section 3.3 with automatic classification of rhetorical moves.  
All articles were downloaded as PDF files. Next, they were converted into plain 
text and split into their respective sections (i.e., Abstract, Introduction & Literature, 
Methodology, Results, and Discussion & Conclusions) for further analysis. Additionally, 
titles, figures, tables, formulas, author bios, and acknowledgements were removed from 
the text files. This procedure was completed manually. 
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3.1.2. Results 
Table 3.1 shows the titles of journals and the number of articles in each journal 
included in this study. The uneven numbers of journals and articles collected for the 
corpus are due to the availability of articles matching all criteria. 
Table 3.1 
 
The Corpus of Engineering Journal Articles (n = 480) 
 Journal Number of articles 
Mechanical Engineering 
1 Journal of Heat Transfer 45 
2 Applied Thermal Engineering 32 
3 International Journal of Plasticity 43 
Civil Engineering 
4 Journal of Hazardous Materials 53 
5 Energy and Buildings 37 
6 Water Resource Manage 30 
Environmental Engineering 
7 Applied Catalysis B: Environmental 51 
8 Water Research 39 
9 International Journal of Greenhouse Gas Control 30 
Innovative Design Engineering 
10 Applied Ergonomics 38 
11 Technovation 42 
12 Journal of Materials Processing Technology 40 
Total 480 
 
As seen from Table 3.1, the total number of RAs is 480 (This corpus will be 
referred to as ‘Corpus-480’.). To understand whether this number of RAs would be 
sufficient to claim quantitative representativeness of the corpus, the experience from prior 
studies mentioned in Chapter 2 was referenced. These studies used widely ranging 
numbers of RAs that were deemed sufficient for their respective purposes: from 12 in 
Cross and Oppenheim’s work (2006) to 800 in Hyland’s work (2004). The number 480 
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falls within this range and is towards the higher end. Table 3.2 presents descriptive 
statistics for each section of the corpus. The total word count is 2.6 million words. 
Table 3.2 
 
Descriptive statistics of Corpus-480 (n = 480) 
Section Word 
count 
Min Max Mean Standard 
deviation 
Abstract 90,588 44 371 189 56 
Introduction 521,519 237 5,096 1,089 849 
Methodology 682,203 204 4,200 1,421 749 
Result 698,962 107 5,246 1,459 888 
Discussion/Conclusion 606,921 78 4,578 1,270 788 
Total 2,600,193     
 
Since I envisioned a lot of automated analyses on the corpus, I randomly sampled 
a subset and designated as a sub-corpus for manual analyses. This sub-corpus would 
serve as the ‘gold standard’ for verifying the reliability of automated analyses. It included 
15% RAs (n = 72), and was referred to as ‘Coprus-72’ henceforth. The random sampling 
procedure of the 72 RAs ensured the representativeness of Corpus-72 relative to Corpus-
480 for the purpose it was created. Table 3.3 presents the descriptive statistics of Corpus-
72. The total word count of Corpus-72 was around .4 million words.  
 
Table 3.3 
 
Descriptive statistics of  Corpus-72 (n = 72) 
    
Section Word Count Min Max Mean Standard deviation 
Abstract 13,943 93 371 194 61 
Introduction 80,474 308 4,861 1,118 903 
Methodology 109,159 204 4,200 1,516 846 
Result 106,203 164 5,246 1,475 973 
Discussion/Conclusion 82,683 78 3,610 1,165 770 
Total      392,462 
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3.1.3. Conclusion 
 Corpus-480 is shown to be qualitatively representative of the engineering sub-
disciplines based on the sampling procedure followed. The quantitative 
representativeness of this corpus is based on its descriptive statistics, which compare well 
with previous studies of this nature. The smaller Corpus-72 is a randomly sampled sub-
corpus and its representativeness relative to Corpus-480 is ensured by the random 
sampling procedure. 
Under the guidance of DBR, the following sections will describe five subsequent 
development iterations of this study. Corpus-480 described here is the main data source 
for the subsequent iterations. In Section 3.2, the process of selecting a suitable schema 
rhetorical move annotation will be presented. 
3.2 Genre Analysis 
Section 3.1 described the two corpora, Corpus-480 and Corpus-72, compiled for 
this dissertation. The purpose of this design iteration was to conduct genre analysis to 
help understand how communicative goals are achieved in the genre of engineering RA 
abstracts. Previously, many studies adopted or adapted move schemata from other 
studies, but such an approach might be inadequate because there is no guarantee that a 
move schema used in previous studies would fit the current study. Therefore, a more 
general purpose of this section is to establish a procedure for comparing the fit of 
different move schemata for a specific purpose genre analysis. Specifically, though, this 
procedure will be applied to comparing move schemata for the genre of engineering RA 
abstracts. Two schemata from previous research show promise: the CARS model (three 
moves: ‘Establishing a territory’, ‘Establishing a niche’, and ‘Occupying a niche’) and 
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the IMRD schema (four moves: ‘Introduction’, ‘Methodology’, ‘Results’, and 
‘Discussion’). 
This iteration focused on answering two research questions: (1) What evidence 
can be used to objectively compare the fit of different schemata for a genre analysis? (2) 
Which of these two candidate schemata, CARS or IMRD, is a better fit for the genre of 
engineering RA abstracts? 
3.2.1. Method 
The present iteration compared the fit of two move schemata for the description 
of the genre of engineering RA abstracts. From the literature, it can be seen that 
systematic comparisons of move schemata are virtually nonexistent. In most of the prior 
studies, researchers adopted or adapted schemata from previous work, or derived their 
schemata based on their qualitative analyses of implicit conventions identified in the 
texts. However, this practice seems inadequate because without validating a suitable 
move schema, the results of the analysis might not accurately reflect genre structures. 
 This iteration used the abstracts from the Corpus-72 described previously. The 
total count of sentences in these abstracts was 552. All abstracts were manually annotated 
with both candidate schemata (IMRD and CARS), one at a time, by two independent 
annotators. By assigning move labels to each of the sentences from the abstracts, the 
annotation task was completed. To begin with, each sentence of the abstracts was listed in 
a Google spreadsheet. One of the annotators was the author of this dissertation and the 
other was a doctoral student in the Applied Linguistics and Technology program at ISU.  
The annotation process consisted of two phases: (1) initial calibration and (2) 
independent annotation. During the initial calibration phase, the two annotators met to 
65 
 
discuss the move schemata and practice the application thereof to a set of 60 RA abstracts 
randomly sampled from Corpus-480; this calibration set did not intersect with Corpus-72. 
Calibration sessions began with an in-depth discussion of the move schemata. Annotators 
then proceeded to classify a small sample of sentences from a calibration set of 60 RA 
abstracts. If there were disagreements on classification decisions, they were resolved 
through discussion. This way, annotators built a shared understanding of the move 
schemata formalized as a set of guidelines. 
The annotators met twice for initial calibration and then communicated via email 
to coordinate work. During the initial calibration process, the annotators identified the 
move for each sentence collaboratively. The decision-making process involved reading 
the sentence, the previous and following sentences, the entire abstract, and, if still 
uncertain as to the rhetorical function of the sentence in question, the original article. 
After the initial calibration, the annotators each annotated abstracts from Corpus-72. 
Inter-annotator reliability was measured by a simple percent agreement and by 
Krippendorff’s α with the nominal difference function (Hayes, & Krippendorff, 2007; 
Krippendorff, 2011). Krippendorff’s α is a statistical measure of the agreement achieved 
when annotating a set of units of analysis. As opposed to correlation-based consistency 
indices (such as Cronbach’s α), which standardizes annotators’ values and only measures 
covariation, Krippendorff’s α emphasizes inter-annotator agreement, which is more 
important than consistency in corpus annotation applications. For the IMRD schema 
annotation, the simple percent agreement between the annotators was 81.3% and 
Krippendorff’s α was .741. For the CARS schema annotation, the simple percent 
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agreement was 92.0% and Krippendorff’s α was 0.714. This level of reliability is 
considered “good” (Strijbos & Stahl, 2007).  
The annotation data was used to compare the fit of the two move schemata 
(IMRD and CARS). Since no prior research was found that could quantitatively assess 
the fit of a particular move schema to a corpus of data, I devised the following three 
metrics—complete schema coverage rate, move diversity, and move density. 
The complete schema coverage rate (CSCR) is the proportion of texts in the 
corpus that implement all moves described by a schema. That is, 
     
 
 
     , 
where n is the number of texts in the corpus that implement all moves described in the 
schema, and N is the total number of texts in the corpus. The rationale for this metric is 
that a schema is a better fit for a certain genre if the majority of the texts in the corpus 
representing this genre implement all of the moves in the schema. 
 The move diversity (MDv) is the average number of different moves per text, 
divided by the total number of moves in the schema. That is, 
    
   
 
   
   
       
where N is the total number of texts in the corpus, mi is the number of different moves in 
text i, and M is the total number of different moves in the schema. The rationale for this 
metric is that a well-fitting schema would have the average number of different moves 
per text close to the total number of different moves in the schema. In other words, in the 
ideal case, MDv → 100%. 
 Finally, the move density (MDn) metric is the average proportion of sentences in 
each text that belong to a particular move. That is, 
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where j is a move, N is the total number of texts in the corpus,   
 
 is the number of 
sentences in text i that belong to move j, and Ci is the total number of sentences in text i. 
The rationale for this metric is that for a well-fitting schema, the performance of each 
move should be close to the same, or at least comparable. This metric should be 
interpreted with caution, because it is possible that a good move schema would show a 
skewed distribution of moves for some genres and a more even distribution of moves for 
other genres (cf. Cotos, 2014b). However, when several move schemata are compared, 
the one that results in a more even move density should be preferred over the one that 
results in a more skewed move density, because the former would allow for a more 
detailed analysis and description of linguistic features in all moves. 
To evaluate the fit of the two candidate move schemata (IMRD and CARS), these 
three metrics were calculated. 
3.2.2. Results 
The inter-annotator reliability indices have been used by Chukharev (2009) as a 
crude measure of the psycholinguistic reality of a semantic construct for which corpus 
annotation is undertaken. For the CARS schema annotation, the simple percent 
agreement between the annotators was 92.0%—higher than 81.3% obtained for the 
IMRD model. However, Krippendorff’s α obtained for the IMRD model was .741—
slightly higher than .714 obtained for the CARS model. Between these two indices, 
Krippendorff’s α is preferable, because it accounts for the uneven distribution of moves 
in the annotated data. This finding could be used as tentative evidence for the higher 
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psycholinguistic reality of the moves in the IMRD schema compared to the CARS 
schema. 
However, the three metrics presented in this section (namely, CSCR, MDv, and 
MDn) are better justified for selecting the best fitting model. In general, the analyses 
using these three quantitative metrics show that IMRD better fits the engineering 
abstracts in Corpus-72 than CARS (see Table 3.4). 
Table 3.4 
 
A summary of the fit of IMRD and CARS in Corpus-72 abstracts (n = 72) 
 IMRD CARS 
(1) Complete schema 
coverage rate (CSCR) 
52.8% 25% 
(2) Move diversity (MDv) 85% 60% 
(3) Move density (MDn)   
 Move 1 27.4% 9.9% 
 Move 2 26.3% 3.4% 
 Move 3 35.4% 86.7% 
 Move 4 10.9% N/A 
 
In addition to comparing the scalar values for the metrics between the two 
candidate schemata, a more detailed descriptive analyses of the distributions of moves in 
the abstracts annotated by these two schemata will be presented. These analyses are 
conducted for additional justification of the devised metrics. 
The first metric, CSCR, shows the proportion of texts in the corpus that 
implement all moves described by a schema. As shown in Figure 3.1, 14 (19.4%) of the 
72 abstracts can be annotated with complete coverage using IMRD and CARS schemata. 
Additionally, 24 (33.3%) abstracts showed a complete IMRD structure and 4 (5.6%) 
abstracts showed a complete CARS structure. In other words, only 34 (47.2%) abstracts  
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Figure 3.1. A comparison of schema coverage between IMRD and CARS (n = 72) 
 
did not have a complete IMRD schema; whereas as many as 54 (75.0%) abstracts did not 
have a complete CARS schema. In general, the complete coverage rate of the IMRD 
schema (52.8%) is higher than that of the CARS schema (25%). 
The second metric, MDv, reflects the average number of different moves that 
appear in abstracts. Table 3.5 provides further details on the distribution of moves in 
abstracts for both schemata. When applying IMRD schema, 38 (52.8%) abstracts were 
completely annotated by four moves, 25 (34.7%) by three moves, and nine (12.5%) by 
two moves. None of the abstracts could be completely annotated by only one move. On 
average, in this study’s corpus, 3.4 moves from IMRD schema were used per abstract. 
The value of the MDv metric for IMRD was 85%. For the CARS schema, 18 (25.0%) 
abstracts were completely annotated by three moves, 21 (29.2%) by two moves, and 32 
(44.4%) by only one move. In other words, 1.8 moves from CARS schema were used per 
abstract. The MDv for CARS was 60.0%. Figure 3.2 provides pie charts to visually 
compare the differences of move distribution between IMRD and CARS. 
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Table 3.5  
 
Descriptive statistics of the move distribution for IMRD and CARS (n = 72) 
 Mean Median Min Max SD 
IMRD 3.4 4 2 4 1 
CARS 1.8 2 1 3 0.8 
 
  
Figure 3.2. A comparison of the move diversity between IMRD and CARS (n = 72) 
 
Interestingly, 32 (45.1%) abstracts were adequately annotated by only one move 
of CARS schema, but in the IMRD schema all abstracts required at least two moves for 
annotation. This result could be interpreted in the sense that the communicative purposes 
of sentences in engineering abstracts could be identified more clearly and accurately by 
the IMRD schema than by the CARS schema. 
The last metric is move density—the weight of each move in abstracts. Figure 3.3 
visually presents the comparison of move density between IMRD and CARS. When 
applying the IMRD schema, Move 1 (Introduction) weighted 27.4%; Move 2 (Method) 
weighted 26.3%; Move 3 (Results) weighted 35.4%; and Move 4 (Discussion) weighted 
10.9%. That is to say, in this 72-abstract corpus, there were 552 sentences in total, so, on  
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S1 S2 S3 S4 S5 S6 S7 S8 S1 S2 S3 S4 S5 S6 S7 S8 
Figure 3.3. A comparison of the moves in a sample 8-sentence abstract annotated with 
IMRD and CARS (n = 72) 
Note: Sn refers to the sentence number in the abstract. 
 
average, there were eight sentences in one abstract. Based on the ratio, these eight 
sentences consisted of two sentences of Introduction, two of Methods, three of Results, 
and one of Discussion.   
On the other hand, when applying CARS schema, Move 1 (Establishing a 
territory) weighted 9.9%, Move 2 (Establishing a niche) weighted 3.4%, and Move 3 
(Occupying a niche) weighted 86.7%. In other words, in an eight-sentence abstract, there 
was one sentence of Move 1, no sentences of Move 2, and seven sentences of Move 3. 
Hence, it can be seen in Figure 3.3 that applying the IMRD schema to abstracts results in 
a more balanced representation of moves than the CARS schema. 
From the investigation of the three quantitative metrics (CSCR, MDn, MDv), it 
was found that, overall, the IMRD schema is a better fit than the CARS schema for the 
engineering RA abstracts in Corpus-72. It can be seen that both schemata acted very 
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differently when they were applied to Corpus-72. The IMRD schema has a higher 
complete schema coverage rate, higher move diversity, and more balanced move density 
than the CARS schema. Therefore, in contrast to previous studies that adopted or adapted 
move schemata from their predecessors, the IMRD schema was selected for this 
dissertation as the better fitting move schema to represent engineering RA abstracts based 
on the results of a quantitative analysis. 
3.2.3. Conclusion 
This iteration of the DBR process was guided by two research questions. The first 
question dealt with identifying the evidence that could be used to objectively compare the 
fit of different schemata for genre analysis. The three quantitative metrics proposed in 
this section (complete schema coverage rate, move diversity, and move density) were 
demonstrated to be reasonable measures of move schema fit. This point is further 
supported by in-depth descriptive analyses of the distributions of moves in abstracts from 
Corpus-72, as annotated by the two schemata. 
The second, more specific, research question dealt with selecting one of the two 
candidate schemata, CARS and IMRD, as a better fit for the genre of engineering RA 
abstracts. The abstracts in Corpus-72 were manually annotated and analyzed to evaluate 
the appropriateness of both move schemata. It was found that the complete schema 
coverage rate of the IMRD schema was higher than the CARS schema; the IMRD 
schema had higher move diversity than the CARS schema; and the IMRD schema was 
able to represent an engineering abstract with all four moves, but the CARS schema only 
used two moves. Therefore, from these findings, the IMRD schema is a better choice than 
the CARS schema to represent the communicative purposes of sentences in engineering 
73 
 
abstracts. In addition, the inter-annotator reliability was higher for the IMRD schema than 
for the CARS schema, which could serve as another piece of evidence in favor of the 
IMRD schema (Chukharev, 2009). 
 Since the IMRD schema has been selected and justified for the genre analysis of 
the genre of engineering RA abstract, the next section will proceed with the investigation 
of the possibility of using a Statistical NLP approach, Support Vector Machines, to 
automatically classify moves in engineering RA abstracts. 
3.3. Automatic Classification of Rhetorical Moves 
In Section 3.2, the abstracts in Corpus-72 were manually annotated with the 
IMRD schema, which was shown to be appropriate for the genre of engineering RA 
abstracts. Based on prior research, however, we know that Corpus-72 alone would not be 
sufficient for the purposes of this dissertation, the ultimate applied goal of which is to 
develop an AWE tool that would help Taiwanese engineering students write abstracts in 
English. For example, Cotos (2010) needed to annotate as many as 401 Introduction 
sections with Swales’ CARS schema to construct her IADE tool, which was based on 
automated classification of moves in Introduction sections. Another prominent corpus-
based approach to language teaching, which focuses on identifying formulaic sequences 
in corpora, requires a one million word corpus for the commonly adopted definition of 
“lexical bundle” to be applicable (Biber et al., 1999). Therefore, to accomplish the goals 
set for this dissertation, I would have to annotate Corpus-480 for rhetorical moves. 
Utilizing the manual annotation process on the large scale of Corpus-480 would 
be resource-consuming. For reliability purposes, manual corpus annotation involves at 
least two annotators. The annotators must be trained and calibrated before they can begin 
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their independent annotation process. When it comes to a plethora of material to be 
annotated, this process consumes significant time and human resources, which might not 
be practical or affordable. Since such resources were unavailable to me, I decided to 
attempt a statistical NLP-based approach to automatic classification of rhetorical moves 
in abstracts. 
The iteration of the DBR process presented in this section was guided by the 
following research question: To what extent can the SVM model automatically classify 
the moves in engineering RA abstracts? 
3.3.1. Method 
The usual approach would be to train a classifier on the manually annotated 
corpus (Corpus-72) and then use this corpus to identify moves in the larger Corpus-480 
automatically. However, this approach would not be feasible, due to the scarcity of data 
in Corpus-72. Therefore, I adopted the following assumption. Since moves in the IMRD 
schema correspond to sections in the research article, language in these moves is similar 
to the language used in the equivalent sections. For example, language in Move 1 
(‘Introduction’) in abstracts should be similar to that in the Introduction section of the full 
article. 
Operating under this assumption, I proceeded to build a classifier based on 
language in the sections of RAs to further test its accuracy on the manually-annotated 
abstracts in Corpus-72. If the accuracy was sufficient, then the same classifier could be 
applied to abstracts in Corpus-480, thus avoiding the need to manually annotate this 
larger corpus. In the following, I will describe the processes of feature selection, SVM 
training, and SVM evaluation. 
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3.3.1.1.  Feature selection 
First, the Corpus-480 was split into sentences using the Perl module 
Lingua::EN::Sentence (Yona, 2002). Following the approach proposed by Pendar and 
Cotos (2008), I treated each sentence as a “bag of words” and used n-grams (unigrams 
and trigrams) as features. To improve the quality of feature sets, each n-gram was 
stemmed by using Perl’s implementation of the Porter Stemmer (Porter, 1980) and 
stubbed. Stubbing is a process whereby certain tokens are encoded as their more 
generalized representations. In my case, I replaced all year numbers (e.g., 1954) with a 
generic token ‘_year_’, and all other numbers (e.g., 3.1416) with ‘_numb_’. To avoid 
overfitting the model, I sorted features based on their odds ratios, and selected the top 
20,000 unigrams and the top 20,000 trigrams for the final feature set (total 40,000 
features)
4
. Table 3.6 provides the top 10 unigrams and trigrams. 
  
Table 3.6  
 
Top 10 stemmed unigrams and trigrams 
Top 10 unigrams Top 10 trigrams 
ID Stem Odds ratio ID Stem Odds ratio 
1000 varian 36.0 22000 and method _numb_ 73.0 
1001 vial 33.0 22001 with _numb_ ml 66.0 
1002 consent 30.0 22002 _numb_ ml of 35.3 
1003 deioniz 28.5 22003 at _numb_ rpm 30.0 
1004 rins 28.0 22004 our result show 30.0 
1005 logger 27.0 22005 the follow hypothesi 30.0 
1006 hitachi 25.0 22006 number of year 29.0 
1007 tcd 24.0 22007 were measur us 28.0 
1008 microheat 24.0 22008 materi and method 28.0 
1009 thermoplast 23.5 22009 equip with a 27.0 
 
                                               
4 I acknowledge the help of Dr. Evgeny Chukharev-Hudilainen with writing and debugging the scripts 
described in this section. 
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Using the n-grams, each sentence was represented as a vector of binary features 
(each of the features being ‘true’ if the n-gram existed in the sentence, ‘false’ if the n-
gram did not exist in the sentence). For example, sentence #48 in the Corpus-480, ‘There 
are pros and cons to both approaches,’ was encoded as the following unigram features: 
8273 (‘APPROACH’), 8823 (‘BOTH’), 9628 (‘THERE’), 9767 (‘PRO’), 9835 (‘AR’), 
and 9966 (‘CON’). No trigram features were identified for this particular sentence. Since 
there were only very few features that were ‘true’ (6 out of 40,000 in the example given 
above), sparse vector representation was used for efficiency purposes (see Table 3.7).  
 
Table 3.7 
 
Representation of sentence #48 in the SVM 
 There are pros and cons to  both approaches 
unigram stem # 9628 9835 9767 – 9966 – 8823 8273 
Sparse vector representation of sentence #48:  
9628: 1, 9835: 1, 9767: 1, 9966: 1, 8823: 1, 8273: 1 
 
3.3.1.2.  SVM training 
I used sentences in RA sections as proxies for abstract moves. Applying 
supervised machine learning, an SVM classifier was trained with 80% of sentences 
(90,480) from Corpus-480 RA sections.  
To train the classifier, I used the LibSVM library (Chang & Lin, 2011). The SVM 
type was set to C-SVC (multi-class classification), with radial basis function kernel (for 
large numbers of training samples and features), no shrinking heuristics (to improve the 
speed of the training), and the cost parameter C=1800 (this large value tells the SVM 
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optimization to avoid misclassifying each training example). These parameters were 
suggested by prior research by Pendar and Cotos (2008). 
3.3.1.3.  SVM evaluation 
I used 5-fold cross-validation to evaluate the accuracy of classification. Cross-
Validation is commonly used when the outcome of an algorithm is prediction. The ‘5-
fold’ here means the dataset (Corpus-480 IMRD sections) was split into 5 subsets 
(Refaeilzadeh, Tang, & Liu, 2009). The training was accomplished on four of these 
subsets, and the fifth subset was set aside for testing purposes. Additionally, I further 
tested the SVM using the sentences from Corpus-72 abstracts. These were manually 
classified into IMRD abstract moves as the ‘gold standard.’ Confusion matrices were 
used to visually present the performance of the SVM (Stehman, 1997).  
3.3.2. Results 
The purpose of this study was to classify sentences in Corpus-480 abstracts for 
IMRD moves by the SVM trained using sentences from Corpus-480 IMRD sections. 
After describing the process of training the SVM, this section reports the evaluation of 
the SVM. Overall, although the accuracy was better than chance, it was not sufficiently 
high to perform the intended text classification task with reliability sufficient for use in 
the AWE tool.    
To evaluate the accuracy of classification, I used 5-fold cross-validation. Given an 
unseen sentence from a section, the SVM was asked to predict which section this 
sentence might be used. It was found that the accuracy was 59.9%. The confusion matrix 
is shown in Table 3.8. 
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Table 3.8 
 
Confusion matrix for sections  
n = 22,620 Predicted 
I M R D 
Actual I 2,334 561 621 680 
M 472 3,985 1,561 313 
R 323 836 5,097 690 
D 837 525 1,649 2,136 
Accuracy 58.9% 67.5% 57.1% 55.9% 
Overall accuracy 59.9% 
Note. I = Introduction, M = Methodology, R = Results, D = Discussion/Conclusion  
 
Table 3.8 presents a confusion matrix for one of the iterations of the 5-fold cross-
validation process. As seen, the testing sentences are 22,620, which were randomly 
extracted from the IMRD sections in Corpus-480. The overall accuracy rate was 59.9%. 
Prediction for the Methodology section had the highest (67.5%) accuracy, next was the 
Introduction section (58.9%), and followed by the Results section (57.1%). The 
Discussion/Conclusion section had the lowest accuracy (55.9%) of prediction.  
I further tested this classifier on the manually annotated abstracts in Corpus-72, 
used as the ‘gold standard’. Given a sentence from an abstract, the SVM was asked to 
predict which section this sentence might be used. Under the assumption about functional 
similarity between moves in abstracts and corresponding sections in RAs, I used these 
predictions as proxies to predict moves in abstracts. For example, if the SVM predicted a 
sentence from an abstract to be a part of the Introduction section, I assumed that it would 
be used in the Introduction move of the abstract. I expected the accuracy of classification 
for abstracts to be comparable to that for RA sections. The actual accuracy was 0.510, 
which is lower than the expected accuracy of 0.599 by 0.089 (or 14.9% of the expected 
accuracy). The confusion matrix is shown in Table 3.9. Experiments with the number of 
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features and the settings of the SVM classifier did not result in a significant improvement 
in the accuracy of classification.  
Although the overall accuracy for abstracts was lower than the cross-validation 
results by 14.9%, the prediction for the Methodology section was still the highest (66.2%) 
and the Discussion section remained the lowest (23.8%).  
Table 3.9 
 
Confusion matrix for abstracts  
n = 551 Predicted 
I M R D 
Actual I 83 22 13 29 
M 31 86 22 9 
R 25 20 76 77 
D 15 2 5 36 
Accuracy 53.9% 66.2% 65.5% 23.8% 
Overall accuracy 51.0% 
Note. I = Introduction, M = Methodology, R = Results, D = Discussion/Conclusion  
3.3.3. Conclusion 
 This section began with the assumption that language used in abstract moves 
should be similar functionally and linguistically to the language used in corresponding 
RA sections, because both serve the same communicative purposes. To save labor costs 
for annotation on abstract moves, I explored a StatNLP technique for automating the 
annotation of moves in abstracts. An SVM was trained using the complete sections in 
Corpus-480 as the training set. Sentences in abstracts of Corpus-72 were used to evaluate 
the reliability of the SVM classification. 
 The overall accuracy of the SVM classifier (59.9%) was better than chance, but 
still insufficient for practical applications. The classifier would misclassify every other 
sentence—clearly below reasonable expectations from a pedagogical tool. Perhaps, by 
changing feature sets (e.g., including verb categories, sequences/position of the sentences 
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in abstracts) or using other types of classifiers, the accuracy of classification could be 
improved. However, due to my lack of experience with StatNLP approaches, I had to 
discontinue further investigations in this direction. 
Nevertheless, my findings showed that the performance of classifying abstracts 
moves for Corpus-72 only dropped 14.9% from the performance of classifying sentences 
in RA sections of Corpus-480. This suggests that the language in abstract moves is 
indeed functionally similar to the language of the corresponding RA sections, so my 
original assumption could still be useful in building an AWE tool. However, since I could 
not rely on an SVM classifier to identify moves in abstracts automatically, I decided to 
take an alternative approach, which was grounded more in corpus linguistics, rather than 
StatNLP. 
3.4. Lexical Bundle Analysis 
 In Section 3.3, an attempt is outlined to use a StatNLP approach to automatically 
identify moves in engineering abstracts. Although the accuracy was insufficient for 
immediate practical applications, the insights from the approach have implications for the 
current study. The purpose of this section is to describe the process of extraction of four-
word lexical bundles from Corpus-480, the results of the extraction, and implications for 
the AWE tool. 
This iteration of the DBR process is guided by the following research question: 
To what extent are lexical bundles associated with rhetorical moves in Engineering RA 
abstracts? 
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3.4.1. Method 
In this section, I investigated the relationship between moves and lexical bundles 
in engineering abstracts to inform the design of my AWE tool. The purpose of this 
section is to identify lexical bundles frequently used within the IMRD moves in 
engineering abstracts. 
To extract lexical bundles, all sections (i.e., Abstract, Introduction, Methodology, 
Results, and Discussion/Conclusion) in the Corpus-480 were saved as separate text files. 
I wrote a Perl script to pre-process the texts. For the pre-processing, the texts in the text 
files were split into sentences using a Perl module, Lingua::EN::Sentence (Yona, 2002). 
All non-alphabetic characters were removed, and a single space was used to separate 
words. All words were cast to upper case. Therefore, my technical definition of a ‘word 
(W)’ was a string of sequential alphabetic characters (letters of Roman alphabet). For 
example, ‘everyone’s’ becomes two words ‘EVERYONE S’ after the pre-processing 
completed by the script.  
Once the entire corpus was pre-processed, I wrote another script to extract four-
word lexical bundles. As mentioned previously, the four-word lexical bundle is defined in 
this study as a sequence of four consecutive words that appears at least 10 times in a one-
million-word corpus (Biber et al., 1999). Additionally, to avoid capturing idiosyncratic 
bundles from individual writers (which may represent the writer’s idiolect or specific, 
narrow topic of a particular article, rather than the genre under investigation), the range 
criterion was considered. The common definition of the range criterion is the requirement 
that a lexical bundle must recur in at least three to five texts (e.g., Biber & Barbieri, 2007; 
Cortes, 2004, 2006).  
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To identify lexical bundles, which appear in particular moves of abstracts, my 
original plan was to use Support Vector Machine (SVM), described in Section 3.3, to 
automatically identify moves in abstracts in Corpus-480. However, because the accuracy 
of the SVM was insufficient, I decided to seek alternatives. The first alternative was to 
annotate all 480 abstracts manually; however, there were no available resources 
available. Another alternative was to use the move annotations in iteration Section 3.2 
and generate four-word lexical bundles from Corpus-72. However, the word count for 72 
abstracts was only 13,943, which was fewer than needed. 
One insight that I gained from Section 3.3 was that, although the accuracy was 
insufficiently high to predict moves in abstracts, the results suggest that n-grams in 
sections could still contribute to the detection of moves in abstracts to a certain degree. 
Specifically, the formulaic language used in article sections was similar to that used in 
the corresponding moves in abstracts. Based on this insight, I decided to look for 4-grams 
that appear in both article sections and abstracts, and consider them as candidate lexical 
bundles for the corresponding moves of the abstracts. According to the corpus analysis in 
Section 3.1, the word count for Abstracts in Corpus-480 is about .01 million, and for the 
Introduction, Methodology, Results, and Discussion/Conclusion section the word count 
varies between .52 and .70 million. Informed by previous studies, I decided to scale down 
the frequency criterion for lexical bundles, and created the following working definition 
for a lexical bundle: 
A 4-gram ‘W1, W2, W3, W4’ is a considered a lexical bundle associated with 
Move X (where X is Introduction, or Methods, or Results, or Discussion) of Abstracts if: 
 this 4-gram occurs at least once in the abstracts in Corpus-480, and 
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 this 4-gram occurs at least 5 times in Section X in Corpus-480, and  
 this 4-gram occurs at least in three different texts in any one section. 
For example, the 4-gram ‘STUDY WAS TO EVALUATE’ occurs six times in the 
Introduction section, zero times in the Methods and Results sections, one time in the 
Discussion/Conclusion section, and two times in abstracts. Also, this 4-gram occurs in 
the Introduction section of six different articles. Based on my definition of a lexical 
bundle, this 4-gram is considered a four-word lexical bundle, and categorized as 
associated with the Introduction move in abstracts.  
All lexical bundles found in Corpus-480 were saved to a text file. The lists of the 
top 20 and 10 most frequent four-word lexical bundles in individual sections and a 
combination of different sections were generated by another script that I wrote. 
3.4.2. Results 
 The purpose of Section 3.4 was to identify four-word lexical bundles with 
corresponding moves in engineering abstracts, based on the working definition provided 
previously. The outcomes of this study will be implemented in an AWE tool for assisting 
Taiwanese engineering graduate students’ abstract writing. 
Following the devised working definition, 1,614 four-word lexical bundles were 
extracted from Corpus-480. The top 20 four-word lexical bundles, based on their 
frequency in abstracts, are shown in Table 3.10. As seen in Table 3.10, ‘THE AIM OF 
THIS’, for instance, was found 30 times in the Introduction section, three times in the 
Methodology section, two times in the Results section, and four times in the 
Discussion/Conclusion section. It was also a highly frequent lexical bundle used in the 
abstracts (9 times). Also, it recurred in 30 texts in Introduction sections. Therefore, this 
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lexical bundle was categorized as one associated with the Introduction move in abstracts. 
Additionally, ‘AS WELL AS THE’ occurred 12 times in the abstracts, and was also 
found 54 times in the Introduction section, 45 times in the Methodology section, 66 times 
in the Results section, and 61 times in the Discussion/Conclusion section. Also, for every 
section, this lexical bundle appeared in more than three texts. Accordingly, this lexical 
bundle was categorized as one associated with all four moves in abstracts. 
Table 3.10 
 
Top 20 four-word lexical bundles in Corpus-480 
# Four-word lexical bundles Frequency 
I M R D A 
1 THE RESULTS SHOW THAT 4 2 22 20 20 
2 IN THE PRESENCE OF 35 13 66 52 15 
3 RESULTS SHOW THAT THE 7 1 24 27 15 
4 WAS FOUND TO BE 19 22 36 55 14 
5 OF THIS STUDY WAS 23 2 0 10 13 
6 THIS STUDY WAS TO 22 0 0 7 13 
7 IT WAS FOUND THAT 17 8 17 38 13 
8 AS WELL AS THE 54 45 66 61 12 
9 THE INFLUENCE OF THE 29 15 38 31 12 
10 IN THIS STUDY WE 23 10 2 23 11 
11 THE AIM OF THIS 30 3 2 4 9 
12 THE PURPOSE OF THIS 21 16 4 5 9 
13 THE PERFORMANCE OF THE 15 22 32 17 9 
14 THE RESULTS SHOWED THAT 10 0 13 12 9 
15 IN TERMS OF THE 32 34 27 30 8 
16 A WIDE RANGE OF 29 17 11 24 8 
17 AN INCREASE IN THE 15 5 61 39 8 
18 REPORTED IN THE LITERATURE 13 6 19 16 8 
19 RESULTS SHOWED THAT THE 10 0 10 14 8 
20 WAS FOUND THAT THE 8 5 8 15 8 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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 I have further identified ‘move-specific’ lexical bundles, that is, lexical bundles 
associated with one move, but not the other three moves. Table 3.11 shows the lexical 
bundle types, the raw frequencies, and mean frequency of lexical bundles in individual 
sections. It can be seen that the Results section had the highest number of lexical bundles 
and the Methodology section had the lowest number. This is likely due to the nature of 
the language used in these two sections, even though the sections had a very similar word 
count (around 0.69 million). Additionally, the mean of the frequency of the lexical 
bundles associated with these four sections was similar—around 7—despite the 
differences in word counts. 
Table 3.11 
 
Number, combined raw frequency, and mean frequency of move-specific lexical bundles 
Section Total word 
count in corpus 
Number of 
lexical bundle 
types 
Combined raw 
frequency of 
lexical bundles 
Mean 
frequency of 
lexical bundles 
Introduction 521,519 221 1,616 7.3 
Methodology 682,203 183 1,439 7.9 
Results 698,962 307 2,194 7.1 
Discussion/ 
Conclusion 
606,921 249 1,676 6.7 
Mean 627,401.3 240.0 1,731.3 7.3 
 
In terms of move-specific lexical bundles, first, 221 lexical bundles were 
associated with the Introduction move. Table 3.12 shows the 20 most frequent four-word 
lexical bundles associated with the Introduction move listed according to their frequency 
in the abstracts. As seen in Table 3.12, some lexical bundles describe the purpose of the 
study, such as the aim of this, the objective of this, aim of this study, objective of this 
study, this study is to, this work is to. Here are examples using objective of this study in 
the Introduction and Abstract sections: 
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Table 3.12 
 
Top 20 four-word lexical bundles associated with the Introduction move 
# Four-word lexical bundles Frequency 
I M R D A 
1 THE AIM OF THIS 30 3 2 4 9 
2 THE OBJECTIVE OF THIS 31 1 0 2 7 
3 OBJECTIVE OF THIS STUDY 20 1 1 3 7 
4 HEAT AND MASS TRANSFER 16 0 3 4 5 
5 AIM OF THIS STUDY 14 1 0 1 5 
6 THE ENERGY EFFICIENCY OF 8 1 1 4 5 
7 THIS STUDY IS TO 24 2 2 0 4 
8 THIS WORK IS TO 15 0 1 0 4 
9 CRITICAL HEAT FLUX CHF 5 0 0 0 4 
10 HIGH STRENGTH LOW ALLOY 5 0 0 1 4 
11 IN THE UNITED STATES 27 4 1 3 3 
12 OF THIS WORK IS 16 0 2 1 3 
13 HAVE BEEN FOUND TO 12 1 3 2 3 
14 HEAT TRANSFER AND PRESSURE 9 2 4 4 3 
15 IN SITU NEUTRON DIFFRACTION 9 3 2 2 3 
16 OF THE INNOVATION PROCESS 8 3 3 3 3 
17 SELECTIVE CATALYTIC REDUCTION SCR 8 0 0 1 3 
18 TRANSFER AND PRESSURE DROP 8 2 3 3 3 
19 AT HIGHER LEVELS OF 6 0 4 1 3 
20 FLOW BOILING AND CONDENSATION 6 0 0 1 3 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
 
The objective of this study is to evaluate the feasibility of a novel cooling 
technology, the vacuum desiccant cooling (VDC), for microclimate cooling [Int 
453]. 
The objective of this study was to examine associations between water quality 
and ichthyotoxicity at a landscape scale that included urban and rural (non-urban) 
sites [Int 289]. 
The main objective of this study is to develop theoretical models to predict the 
performance of a new type of air distribution method known as protected 
occupied zone ventilation (POV), and to validate the model by conducting 
experimental measurements [Abs 179]. 
The objective of this study is to develop soft computing and data reconstruction 
techniques for modeling monthly California Irrigation Management Information 
87 
 
System (CIMIS) evapotranspiration (ETo) at two stations, U.C. Riverside and 
Durham, in California [Abs204]. 
These examples show the purpose of the study using the lexical bundle objective of this 
study.  
Next, 183 lexical bundles were associated with the Methodology move. Table 
3.13 shows the 20 most frequent four-word lexical bundles in the order of their frequency 
in the abstracts. As seen in Table 3.13, the lexical bundles—was carried out in, was used 
to measure, used to investigate the, was carried out to, is applied to the, carried out on 
the—illustrate the methodological procedure conducted or materials/equipment used in 
the studies. Here are examples using was used to measure in the Methodology section 
and abstracts: 
The Dijkstra algorithm was used to measure the distances from the AV-node to 
each PMJ through the CCS network [Met 358]. 
 The camera was used to measure the bottom heading tool temperature [Met 
431]. 
The transient calorimetric technique was used to measure the total hemispherical 
emissivity of conductive materials [Abs 069]. 
A non-contact technique using a 3D optical system was used to measure the 
surface roughness of two selected standard surface roughness comparators used in 
the foundry industry [Abs 429]. 
 
These examples demonstrate the equipment used in the studies with the lexical bundle 
was used to measure.  
Furthermore, 307 lexical bundles were associated with the Results move. Table 
3.14 shows the 20 most frequent four-word lexical bundles based on their frequency in 
the abstracts. As seen in Table 3.14, the lexical bundles—it is shown that, is found that 
the, were observed in the, is shown that the—report specific results or present results 
based on tables or figures. For example, 
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From Fig. 8, it is shown that only a small percentage of those who do not share a 
room are very dissatisfied with the temperature in their working space (5.1%) 
compared to 30.5% that are very satisfied with the temperature in their working 
space [Res 156]. 
It is shown that the reaction rates of each step of CO2 desorption from the 
support is much higher than that from the catalyst [Res 240]. 
It is shown that the hybrid IDP GA approach would be a promising approach to 
dealing with long-term optimization problems of large-scale reservoirs [Abs 188]. 
Finally, it is shown that a reduction of Zr content to 0.02 wt.% is required to 
fully suppress hot tearing in polycrystalline IN738LC blades [Abs 449]. 
These examples demonstrate the lexical bundle—it is shown that—used to report specific 
results or present results from tables or figures.   
Table 3.13 
 
Top 20 four-word lexical bundles associated with the Methodology move 
# Four-word lexical bundles Frequency 
I M R D A 
1 WAS CARRIED OUT IN 4 29 4 0 6 
2 SCANNING ELECTRON MICROSCOPY SEM 3 14 2 2 5 
3 WAS USED TO MEASURE 3 32 2 1 5 
4 USED TO INVESTIGATE THE 4 7 3 1 4 
5 WAS CARRIED OUT TO 2 5 3 1 4 
6 BY SCANNING ELECTRON MICROSCOPY 0 6 1 0 4 
7 IS APPLIED TO THE 3 8 2 1 3 
8 IN THE CURRENT WORK 2 5 1 4 3 
9 THE CU AND NB 0 5 0 0 3 
10 FOR THE ANALYSIS OF 4 5 1 2 2 
11 HAZARD RISK ASSESSMENT OF 4 5 0 1 2 
12 THE DETAILS OF THE 4 15 4 0 2 
13 THE FLOW STRESS IN 4 7 2 2 2 
14 ASSESSMENT OF LAND SUBSIDENCE 3 5 0 1 2 
15 BY X RAY DIFFRACTION 3 8 2 1 2 
16 CARRIED OUT ON THE 3 6 3 0 2 
17 RISK ASSESSMENT OF LAND 3 5 0 1 2 
18 EVOLUTION OF THE FLOW 2 5 4 2 2 
19 OPTICAL PROPERTIES OF THE 2 6 3 0 2 
20 THE SOLUTION OF THE 2 8 1 2 2 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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Table 3.14 
 
Top 20 four-word lexical bundles associated with the Results move 
# Four-word lexical bundles Frequency 
I M R D A 
1  IT IS SHOWN THAT 3 0 17 4 8 
2  AQUEOUS PHASE HYDROGENOLYSIS OF 1 0 11 2 4 
3  IS FOUND THAT THE 0 3 10 3 4 
4  WARM DIE C COMPACTION 1 0 7 3 4 
5  OF THE DRAINAGE NETWORK 0 1 7 4 4 
6  PERFORMANCE OF THE SYSTEM 2 1 5 2 4 
7  THAN IN THE CONTROLS 0 0 19 0 3 
8  WERE OBSERVED IN THE 1 1 18 3 3 
9  TREATMENTS THAN IN THE 0 0 16 0 3 
10  LEVELS OF EXTERIOR SOURCING 2 0 13 0 3 
11  THE PCA SCORES PLOT 0 0 8 0 3 
12  PRESENT TWO TEMPERATURE MODEL 1 3 7 3 3 
13  THE PRESENT TWO TEMPERATURE 1 3 7 3 3 
14  DECREASED IN THE ORDER 0 0 7 3 3 
15  WERE HIGHER IN THE 0 0 7 1 3 
16  IS SHOWN THAT THE 2 0 6 2 3 
17  IMPAIRED BY AT LEAST 0 0 5 0 3 
18  THE RESULTS FOR THE 0 2 27 2 2 
19  IN THE HEAT TRANSFER 3 1 15 3 2 
20  IN AN INCREASE IN 3 2 12 3 2 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
  
Finally, 249 lexical bundles were associated with the Discussion/Conclusion 
move. Table 3.15 shows the top 20 four-word lexical bundles listed based on the 
frequency in the abstracts. The lexical bundles—results of this study, our results show—
show the value and implication of these studies. 
The results of this study provide a proof that the FC-IR process is a promising 
tool in treating sulfide in wastewater, with concomitant sulfur and energy 
recovery [Dis 123].  
The results of this study yield two major contributions to the research and 
management of technology [Dis 384]. 
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The results of this study demonstrate the potential for HAB toxins to be inducted 
into coastal RO intake facilities, and the ability of typical RO operations to 
effectively remove these toxins [Abs 281].  
The results of this study should help market oriented managers create and 
evaluate service innovation [Abs 383]. 
 
 Next, the four-word lexical bundles will be described, which appear to be 
associated with two moves. To begin with, a summary of the number, raw combined 
frequency, and mean frequency of the lexical bundles associated with two moves are 
presented in Table 3.16. It can be seen the Results and Discussion/Conclusion moves had  
Table 3.15 
 
Top 20 four-word lexical bundles associated with the Discussion move 
# Four-word lexical bundles Frequency 
I M R D A 
1 RESULTS OF THIS STUDY 2 0 1 40 6 
2 OUR RESULTS SHOW THAT 0 0 0 15 5 
3 THIS IS THE FIRST 3 1 1 12 5 
4 THIS STUDY INVESTIGATED THE 0 0 0 5 5 
5 THE DOMINANT DEFORMATION MECHANISM 1 0 0 12 3 
6 IN THE WELD POOL 2 0 4 9 3 
7 THE APPLICATION OF A 4 1 0 8 3 
8 THE INTERFACE THERMAL CONDUCTANCE 1 2 0 8 3 
9 IN AN UNDESIRABLE POSITION 0 0 4 8 3 
10 WAS RELATED TO THE 1 1 1 7 3 
11 STRONGLY DEPENDENT ON THE 3 3 3 6 3 
12 THE RESIDUAL STRESS AND 3 0 1 6 3 
13 DEVELOPED IN THIS STUDY 0 1 0 6 3 
14 STUDY HARWOOD AND FARROW 2 2 1 5 3 
15 INTERFACE THERMAL CONDUCTANCE BETWEEN 1 0 0 5 3 
16 THE COMPUTATION OF THE 1 2 2 5 3 
17 THE TEMPERATURE AND STRAIN 1 4 2 5 3 
18 CHUTE IN AN UNDESIRABLE 0 0 4 5 3 
19 OF ORGANIC ACID ANIONS 0 1 3 5 3 
20 THE BULK YIELD STRESS 0 0 1 5 3 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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Table 3.16 
 
Number, raw combined frequency, and mean frequency of lexical bundles associated with 
two moves 
Two 
moves 
Number of lexical 
bundle types 
Introduction Methodology Results Discussion/ 
Conclusion 
F    F    F    F    
I + M 28 200 7.1 243 8.7     
I + R 28 230 8.2   251 9.0   
I + D 72 590 8.2     526 7.3 
M + R 72   781 10.8 562 7.8   
M + D 16   117 7.8   95 6.3 
R + D 162     1,658 10.2 1,504 9.3 
Mean 63.0 Mean frequency = 8.4 
Note. I = Introduction, M = Methodology, R = Results, D = Discussion, F = Raw frequency,    = Mean. 
 
the most overlap of these lexical bundles. Each lexical bundle appears 8.4 times in 
average in these two sections. Six tables of the 20 most frequent lexical bundles 
associated with any of the two moves are presented in Appendices A - F.  
Additionally, a description of the four-word lexical bundles associated with three 
moves will be presented. Table 3.17 provides a summary of the number, raw combined 
frequency, and mean frequency of the lexical bundles associated with three moves. Each 
lexical bundle is used 10.9 times in average. IRD moves have the greatest number of 
types of four-word lexical bundles. Appendices G - J present the 20 most frequent lexical 
bundles associated with three moves. 
Finally, a summary of the number, raw combined frequency, and mean frequency 
of the lexical bundles associated with all moves is presented in Table 3.18. It is shown 
that 123 four-word lexical bundles are found associated with all moves in abstracts. Each 
lexical bundle is within the range of 15.8 and 24.3 times in the individual sections. Table 
3.19 shows the top 20 lexical bundles in all sections. 
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Table 3.17 
 
Number, raw combined frequency, and mean frequency of lexical bundles associated with 
three moves 
Three 
moves 
Number 
of types 
Introduction Methodology Results Discussion/ 
Conclusion 
F    F    F    F    
I + M + R 23 168 7.3 284 12.3 178 7.7   
I + M + D 20 245 12.3 149 7.5   217 10.9 
I + R + D 57 508 8.9   777 13.6 796 14.0 
M + R + D 53   687 13.0 681 12.8 574 10.8 
Mean 38.3 Mean Frequency = 10.9 
Note. I = Introduction, M = Methodology, R = Results, D = Discussion, F = Raw frequency,    = Mean. 
 
Table 3.18 
 
Number, raw combined frequency, and mean frequency of lexical bundles associated with 
all moves 
Sections Number 
of types 
Introduction Methodology Results Discussion/ 
Conclusion 
F    F    F    F    
All 123 1,949 15.8 2,231 18.1 2,993 24.3 2,681 21.8 
  Mean Frequency = 20.0 
Note. F = Raw frequency,   = Mean. 
 
Based on the findings from this study, an implementation plan was devised. The 
four-word lexical bundles extracted from sections were shown to be associated with 
moves in abstracts. Also, to acknowledge the fact that some lexical bundles were used in 
multiple sections, the combination of moves should be presented in the AWE feedback to 
raise students’ awareness of the possibility of the use of lexical bundles in various 
combinations of moves in abstracts. Finally, it should be noted that the findings from this 
study are descriptive and should be taken as suggestive rather than as steadfast rules. 
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Table 3.19 
 
Top 20 four-word lexical bundles associated with IMRD moves 
# Four-word lexical bundles Frequency 
I M R D A 
1 IN THE PRESENCE OF 35 13 66 52 15 
2 WAS FOUND TO BE 19 22 36 55 14 
3 IT WAS FOUND THAT 17 8 17 38 13 
4 AS WELL AS THE 54 45 66 61 12 
5 THE INFLUENCE OF THE 29 15 38 31 12 
6 THE PERFORMANCE OF THE 15 22 32 17 9 
7 IN TERMS OF THE 32 34 27 30 8 
8 A WIDE RANGE OF 29 17 11 24 8 
9 AN INCREASE IN THE 15 5 61 39 8 
10 REPORTED IN THE LITERATURE 13 6 19 16 8 
11 WAS FOUND THAT THE 8 5 8 15 8 
12 ON THE OTHER HAND 80 38 108 116 7 
13 AS A FUNCTION OF 53 75 151 58 7 
14 AN IMPORTANT ROLE IN 35 6 17 36 7 
15 IN THE CONTEXT OF 35 6 7 24 7 
16 IS BASED ON THE 26 54 10 10 7 
17 THE HEAT TRANSFER COEFFICIENT 26 22 58 26 7 
18 IN THE PRESENT WORK 22 28 11 25 7 
19 ON THE SURFACE OF 14 16 43 38 7 
20 IN THE CASE OF 59 60 162 112 6 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
3.4.3. Conclusion 
Both rhetorical moves and lexical bundles have been described “as building 
blocks” for publication writing (Cortes, 2013, p. 35). However, manual annotation of a 
large corpus is a resource-intensive enterprise. In this iteration, a method for automatic 
identification of lexical bundles associated with rhetorical moves in abstracts was 
proposed, which does not rely on any kind of manual annotation. The method is based on 
the previously gained insight that formulaic language in IMRD moves in RA abstracts is 
similar, to some extent, to the language used in the corresponding sections of the full 
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RAs. Applying this method to Corpus-480, this study identified four-word lexical 
bundles associated with one, two, three, or four of the IMRD moves in RA abstracts. A 
four-word lexical bundle was defined in this study as a string of words, which appears at 
least five times in one of the sections in at least three different texts, and at least one time 
in the abstracts. Under this definition, 1,614 lexical bundles were extracted from Corpus-
480.  
The next section will describe how verb categories were used in different 
sections. An implementation plan for the AWE tool will be devised.   
3.5. Analysis of Verb Categories  
Section 3.4 reports the extraction of four-word lexical bundles from Corpus-480. 
In this section, the language of engineering abstracts is further investigated through 
automated analyses of grammatical categories that the English verb has in the Indicative 
Mood (i.e. Tense, Aspect, and Voice), and the use of Modal verbs in moves of 
engineering abstracts. 
This DBR iteration was guided by the following research question: What is the 
distribution of verbs categories of in each of the IMRD moves of engineering RA 
abstracts? 
3.5.1. Method 
To investigate how the verb categories are used in engineering abstracts, I turned 
to Corpus-72. All abstracts in this corpus had been manually annotated for IMRD moves. 
For the purposes of this study, I adopted the classification of English verb tenses that 
includes Present, Past, and Future. For convenience purposes, modal verbs not signaling 
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the use of any of these tenses were classified as a separate category—‘Modals’, which 
was technically treated by my software as another tense. Because Modals and tenses are 
mutually exclusive, including them in one category computationally simplified data 
processing. Aspects included Simple, Progressive, and Perfect; voices included Active 
and Passive.   
I developed a set of rules in the CyWrite::Analyzer formalism (Chukharev-
Hudilainen & Saricaoglu, 2014; Feng, Chukharev-Hudilainen & Saricaoglu, in press) to 
identify finite clauses and to classify main verbs in the indicative mood in terms of their 
tense, voice, and aspect. CyWrite::Analyzer parses sentences using Stanford CoreNLP 
(Klein & Manning, 2003) to split the text into sentences and words, assign parts-of-
speech tags, generate a constituent tree that represents the grammatical structure of the 
sentence, and identify Stanford Typed Dependencies between words in the sentence (De 
Marneffe, MacCartney, & Manning, 2006). Figure 3.4 shows the constituent tree for this 
example sentence, ‘The analysis showed that the communal approach could provide a 
reliable potable water source to a small urban development’. 
The rules that I created automatically identified clauses and verb categories by 
analyzing constituent structure and type dependencies in sentences. CyWrite::Analyzer 
generates output to show what clause and verb categories are detected. Figure 3.5 
demonstrates the output information received from CyWrite::Analyzer.  
A manual examination of a randomly selected subset of 100 sentences from the 
corpus was initiated to verify the accuracy of the automatic identification of clauses, verb 
tenses, aspects, and voices. Using my own judgments as the ‘gold standard’, I found the 
accuracy for automatic detection of clauses as 86.3% and for automatic classification of 
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verb categories as 91.6 %. Any incorrect automatic detection was mainly due to parser 
errors. 
 
Figure 3.4. The constituent tree generated from CyWrite::Analyzer to show syntactic 
structure of the example sentence 
 
 
(1) The analysis showed that the communal approach could provide a reliable potable water 
source to a small urban development . 
[clause] 
     X = the communal approach could provide a reliable potable water source to a 
small urban development 
    [clause] 
     X = The analysis showed that the communal approach could provide a reliable 
potable water source to a small urban development . 
    [modal_simple_active] 
     X = provide   
    [past_simple_active] 
     X = showed   
    [Feature Counts] 
     clause: 2 
     modal_simple_active: 1 
     past_simple_active: 1 
 
Figure 3.5. Output generated by CyWrite::Analyzer regarding the clause and verb 
categories.  
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Because the ultimate goal in this section was to analyze how verb categories are 
used in different moves, Corpus-72 was separated into text files (one per move) for 
processing by CyWrite::Analyzer using the set of rules I developed. After obtaining 
sentence-by-sentence output from CyWrite::Analyzer, I wrote another script to calculate 
the number of sentences, clauses, and classified main verbs (see Table 3.20 for details). 
Table  3.20 
 
Numbers of sentences, clauses, and classified main verbs detected by CyWrite::Analyzer 
(n = 72) 
Move Number of 
Sentences 
Number of Clauses Number of Main 
Verbs Classified 
Introduction 149 230 231 
Methodology 155 210 209 
Results 214 364 350 
Discussion/Conclusion 63 101 110 
Total 581 905 900 
 
3.5.2. Results 
 The purpose of this iteration was to investigate the use of verb categories in 
engineering RA abstracts. The distribution of tenses, aspects, and voices in each move in 
engineering abstracts is discussed below.  
3.5.2.1.  Abstracts as a whole 
First, the distribution of the verb categories in engineering abstracts as a whole is 
described. It can be seen in Figure 3.6 that the most frequently used tense is Present 
Tense (52.2%) followed by Past Tense (40.3%), and Modals (6.9%), but Future Tense 
(0.6%) is seldom used. Most of the sentences have Simple Aspect (95.2%) and some used 
Perfect Aspect (4.0%), but rarely Progressive Aspect (0.8%). There is more Active Voice 
(67.4%) than Passive Voice (32.6%).  
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Additionally, certain combinations of tenses, aspects, and voices were more 
commonly used. As seen in Figure 3.7, the most commonly used combinations of verb 
categories are Present-Simple-Active (38.1%), followed by Past-Simple-Active (22.6%), 
Past-Simple-Passive (17.8%), Present-Simple-Passive (9.6%), Modal-Simple-Active 
(4.2%), Modal-Simple-Passive (2.4%), Present-Perfect-Passive (2.3%), and Present-
Perfect-Active (1.4%). Some combinations are rarely used, including Present-
Progressive-Active (0.7%), Future-Simple-Passive (0.3%), Future-Simple-Active (0.2%), 
Modal-Perfect-Active (0.2%), and Present-Progressive-Passive (0.1%). Other 
combinations are not used, including Past-Progressive-Active, Past-Progressive-Passive, 
Past-Perfect-Active, Past-Perfect-Passive, Future-Progressive-Active, Future-
Progressive-Passive, Future-Perfect-Active, Future-Perfect-Passive, Modal-Progressive-
Active, Modal-Progressive-Passive, and Modal-Perfect-Passive.  
 
   
Figure 3.6. Distribution of tense, aspect, and voice in all abstracts (n = 900) 
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Figure 3.7. Distribution of Tense-Aspect-Voice in all abstracts (n = 900) 
3.5.2.2. Introduction move 
 In the Introduction move, Present Tense (74.5%), Simple Aspect (88.3%), and 
Active Voice (73.2%) were most frequent, and Future Tense was not used at all (See 
Figure 3.8).  
Figure 3.9 illustrates the distribution of Tense-Aspect-Voice in the Introduction 
move. For the combinations of tenses, aspects, and voices, Present-Simple-Active 
(52.4%) is the most frequent, followed by Present-Simple-Passive (10.4%), Past-Simple-
Active (10.0%), Past-Simple-Passive (9.1%), Present-Perfect-Passive (5.2%), Modal-
Simple-Active (4.8%), Present-Perfect-Active (3.9%), Present-Progressive-Active 
(2.2%), and Modal-Simple-Passive (1.7%). Present-Progressive-Passive (0.4%) is rarely 
used. Other combinations of tenses, aspects, and voices are not detected, including 
Modal-Perfect-Active and the ones from the investigation of the whole abstracts. 
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Figure 3.8. Distribution of tense, aspect, and voice in the Introduction move (n = 231) 
 
 
Figure 3.9. The distribution of Tense-Aspect-Voice in the Introduction move (n = 231) 
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other tense-aspect-voice (0.0%) 
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3.5.2.3. Methodology move 
Next, the distribution of grammatical categories in the Methodology move was 
slightly different from Move 1. Most sentences in this move were detected as Past Tense 
(63.6%), Simple Aspect (96.2%), and Passive Voice (59.8%). Future Tense and 
Progressive Aspect did not appear in this move (see Figure 3.10).  
The combinations of tenses, aspects, and voices were also different from the 
previous move. Past-Simple-Passive (44.5%) was used the most frequently, followed by 
Past-Simple-Active (19.1%), Present-Simple-Active (19.1%), Present-Simple-Passive 
(11.5%), Present-Perfect-Passive (2.4%), Modal-Simple-Passive (1.4%), and Present-
Perfect-Active (1.0%). Modal-Simple-Active (0.5%) and Modal-Perfect-Active (0.5%) 
were used considerably few. Present-Progressive-Active, Present-Progressive-Passive, 
Future-Simple-Active, Future-Simple-Passive, and the ones listed in the investigation of 
the whole abstracts were not detected in this move (see Figure 3.11). 
3.5.2.4. Results move 
 Moreover, the distribution of grammatical categories in the Results move was 
different from the Methodology move. Both Past (48.9%) and Present (46.3%) Tenses, 
Simple Aspect (98.0%), and Active Voice (76.9%) were used more frequently than others 
(See Figure 3.12).  
In terms of the combination of tenses, aspects, and voices, Figure 3.13 shows that 
Present-Simple-Active (37.1%) and Past-Simple-Active (36.0%) are used the most, 
followed by Past-Simple-Passive (12.9%), Present-Simple-Passive (7.4%), Modal-
Simple-Active (2.9%), Modal-Simple-Passive (1.4%), and Present-Perfect-Passive  
102 
 
   
Figure 3.10. Distribution of tense, aspect, and voice in the Methodology move (n = 209) 
 
Figure 3.11. Distribution of Tense-Aspect-Voice in the Methodology move (n = 209) 
(1.1%). Present-Progressive-Active (0.3%), Present-Perfect-Active (0.3%), Future-
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Progressive-Passive, Future-Simple-Active, and the ones listed in the investigation of the 
whole abstracts are not found in this move. 
3.5.2.5. Discussion move 
 Finally, the distribution of grammatical categories in the Discussion move is 
shown in Figure 3.14. Most clauses are categorized in Present Tense (59.1%), followed 
by Modal Verbs (23.6%), Simple Aspect (99.1%), and Active Voice (77.3%).  
As seen in Figure 3.15, the frequent combination of tenses, aspects, and voices is 
Present-Simple-Active (47.3%), Modal-Simple-Active (14.5%), Past-Simple-Active 
(12.7%), Present-Simple-Passive (10.9%), Modal-Simple-Passive (9.1%), Future-Simple-
Active (1.8%), and Future-Simple-Passive (1.8%). Present-Perfect-Active (0.9%) and 
Past-Simple-Passive (0.9%) are used less. Present-Progressive-Active, Present-  
   
Figure 3.12. Distribution of tense, aspect, and voice in the Results move (n = 350) 
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Figure 3.13. Distribution of Tense-Aspect-Voice in the Results move (n = 350) 
Progressive-Passive, Present-Perfect-Passive, and the ones listed in the investigation of 
the whole abstracts are not found in this move.     
In conclusion, the analysis of verb categories in engineering abstracts based on 
moves showed that some tenses, aspects, and voices were used in all moves, but some of 
them were used more frequent in certain moves. As for tenses, Present and Past Tenses 
were used throughout the abstracts disregarding the moves; Future Tense was rarely used 
in all moves; and Modals were detected mostly in Discussion/Conclusion move. As for 
aspects, Simple Aspect was used in all moves; Progressive Aspect was rarely used; and 
Perfect Aspect was mostly used in Introduction move. Both Active and Passive Voices 
were used throughout the abstracts disregarding moves. In terms of the combinations of 
tenses, aspects, and voices, Past-Progressive-Active, Past-Progressive-Passive, Past-
Perfect-Active, Past-Perfect-Passive, Future-Progressive-Active, Future-Progressive-
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105 
 
Passive, Future-Perfect-Active, Future-Perfect-Passive, Modal-Progressive-Active, 
Modal-Progressive-Passive, and Modal-Perfect-Passive were not detected at all.                                                                              
   
Figure 3.14. Distribution of tense, aspect, and voice in the Discussion move (n = 110) 
 
Figure 3.15. Distribution of Tense-Aspect-Voice in the Discussion  move (n = 110) 
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3.5.3. Conclusion 
 It has been documented that Chinese ESL students have difficulties in expressing 
tenses properly in English because Chinese does not explicitly signify time. To develop 
an AWE tool that can help Taiwanese engineering graduate students write RA abstracts, 
it is important to understand how verb categories are used in the target genre of writing. 
By investigating the distribution of verb categories in engineering abstracts, it was found 
that certain tenses and aspects were favored. This strong association between 
grammatical categories and moves means that if a student uses a certain combination of 
categories in a move in which proficient writers do not use this combination, the student 
may be failing to adhere to genre conventions and might benefit from respective 
feedback. The findings from this study are further implemented in the AWE tool.  
In Section 3.6, the development of the AWE tool and its implementation in a 
Taiwanese university are described. The tool is utilized by a group of engineering 
graduate students to facilitate their abstract writing. The effectiveness of this AWE tool 
will be evaluated using Chapelle’s CALL framework (2001) based on students’ 
performance.   
3.6. Classroom Implementation  
 The previous sections in Chapter 3 described the preliminary DBR iterations that 
did not complete the full development-implementation-evaluation cycle, but rather 
documented the steps taken to conceptualize the design of the tool and explore potential 
approaches towards its development and implementation. Section 3.6 discusses how the 
results of the above design iterations are integrated into an automated writing evaluation 
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(AWE) tool implemented in an actual learning setting to assist Taiwanese engineering 
graduate students with their RA abstract writing. Additionally, the results of the AWE 
tool evaluation are presented, following Chapelle’s (2001) computer-assisted-language-
learning (CALL) evaluation framework.   
The purposes of this section are (1) to describe the development of the AWE tool 
that will provide Taiwanese engineering graduate students with assistance in English 
abstract writing by detecting and evaluating their use of verb categories and lexical 
bundles in their abstracts and (2) to evaluate the effectiveness of the AWE tool in terms 
of their learning outcomes. The AWE tool was evaluated based on Chapelle’s framework 
(2001). The object of this evaluation is the “learners’ performance during CALL 
activities” (p. 69). The purpose of this evaluation is to investigate how appropriate the 
AWE tool is in view of the learning needs of the target group, i.e., engineering graduate 
students, and SLA theory that hypothesizes positive conditions for learning. Therefore, 
eight research questions (RQs) specific to this context are developed on the basis of 
Chapelle’s evaluation framework (2001, p. 68): 
1. Language Learning Potential – What evidence suggests the feedback provided by 
the AWE tool leads to students’ noticing and focusing on the use of lexical 
bundles? 
2. Language Learning Potential – What evidence suggests the feedback provided by 
the AWE tool leads to students’ noticing and focusing on the use of verb 
categories? 
3. Learner Fit – What evidence suggests the AWE tool for assisting abstract writing 
is appropriate for students with the characteristics of the intended learners?   
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4. Meaning Focus - What evidence indicates students focus on the meaning of the 
moves of abstracts? 
5. Meaning Focus - What evidence indicates students focus on the meaning of 
lexical bundles? 
6. Authenticity – How similar is this task to a task students would complete in their 
academic career? 
7. Impact – What evidence suggests that students’ perceptions toward the use of the 
AWE tool are positive? 
8. Practicality – What evidence suggests the AWE tool is sufficiently useable in this 
context to allow this task to succeed? 
3.6.1. Method 
To obtain a comprehensive dataset for answering these eight research questions, a 
mixed-methods approach with a concurrent embedded design was applied. Among 
various definitions of mixed-methods research (e.g., Bryman, 2008; Hanson, Creswell J. 
W., Clark, Petska, & Creswell, J. D., 2005), this study adopted Tashakkori and 
Creswell’s definition (2007) that applying a mixed-methods approach allows “research in 
which the investigator collects and analyzes data, integrates the findings, and draws 
inferences using both qualitative and quantitative approaches in a single study or program 
of inquiry” (p. 4). Mixed-methods approaches have been utilized in social and 
educational research (Greene 2008; Johnson & Onwuegbuzie, 2004) and also gained 
considerable prominence in applied linguistics research (Dörnyei, 2007; Hashemi, 2012; 
Hashemi & Babaii, 2013). DBR studies often require a mixed-methods approach to 
109 
 
investigate the effectiveness of pedagogical intervention and to refine it (The Design-
Based Research Collective, 2003).  
Among various designs of the mixed method approach, a concurrent embedded 
design was crafted for answering the research questions. The concurrent design means 
the timing of the conduction allows “the researcher implements both the quantitative and 
qualitative strands during a single phase of the research study” (Creswell & Plano, 2011, 
p. 66). The embedded design refers to “the researcher collects and analyzes both 
quantitative and qualitative data within a traditional quantitative or qualitative design” 
(Creswell & Plano, 2011, p. 71).  
Figure 3.16 shows how this methodology operates. The outer box stands for this 
study, which is the sixth iteration of DBR—classroom implementation. The boxes on the 
left are the data collection for this study. The outer box, labeled ‘QUAL’, is the 
qualitative data, including students’ abstract drafts before and after using the tool, and 
transcripts of semi-structured interviews; while the inner box, labeled ‘quan’, is the 
quantitative data. Consisting of students’ responses from a questionnaire, the quantitative 
data collected were embedded in the larger qualitative design. The process of data 
analysis is represented by the arrow pointing to the right, and the interpretation was made 
to answer the research questions.  
3.6.1.1.  Context 
In Taiwan, requirements for studying English vary across different educational levels. 
Before college, third to twelfth graders study English as a mandatory course because it is 
one of the three main subjects in school—Chinese, mathematics, and English. However, 
undergraduate students, except English majors, do not study English as a main subject,  
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Figure 3.16. Concurrent embedded design in this study 
 
but only as a general course. One possible reason is that English is not a criterion for 
every graduate-level program. This situation leads to the problem that 
graduate-level students are not equipped with an ability to write appropriate English 
academic prose for their dissertations, international journal publications, or conference 
presentations. Besides, their English oral skills are not developed, since speaking is even 
less emphasized than writing skills. It is unfortunate these students spend at least ten 
years studying English, but cannot speak or write the language fluently when needed. 
Generally, engineering students in Taiwan are considered a group who does not need 
English to succeed. However, due to the requirements for dissertations and international 
journal/conference publications, the language barrier becomes a burden because after not 
spending time with English as an undergraduate, they find they must use it as a 
graduation requirement in Taiwan.  
 This study was conducted in a public university in Southern Taiwan. This 
university was chosen because it has been listed on the Essential Science Indicators (ESI) 
since 2009 (Huang, 2010, 2011). ESI is a publication that only includes the global-top-
one-percent institutions from 22 disciplines based on the following criteria:  “The chief 
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indicators of productivity (overall influence) are journal article publication counts. Total 
citation counts and cites per paper are indicators of influence and impact (weighted 
influence)” (ISI Web of Knowledge, 2009). Therefore, I chose this university for my 
dissertation because it has maintained its research productivity and thus has had a high 
demand for academic English. A workshop was designed specifically for Taiwanese 
engineering graduate students interested in learning abstract writing for RAs. 
3.6.1.2.  Participants  
Since the AWE tool was developed in response to the requirement of Taiwanese 
engineering graduate students for abstract writing, the participants were recruited from a 
Southern Taiwan university. I asked the College of Engineering secretary to invite 
engineering graduate students by email to attend an academic abstract writing workshop. 
Twenty students (three females and 17 males) volunteered to attend the workshop, and all 
of them consented to participating in this study. Their age range was from 21 to 63 
(average = 30); six of them were PhD students and the remainder were MS students. 
Their majors were Mechanical Engineering (5), Civil Engineering (4), Engineering 
Science and Technology (4), Environmental Engineering (3), Innovative Design 
Engineering (2), Computer and Communication Engineering (1), and Electrical 
Engineering (1). Previous DBR studies for multiple iterations in CALL show a wide 
range of participants, ranging from 30 to 119. The number of participants in my study 
(20) served the needs for this first iteration of DBR. However, because the purpose of this 
study was to trial the materials with a small group of intended users rather than generalize 
the results, inferential statistics could not be performed to show statistical significance. 
Instead, statistics were provided to show the trend of the results in this workshop.  The 
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statistical results are triangulated through the use of questionnaires and semi-structured 
interviews to gain an understanding of how the materials were used, and more 
specifically to provide credible data responding to each of the research questions.   
These students self-evaluated their English proficiency level on a six-point scale 
(1 = poor; 6 = advanced) by describing how well they believed their English 
listening/speaking/reading/writing/overall proficiency. Table 3.21 provides descriptive 
statistics for the answers to these five questions. Students reported that they are generally 
at a low English proficiency level (mean = 2.4), and also low in listening (mean = 2.55), 
writing (mean = 2.4), and speaking (mean = 2.3), although their average is slightly higher 
in reading (mean = 2.9). Additionally, they had no experience in any AWE tools, except 
the grammar checker built into Microsoft Word™.  
Table 3.21 
 
Students’ self-evaluation of their English proficiency (N=20) 
 Mean Median Min Max SD 
Listening 2.6 3 1 4 1.0 
Speaking 2.3 3 1 5 1.1 
Reading 2.9 2 1 4 1.0 
Writing 2.4 3 1 5 1.0 
Overall 2.4 2 1 4 1.0 
 
Later, these students were asked whether they were willing to participate in an 
individual semi-structured interview and complete a questionnaire about their use of the 
AWE tool, They all agreed to participate. Because seven students did not attend the entire 
workshop, their data were not included in this study. Table 3.22 provides the remaining 
participants’ profiles.  
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Table 3.22 
 
Participants’ profiles (N=13) 
Student 
number 
Age Gender Major Program Year 
S1 22 Female Civil Engineering M. S.  1 
S2 23 Male Innovative Design Engineering  M. S. 2 
S3 23 Male Civil Engineering M. S. 2 
S4 24 Male Environmental Engineering  M. S. 1 
S5 23 Male Environmental Engineering  M. S. 2 
S7 51 Male Computer and Communication 
Engineering 
Ph.D. 4 
S8 42 Male Engineering Science and Technology  Ph.D. 2 
S9 21 Male Civil Engineering M. S. 1 
S10 23 Male Environmental Engineering  M. S. 2 
S11 22 Male Mechanical Engineering  M. S. 1 
S12 22 Male Mechanical Engineering  M. S. 3 
S14 24 Male Electrical Engineering  M. S. 1 
S15 24 Male Mechanical Engineering  M. S. 3 
 
3.6.1.3.  Tool Development 
The studies in the previous five sections served as preparation for the effort of 
developing an AWE tool that could detect the use of verb categories and lexical bundles 
in moves for engineering RA abstracts. First, Corpus-480 and Corpus-72 were compiled, 
detailed in Section 3.1. Second, the moves in Corpus-72 were annotated using the IMRD 
schema and described in Section 3.2. In Section 3.3, although the statistical NLP 
approach was not successful, the results still offered insights into the overlap of formulaic 
language used in moves in abstracts and corresponding sections in RAs. Furthermore, the 
verb categories in moves were identified, illustrated in Section 3.4. Finally, the lexical 
bundles associated with moves were extracted, described in Section 3.5. The results 
obtained from these preparatory studies were organized and utilized in constructing the 
AWE tool.  
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The AWE tool was constructed to improve engineering graduate students’ use of 
verb categories and lexical bundles in each move when writing engineering RA abstracts. 
The main function of this tool is to detect students’ use of verb categories and lexical 
bundles in their abstract writing, and to provide instant feedback. In this way, students 
can ensure whether their use of verb categories is acceptable and whether their sentences 
include any lexical bundles generated from Corpus-480.  
The AWE tool was implemented within the framework of the CyWrite system, as 
a module that I developed and deployed for the Taiwanese student participants
5
. The 
feedback provision was designed, based on the Interaction and Noticing Hypotheses. To 
raise awareness of the use of verb categories and lexical bundles in English RA abstracts, 
the tool offered salient feedback by highlighting and underlining the verb categories and 
lexical bundles to promote interactions between humans and the AWE tool. The 
expectation was that participants would notice the changes of colors in texts and then 
click these texts. Marginal feedback would show appropriate usages of verb categories 
and/or lexical bundles on the right-hand side. Once students type in some text, the tool 
would change the highlight color and underline verb categories and lexical bundles to red 
as the default, if detected. To interact with the AWE tool, students could select texts to 
designate the intended moves, and the tool would verify whether the detected verb 
categories and lexical bundles belong to the move students designated. If so, then the 
highlight and underline become green; if not, then they stay red. Students would also 
notice changes in color to decide their next steps.  
                                               
5 I acknowledge assistance from Dr. Evgeny Chukharev-Hudilainen in the process of developing, 
debugging, and deploying my module. 
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Figure 3.17 is a screenshot showing the AWE tool and its feedback provision. 
When students use a lexical bundle detected by the AWE tool, it initially underlines and 
highlights the bundle in red. Then, students must decide which move the sentence is 
implementing by highlighting the sentence with a particular color. Move 1 (Introduction) 
was highlighted in green, Move 2 (Method) was highlighted in blue, Move 3 (Results) 
was highlighted in pink, and Move 4 (Discussion/Conclusions) was highlighted in 
yellow. Note that unlike previously developed AWE tools, such as IADE and RWT, the 
system does not detect the moves automatically. Instead, students are responsible for 
labeling the moves themselves. 
When students clicked on highlighted lexical bundles, the tool provided feedback 
to show which moves this lexical bundle could be used. If the lexical bundle belonged to 
a certain move and the students used it correctly, then the lexical bundle was highlighted 
and underlined in green; if not, it stayed red. As seen in Figure 3.17, this student used a 
lexical bundle ‘was used to measure’; since this lexical bundle is only associated with 
Move 2 (M2), the feedback would show ‘This phrase should be used in M2’, if the 
student clicked on the lexical bundle. The student needed to decide which move the 
sentence belonged. If the student highlighted the sentence as M2 (blue), then the color of 
the lexical bundle would turn green (as seen in Figure 3.17); if the student highlighted it 
as any other move, then the bundle would remain red. In this way, students are 
encouraged to think about how they should use lexical bundles correctly in their 
abstracts. The same procedure of feedback provision also is applied to verb categories.  
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Figure 3.17. Example of a student’s AWE tool feedback provision and move highlighting 
 
3.6.1.4.  Pedagogy: Academic abstract writing workshop 
After participant recruitment, I delivered instructions to them in a three-week, two 
three-hour sessions per week workshop. Before the workshop began, students were asked 
to write an abstract in the AWE tool’s interface about their current research intended for a 
future publication. At this point, the AWE tool was configured not to provide any 
feedback. During the first week, students learned the concept of moves, the moves in 
abstracts, and grammatical categories in each move in abstracts. Students self-collected a 
small corpus of RAs in their fields, analyzed five RA abstracts on the use of verb 
categories in moves, and labeled each sentence in text files. Students used these text files 
for the lexical bundles search for the second week.  
During the second week, students further investigated the abstracts and learned 
how to use the AWE tool. First, they used AntConc (2014), a free concordancer 
developed by Laurence Anthony, to investigate the most frequent words and lexical 
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bundles from their own corpora. Participants also searched the labels of moves to find 
frequent word strings used in each move. Later, I showed a list of lexical bundles with 
corresponding moves from the engineering RA abstract corpus in the AWE tool. I also 
asked students to search for these lexical bundles in their individual corpora to find 
sample sentences. Additionally, they learned how to use the AWE tool, how to highlight 
sentences, and how to react to the feedback generated by the tool.   
During the third week, they utilized the AWE tool to revise their abstracts written 
before the first week. They revised their uses of lexical bundles and verb categories. 
Later, I invited the students to complete a questionnaire and to participate in individual 
thirty-minute, semi-structured interviews. 
3.6.1.5.  Data  
To answer the research questions, I collected data, including students’ abstract 
drafts before and after using the AWE tool, their responses to a questionnaire, and 
transcripts of semi-structured interviews. These data were collected before, during, and 
after the workshop. The following describes the characteristics of the data in more detail.  
3.6.1.5.1.  Students’ abstract drafts before and after using the tool 
Students’ abstract drafts were collected before and after they used the AWE tool. 
The first draft and final draft were utilized for comparison purposes. Collecting students’ 
drafts before and after using AWE tools to investigate the effectiveness of the tools is 
common (e.g., Cotos, 2010; Ebyary & Windeatt, 2010; Wang, 2013) because the 
differences between drafts could serve as evidence from learning or at least writing 
improvement attributed to the use of the tool. 
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The first draft was produced before the abstract-writing workshop and the final 
draft was the revision of students’ first drafts during the last week of the workshop. I 
asked them to download the text from the AWE tool as Word Files and send these two 
drafts to me via email. In the end, I received both drafts from 17 students, but only 13 
drafts were included, since four students did not provide both drafts. On average, there 
were 114.1 words in the first drafts, and 176.8 words in the second drafts.  
3.6.1.5.2.  Responses to a questionnaire 
The responses to the questionnaire were collected at the end of the workshop 
during the final day of the last week to obtain more insights from students. The 
questionnaire was composed of 45 six-point Likert-scale questions. The questions 
requested demographic information (10), experience with CALL tools (8), experience 
with AWE tools (9), understanding of moves, lexical bundles, and verb categories before 
and after class (10), experience and attitudes towards the use of the AWE tool (2), and 
thoughts on the usefulness and appropriateness of the feedback for the lexical bundles 
and verb categories (6).  
 The questionnaire was constructed via a Google form and the link was provided 
to students so they could submit their answers online. The responses to the questionnaire 
were gathered and generated by Google into an Excel spreadsheet for analysis. 
3.6.1.5.3.  Transcripts of semi-structured interviews 
Semi-structured interviews were conducted to explore individual insights about 
participants’ attitudes and learning gains from the AWE tool. Thirty-minute semi-
structured interviews were conducted with each participant in Mandarin through 
individual appointments after the completion of the workshop. The interviews were held 
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in a coffee shop on campus. When we met, I showed the participants the questions that 
would be posed, and asked whether there were any questions they did not feel 
comfortable to answer. I also emphasized that they could refuse to respond to any 
question at any time without consequence. I reiterated that no names would be used in 
this research. Their privacy would be protected. Then, I obtained their approval to audio 
record the individual interviews.  
During these thirty-minute interviews, the participants responded to 12 questions 
regarding their previous abstract writing experience, their understanding of rhetorical 
moves, lexical bundles, and verb categories, their experiences with the AWE tool, the 
authenticity of the task, and their attitudes and suggestions for AWE tool improvement. 
These interviews were audio-recorded, and the responses were transcribed in Traditional 
Chinese characters for analysis. The total length of the transcripts was 125,895 words, 
which were displayed in 194 single-spaced pages of Word files in 12 pt Microsoft 
MingLiU font in Mandarin Chinese.  
3.6.1.6.  Data Analysis 
The data collected for this study were students’ abstract drafts before and after 
using the tool, their responses to a questionnaire, and transcripts of semi-structured 
interviews. In the following, the analysis approach is described to show how each 
research question is answered.  
3.6.1.6.1.  Students’ abstract drafts before and after using the tool 
For students’ abstract drafts before and after using the tool, two steps of analysis were 
conducted. First, I calculated the word count and sentence count for both drafts. I also 
manually annotated moves for each sentence, and documented the existence and 
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correctness of lexical bundles and verb categories. For this step, I analyzed all the first 
drafts and then the second drafts to avoid confusion.   
Then, I compared the analysis from the first step to investigate the changes in 
word counts, sentence counts, moves, lexical bundles, and verb categories. The word 
counts and sentence counts in both drafts were compared. As for moves, I recorded the 
changes in terms of retention, addition, and deletion of sentences and corresponding 
moves between students’ first and final drafts. I also documented the changes in terms of 
addition and deletion or lexical bundles and verb categories. Descriptive statistics were 
calculated. The analysis of students’ abstract drafts before and after using the tool 
provided evidence to answer RQ 1, 2, 4, and 5. 
3.6.1.6.2.  Transcripts of semi-structured interviews 
Transcripts of the semi-structured interviews were analyzed using Microsoft 
Word by applying a two-cycle coding method, as suggested by Salda a (2009). To retain 
originality and avoid inexperienced interpretation, in vivo coding (p. 74) and themeing the 
data (p. 139) were the two methods used for the first cycle of coding. In vivo coding uses 
original words from the participants as the codes; and themeing the data groups data into 
units and provides a code for each unit in a phrase or sentence. After the data were 
analyzed by the first cycle of coding methods, they were grouped into categories 
determined after reading all first-cycle codes.  
The second cycle of the coding method is focused coding (Salda a, 2009, p. 155). 
This method takes the categories to a higher level—theme. Applying this method could 
help the researcher to be open to the data results and group the data into appropriate 
themes. This means if some information is unexpected, but occurs frequently, then the 
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researcher would be able to notice and decide whether to present it in the analysis. The 
analyses of these data provided evidence to answer RQ 3, 4, 5, 6, 7, and 8. 
 In the end of the analysis, 95 codes were generated. These codes were grouped 
into 19 themes, and these themes were placed into seven categories (see Table 3.23). The 
excerpts reported in the results were in Chinese and translated by me. To ensure the 
correctness of the translation, a second reviewer, who is a native Chinese speaker and 
currently studying in an American university, read all excerpts presented in this study and 
discussed changes of the translation with me.   
3.6.1.6.3.  Responses to a questionnaire 
The responses of the six-point Likert-scale questionnaire were saved in an Excel 
spreadsheet. Descriptive statistics were calculated for each Likert-scale question in the 
spreadsheet. The analyses of these data answer RQ 1, 2, 3, 7, and 8. 
3.6.1.6.4.  Summary of data and research questions 
In this study, the research questions were answered by relying on three data 
sources: (1) students’ abstract drafts before and after using the tool, (2) their responses to 
the questionnaire, and (3) transcripts of semi-structured interviews. The data analysis was 
presented in previous sections. Table 3.24 provides a summary of the correspondence 
between research questions and data sources. Additionally, it shows that multiple data 
sources serve as evidence to answer each research question.   
 
 
 
122 
 
Table 3.23 
 
Categories and themes revealed from the analysis of the interview transcripts (N = 13) 
# Categories Themes Number of codes 
1 Students tried to write an abstract 
with a complete schema (16) 
Adding sentences 4 
Revising sentences 6 
Changing the sequence 
of the sentences 
2 
Four moves in the end 4 
2 Students tried to add lexical bundles 
to their abstracts to better express 
the moves (13) 
Reported successfulness  6 
Reported 
unsuccessfulness  
7 
3 Students’ attitudes toward the AWE 
tool (25) 
Positive attitude 13 
Positive adjectives to 
describe the AWE tool 
12 
4 Willingness to recommend the 
AWE tool to others (10) 
Willing to recommend 10 
5 Whether or not students encountered 
difficulties when using the AWE 
tool (10) 
Easy to use 4 
Free and publicly 
available 
2 
Need for instructions 2 
Inconvenience of the 
loss of Internet 
1 
Inconvenience of no 
copy-and-paste function 
1 
6 The appropriateness of this AWE 
tool (9) 
Appropriate for their 
current needs 
8 
May not use it because 
of a missing function 
1 
7 Writing English abstracts is an 
authentic task (12) 
For journal article 
submission 
4 
For conference 
application 
1 
For Master’s theses 8 
 
3.6.2. Results 
Following Chapelle’s CALL evaluation framework (2001) to assess the 
effectiveness of the AWE tool by investigating learners’ performance, this study reports 
the results from six dimensions of the framework, namely Language learning potential, 
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Table 3.24 
 
Correspondence between research questions and data sources 
# Research question Data source Data 
type 
1 Language Learning Potential – What evidence 
suggests the feedback provided by the AWE 
tool leads to students’ noticing and focusing on 
the use of lexical bundles? 
Students’ abstract drafts 
before and after using the 
AWE tool 
Students’ responses to the 
questionnaire 
Qual 
& 
Quan 
2 Language Learning Potential – What evidence 
suggests the feedback provided by the AWE 
tool leads to students’ noticing and focusing on 
the use of verb categories? 
Students’ abstract drafts 
before and after using the 
AWE tool 
Students’ responses to the 
questionnaire 
Qual 
& 
Quan 
3 Learner Fit – What evidence suggests the AWE 
tool for assisting abstract writing is appropriate 
for students with the characteristics of the 
intended learners?   
Students’ responses to the 
questionnaire 
Transcripts of semi-
structured interviews 
Qual 
& 
Quan 
4 Meaning Focus - What evidence indicates the 
students focus on the meaning of the moves of 
abstracts? 
Students’ abstract drafts 
before and after using the 
AWE tool  
Transcripts of semi-
structured interviews 
Qual 
& 
Quan 
5 Meaning Focus - What evidence indicates the 
students focus on the meaning of lexical 
bundles? 
Students’ abstract drafts 
before and after using the 
AWE tool  
Transcripts of semi-
structured interviews 
Qual 
& 
Quan 
6 Authenticity – How similar is this task to a task 
that students would do in their academic 
career? 
Transcripts of semi-
structured interviews 
 
Qual 
7 Impact – What evidence suggests that students’ 
perceptions toward the use of the AWE tool are 
positive? 
Students’ responses to the 
questionnaire 
Transcripts of semi-
structured interviews 
Qual 
& 
Quan 
8 Practicality – What evidence suggests the 
AWE tool is sufficiently useable in this context 
to allow this task to succeed? 
Students’ responses to the 
questionnaire 
Transcripts of semi-
structured interviews 
Qual 
& 
Quan 
 
Learner fit, Meaning focus, Authenticity, Impact, and Practicality. Overall, the results 
reported from each dimension are considerably positive, indicating that the AWE tool 
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designed for assisting Taiwanese engineering graduate students’ abstract writing is quite 
appropriate and useful.  
3.6.2.1.  Language learning potential: Evidence suggesting the feedback provided by the 
AWE tool leads to students’ noticing and focusing on the use of lexical bundles 
Language learning potential was investigated through the changes that students 
made based on the AWE feedback they received. To investigate whether AWE feedback 
leads to students’ noticing and focusing on the use of lexical bundles, students’ drafts 
before and after using the AWE tool, and their responses to the questionnaire were 
analyzed.  
Before using the tool, only two lexical bundles were detected in two abstracts 
written by two students. After using the tool, 30 lexical bundles were detected in the final 
drafts of drafts of abstracts. On average, 2.3 lexical bundles per abstract were detected. 
Table 3.25 provides descriptive statistics for the number of lexical bundles used in 
students’ drafts before and after using the tool.  
Table 3.25 
 
Descriptive statistics of the number of detected lexical bundles in students’ first and final 
drafts (N = 13) 
 Total Mean Median Min Max SD 
First Draft  2 0.2 0 0 2 0.4 
Final Draft 30 2.3 2 0 5 1.8 
 
 Three questions from the six-point Likert-scale questionnaire asked students 
whether they noticed and focused on the feedback on the use of lexical bundles (0 as 
‘strongly disagree’ and 5 as ‘strongly agree’). Table 3.26 provides descriptive statistics  
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Table 3.26 
 
Descriptive statistics of the responses to the questionnaire regarding the feedback on 
lexical bundles (N=13) 
 Questions Mean Median Min Max SD 
1 Clarity of the feedback on lexical bundles 3.8 4 2 5 0.8 
2 Reconsideration of the sentences because of 
the feedback on lexical bundles 
4.1 4 3 5 0.8 
3 Capability of sentence revision based on the 
feedback on lexical bundles 
3.9 4 1 5 1.21 
 
for the responses to these three answers. The first question asked students whether the 
feedback provided by the AWE tool related to the use of lexical bundles is clear to them. 
The results showed that students agreed the feedback they received from the AWE tool is  
clear to them (mean = 3.8). The second question asked whether they reconsidered what 
they wrote because of the feedback provided. The responses showed that students 
reconsidered their sentences once they received feedback from the AWE tool (mean =  
4.1). The last question asked whether students were able to revise their sentences based 
on the provided feedback. The students agreed that they were able to revise their 
sentences based on the received feedback (mean = 3.9).  
The results from the students’ drafts before and after using the AWE tool and the 
students’ responses to the questionnaire demonstrated that students noticed and focused 
on the feedback regarding lexical bundles from the AWE tool and made revisions to their 
abstracts. In their final drafts, it was found that 2.3 lexical bundles were used per abstract  
(compared to 0.2 in their first drafts). I also investigated Corpus-72 and found that 2.7 
lexical bundles were used per abstract in that corpus of published professional writing. 
Although the number of lexical bundles that students had in their final drafts was a little 
lower than published abstracts, they are clearly comparable and are on the same order of 
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magnitude. This result shows that the feedback from the AWE tool raises students’ 
awareness of lexical bundles and prompts increased use of them.  
3.6.2.2.  Language learning potential: Evidence suggesting the feedback provided by the 
AWE tool leads to students’ noticing and focusing on the use of verb categories 
 Students’ drafts before and after using the AWE tool, and their responses to the 
questionnaire were analyzed to examine whether AWE feedback leads to students’ 
noticing and focusing on the use of verb categories. It should be noted that the AWE tool 
only provided feedback to the verb categories not used, or were mostly used in certain 
moves. Based on the analysis in 3.5, Perfect aspect usually happened in the Introduction 
move and Modals occurred in the Discussion move; whereas progressive aspect and 
future tense were rarely used in Corpus-72.  
 Before using the tool, 12 main verbs were classified in terms of their grammatical 
categories by the AWE tool and feedback was provided. Eight instances (66.7%) of 
Tense-Aspect-Voice were used incorrectly, which means that the students either used 
future tense or the progressive aspect in their abstracts. After using the tool, fourteen verb 
categories were classified, and only four (28.6%) were used incorrectly. From Table 3.27, 
it can be seen that students had 100% correct usage of perfect aspect, and 63.6% correct 
usage of modals. They did not use future tense and progressive aspects anymore.  
Additionally, by comparing their two drafts, it was found that students did one of 
three actions—retain, add, or delete the verb categories. As seen in Table 3.28, students 
retained two verb categories correctly, but two others incorrectly. They also added eight 
correctly although they added two incorrectly. More importantly, students deleted six 
uncommon verb categories from their previous drafts, but only deleted two common 
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categories. That is to say, although the total number of detected verb categories was not 
large, it can be seen that students attempted to add common verb categories and deleting 
uncommon usage. 
Table 3.27 
 
Correct and incorrect use of verb categories in students’ first and final drafts (N = 13) 
 First Draft  Final Draft 
Verb categories correct incorrect correct incorrect 
Perfect aspect 4 0 3 0 
Future tense 0 1 0 0 
Progressive aspect 0 2 0 0 
Modals 0 5 7 4 
Total 4 8 10 4 
 
Table 3.28 
 
Correct and incorrect uses of verb categories in students’ final drafts (N = 13) 
 Retention Addition Deletion 
Correct 2 8 6 
Incorrect 2 2 2 
 
 Three questions from the six-point Likert-scale questionnaire asked students 
whether they noticed and focused on the use of verb categories (0 as ‘strongly disagree’ 
and 5 as ‘strongly agree’). Table 3.29 provides descriptive statistics for the responses to 
these three answers. The first question asked students whether the feedback provided by 
the AWE tool related to the use of verb categories is clear to them. The results showed 
that students agreed the feedback they received from the AWE tool is clear to them 
(mean = 3.9). The second question asked whether they reconsidered what they wrote 
because of the feedback provided. The responses showed that students reconsidered their 
sentences, once they received feedback from the AWE tool (mean = 4.0). The last 
question asked whether students were able to revise their sentences based on the feedback  
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Table 3.29 
 
Descriptive statistics for the responses to the questionnaire regarding the feedback on 
verb categories (N = 13) 
 Question Mean Median Min Max SD 
1 Clarity of the feedback on verb categories 3.9 4 3 5 0.64 
2 Reconsideration of the sentences because 
of the feedback on verb categories 
4.0 4 2 5 0.91 
3 Capability of sentence revision based on 
the feedback on verb categories 
3.7 4 1 5 1.11 
 
provided. The students agreed that they were able to revise their sentences regarding verb 
categories based on the received feedback (mean = 3.7).  
 Results from the students’ drafts before and after using the AWE tool and their 
responses to the questionnaire showed that students became aware of the use of 
grammatical categories in each move because of the AWE tool feedback. They agreed 
that they reconsidered their sentences following receipt of the AWE feedback. They also 
deleted some incorrect usage and retained/added some correct usage of the verb 
categories. Although students’ usage of verb categories in each move in abstracts was not 
100% correct, the results here demonstrated the potential of the feedback from the AWE 
tool improving students’ uses of verb categories.   
3.6.2.3.  Learner fit: Evidence suggesting the AWE tool for assisting abstract writing is 
appropriate for students with the characteristics of the intended learners 
 To investigate whether the AWE tool is appropriate for these students, students’ 
responses to the questionnaire and transcripts of the semi-structured interviews were 
analyzed to answer this question.  
 One question in the questionnaire asked whether the students would recommend 
this AWE tool to their cohort or colleagues in the same laboratories. If students believe 
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that the AWE tool is appropriate and helpful for them, it is very likely that they will 
recommend it to their friends who are at the same levels. As seen in Table 3.30, the 
students strongly agreed that they would recommend this AWE tool to students who were 
in the same programs with them (mean = 4.8). 
Table 3.30 
 
Descriptive statistics of the response to the questionnaire regarding their willingness of 
recommending the AWE tool to others (N = 13) 
Question Mean Median Min Max SD 
Students’ willingness to recommend the AWE 
tool to other students in the same programs 
4.8 5 3 5 0.8 
 
 Furthermore, among the 13 students, nine (69.2%) elaborated on the 
appropriateness of the AWE tool in their semi-structured interviews. They expressed that 
this AWE tool was suitable for them and fitted their current academic needs. S3 shared a 
problem that they frequently encountered.  
“I really want to know why every time when we submit an English abstract to our 
professor, we always get a comment that what we wrote is irrelevant or doesn’t 
make sense. Although our professor could guess what we want to express, still, 
what was written did not convey the meaning that we intended.” 
 
That is to say, the students and his partners in the same laboratory were working on 
abstract writing, but somehow the outcome was mostly negative from the professor’s 
point of view. Therefore, he considered this AWE tool suitable for current needs. 
Moreover, S14 even commented “if I knew about this software when I was in my first 
year, it would have made my life much better.” However, S10 mentioned that, because 
the copy-and-paste function was not implemented at the time, he would rather work in 
Microsoft Word and not type everything again in the AWE tool. This indicates that 
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students still take the convenience of the tool into consideration even if the tool is 
suitable for them.   
 Additionally, ten students (76.9%) expressed their willingness to recommend this 
AWE tool to their cohort. S3 wanted to recommend this tool to his sister who was about 
to become a first-year Master’s student. Surprisingly, S9 had already recommended this 
tool to his laboratory partner before we conducted the interview. Additionally, S1 wanted 
to introduce this AWE tool to her major professor and hoped she could continue using it. 
Interestingly, S7, a lecturer in a university, wanted to share this AWE tool with his 
colleagues.   
 In summary, based on participants’ responses to the questionnaire and transcripts 
of the semi-structured interviews, students expressed the appropriateness of the AWE 
tool through their willingness to recommend this tool to their family, cohort, laboratory 
partners, colleagues, and professors.  
3.6.2.4.  Meaning focus: Evidence indicating the students focus on the meaning of the   
moves in their abstracts 
To explore whether students focused on the meaning of the moves in their abstracts, their 
drafts before and after the use of the AWE tool were analyzed, and the addition and 
deletion of moves. Also, an analysis of the transcripts of the semi-structured interviews 
was conducted to answer this question. 
 By comparing their drafts before and after using the AWE tool, it was found that 
the majority of students (11, 84.6%) tended to add words and sentences in their final 
drafts. According to Table 3.31, students wrote 105.6 words on average in their first 
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draft, but increased to 171.8 words in their final draft. The sentence count on average was 
from 6.2 to 8.6.  
Table 3.31 
 
Descriptive statistics for word count and sentence count in students’ first and final drafts 
(N = 13) 
 Total Mean Median Min Max SD 
Word count 
First Draft 1373.0 105.6 102.0 12.0 181.0 54.0 
Final Draft 2234.0 171.8 160.0 109.0 276.0 52.1 
Sentence count 
First Draft 80.0 6.2 5.0 2.0 13.0 3.6 
Final Draft 112.0 8.6 9.0 4.0 15.0 3.6 
 
Figure 3.18 visually presents the sentence count, and the sequence of the moves in 
the drafts before and after using the AWE tool. These moves were identified by me. Four 
moves were color-coded: Introduction is green, Methodology is blue, Results is red, and 
Discussion/Conclusion is yellow. The gray color represents a sentence that did not fit any 
moves and the color white means no sentence exists in students’ drafts. In general,  
there were more green and blue than pink and yellow. Also, most of the final drafts had a 
higher sentence count than their first drafts. It was also found that ten students (79.6%) 
improved their abstract structures by adding more sentences or revising their sentences 
for the moves they had not covered in their first draft. 
Table 3.32 provides information about the sentence count of moves in their drafts 
before and after using the AWE tool. It was found that only the numbers of the 
Methodology move decreased; the number of other moves increased.  
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Sentence number 
Student Move count Draft 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
S1* 
2 1 1 1 2 2 
           
4 2 1 1 2 2 2 2 3 4 
       
 
S2* 
2 1 5 5 5 1 2 1 5 5 5 
      
3 2 5 5 5 1 2 1 5 5 5 1 1 1 2 4 4 
 
S3 
3 1 1 1 1 1 2 2 2 2 3 
      
3 2 1 1 1 1 1 1 2 3 
       
 
S4 
3 1 1 2 3 2 
           
3 2 1 2 3 3 
           
 
S5* 
2 1 1 1 2 2 2 2 
         
4 2 1 1 1 1 1 1 1 1 1 1 2 2 3 4 
 
 
S7* 
3 1 1 2 2 2 3 2 2 
        
4 2 1 1 2 2 2 3 3 4 2 
      
 
S8* 
3 1 1 1 1 1 1 1 1 1 1 2 2 3 
   
4 2 1 2 1 1 1 1 1 1 1 2 3 4 
   
 
S9* 
1 1 1 5 
             
4 2 1 1 1 2 2 2 3 3 4 
      
 
S10 
2 1 1 1 1 1 5 2 2 2 2 2 5 5 5 
  
1 2 1 1 1 1 
           
 
S11* 
1 1 1 5 
             
2 2 1 5 5 5 1 2 1 1 1 
      
 
S12* 
1 1 2 2 2 5 2 
          
4 2 1 2 2 3 3 4 
         
 
S14* 
1 1 2 2 2 2 
           
3 2 1 5 1 2 2 2 2 2 4 4 
     
 
S15* 
2 1 1 2 2 
            
4 2 1 2 3 4 
           
Figure 3.18. The sentence count, and the sequence of the moves in the drafts before and 
after using the AWE tool (N = 13) 
Note. *the move counts improved.  
Draft 1 = First Draft, and Draft 2 = Final Draft.  
Green = Introduction move, Blue = Methodology move, Pink = Results move, Yellow = Discussion 
move, and Gray = unidentifiable sentence. 
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Table 3.32 
 
Overall sentence counts in moves in students’ first and final drafts (N = 13) 
 First Draft Final Draft  
Introduction 28 50 
Methodology 35 28 
Results 4 13 
Discussion/Conclusion 0 11 
 
Figure 3.19 shows the number of moves that students had in their drafts before 
and after using the AWE tool. As seen in Figure 3.19, four students (30.8%) had one 
move, five (38.5%) students have two moves, and four students (30.8%) have three 
moves, but none of the students have four moves in the first draft. On the other hand, in 
their final drafts, only one student (7.7%) has one move, one student (7.7%) has two 
moves, four students (30.8%) have three moves, and, surprisingly, seven students 
(53.8%) have four moves.  
 
  
Figure 3.19. The number of moves students had in their drafts before and after using the 
AWE tool (N = 13) 
 
4 moves 
(0) 
0.0% 
1 move 
(4) 
30.8% 
2 moves 
(5) 
38.5% 
3 moves 
(4) 
30.8% 
First Draft 
4 moves 
(7) 
53.8% 
1 move 
(1) 
7.7% 
2 moves 
(1) 
7.7% 
3 moves 
(4) 
30.8% 
Final Draft 
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 As for students’ accuracy of move identification, I compared their identification 
of moves to my own judgments, used as ‘gold standard’. The accuracy of students’ 
identification averaged at 71.1%. Four students (30.8%) identified 100% of their moves 
correctly. Table 3.33 shows the descriptive statistics of the accuracy.   
Table 3.33 
 
Descriptive statistics of students’ accuracy of move identification in their final drafts 
(N = 13) 
Mean Median Min Max SD 
71.1% 73.3% 33.3% 100.0% 26.8% 
 
 As seen from the transcripts of the semi-structured interviews, 12 students 
(92.3%) acknowledged that they tried to improve their abstract structures. They added,  
revised, and changed the sequence of their sentences, and finally four students (30.8%) 
achieved all moves in their final drafts of abstracts.  
First, four students (30.8%) added sentences because they originally did not have 
certain moves in their first draft. They acknowledged that they missed certain moves in 
their first draft during the interview. Additionally, six students (46.2%) tried to revise 
their sentences so they would be more similar to a certain move. S4 demonstrated his 
process of sentence revision for the Introduction move: 
First I have a move, for example introduction, in mind. And I know what I want 
to express in Chinese… Yeah, I really want to make this sentence similar to a 
sentence in the Introduction move in an abstract of a journal article, so I revised it 
several times. This research is done so I clearly know what happened in my 
research. 
 
It can be seen that S4 started with the Chinese meaning of his Introduction sentence, and 
then tried to express his meaning in English to achieve the Introduction move by going 
through several revisions.  
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Moreover, two students (15.4%) reported they shifted their sentences around to 
match the sequence of the moves: Introduction, Methodology, Results, and 
Discussion/Conclusion. S7 expressed that he tried to revise and then change the sequence 
of the sentences to “achieve the similarity of the sequence of a professional abstract” 
(S4). 
Finally, four students (30.8%) mentioned that they managed to achieve four 
moves at the end of their revision process. S12 recalled his abstract writing process when 
using this AWE tool.  
At the beginning I only had the Methodology move, but then I added more 
sentences with other moves in mind. Later on, I revised every sentence and 
strived to make the meaning of each sentence match the intended move better. 
(S12).    
In other words, to improve their abstracts, participants tried several ways to achieve the 
intended communicative purposes.  
From the analysis of their drafts before and after the use of the AWE tool and the 
transcripts of the semi-structured interviews, it was determined through the use of the 
AWE tool, students were able to add, revise, or change the sequence of their sentences to 
focus on the meaning of their abstracts and to better present a complete abstract structure.  
3.6.2.5.  Meaning focus: Evidence indicating the students focus on the meaning of lexical 
bundles 
To examine whether students focus on the meaning of the detected lexical 
bundles, their drafts before and after using the AWE tool were analyzed. Especially, the 
correctness of the use of lexical bundles was investigated. In addition, the transcripts of 
the semi-structured interviews were analyzed to answer this question.  
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A lexical bundle was considered correct only when it was used in the appropriate 
moves (as identified by students), and its meaning made sense in the sentence. Among 30 
lexical bundles used in students’ final drafts, only three of them (10%) were used 
incorrectly; one was because of a mismatched move, and the other two were because of a 
misunderstanding the meaning of the lexical bundles by the students. Table 3.34 provides 
detailed information about the lexical bundles used by students, whether students used 
them correctly in the corresponding moves, and whether the meaning of the lexical 
bundles made sense. In the total of 30 lexical bundles, it was found that students used 12 
(40.0%) lexical bundles for the Introduction move, 5 (16.7%) for the Methodology move, 
7 (23.3%) for the Results move, and 6 (20.0%) for the Discussion move. It seems that 
students were able to use more lexical bundles in the Introduction move than other 
moves. Interestingly, students only had problems when using lexical bundles in the last 
move.  
The analysis of the transcripts of the semi-structured interviews revealed that 13 
students attempted to add appropriate lexical bundles in their abstracts, but only six of 
them (46.2%) reported they were successful. They mentioned that they learned lexical 
bundles from the examples provided by the AWE tool and/or searched them on the 
Internet. On the other hand, the remaining seven students (53.8%) could not successfully 
perform this. Two difficulties were mentioned in their interviews. S1, S8, and S12 
believed the task of adding appropriate lexical bundles was too demanding for them at 
this stage. At the same time, although S15 tried to learn lexical bundles from the 
examples provided by the AWE tool, he was not successful and explained, “there are too 
many examples so I couldn’t find the suitable ones efficiently.” Therefore, he did not 
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continue this task. However, as S7 noted, adding appropriate lexical bundles is a 
beneficial approach towards success in writing professional abstracts.        
From the results of students’ drafts before and after using the AWE tool and their 
responses to the interview, it appears students tried to add appropriate lexical bundles in 
corresponding moves, although for some of them it was a difficult task to perform. 
Despite the difficulties they encountered, students were able to add lexical bundles in 
their abstracts and use them in the corresponding moves. When analyzing students’ 
drafts, I also found that S14 listed possible lexical bundles and annotated them with 
corresponding moves in the end of his document. This behavior could be interpreted as 
an acknowledgement of the importance of the use of lexical bundles to achieve the 
intended communicative purposes. 
3.6.2.6.  Authenticity: Evidence indicating the similarity between this task to a task that 
students would do in their academic career  
 To answer this question, transcripts of the semi-structured interviews were 
analyzed. All students agreed that the task, writing English abstracts, was a real task for 
them in academia.  Four students (30.8%, S4, S7, S8, and S15) expressed that the 
abstracts they wrote were actually for their research article submissions. One student 
(7.7%, S10) worked on this abstract for a conference submission. The remaining students 
(8, 61.5%) recognized that their theses must include an English abstract. Therefore, all 
students agreed that this is an authentic task that they must perform at their current stage 
of academic career.  
 Additionally, since this dissertation followed the Design-Based Approach, it 
started from a needs analysis as my pilot study (Feng, 2013). From the investigation of  
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Table 3.34 
 
Correctness of lexical bundles detected in students’ final drafts (N = 13) 
 Lexical bundles Frequency Correct: 
corresponding 
to the moves 
identified by 
students  
Correct: 
meaning 
makes sense 
Move 1:  
Introduction 
aim of this study  2 2 2 
in this paper we 2 2 2 
objective of this 
study 
1 1 1 
of this study was 2 2 2 
the aim of this 1 1 1 
the best of our 1 1 1 
the development 
of the 
1 1 1 
the impact of 
climate 
1 1 1 
this study is to 1 1 1 
Move 2:  
Methodology 
for the present 
study 
2 2 2 
is based on the 1 1 1 
in such a way 1 1 1 
was used to 
measure 
1 1 1 
Move 3:  
Results 
an increase in the 2 2 2 
for the effect of  1 1 1 
it is found that 1 1 1 
it is shown that 1 1 1 
the stability of the 1 1 1 
with an increase 
in 
1 1 1 
Move 4:  
Discussion 
from the end of  2 2 0 
it was observed 
that 
1 1 1 
it was shown that 1 1 1 
should be 
considered in 
1 1 1 
to the use of 1 0 1 
Total  30 29 28 
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the requirements of graduation for Master’s students in Taiwan, I learned that they must 
write a thesis, which includes an English abstract. Additionally, Ph.D. students must 
publish at least two international journal articles to fulfill their graduation requirements. 
Furthermore, transcripts of the interviews with faculty members revealed, based on their 
experience, professors found that students usually lacked the ability to use lexical bundles 
to write sentences grammatically (e.g., passive voice) and to recognize journal article 
structures. The faculty also pointed out that teaching how to write RA abstracts is a good 
starting point for students to familiarize themselves with scholarly writing. Therefore, the 
task of writing an abstract as proposed in this dissertation is authentic to the target 
students at this stage in their academic career. 
3.6.2.7.   Impact: Evidence suggesting that students’ perceptions toward the use of the 
AWE tool are positive  
 To understand students’ perceptions toward the AWE tool, their responses to the 
questionnaire and the transcripts of the semi-structured interviews were analyzed. 
Generally, students held a positive attitude towards the AWE tool they used to facilitate 
their abstract writing.  
 Nine questions in the six-point Likert-scale questionnaire were dedicated to 
answering this question (0 as ‘strongly disagree’, while 5 as ‘strongly agree’). Table 3.35 
provides descriptive statistics of the responses to these questions. The first six questions 
asked students’ perceptions of their understanding of an abstract’s structure, use of verb 
categories in moves, and use of lexical bundles in moves before and after the use of the 
AWE tool. A comparison of students’ perceptions of understanding on these three aspects 
before and after using the AWE tool indicates that students enhanced their understanding 
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of an abstract’s structure (Q1, mean = 2.8; Q4, mean = 4.4), the use of verb categories in 
moves (Q2, mean = 1.3; Q5, mean = 3.6), and the use of lexical bundles in moves after 
using the AWE tool (Q3, mean = 1.8; Q6, mean = 4.0).  
 The next two questions asked the helpfulness of abstract writing regarding the 
provision of AWE feedback on verb categories (Q7) and lexical bundles (Q8) in moves. 
Toward both aspects, students strongly agreed on the helpfulness of these types of 
feedback (both mean = 4.3). The last question asked whether students were satisfied with 
the AWE tool, and students agreed that they were satisfied with the AWE tool (mean = 
3.8).  
 
Table 3.35  
 
Descriptive statistics of the response to the questionnaire regarding students’ perceptions 
of the AWE tool (N = 13) 
 Question Mean Median Min Max SD 
1 Understanding an abstract’s structure 
before using the AWE tool 
2.8 3 1 5 1.4 
2 Understanding the use of verb categories 
in moves before using the AWE tool 
1.3 1 0 4 1.2 
3 Understanding the use of lexical bundles 
in moves before using the AWE tool 
1.8 2 0 4 1.1 
4 Understanding an abstract’s structure 
after using the AWE tool 
4.4 4 3 5 0.7 
5 Understanding the use of verb categories 
in moves after using the AWE tool 
3.6 4 2 5 0.8 
6 Understanding the use of lexical bundles 
in moves after using the AWE tool 
4.0 4 3 5 0.7 
7 Helpfulness of the feedback regarding the 
verb categories in moves provided by the 
AWE tool  
4.3 4 3 5 0.8 
8 Helpfulness of the feedback regarding the 
lexical bundles of verbs in moves 
provided by the AWE tool  
4.3 4 3 5 0.8 
9 Overall satisfaction of the AWE tool 3.8 4 2 5 0.9 
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 From the transcripts of the semi-structured interviews, it was evident that all of 
the students held a positive attitude toward the AWE tool. They also commented on the 
AWE tool, such as cool (one student), helpful (six students), intelligent (one student), 
interesting (one student), not bad (one student), surprising (one student), and useful (two 
students). S11 shared his experience of using this AWE tool and expressed that he 
believed this tool was interesting. This was also his first time using an AWE tool. S2 also 
reflected his experience of using this AWE tool.  
It is surprising when I first saw feedback provided by this AWE tool because I 
never used any AWE tool before. And, exactly, how does it know my wrong 
usages and provide me feedback instantly? (S2). 
Additionally, ten students (76.9%) expressed their willingness to recommend this 
AWE tool to their cohort. In other words, students held a positive attitude toward their 
experience using this AWE tool. Therefore, they would like to recommend it to others, 
too.  
From the analysis of students’ responses to the questionnaire and the transcripts of 
the semi-structured interviews, it can be concluded that students perceived the use of the 
AWE tool positively. Results from the questionnaire showed that their understanding of 
different aspects of abstracts improved. Also, the adjectives they used to describe the 
AWE tool were quite positive. Therefore, the impact of the AWE tool on these students is 
positive overall.   
3.6.2.8.  Practicality: Evidence suggesting the AWE tool is sufficiently useable in this 
context to allow the task to succeed 
 The practicality of the AWE tool can be considered via four perspectives: (1) 
hardware, (2) software, (3) personnel resources, and (4) students’ experiences of using 
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the AWE tool gathered from their responses to the questionnaire and the transcripts of the 
semi-structured interviews.  
From the hardware perspective, students need a computer with stable access to the 
Internet, a mouse or touch pad so they can highlight moves, and a keyboard so they can 
type in their abstracts. These requirements are standard equipment that comes with a 
computer. As for the software requirement, they used an Internet browser with 
JavaScript, which can be either Internet Explorer (version 9 or above), Firefox (any 
currently supported version), or Chrome (any currently supported version). Usually 
Internet browsers with JavaScript capabilities are pre-installed, so there is no difficulty in 
using the AWE tool.  
In terms of the personnel resources, I was in the lab with the students when they 
worked on their abstracts. Additionally, before using the AWE tool for their abstract 
writing, they first participated in training for usage of the AWE tool, so no technical 
issues arose. However, the main difficulties of operating the AWE tool came from the use 
of feedback. Although the students participated in the training beforehand, they came to 
me and asked how to respond to feedback when they first started revising their abstract 
drafts in the workshop.  
From the responses to the questionnaire, one question asked whether they 
encountered any difficulties when using the AWE tool. The mean of the response to this 
question is 3.0, showing a moderate level of difficulties when using this AWE tool (see 
Table 3.36 for descriptive statistics).  
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Table 3.36 
 
Descriptive statistics for the response to the questionnaire regarding difficulties 
encountered while using the AWE tool (N = 13) 
Question Mean Median Min Max SD 
Difficulties encountered while using the AWE 
tool 
3.0 3 1 4 1.0 
 
 From the semi-structured interviews, two students (15.4%) were glad that this 
AWE tool was free and publicly-available at the moment when they were using it. Four 
students (30.8%) reported the AWE tool was easy to use and did not encounter 
difficulties. However, two students (15.4%) emphasized the need for explaining how to 
respond to the feedback, one student (7.7%) noted the inconvenience when the Internet 
connection was lost, one student (7.7%) mentioned the inconvenience of the lack of the 
copy-and paste function, and one student (7.7%) hoped the function for searching 
keywords in the list of lexical bundles existed. Two students (15.4%) did not answer this 
question so no answer was elicited. 
 In summary, the practicality of the AWE tool was evaluated from four 
perspectives: (1) hardware, (2) software, (3) personnel resources, and (4) students’ 
experiences with using the AWE tool. Objectively, there was nothing difficult or 
expensive to access the AWE tool, when considering the requirements of hardware and 
software. It should be noted that, from students’ perspectives, personnel assistance should 
be provided and any inconvenience raised by technical issues should be eliminated.  
3.6.3. Conclusion 
 The purpose of this section was to evaluate the effectiveness of the AWE tool 
designed for assisting Taiwanese engineering graduate students’ abstract writing. 
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Following Chapelle’s CALL evaluation framework (2001), this study answered eight 
questions to assess the AWE tool using empirical evidence. Three types of data sources 
were analyzed to answer these questions: (1) students’ drafts before and after using the 
AWE tool, (2) their responses to the questionnaire, and (3) transcripts of the semi-
structured interviews. Six dimensions in the framework were examined by analysis of the 
data sources. For Language learning potential, it was found that students were able to 
notice the feedback provided by the AWE tool, and attempted to improve their use of 
lexical bundles and verb categories. Next, for Learner fit, students acknowledged the 
appropriateness of the AWE tool and were willing to or already recommended this tool to 
their family, cohort, professors, and colleagues. In addition, the investigation of Meaning 
focus revealed that students improved their abstract structures by adding or revising 
sentences to express the intended communicative purposes, and also enhanced their use 
of lexical bundles in terms of correctness and number. In terms of Authenticity, students 
explained the outcome of their abstracts was used for journal article submissions, 
conference applications, or Master’s theses. For Impact, overall, students viewed the 
AWE tool positively after using it. They expressed their improvement of abstract 
structure and understanding of the use of verb categories and lexical bundles. Finally, for 
Practicality, the AWE tool is easy to access and easy to use. No additional technology 
requirements need to be met based on the basic equipment that a computer has nowadays. 
Although the AWE tool is designed to be as convenient as possible, the inconveniences 
raised by technical issues could be avoided and additional personnel assistance could be 
supplied.  
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3.7. Chapter Conclusion 
 Under the guidance of DBR, this chapter demonstrated the six design iterations, 
step-by-step, to generate corpus-based materials for implementation with the AWE tool 
to improve Taiwanese engineering graduate students’ abstract writing. The AWE tool 
was further evaluated based on students’ performance following Chapelle’s (2001) CALL 
evaluation framework.   
The next chapter presents the contribution of this dissertation, the design 
principles based on the results of the six design iterations, a plan for the AWE tool 
revision, limitations of this dissertation, and directions for future research. 
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CHAPTER 4 
CONCLUSION 
This dissertation followed the Design-Based Research (DBR) paradigm to 
develop and evaluate an automated writing evaluation (AWE) tool for improving 
Taiwanese engineering graduate students’ abstract writing. Chapter 3 illustrated methods 
and reported findings of the six design iterations for the development and evaluation of 
the AWE tool. Chapter 4 discusses the contributions, an AWE tool revision plan, 
limitations, implications, and directions for future studies.     
4.1. Contributions of the Dissertation 
This dissertation contributes to the field of applied linguistics and technology in 
three ways. First, it contributes to the methodology of genre analysis by devising 
quantitative metrics to evaluate a move fit schema for abstracts. The three quantitative 
metrics devised in this dissertation—complete schema coverage rate, move diversity, and 
move density—were utilized to evaluate the extent a move schema could describe the 
structure of the abstracts. Applying these quantitative metrics, instead of relying on 
subjective choices or purely qualitative observations, can provide objective 
measurements for selection of a move schema for a particular genre analysis. 
   Second, an unsupervised automatic genre analysis approach was demonstrated 
in this dissertation to develop a corpus-based AWE tool for abstract writing. Pendar and 
Cotos (2010) manually annotated 401 Introduction sections and the reported accuracy of 
classification was between 60% and 80%. In this dissertation, however, the accuracy 
using RA sections to predict abstract moves was 50%, which was lower by 10% than the 
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low end in Pendar and Cotos’ study (2010). This is an optimistic finding because there 
was no human annotator judgment in the classification of the abstract moves. This 
finding also shows pedagogical potential beyond the scope of this dissertation—students 
could compile their own corpora and the tool could be automatically adjusted to the 
specific disciplinary conventions that such corpora represent.  
 Finally, this dissertation developed an interactive AWE tool to facilitate the 
design of feedback provision in the AWE tool. AWE feedback was co-constructed based 
on students’ input about moves as well as the detection ability of the tool. This is 
innovative compared to currently available AWE tools. As Khudyadov and Chukharev 
(2004) stated, combining human and computer input will enhance the effectiveness of 
solving linguistic problems. This interactive AWE tool provides students with a new 
approach to interacting with feedback. It is hoped that this approach holds potential for 
enhancing the effectiveness of the revision.     
4.2. Design Principles 
To develop the AWE tool for improving students’ abstract writing, this 
dissertation was grounded in genre analysis, corpus linguistics, natural language 
processing, and second language learning. Eight design principles were derived based on 
the practice and the results of this dissertation to provide guidance for future genre-
specific AWE tool development.  
1) The development of genre-specific AWE tools must be informed by analyses of 
specialized corpora, which are representative of the target genre. 
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To develop a discipline-specific AWE tool, the materials feeding into the tool 
should rely on a representative specialized corpus. In the past, teaching materials have 
been developed through specialized corpora to teach genre-specific writing (Chang & 
Kuo, 2011; Hsieh & Liu, 2006). Similarly, to ensure the relevance of the materials and 
feedback provided by genre-specific AWE tools, a representative corpus of the target 
genre should be collected for the generation of materials for the target genre. 
In this study, to build the AWE tool to improve engineering abstract writing, 480 
engineering research articles were collected to compile a specialized corpus. Its 
representativeness was assessed quantitatively and qualitatively in Section 3.1. The 
subsequent analyses on this specialized corpus in the later iterations (i.e., the move 
schema, lexical bundles, and verb categories) and the evaluation of the tool suggest that 
the presented materials in the AWE tool are highly relevant to the respective genre-
specific task. Therefore, it was necessary to generate materials from a representative 
corpus when developing genre-specific AWE tools.  
2) When a genre analysis of discipline-specific language is conducted, an optimal move 
schema should be selected empirically. 
 To conduct a genre analysis, an appropriate move schema is required because it 
can present the communicative purposes in the genre clearly. However, there was no 
established procedure for the selection of a move schema for analyzing genre in previous 
studies. Most of the studies on genre analysis simply adapted or adopted move schemata 
from previous studies without justification. Such an approach might be inadequate 
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because there is no guarantee that a move schema used in previous studies would fit the 
current study.  
 In this research, as illustrated in Section 3.2, three quantitative metrics were 
devised and applied to evaluate the performance of the two move schema candidates. The 
evaluation provided empirical evidence to quantitatively determine the level of adequacy 
of the move schemas for the target genre. Using an appropriate move schema, chosen 
based on empirical evidence, can better distinguish moves expressing the communicative 
purposes. The three metrics devised in this dissertation can be useful for the selection of 
an appropriate move schema.  
3) Exploration of machine learning may be useful for automatically classifying rhetorical 
functions in creating genre-specific AWE tools.  
To classify rhetorical functions, manual annotation of a large corpus is not always 
feasible because resources are often lacking, and a small annotated corpus may not 
provide a sufficient sample size. Hence, the application of statistical natural language 
processing (StatNLP) can be used to attempt to overcome this limitation in resources.   
This study attempted to use StatNLP on RA sections to automatically classify 
moves in abstracts. However, the result was not useable because of my lack of experience 
in machine learning. Given the fact that this was only the first attempt to use RA sections 
as proxies for move abstracts, the result can be interpreted as showing a potential of using 
machine learning for automated classification of moves in abstracts using language in RA 
sections. Therefore, more experiments on this unsupervised approach should be 
conducted with modified or extended feature sets to achieve this goal.    
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As for the implementation of StatNLP in genre-specific AWE tools, using an 
automated rhetorical move classifier trained on annotated expert writing to classify 
rhetorical moves in students’ writing may be problematic because target lexical bundles 
might not appear in their writing. Although it is common to use lexical bundles (e.g., 
unigrams, bigrams, and trigrams (Pendar & Cotos, 2008)) as features to train automatic 
classifiers, the students I worked with in trialing my AWE tool used very few lexical 
bundles in their first drafts, which could lead to unsuccessful automated classification of 
moves in abstracts. Therefore, more feature sets for automated classification of moves in 
abstracts should be incorporated to accommodate the lack of use of lexical bundles in 
students’ writing. 
In summary, using StatNLP may be helpful for automatic identification of 
rhetorical functions in genre-specific AWE tools in the future. Moreover, experiments 
with modified or extended feature sets besides lexical bundles should be explored to lead 
to successful identification of rhetorical functions in students’ writing.     
4) If corpus analyses require large samples which are not readily available, such samples 
may be substituted with other sources of data, as long as these sources are sufficiently 
similar to the target samples. 
To conduct more comprehensive genre analysis, it is hoped that the application of 
a large specialized corpus can capture the use of language in the relevant genre. However, 
as noted earlier, manual annotation on such a corpus is not always feasible, and using a 
small annotated corpus may be insufficient to provide an ample sample of language in the 
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genre. To address this problem, using a smaller sample of similar texts that do not need to 
be annotated manually may be considered. 
 In this research, the findings in Section 3.3 showed that the language use in RA 
sections and abstract moves was similar to some extent, so lexical bundles associated 
with moves in abstracts were extracted automatically. The results in Section 3.4 showed 
that lexical bundles associated with moves were identified by using RA sections as 
proxies of abstract moves. Because the sections of RAs were clearly marked and readily 
available, it was unnecessary to conduct manual annotation of their moves. Therefore, 
based on this experience, it appears to be possible to substitute a large sample set, which 
requires further analyses with readily available data sources, as long as the level of 
similarity of the two data sources is verified.     
5) Lexical bundles may be a helpful feature for genre-specific AWE tools.  
 Studies have investigated lexical bundles in different genres, such as academic 
written discourses (Byrd & Coxhead, 2010) and research articles (Cortes, 2004, 2013; 
Laane, 2011; Wei & Lei, 2011). Also, pedagogical materials for RA writing have 
included lexical bundles associated with rhetorical moves because they are “building 
blocks” for RA writing (Cortes, 2013, p. 35).  
In this dissertation, the detection of lexical bundles was implemented in the AWE 
tool to provide students with feedback. Students’ lack of knowledge of using lexical 
bundles in abstracts was found in my needs analysis (Feng, 2013). This problem was also 
shown in students’ first drafts of their abstracts. Providing automated feedback on this 
component of language in abstracts was beneficial for improving their abstracts because 
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they greatly increased their use of lexical bundles in their final drafts. Therefore, the 
feedback provision on lexical bundles should be implemented in genre-specific AWE 
tools to assist students’ writing. 
6) Verb categories in English RA abstract genres and feedback provision on such features 
in genre-specific AWE tools may be beneficial, especially for learners whose first 
language is ‘tenseless.’  
Previous studies investigated the use of verb categories in RA abstracts (Cross & 
Oppenheim, 2006; Salager-Meyer, 1992) and generated pedagogical materials for 
teaching verb categories used in different moves in abstracts (Gratez, 1982; Tseng, 2011) 
because the use of verb categories in RA abstracts delivered the meaning that researchers 
intend without exceeding the word limit (Glasman-Deal, 2010). In this study, by utilizing 
StatNLP in Section3.5, the use of verb categories (i.e., tense, aspect, and voice) was 
captured in each move. Findings for the verb categories in each move were implemented 
in the AWE tool for assisting engineering graduate students’ RA abstract writing. 
Additionally, because all participants’ first language is Chinese, they were uncertain 
about the correct use of verb categories for each move in English. Chinese is a language 
that does not use morphemes to express the meaning of time. Providing students with 
feedback on verb categories was beneficial because a comparison of students’ drafts 
before and after using the AWE tool showed the tendency for students’ use of correct 
verb categories increased and incorrect verb categories decreased. Therefore, when 
developing genre-specific AWE tools, verb categories should be taken into consideration, 
especially when the first language of the target learners does not express the meaning of 
time using morphemes.  
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7) The feedback of AWE tools that focuses on language function should be co-
constructed by computers and humans. 
 The AWE feedback for language function should be co-constructed by computers 
and humans to enhance the effectiveness of solving linguistic problems by AWE tools, 
and to increase the opportunity of interaction for second language learning. First, human 
involvement in feedback provision in AWE tools is crucial when semantics and 
pragmatics are involved. NLP can provide reasonably reliable feedback on grammatical 
and mechanical errors based on syntactical structures of the sentences, lexical features, or 
part-of-speech-tag sequences. However, it is difficult to offer feedback on semantics and 
pragmatics by merely depending on these features because meaning in language does not 
have a predictable one-to-one relationship with word combinations.   Human involvement 
at this point could provide input for computers to decide what subsequent feedback 
should be offered. Consequently, the effectiveness and accuracy of feedback provision 
could be increased because both computers and users bring what they do best into full 
play (Khudyadov & Chukharev, 2004).  
 In this study, the AWE tool provided feedback on lexical bundles and verb 
categories based on moves. However, because the moves could not be detected 
automatically due to the insufficient accuracy in Section 3.3, students were asked to 
specify their sentence moves. Using this method, subsequent feedback according to the 
specified moves was provided for students to revise their abstracts.  
In addition, engaging students in the process of feedback construction may also 
increase the opportunity of interpersonal and intrapersonal interactions for second 
language learning. This design principle is based on the idea of the significant role of 
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interaction in second language acquisition (Ellis, 1999; Gass & Mackey, 2006; Long, 
1983; Pica, 1994). Ellis (1999) specified two types of interaction, which are 
“interpersonal activity that arises during face-to-face communication” and “the 
intrapersonal activity involved in mental processing” (p. 3). Chapelle (2003) extended 
these interaction constructs for use in computer-mediated learning by redefining 
interpersonal interaction as the communication between computers. These two types of 
interactions have been found to enhance the possibility of second language learning in 
technology-assisted learning environments (e.g., Blake, 2000; Kern, 1995; Smith, 2003). 
In this dissertation, the feedback design seemed to promote interpersonal 
interactions because the findings suggest that students noticed and focused on the 
feedback as enhanced input. The results of the AWE tool evaluation in Section 3.6 
indicated that the changes in the colors of feedback made the feedback salient and drew 
students’ attentions to their use of lexical bundles and verb categories. Such practice 
encouraged students to make revisions. As for intrapersonal interactions, the design for 
feedback asked students to highlight the moves they intended to express. This step 
seemed to prompt a conversation in students’ minds, which stimulated cognitive 
processing of the input. Results of the AWE tool evaluation in Section 3.6 showed that 
students expressed that they had to reflect on whether their sentences fit the 
communicative purposes they had intended. Once the students assigned a move to a 
sentence, the colors of lexical bundles and verb categories changed based on the assigned 
move. If the colors did not match and they noticed a problem, then this design prompted 
them to reconsider their choices. 
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In conclusion, based on the findings of this dissertation, the co-construction of 
feedback by computers and users for semantics and pragmatics seem essential because 
both computers and users perform their competent tasks. Also, this design of AWE 
feedback provision has the potential to enhance interactions between users and the AWE 
tool. In users’ minds, this may lead to a better chance of language learning.  
8) SLA-informed frameworks can be useful in eliciting user experience in AWE tools. 
To improve the design of AWE tools, it is necessary to elicit users’ responses on 
their experience of using the tools. In this research, the semi-structured interview 
questions were designed based on Chapelle’s (2001) CALL evaluation framework. Most 
questions asked about participants’ learning processes and outcomes rather than the 
design of the tools.  However, the participants also mentioned difficulties they 
encountered when they explained how they used the tool to revise their abstracts. One 
main finding from the semi-structured interviews in Section 3.6 was that students wanted 
the input interface of the tool to mimic conventional text editors (e.g., Microsoft Word). 
Because students were already accustomed to using an editor, when given a tool for a 
similar purpose (i.e., type in their abstracts), they expected to use similar and familiar 
functions. They welcomed additional functions (e.g., feedback provision), but the basic 
functions of a conventional text editor should be in place. The students also commented 
on other aspects of their user experience in the AWE tool. Therefore, instead of asking 
direct questions related to the level of difficulty of the design of AWE tools, asking 
questions designed based on SLA-informed frameworks can also elicit responses related 
to user experience for AWE tool future refinement to improve performance for language 
learning. 
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4.3. AWE Tool Revision Plan 
The evaluation of the AWE tool identified two aspects that can be improved to 
better serve students in the future. They include (1) the convenience of using the AWE 
tool and (2) instructional materials on responses to feedback.  
To improve the convenience of using the AWE tool, the first function that should 
be implemented is the copy-and-paste function because one participant expected to be 
able to use this basic editing function. This finding came from students’ responses to the 
semi-structured interview. If instructors hope to conduct a test and/or do not need this 
copy-and-paste function for any purpose, then there could be a prompt to turn it off so 
students cannot directly copy their work from outside sources.  
Also, to improve the convenience of the AWE tool, a key-word search of lexical 
bundles should be implemented. Currently, the AWE tool only provides a list of lexical 
bundles associated with moves in abstracts. This was inconvenient when students only 
remembered one keyword they thought they could use for a move, but could not 
remember the entire bundle. Therefore, adding a search function to the lexical bundle list 
could improve students’ use of lexical bundles in their abstracts. This recommendation 
comes from the results of Practicality in the AWE tool evaluation.   
 The final component the next generation of AWE tool should incorporate to 
improve is to provide written or video instructions on how students should respond to the 
feedback when students initially see it. Although students had been trained to use the 
AWE tool before they revised their abstracts, it was found in the evaluation of the AWE 
tool that some of the students still required additional assistance regarding feedback. 
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From this point view, it would be better if written or video instruction is in place for 
students who have this issue. 
4.4. Limitations of the Dissertation 
 When interpreting the results of this study, readers should be aware of three 
limitations. The first limitation was that only two features, unigrams and trigrams (both 
stemmed and stabbed), were utilized to train the SVM classifier. By applying the 
StatNLP approach, it was hoped to annotate the moves in the abstracts of Corpus-480. 
However, the accuracy found in this study was around 60%, which was insufficient for 
practical applications. Therefore, additional experiments with extended or modified 
feature sets are necessary to determine if the classification accuracy might be improved, 
but they have not been performed in this study, primarily due to my lack of experience 
with machine learning. 
The second limitation was one verb category was not examined in this study. In 
the analysis of verb categories, the grammatical category ‘perfect progressive aspect’ 
(such as in the sentence “I have been going there”) was not included in the analysis. The 
inclusion of this category was not possible, due to limitations of the CyWrite::Analyzer 
system. From analysis in Section 3.5, results showed the perfect aspect frequently 
happened in the Introduction move, while the progressive aspect scarcely occurred. The 
lack of this aspect in the analysis should not have caused a discrepancy in the results 
reported in this study.      
The final limitation was the limited time frame of students’ use of the AWE tool. 
To assist students more sufficiently with abstract writing, students should be allowed to 
spend more than six hours to use the tool or have accessibility to the tool outside of the 
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classroom. From evaluation of the AWE tool, although 10 (76.9%) students improved 
their move structures, only seven (53.8%) students achieved the mastery of all moves in 
their abstracts. It is hoped that students could improve their abstracts even more, if they 
were allowed to use the AWE tool as much as they wanted.  
4.5. Directions for Future Studies 
 For future studies, improvement of the unsupervised genre analysis approach is 
worth pursuing. The results from Section 3.3 revealed connections of language used in 
RA sections and abstract moves, which means the use of n-gram features is important. 
However, they may be insufficient; thus, more features should be investigated. The 
unsupervised approach shows promise, because when comparing the results of this 
dissertation to Pendar and Cotos’ (2008) study, the unsupervised approach was only 10% 
lower than the supervised approach. Therefore, to obtain better accuracy for the 
automated analysis on moves in abstracts, more features for SVM classifiers should be 
investigated, such as verb categories, sentence subjects, and position/location of 
sentences in an abstract. By improving the SVM classifiers, the unsupervised approach 
could possibly perform better. 
Once the accuracy of SVM classifiers is improved, the unsupervised genre 
analysis approach could be applied on a large scale to different discipline-specific genres 
of writing. Depending on the purposes, it may be possible to collect a corpus representing 
another genre of text, or to expand the range of sub-disciplines represented in the current 
corpus, to generate materials for the implementation of AWE tools by replicating the 
procedure utilized in this dissertation.  
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To summarize, writing English RA abstracts is an authentic task that Taiwanese 
engineering graduate students must complete to succeed academically and professionally, 
but they lack resources to learn this essential skill. The existing body of scholarship 
presented possible solutions to fill this gap. To manage this genre-specific task, this 
dissertation attempted to develop an AWE tool, and to evaluate its appropriateness and 
effectiveness. Guided by the DBR paradigm, the development and evaluation of the 
AWE tool went through six iterations and design principles were synthesized according 
to the results. It is hoped that these design principles could serve as guidance for 
developing genre-specific AWE tools in the future. Finally, although the results of the 
unsupervised Stat-NLP approach for genre analysis were insufficient for immediate 
practical applications, it showed potential for automation of materials development for 
genre-based teaching and learning. Thus, this requires more exploration in future work. 
In doing so, more students’ academic needs related to discipline-specific tasks could be 
satisfied.   
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APPENDIX A  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN INTRODUCTION AND 
METHODOLOGY SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 PURPOSE OF THIS STUDY 8 7 0 2 6 
2 HAS BEEN USED TO 6 7 2 4 6 
3 IN THIS STUDY A 6 5 2 4 6 
4 THE OBJECTIVE OF THE 9 5 0 0 4 
5 MODEL BASED ON THE 5 5 1 1 3 
6 OVER A RANGE OF 5 7 3 3 3 
7 BY MEANS OF A 9 27 2 1 2 
8 THE ENERGY PERFORMANCE OF 9 6 1 3 2 
9 IN ORDER TO REDUCE 8 11 4 4 2 
10 HAS BEEN CARRIED OUT 6 7 1 4 2 
11 HEAT TRANSFER COEFFICIENT AND 5 6 4 3 2 
12 METHOD BASED ON THE 5 5 2 1 2 
13 CAN BE SEEN AS 14 6 3 3 1 
14 STATE OF THE ART 13 6 0 3 1 
15 AN OVERVIEW OF THE 9 10 1 0 1 
16 THE PURPOSE OF THE 8 15 3 4 1 
17 WIRELESS LOCAL AREA ACCESS 8 8 0 2 1 
18 PUBLIC WIRELESS LOCAL AREA 7 5 0 3 1 
19 THE STRAIN RATE SENSITIVITY 7 6 0 1 1 
20 UNIVERSITY SPIN OFFS AND 7 8 3 3 1 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX B  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN INTRODUCTION AND 
RESULTS SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 ON THE USE OF 9 2 5 3 4 
2 FIN AND TUBE HEAT 14 3 19 2 3 
3 STRAIN RATE AND TEMPERATURE 11 3 9 2 3 
4 AND TENSION COMPRESSION 
ASYMMETRY 
7 0 5 3 3 
5 BETWEEN FIRM SIZE AND 10 3 9 1 2 
6 THE BEHAVIOR OF THE 9 3 9 3 2 
7 IN ORDER TO IDENTIFY 7 2 8 1 2 
8 THE HEAT TRANSFER ENHANCEMENT 7 4 24 4 2 
9 WITH THE NUMBER OF 7 4 10 4 2 
10 OF THE USE OF 6 1 8 3 2 
11 TO STUDY THE EFFECT 6 4 7 2 2 
12 WILLINGNESS TO PAY FOR 5 1 6 2 2 
13 EXPLOITATION OF 
ENTREPRENEURIAL OPPORTUNITIES 
16 3 5 4 1 
14 HAVE BEEN CARRIED OUT 13 4 5 1 1 
15 A POSITIVE RELATIONSHIP BETWEEN 12 1 12 3 1 
16 PERCEIVED EASE OF USE 11 0 9 4 1 
17 AND TUBE HEAT EXCHANGERS 10 3 14 1 1 
18 AWAY FROM THE FOUNDING 10 0 6 4 1 
19 FROM THE FOUNDING CEO 10 0 6 4 1 
20 IN THE TEMPERATURE RANGE 7 3 11 4 1 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX C  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN INTRODUCTION AND 
DISCUSSION/CONCLUSION SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 OF THIS STUDY WAS 23 2 0 10 13 
2 THIS STUDY WAS TO 22 0 0 7 13 
3 IN THIS PAPER A 6 2 0 6 5 
4 BETTER UNDERSTANDING OF THE 12 2 4 13 4 
5 FOR THE FIRST TIME 9 0 2 15 4 
6 OF THE EFFECTS OF 8 2 4 8 4 
7 USED TO PREDICT THE 8 4 2 5 4 
8 FOUND TO BE THE 6 2 2 7 4 
9 OF THE IMPACT OF 6 1 1 7 4 
10 IN THIS WORK WE 5 4 2 7 4 
11 THE DEVELOPMENT OF A 14 2 2 6 3 
12 ONE OF THE MAIN 13 4 3 9 3 
13 REACTIVE OXYGEN SPECIES ROS 9 1 0 6 3 
14 THAT THE USE OF 9 2 2 16 3 
15 IN ORDER TO IMPROVE 8 2 4 10 3 
16 FOR THE TREATMENT OF 5 0 2 7 3 
17 OF AOA AND AOB 5 1 4 7 3 
18 RESISTANCE OF UNIT AREA 5 0 0 5 3 
19 THE APPLICABILITY OF THE 5 1 2 10 3 
20 THE PLASTIC DEFORMATION OF 5 0 1 12 3 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX D  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN METHODOLOGY AND 
RESULTS SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 USED TO MEASURE THE 4 38 6 3 5 
2 THE STANDARD DEVIATION OF 0 10 9 4 3 
3 IN ORDER TO EVALUATE 4 10 10 1 2 
4 IN ORDER TO UNDERSTAND 4 5 5 2 2 
5 EACH OF THE FOUR 3 10 6 1 2 
6 USED TO EVALUATE THE 3 17 8 1 2 
7 C AND C RESPECTIVELY 2 5 16 2 2 
8 M ABOVE THE FLOOR 2 11 7 0 2 
9 AT THE ONSET OF 1 5 9 3 2 
10 LOCAL CONVECTIVE HEAT TRANSFER 1 6 5 3 2 
11 TAKES INTO ACCOUNT THE 1 6 5 3 2 
12 USED TO TEST THE 1 6 7 1 2 
13 WAS USED FOR THE 1 27 7 3 2 
14 C AND C THE 0 7 7 4 2 
15 FROM M TO M 0 5 6 2 2 
16 FROM MM TO MM 0 5 5 4 2 
17 LESS THAN OF THE 0 5 11 3 2 
18 THE INLET OF THE 0 19 6 3 2 
19 AT ROOM TEMPERATURE AND 4 21 10 3 1 
20 IN CONTACT WITH THE 4 20 7 3 1 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX E  
FOUR-WORD LEXICAL BUNDLES IN METHODOLOGY AND 
DISCUSSION/CONCLUSION SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 BE USED AS A 4 5 0 11 4 
2 DURING THE COURSE OF 3 5 4 7 2 
3 THE PRESENT WORK THE 3 13 4 5 2 
4 PART OF THE STUDY 1 5 4 5 2 
5 IN THIS STUDY AND 0 6 2 7 2 
6 IN SUCH A WAY 4 8 3 6 1 
7 IN THIS STUDY WAS 4 10 2 8 1 
8 THE EVALUATION OF THE 4 6 4 7 1 
9 AS LONG AS THE 3 8 2 7 1 
10 BASED ON THE ASSUMPTION 3 9 3 5 1 
11 OF THE MATERIAL AND 3 6 1 9 1 
12 IN THE FUEL REACTOR 2 11 4 6 1 
13 TAKEN INTO ACCOUNT IN 2 8 4 6 1 
14 THE TOTAL PRESSURE DROP 2 5 0 5 1 
15 IT WAS ASSUMED THAT 1 11 1 5 1 
16 THE SECOND CONFINED AQUIFER 0 6 4 7 1 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX F  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN RESULTS AND 
DISCUSSION/CONCLUSION SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 THE RESULTS SHOW THAT 4 2 22 20 20 
2 IT IS FOUND THAT 0 3 18 8 6 
3 THE FORMATION OF THE 4 4 9 21 5 
4 THE RESULTS INDICATED THAT 3 1 9 5 5 
5 PILLARS WITH D AND 0 0 6 17 5 
6 RESULTS SUGGEST THAT THE 0 2 6 9 5 
7 THE RESULTS SUGGEST THAT 0 0 6 17 5 
8 WITH D AND NM 0 0 10 17 5 
9 THE TOXICITY OF THE 3 0 6 12 4 
10 RESULTS INDICATE THAT THE 2 2 12 15 4 
11 THE RESULTS INDICATE THAT 1 1 9 13 4 
12 FOR PILLARS WITH D 0 0 10 14 4 
13 THAT THE AMOUNT OF 4 1 6 14 3 
14 THE WORK HARDENING RATE 4 2 5 9 3 
15 WITH THE INCREASE IN 4 0 17 17 3 
16 WITH THE DECREASE IN 3 0 6 7 3 
17 FOR MODELING MONTHLY CIMIS 2 0 7 5 3 
18 MODELING MONTHLY CIMIS ETO 2 0 8 6 3 
19 C H REMOVAL EFFICIENCIES 1 4 11 5 3 
20 CAN BE CONCLUDED THAT 1 1 13 17 3 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX G  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN INTRODUCTION, 
METHODOLOGY, AND RESULTS SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 TO INVESTIGATE THE EFFECT 11 8 5 4 2 
2 AT THE TIME OF 9 21 5 3 2 
3 THE PROPERTIES OF THE 9 11 9 4 2 
4 WELD BASED RAPID PROTOTYPING 7 6 5 2 2 
5 CARRIED OUT IN THE 5 14 5 2 2 
6 IN ORDER TO INVESTIGATE 5 8 5 3 2 
7 WITH THE USE OF 5 12 5 3 2 
8 EFFECTIVENESS OF TECHNOLOGY 
INVESTMENT 
15 7 5 4 1 
9 INVESTIGATE THE EFFECT OF 12 10 6 4 1 
10 AND THE HEAT TRANSFER 9 8 6 4 1 
11 THE SUM OF THE 9 30 16 4 1 
12 IN THE SAME WAY 8 10 7 3 1 
13 AS THE NUMBER OF 7 24 11 3 1 
14 THE HEAT TRANSFER RATE 7 5 14 1 1 
15 IN ORDER TO FIND 6 8 5 3 1 
16 IN ORDER TO STUDY 6 7 9 2 1 
17 IN THE ORDER OF 6 7 11 4 1 
18 THE MINI HEAT PIPE 6 13 6 3 1 
19 WAS USED AS A 6 29 7 4 1 
20 ARE ASSUMED TO BE 5 22 5 2 1 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX H  
FOUR-WORD LEXICAL BUNDLES IN INTRODUCTION, METHODOLOGY,  
AND DISCUSSION/CONCLUSION SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 IN THIS STUDY WE 23 10 2 23 11 
2 THE PURPOSE OF THIS 21 16 4 5 9 
3 THE EFFICIENCY OF THE 16 6 3 15 7 
4 IN THIS PAPER WE 29 5 1 11 5 
5 OF THIS STUDY IS 25 5 3 10 5 
6 IN THIS PAPER THE 12 10 4 5 5 
7 CAN BE USED FOR 8 5 3 19 4 
8 AS A CONSEQUENCE OF 7 5 3 13 3 
9 PRESENTED IN THIS PAPER 5 13 1 14 3 
10 CAN BE APPLIED TO 9 8 4 8 2 
11 CAN BE USED AS 8 6 2 11 2 
12 USED TO ASSESS THE 7 12 3 7 2 
13 THE APPLICATION OF THE 5 6 1 6 2 
14 HAVE BEEN USED TO 21 7 3 9 1 
15 HAVE BEEN SHOWN TO 13 7 2 12 1 
16 OF UNIVERSITY SPIN OFFS 13 6 4 9 1 
17 IT IS KNOWN THAT 7 7 2 21 1 
18 THE STATE OF THE 6 5 3 7 1 
19 OF THE PRESENT WORK 5 5 2 7 1 
20 ON THE EFFECT OF 5 5 0 5 1 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
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APPENDIX I  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN INTRODUCTION, RESULTS, 
AND DISCUSSION/CONCLUSION SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 THE RESULTS SHOWED THAT 10 0 13 12 9 
2 RESULTS SHOWED THAT THE 10 0 10 14 8 
3 PLAY AN IMPORTANT ROLE 18 1 5 15 5 
4 ON THE PERFORMANCE OF 7 4 6 6 5 
5 OF THE HEAT TRANSFER 15 4 16 10 4 
6 AND THE EFFECT OF 11 0 8 6 4 
7 IMPORTANT ROLE IN THE 16 2 9 23 3 
8 OF THE EFFECT OF 9 3 8 9 3 
9 THIS IS DUE TO 7 4 18 15 3 
10 PLAYS AN IMPORTANT ROLE 18 4 7 19 2 
11 OF THE EFFECT OF 9 3 8 9 3 
12 THIS IS DUE TO 7 4 18 15 3 
13 BE ATTRIBUTED TO THE 6 3 35 29 3 
14 BE EXPLAINED BY THE 6 3 23 46 3 
15 PLAYS AN IMPORTANT ROLE 18 4 7 19 2 
16 A HIGH LEVEL OF 15 3 7 11 2 
17 BLIND AND PARTIALLY SIGHTED 14 4 10 13 2 
18 AND PARTIALLY SIGHTED PEOPLE 13 4 9 11 2 
19 HIGHER THAN THAT OF 11 2 32 19 2 
20 AS WELL AS IN 10 0 6 5 2 
Note. I = Introduction section, M = Methodology section, R = Results section, D = 
Discussion/Conclusion section, A = Abstracts.  
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APPENDIX J  
TOP 20 FOUR-WORD LEXICAL BUNDLES IN METHODOLOGY, RESULTS,  
AND DISCUSSION/CONCLUSION SECTIONS 
 
# Four-word lexical bundles Frequency 
I M R D A 
1 WERE FOUND TO BE 3 12 8 14 8 
2 BY A FACTOR OF 3 8 13 11 6 
3 AS WELL AS A 4 7 8 8 2 
4 HEAT TRANSFER COEFFICIENT OF 4 8 7 6 2 
5 IN FRONT OF THE 4 9 5 6 2 
6 THAT THERE IS NO 3 8 16 10 2 
7 THE TWO TYPES OF 2 5 5 5 2 
8 THE SENSITIVITY OF THE 1 6 6 5 2 
9 SIGNIFICANT DIFFERENCES BETWEEN THE 0 5 7 6 2 
10 THE VARIATION OF THE 0 8 21 9 2 
11 IN ACCORDANCE WITH THE 4 11 9 9 1 
12 IN RELATION TO THE 4 6 12 9 1 
13 MODEL WAS USED TO 4 5 5 5 1 
14 THE LENGTH OF THE 4 19 15 7 1 
15 THE THERMAL RESISTANCE OF 4 9 6 6 1 
16 THE THICKNESS OF THE 4 19 10 13 1 
17 THE VALIDITY OF THE 4 9 8 9 1 
18 USED IN THIS STUDY 4 45 17 29 1 
19 USER INNOVATION AND ENTREPRENEURSHIP 4 5 6 13 1 
20 IN THE MIDDLE OF 3 22 8 5 1 
Note. I = Introduction section, M = Methodology section, R = Results section, D = Discussion/Conclusion 
section, A = Abstracts.  
 
  
  
