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A PRIORI ESTIMATES FOR RELATIVISTIC LIQUID BODIES
TODD A. OLIYNYK
Abstract. We demonstrate that a sufficiently smooth solution of the relativistic Euler equations that
represents a dynamical compact liquid body, when expressed in Lagrangian coordinates, determines
a solution to a system of non-linear wave equations with acoustic boundary conditions. Using this
wave formulation, we prove that these solutions satisfy energy estimates without loss of derivatives.
Importantly, our wave formulation does not require the liquid to be irrotational, and the energy estimates
do not rely on divergence and curl type estimates employed in previous works.
1. introduction
1.1. Relativistic Euler equations. On a 4-dimensional spacetime, the relativistic Euler equations are
given by1
∇µT µν = 0 (1.1)
where
T µν = (ρ+ p)vµvν + pgµν
is the stress energy tensor,
g = gµνdx
µdxν
is a Lorentzian metric of signature (−,+,+,+), ∇µ is the Levi-Civita connection of gµν , vµ is the fluid
four-velocity normalized by2
gµνv
µvν = −1,
ρ is the proper energy density of the fluid, and p is the pressure. Projecting (1.1) into the subspaces
parallel and orthogonal to vµ yields the following well known form of the relativistic Euler equations
vµ∇µρ+ (ρ+ p)∇µvµ = 0, (1.2)
(ρ+ p)vµ∇µvν + hµν∇µp = 0, (1.3)
where
hµν = gµν + vµvν (1.4)
is the induced positive definite metric on the subspace orthogonal to vµ. In this article, we will be
concerned with fluids with a barotropic equation of state of the form
ρ = ρ(p)
where ρ satisfies
ρ ∈ C∞([0,∞), [ρ0, ρ1]), ρ(0) = ρ0, (1.5)
and
ρ′(p) > 0, 0 ≤ p <∞, (1.6)
for some constants 0 < ρ0 < ρ1.
For fluid bodies with compact support, the timelike matter-vacuum boundary is defined by the vanish-
ing of the pressure. Due to the above restrictions on the equation of state, the type of fluids considered
in this article are liquids, which are characterized by having a jump discontinuity in the proper energy
density at the matter-vacuum boundary. The main aim of this article is to derive a priori estimates for
sufficiently smooth solutions of the relativistic Euler equations that represent dynamical compact liquid
bodies. The precise form of the a priori estimates can be found in Theorem 8.1, which represent the main
1With the exception of Section 7, we use lower case Greek indices, i.e. µ, ν, γ, to label spacetime coordinate indices
which run from 0 to 3.
2Following standard conventions, we lower and raise spacetime coordinate indices, i.e. µ, ν, γ, using the metric gµν and
inverse metric gµν , respectively.
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result of this article. The key analytic difficulties in establishing the a priori estimates are due to the
presence of the matter-vacuum boundary, which is free.
Our approach to establishing a priori estimates begins with showing that sufficiently smooth solutions,
which represent dynamical liquid bodies, of the relativistic Euler equations satisfy, when expressed in
Lagrangian coordinates, a system of non-linear wave equations with acoustic boundary conditions; see
(6.1)-(6.9) for the complete initial boundary value problem (IBVP). Although it is well known that the
Euler equations can be reduced to a non-linear scalar wave equation in the special case of irrotational
fluids, see [6, 31] for details, our formulation is different and able to handle the general case where rotation
is present.
The starting point for the derivation of our wave equation is the relativistic continuity equation given
by
∇µ(nvµ) = 0 (1.7)
where n = (ρ+ p)/ζ is the number density with ζ the specific enthalpy of the fluid. Introducing the one
form
θ0µ = −ζvµ,
we write the continuity equation (1.7) as
∇µ
(
1
f
θ0µ
)
= 0,
where f is a function of the specific enthalpy ζ defined below by (3.28). Applying the covariant derivative
to ∇ν to this expression, we obtain, after commuting the covariant derivative ∇ν through and anti-
symmetrizing ∇νθ0µ, a wave equation for θ0ν that includes a term at the highest order which involves the
fluid vorticity 2-form Λ = −dθ0. What makes our wave formulation useful is that we can control the
vorticity term in the wave equation by using the well-known propagation equation LvΛ = 0 satisfied by
the vorticity. It is worth noting that in all previous works on a priori estimates for the relativistic fluid
bodies, the propagation equation LvΛ = 0 is also used in an essential way.
The other essential element of our wave formulation are the boundary conditions. These boundary
conditions are non-linear and of acoustic type, which means that they are Neumann boundary conditions
with source terms that involves two time derivatives, in Lagrangian coordinates, along the boundary, the
same order as appears in the wave equation. The orgin of this non-standard boundary condition is the
geometric identity
∇vθ0ν
|∇θ0|g = −nν ,
where nν is the unit, outward pointing co-normal to the matter-vacuum boundary, which holds along
the matter-vacuum boundary for solutions of relativistic Euler equations that satisfy the liquid boundary
conditions and the Taylor sign condition.
The importance of our wave formulation is that it is well suited for deriving energy estimates without
derivative loss in the presence of a free matter-vacuum boundary. This is due, in part, to the wave
structure of the equations, and in part, to the nature of the acoustic boundary conditions. Indeed, in
Section 7, we establish a local existence and uniqueness theory for linear systems of wave equations
with acoustic boundary conditions; see, in particular, Theorem 7.16. This linear theory provides the key
technical result needed to establish our a priori estimates. We anticipate that the linear theory developed
in Section 7 may be of independent interest as it can be applied more generally to other systems of wave
equations having acoustic boundary conditions.
1.2. Comparison with existing results. The only existing work that contains a mathematical analysis
of compact, relativistic liquid bodies is [30]. There, the local existence and uniqueness of solutions is
established using the theory of symmetric hyperbolic systems. However, the energy estimates derived
from the symmetric hyperbolic theory involve a derivative loss that is repaired using a Nash-Moser
iteration scheme. This leads to a rather high requirement on the regularity of the initial data in order
to close the scheme. In contrast, the energy estimates established in this work do not involve derivative
loss and require less regularity on the initial data.
In the non-relativistic limit, the relativistic Euler equations reduce to the compressible Euler equations.
In this setting, there are more results available with the first local existence and uniqueness result for
compressible liquids due to Lindblad [20]. The estimates derived in [20] also required the use of a Nash-
Moser scheme due to derivative loss. We note that the work of Trakhinin [30] applies in the non-relativistic
setting and provides an alternate approach.
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More recently, a local existence and uniqueness theory without derivative loss for non-relativistic, com-
pact, compressible liquid bodies has been developed in [7]. The regularity requirements, as measured by
the amount of regularity assumed on the initial data for the map that defines the Lagrangian coordi-
nates, for the energy estimates derived in this article are comparable with those of [7] with both needing
4.5 derivatives bounded in an L2 sense. One key technical difference between the approach taken here
compared to that taken in [7] and also [20] is the energy estimates derived in this article do not rely on
the divergence and curl estimates developed in [7, 20].
It is worth noting that a priori estimates for solutions of the relativistic Euler equations that represent
dynamical gaseous bodies have been established in the recent works [16, 17]. There are also a number of
other related results for the non-relativistic Euler equations that involve either incompressible, or gaseous
fluid bodies with compact support; for example, see [9, 8, 10, 21, 22, 26] and references cited therein.
1.3. Future directions. In work that is currently in preparation, we use the techniques developed in
this article to establish the local existence and uniqueness of solutions to the relativistic Euler equations
that represent dynamical, compact liquid bodies. The key technical step in going from the a priori
estimates presented here to existence and uniqueness is to view the relations (3.9)-(3.11) as constraints,
and show that solutions of IBVP (6.1)-(6.9) that satisfy these constraints initially continue to satisfy
these constraints to the future; that is, we show that the constraints propagate. Since it is relatively
straightforward to establish the existence and uniqueness of solutions for (6.1)-(6.9) using the linear
theory developed in Section 7, the key difficulties are reduced to showing that the IBVP satisfied by the
constraints (3.9)-(3.11) has unique solutions. This uniqueness problem is solved by applying standard
results from hyperbolic theory. This work will be presented in a separate article. We also are able to
show that once the local existence and uniqueness problem is settled for a fixed metric, this theory can
be used in conjunction with the techniques developed in [2, 3], suitably adapted, to establish the local
existence of solutions to the Einstein-Euler equations. This work will be presented in a separate article.
1.4. Overview of this paper. In Section 2, we review the Frauendiener-Walton formulation of the
relativistic Euler equations, which is the starting point for the derivation of our wave formulation. Here,
we set out the class of solutions for which we establish a priori estimates. The derivation of our wave
formulation, in the Eulerian picture, is carried out in Section 3 with the key equation being (3.34).
Lagrangian coordinates adapted to our problem are introduced in Section 4 and the wave equation
(3.34) is transformed into these coordinates with the resulting wave equation given by (4.39). A time
differentiated version of the wave equations (4.39) is also derived in this section, see (4.60). In the follwing
section, Section 5, we show that the liquid boundary condition, which corresponds to the vanishing of the
pressure at the matter-vacuum interface, implies acoustic type boundary conditions for time differentiated
wave equation (4.60). The complete IBVP given by (6.1)-(6.9) is then presented in Section 6. A linear
existence and uniqueness theory, which includes energy estimates, for this type of IBVP is developed in
Section 7. These energy estimates are then used in the final section, Section 8, to obtain the desired
a priori estimates that are presented in Theorem 8.1, which represent the main result of this article.
Finally, a number of useful calculus inequalities, elliptic estimates, and determinant formulas are listed
in Appendices A, B and C, respectively.
2. The Frauendiener-Walton formulation of the relativistic Euler equations
2.1. Fraudendiner-Walton equations. The derivation of our wave formulation of the Euler equations
is based on the Frauendiener-Walton formulation of the Euler equations [12, 32], which we quickly review.
In the Frauendiener-Walton formulation of the Euler equations, the proper energy density ρ and the
normalized fluid 4-velocity vµ are combined into a single timelike vector field wµ defined by
wµ =
1
ζ
vµ (2.1)
where, as above,
ζ =
1√
w2
(w2 := −wνwν > 0) (2.2)
is the specific enthalpy of the fluid. As shown in [12, 32], wµ satisfies the symmetric hyperbolic equation
Aµν
γ∇γwν = 0 (2.3)
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where
Aµν
γ =
(
3 +
1
s2
)
wµwν
w2
wγ + δγνwµ + δ
γ
µwν + w
γgµν ,
and the square of the sound speed s2 is a function of ζ. An explicit formula for s2 = s2(ζ) can be
calculated as follows: first, the pressure p = p(ζ) is determined by solving the initial value problem
dp
dζ
=
1
ζ
(ρ(p) + p) , (2.4)
p(ζ0) = p0, (2.5)
for any particular choice of ζ0 > 0 and p0 ≥ 0. To be definite, we set
p0 = 0 and ζ0 = 1. (2.6)
Solving (2.4)-(2.5) then yields, by standard ODE theory and (1.5), a solution
p ∈ C∞((0,∞)). (2.7)
With p(ζ) determined, s2 is then given by the formula
s2 =
1
ρ′
(
p(ζ)
) .
From this formula, it is then clear from (2.7) and the assumption (1.6) on the equation of state that s2
satisfies
s2 ∈ C∞((0,∞)) and s2(ζ) > 0, 0 < ζ <∞.
It is also clear that the proper energy density of the fluid can be recovered using the formula
ρ = ρ
(
p(ζ)). (2.8)
2.2. Equivalence of wµ and (ρ, vµ). The formulas (2.1), (2.2) and (2.8) define the explicit transfor-
mation that takes solutions (ρ, vν) of the Euler equations (1.2)-(1.3) to solutions wµ of (2.3) and vice
versa. This shows that the system (2.3) is completely equivalent to the standard formulation of the Euler
equations given by (1.2)-(1.3).
2.3. Vorticity. By definition (e.g. see (6.22) and (6.25) from [15]), the fluid vorticity is the 2-form,
denote here by Λµν , constructed from the specific enthalpy ζ and four-velocity vµ of the fluid as follows
Λµν = ∇µ(ζvν)−∇ν(ζvµ).
Consequently, using (2.1) and (2.2), we see that the fluid vorticity takes the form
Λµν = −∇µ
(
1
g(w,w)
wν
)
+∇ν
(
1
g(w,w)
wµ
)
(2.9)
when expressed in terms of the Frauendiener-Walton vector field wµ.
2.4. Solution assumptions. Before proceeding, we fix the class of relativistic solutions that will be of
interest to us. As noted in the introduction, our assumptions on the equation of state imply that this
class of solutions represent dynamical, compact liquid bodies.
Assumptions: We assume the following:
(A.1) The (xµ), µ = 0, 1, 2, 3, are (global) Cartesian coordinates on R4, and g = gµνdx
νdxµ is a smooth
Lorentzian metric on R4.
(A.2) U is an open, bounded set in R4 that is diffeomorphic to a timelike cylinder with base
Ω0 = {0} × Ω
where Ω is a bounded, open set in R3 with smooth boundary.
(A.3) The vector field w = wµ∂µ is timelike, has components w
µ ∈ Ck(U) for k ≥ 8, and satisfies
the Frauendiener-Walton-Euler equations (2.3) on U . Here, and in the following, we employ the
notation
∂µ =
∂
∂xµ
for partial derivatives with respect to the coordinates (xµ).
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(A.4) The set U is invariant under the flow of w. Letting Fτ (xµ) = (Fµt (xµ)) denote the flow map of
the vector field w, so that Fµτ (xν) is the unique solution to the initial value problem
d
dτ
Fµτ (xν) = wµ(xν), Fµ0 (xν ) = xµ, (2.10)
it is clear from this assumption that there exists a T > 0 such that
UT :=
⋃
0≤τ≤T
Fτ
({0} × Ω) ⊂ U.
(A.5) The vector field w is tangent to the timelike boundary
BT :=
⋃
0≤τ≤T
Fτ
({0} × ∂Ω)
of UT , i.e.
w|BT ∈ TBT . (2.11)
This is not actually an independent assumption since it is a consequence of the previous assump-
tion. However, we state it here separately to emphasize the condition (2.11).
(A.6) There exists constants 0 < c−s < c
+
s < 1 such that
0 < c−s ≤ s2 ≤ c+s < 1 in U.
(A.7) The pressure vanishes on the timelike boundary BT , i.e.
p|BT = 0, (2.12)
and satisfies, for some constant cp > 0, the Taylor sign condition
0 < cp ≤ −∇np in BT (2.13)
where n = nν∂ν is the outward pointing unit normal to BT .
Remark 2.1.
(i) Since the vector field wµ is timelike by assumption (A.3), there exists a constant 0 < cw such
that
0 < cw ≤ w2 in U .
(ii) Assumption (A.5) implies via (2.1) that
v|BT ∈ TBT . (2.14)
Together, (2.12) and (2.14) make up the standard representation of the free boundary conditions
for a fluid body.
(iii) Using (2.4), we have
−∇np = ζ
2
2
(
ρ(p) + p
)∇nw2.
Evaluating this on the boundary yields
−∇np|BT =
ρ0
2
∇nw2
by (1.5), (2.6) and (2.12). From this it is then clear that
0 <
2cp
ρ0
≤ ∇nw2 in BT (2.15)
is equivalent to Taylor sign condition (2.13).
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3. An Eulerian wave formulation of the Euler equations
3.1. A frame formulation of the relativistic Euler equations. The starting point for the derivation
of our wave formulation is the frame formulation of the relativistic Euler equations from [24]. Following
[24], we introduce a frame3
ei = e
µ
i ∂µ
where
(i)
e0 := w (3.1)
and w = wµ∂µ is a solution of the Frauendiener-Walton-Euler equations (2.3) that satisfies the
Assumptions (A.1)-(A.7) from Section 2.4,
(ii) and the remaining frame fields4 {eI}3I=1 are determined by solving the Lie transport equations
[e0, eI ] = 0. (3.2)
Remark 3.1. Writing (3.2) as
eµ0∂µe
ν
I − (∂νeµ0 )eνI = 0, (3.3)
it is clear, since UT is invariant under the flow of e0 = w by assumption, that we can solve (3.3) for given
initial data
eµI |Ω0 = fµI ∈ Ck(Ω) (3.4)
using the method of characteristics to get a solution
eµI ∈ Ck−1(UT ).
Next, we let
θi = θiµdx
µ
(
(θiµ) := (e
µ
j )
−1
)
denote the co-frame, and we recall that the connection coefficients ωi
k
j are defined via the relation
∇eiej = ωikjek.
We define the associated connection 1-forms ωkj in standard fashion by
ωkj = ωi
k
jθ
i,
and we set5
ωkj = γklω
l
j = ωikjθ
i
where
γij := g(ei, ej) = gµνe
µ
i e
ν
j ,
is the frame metric and
ωikj := γklωi
l
j = g(∇eiej , ek).
We also let γij denote the inverse frame metric, i.e.
(γij)−1 = (γij),
and note that
w2 = −γ00 and ζ =
(
1
−γ00
) 1
2
by (2.2) and (3.1). Due to the choice (2.6), the boundary condition (2.12) is equivalent to
γ00|BT = −1. (3.5)
For use below, we let
F ∈ C∞((0,∞), (0,∞))
denote the unique solution to the initial value problem
F ′(ζ) = − F (ζ)
ζs2(ζ)
, (3.6)
F (1) = 1. (3.7)
3With the exception of Section 7, lower case Latin indices (i.e. i, j, k) will denote frame indices that run from 0 to 3.
4Upper case Latin indices (i.e. I, J,K) will always run from 1 to 3 and denote the spatial frame indices.
5In this article, we will follow standard convention and lower and raise the frame indices (i.e. i, j, k) with the frame and
inverse frame metrics γij and γij , respectively.
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We also choose initial data (3.4) so that
γ0J |Ω0 = 0 and det
(
γIJ |Ω0
)
= F
(
(−γ00|Ω0)−
1
2
)2
. (3.8)
As we show in Section 4.2, this is always possible.
3.2. Constraint propagation and vorticity. Since
(i) eµ0 = w
µ, by assumption, satisfies the Frauendiener-Walton-Euler equations (2.3) on UT ,
(ii) and the frame vectors eµI , by construction, satisfy the Lie transport equations (3.2) on UT for initial
data (3.4) satisfying the conditions (3.8),
we are in a position to apply Proposition IV.3 of [24] to conclude that the following equations are satisfied
on UT :
[e0, eJ ] = 0, (3.9)
γ0J = 0, (3.10)
F
(
(−γ00)−1/2
)2
= det(γIJ ), (3.11)
and
e0(σl
j
k) = 0 (3.12)
where
σl
j
k := θ
j([el, ek]) = θ
j
λ
(
eσl ∂σe
λ
k − eσk∂σeλl
)
. (3.13)
First, we observe that (3.10)-(3.11) show that the constraints (3.8) on the initial data (3.4) propagate,
while (3.9) and (3.13) show that σi
j
k is anti-symmetric in the i, k indices and satisfies
σ0
j
k = σk
j
0 = 0. (3.14)
Next, we note that (3.10) implies that the co-vector
gµν
γ00
eν0
satisfies (
gµν
γ00
eν0
)
eµi = δ
0
i .
But θ0µ also satisfies θ
0
µe
µ
i = δ
0
i , and so, the equality
θ0µ =
gµν
γ00
eν0 (3.15)
must hold. Since eµ0 = w
µ and γ00 = g(e0, e0), by definition, we can write the above expression as
θ0µ =
1
g(w,w)
wµ,
which together with (2.9) shows that the fluid vorticity Λ is given by the formula
Λ = −dθ0. (3.16)
Using the Cartan structure equations
dθi = −ωij ∧ θj , (3.17)
we can write (3.16) as
Λ = (ωi
0
j − ωj0i)θi ∧ θj ,
which shows that
Λ = 0 ⇐⇒ ωi0j − ωj0i = 0. (3.18)
Writing the Cartan Structure equations (3.17) in the alternative form
θk([ei, ej]) = ωi
k
j − ωjki,
we see from (3.13) that σi
k
j may be expressed as
σi
k
j = ωi
k
j − ωjki. (3.19)
From this and (3.18), we conclude that
Λ = 0 ⇐⇒ σi0j = 0,
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or in other words, the solution to the relativistic Euler equations determined by wµ is irrotational in UT
precisely when σi
0
j vanishes in UT .
Remark 3.2. The above discussion shows that σi
0
j provides an alternate characterization of the fluid
vorticity and that the fluid is irrotational precisely when σi
0
j vanishes. We also observe that (3.12)
implies the statement:
σi
0
j |Ω0 = 0 =⇒ σi0j = 0 in UT ,
which is equivalent to the well known fact that if the fluid is initially irrotational, then it remains
irrotational under evolution.
It is also worthwhile noting that σi
0
j |Ω0 = 0 is only a condition on the initial data for eµ0 = wµ as can
be seen via the formula (3.15). In the case that σi
0
j |Ω0 = 0 is satisfied initially, it is possible to choose
the initial data (3.4) for the other frame fields eµI so that σi
K
j |Ω0 = 0 is also satisfied6 in addition to the
other constraints (3.8). By (3.12), the constraints σi
K
j |Ω0 = 0 then propagate to yield σikj = 0 in UT .
3.3. The wave equation. Using the Cartan structure equations (3.17) and
dγij = ωij + ωji, (3.20)
it is not difficult, see the proof of Proposition IV.1 in [24] for details, to show that (3.9)-(3.12) imply that
connection coefficients ωi
j
k satisfy
1
s2γ00
ωk00 − γIJωkIJ = 0
and
ωk0J + ωkJ0 = 0
in UT . We also note that, due to (3.10), the inverse frame metric γ
ij satisfies
γ0J = 0 (3.21)(
γIJ
)
=
(
γIJ
)−1
(3.22)
and
γ00 =
1
γ00
, (3.23)
which, in turn, allows us to express (3.11) as
F
(√−γ00)2 = 1
det(γIJ)
. (3.24)
Appealing to the definition of the Hodge star operator and the linear independence of the co-frame θi,
we know that the 1-form ∗(θ1 ∧ θ2 ∧ θ3) is non-vanishing and orthogonal to the θI , and consequently,
θ0 = f ∗ (θ1 ∧ θ2 ∧ θ3) (3.25)
for some non-vanishing function f by (3.21). To determine f , we apply the Hodge star operator to (3.25)
to get7
1
f
∗ θ0 = θ1 ∧ θ2 ∧ θ3. (3.26)
Wedging this with θ0 gives
1
f
θ0 ∧ ∗θ0 = θ0 ∧ θ1 ∧ θ2 ∧ θ3,
which we can write as8
1
f
γ00√
− det(γij)θ
0 ∧ θ1 ∧ θ2 ∧ θ3 = θ0 ∧ θ1 ∧ θ2 ∧ θ3.
From this, we conclude that
f = − −γ
00√
− det(γij) , (3.27)
6This amounts to choosing the eI to be commuting vector fields on Ω0, i.e. eI |Ω0 ∈ TΩ0 and [eI , eJ ]|Ω0 = 0.
7Recall that ∗ ∗ λ = (−1)p(4−p)+1λ for p-forms λ.
8We are using the well known identity λ∧∗β = g(λ, β)µ, which holds for all one forms α and β with µ the volume form.
In terms of the co-frame θi, µ is given by µ = (− det(γij ))−1/2θ0 ∧ θ1 ∧ θ2 ∧ θ3.
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which, with the help of (3.21) and (3.24), implies
f = f(ζ) := −ζF (ζ) (3.28)
where ζ =
√
−γ00.
Applying the operator ∗d to (3.26) yields
∗d
(
1
f
∗ θ0
)
= ∗(dθ1 ∧ θ2 ∧ θ3 − θ1 ∧ dθ2 ∧ θ3 + θ1 ∧ θ2 ∧ dθ3).
Noting that the right hand side of this vanishes, since
dθi = − 12σMiLθM ∧ θL (3.29)
by (3.14) and (3.17), and
θI ∧ θJ ∧ θK ∧ θL = 0
for any choice of I, J,K, L ∈ {1, 2, 3}, we see that9
∗d
(
1
f
∗ θ0
)
= 0,
or equivalently, in terms of components,
∇µ
(
1
f
θ0µ
)
= 0.
Applying the covariant derivative ∇ν to this expression, yields, after commuting the covariant deriva-
tives,10 the relation
∇µ
(
∇ν
(
1
f
θ0µ
))
=
1
f
Rν
λθ0λ. (3.30)
Continuing on, we compute
∇νζ = −g(θ
0,∇νθ0)√
−γ00 (ζ =
√
−γ00),
and using (3.28) and (3.6),
d
dζ
ln(−f(ζ)) = 1
ζ
+
1
F (ζ)
dF
dζ
=
1
ζ
− 1
ζs2(ζ)
.
From these two expressions, we find that
∇ν
(
1
f
θ0µ
)
=
1
f
[
∇νθ0µ −
d
dζ
ln(−f(ζ))∇νζθ0µ
]
=
1
f
[
∇νθ0µ −
(
1− 1
s2
)
g(θ0,∇νθ0)
γ00
θ0µ
]
. (3.31)
Using (2.1) and (3.1), it is clear from the definition (1.4) that the projection tensor hµν can be written
as
hµν = gµν − e0µe0ν
γ00
,
or equivalently
hµν = gµν − 1
γ00
θ0µθ
0
ν = gµν − γ00θ0µθ0ν (3.32)
using (3.15).
Setting i = 0 in (3.29) and expressing the result in terms of covariant derivatives,11 we get that
∇νθ0µ = ∇µθ0ν + σM 0LθMµ θLν . (3.33)
Using (3.32) and (3.33), we can write (3.31) as
∇ν
(
1
f
θ0µ
)
=
1
f
(
hαµ +
1
s2
θ0αθ0µ
g(θ0, θ0)
)[∇αθ0ν + σM 0LθMα θLν ].
Substituting this into (3.30) yields the wave equation
∇α
(
1
f
aαβ
[∇βθ0ν + σM 0LθMβ θLν ]) = 1f Rνλθ0λ, (3.34)
9This is just the relativistic continuity equation (1.7).
10Here, we use ∇µ∇νλγ −∇ν∇µλγ = Rµνγσλσ and Rµγ = Rµνγν .
11Note that dθi = − 1
2
σM
i
Lθ
M ∧ θL ⇐⇒ ∇νθiµ −∇µθ
i
ν = σM
i
Lθ
M
µ θ
L
ν .
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where
aαβ = hαβ +
1
s2
θ0αθ0β
γ00
,
which defines our Eulerian wave formulation of the Euler equations.
Remark 3.3.
(i) From (3.15), it is clear that we can write aαβ as
aαβ = hαβ +
1
s2
eα0 e
β
0
γ00
= gαβ −
(
1− 1
s2
)
eα0 e
β
0
γ00
, (3.35)
or equivalently, using (2.1) and (3.1),
aαβ = hαβ − 1
s2
vµvν ,
which we recognize as the inverse of the acoustic metric
aαβ = hαβ − s2vµvν .
(ii) Although θ0µ is equivalent by (3.15) to the vector field e0 = w, which we know from the discussion
in Section 2 is completely equivalent to the usual parameterization of a barotropic perfect fluid in
terms of ρ and vν , the wave equation (3.34) does not, in general, represent a complete evolution
equation for the fluid. This is due to the presence of the co-frame fields θMβ , which satisfy their
own evolution equations that can be derived from (3.9). The one exception to this is when the
fluid is irrotational, which was shown in Section 3.2 to be equivalent to the condition σi
0
j = 0. In
this case, it is clear that (3.34) reduces to a wave equation involving only θ0ν , and hence provides
a complete evolution equation for the fluid.
Although (3.34) does not, in general, provide a complete evolution equation for the perfect fluid, we
show in the next section that this defect can be remedied by transforming to Lagrangian coordinates.
The introduction of the Lagrangian coordinates is also essential to fix the free boundary and allow us to
work on a fixed domain. To prepare for the change to Lagrangian coordinates, we express the covariant
derivatives in (3.34) in terms of the partial derivatives and Christoffel symbols to get
∂αY
α
ν = −ΓααγY γν + ΓγανY αγ +
1
f
Rν
λθ0λ (3.36)
where
Y αν =
1
f
aαβ
[
∂βθ
0
ν − Γγβνθ0γ + σM 0LθMβ θLν
]
. (3.37)
4. The Lagrangian wave formulation of the Euler equations
4.1. Lagrangian coordinates. We introduce Lagrangian coordinates (x¯µ) adapted to the vector field
e0 = w via the formula
xµ = φµ(x¯λ) := Fµx¯0(0, x¯Λ) (4.1)
where Fτ is the flow of w defined by (2.10). From the regularity assumption (A.3) for the components
of the vector field wµ and the standard properties of flows, it is not difficult to verify that φ defines a Ck
diffeomorphism
φ : ΩT := [0, T ]× Ω −→ UT : (x¯λ) 7−→ (φµ(x¯λ)),
and that
φ|Ω0 = idΩ0 . (4.2)
Moreover, since φ is generated by the flow of e0, the pullback
e¯0 = φ
∗e0
satisfies
e¯0 = ∂¯0 ⇐⇒ e¯µ0 = δµ0 (4.3)
where here and below, we use
∂¯µ =
∂
∂x¯µ
to denote the partial derivative with respect to the Lagrangian coordinates (x¯µ).
For use below, we let
J = (Jµν ) := (∂¯νφ
µ) (4.4)
A PRIORI ESTIMATES FOR RELATIVISTIC LIQUID BODIES 11
denote the Jacobian matrix of the coordinate transformation (4.1) and
Jˇ = (Jˇµν ) := J
−1 (4.5)
its inverse. Using this notation, the components of the pullback e¯µ0 can be computed via the formula
e¯µ0 = Jˇ
µ
ν e
ν
0 ◦ φ.
From this, it follows immediately that
∂¯0φ
µ = eµ0 ◦ φ (4.6)
is equivalent to (4.3).
4.2. Initial conditions. Since the vector field eµ0 = w
µ completely determines the proper energy density
ρ and the fluid four-velocity vν ,
fµ0 := e
µ
0 |Ω0
contains all of the initial data for the fluid. We are then free to choose the other initial data fµI , see
(3.4), as we like as long as the constraints (3.8) are satisfied. For our purposes, we need to fix the fµI in
a specific fashion beyond just satisfying the constraints (3.8). However, before we discuss this, we first
make some observations starting with the pullback frame
e¯i = φ
∗ei ⇐⇒ e¯µi = Jˇµν e˜νi , (4.7)
where
e˜νi = e
ν
i ◦ φ, (4.8)
or equivalently
e˜µi = e¯
λ
i ∂¯λφ
µ. (4.9)
Since the ei satisfy (3.9) and the Lie bracket is natural
12 with respect to pullbacks by diffeomorphisms,
the e¯i must also satisfy [e¯0, e¯I ] = 0, or equivalently, by (4.3),
∂¯0e¯
µ
j = 0. (4.10)
In particular, this shows that the frame fields e¯µI are independent of x¯
0. We also note that
e˜µj |{0}×Ω = fµj , (4.11)
and (
Jµν
)|{0}×Ω = (fµ0 δµΣ) (4.12)
by (4.2) and (4.6). Using (4.12), we compute
(
Jˇµν
)|{0}×Ω =

1
f00
0
− 1
f00
fΛ0 δ
Λ
Σ
 .
From this, (4.11) and the fact that the e¯µI are x¯
0-independent, we find that
(e¯µi ) =
1 f0I
0 − 1
f00
fΛ0 f
0
I + f
Λ
I
 . (4.13)
By assumption, e¯0 = ∂¯0 is tangent to the matter-vacuum boundary, which is given in Lagrangian
coordinates by
ΓT := [0, T ]× ∂Ω.
Using the Gram-Schmidt algorithm, we can complete e¯0 to a basis
{e¯0, z¯1 = z¯µ1 ∂¯µ, z¯2 = z¯µ2 ∂¯µ} (4.14)
of ΓT such that the frame is orthogonal at x¯
0 = 0, and the components z¯A
µ, A = 1, 2, are x¯0-independent.
Here, the orthogonality at x¯0 = 0 is determined with respect to the pull-back metric
g¯ := φ∗g = g¯αβdx
αdxβ
with components given by
g¯αβ = J
µ
αJ
ν
βgµν ◦ φ. (4.15)
12That is, the Lie bracket [·, ·] satisfies ψ∗[X,Y ] = [ψ∗X,ψ∗Y ] for all diffeomorphisms ψ and vector fields X, Y .
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We can then extend the basis (4.14) to ΩT , while keeping the components z¯A
µ, A = 1, 2, x¯0-independent,
and complete it to a full frame
{e¯0, z¯1 = z¯µ1 ∂¯µ, z¯2 = z¯µ2 ∂¯µ, z¯3 = z¯µ3 ∂¯µ}
such that: z¯3 is outward pointing at the boundary ΓT , the components z¯
µ
3 are x¯
0-independent, and the
frame is orthogonal at x¯0 = 0. Thus, in particular,
Span
{ {e¯0, z¯A}|TΓT |A = 1, 2} = TΓT (4.16)
and
g¯(e¯0, z¯I)|Ω0 = 0.
We also observe via (4.2), (4.12) and (4.15) that
g¯(z¯I , z¯J)
∣∣
Ω0
=
(
z¯0If
µ
0 + z¯
Σ
I δ
µ
Σ
)(
z¯0Jf
ν
0 + z¯
Λ
J δ
ν
Λ
)
gµν |Ω0 .
Next, we set
f0I = det
(
g¯(z¯I , z¯J )
)− 1
6F
(
(−g00) 12
)
z¯0I
∣∣∣
Ω0
(4.17)
and
fΛI = det
(
g¯(z¯I , z¯J )
)− 1
6F
(
(−g00) 12
)(
z¯ΛI +
fΛ0
f00
z¯0I
)∣∣∣∣
Ω0
. (4.18)
From the above two expressions and (4.13), we obtain
e¯µI = det
(
g¯(z¯I , z¯J)
)− 1
6F
(
(−g00) 12
) 1
3 z¯µI ,
which, in turn, implies that
g(e0, eJ)|Ω0 = g¯(e¯0, e¯J )|Ω0 = 0
and
det(g(eI , eJ))|Ω0 = det(g¯(e¯I , e¯J))|Ω0 = F
(
(−g00) 12
)2|Ω0 .
This shows the constraints (3.8) are satisfied for the choice of initial data fµI given by (4.17) and (4.18),
and that
Span
{
e¯a
∣∣
ΓT
| a = 0, 1, 2
}
= TΓT (4.19)
by virtue of (4.16). It is also not difficult to see from the above construction that we can always ensure
that
cf > det(e¯) >
1
cf
> 0 in ΓT (4.20)
holds for some positive constant cf .
In terms of the co-frame, we have that
θ¯i = φ∗θ¯i ⇐⇒ θ¯iµ = Jνµ θ˜iν (4.21)
where
(θ˜iν) := (θ
i
ν ◦ φ) = (e˜νi )−1 and (θ¯iν) = (e¯νi )−1. (4.22)
By definition, θ¯3µe¯
µ
j = δ
3
j , and so, by (4.3) and (4.19), θ¯
3
µ satisfies θ
3
0 = 0, and, consequently,
νµ := θ¯
3
µ = δ
Σ
µ θ
3
Σ (4.23)
defines a x¯0-independent, outward pointing (non-normalized) co-normal to the boundary ΓT , while νΣ
defines an outward pointing co-normal to the boundary ∂Ω. Finally, letting
(fˇ jµ) = (f
j
µ)
−1
denote the inverse of f jµ, a short calculation shows that(
θ¯jµ
)
=
(
δj0 fˇ
j
Λ
)
. (4.24)
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4.3. The wave formulation in Lagrangian coordinates. The key to transforming the wave equation
(3.36), or equivalently (3.34), into Lagrangian coordinates is the following well known transformation
formula for the divergence of a vector field:
|g¯|− 12 ∂¯µ
(|g¯| 12 X¯µ) = φ∗(|g|− 12 ∂µ(|g| 12Xµ)) (4.25)
where
X¯µ = JˇµνX
ν ◦ φ,
|g| = − det(gµν), and |g¯| = − det(g¯µν). Setting
Xα = |g|− 12Y αν
where Y αν is as defined previously by (3.37), a short calculation, using the chain rule, shows that
|g¯|− 12 X¯α =
( |g¯|
|g| ◦ φ
) 1
2
[
1
f˜
a¯αβ∂¯β θ˜
0
ν +
1
f˜
a¯αβ
(
−Jωβ Γ˜γων θ˜0γ + σ˜M 0Lθ¯Mβ θ˜Lν
)]
(4.26)
where
a¯αβ = (φ∗a)αγ = JˇαµJˇ
β
νa
µν ◦ φ
denotes the pull-back of the acoustic metric aµν by φ, and we have introduced the definitions
θ˜0ν = θ
0
ν ◦ φ, (4.27)
σ˜M
0
L = σM
0
L ◦ φ, (4.28)
Γ˜µωσ = Γ
µ
ωσ ◦ φ, (4.29)
f˜ = f ◦ φ (4.30)
and
a˜µν = aµν ◦ φ. (4.31)
Next, we define
g˜µν = gµν ◦ φ and g˜µν = gµν ◦ φ, (4.32)
and note that
|g¯| = − det(Jαν g˜αβJαν ) = det(J)2|g˜| = det(J)2|g| ◦ φ,
or equivalently ( |g¯|
|g| ◦ φ
) 1
2
= det(J). (4.33)
Additionally, we define
γ˜ij = γij ◦ φ and γ˜ij = γij ◦ φ, (4.34)
and observe that
f˜ = f
(
(−γ˜00)−1/2
)
, (4.35)
where
γ˜00 = g˜αβ e˜
α
0 e˜
β
0 =
1
g˜αβ θ˜0αθ˜
0
β
, (4.36)
and
a˜µν = g˜µν − 1
γ˜00
(
1− 1
s˜2
)
e˜µ0 e˜
ν
0 = g˜
µν − γ˜00
(
1− 1
s˜2
)
g˜µαg˜νβ θ˜0αθ˜
0
β , (4.37)
where
s˜2 = s2
(
(−γ˜00)−1/2
)
. (4.38)
Using (4.25), (4.26), and (4.33), it follows that the wave equation (3.36) when expressed in Lagrangian
coordinates becomes
∂¯α
(
A˜αβ ∂¯β θ˜
0
ν + L˜
α
ν
)
= F˜ ν (4.39)
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where
A˜αβ = −det(J)
f˜
a¯αβ , (4.40)
L˜αν = −
det(J)
f˜
a¯αβ
(
−Jωβ Γ˜γων θ˜0γ + σ˜M 0Lθ¯Mβ θ˜Lν
)
, (4.41)
F˜ ν = − det(J)
(
−Γ˜ααγY˜ γν + Γ˜γαν Y˜ αγ +
1
f
R˜ν
λθ˜0λ
)
, (4.42)
Y˜ αν =
1
f˜
a˜αβ
[
Jˇγβ ∂¯γ θ˜
0
ν − Γ˜γβν θ˜0γ + σ˜M 0Lθ˜Mβ θ˜Lν
]
, (4.43)
and
R˜ν
λ = Rν
λ ◦ φ. (4.44)
From the chain rule, (3.12) and (4.6) it is straightforward to verify that σ˜i
k
j satisfies the evolution
equation
∂¯0σ˜i
k
j = 0.
Using this and (4.2), it follows immediately that
σ˜i
k
j(x¯
0, x¯Σ) = σi
k
j(0, x¯
Σ). (4.45)
We also observe that
∂¯0φ
µ = γ˜00g˜
µν θ˜0ν (4.46)
follows from (3.15) and (4.6), while
θ˜Iµ = Jˇ
ν
µθ¯
I
ν (4.47)
is a consequence of (4.21).
The two evolution equations (4.39) and (4.46) along with the definitions (4.4), (4.5), (4.29), (4.32),
(4.35)-(4.38), (4.40)-(4.45), and (4.47) constitute our Lagrangian wave formulation of the Euler equations.
Remark 4.1. In the simpler setting where the pressure never vanishes and there is no free boundary, it
already follows from known results that our Lagrangian wave formulation is complete in the sense that
the evolution equations (4.39) and (4.46) for the pair (φµ, θ˜0µ) are well-posed, and in particular, solutions
of (4.39) and (4.46) satisfy energy estimates. Indeed, the evolution equations (4.39) and (4.46) fit within
the class of wave equations considered in [19]. Although boundary conditions, which do not include the
boundary conditions consider in this article, were imposed in [19], it is clear that results of [19] continue
to hold in the absence of a boundary, and hence apply to the system (4.39) and (4.46) immediately when
no boundary is present.
4.4. The time differentiated wave equation. Due to the free boundary, it is not enough to consider
the evolution equations (4.39) and (4.46) alone. Instead, we must supplement them with what amounts
to a x¯0-differentiated version of the wave equation (4.39). With this in mind, we define
ψν =
(∇e0θ0ν) ◦ φ,
and note using (4.3) and the chain rule that this can be written as
ψν = ∂¯0θ˜
0
ν + β
λ
ν θ˜
0
λ
where we have set
βλν := −e˜γ0 Γ˜λγν
(3.15)
= − γ˜00g˜γσθ˜0σΓ˜λγν .
Differentiating (4.39) with respect to x¯0, a short calculation shows that ψν satisfies the wave equation
∂¯α
(
A˜αβ ∂¯βψν + L
α
ν
)
= Fν (4.48)
where
Lαν = ∂¯0A˜
αβ ∂¯β θ˜
0
ν + ∂¯0L˜
α
ν + β
ω
ν L˜
α
ω − A˜αβ ∂¯ββων θ˜0ω,
and
Fν = ∂¯0F˜ ν + β
ω
ν F˜ω + ∂¯αβ
ω
ν
(
A˜αβ ∂¯β θ˜
0
ω + L˜
α
ω
)
.
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Next, we define a positive definite, symmetric 2-tensor by
mαβ := gαβ − 1
γ00
eα0 e
β
0
(3.15)
= gαβ − γ00gµαgνβθ0µθ0ν , (4.49)
and we let
(mαβ) = (m
αβ)−1
denote its inverse. A short calculation then shows that
mαβ = gµν − 1
γ00
θ0µθ
0
ν .
Setting
m˜µν = mµν ◦ φ and m˜µν = mµν ◦ φ,
we then have that
m˜αβ = g˜αβ − 2
γ˜00
θ˜0αθ
0
β,
m˜αβ = g˜αβ − 2
γ˜00
e˜α0 e˜
β
0 = g˜
αβ − 2γ˜00g˜µαg˜νβ θ˜0αθ˜0β ,
and
m˜αβm˜
βγ = δγα.
Continuing on, we define13
µ = |ψ|m˜ (4.50)
and
ψˆν =
1
µ
ψν . (4.51)
Remark 4.2. The variable ψˆν is well defined wherever µ = |∇e0θ0|m ◦φ is positive. As we show in Section
5.2 below, see (5.21) and (5.22), the Taylor sign condition implies that µ is bounded away from zero
on the boundary ΓT . From the smoothness of the solution it follows immediately that µ is bounded
away from zero in a neighborhood of the boundary. Away from the boundary, we can, via the finite
propagation speed, obtain energy estimates using the theory of symmetric hyperbolic systems. Because
of this, it is enough to consider the problem in a neighborhood of the boundary, and consequently, we
lose no generality by assuming that
µ ≥ cµ > 0 in ΩT (4.52)
for some positive constant cµ.
Differentiating ψˆν , we find that
∂¯µψˆν =
1
µ
πλν ∂¯µψλ −
1
2
∂¯µm˜
αβψˆαψˆβψˆν , (4.53)
where
πλµ = δ
λ
ν − ψˆλψˆν (ψˆλ := m˜λγ ψˆγ) (4.54)
is the projection operator uniquely defined by the properties
πλν ψˆλ = 0 and π
λ
νπ
µ
λ = π
µ
ν , (4.55)
while differentiating µ yields
∂¯γµ = ψˆ
α∂¯γψα +
µ
2
∂¯γm˜
αβψˆαψˆβ . (4.56)
For use below, we define the following variants of the projection operator πµν :
πµν = m˜µλπνλ and πµν = m˜µλπ
λ
ν .
From (4.53), we see that
A˜αβ ∂¯βψˆν =
1
µ
πων A˜
αβ ∂¯βψω − 1
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ ψˆν ,
13Here and below, we use following standard notation for norms: |X|g = (gµνXµXν)
1
2 , |χ|g = (gµνχµχν))
1
2 , |Y |m =
(mµνY µY ν)
1
2 and |ξ|m = (mµνξµξν)
1
2 where Xµ, χµ are spacelike and Y µ, ξµ are arbitrary, and similar notation when g
and m are replaced with g˜ and m˜.
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and hence that
∂¯α
(
µA˜αβ∂¯βψˆν
)
= ∂¯α
(
πων A˜
αβ ∂¯βψω − µ
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ ψˆν
)
.
Using this and (4.48), we see that ψˆν satisfies the wave equation
∂¯α
(
µA˜αβ ∂¯βψˆν +
µ
2
A˜αβ∂¯βm˜
σγ ψˆσψˆγ ψˆν + π
ω
ν L
ν
ω
)
= πων Fω + ∂¯απ
ω
ν
(
A˜αβ ∂¯βψω + L
α
ω
)
. (4.57)
A similar computation starting from the identity
A˜αβ ∂¯βµ =
ψγ
µ
A˜αβ ∂¯βψγ +
µ
2
∂¯βm˜
σγA˜αβψˆσψˆγ ,
which holds by (4.56), shows that µ satisfies the wave equation
∂¯α
(
A˜αβ∂βµ− µ
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ + ψˆ
γLαγ
)
= ψˆγFγ + ∂¯αψˆ
γ
(
A˜αβ ∂¯βψγ + L
α
γ
)
. (4.58)
Setting
Ψ =
(
ψˆν
µ
)
, (4.59)
we combine (4.57) and (4.58) into the single equation
∂¯α
(Aαβ ∂¯βΨ+ Lα) = F (4.60)
where
Aαβ =
(
µ2A˜αβm˜µν 0
0 A˜αβ
)
,
Lα =
(
µ2
2 A˜
αβ ∂¯βm˜
σγ ψˆσψˆγ ψˆ
µ + µπωµLνω 0
0 −µ2 A˜αβ ∂¯βm˜σγ ψˆσψˆγ + ψˆγLαγ
)
,
and
F =
(
f ν
f
)
with
f ν = µm˜
µν
(
πων Fω + ∂¯απ
ω
ν
(
A˜αβ ∂¯βψω + L
α
ω
))
+ ∂¯α
(
µm˜µν
)(
µA˜αβ ∂¯βψˆν +
µ
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ ψˆν + π
ω
ν L
ν
ω
)
,
f = ψˆγFγ + ∂¯αψˆ
γ
(
A˜αβ ∂¯βψγ + L
α
γ
)
.
5. Boundary conditions
By virtue of (4.3), the boundary condition (2.11) is automatically incorporated into the definition
of the Lagrangian coordinates (4.1). Therefore, from this perspective the only non-trivial boundary
condition is (2.12), or equivalently (3.5), which in Lagrangian coordinates becomes
γ˜00|ΓT = −1. (5.1)
Written this way, there does not seem to be enough boundary conditions to derive energy estimates using
our wave formulation. However, as we show below this single boundary condition does, in fact, imply a
sufficient set of boundary conditions. We also note that (3.5) implies, by (3.7), (3.28) and (4.35), that
f˜ |ΓT = −1. (5.2)
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5.1. Neumann boundary conditions. The first set of boundary conditions that we derive from (5.1),
or equivalently (3.5) in the Eulerian picture, are of Neumann type, albeit degenerate. The derivation of
these boundary conditions begins with the identity
θ3αg
αβ∇βθ0ν = θ3αgαβ∇νθ0β − σM 0Lθ3αgαβθIβθJν (by (3.33))
= g(θ3,∇νθ0)− σM 0Lg(θ3, θM )θLν
= −g(∇νθ3, θ0)− σM 0Lg(θ3, θM )θLν (by (3.21))
= −gαβ∇νθ3αθ0β − σM 0Lg(θ3, θM )θLν
= −gαβ[∇αθ3ν − σM 3LθMν θLα]θ0β − σM 0Lg(θ3, θM )θLν (by setting i = 3 in (3.29))
= −θ0βgαβ∇αθ3ν − σM 0Lg(θ3, θM )θLν (by (3.21))
= − 1
γ00
eα0∇αθ3ν − σM 0Lgαβθ3αθMβ θLν (by (3.15)). (5.3)
Noting that
θ3αg
αβ = θ3αa
αβ
follows from (3.35), we can write (5.3) as
θ3α
(
aαβ [∇βθ0ν + σM 0LθMβ θLν ]
)
= − 1
γ00
eα0∇αθ3ν . (5.4)
Transforming this expression into Lagrangian coordinates gives
να
(
A˜αβ ∂¯β θ˜
0
ν + L˜
α
ν
)∣∣
ΓT
=
det(J)
f˜ γ˜00
(
∂¯0θ˜
3
ν + β
γ
ν θ˜
3
γ
)
(5.5)
where να is the outward co-normal to ΓT defined by (4.23).
Next, we calculate
|g| ◦ φ = − det(g˜µν)
= det(θ˜iµγ˜ijθ
j
ν)
= det(θ˜)2 det(γ˜ij)
= det(θ¯Jˇ)2
[
γ˜00f
(
(−γ˜00)−1/2
)]2
(by (3.27) and (4.21))
=
(
det(θ¯)
det(J)
)2 [
γ˜00f
(
(−γ˜00)−1/2
)]2
,
which after taking the square root, gives
det(J) =
det(θ¯)
(|g| ◦ φ) 12 γ˜00f˜ , (5.6)
and allows us to write (5.5) as
θ¯3α
(
A˜αβ ∂¯β θ˜
0
ν + L˜
α
ν
)∣∣
ΓT
=
det(θ¯)
|g˜| 12
(
∂¯0θ˜
3
ν + β
γ
ν θ˜
3
γ
)
. (5.7)
We now examine the structure of the righthand side of (5.7). By definition, (θ˜µj ) is the inverse of (e˜
j
µ),
and so, we must have that
θ˜3µ =
cof(e˜)µ3
det(e˜)
.
But,
det(e˜) = det(Je¯) (by (4.7))
= det(J) det(e¯)
=
det(θ¯) det(e¯)γ˜00f˜√
|g˜| (by (5.6))
=
γ˜00f˜
|g˜| 12 (since θ¯ = e¯
−1),
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and so
θ˜3µ =
|g˜| 12
γ˜00f˜
cof(e˜)µ3 .
By definition of the cofactor matrix,14
cof(e˜)µ3 = −ǫµαβγ e˜α0 e˜β1 e˜γ2 ,
which gives
θ˜3µ = −
|g˜| 12
γ˜00f˜
ǫµαβγ e˜
α
0 e˜
β
1 e˜
γ
2 .
Evaluating this at the boundary, we see, with the help of (5.2), that
θ˜3µ|ΓT = −|g˜|1/2ǫµαβγ e˜α0 e˜β1 e˜γ2 . (5.8)
Differentiating (5.8) with respect to x¯0, we find, using (4.9) and (4.10), that
− ∂¯0θ˜3µ|ΓT = |g˜|1/2
(
ǫµναγ e˜
α
1 e˜
γ
2 e¯
ω
0 + ǫµανγ e˜
α
0 e˜
γ
2 e¯
ω
1 + ǫµαγν e˜
α
0 e˜
γ
1 e¯
ω
2
)
∂¯ω e˜
ν
0 +
1
2|g˜|1/2
∂|g˜|
∂φκ
e˜κ0ǫµαβγ e˜
α
0 e˜
β
1 e˜
γ
2 , (5.9)
while a short calculation, using (3.15), (4.19) and (5.1), shows that
e¯a(e˜
ν
0)
∣∣
ΓT
= −g˜νω e¯a(θ˜0ω)− e¯a(g˜νω)θ˜0ω = −m˜νω e¯a(θ˜0ω)− e¯a(g˜νω)θ˜0ω. (5.10)
Taken together, (5.7), (5.8), (5.9) and (5.10) imply that
να
(
A˜αβ ∂¯β θ˜
0
ν + L˜
α
ν
)∣∣
ΓT
= S˜νµ
ωm˜µγ ∂¯ω θ˜
0
γ + Z˜ν (5.11)
where
S˜νµ
ω = det(θ¯)
(
ǫνµαγ e˜
α
1 e˜
γ
2 e¯
ω
0 + ǫναµγ e˜
α
0 e˜
γ
2 e¯
ω
1 + ǫναγµe˜
α
0 e˜
γ
1 e¯
ω
2
)
,
and
Z˜ν = S˜νµ
ω ∂¯ω(g˜
µλ)θ˜0λ − det(θ¯)
(
1
2|g˜|
∂|g˜|
∂φκ
e˜κ0δ
λ
ν + β
λ
ν
)
ǫλαβγ e˜
α
0 e˜
β
1 e˜
γ
2 .
Setting
S˜µνω := m˜µαS˜αβ
ωm˜βν, (5.12)
we observe that S˜µνω satisfies
S˜µνω = −S˜νµω and νωS˜µνω = 0. (5.13)
Remark 5.1. Equation (5.11) is the fundamental Neumann boundary condition satisfied by our system. It
is important to realize that this Neumann boundary condition is degenerate in the sense that it does not
yield coercive elliptic estimates of the type (7.18), and as such, is not directly useful for deriving energy
estimates. However, by considering the time differentiated version of these boundary conditions, we show
below that this degeneracy can be removed, although it should be noted that the resulting boundary
conditions are of acoustic type.
To proceed, we differentiate (5.11) with respect to x¯0 to find, after a short calculation, that ψν satisfies
να
(
A˜αβ ∂¯βψν + L
α
ν
)∣∣
ΓT
= S˜νµ
ωm˜µγ ∂¯ωψγ + Zν (5.14)
where
Zν = −S˜νµωm˜µγ ∂¯ωβλγ θ˜0λ + ∂¯0
(
S˜νµ
ωm˜µγ
)
∂¯ω θ˜
0
γ + ∂¯0Z˜ν .
From (4.53), (4.55), (4.56), and (5.12), we see also that
πδν S˜δµ
ωm˜µγ ∂¯ωψγ = µπνδS˜
δµωπτµ∂¯ωψˆτ + πνδS˜
δµωψˆµ∂¯ωµ− µ
2
πνδS˜
δµωψˆµ∂¯ωm˜
σλψˆσψˆλ, (5.15)
and
ψˆν S˜νµ
ωm˜µγ ∂¯ωψγ = µψˆν S˜
νµωπτµ∂¯ωψˆτ . (5.16)
14Recall for a = (aµν ) ∈ Mn×n that
cof(a)µν =
1
(n− 1)!
ǫµµ1µ2...µn−1ǫj
ν1ν2...νn−1aµ1ν1 a
µ2
ν2
· · · a
µn−1
νn−1
where ǫµ1µ2...µn is the completely antisymmetric symbol and all indices are raised using the Kronecker delta δ
µν .
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A straightforward calculation using (5.14)-(5.16) then shows that
να
(
µ2A˜αβ ∂¯βψˆν +
µ2
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγψˆν + µπ
ω
ν L
α
ω
)∣∣
ΓT
=µ2πνδS˜
δµωπτµ∂¯ωψˆτ
+µπνδS˜
δµωψˆµ∂¯ωµ− µ
2
2
πνδS˜
δµωψˆµ∂¯ωm˜
σλψˆσψˆλ + µπ
ω
ν Zω, (5.17)
and
να
(
A˜αβ ∂¯βµ− µ
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ + ψˆ
νLαν
)∣∣
ΓT
= µψˆν S˜
νµωπτµ∂¯ωψˆτ + ψˆ
ωZω. (5.18)
Employing the definition (4.59), we collect (5.17)-(5.18) into the single boundary condition
να
(Aαβ ∂¯βΨ+ Lα)∣∣ΓT= Sω∂¯ωΨ+ G (5.19)
where
Sω =
(
µ2πµαS˜
αβωπνβ µπ
µ
αS˜
αβωψˆβ
µψˆαS˜
αβωπνβ 0
)
,
and
G =
(
µ2
2 π
µ
αS˜
αβωψˆβ∂¯ωm˜
σλψˆσψˆλ + µπ
µωZω
ψˆωZω
)
.
Additionally, we note that
(Sω)tr = −Sω and ναSω = 0 (5.20)
by (5.13).
5.2. Acoustic boundary conditions. The boundary conditions (5.19) for the time differentiated sys-
tem are still degenerate in the sense of Remark 5.1. The first step in removing this degeneracy is to
observe that at the boundary
ω0
0
i|BT = −ω00i (by (3.5) and (3.10))
= −ωi00 (by (3.14) and (3.19))
= − 12ei(γ00) (by (3.20))
= − 12e3(γ00)δ3i (by (3.5) and (4.19)).
From this and the connection formula
∇e0θ0µ = −ω00iθiµ,
we obtain
θ3µ|BT =
2
e3(γ00)
∇e0θ0µ, (5.21)
which is well defined since
e3(γ00)|BT ≤ c < 0 (5.22)
for some constant c by (2.15). Clearly, (5.21) implies that
θ3µ|BT = −|θ3|g
∇e0θ0µ
|∇e0θ0|g
,
or equivalently, since |∇e0θ0|g|BT = |∇e0θ0|m by (3.5) and (4.49),
θ3µ|BT = −|θ3|g
∇e0θ0µ
|∇e0θ0|m
.
Using this, we can write (5.4) as
θ3α
(
aαβ [∇βθ0ν + σM 0LθMβ θLν ]
)|BT = 1γ00∇e0
(
|θ3|g
∇e0θ0µ
|∇e0θ0|m
)
. (5.23)
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We also observe that
e0(|∇e0θ0|2m)|BT = ∇e0
(
gµν∇e0θ0µ∇e0θ0µ −
(
gµνθ0µ∇e0θ0ν
)2
γ00
)
(by (4.49))
= ∇e0
(
gµν∇e0θ0µ∇e0θ0µ −
(
e0(γ
00)
)2
4γ00
)
= 2gµν∇e0θ0µ∇e0∇e0θ0µ (by (3.5))
= 2mµν∇e0θ0µ∇e0∇e0θ0µ +
2
γ00
gµνθ0µ∇e0θ0νgαβθ0α∇e0∇e0θ0β
= 2mµν∇e0θ0µ∇e0∇e0θ0µ +
1
γ00
e0(γ
00)gαβθ0α∇e0∇e0θ0β
= 2mµν∇e0θ0µ∇e0∇e0θ0µ (by (3.5)). (5.24)
When expressed in Lagrangian coordinates, (5.23) and (5.24) become
θ¯3α
(
A˜αβ ∂¯β θ˜
0
ν + L˜
α
ν
)|ΓT = −det(J)
f˜ γ˜00
D0
(|θ˜3|g˜ψˆν) (5.6)= − det(θ¯)|g˜|1/2 (|θ˜3|g˜D0ψˆν + ∂¯0|θ˜3|g˜ψˆν), (5.25)
and
∂¯0µ
2|ΓT = 2m˜µνψµD0ψν , (5.26)
respectively, where D0 is defined by
D0ζν = ∂¯0ζν + βλν ζλ.
From (4.54) and (5.26), we then obtain
D0ψˆν |ΓT = D0
(
1
µ
ψν
)∣∣∣
ΓT
=
1
µ
πωνD0ψω ,
which in turn, implies that
ψˆνD0ψˆν |ΓT = 0. (5.27)
Next, differentiating (5.25) with respect to x¯0, we see that
να
(
A˜αβ ∂¯βψν + L
α
ν
)|ΓT = D0(αD0ψˆν + λψˆν)
where
α = −det(θ¯)|θ˜
3|g˜
|g˜|1/2 , λ = −
det(θ¯)∂¯0|θ˜3|g˜
|g˜|1/2 ,
and it is understood that |θ˜3|g˜ is calculated using the right hand side of (5.8). From this and (4.53), we
then get that
να
(
µ2A˜αβ ∂¯βψˆν +
µ2
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγψˆν + µπ
ω
ν L
α
ω
)∣∣∣
ΓT
= µπωνD0
(
αD0ψˆω + λψˆω
)
. (5.28)
But for any κ ∈ R,
πωνD0
(
αD0ψˆω + λψˆω
)
= απωνD0D0ψˆν + (∂¯0α+ λ)πωνD0ψˆω (by (4.55))
= απωνD0D0ψˆν +
(
(∂¯0α+ λ)δ
ω
ν +
κ
µ
ψˆωψˆν
)
D0ψˆω (by (5.27)),
and so, we see that
να
(
µ2A˜αβ ∂¯βψˆν +
µ2
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ ψˆν +µπ
ω
ν L
α
ω
)∣∣∣
ΓT
= µαπωνD0D0ψˆν +
(
µ(∂¯0α+λ)δ
ω
ν +κψˆ
ωψˆν
)D0ψˆω
(5.29)
follows from (5.28).
To proceed, we calculate
D0D0ψω = ∂¯20 ψˆω + 2βλωD0ψˆλ + ∂¯0βλωψˆλ − βλωβγλψˆγ
= ∂¯20 ψˆω + 2β
λ
ω
(
πδλ + ψˆ
δψˆλ
)D0ψˆλ + ∂¯0βλωψˆλ − βλωβγλψˆγ
= ∂¯20 ψˆω + 2β
λ
ωπ
δ
λD0ψˆδ + ∂¯0βλωψˆλ − βλωβγλψˆγ (by(5.27)).
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Using this, we can express (5.29) as
να
(
µ2m˜µνA˜αβ ∂¯βψˆν +
µ2
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ ψˆ
µ + µπµωLαω
)∣∣∣
ΓT
= qµν ∂¯20 ψˆν + p
µν ∂¯0ψˆν + r
µ (5.30)
where
qµν = µαπµν , (5.31)
pµν = 2µαπµωβλωπ
ν
λ + µ(∂¯0α+ λ)m˜
µν + κψˆµψˆν , (5.32)
and
rµ = m˜µν
[
µαπων ∂¯0β
λ
ωψˆλ − µαπων βλωβγλψˆγ +
(
µ(∂¯0α+ λ)δ
ω
ν + κψˆ
ωψˆν
)
βσωψˆσ + 2µαπ
ω
ν β
λ
ωπ
δ
λβ
σ
δ ψˆσ
]
.
(5.33)
Remark 5.2. The boundary conditions (5.30) for the wave equation (4.57) are of acoustic type.15 Although
it is not obvious at the moment, these boundary conditions can be used to remove the degeneracy from the
Neumann boundary conditions (5.19), and provide effective boundary conditions for the wave equation
(4.60). For details, see Lemmas 8.2 and 8.4.
6. The complete initial boundary value problem
From the above calculations and results, in particular, (3.15), (4.39), (4.50), (4.51), (4.59), (4.60),
(5.11), (5.19), and (5.30), it follows from a straightforward calculation that, for any choice of κ, ǫ, δ ∈ R,
the triple {φ = (φµ), θ˜0 = (θ0µ),Ψ = (ψˆµ, µ)tr} derived from a solution of the Frauendiener-Walton-Euler
equations satisfying the assumptions (A.1)-(A.7) from Section 2, and (4.52) solves the (overdetermined)
IBVP:
∂¯α
(
Bαβ ∂¯β θ˜
0 +Mα
)
= H in ΩT , (6.1)
να
(
Bαβ ∂¯β θ˜
0 +Mα
)|ΓT = K in ΓT , (6.2)
∂¯α(Bαβ∂¯βΨ+Mα) = H in ΩT , (6.3)
να(Bαβ∂¯βΨ+Mα)|ΓT = Q∂¯20Ψ+ P ∂¯0Ψ+K in ΓT , (6.4)
∂¯0φ
µ − γ˜00g˜µν θ˜0ν = 0 in ΩT , (6.5)
∂¯0θ˜
0
µ + β
λ
ν θ˜
0
λ = ψˆµ in ΩT , (6.6)
(φ0, φΣ) = (0, idΩ0) in Ω0, (6.7)
θ˜0µ = θ
0
µ|Ω0 in Ω0, (6.8)
(Ψ, ∂¯0Ψ) = (Ψ0,Ψ1) in Ω0 (6.9)
where the initial data (Ψ0,Ψ1) is given by
Ψ0 =
( ∇e0θ0µ
|∇e0θ0|m
, |∇e0θ0|m
)tr∣∣∣
Ω0
,
Ψ1 =
(
e0
(∇e0θ0µ)|∇e0θ0|m −∇e0θ0µe0(|∇e0θ0|m)
|∇e0θ0|2m
, e0
(|∇e0θ0|m))tr∣∣∣
Ω0
,
15Acoustic boundary conditions were first defined in [5, 23] and further analyzed in [4]. See also [14] for more recent
work and relations to Wentzell boundary conditions.
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the system coefficients are defined by
Bαβ =
(
(m˜µν + ǫπµν)A˜αβ + 2S˜µν[ανβ]
)
(να := δαβνβ), (6.10)
Mα =
((
m˜µν + ǫπµν
)
L˜αν
)
, (6.11)
H =
(
2∂¯α
(
S˜µν[ανβ]
)
∂¯β θ˜
0
ν +
(
m˜µν + ǫπµν
)
F˜ ν + ∂¯α
(
m˜µν + ǫπµν
)(
A˜αβ ∂¯β θ˜
0
ν + L˜
α
ν
))
, (6.12)
K =
(
ǫαπµν
(
∂¯0ψˆν + β
λ
ν ψˆλ
)
+ m˜µν Z˜ν
)
, (6.13)
P =
(
δµν 0
0 0
)
, (6.14)
Bαβ = (1I + δP)Aαβ + 2ν[βSα], (6.15)
Mα = (1I + δP)Lα, (6.16)
H = (1I + δP)F + 2∂¯α
(
ν[βSα]
)
∂¯βΨ, (6.17)
Q =
(
δqµν 0
0 0
)
, (6.18)
P =
(
δpµν 0
0 0
)
, (6.19)
K =
(
µ2
2 π
µ
αS˜
αβωψˆβ ∂¯ωm˜
σλψˆσψˆλ + µπ
µωZω + δr
µ
ψˆωZω
)
, (6.20)
and the other quantities are as previously defined:
Lagrangian variables
J = (Jµν ), (6.21)
Jµν = ∂¯νφ
µ,
(Jˇµν ) = J
−1,
e˜µi = e
µ
i ◦ φ,
(θ˜iµ) = (e˜
µ
i )
−1,
g˜αβ = gαβ ◦ ψ,
Γ˜γαβ = Γ
γ
αβ ◦ φ,
R˜αβ = Rαβ ◦ φ
γ˜ij := γij ◦ φ = g˜µν e˜µi e˜νj ,
γ˜ij := γij ◦ φ = g˜µν θ˜iµθ˜jν ,
m˜αβ := mαβ ◦ φ = g˜αβ − 1
γ˜00
e˜α0 e˜
β
0 , (6.22)
a˜µν := aµν ◦ φ = g˜µν − 1
γ˜00
(
1− 1
s˜2
)
e˜µ0 e˜
ν
0 , (6.23)
a¯αβ = JˇαµJˇ
β
ν a˜
µν , (6.24)
s˜2 := s2 ◦ φ = s2(√−γ˜00),
f˜ := f ◦ φ = f(
√
−γ˜00),
ψν =
(∇e0θ0ν) ◦ φ,
µ = |ψ|m˜,
ψˆν =
1
µ
ψν ,
ψˆµ = m˜µνψˆν ,
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Projection operator
πλν = δ
λ
ν − ψˆνψˆν , (6.25)
πµν = m˜µλπνλ, (6.26)
Bulk coefficients
A˜αβ = −det(J)
f˜
a¯αβ , (6.27)
Aαβ =
(
µ2A˜αβm˜µν 0
0 A˜αβ
)
, (6.28)
βλν = −e˜γ0 Γ˜λγν , (6.29)
L˜αν = −
det(J)
f˜
a¯αβ
(
−Jωβ Γ˜γων θ˜0γ + σ˜M0Lθ¯Mβ θ˜Lν
)
,
F˜ ν = − det(J)
(
−Γ˜ααγ Y˜ γν + Γ˜γαν Y˜ αγ +
1
f
R˜ν
λθ˜0λ
)
,
Y˜ αν =
1
f˜
a˜αβ
[
Jˇγβ ∂¯γ θ˜
0
ν − Γ˜γβν θ˜0γ + σ˜M 0Lθ˜Mβ θ˜Lν
]
,
Lαν = ∂¯0A˜
αβ ∂¯β θ˜
0
ν + ∂¯0L˜
α
ν + β
ω
ν L˜
α
ω − A˜αβ ∂¯ββων θ˜0ω,
Fν = ∂¯0F˜ ν + β
ω
ν F˜ω + ∂¯αβ
ω
ν
(
A˜αβ ∂¯β θ˜
0
ω + L˜
α
ω
)
,
Lα =
(
µ2
2 A˜
αβ ∂¯βm˜
σγ ψˆσψˆγψˆ
µ + µπωµLνω 0
0 −µ2 A˜αβ ∂¯βm˜σγ ψˆσψˆγ + ψˆγLαγ
)
,
f ν = µm˜
µν
(
πων Fω + ∂¯απ
ω
ν
(
A˜αβ ∂¯βψω + L
α
ω
))
+ ∂¯α
(
µm˜µν
)(
µA˜αβ ∂¯βψˆν +
µ
2
A˜αβ ∂¯βm˜
σγ ψˆσψˆγ ψˆν + π
ω
ν L
ν
ω
)
,
f = ψˆγFγ + ∂¯αψˆ
γ
(
A˜αβ ∂¯βψγ + L
α
γ
)
,
F =
(
f ν
f
)
,
Boundary coefficients
S˜νµ
ω = det(θ¯)
(
ǫνµαγ e˜
α
1 e˜
γ
2 e¯
ω
0 + ǫναµγ e˜
α
0 e˜
γ
2 e¯
ω
1 + ǫναγµe˜
α
0 e˜
γ
1 e¯
ω
2
)
, (6.30)
S˜µνω = m˜µαS˜αβ
ωm˜βν , (6.31)
Sω =
(
µ2πµαS˜
αβωπνβ µπ
µ
αS˜
αβωψˆβ
µψˆαS˜
αβωπνβ 0
)
, (6.32)
Z˜ν = S˜νµ
ω∂¯ω(g˜
µλ)θ˜0λ − det(θ¯)
(
1
2|g˜|
∂|g˜|
∂φκ
e˜κ0δ
λ
ν + β
λ
ν
)
ǫλαβγ e˜
α
0 e˜
β
1 e˜
γ
2 ,
Zν = −S˜νµωm˜µγ ∂¯ωβλγ θ˜0λ + ∂¯0
(
S˜νµ
ωm˜µγ
)
∂¯ω θ˜
0
γ + ∂¯0Z˜ν ,
α = −det(θ¯)|θ˜
3|g˜
|g˜|1/2 , (6.33)
λ = −det(θ¯)∂¯0|θ˜
3|g˜
|g˜|1/2 , (6.34)
qµν = µαπµν , (6.35)
pµν = 2µαπµωβλωπ
ν
λ + µ(∂¯0α+ λ)m˜
µν + κψˆµψˆν , (6.36)
rµ = m˜µν
[
µαπων ∂¯0β
λ
ωψˆλ − µαπων βλωβγλψˆγ +
(
µ(∂¯0α+ λ)δ
ω
ν + κψˆ
ωψˆν
)
βσωψˆσ + 2µαπ
ω
ν β
λ
ωπ
δ
λβ
σ
δ ψˆσ
]
,
where in (6.33) and (6.34), |θ˜3|g˜ is computed using the formula (6.43) for θ˜3µ on the boundary ΓT
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Propagated bulk constraints
e˜µ0 = γ˜00g˜
µν θ˜0ν , (6.37)
γ˜0J = γ˜
0J = 0, (6.38)
γ˜00 =
1
γ˜00
, (6.39)
(γ˜IJ ) = (γ˜
IJ)−1,
F
(√−γ˜00)2 = 1
det(γ˜IJ)
,
where F is defined by (3.6)-(3.7), and
Boundary conditions and propagated boundary constraints
γ˜00|Γ¯T = −1, (6.40)
ψˆµ|Γ¯T = −|γ˜33|−1/2θ˜3µ, (6.41)
f˜ |Γ¯T = −1, (6.42)
θ˜3µ|ΓT = −|g˜|1/2ǫµαβγ e˜α0 e˜β1 e˜γ2 . (6.43)
For the purposes of deriving energy estimates, we view (6.3)-(6.6) as the primary evolution equations,
while we treat (6.1)-(6.2) as an elliptic constraint for θ˜0µ by using (6.6) to express the time derivatives
of θ˜0µ in terms of the variables {θ˜0, φ, ψˆ}. We further remark that in the following, it turns out to be
convenient to “forget” that ψˆν satisfies |ψˆν | = 1. This necessitates redefining πµν , see (6.36), as
πµν = δ
µ
ν −
ψˆµψˆν
|ψˆ|2m˜
(6.44)
so that it remains a projection operator that agrees with the previous definition (4.54) for ψˆµ satisfying
|ψˆ|m˜ = 1. We also redefine pµν by
pµν = 2µαπµωβλωπ
ν
λ + µ(∂¯0α+ λ)m˜
µν + κ
ψˆµψˆν
|ψˆ|2m˜
(6.45)
in order to agree with the previous definition (5.32).
6.1. Coefficient smoothness and structure. We make the following observations about the smooth-
ness of the coefficients as functions of their variables which are a straightforward consequence of the above
formulas, the relations (see (4.9), (4.13), and (4.23))
e˜µi = e¯
ω
i ∂¯ωφ
µ, (6.46)
(e¯µi ) =
1 f0I
0 − 1
f00
fΛ0 f
0
I + f
Λ
I
 , (6.47)
νω e¯
ω
i |ΓT = 0, i = 0, 1, 2, (6.48)
and the time-independence of the initial data (see (4.11) and (4.45))
fλI = f
λ
I (x¯
Λ) and σi
k
j = σi
k
j(x¯
Λ).
(i) From the definitions (6.21), (6.27) and (6.28), it is not difficult to verify that the maps
A˜αβ = A˜αβνµ
(
φ, J
)
, and Aαβ = Aαβ(φ, J, µ)
are smooth for ((φ, J), µ) ∈ U × R>0 where
U =
{
(φ, J) ∈ R4 ×M4×4
∣∣∣det(J) > 0, −gµν(φ)Jµ0 Jν0 > 0, s2((−gµν(φ)Jµ0 Jν0 )−1/2) > 0},
and moreover, that
A˜αβ = A˜βα and Aαβ = (Aβα)tr, (6.49)
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respectively, and for any bounded open subsets U˜ ⊂ U and I ⊂ R>0, there exists a constants
c0
A˜
, c0A > 0 such that
(Ψ|A00(φ, J, µ)Ψ) ≤ −c0A|Ψ|2 ∀
(
(φ, J), µ,Ψ
) ∈ U˜ × I × R5,
A˜00(φ, J) ≤ −c0
A˜
∀ (φ, J) ∈ U˜ .
Here and below, we use (·|·) and | · | to denote the Euclidean inner product and norm, respectively.
(ii) From (6.49), the antisymmetry conditions from (5.13) and (5.20), and the obvious symmetry
πµν = πνµ, it is clear from the definitions (6.10) and (6.15) that Bαβ and Bαβ satisfy the
symmetry conditions
(Bαβ)tr = Bβα and Bαβ = (Bβα)tr,
respectively.
(iii) Setting
J0 = (J
µ
0 ),
and letting
∂¯(·) = (∂¯λ(·)), λ = 0, 1, 2, 3, and D¯(·) = (∂¯Λ(·)), Λ = 1, 2, 3,
denote the spacetime and spatial gradients, respectively, we see from the definitions (6.10)-(6.12)
and (6.15)-(6.17) that the maps
Bαβ = Bαβ(x¯, φ, J,Ψ
)
, (6.50)
Bαβ = Bαβ(x¯, φ, J,Ψ), (6.51)
Mα =Mα
(
x¯, φ, J,Ψ
)
, (6.52)
Mα =Mα(x¯, φ, J, ∂¯J0,Ψ), (6.53)
H = H
(
x¯, φ, J, ∂¯J,Ψ, ∂¯Ψ
)
(6.54)
and
H = H(x¯, φ, J, ∂¯J, ∂¯∂¯0J0,Ψ, ∂¯Ψ
)
, (6.55)
are well defined and smooth in all variables provided that16 ((φ, J),Ψ) ∈ U × (R×R4×). It is also
worth noting that the dependence of the above maps on the spatial coordinates x¯ = (x¯Λ) arises
via the time-independent functions fµI and σ˜i
k
j .
(iv) Letting
6 ∂¯(·) and 6D¯(·)
denote the derivatives tangent to the spacetime boundary ΓT and the spatial boundary ∂Ω,
respectively, it is also not difficult to see from (6.13), (6.18)-(6.20), (6.31), (6.32), and the formulas
(6.43) and (6.46)-(6.48) that
S˜α =
(
S˜µνα
(
x¯, φ, 6 ∂¯φ)), (6.56)
Sα = Sα(x¯, φ, 6 ∂¯φ,Ψ), (6.57)
K = K
(
x¯, φ, 6 ∂¯φ,Ψ, ∂¯0Ψ
)
, (6.58)
K = l µ1 (x¯, φ, 6 ∂¯φ,Ψ)∂¯µJ0 + k 1
(
x¯, φ, 6 ∂¯φ, ∂¯0J0,Ψ
)
, (6.59)
P = l µ2 (x¯, φ, 6 ∂¯φ,Ψ)∂¯µJ0 + k 2
(
x¯, φ, 6 ∂¯φ, ∂¯0J0,Ψ
)
, (6.60)
and
Q = Q
(
x¯, φ, 6 ∂¯φ,Ψ) (6.61)
where
νµl
µ = 0, l 0 = 0,
and the maps are smooth in all their variables.
16Here, we are using the notation R4× = R
4 \ {0}.
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6.2. Fundamental relations under time differentiation. From (6.37), (6.39), (6.46) and (6.47), we
have that
∂¯0φ
µ =
g˜µν
γ˜00
θ˜0ν ,
or schematically,
J0 = J (φ, θ˜0)
(
J0 = (∂¯φ
µ)
)
(6.62)
for a smooth map J satisfying J (φ, 0) = 0. Differentiating this with respect to x¯0, we find, with the
help of the evolution equation (6.6), that
∂¯0J0 = J(φ, θ˜
0,Ψ) (6.63)
for a smooth map J satisfying J(φ, 0) = 0. Using (6.62) and (6.63), we can alternatively express the
functional dependence of the maps (6.52)-(6.55), (6.59) and (6.60) as 17
Mα =Mα
(
x¯, φ, θ˜0,Ψ
)
, (6.64)
Mα =Mα(x¯, φ, ∂¯φ, θ˜0, ∂¯θ˜0,Ψ), (6.65)
H = H
(
x¯, φ, D¯φ, D¯2φ, θ˜0, ∂¯θ˜0,Ψ, ∂¯Ψ
)
, (6.66)
H = H(x¯, φ, D¯φ, D¯2φ, θ˜0, ∂¯θ˜0,Ψ, ∂¯Ψ), (6.67)
K = l µ1 (x¯, φ, 6 ∂¯φ,Ψ)∂¯µ
(J (φ, θ˜0))+ k 1(x¯, φ, 6 ∂¯φ, θ˜0,Ψ), (6.68)
and
P = l µ2 (x¯, φ, 6 ∂¯φ,Ψ)∂¯µ
(J (φ, θ˜0))+ k 2(x¯, φ, 6 ∂¯φ, θ˜0,Ψ). (6.69)
Differentiating Bαβ, M, Q, k , and l µ with respect to x¯0, we also observe with the help of (6.6) and
(6.62) that
∂¯0l
µ
a = l˙
µ
a
(
x¯, φ, 6 ∂¯φ, θ˜0, 6 ∂¯θ˜0,Ψ, ∂¯0Ψ
)
, a = 1, 2, (6.70)
∂¯0k a = k˙ a
(
x¯, φ, 6 ∂¯φ, θ˜0, 6 ∂¯θ˜0,Ψ, ∂¯0Ψ
)
, a = 1, 2, (6.71)
∂¯0Q = Q˙
(
x¯, φ, 6 ∂¯φ, θ˜0, 6 ∂¯θ˜0,Ψ, ∂¯0Ψ
)
, (6.72)
∂¯0B
αβ = B˙αβ(x¯, φ, ∂¯φ, θ˜0,Ψ, ∂¯0Ψ), (6.73)
∂¯0Bαβ = B˙αβ(x¯, φ, ∂¯φ, θ˜0,Ψ, ∂¯0Ψ), (6.74)
and
∂¯0Mα =M˙α(x¯, φ, ∂¯φ, θ˜0, ∂¯θ˜0,Ψ, ∂¯Ψ), (6.75)
where the maps k˙ a, l˙
µ
a , Q˙, B˙
αβ , B˙αβ and M˙α are smooth in their arguments.
7. Linear wave equations
With our wave formulation complete, we now turn in this section to the problem of establishing the
existence, uniqueness, and energy estimates for solutions to linear equations that include equations of the
form (6.3)-(6.4).
7.1. Preliminaries. Before proceeding, we first introduce some notation and fix our conventions that
will be used throughout this section. Unlike the previous sections, we work here in arbitrary dimensions.
17Here, we are abusing notation and not changing the name of the maps under the change of variables. This will cause
no difficulties since the precise form of the functions are not required beyond knowing that they are smooth in their variables
on the appropriate domains.
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7.1.1. Notation. We use (xµ)nµ=0 to denote Cartesian coordinates on R
n+1, and we use x0 and t, in-
terchangeably, to denote the time coordinate, and (xi)ni=1 to denote spatial coordinates. We also use
x = (x1, . . . , xn) to denote spatial points.
As before, partial derivatives are denoted by
∂µ =
∂
∂xµ
,
and we use Du(x) = (∂1u(x), . . . , ∂nu(x)) and ∂u(t, x) = (∂0u(t, x), Du(t, x)) to denote the spatial and
spacetime gradients, respectively. For time derivatives, we often employ the notation
uℓ = ∂
ℓ
tu, (7.1)
and use
ur = (u0, u1, . . . , ur)
tr (7.2)
to denote the collection of partial derivatives of u with respect to t.
The notation (7.2) will be employed more generally for vectors with components uℓ, 0 ≤ ℓ ≤ r, that
are not necessarily of the type (7.1). It will be clear from the context whether uℓ represents some general
vector component, or is of the type (7.1). We will find it convenient to use the notation
∂ℓtur = (uℓ, uℓ+1, . . . , uℓ+r)
tr (7.3)
on occasion, where again the uℓ+j can be thought of as either the time derivative ∂
ℓ+j
t u of some function
u, or just a component of a vector.
7.1.2. Function spaces.
Spatial function spaces : In the following, we let Ω denote a bounded, open set in Rn with a C∞ boundary,
and employ similar notation when Ω is replaced by a smooth, closed n-dimensional manifold. Given a
finite dimensional vector space V , we let W s,p(Ω, V ), s ∈ R (s ∈ Z≥0), 1 < p < ∞ (1 ≤ p ≤ ∞), denote
the space of V -valued maps on Ω with fractional (integral) Sobolev regularity W s,p. Particular cases of
interest for V will be V = RN and V = MN×N , where, here, we use MN×N to denote the set of N -by-N
matrices. In the special case of V = R, we employ the more compact notation W s,p(Ω) =W s,p(Ω,R).
When p = 2, we use the standard notation Hs(Ω, V ) =W s,2(Ω, V ), and on L2(Ω,RN ), we denote the
inner product by
〈u|v〉Ω =
∫
Ω
(u(x)|v(x)) dnx u, v ∈ L2(Ω,RN )
where, as previously,
(ξ|ζ) = ξtrζ, ξ, ζ ∈ RN ,
is the Euclidean inner product on RN . We will also have occasion to use the standard inner-product on
Hs(Ω), which we denote by 〈·|·〉Hs(Ω).
Given s = k/2, for k ∈ Z≥0, we define the spaces
Xs,r(Ω, V ) =
r∏
ℓ=0
Hs−
ℓ
2 (Ω, V ) (7.4)
for 0 ≤ r ≤ 2s, and set
Xs(Ω, V ) = Xs,2s(Ω, V ). (7.5)
Using the vector notation (7.2), we can write the norms for the spaces (7.4) and (7.5) as
‖ur‖2Xs,r =
r∑
ℓ=0
‖uℓ‖2
Hs−
ℓ
2 (Ω)
and ‖u2s‖Xs = ‖u2s‖Xs,2s ,
respectively.
Spacetime function spaces: Given T > 0, and s = k/2 for k ∈ Z≥0, we define the spaces
Xs,rT (Ω, V ) =
r⋂
ℓ=0
W ℓ,∞
(
[0, T ], Hs−
ℓ
2 (Ω, V )
)
, (7.6)
for 0 ≤ r ≤ 2s,
XsT (Ω, V ) = X
s,2s
T (Ω, V ), (7.7)
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and
X sT (Ω, V ) =
2s−1⋂
ℓ=0
W ℓ,∞
(
[0, T ], Hs−
mℓ
2 (Ω, V )
)
(7.8)
where
mℓ =
{
ℓ if 0 ≤ ℓ ≤ 2s− 2
2s if ℓ = 2s− 1 . (7.9)
Remark 7.1.
(i) The spaces X sT (Ω, V ) consist of time-dependent functions with spatial regularity of Hs(Ω) that
lose 1/2 a derivative of spatial regularity for each time derivative taken until the spatial regularity
H1(Ω) is reached after which the last time derivative reduces the spatial regularity by 1 leaving
highest time derivative in L2(Ω). This type of regularity is necessary for the class of wave
equations with acoustic boundary conditions that we consider in the following sections; see, in
particular, Section 7.4 for a simplified example that illustrates the need for these spaces.
(ii) The s in the definition of mℓ given by (7.9) refers to the space defined by (7.8). Thus if s is
replaced by s+ 1 in (7.8), then s must also be replaced by s+ 1 in the definition of mℓ, that is
mℓ =
{
ℓ if 0 ≤ ℓ ≤ 2s
2s+ 2 if ℓ = 2s+ 1
.
We define the following energy norms :
‖u‖2Es,r =
r∑
ℓ=0
‖∂ℓtu‖2
Hs−
ℓ
2 (Ω)
, ‖u‖2Es = ‖u‖2Es,2s , and ‖u‖2Es =
2s−1∑
ℓ=0
‖∂ℓtu‖2
Hs−
mℓ
2 (Ω)
.
In terms of these energy norms, we can write the norms of the spaces (7.6)-(7.8) as
‖u‖Xs,rT = sup
0≤t≤T
‖u(t)‖Es,r , ‖u‖Xs
T
= sup
0≤t≤T
‖u(t)‖Es , and ‖u‖X s
T
= sup
0≤t≤T
‖u(t)‖Es ,
respectively. We also define the subspace
CX sT (Ω, V ) =
2s−1⋂
ℓ=0
Cℓ
(
[0, T ], Hs−
mℓ
2 (Ω, V )
)
.
We conclude with the following elementary, but useful, relations
‖u‖Es1,r1 ≤ ‖u‖Es2,r2 , s1 ≤ s2, r1 ≤ r2,
‖u‖Es1 ≤ ‖u‖Es2 , s1 ≤ s2,
‖u‖2Es = ‖u‖2Es,2s−2 + ‖∂2s−1t u‖2L2(Ω),
‖u‖2Es,r = ‖u‖2Hs(Ω) + ‖∂tu‖2Es− 12 ,r−1 ,
‖∂tu‖Es,r ≤ ‖u‖
Es+
1
2
,r+1 ,
‖Du‖Es,r ≤ ‖u‖Es+1,r ,
‖∂tu‖Es ≤ ‖u‖
Es+
1
2
,
and
‖Du‖Es ≤ ‖u‖Es+1,2s−1 ≤ ‖u‖Es+1.
7.1.3. Estimates and constants. We employ that standard notation
a . b
for inequalities of the form
a ≤ Cb
in situations where the precise value or dependence on other quantities of the constant C is not required.
On the other hand, when the dependence of the constant on other inequalities needs to be specified, for
example if the constant depends on the norms ‖u‖L∞(Tn) and ‖v‖L∞(Ω), we use the notation
C = C(‖u‖L∞(Tn), ‖v‖L∞(Ω)).
Constants of this type will always be non-negative, non-decreasing, continuous functions of their argu-
ments.
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7.2. A model class of linear wave equations. Rather than directly considering linear wave equations
that include equations of the form (6.3)-(6.4), we instead consider a related model class of equations for
which it is easier to establish an existence and uniqueness result. The desired existence and uniqueness
result will then follow from this one.
The model class that we consider are wave equations of the form:
∂α
(
bαβ∂βv + L
α
)
+ λcv = F in ΩT = [0, T ]× Ω, (7.10)
να
(
bαβ∂βv + L
α) = q∂2t v + P∂tv +G in ΓT = [0, T ]× ∂Ω, (7.11)
(v, ∂tv) = (v˜0, v˜1) in Ω0, (7.12)
Pq∂tv = w˜1 in Γ0 (7.13)
where
(i) λ ∈ R,
(ii) Ω ⊂ Rn is open and bounded with smooth boundary,
(iii) να = δ
i
ανi where νi is the outward pointing unit normal to ∂Ω,
(iv) v = v(t, x) is a RN -valued map,
(v) L = (Lα) ∈W 1,2([0, T ], L2(Ω,RN )) and F ∈ L2(ΩT ,RN ),
(vi) the matrix valued maps c ∈ L∞([0, T ], Ln(Ω,MN×N )), P ∈ W 1,∞(ΩT ,MN×N ), and q ∈ W 1,∞(ΩT ,MN×N )
satisfy ∂tq ∈W 1,∞(ΩT ,MN×N ),18
qtr = q, q ≤ 0, − 1
γ
q ≤ q2 ≤ −γq, rank(q) = Nq in ΓT , (7.14)
and
c ≤ −σ in ΩT (7.15)
for some positive constants σ, γ > 0 and Nq ∈ {0, 1, . . . , N},
(vii) Pq is the projection onto ran(q),
(viii) the matrix valued maps bαβ ∈W 1,∞([0, T ], L∞(Ω,MN×N )) satisfy
(bαβ)tr = bβα (7.16)
and
b00 ≤ −κ0, (7.17)
in ΩT for some positive constant κ0 > 0,
(ix) there exists constants κ1 > 0 and µ ≥ 0 such that
〈∂iv|bij(t)∂jv〉Ω ≥ κ1‖v‖2H1(Ω) − µ‖v‖2L2(Ω) (7.18)
for all v ∈ H1(Ω) and t ∈ [0, T ],
(x) and the vector valued map G is of the form
G = ki∂iθ + g (7.19)
were ki ∈ W 1,∞([0, T ],W 1,∞(Ω,MN×N )), θ ∈ W 1,∞([0, T ], H1(Ω,RN )), g ∈ H1(ΩT ,RN ) and
νik
i = 0.
Remark 7.2.
(i) The coercive condition (7.18) is known to be equivalent to the matrix bij being strongly elliptic at
each point in Ω and satisfying the strong complementing condition for every point on the boundary
∂Ω. For a proof of this equivalence, see Theorem 3 in Section 6 of [28].
(ii) Letting P⊥q denote the projection onto the orthogonal complement of ran(q), we can decompose R
N
as
R
N = PqR
N⊕ R⊥q RN .
It then follows from the assumptions (7.14) on the matrix q that
q = PqqPq
and
− 1
γ
(ξ|qξ) ≤ (qξ|qξ) ≤ −γ(ξ|qξ), ∀ ξ ∈ RN , (7.20)
18Given A,B ∈ MN×N , we define A ≤ B ⇐⇒ (ξ|Aξ) ≤ (ξ|Bξ) for all ξ ∈ R
N .
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which imply that the map
q|PqRN : PqRN −→ PqRN (7.21)
is invertible and satisfies
|(q|PqRN )−1ξ| ≤
1
γ
|ξ|, ∀ ξ ∈ PqRN . (7.22)
It also follows directly from (7.20) that the inequality
1√
γ
〈w|(−q(t))w〉
1
2
∂Ω ≤ ‖q(t)w‖L2(∂Ω) ≤
√
γ〈w|(−q(t))w〉
1
2
∂Ω (7.23)
holds on the boundary for each t ∈ [0, T ] and all w ∈ L2(∂Ω).
7.3. Weak solutions.
Definition 7.3. A pair (v, w) ∈ H1(ΩT ,RN ) × L2(ΓT ,RN ) is called a weak solution of (7.10)-(7.13) if
(v, w) define maps v : [0, T ]→ H1(Ω,RN ), ∂tv : [0, T ]→ L2(Ω,RN ) and w : [0, T ] −→ L2(Γ,RN ) that
satisfy19
(u(t), ∂tv(t))⇀ (v˜0, v˜1) in H
1(Ω,RN )× L2(Ω,RN ), and w(t)⇀ w˜1 in L2(Γ,RN )
as tց 0,
w ∈ ran(q) in ΓT ,
and
〈qw|φ〉ΓT = −〈∂tqv|φ〉ΓT − 〈qv|∂tφ〉ΓT (7.24)
and
〈bαβ∂βv+Lα|∂αφ〉ΩT +〈(∂tq−P )∂tv|φ〉ΓT −〈g|φ〉ΓT −〈ki∂iθ|φ〉ΓT +〈qw|∂tφ〉ΓT = 〈λcv−F |φ〉ΩT (7.25)
for all φ ∈ C10
(
[0, T ], C1(Ω,RN )
)
.
Remark 7.4.
(i) As in [19], the boundary terms 〈g|φ〉ΓT and 〈(∂tq − P )∂tv|φ〉ΓT are defined via the expressions20
〈g|φ〉ΓT = 〈ν(g) + ∂iνig|φ〉ΩT + 〈g|ν(φ)〉ΩT , (7.26)
and
〈(∂tq − P )∂tv|φ〉ΓT = 〈ν(∂tq − P )∂tv − ∂t(∂tq − P )ν(v)|φ〉ΩT
+ 〈∂ανα(∂tq − P )∂tv|φ〉ΩT + 〈(∂tq − P )∂tv|ν(φ)〉ΩT − 〈(∂tq − P )ν(v)|∂tφ〉ΩT , (7.27)
respectively, where ν(·) = να∂α(·), να = δαiνi, and νi is any smooth extension to Ω of the
outward pointing unit normal to ∂Ω.
(ii) The condition (7.24) implies that v weakly satisfies
qw = q∂tv in ΓT ,
where here, we are again defining the boundary terms on the right hand side of (7.24) using the
same type of formula as (7.26).
19We use the standard notation ⇀ to denote weak convergence.
20For sufficiently differentiable vector valued and matrix valued maps {v, φ} and S, respectively, such that φ|t = φ|t=T =
0, the identities
〈v|φ〉ΓT =
∫
ΩT
∂α
[
να(v|φ)
]
dn+1x = 〈ν(v) + ∂iν
iv|φ〉ΩT + 〈v|ν(φ)〉ΩT ,
0 =
∫
ΩT
∂β
[
δ
β
0 (Sν(v)|φ)
]
dn+1x = 〈∂tSν(v) + S∂tν(v)|φ〉ΩT + 〈Sν(v)|∂tφ〉ΩT
follow from the divergence theorem. The second identity together with one more application of the divergence theorem
then yields
〈S∂tv|φ〉ΓT =
∫
ΩT
∂β
[
νβ(S∂tv|φ)
]
dn+1x = 〈ν(S)∂tv − ∂tSν(v) + ∂αν
αS∂tv|φ〉ΩT + 〈S∂tv|ν(φ)〉ΩT − 〈Sν(v)|∂tφ〉ΩT .
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(iii) The interpretation of the boundary term 〈ki∂iθ|φ〉ΓT is more involved. First, we let
⊥ij= δij − νiνj
denote the orthogonal projection onto the the subspace orthogonal to the normal vector νi, and
we set
6Di =⊥ji ∂j ,
which defines a complete collection of derivatives tangent to ∂Ω. This allows us to write
ki∂i = k
i 6Di
since ki =⊥ij kj by assumption. Letting 6∆ denote the Laplacian arising from the restriction of
the Euclidean metric on Rn to ∂Ω, we then obtain∣∣〈φ|ki∂iθ〉∂Ω∣∣ = ∣∣〈φ|ki 6Di θ〉∂Ω∣∣
=
∣∣〈(ki)trφ| 6Di θ〉∂Ω∣∣
=
∣∣〈6Di((ki)trφ)|θ〉∂Ω∣∣
=
∣∣〈(1− 6∆) 12 (1 − 6∆)− 12 6Di((ki)trvM)|θ〉∂Ω∣∣
=
∣∣〈(1− 6∆)− 12 6Di((ki)trvM)|(1− 6∆) 12 θ〉∂Ω∣∣
. ‖(ki)trφ‖
H
1
2 (∂Ω)
‖θ‖
H
1
2 (∂Ω)
. ‖(ki)trφ‖H1(Ω)‖θ‖H1(Ω) (7.28)
where, in deriving the last four lines, we used the self-adjointness and well-known mapping
properties of the pseudo-differential operator (1 − 6∆)s, the Cauchy-Schwartz inequality, and the
Trace Theorem, see Theorem A.4. Using (7.28), we see with the help of (B.8) that∣∣〈φ|ki∂iθ〉∂Ω∣∣. ‖k‖L∞(Ω)∩W 1,n(Ω)‖φ‖H1(Ω)‖θ‖H1(Ω), (7.29)
which we can use to obtain the estimate∣∣〈φ|ki∂iθ〉ΓT ∣∣ ≤ ‖k‖L∞([0,T ],L∞(Ω)∩W 1,n(Ω))‖φ‖H1(ΩT )‖θ‖H1(ΩT ).
This estimate implies the continuity of the bilinear map
H1(ΩT ,R
n)×H1(ΩT ,Rn) ∋ (φ, θ) 7−→ 〈φ|ki∂iθ〉ΓT ∈ R,
and gives meaning to the boundary term 〈ki∂iθ|φ〉ΓT .
When q = 0, ki = 0, and P ≤ 0, the existence and uniqueness of weak solutions to the IBVP (7.10)-
(7.12) (in this case, w = 0 and (7.13) is redundant) is a consequence of Theorem 2.2 from [19]. Using
similar arguments, we establish the following generalization.
Theorem 7.5. Suppose v˜0 ∈ H1(Ω,RN ), v˜1 ∈ L2(Ω,RN ), w˜1 ∈ L2(∂Ω,RN ) such that w˜1 ∈ ran(q|t=0),
the assumptions (i)-(x) from Section 7.2 are fulfilled,
P − 12∂tq − χq ≤ 0 in ΓT ,
and let
k = ‖k‖W 1,∞([0,T ],L∞(Ω)∩W 1,n(Ω)).
Then there exists a unique weak solution (v, w) to the IBVP (7.10)-(7.13), and this solution satisfies the
energy estimate
E(t) ≤ E(0) + C
∫ t
0
(
1 + ‖∂tb(τ)‖L∞(Ω) + ‖χ(τ)‖L∞(∂Ω) + |λ|‖c(τ)‖Ln(Ω)
)
E(τ)
+ ‖∂tL(τ)‖2L2(Ω) + ‖F (τ)‖2L2(Ω) + ‖g(τ)‖2H1(Ω) + ‖∂tg(τ)‖2L2(Ω) + ‖∂tθ(τ)‖2H1(Ω) dτ (7.30)
for 0 ≤ t ≤ T where C = C(κ0, κ1, µ, γ, k),
E(t) =
1
2
〈∂iv(t)|bij(t)∂jv(t)〉Ω − 1
2
〈∂tv(t)|b00(t)∂tv(t)〉Ω − 1
2
〈w(t)|q(t)w(t)〉∂Ω
+ 〈∂iv(t)|Li(t)〉Ω − 〈v(t)|ki∂iθ(t)〉∂Ω + µ
2
‖v(t)‖2L2(Ω) +
2
κ1
‖~L(t)‖2L2(Ω) +
3k2
κ1
‖θ(t)‖2H1(Ω), (7.31)
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~L = (Li), b = (bαβ), and E(t) satisfies
E(t) ≥ min
{
κ0
2
,
κ1
8
,
1
2
}
‖(v(t), w(t))‖2E
with ‖(v(t), w(t))‖2E given by
‖(v(t), w(t))‖2E = ‖v(t)‖2H1(Ω) + ‖∂tv‖2L2(Ω) + 〈w(t)|(−q(t))w(t)〉∂Ω . (7.32)
Moreover, (v, w) ∈ ⋂1j=0 Cj([0, T ], H1−j(Ω,RN ))× C0([0, T ], L2(∂Ω,RN )).
Proof. Existence (restricted initial data): Following the proof of Theorem 2.2 from [19], we employ a
Galerkin method to establish the existence of weak solutions to the IBVP (7.10)-(7.13). However, before
proceeding, we note that we can absorb g into the coefficients Lα and F under the following transforma-
tion
g 7−→ 0, Lα 7−→ Lα − ναg and F 7−→ F − ∂α(ναg).
Thus, without loss of generality, we may assume that g = 0.
To start the Galerkin scheme, we consider the following alternate weak formulation of the IBVP
obtained by testing (7.10) with φ ∈ C∞(Ω,RN ) to get
〈φ|∂t
(
b0β∂βv + L
0
)〉Ω + 〈φ|∂i(biβ∂bv + Li)〉Ω + λ〈φ|cv〉Ω = 〈φ|F 〉Ω,
which we can express after integrating by parts as
〈φ|∂t
(
b0β∂βv + L
0
)〉Ω − 〈∂iφ|biβ∂βv + Li〉Ω + 〈φ|να(bαβ∂βv + Lα)〉∂Ω + λ〈φ|cv〉Ω = 〈φ|F 〉Ω.
Applying the boundary condition (7.11) to the above equation, we obtain
〈φ|∂t
(
b0β∂βv + L
0
)〉Ω − 〈∂iφ|biβ∂βv + Li〉Ω + 〈φ|q∂2t v + P∂tv + ki∂iθ〉∂Ω + λ〈φ|cv〉Ω = 〈φ|F 〉Ω. (7.33)
We now look for solutions of (7.33) where
φ ∈ Span{φ1, φ2, . . . , φM} (7.34)
and {φI}∞I=1 ⊂ H2(Ω,RN ) is a basis for L2(Ω,RN ) satisfying:
〈φI |φJ 〉Ω = δIJ , (7.35)
〈φI |φJ 〉H1(Ω) = 0, I 6= J, (7.36)
‖πM (u)‖L2(Ω) ≤ ‖u‖L2(Ω), (7.37)
‖πM (u)‖H1(Ω) ≤ ‖u‖H1(Ω) (7.38)
and
πMu→ u as M →∞ in L2(Ω,RN ) and H1(Ω,RN ), (7.39)
where πM : L
2(Ω,RN ) −→ L2(Ω,RN ) is the self-adjoint projection operator defined by
πM (u) =
M∑
I=1
〈φI |u〉ΩφI .
The existence of such a basis is established in [27]; see, in particular, Problem 5.9.
We consider solutions to (7.33) of the form
vM (t, x) =
M∑
I=1
VI(t)φI(x). (7.40)
Substituting vM into (7.33) and setting φ = φJ , we see that coefficients VI(t) must satisfy a linear
differential equation of the form
M∑
J=1
(
AIJ (t)V
′′
J (t) +BIJ(t)V
′
I (t) + CIJVJ (t)
)
+DI(t) = 0, 0 ≤ t ≤ T, (7.41)
where
AIJ(t) = 〈φI |b00(t)φJ 〉Ω + 〈φI |q(t)φJ 〉∂Ω,
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and the coefficients AIJ(t) BIJ (t), CIJ (t) and DI(t) are bounded on [0, T ]. Moreover, it follows from
the assumptions (7.14), (7.16) and (7.17) that AIJ (t) is invertible with bounded inverse on [0, T ]. To see
this, we first note that
AIJ (t) = 〈φI |b00(t)φJ 〉Ω + 〈φI |q(t)φJ 〉∂Ω = 〈b00(t)φI |φJ〉Ω + 〈q(t)φI |φJ 〉 = AJI(t), (7.42)
or in other words, AIJ (t) is a symmetric matrix for all t ∈ [0, T ]. Next, we compute
M∑
I,J=1
cIAIJ(t)cJ =
M∑
I,J=1
(
〈cIφI |b00(t)cJφJ 〉Ω + 〈cIφI |q(t)cJφJ 〉∂Ω
)
=
〈 M∑
I=1
cIφI
∣∣∣∣b00(t) M∑
J=1
cJφJ
〉
Ω
+
〈 M∑
I=1
cIφI
∣∣∣∣q(t) M∑
J=1
cJφJ
〉
∂Ω
≤ −κ0
〈 M∑
I=1
cIφI
∣∣∣∣ M∑
J=1
cJφJ
〉
Ω
= −κ0
M∑
I=1
c2I (7.43)
where in deriving the second to last line we used the assumptions b00 ≤ κ0 and q ≤ 0, and in deriving
the final line we used the orthonormality property (7.35). Since κ0 < 0 by assumption, (7.42) and (7.43)
imply that AIJ (t) is invertible for t ∈ [0, T ].
We are now in a position to apply standard existence and uniqueness theorems for linear differential
equations to conclude that there exists a unique solution VI ∈ W 2,∞([0, T ]), 1 ≤ I ≤ M , to (7.41)
satisfying the initial conditions
VI(0) = 〈φI |v˜0〉Ω and V ′I (0) = 〈φI |v˜1〉Ω, I = 1, 2, . . . ,M, (7.44)
where v˜0, v˜1 is the initial data (7.12), which, for the moment, we assume satisfies
(v˜0, v˜1) ∈ H1(Ω,RN )×H1(Ω,RN ).
By construction, the solution (7.40) solves (7.33) for any φ satisfying (7.34), and hence, in particular, for
φ(t, x) = ∂tvM (t, x) =
M∑
I=1
V ′I (t)φI .
Substituting this into (7.33) with v = vM yields
〈∂tvM |∂t
(
b0β∂βvM + L
0
)〉Ω − 〈∂i∂tvM |biβ∂βvM + Li〉Ω
+ 〈∂tvM |q∂2t vM + P∂tvM + ki∂iθ〉∂Ω + λ〈∂tvM |cv〉Ω − 〈∂tvM |F 〉Ω = 0. (7.45)
Next, from the symmetry (7.16) of the bαβ , it is not difficult to see that
〈∂i∂tvM |biβ∂βvM + Li〉Ω = 〈∂tvM |∂t
(
b0i∂ivM + L
0
)〉Ω − 〈∂αvM |∂tLα〉Ω − 〈∂tvM |∂tb0i∂ivM 〉Ω
− 12 〈∂ivM |∂tbij∂jvM 〉Ω + ∂t
[
1
2 〈∂ivM |bij∂jvM 〉Ω + 〈∂ivM |Li〉Ω
]
.
Substituting this into (7.45), we obtain with the help the symmetry conditions (b00)tr = b00 and qtr = q
that
∂t
[
1
2
(
〈∂tvM |b00∂tvM 〉Ω − 〈∂ivM |bij∂jvM 〉Ω
)
− 〈∂ivM |Li〉Ω + 12 〈∂tvM |q∂tvM 〉∂Ω
+ 〈vM |ki∂iθ〉∂Ω
]
− 12 〈∂tvM |∂tb00∂tvM 〉Ω + 12 〈∂ivM |∂tbij∂jvM 〉Ω
+ 〈∂tvM |∂tb0j∂jvM 〉Ω + 〈∂ivM |∂tLi〉Ω + 2〈∂tvM |∂tL0〉Ω
+ 〈∂tvM |
(
P − 12∂tq
)
∂tvM 〉∂Ω − 〈vM |∂t(ki∂iθ)〉∂Ω + 〈∂tvM |λcvM − F 〉Ω = 0. (7.46)
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Introducing the energy
EM (t) = −1
2
〈∂tvM (t)|b00(t)∂tvM (t)〉Ω + 1
2
〈∂ivM (t)|bij(t)∂jvM (t)〉Ω
+ 〈∂ivM (t)|Li(t)〉Ω − 1
2
〈∂tvM (t)|q(t)∂tvM (t)〉∂Ω − 〈vM (t)|ki∂iθ(t)〉∂Ω
+
µ
2
‖vM (t)‖2L2(Ω) +
2
κ1
‖~L(t)‖2L2(Ω) +
3k2
κ1
‖θ(t)‖2H1(Ω), (7.47)
where
~L = (Li) and k = ‖k‖W 1,∞([0,T ],L∞(Ω)∩W 1,n(Ω)),
we find after differentiating EM (t) that
E′M (t) = ∂t
[
−1
2
〈∂tvM (t)|b00(t)∂tvM (t)〉Ω + 1
2
〈∂ivM (t)|bij(t)∂jvM (t)〉Ω
)
+ 〈∂ivM (t)|Li(t)〉Ω − 1
2
〈∂tvM (t)|q(t)∂tvM (t)〉∂Ω + 〈vM (t)|ki(t)∂iθ(t)〉∂Ω
]
+ µ〈vM (t)|∂tvM (t)〉Ω + 4
κ1
〈~L(t)|∂t~L(t)〉Ω + 6k
2
κ1
〈θ(t)|∂tθ(t)〉H1(Ω).
From (7.46), the assumption − 12∂tq + P − χq ≤ 0, and the estimate (7.29), it then follows that E′M
satisfies the inequality
E′M ≤ C(µ, κ1, k)
([
1 + |λ|‖c‖Ln(Ω) + ‖∂tb‖L∞(Ω) + ‖χ‖L∞(∂Ω)
](
‖vM‖2H1(Ω)
+ ‖∂tvM‖2L2(Ω) − 〈∂tvM |q∂tvM 〉∂Ω
)
+
(
‖vM‖H1(Ω) + ‖∂tv1‖L2(Ω)
+ ‖~L‖L2(Ω) + ‖θ‖H1(Ω)
)(
‖θ‖H1(Ω) + ‖∂tθ‖H1(Ω) + ‖∂tL‖L2(Ω) + ‖F‖L2(Ω)
)
. (7.48)
For the energy inequality (7.48) to be useful, we first must verify that EM controls ‖(vM , ∂tvM )‖E where
‖(·, ·)‖E is the energy norm defined by (7.32). Using Cauchy-Schwartz and Young’s (i.e. ab ≤ 12ǫa2+ ǫ2b2,
a, b ≥ 0 and ǫ > 0) inequalities together with the assumptions (7.17) and (7.18), it is clear from (7.47)
that the energy EM is bounded below by
EM ≥ κ1
4
‖vM‖2H1(Ω)+
κ0
2
‖vM‖L2(Ω)−
1
2
〈∂tvM |q∂tvM 〉L2(∂Ω)+
1
κ1
‖~L‖2L2(Ω)−〈vM |ki∂iθ〉∂Ω+
3k2
κ1
‖θ‖2H1(Ω).
From this estimate, we see with the help of Young’s inequality and (7.29) that
EM ≥ min
{
κ1
8
,
κ0
2
,
1
2
}
‖(vM , ∂tvM‖2E +
1
κ1
‖~L‖2L2(Ω) +
k2
κ1
‖θ‖2H1(Ω). (7.49)
Using this lower bound, it follows immediately from (7.48) that EM satisfies
E′M ≤ C(µ, κ1, k)
([
1 + |λ|‖c‖Ln(Ω) + ‖∂tb‖L∞(Ω) + ‖χ‖L∞(∂Ω)
]
E′M
+ ‖∂tL‖2L2(Ω) + ‖∂tθ‖2H1(Ω) + ‖F‖2L2(Ω)
)
.
Integrating this in time yields the estimate
EM (t) ≤ C(µ, κ1, k)
(
EM (0) +
∫ t
0
(
1 + |λ|‖c(τ)‖Ln(Ω) + ‖∂tb(τ)‖L∞(Ω)
+ ‖χ(τ)‖L∞(∂Ω)
)
EM (τ) + ‖∂tL(τ)‖2L2(Ω) + ‖∂tθ(τ)‖2H1(Ω) + ‖F (τ)‖2L2(Ω) dτ
)
, (7.50)
which in turn, shows by Gronwall’s inequality that
EM (t) ≤ C
(
EM (0) +
∫ t
0
‖∂tL(τ)‖2L2(Ω) + ‖∂tθ(τ)‖2H1(Ω) + ‖F (τ)‖2L2(Ω) dτ
)
(7.51)
where
C = C
(
µ, κ1, k, ‖∂tb‖L∞(ΩT ), ‖χ‖L∞(ΓT ), ‖c‖L∞([0,T ],Ln(Ω))
)
.
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The next step in constructing the solutions is to to letM →∞ and use the inequality (7.51) to provide
a uniform bound on the energy norm ‖(vM (t), ∂tvM (t))‖ for t ∈ [0, T ]. However, before we can do this,
we must first establish a uniform bound on EM (0). We begin by expressing vM (0) and ∂tvM (0) as
vM (0) = πM (v˜0) and ∂tvM (0) = πM (v˜1),
which is clear from (7.40) and (7.44). Using properties (7.37) and (7.38) of the projection operator πM ,
we obtain the bound
‖vM (0)‖2H1(Ω) + ‖∂tvM (0)‖2L2(Ω) ≤ ‖v˜0‖2H1(Ω) + ‖v˜1‖2L2(Ω). (7.52)
Additionally, we observe that
−〈∂tvM (0)|q(0)∂tvM (0)〉∂Ω . ‖q(0)∂tvM (0)‖2L2(∂Ω) (by (7.23))
. ‖q(0)‖2W 1,∞(Ω)‖∂tvM (0)‖2H1(Ω) (by Theorem A.4)
≤ ‖v˜1‖2H1(Ω) (by (7.38)). (7.53)
Taken together, the inequalities (7.52) and (7.53) imply that
EM (0) . 1, M ≥ 1,
from which the uniform bound
‖vM (t)‖H1(Ω) + ‖∂tvM (t)‖L2(Ω) + ‖q(t)∂tvM (t)|∂Ω‖L2(∂Ω) ≤ C, (M, t) ∈ N× [0, T ], (7.54)
follows by (7.23), (7.49) and (7.51). By the Banach-Alaoglu Theorem, there exists v ∈ Lp([0, T ], H1(Ω,RN )),
v˙ ∈ Lp([0, T ], L2(Ω,RN )), wˆ ∈ Lp([0, T ], L2(∂Ω,RN )), and a subsequence of vM , again denoted vM , such
that
vM ⇀ v in L
p
(
[0, T ], H1(Ω,RN )
)
, (7.55)
∂tvM ⇀ v˙ in L
p
(
[0, T ], L2(Ω,RN )
)
, (7.56)
and
q∂tvM |∂Ω ⇀ wˆ in Lp
(
[0, T ], L2(∂Ω,RN )
)
(7.57)
for any p ∈ (1,∞). Moreover, since the constant C > 0 in the inequality (7.54) is independent of
p ∈ (1,∞), we can use the property limp→∞ ‖f(t)‖Lp([0,T ]) = ‖f(t)‖L∞([0,T ]) of Lp norms to conclude
that
(v, v˙, wˆ) ∈ L∞([0, T ], H1(Ω,RN ))× L∞([0, T ], L2(Ω,RN ))× L∞([0, T ], L2(∂Ω,RN )). (7.58)
Since q∂tvM satisfies Pqq∂tvM = q∂tvM it is not difficult to see that the limit wˆ must also satisfy
Pqwˆ = wˆ. This together with the invertibility of the map q|Pq , see (7.21), allows us to write (7.57) as
q∂tvM |∂Ω ⇀ qw in L∞
(
[0, T ], L2(∂Ω,RN )
)
(7.59)
where
w := (q|Pq )−1wˆ ∈ L∞
(
[0, T ], L2(∂Ω,RN )
)
. (7.60)
Furthermore, since ∂tvM satisfies
〈∂tvM |φ〉ΩT = −〈vM |∂tφ〉ΩT
and
〈q∂tvM |φ〉ΓT = −〈∂tqvM |φ〉ΓT − 〈qvM |∂tφ〉ΓT (7.61)
for all φ ∈ C10 ([0, T ], C1(Ω,RN )), it follows from (7.55), (7.56) and (7.59) that21
〈v˙|φ〉ΩT = −〈v|∂tφ〉ΩT and 〈qw|φ〉ΓT = −〈∂tqv|φ〉ΓT − 〈qv|∂tφ〉ΓT . (7.62)
Thus, we the formulas
v˙ = ∂tv (7.63)
and
qw = q∂tv
hold in a weak sense.
21Here, we are interpreting the boundary terms on the righthand side of (7.61) via the formula (7.26).
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Next, in (7.33) with v = vM , we set
φ(t, x) =
M∑
I=1
cI(t)φI(x), cI ∈ C10 ([0, T ]), (7.64)
and integrate in time from t = 0 to t = T and by parts to obtain
〈bαβ∂βvM + Lα|∂αφ〉ΩT + 〈(∂tq − P )∂tvM |φ〉ΓT − 〈ki∂iθ|φ〉ΓT + 〈q∂tvM |∂tφ〉ΓT = 〈λcvM − F |φ〉ΩT ,
and hence, that
〈bαβ∂βv + Lα|∂αφ〉ΩT + 〈(∂tq − P )∂tv|φ〉ΓT − 〈ki∂iθ|φ〉ΓT + 〈qw|∂tφ〉ΓT = 〈λcv − F |φ〉ΩT . (7.65)
by (7.55), (7.56), (7.59) and (7.63). Furthermore, since M can be chosen arbitrarily large and we can
approximate maps C10 ([0, T ], C
1(Ω,RN ) by maps of the form (7.64), it follows that (7.65) continues to
hold for all φ ∈ C10 ([0, T ], C1(Ω,RN ).
Thus far, we have shown that the pair (v, w) defined by (7.55) and (7.60) satisfy (7.65) for all φ ∈
C10 ([0, T ], C
1(Ω,RN ). The next step is to verify that the pair (v, w) satisfies the initial conditions v|t=0 =
v˜0, ∂tv|t=0 = v˜1 and w|t=0 = Pq(0)v˜1|∂Ω. To see this, we choose a φ ∈ C1(ΩT ,RN ) that satisfies φ|t=T = 0.
Since
v ∈ C0([0, T ], L2(Ω,RN )) ⊂W 1,∞([0, T ], L2(Ω,RN )) and ∂tv ∈ L∞([0, T ], L2(Ω,RN ))
by (7.58) and (7.63), we see from integrating
∂t(φ|v) = (∂tφ|v) + (φ|∂tv)
over ΩT that
〈φ(0)|v(0)〉Ω = 〈∂tφ|v〉ΩT + 〈φ|∂tv〉ΩT . (7.66)
By a similar calculation, we also have that
〈φ(0)|πM (v˜0)〉Ω = 〈∂tφ|vM 〉ΩT + 〈φ|∂tvM 〉ΩT ,
which in turn, implies, after letting M →∞, that
〈φ(0)|v˜0〉Ω = 〈∂tφ|v〉ΩT + 〈φ|∂tv〉ΩT , (7.67)
by (7.39), (7.55), (7.56) and (7.63). Since (7.66) and (7.67) hold for all φ ∈ C1(ΩT ,RN) satisfying
φ|t=T = 0, we conclude that
v(0) = v˜0. (7.68)
To proceed, we set
φ(t, x) =
M∑
I=1
cI(t)φI(x),
where cI ∈ C1([0, T ]) and cI(T ) = 0, in (7.33) with v = vM , which we know by construction solves (7.33).
Integrating the resulting expression over t from t = 0 to t = T , we find, with the help of (7.44), that
〈q(0)πM v˜1|φ(0)〉∂Ω + 〈b00(0)πM v˜1 + b0i(0)∂iπM v˜0 + L0(0)|φ(0)〉Ω
+ 〈(P (0)− ∂tq(0))ν(πM v˜0)|φ(0)〉Ω + 〈bαβ∂βvM + Lα|∂αφ〉ΩT + 〈q∂tvM |∂tφ〉ΓT
+ 〈(∂tq − P )∂tvM |φ〉ΓT − 〈ki∂iθ|φ〉ΓT + 〈λcvM − F |φ〉ΩT = 0,
where we recall that the “boundary term” 〈(∂tq−P )∂tvM |φ〉ΓT is defined via the formula (7.27). Letting
M →∞ in the above expression, it follows from (7.39), (7.55), (7.56), (7.59) and (7.63) that
〈q(0)v˜1|φ(0)〉∂Ω + 〈b00(0)v˜1 + b0i(0)∂iv˜0 + L0(0)|φ(0)〉Ω
+ 〈(P (0)− ∂tq(0))ν(v˜0)|φ(0)〉Ω + 〈bαβ∂βv + Lα|∂αφ〉ΩT + 〈qw|∂tφ〉ΓT
+ 〈(∂tq − P )∂tv|φ〉ΓT − 〈ki∂iθ|φ〉ΓT + 〈λcv − F |φ〉ΩT = 0, (7.69)
which, by approximation, holds for all φ ∈ C1(ΩT ,RN ) satisfying φt=T = 0. Choosing φ so that
φ(t, x) = η(t)ψ(x),
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where η ∈ C10 ([0, T ]) and ψ ∈ C1(Ω), we see from (7.69), or alternatively (7.65), that∫ T
0
η′
[
〈b0β∂βv + L0 + (P − ∂tq)ν(v)|ψ〉Ω + 〈qw|ψ〉Ω
]
dt =
∫ T
0
η
[
−〈biβ∂βv + Li|∂iψ〉
+ 〈ki∂iθ|ψ〉∂Ω + 〈ν(P − ∂tq)∂tv − ∂t(P − ∂tq)ν(v)|ψ〉Ω
+ 〈∂αvα(P − ∂tq)∂tv|ψ〉Ω + 〈(P − ∂tq)∂tv|ν(ψ)〉Ω + 〈F − λcv|ψ〉Ω
]
dt. (7.70)
From this we conclude that there exists a map V ∈W 1,∞([0, T ], H1(Ω)) ⊂ C0([0, T ], H1(Ω)) such that
〈V|ψ〉H1(Ω) = 〈b0β∂βv + L0 + (P − ∂tq)ν(v)|ψ〉Ω + 〈qw|ψ〉∂Ω (7.71)
and
〈∂tV|ψ〉H1(Ω) = 〈biβ∂βv + Li|∂iψ〉Ω − 〈ki∂iθ|ψ〉∂Ω − 〈ν(P − ∂tq)∂tv − ∂t(P − ∂tq)ν(v)|ψ〉Ω
− 〈∂αvα(P − ∂tq)∂tv|ψ〉Ω − 〈(P − ∂tq)∂tv|ν(ψ)〉Ω − 〈F − λcv|ψ〉Ω (7.72)
for all ψ ∈ H1(Ω,RN ).
Fixing φ ∈ C1(ΩT ,RN ) satisfying φ|t=T = 0, we see from integrating the identity
∂t〈V|φ〉H1(Ω) = 〈∂tV|φ〉H1(Ω) + 〈V|∂tφ〉H1(Ω)
over t from t = 0 to t = T and using (7.71)-(7.72) that
〈V(0)|φ(0)〉H1(Ω)+〈bαβ∂βv + Lα|∂αφ〉ΩT + 〈qw|∂tφ〉ΓT
+ 〈(∂tq − P )∂tv|φ〉ΓT − 〈ki∂iθ|φ〉ΓT + 〈λcv − F |φ〉ΩT = 0. (7.73)
Comparing (7.69) and (7.73), we see that
lim
tց0
〈V(t)|ψ〉H1(Ω) = 〈q(0)v˜1|ψ〉∂Ω + 〈b00(0)v˜1 + b0i(0)∂iv˜0 + L0(0) + (P (0)− ∂tq(0))ν(v˜0)|ψ〉Ω (7.74)
for all ψ ∈ H1(Ω,RN ). From the formulas (7.71) and (7.74), and the regularity properties
v ∈ C0([0, T ], L2(Ω,RN )) ∩ L∞([0, T ], H1(Ω,RN )), ∂tv ∈ L∞([0, T ], L2(Ω,RN ))
w ∈ L∞([0, T ], L2(∂Ω,RN )) and V ∈ C0([0, T ], H1(Ω,RN )),
and (7.68), it is not difficult to verify that〈
lim
tց0
b00(t)(∂tv(t)− v˜1)
∣∣ψ〉
Ω
= 0, ∀ψ ∈ C10 (Ω,RN ),
from which we conclude that the weak limit limtց0 b
00(t)(∂tv(t) − v˜1) exists in L2(Ω,RN ) and is zero.
We conclude via the invertibility of b00 that
∂tv(t)⇀ v˜1 as tց 0 in L2(Ω,RN ). (7.75)
Using this fact, it follows from (7.69) and (7.73) and similar reasoning that〈
lim
tց0
q(t)(w(t) − v˜1|∂Ω)
∣∣ψ〉
∂Ω
= 0, ∀ψ ∈ C1(Ω,RN ). (7.76)
From this we see that the weak limit limtց0 q(t)(w(t) − v˜1|∂Ω) exists in L2(∂Ω,RN ) and is zero, and
hence, that
w(t)⇀ Pq(0)v˜1|∂Ω as tց 0 in L2(∂Ω,RN ). (7.77)
Collectively, (7.62), (7.65), (7.68), (7.75) and (7.77) show that the pair
(v, w) ∈ ∩1ℓ=0W ℓ,∞([0, T ], H1−ℓ(Ω))× L∞([0, T ], L2(∂Ω))
define a weak solution of the IBVP (7.10)-(7.13) for the restricted class of initial data
(v, ∂tv)|Ω0 = (v˜0, v˜1) ∈ H1(Ω)×H1(Ω) and w|Γ0 = Pq(0)v˜1|∂Ω ∈ L2(∂Ω).
Uniqueness and regularity: By adapting the arguments used by Koch in the proof of Theorem 2.2 from
[19], it is not difficult to show that weak solutions (v, w), in the sense of Definition 7.3 and not neces-
sarily the ones constructed from the Galerkin scheme above, to (7.10)-(7.13) are unique, and satisfy the
additional regularity
(v, w) ∈
1⋂
j=0
Cj
(
[0, T ], H1−j(Ω,RN )
)× C0([0, T ], L2(∂Ω,RN )),
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and the energy estimate (7.30), which, not surprisingly, is exactly the same as the energy estimate (7.50)
satisfied by the Galerkin approximations.
Existence (general initial data): The final step is to approximate general initial data
(v˜0, v˜1, w˜) ∈ H1(Ω,RN )× L2(Ω,RN )× L2(∂Ω,RN ), (7.78)
where Pq(0)w˜ = w˜, by the more regular initial data
(v˜0, v˜1, w˜ = Pq(0)v˜1|∂Ω) ∈ H1(Ω,RN )×H1(Ω,RN )× L2(∂Ω,RN ) (7.79)
for which we can prove existence via the Galerkin scheme. Weak solutions generated by initial data of
the type (7.66) are then obtained by taking weak limits of sequences of solutions generated from initial
data satisfying (7.79). 
Remark 7.6.
(i) It is clear from the proof of Theorem 7.5 that it continues to hold for G of the form
G = ki1∂iθ1 + k
i
2∂iθ2 + g,
where νik
i
a = 0, a, b = 1, 2, provided that we make the replacements
θ 7−→ ~θ = (θ1, θ1) and k = (ki) 7−→ ~k = (ki1, ki2)
along with the obvious substitutions, e.g. ‖θ‖2H1(Ω) 7→ ‖~θ‖2H1(Ω) = ‖θ1‖2H1(Ω)+‖θ2‖2H1(Ω), in the
energy estimate (7.30) and energy norm (7.31).
(ii) It is not difficult to show using an iteration method that the existence and uniqueness statement
and the energy estimate from Theorem 7.5 continues to hold if we allow the coefficients Lα, F ,
G and g to depend linearly on v provided that they satisfy estimates that preserve the form of
the energy estimate. For example, we could have
F = F¯ + Fˆ (v)
where F¯ ∈ L2(ΩT ,RN) and
‖Fˆ (v(t))‖2L2(Ω) ≤ fˆ(t)E(t), 0 ≤ t ≤ T.
In this case, we would just replace ‖F (t)‖2L2(Ω) in (7.30) with ‖F¯ (t)‖2L2(Ω) + fˆ(t)E(t).
7.4. Higher time derivatives: an instructive example. Theorem 7.5 establishes the existence and
uniqueness of (weak) solutions to the model problem. However, for the linear results to be applicable to
non-linear problems, the existence and uniqueness result of Theorem 7.5 must be generalized to include
solutions with more regularity. To give insight into our proof strategy for establishing this type of
generalization, we first consider a simplified example that contains the essential ideas, and highlights the
major steps involved in the proof. We note that this type of strategy was employed in [2] to establish the
existence and uniqueness of solutions to wave equations with jump discontinuities.
7.4.1. The simplified problem. The simplified IBVP that we consider is
−∂2t v + δij∂i∂jv − v = f in ΩT , (7.80)
νiδ
ij∂jv = q∂
2
t v + p∂tv in ΓT , (7.81)
(v, ∂tv) = (v˜0, v˜1) in Ω0, (7.82)
where we assume that q and P are constant matrices, i.e. ∂αq = ∂αp = 0, q verifies the conditions (7.14),
p satisfies p− χq ≤ 0 for some constant χ, and f ∈ X
3
2
T (Ω).
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7.4.2. The formally time differentiated system. The first step in obtaining solutions to (7.80)-(7.82) with
more regularity is to formally differentiate the equations (7.80)-(7.81) in time. We do this three times to
obtain
δij∂i∂jv0 − v0 = v2 + f0 in ΩT , (7.83)
νiδ
ij∂jv0 = qv2 + pv1 in ΓT , (7.84)
δij∂i∂jv1 − v1 = ∂tv2 + f1 in ΩT , (7.85)
νiδ
ij∂jv1 = q∂tv2 + pv2 in ΓT , (7.86)
−∂2t v2 + δij∂i∂jv2 − v2 = f2 in ΩT , (7.87)
νiδ
ij∂jv2 = q∂
2
t v2 + p∂tv2 in ΓT , (7.88)
where
vℓ = ∂
ℓ
tv and fℓ = ∂
ℓ
tf.
Of course, we could consider taking even more time derivatives provided that f was sufficiently regular,
but three time derivatives will more than suffice to illustrate the method.
7.4.3. The elliptic-hyperbolic IBVP. The next step is to view (7.83)-(7.88) as the following elliptic-
hyperbolic IBVP:
δij∂i∂jv0 − v0 = v2 + f0 in ΩT , (7.89)
νiδ
ij∂jv0 = qv2 + pv1 in ΓT , (7.90)
δij∂i∂jv1 − v1 = ∂tv2 + f1 in ΩT , (7.91)
νiδ
ij∂jv1 = qw3 + pv2 in ΓT , (7.92)
−∂2t v2 + δij∂i∂jv2 − v2 = f2 in ΩT , (7.93)
νiδ
ij∂jv2 = q∂
2
t v2 + p∂tv2 in ΓT , (7.94)
(v2, ∂tv2) = (v˜2, v˜3) in Ω0, (7.95)
∂tv2 = w˜3 in Γ0, (7.96)
where
(v˜2, v˜3, w˜3) ∈ H1(Ω)× L2(Ω)× L2(∂Ω), (7.97)
w˜3 satisfies Pq(0)w˜3 = w˜3, the variables {u0, u1, u2} are now treated as independent, and fℓ = ∂ℓtf ,
ℓ = 0, 1, 2, as defined above. By Theorem 7.5, we know that there exists a unique weak solution
(v2, w3) ∈
1⋂
j=0
Cj
(
[0, T ]H1−j(Ω,RN )
)× C0([0, T ], L2(∂Ω,RN )) (7.98)
of (7.93)-(7.96) that is generated by the initial data (7.97) and satisfies the energy estimate
‖(v2(t), w3(t))‖2E . ‖(v2(0), w3(0))‖2E +
∫ t
0
‖(v2(τ), w3(τ))‖2E + ‖∂2t f(τ)‖2L2(Ω) dτ, 0 ≤ t ≤ T.
Next, we see that (7.91)-(7.92) can be solved for v1 by appealing to Theorem B.3. It clear from the
regularity of the solution (v2, w3) given by (7.98) and Theorem B.4 that
v1 ∈ C0
(
[0, T ], H
3
2 (Ω,RN )
)
. (7.99)
It is important to observe that the 3/2-derivative spatial regularity is a consequence of the fact that we
have L2(∂Ω) control of the boundary term q(t)w3(t) and no better. Solving (7.89)-(7.90) in the same
manner, we again see by Theorems (B.3) and (B.4), and the regularity of the solutions (7.98) and (7.99)
that there exists a solution v0 of (7.89)-(7.90) satisfying
v0 ∈ C0
(
[0, T ], H2(Ω,RN )
)
. (7.100)
Again, it is important to observe that v0 gains only a 1/2-derivative in spatial regularity over v1. This
is due to the boundary control v2(t)|∂Ω ∈ H1/2(Ω) for v2, which follows from the Trace Theorem, see
Theorem A.4, and the interior regularity v2(t) ∈ H1(Ω).
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7.4.4. Solutions to the simplified system. Collectively, (7.98), (7.99) and (7.100) define a solution of the
the elliptic-hyperbolic system (7.89)-(7.96). However, it not clear if v0, in any sense, solves the original
system (7.80)-(7.82). In order to establish this, we need to verify that the relations
∂tv0 = v1 and ∂tv1 = v2
hold. Since v0 and v1 only depend continuously on time, it is not yet clear in what sense we can
differentiate them in time. To address this issue, we smooth, in time, using a mollifier Jω defined by
Jωu(t, x) =
1
ω
∫
R
ρ
(
t− τ
ω
)
u(τ, x) dτ (7.101)
where ρ ∈ C∞0 (R) satisfies
∫
R
ρ(τ) dτ = 1. Restricting our attention to t ∈ (T1, T2), where 0 < T1 <
T2 < T , and choosing ω > 0 small enough so that Jωu(t, x), for t ∈ (T1, T2), only depends on u(t, x), for
t ∈ (0, T ), we apply Jω to (7.89)-(7.92) to get
δij∂i∂jJωv0(t)− Jωv0(t) = Jωv2(t) + Jωf0(t) in Ω, (7.102)
νiδ
ij∂jJωv0(t) = qJωv2(t) + pJωv1(t) in ∂Ω, (7.103)
δij∂i∂jJωv1(t)− Jωv1(t) = ∂tJωv2(t) + Jωf1(t) in Ω, (7.104)
νiδ
ij∂jJωv1(t) = qJωw3(t) + pJωv2(t) in ∂Ω, (7.105)
for t ∈ (T1, T2).
Next, since (v2, w3) is a weak solution of (7.94)-(7.96), it satisfies
−〈∂tv2|∂tφ〉ΩT − 〈p∂tv2|φ〉ΓT + 〈qw3|∂tφ〉ΩT = −〈v2|φ〉ΩT − 〈f2|φ〉ΩT .
Setting φ = Jω(ψη), where η ∈ C1(Ω,RN ) and ψ ∈ C10 ([0, T ]), we see that
− 〈∂2t Jωv2|ψη〉ΩT − 〈p∂tJωv2|ψη〉ΓT − 〈q∂2t Jωu2|ψη〉ΓT = −〈Jωv2|ηψ〉ΩT − 〈Jωf2|ψη〉ΩT , (7.106)
where in deriving this we have used the property (7.24) of weak solutions, which here, implies that
〈qw3|∂t(Jω(ψη))〉ΓT = −〈qv2|∂2t (Jω(ψη))〉ΓT = −〈q∂2t Jωv2|ψη〉ΓT . (7.107)
Since all of the time-dependent quantities appearing in (7.106) and (7.107) are continuous in time, and
the test function ψ = ψ(t) is arbitrary, it follows that
−〈∂2t Jωv2(t)|η〉Ω − 〈p∂tJωv2(t)|η〉∂Ω − 〈q∂2t Jωu2(t)|η〉∂Ω = −〈Jωv2(t)|η〉Ω − 〈Jωf2(t)|η〉Ω
and
〈q∂tJωw3(t)|η〉Ω = 〈q∂2t Jωv2(t)|η〉Ω
for t ∈ (T1, T2) and η ∈ C1(Ω). This shows that we can view Jωv2(t), T1 < t < T2, as a weak solution of
δij∂i∂jJωv2(t)− Jωv2(t) = ∂2t Jωv2(t) + Jωf1(t) in Ω, (7.108)
νiδ
ij∂jJωv2(t) = q∂
2
t Jωv2 + pJωv2(t) in ∂Ω, (7.109)
that satisfies
q∂tJωw3(t) = q∂
2
t Jωv2(t) in ∂Ω. (7.110)
We further observe that the equality
Jωw3(t) = ∂tJωv2(t) in ∂Ω, (7.111)
for t ∈ (T1, T2),follows from (7.24), which is satisfied by the weak solution (v2, w3). This is seen by
setting φ = Jω(ψη) to get 〈qJωw3|ψη〉ΓT = −〈qJωv2|ψη〉ΓT . Since ψ ∈ C10 ([0, T ]) is arbitrary it follows
that 〈qJωw3(t)|η〉∂Ω = −〈qJωv2(t)|η〉∂Ω, for t ∈ (T1, T2) and all η ∈ C1(Ω), which proves the assertion.
Differentiating (7.102)-(7.105) in time, which is now possible due to the smoothing, we see with the
help of (7.111) and (7.110) that ∂tJωv0 and ∂tJωv1 satisfy
δij∂i∂j∂tJωv0(t)− Jω∂tv0(t) = Jω∂tv2(t) + Jωf1(t) in Ω, (7.112)
νiδ
ij∂j∂tJωv0(t) = qJωw3(t) + p∂tJωv1(t) in ∂Ω, (7.113)
δij∂i∂j∂tJωv1(t)− ∂tJωv1(t) = ∂2t Jωv2(t) + Jωf2(t) in Ω, (7.114)
νiδ
ij∂j∂tJωv1(t) = q∂
2
t Jωv2(t) + p∂tJωv2(t) in ∂Ω. (7.115)
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for t ∈ (T1, T2). It then follows from (7.104)-(7.105), (7.108)-(7.109), and (7.112)-(7.115) that the differ-
ences Jωv1 − ∂tJωv0 and Jωv2 − ∂tJωv1 satisfy the homogenous elliptic system
δij∂i∂j
(
Jωv1(t)− ∂tJωv0(t)
)− (∂tJωv1(t)− Jω∂tv0(t)) = 0 in Ω,
νiδ
ij∂j
(
Jωv1(t)− ∂tJωv0(t)
)
= 0 in ∂Ω,
δij∂i∂j
(
Jωv2(t)− ∂tJωv1(t)
) − (Jωv2(t)− ∂tJωv1(t)) = 0 in Ω,
νiδ
ij∂j
(
Jωv2(t)− ∂tJωv1(t)
)
= 0 in ∂Ω
for t ∈ (T1, T2). By uniqueness of solutions to this system, see Theorem B.3, we conclude that
Jωv1 = ∂tJωv0 and Jωv2 = ∂tJωv1 in (T1, T2)× Ω.
Testing these relations with φ ∈ C10 ([0, T ], C1(Ω,RN)), we obtain, for ω small enough,
〈Jωφ|v1〉ΩT = −〈∂tφ|Jωv0〉ΩT and 〈Jωφ|v2〉 = −〈∂tφ|Jωv1〉ΩT .
Sending ω ց 0 gives
〈φ|v1〉ΩT = −〈∂tφ|v0〉ΩT and 〈φ|v2〉ΩT = −〈∂tφ|v1〉ΩT .
From this we conclude that
v1 = ∂tv0 and v2 = ∂tv1 in ΩT .
Thus we have established the following: v0 ∈ CX 2T (Ω,RN ), v0 solves wave equation (7.80)-(7.82), and
the pair (∂2t v0, w3) define a weak solution of the twice time differentiated version of (7.80)-(7.82).
7.5. The rescaled system. We now proceed with the general existence proof for solutions to the model
problem with higher regularity following essentially the same steps taken as for the simplified example
from the previous section. All of the technical complications come from the coupling that arises between
the equations satisfied by time derivatives due to the presence of variable coefficients. Because of this
coupling, the resulting elliptic systems will not be solvable without the introduction of a smallness con-
dition for certain coefficients. To facilitate this, we introduce a small parameter ǫ > 0 into the IBVP.
Rather than considering the system (7.10)-(7.12) directly, we instead consider the system
∂α
(
Bαβ∂βv +M
α
)
+ λcv = F in ΩT , (7.116)
να
(
Bαβ∂βv +M
α) = ǫq∂2t v + ǫP∂tv +G in ΓT , (7.117)
(v, ∂tv) = (v˜0, v˜1) in Ω0, (7.118)
where
Bαβ = ǫ2δα0 δ
β
0 b
00 + ǫδα0 δ
β
j b
0j + ǫδαi δ
β
0 b
i0 + δαi δ
β
j b
ij ,
Mα = ǫδα0 L
0 + δαi L
i.
Here, we do not assume that G is of the form (7.19).
Remark 7.7. The form of the system (7.116)-(7.117) is consistent with rescaling the spatial coordinates
x = (xi) in (7.10)-(7.11) according to x 7−→ ǫx. This fact is exploited in the proof of Theorem 7.16 where
it is shown that the problem of existence and uniqueness for the unscaled system (7.10)-(7.12) can be
reduced to establishing existence and uniqueness for the rescaled system (7.116)-(7.118) with ǫ chosen
suitably small.
7.6. Elliptic estimates. Formally differentiating (7.116)-(7.117) ℓ-times with respect to t for ℓ =
0, 1, . . . , 2s− 1, we see, employing the notation (7.1), that the vℓ, 0 ≤ ℓ ≤ 2s− 1, satisfy
∂i
(
bij0 ∂βvℓ + ǫd
i
ℓvℓ + Liℓ
)
+ ǫaiℓ∂ivℓ + λcℓvℓ = Fℓ in Ω, (7.119)
νi
(
bij0 ∂βvℓ + ǫd
i
ℓvℓ + Liℓ
)
= ǫhℓvℓ + Gℓ in ∂Ω (7.120)
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where
d iℓ = ℓb
i0
1 , (7.121)
aiℓ = (1 + ℓ)b
0i
1 , (7.122)
cℓ = c+
ℓ(ℓ+ 1)
2λ
b002 , (7.123)
Liℓ = ǫbi00 vℓ+1 + Liℓ + ǫbi0ℓ v1 + ǫ
ℓ−2∑
r=1
(
ℓ
r
)
bi0ℓ−rvr+1 + b
ij
ℓ ∂jv0 +
ℓ−1∑
r=1
(
ℓ
r
)
bijℓ−r∂jvr, (7.124)
Fℓ = ǫ
(
b0j0 ∂jvℓ+1 + ǫ(ℓ+ 1)b
00
1 vℓ+1 + ǫb
00
0 vℓ+2
)
+ Fℓ − λ
(
cℓv0 +
ℓ−1∑
r=1
(
ℓ
r
)
cℓ−rvr
)
− L0ℓ+1 − ǫ
(
b0jℓ+1∂jv0 + b
0j
ℓ ∂jv1 +
ℓ−1∑
r=1
(
ℓ
r
)
b0jℓ+1−r∂jvr +
ℓ−2∑
r=1
(
ℓ
r
)
b0jℓ−r∂jvr+1
)
− ǫ2
(
b00ℓ+1v1 + b
00
ℓ v2 +
ℓ−2∑
r=1
(
ℓ
r
)
b00ℓ+1−rvr+1 +
ℓ−3∑
r=1
(
ℓ
r
)
b00ℓ−r∂jvr+2
)
, (7.125)
hℓ =
ℓ(ℓ− 1)
2
q2 + ℓP1, (7.126)
and
Gℓ = ǫq0vℓ+2 + ǫ
(
ℓq1 + P0
)
vℓ+1 +Gℓ
+ ǫ2qℓv2 + ǫ
ℓ−3∑
r=1
(
ℓ
r
)
qℓ−rvr+2 + ǫPℓv1 + ǫ
ℓ−2∑
r=1
(
ℓ
r
)
Pℓ−rvr+1. (7.127)
Just as in the simplified example from Section 7.4, we interpret (7.119)-(7.120) as a system of elliptic
equations, which will allow us to use elliptic estimates to bound the vℓ, 0 ≤ ℓ ≤ 2s − 1. Here, we use
v2s+1 as shorthand notation for a pair (v2s+1, w2s+1) ∈ L2(Ω) × L2(∂Ω), where we abuse notation and
denote qw2s+1 as qv2s+1|∂Ω.
To prepare for the elliptic estimates, we first estimate the coefficients appearing in (7.119)-(7.120),
which we collect in the following lemma. In the following, we freely employ the vector notation (7.2), e.g.
Pℓ = (P0, P1, . . . , Pℓ).
Lemma 7.8. Suppose s > n/2, s˜ ∈ [0, s], 0 ≤ ǫ ≤ 1, and (s, s˜) = (k/2, k˜/2) for k, k˜ ∈ Z. Then the
following estimates hold:
(i)
‖Gℓ‖
Hs˜−
ℓ
2 (Ω)
. ǫ
(
‖q0‖Hs(Ω)‖vℓ+2‖
Hs˜+1−
ℓ+2
2 (Ω)
+
(‖q1‖Hs(Ω) + ‖P0‖Hs(Ω))‖vℓ+1‖
Hs˜+1−
ℓ+1
2 (Ω)
)
+ ‖Gℓ‖
Hs˜−
ℓ
2 (Ω)
+
(‖Pℓ‖Xs,ℓ + ‖qℓ‖Xs,ℓ + ‖q1‖Hs(Ω))‖vℓ−1‖X s˜+1,ℓ−1 ,
for 0 ≤ ℓ ≤ 2s˜− 2, and
‖G2s˜−1|∂Ω‖L2(∂Ω) . ǫ
(
‖q0v2s˜+1‖L2(∂Ω) +
(‖q1‖Hs(Ω) + ‖P0‖Hs(Ω))‖v2s˜‖H1(Ω))+ ‖G2s˜−1|∂Ω‖L2(∂Ω)
+
(
‖P2s−2‖Xs,2s−2 + ‖P2s−1‖L2(∂Ω) + ‖∂tq2s−2‖Xs,2s−2
)
‖v2s˜−2‖X s˜+1,2s˜−2 ,
(ii)
‖Liℓ‖Hs˜− ℓ2 (Ω) . ǫ‖b0‖Hs(Ω)‖vℓ+1‖Hs˜+1− ℓ+12 (Ω) + ‖L
i
ℓ‖Hs˜− ℓ2 (Ω) + ‖bℓ‖Xs,ℓ‖vℓ−1‖X s˜+1,ℓ−1 ,
for 0 ≤ ℓ ≤ 2s˜− 2, and
‖Li2s˜−1‖L2(Ω) . ǫ‖b0‖Hs(Ω)‖v2s‖H1(Ω) + ‖Li2s˜−1‖L2(Ω) + ‖b2s−1‖Xs,2s−1‖v2s˜−2‖X s˜+1,2s˜−2 ,
(iii) and
‖Fℓ‖
Hs˜−1−
ℓ
2 (Ω)
. ǫ
(‖b0‖Hs(Ω) + ‖b1‖Hs− 12 (Ω))(‖vℓ+1‖Hs˜+1− ℓ+12 (Ω) + ‖vℓ+2‖Hs˜+1− ℓ+22 (Ω))
+ ‖Fℓ‖
Hs˜−1−
ℓ
2 (Ω)
+ ‖L0ℓ+1‖Hs˜−1− ℓ2 (Ω) +
(‖bℓ+1‖Xs,ℓ+1 + ‖cℓ‖Xs,ℓ)‖vℓ−1‖X s˜+1,ℓ−1
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for 0 ≤ ℓ ≤ 2s˜− 2, and
‖F2s˜−1‖L2(Ω) . ǫ
(‖b0‖Hs(Ω) + ‖b1‖Hs− 12 (Ω))(‖v2s˜‖H1(Ω) + ‖v2s˜+1‖L2(Ω))+ ‖F2s˜−1‖L2(Ω)
+ ‖L02s˜‖L2(Ω) +
(‖b2s‖Xs,2s + ‖c2s−1‖Xs,2s−1)‖v2s˜−2‖X s˜+1,2s˜−2 .
Proof. From the assumptions s = k/2 > n/2 and s˜ = k˜/2 ∈ [0, s], it follows directly from the fractional
multiplication inequality, Theorem A.7, that the estimates
‖q0vℓ+2‖
Hs˜−
ℓ
2 (Ω)
. ‖q0‖Hs(Ω)‖vℓ+2‖
Hs˜+1−
ℓ+2
2 (Ω)
,
‖(ǫℓq1 + P0)vℓ+1‖
Hs˜−
ℓ
2 (Ω)
.
(‖q1‖Hs(Ω) + ‖P0‖Hs(Ω))‖vℓ+1‖
Hs˜+1−
ℓ+1
2 (Ω)
,
‖qℓv2‖
Hs˜−
ℓ
2 (Ω)
. ‖qℓ‖
Hs−
ℓ
2 (Ω)
‖v2‖Hs˜+1−1(Ω),
‖qℓ−rvr+2‖
Hs˜−
ℓ
2 (Ω)
. ‖qℓ−r‖
Hs−
ℓ−r
2 (Ω)
‖vr+2‖
Hs˜+1−
r+2
2 (Ω)
, 1 ≤ r ≤ ℓ− 3,
‖Pℓv1‖
Hs˜−
ℓ
2 (Ω)
. ‖Pℓ‖
Hs−
ℓ
2 (Ω)
‖v1‖
Hs˜+1−
1
2 (Ω)
,
and
‖Pℓ−1vr+1‖
Hs˜−
ℓ
2 (Ω)
. ‖Pℓ−r‖
Hs−
ℓ−r
2 (Ω)
‖vr+1‖
Hs˜+1−
r+1
2 (Ω)
, 1 ≤ r ≤ ℓ− 2,
hold for 0 ≤ ℓ ≤ 2s˜− 1. Using these estimates, it is clear from (7.127) that Gℓ can be estimated by
‖Gℓ‖
Hs˜−
ℓ
2 (Ω)
. ǫ
(
‖q0‖Hs(Ω)‖vℓ+2‖
Hs˜+1−
ℓ+2
2 (Ω)
+
(‖q1‖Hs(Ω) + ‖P0‖Hs(Ω))‖vℓ+1‖
Hs˜+1−
ℓ+1
2 (Ω)
)
+ ‖Gℓ‖
Hs˜−
ℓ
2 (Ω)
+
(‖Pℓ‖Xs,ℓ + ‖qℓ‖Xs,ℓ + ‖q1‖Hs(Ω))‖vℓ−1‖X s˜+1,ℓ−1
for 0 ≤ ℓ ≤ 2s˜ − 2, which proves the first estimate. The remaining estimates can be established in a
similar fashion. 
Proposition 7.9. Suppose s > n/2+1, s = k/2 for k ∈ Z≥0, m ∈ {0, 1, 2, . . . , 2s−1}, and (vm+1, vm+2)
satisfy
(vm+1, vm+2) ∈ Hs+1−
m+1
2 (Ω,RN )×Hs+1−m+22 (Ω,RN ), if 0 ≤ m ≤ 2s− 2
and
(v2s, v2s+1, q0v2s+1|∂Ω) ∈ H1(Ω,RN )× L2(Ω,RN )× L2(∂Ω,RN ) if m = 2s− 1.
Then there exist constants
λ∗ = λ∗(σ, µ) ≥ 1 and δ∗ = δ∗
(
κ1, ‖bi01 ‖Hs− 12 (Ω), ‖q2‖Hs−1(Ω), ‖P1‖Hs− 12 (Ω)
)
≥ 1,
such that for each (λ, ǫ) ∈ [λ∗,∞)× [0, 1δ∗ ] there exists a unique solution
vm = (v0, v1, . . . , vm) ∈ Xs+1,m(Ω,RN )
to the sequence of equations (7.119)-(7.120) for 0 ≤ ℓ ≤ m. Moreover, this solution satisfies the estimate
‖vm‖Xs+1,m ≤ C
(‖Fm‖Xs−1,m + ‖L0m+1‖Xs−1,m + ‖Gm‖Xs,m + ‖Lim‖Xs,m + ǫVm])
for 0 ≤ m ≤ 2s− 2 and
‖v2s−1‖Xs+1,2s−1 ≤ C
(‖F2s−2‖Xs−1,2s−2 + ‖F2s−1‖L2(Ω) + ‖L02s−1‖Xs−1,2s−2 + ‖L02s‖L2(Ω)
+ ‖G2s−2‖Xs,2s−2 + ‖G2s−1|∂Ω‖L2(∂Ω) + ‖Li2s−1‖Xs,2s−1 + ǫV2s−1
])
if m = 2s− 1, where {L0m+1,Lim,Fm,Gm} are defined using the vector notation (7.2),
Vm =
{
‖vm+1‖
Hs+1−
m+1
2 (Ω)
+ ‖vm+2‖
Hs+1−
m+2
2 (Ω)
if 0 ≤ m ≤ 2s− 2
‖vm+1‖H1(Ω) + ‖vm+2‖L2(Ω) + ‖q0vm+2‖L2(∂Ω) if m = 2s− 1
and
C = C
(
κ1, µ, σ, λ, ρ
)
with
ρ =
(
‖b2s‖Xs,2s , ‖c2s−1‖Xs,2s−1 , ‖P2s−2‖Xs,2s−2 , ‖q2s−2‖Xs,2s−2 , ‖∂tq2s−2‖Xs,2s−2 , ‖P2s−1‖L2(∂Ω)
)
.
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Proof. We use proof by induction.
Base case: From Theorems B.3 and B.4, Lemma 7.8, and the Sobolev inequalities (Theorems A.2 and
A.3), we see that there exists constants22
δ∗ = δ∗
(
κ1, ‖bi01 ‖Hs− 12 (Ω), ‖q2‖Hs−1(Ω), ‖P1‖Hs− 12 (Ω)
)
≥ 1 and λ∗ = λ∗(σ, µ) ≥ 1
such that (7.119)-(7.120) has a unique solution v0 = v0 ∈ Xs+1,0(Ω,RN ) = Hs+1(Ω,RN ) for ℓ = 0 and
(λ, ǫ) ∈ [λ∗,∞)× [0, 1δ∗ ] that satisfies the bound
‖v0‖Xs+1,0 ≤ C0
(‖F0‖Xs−1,0 + ‖L01‖Xs−1,0 + ‖G0‖Xs,0 + ‖Li0‖Xs,0 + ǫV0])
where
C0 = C0
(
κ1, µ, σ, λ, ρ
)
(7.128)
with ρ and V0 as defined above in the statement of the proposition.
Induction hypothesis: With the base case covered, we fix m ∈ {0, 1, . . . , 2s − 3} and assume that the
system (7.119)-(7.120), 0 ≤ ℓ ≤ m, has for (λ, ǫ) ∈ [λ∗,∞) × [0, 1δ ] with δ ≥ δ∗ a unique solution
vm ∈ Xs+1,m(Ω,RN ) satisfying the bound
‖vm‖Xs+1,m ≤ Cm
(‖Fm‖Xs−1,m + ‖L0m+1‖Xs−1,m + ‖Gm‖Xs,m + ‖Lim‖Xs,m + ǫVm]) (7.129)
for some constant Cm of the form (7.128) and Vm is as defined in the statement of the proposition.
Induction step: Appealing again to Theorems B.3 and B.4, we see using Lemma 7.8, and the Sobolev
inequalities that for (λ, ǫ) ∈ [λ∗,∞)× [0, 1δ∗ ] the BVP (7.119)-(7.120) with ℓ = m+1 has a unique solution
vm+1 ∈ Hs+1−m+12 (Ω,RN ) satisfying
‖vm+1‖
Hs+1−
m+1
2 (Ω)
≤ cm+1
(‖Fm+1‖Xs−1,m+1 + ‖L0m+2‖Xs−1,m+1
+ ‖Gm+1‖Xs,m+1 + ‖Lim+1‖Xs,m+1 + ‖vm‖Xs+1,m + ǫVm+1
)
(7.130)
where cm+1 is a constant of the form (7.128). Fixing δ ≥ 2Cmcm+1, (7.129) and (7.130) imply that the
estimate
‖vm+1‖
Hs+1−
m+1
2 (Ω)
≤ Cm+1
(‖Fm+1‖Xs−1,m+1 + ‖L0m+2‖Xs−1,m+1
+ ‖Gm+1‖Xs,m+1 + ‖Lim+1‖Xs,m+1 + ǫVm+1
)
holds for all (λ, ǫ) ∈ [λ∗,∞)× [0, 1δ ] where Cm+1 is again a constant of the form (7.128). Combining this
estimate with (7.129) yields the desired estimate
‖vm+1‖Xs+1,m+1 ≤ Cm+1
(‖Fm+1‖Xs−1,m+1 + ‖L0m+2‖Xs−1,m+1
+ ‖Gm+1‖Xs,m+1 + ‖Lim+1‖Xs,m+1 + ǫVm+1
)
, (7.131)
which holds for m = 0, 1, . . . , 2s− 3.
Final estimate: For m = 2s− 1, the final estimate
‖v2s−1‖Xs+1,2s−1 ≤ C
(‖F2s−2‖Xs−1,2s−2 + ‖F2s−1‖L2(Ω) + ‖L02s−1‖Xs−1,2s−2 + ‖L02s‖L2(Ω)
+ ‖G2s−2‖Xs,2s−2 + ‖G2s−1|∂Ω‖L2(∂Ω) + ‖Li2s−1‖Xs,2s−1 + ǫV2s−1
])
follows using similar arguments as above from the estimate (7.131), Lemma 7.8, and the elliptic theory
from Appendix B. 
22We fix here δ∗ to be the maximum of the constants computed by setting ai = aiℓ, d
i = d iℓ, and h = hℓ in Theorem
B.3 for ℓ = 0, 1, . . . 2s− 1.
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7.7. Existence and uniqueness for the model problem. Following the analysis of the simplified
problem contained in Section 7.4, the first step to obtaining existence and uniqueness for the rescaled
model problem (7.116)-(7.118) is to consider the following elliptic-hyperbolic IBVP, which is obtained
from formally differentiating the rescaled model problem in time:
∂i
(
bij∂jvℓ + ǫd
i
ℓvℓ + Liℓ
)
+ ǫaiℓ∂ivℓ + λcℓvℓ = Fℓ in Ω, (7.132)
νi
(
bij∂jvℓ + ǫd
i
ℓvℓ + Liℓ
)
= ǫhℓv + Gℓ in ∂Ω, (7.133)
∂α
(
Bαβ∂βv2s +Mα2s
)
+ λcv2s = F2s in ΩT , (7.134)
να
(
Bαβ∂βv2s +Mα2s)− ǫ2q∂2t v2s − ǫP∂tv2s = G2s in ΓT , (7.135)
(v2s, ∂tv2s) = (v˜2s, v˜2s+1) in Ω0, (7.136)
Pq∂tv2s = w˜2s+1 in Γ0 (7.137)
where 0 ≤ ℓ ≤ 2s− 1, Pq , as defined previously, is the projection onto ran(q),
Mα2s = 2sBα01 v2s +
2s−2∑
r=0
(
2s
r
)
Bα02s−rvr+1 +
2s−1∑
r=0
(
2s
r
)
Bαi2s−r∂ivr +M2s,
P = P + ǫ2s∂tq,
F2s = F2s − λ
2s−1∑
r=0
(
2s
r
)
c2s−rvr,
G2s = G2s + ǫ
(
P2sv1 +
2s−2∑
r=1
(
2s
r
)
P2s−rvr+1 + 2sP1v2s
)
+ ǫ2
(2s−3∑
r=0
(
2s− 1
r
)
q2s−rvr+2 +
2s(2s− 1)
2
q2v2s
)
,
and we are using the notation v2s+1 = ∂tv2s and qv2s+1|ΓT = qw2s+1 while, otherwise, treating the vℓ,
0 ≤ ℓ ≤ 2s − 1, as independent variables. Here, we assume that the coefficients, Bαβ , P , q, etc., are
time dependent maps, and in the following, we employ the notation (7.1) for time derivatives of these
coefficients, and (7.2) and (7.3) for collections of time derivatives.
Lemma 7.10. Suppose s > n/2 + 1, 0 ≤ ǫ ≤ 1, and s = k/2 for k ∈ Z≥0. Then the following estimates
hold:
‖Mi2s‖L2(Ω) . ‖Li2s‖L2(Ω) + ‖b‖Es‖v2s‖Xs+1,2s ,
‖∂tM2s‖L2(Ω) . ‖L2s+1‖L2(Ω) +
(
‖b‖Es + ‖∂tb‖Es
)(
‖v2s‖Xs+1,2s + ‖∂tv2s‖L2(Ω)
)
,
‖F2s‖L2(Ω) . ‖F2s‖L2(Ω) + λ‖c‖Es‖v2s−1‖Xs+1,2s−1
and
‖G2s − (G2s + ǫP2sv1)‖H1(Ω) .
(
‖∂2t q2s−2‖Xs,2s−2 + ‖∂tP2s−2‖Xs,2s−2
)
‖v2s‖Xs+1,2s .
Proof. The proof of this lemma follows from similar arguments used to prove the estimates from Lemma
7.8. We omit the details. 
With the preliminary estimates out of the way, we are now ready to prove the existence and uniqueness
of solutions to the elliptic-hyperbolic IBVP (7.132)-(7.137).
Remark 7.11. To simplify the statement of the following existence and uniqueness theorems, we will not
explicitly state the spaces in which the coefficients, i.e. F , Lα, bαβ , etc., lie. This will be clear from the
various norms on the coefficients in that the coefficients will need to lie in the appropriate spaces defined
in Section 7.1.2 so that all of the norms that appears make sense.
Theorem 7.12. Suppose s > n/2 + 1, s = k/2 for k ∈ Z, ǫ0 > 0, the coefficients {bαβ, c, q} satisfy
(7.14)-(7.18) for constants κ0, κ1, σ > 0 and µ ≥ 0, there exists a function χ = χ(t, x) such that
ǫP + ǫ
(
2s− 32
)
∂tq − χq ≤ 0 in ΓT
for 0 < ǫ ≤ ǫ0, v˜2s ∈ H1(Ω,RN ), v˜2s+1 ∈ L2(Ω,RN ), w˜2s+1 ∈ L2(∂Ω,RN ) satisfies Pq(0)w˜2s+1 = w˜2s+1,
∂2st P = k
i
1∂iθ1 + g1 and ∂
2s
t G = k
i
2∂iθ2 + g2
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where νik
i
a = 0 for a = 1, 2. Then there exist constants λ
∗ = λ∗(σ, µ) ≥ 1 and
δ∗ = δ∗
(
κ1, sup
0≤t≤T
‖∂tbi0(t)‖
Hs−
1
2 (Ω)
, sup
0≤t≤T
‖∂2t q(t)‖Hs−1(Ω), sup
0≤t≤T
‖∂tP (t)‖
Hs−
1
2 (Ω)
)
≥ 1,
such that for each (λ, ǫ) ∈ [λ∗,∞)× (0,min{ 1δ∗ , ǫ0}] there exists a unique solution
(v2s−1, v2s, w2s+1) ∈ C0
(
[0, T ], Xs+1,2s−1(Ω,RN )
)× 1⋂
j=0
Cj
(
[0, T ], H1−j(Ω,RN )
)×C([0, T ], L2(∂Ω,RN )),
to (7.132)-(7.137). Moreover, by choosing ǫ0 > 0 small enough, (v2s−1, v2s, w2s+1) satisfies the energy
estimate
|||(v2s−1(t), v2s(t), w2s+1(t))|||2s+1 ≤ C
[
|||(v2s−1(0), v2s(0), w2s+1(0))|||2s+1 + α0
+
∫ t
0
α1(τ)
(
|||(v2s−1(τ), v2s(τ), w2s+1(τ))|||2s+1 + α2(τ)
)
dτ
]
for (t, ǫ) ∈ [0, T ]× (0, ǫ0], where α0 = ‖F (0)‖2Es−1,2s−2 + ‖∂2s−1t F (0)‖2L2(Ω) + α2(0),
|||(v2s−1(t), v2s(t), w2s+1(t))|||2s+1 = ‖v2s−1(t)‖2Xs+1,2s−1 + ‖(v2s(t), w2s+1(t))‖2E ,
α1(t) = 1 + ‖χ(t)‖2Hs(Ω) + ‖∂tb(t)‖2Es + ‖c(t)‖2Es + ‖∂tP (t)‖2Es,2s−2
+ ‖∂2t q(t)‖2Es,2s−2 + ‖g1(t)‖2E1 + ‖θ1(t)‖2H1(Ω) + ‖θ1(t)‖2H1(Ω), (7.138)
α2(t) = ‖∂tF (t)‖2Es−1,2s−2 + ‖∂2st F (t)‖2L2(Ω) + ‖L(t)‖2Es + ‖∂tL(t)‖2Es + ‖G(t)‖2Es,2s−2
+ ‖∂tG(t)‖2Es,2s−2 + ‖g2(t)‖2E1(Ω) + ‖θ1(t)‖2H1(Ω) + ‖θ1(t)‖2H1(Ω), (7.139)
and
C = C
(
κ0, κ1, µ, σ, γ, λ, ρ
)
with
ρ = ‖b‖XsT + ‖c‖Xs,2s−1T + ‖P‖Xs,2s−2T + ‖∂
2s−1
t P‖L∞([0,T ],L2(∂Ω))
+ ‖q‖L∞([0,T ],Hs(Ω)) + ‖∂tq‖Xs,2s−2T + ‖~k‖W 1,∞([0,T ],Hs(Ω)) (7.140)
and ~k = (ki1, k
i
2).
Proof. Given v2s(t) ∈ H1(Ω,RN ), ∂tv2s(t) ∈ L2(Ω,RN ), and w2s+1(t) ∈ L2(∂Ω,RN ) with ran(w2s+1(t)) ⊂
ran(q(t)), it follows from Proposition 7.9 that there exists constants λ∗ = λ∗(σ, µ) ≥ 1 and
δ∗ = δ∗
(
κ1, ‖∂tbi0‖
L∞([0,T ],Hs−
1
2 (Ω))
, ‖∂2t q‖L∞([0,T ],Hs−1(Ω)), ‖∂tP‖L∞([0,T ],Hs− 12 (Ω))
)
≥ 1,
such that for each (λ, ǫ) ∈ [λ∗,∞) × (0, 1δ∗ ], there exists a unique solution v2s−1(t) ∈ Xs+1,2s−1(Ω,RN )
of (7.132)-(7.133) for ℓ = 0, . . . , 2s− 1 that satisfies
‖v2s−1(t)‖Xs+1,2s−1 ≤ C
(
‖F (t)‖Es−1,2s−2 + ‖∂2s−1t F (t)‖L2(Ω) + ‖∂tL0(t)‖Es−1,2s−2 + ‖∂2st L0(t)‖L2(Ω)
+ ‖G(t)‖Es,2s−2 + ‖∂2s−1t G(t)|∂Ω‖L2(∂Ω) + ‖Li(t)‖Es,2s−1 + ǫ‖(v2s(t), w(t)2s+1‖E
)
(7.141)
where C = C(κ1, µ, σ, γ, λ, ρ) with ρ given by (7.140). Here, we are interpreting v2s−1(t) as a non-local
map that depends linearly on (v2s(t), w2s+1(t)) and satisfies the estimates (7.141).
By assumption, ∂2st P = k
i
1∂iθ1 + g1 and ∂
2s
t G = k
i
2∂iθi + g2, which implies that
∂2st G+ ǫ∂
2s
t Pv1 = ǫk
i
1∂i(θ1v1) + k
i
2∂iθ2 − ki1θ1∂iv1 + ǫg1v1 + g2.
From this, the estimate (7.141) and Lemma 7.10, we are able to conclude from Theorem 7.5 the existence
of a unique weak solution
(v2s, w2s+1) ∈
1⋂
j=0
Cj
(
[0, T ], H1−j(Ω,RN )
)× C([0, T ], L2(∂Ω,RN )) (7.142)
A PRIORI ESTIMATES FOR RELATIVISTIC LIQUID BODIES 47
of the IBVP defined by (7.135)-(7.137) that satisfies the energy estimate
‖(v2s(t), w2s+1(t))‖2E ≤ C
(
‖(v2s(0), w2s+1(0))‖2E + α0
+
∫ t
0
α1(τ)
(
|||(v2s−1(τ), v2s(τ), w2s+1(τ))|||2s+1 + β(τ)
)
dτ (7.143)
where C = C(κ0, κ1, σ, γ, µ, λ, ρ), α1 is defined by (7.138),
β(t) = ‖∂2st F (t)‖2L2(Ω) + ‖∂2st L(t)‖2L2(Ω) + ‖∂2s+1t L(t)‖2L2(Ω)
+ ‖g(t)‖2H1(Ω) + ‖∂tg(t)‖2L2(Ω) + ‖θ(t)‖2H1(Ω) + ‖∂tθ(t)‖2H1(Ω)
and
|||(v2s−1(t), v2s(t), w2s+1(t))|||2s+1 = ‖v2s−1(t)‖2Xs+1,2s−1 + ‖(v2s(t), w2s+1(t))‖2E .
Since the linear mapH1(Ω,RN )×L2(Ω,RN )×L2(∂Ω,RN ) ∈ (v2s, ∂tv2s, w2s+1) 7−→ v2s−2 ∈ Xs+1,2s−1(Ω,RN )
is bounded, it is clear from (7.142) that
v2s−1 ∈ C0
(
[0, T ], Xs+1,2s−1(Ω,RN )
)
.
Next, we observe that the integral estimate
‖F (t)‖2Es−1,2s−2 + ‖∂2s−1t F (t)‖2L2(Ω) + ‖∂tL0(t)‖2Es−1,2s−2 + ‖∂2st L0(t)‖2L2(Ω) + ‖Li(t)‖2Es,2s−1 + ‖G(t)‖2Es,2s−2
. ‖F (0)‖2Es−1,2s−2 + ‖∂2s−1t F (0)‖2L2(Ω) + ‖L(0)‖2Es + ‖G(0)‖2Es,2s−2 +
∫ t
0
‖∂tF (τ)‖2Es−1,2s−2
+ ‖∂2st F (τ)‖2L2(Ω) + ‖L(τ)‖2Es + ‖∂tL(τ)‖2Es + ‖G(τ)‖2Es,2s−2 + ‖∂tG(τ)‖2Es,2s−2 dτ (7.144)
follows directly from Proposition A.15. We also observe that
∂t‖∂2s−1t G‖2L2(∂Ω) = 2〈∂2s−1t G|∂2st G〉∂Ω
= 2〈∂2s−1t G|ki2∂iθ2〉∂Ω + 2〈∂2s−1t G|g2〉∂Ω
. ‖k2‖L∞([0,T ],W 1,∞(Ω))‖∂2s−1t G‖H1(Ω)
(‖g2‖H1(Ω) + ‖θ2‖H1(Ω))
where in deriving the last inequality we used (7.29) and Theorem A.4. Integrating this inequality in time
gives
‖∂2s−1t G(t)‖2L2(∂Ω) . ‖∂2s−1t G(0)‖2L2(∂Ω)
+ ‖k2‖L∞([0,T ],W 1,∞(Ω))
∫ t
0
‖∂2s−1t G(τ)‖2H1(Ω) + ‖g2(τ)‖2H1(Ω) + ‖θ2(τ)‖2H1(Ω) dτ. (7.145)
Combining the estimates (7.141), (7.144), and (7.145), we find that
‖v2s−1(t)‖2Xs+1,2s−1 ≤ C
(
α0 +
∫ t
0
α2(τ) dτ + ǫ
2‖(v2s−1(t), w2s(t))‖2E
)
(7.146)
where C = C(κ1, µ, σ, γ, λ, ρ) and α2 is given by (7.139). Since the constant C in (7.146) is independent
of ǫ, we see that by choosing ǫ0 > 0 small enough that
‖v2s−1(t)‖2Xs+1,2s−1 −
1
2
‖(v2s−1(t), w2s(t))‖2E ≤ C
(
α0 +
∫ t
0
α2(τ) dτ
)
. (7.147)
for ǫ ∈ (0, ǫ0]. Adding the estimates (7.143) and (7.147) yields the desired energy estimate and completes
the proof. 
Remark 7.13. From the proof of Theorem 7.12, it is not difficult to see that the energy estimate continues
to hold under the following weaker assumptions on the coefficients Lµ provided that we make the following
changes:
‖L(t)‖2Es + ‖∂tL(t)‖2Es 7−→ ‖∂2tL0(t)‖2Es−1,2s−2 + ‖∂2s+1t L0(t)‖2L2(Ω) + ‖∂tLi(t)‖2Es,2s−1
in α2(t), and
α0 7−→ α2(0) + ‖F (0)‖2Es−1,2s−2 + ‖∂2s−1t F (0)‖2L2(Ω) + ‖∂tL0(0)‖2Es−1,2s−2 + ‖∂2st L0(0)‖2L2(Ω) + ‖Li(0)‖2Es,2s−1 .
Although we will not make use of this observation in this article, we note it here because it may be of
use in other application of this linear theory to non-linear problems.
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In order to go from solutions of (7.132)-(7.137) to solutions of (7.116)-(7.118), we need to ensure that
the initial data
(v, ∂tv)|Ω0 = (v˜0, v˜1) ∈ Hs+1(Ω,RN )×Hs+
1
2 (Ω,RN ) (7.148)
satisfies the compatibility conditions given by
v˜ℓ := ∂
ℓ
tv|Ω0 ∈ Hs+1−
ℓ
2 (Ω,RN ), 2 ≤ ℓ ≤ 2s, (7.149)
v˜2s+1 := ∂
2s+1
t v|Ω0 ∈ L2(Ω). (7.150)
Here, the time derivatives ∂ℓtv|Ω0 , ℓ ≥ 2, are generated from the initial data (7.148) by formally differen-
tiating (7.116) with respect to t and evaluating at t = 0.
Corollary 7.14. Suppose s > n/2 + 1, s = k/2 for k ∈ Z, ǫ0 > 0,w˜2s+1 ∈ L2(∂Ω,RN ) satisfies
Pq(0)w˜2s+1 = w˜2s+1, the coefficients {bαβ, c, q} satisfy (7.14)-(7.18) for constants κ0, κ1, σ > 0 and µ ≥ 0,
there exists a function χ = χ(t, x) such that
ǫP + ǫ
(
2s− 32
)
∂tq − χq ≤ 0 in ΓT
for 0 < ǫ ≤ ǫ0,
∂2st P = k
i
1∂iθ1 + g1 and ∂
2s
t G = k
i
2∂iθ2 + g2
where νik
i
a = 0, a = 1, 2, and the initial data (v˜0, v˜1) ∈ Hs+1(Ω,RN )×Hs+
1
2 (Ω,RN ) verify the compati-
bility conditions (7.149)-(7.150) for 0 < ǫ ≤ ǫ0. Then there exist constants λ∗ = λ∗(σ, µ) ≥ 1 and
δ∗ = δ∗
(
κ1, sup
0≤t≤T
‖∂tbi0(t)‖
Hs−
1
2 (Ω)
, sup
0≤t≤T
‖∂2t q(t)‖Hs−1(Ω), sup
0≤t≤T
‖∂tP (t)‖
Hs−
1
2 (Ω)
)
≥ 1,
such that for each (λ, ǫ) ∈ [λ∗,∞)× (0,min{ 1δ∗ , ǫ0}] there exists a unique solution v ∈ CX s+1T (Ω,RN ) to
the IBVP (7.116)-(7.118). Moreover, there exists a map w2s+1 ∈ C
(
[0, T ], L2(Ω,RN )
)
such that
(i) (∂2st v, w2s+1) is the unique weak solution of the linear wave equations obtained by differentiating
(7.116)-(7.117) 2s-times with respect to t satisfying (∂2st v(0), w2s+1(0)) = (v˜2s+1, w˜2s+1), and
(ii) for ǫ0 > chosen small enough, the pair (v, w2s+1) satisfy the energy estimate
|||(v(t), w2s+1(t))|||2s+1 ≤ C
(
|||(v(0), w2s+1(0))|||2s+1 + α0
+
∫ t
0
α1(τ)
(
|||(v(τ), w2s+1(τ))|||2s+1 + α2(τ)
)
dτ
)
(7.151)
where C = C
(
κ0, κ1, σ, γ, µ, λ, ρ
)
, ρ and the αi are as defined in Theorem 7.12, and
|||(v(t), w2s+1(t))|||2s+1 = ‖v(t)‖2Es+1 + 〈w2s+1(t)|(−q(t))w2s+1(t)〉∂Ω.
Proof. Given initial data (v˜0, v˜1) ∈ Hs+1(Ω,RN )×Hs+ 12 (Ω,RN ) satisfying the compatibility conditions
(7.149)-(7.150), we let
(v2s−1, v2s, w2s+1) ∈ C0
(
[0, T ], Xs+1,2s−1(Ω,RN )
)× 1⋂
j=0
Cj
(
[0, T ], H1−j(Ω,RN )
)×C([0, T ], L2(∂Ω,RN )),
denote the unique solution to (7.132)-(7.137), which we know exists for (λ, ǫ) ∈ [λ∗,∞)×(0,min{ 1δ∗ , ǫ0}]
by Theorem 7.12. To proceed, we assume that the vℓ(t), ℓ = 0, . . . , 2s− 1, are differentiable in time and
satisfy ∂tvℓ(t) ∈ Hs+1− ℓ+12 (Ω,RN ), ℓ = 0, . . . , 2s− 1. This assumption can be made rigorous by applying
the mollifier Jω, see (7.101), to the equations (7.132)-(7.135), in analogy to what was done in the analysis
of the simplified problem in Section 7.4. Commuting the mollifiers with the coefficients, which are now
variable, it follows that the smoothed variables Jωvℓ satisfy the same type of equations up to remainder
terms involving commutators of the type [Jω, (·)], where (·) represents the system coefficients. Using
standard properties of mollifiers, it is not difficult to see that these remainder terms are harmless as far
as this proof is concerned.
Under the differentiability assumption, a straightforward calculation shows that the differences vℓ :=
∂tvℓ−1 − vℓ, ℓ = 1, . . . , 2s− 1, define a solution to a collection of elliptic equations of the form
∂i
(
bij∂βvℓ + ǫd
i
ℓvℓ + L
i
ℓ
)
+ ǫaiℓ∂ivℓ + λcℓvℓ = Fℓ in Ω, (7.152)
νi
(
bij∂βvℓ + ǫd
i
ℓvℓ + L
i
ℓ
)
= ǫhℓvℓ +Gℓ in ∂Ω (7.153)
where the source terms Liℓ, Fℓ, and Gℓ are homogenous in the variables vℓ and satisfy homogeneous
versions of the estimates from Lemma 7.8; that is, estimates that a
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(Gℓ,Liℓ,Fℓ) 7→ (Gℓ,Liℓ,Fℓ) and (Gℓ, Liℓ, Fℓ) 7→ (0, 0, 0) for 1 ≤ ℓ ≤ 2s− 1. The only point that one has to
be somewhat careful about is to remember that on the boundary the equality q∂tv2s − qw2s+1 = 0 holds
since it is true in a weak sense, see Remark 7.4.(i). Furthermore, it is not difficult to verify that the last
term v2s defines a weak solution of an equation of the form (7.152)-(7.153) with ℓ = 2s, where again the
source terms Li2s, F2s, and G2s are homogenous in the variables vℓ and satisfy the estimates
‖G2s|∂Ω‖L2(∂Ω) + ‖Li2s‖L2(Ω) + ‖Fℓ‖L2(Ω) .
2s∑
ℓ=1
‖vℓ‖
Hs+1−
ℓ
2 (Ω)
.
By Proposition 7.9 and Theorem B.3, we know that solutions to (7.152)-(7.153) are unique for (λ, ǫ) ∈
[λ∗,∞) × (0, 1δ∗ ], and so, we conclude that the trivial solution, given by vℓ = 0 for 1 ≤ ℓ ≤ 2s, is the
unique solution. From this, we see that ∂tvℓ = vℓ+1, 0 ≤ ℓ ≤ 2s− 1, and hence, that
vℓ = ∂
ℓ
tv, 0 ≤ ℓ ≤ 2s. (7.154)
The proof now follows since it is clear from the properties of the solution (v2s−1, v2s, w2s+1), see The-
orem 7.12, and (7.154) that v ∈ CX s+1(Ω,RN ), v solves the rescaled model problem (7.116)-(7.118),
(∂2st v, w2s+1) is a weak solution of the linear wave equation obtained by differentiating (7.116)-(7.117)
2s-times with respect to t, and (v, w2s+1) satisfies the desired energy estimate. 
Remark 7.15.
(i) It is clear from the proofs of Theorem 7.12 and Corollary 7.14 that they continue to hold for P
and G satisfying
∂2st P = k
i
1,1∂iθ1,1 + k
i
1,2∂iθ1,2 and ∂
2s
t G = k
i
2,1∂iθ2,1 + k
i
2,2∂iθ2,2,
where νik
i
a,b = 0, a, b = 1, 2, provided that we make the replacements
θa 7−→ (θa,1, θa,2), a = 1, 2, and ~k 7−→ (k1,1, k1,2, k2,1, k2,2).
(ii) There is a generalization of Corollary 7.14, which can be established using an iteration method
that allows for coefficients the Lα, F , G and g to depend linearly on v provided that they satisfy
estimates that preserve the form of the energy estimate. For example, we could have
F = F¯ + Fˆ (v)
where F¯ ∈ XsT (Ω) and
‖Fˆ (v(t))‖2Es ≤ fˆ(t)‖(v(t), w2s+1(t))‖2s+1, 0 ≤ t ≤ T.
In this case, we would just replace the term ‖F (t)‖2Es that appears in the energy estimate (i.e.
in α2(t)) from Corollary 7.14 with ‖F¯ (t)‖2Es + fˆ(t)‖(v(t), w2s+1(t))‖2s+1.
7.8. Local existence and uniqueness. We are now prepared to use the existence and uniqueness
results for the model problem to establish an existence and uniqueness result for linear wave equations
that include equations of the form (6.3)-(6.4). The precise class of linear wave equations that we consider
are:
∂α
(
bαβ∂βu+ ℓ
α
)
= f in ΩT , (7.155)
να
(
bαβ∂βu+ ℓ
α) = q∂2t u+ p∂tu+ g in ΓT , (7.156)
(u, ∂tu) = (u˜0, u˜1) in Ω0, (7.157)
where the initial data
(u, ∂tu)|Ω0 = (u˜0, u˜1) ∈ Hs+1(Ω,RN )×Hs+
1
2 (Ω,RN ) (7.158)
satisfies compatibility conditions given by
u˜ℓ := ∂
ℓ
tut|Ω0 ∈ Hs+1−
mℓ
2 (Ω,RN ), 2 ≤ ℓ ≤ 2s, (7.159)
u˜2s+1 := ∂
ℓ
tu|Ω0 ∈ L2(Ω,RN ). (7.160)
As before, the higher time derivatives ∂ℓtu|Ω0 , ℓ ≥ 2, are generated from the initial data (7.158) by
formally differentiating (7.155) with respect to t at t = 0.
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Theorem 7.16. Suppose s > n/2+ 1, s = k/2 for k ∈ Z, w˜2s+1 ∈ L2(∂Ω) satisfies Pq(0)w˜2s+1 = w˜2s+1,
the coefficients {bαβ, q} satisfy (7.14) and (7.16)-(7.18) for constants κ0, κ1, γ > 0 and µ ≥ 0,
p+
(
2s− 3
2
)
∂tq − χq ≤ 0, ∂2st p = ki1∂iθ1 + h1 and ∂2st g = ki2∂iθ2 + h2
where νik
i
a = 0, a = 1, 2, and the initial data (v˜0, v˜1) satisfies the compatibility conditions (7.159)-(7.160).
Then there exists a unique solution u ∈ CX s+1T (Ω,RN ) to the IBVP (7.155)-(7.157). Moreover, there
exists a map w2s+1 ∈ C([0, T ], L2(Ω,RN )) such that
(i) (∂2st u,w2s+1) is the unique weak solution of the linear wave equations obtained by differentiating
(7.155)-(7.156) 2s-times with respect to t satisfying (∂2st u(0), w2s+1(0)) = (u˜2s+1, w˜2s+1), and
(ii) the pair (u,w2s+1) satisfy the energy estimate
|||(u(t), w2s+1(t))|||2s+1 ≤ C
(
|||(u(0), w2s+1(0))|||2s+1
+ α0 +
∫ t
0
α1(τ)|||(u(τ), w2s+1(τ))|||2s+1 + α2(τ) dτ
)
where C = C
(
κ0, κ1, µ, γ, ρ
)
, α0 = α2(0) + ‖f(0)‖2Es−1,2s−2 + ‖∂2s−1t f(0)‖2L2(Ω),
|||(u(t), w2s+1(t))|||2s+1 = ‖u(t)‖2Es+1 + 〈w2s+1(t)|(−q)w2s+1(t)〉∂Ω,
α1(t) = 1 + ‖χ(t)‖2Hs(Ω) + ‖∂tb(t)‖2Es + ‖∂tp(t)‖2Es,2s−2
+ ‖∂tq(t)‖2
Es+
1
2
+ ‖~h(t)‖E1 + ‖~θ(t)‖H1(Ω) + ‖∂t~θ(t)‖H1(Ω),
α2(t) = ‖f(t)‖2Es−1,2s−2 + ‖∂tf(t)‖2Es−1,2s−2 + ‖∂2st f(t)‖2L2(Ω) + ‖ℓ(t)‖2Es + ‖∂tℓ(t)‖2Es
+ ‖g(t)‖2Es,2s−2 + ‖∂tg(t)‖2Es,2s−2 + ‖~h(t)‖2E1 + ‖~θ(t)‖H1(Ω) + ‖∂t~θ(t)‖H1(Ω)
and
ρ = ‖b‖XsT + ‖p‖Xs,2s−2T + ‖∂
2s−1
t p‖L∞([0,T ],L2(∂Ω))
+ ‖q‖L∞([0,T ],Hs(Ω)) + ‖∂tq‖Xs,2s−2T + ‖~k‖W 1,∞([0,1],Hs(Ω)).
Proof.
Reduction to the model problem: First, a short computation shows that the IBVP (7.155)-(7.157) trans-
form into
∂α
(
bαβ∂βv + L
α) + λcv = F in ΩT , (7.161)
να
(
bαβ∂βv + L
α) = q∂2t v + P∂tv +G in ΓT , (7.162)
(v, ∂tv) = (v˜0, v˜1) :=
(
e−ωu˜0, e
−ω(u˜1 − ∂tωu˜0)
)
in Ω0, (7.163)
the under change of variables u = eωv, where
c =
1
λ
bαβ∂αω∂βω, F = e
−ωf − e−ωℓα∂αωv − ∂αωbαβ∂βv,
Lα = e−ωℓα + bαβ∂βωv, P = p+ 2∂tωq,
and
G = e−ωg +
[
(∂tω)
2 + ∂2t ω
]
qv + ∂tωpv.
Setting
ω =
√
λt, λ > 0,
gives
c = b00 ≤ −κ0,
while
P − (2s− 32)∂tq − (2√λ+ χ)q ≤ 0
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follows from the assumption p− (2s− 32)∂tq − χq ≤ 0. Differentiating G, we obtain
∂2st G = e
−ωki2∂iθ2 + k
i
1∂i(θ1∂tωv) +
{
−ki1θ1∂i(∂tωv) + e−ωh2 + h1∂tωv
+ [∂2st , e
−ω]g + ∂2st
([
(∂tω)
2 + ∂2t ω
]
qv
)
+ ∂2st
(
p∂tωv
)− ∂2st p∂tωv} (7.164)
since ∂2st p = k
i
1∂iθ1 + h1 and ∂
2s
t g = k
i
2∂iθ2 + h2 by assumption. We note that the term ∂
2s
t p does not
appear in the term ∂2st
(
p∂tωv
)− ∂2st p∂tωv from (7.164). Similarly, differentiating P , we see that
∂2st P = k
i∂iθ1 + h1 + ∂
2s
t (2∂tωq).
Using the definitions (7.138)-(7.140) for α1(t), α2(t), and ρ, where in those formulas b
αβ, c, F , Lα, P ,
G, θ are as defined above, and the following replacements are made
g1 7−→ h1 + ∂2st (2∂tωq),
g2 7−→
{· · ·} on the r.h.s of (7.164),
ki2 7−→ (e−ωki2, ki1),
θ2 7−→ (θ2, θ1∂tωv),
and setting
α˜1(t) = 1 + ‖χ(t)‖2Hs(Ω) + ‖∂tb(t)‖2Es + ‖∂tp(t)‖2Es,2s−2
+ ‖∂tq(t)‖2
Es+
1
2
+ ‖~h(t)‖E1 + ‖~θ(t)‖H1(Ω) + ‖∂t~θ(t)‖H1(Ω),
α˜2(t) = ‖f(t)‖2Es−1,2s−2 + ‖∂tf(t)‖2Es−1,2s−2 + ‖∂2st f(t)‖2L2(Ω) + ‖ℓ(t)‖2Es + ‖∂tℓ(t)‖2Es
+ ‖g(t)‖2Es,2s−2 + ‖∂tg(t)‖2Es,2s−2 + ‖~h(t)‖2E1 + ‖~θ(t)‖H1(Ω) + ‖∂t~θ(t)‖H1(Ω)
and
ρ˜ = ‖b‖XsT + ‖p‖Xs,2s−2T + ‖∂
2s−1
t p‖L∞([0,T ],L2(∂Ω))
+ ‖q‖L∞([0,T ],Hs(Ω)) + ‖∂tq‖Xs,2s−2T + ‖~k‖W 1,∞([0,1],Hs(Ω)),
it is not difficult to verify the inequalities
ρ . ρ˜, α1(t) ≤ C(ρ˜)α˜1(t), and α2(t) ≤ C(ρ˜)
(
α˜2(t) + α˜1(t)‖v(t)‖Es+1
)
follows from the spacetime calculus inequalities from Appendix A.2.
From the above calculations, it follows that it is enough to consider the IBVP (7.161)-(7.163) where
the coefficients bij , P , q, c and G satisfy the conditions: (7.14)-(7.18),
P − (2s− 32)∂tq − χq ≤ 0, (7.165)
and
∂2st G = k
i∂iθ + g (7.166)
where νik
i = 0.
Reduction to the rescaled model problem: Letting
H
n = { (x1, . . . , xn−1, xn) |(x1, . . . , xn−1) ∈ Rn−1, xn > 0 }
denote the half space, we can always use a smooth coordinate transformation to map a portion of the
smooth boundary of Ω to the region Q1 ∩ ∂Hn, where here, we are using Qδ to denote an open n cube
of width δ > 0 centered at x = 0. Consequently, nothing is lost by just assuming that a portion of the
boundary of Ω is given by Q1 ∩ ∂Hn and that Q+1 ⊂ Ω, where
Q+δ := Qδ ∩Hn.
Next, we rescale the spatial coordinates x = (xi) by x 7→ ǫx, 0 < ǫ ≤ 1, which maps the boundary portion
Q+1 to Q
+
1/ǫ and transforms (7.161)-(7.163) to
∂α
(
Bαβǫ ∂βvǫ + ǫM
α
ǫ ) + ǫ
2λcǫvǫ = ǫ
2Fǫ in [0, T ]× Ωǫ,
να
(
Bαβǫ ∂βvǫ + ǫM
α
ǫ ) = ǫqǫ∂
2
t vǫ + ǫPǫ∂tvǫ + ǫGǫ in [0, T ]× ∂Ωǫ,
(vǫ, ∂tvǫ) = (v˜
ǫ
0, v˜
ǫ
1) in Ω
ǫ,
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where Ωǫ = { x ∈ Rn | ǫx ∈ Ω },
Bαβǫ = ǫ
2δα0 δ
α
0 b
00
ǫ + ǫδ
α
0 δ
β
j b
0j
ǫ + ǫδ
α
i δ
β
0 b
0j
ǫ + b
ij
ǫ ,
Mαǫ = ǫδ
α
0L
0
ǫ + δ
α
i L
i
ǫ,
and all other quantities appearing with a subscript or superscript ǫ are obtained by scaling (i.e. vǫ(t, x) =
v(t, ǫx), Fǫ(t, x) = F (t, ǫx), etc.).
Lemma 7.17. Suppose k > n/2 and fǫ(x) = f(ǫx). Then
‖fǫ‖Hk(Q+
1
) . ‖f‖Hk(Ω), 0 < ǫ ≤ 1,
for all f ∈ Hk(Ω).
Proof. First, it is straightforward to check that
‖Dkfǫ‖2L2(Ωǫ) = ǫ2k−n‖f‖2Hk(Ω), 0 < ǫ ≤ 1.
Since Q+1 ⊂ Q+1/ǫ ⊂ Ωǫ, and k > n/2 by assumption, we see that
‖Dkfǫ‖L2(Q+
1
) ≤ ‖f‖2Hk(Ω), 0 < ǫ ≤ 1. (7.167)
Next
‖fǫ‖L2(Q+
1
) ≤ ‖fǫ‖L∞(Q+
1
)‖1‖L2(Q+
1
) . ‖f‖L∞(Q+ǫ ) ≤ ‖f‖L∞(Ω) . ‖f‖Hk(Ω), (7.168)
where in deriving the last inequality we used Sobolev’s inequality, see Theorem A.3. The proof now
follows from the two inequalities (7.167) and (7.168) together with an application of Ehrling’s lemma, see
Lemma A.5. 
The above lemma shows that we have a bound on the rescaled coefficients given by
‖bαβǫ ‖H(Q+
1
) + ‖∂tb0iǫ ‖Hs− 12 (Q+
1
)
+ ‖∂tPǫ‖
Hs−
1
2 (Q+
1
)
+ ‖∂2t qǫ‖Hs−1(Q+
1
)
. ‖bαβ‖Hs(Ω) + ‖∂tb0i‖Hs− 12 (Ω) + ‖∂tP‖Hs− 12 (Ω) + ‖∂
2
t q‖Hs−1(Ω), (7.169)
which holds for all (t, ǫ) ∈ [0, T ]× (0, 1]. Moreover, it is clear from (7.165) and (7.166) that
Pǫ − ǫ
(
2s− 32
)
∂tqǫ − χǫqǫ ≤ 0 and ∂2st ǫGǫ = kiǫ∂iθǫ + ǫgǫ,
where νik
i
ǫ = 0.
By Morrey’s inequality and (7.169), we also know that
‖bαβǫ ‖C0,α(Q+
1
)
. ‖bαβǫ ‖H(Q+
1
) . 1
for α ∈ (0,min{1, s− n/2}). This estimate together with bijǫ (t, 0) = bij(t, 0) implies that for any choice
of constant β > 0, there exists a δ ∈ (0, 1] such that
‖bijǫ (t, ·)− bij(t, 0)‖L∞(Q+δ ) ≤ β
for all (t, ǫ) ∈ [0, T ] × (0, 1]. Choosing β > 0 small enough, we can, see Remark 7.2.(i), guarantee
that bijǫ is strongly elliptic at each point x ∈ Q+δ and satisfies the strong complementing condition on
Q+δ ∩ ∂Hn ⊂ ∂Ωǫ.
From the above considerations, it is not difficult to verify that, after suitably modifying the coefficients
outside of a region of the form Bδ′(0)∩Q+δ for δ′ small enough, there exists a bounded domain Ωˆ ⊂ Q+δ ⊂
Ωǫ with C∞ boundary satisfying ∂Ωˆ ∩ ∂Hn ⊂ ∂Ωǫ, and an IBVP
∂α
(
Bˆαβǫ ∂β vˆǫ + ǫMˆ
α
ǫ ) + λcˆǫvǫ = ǫ
2Fˆ ǫ in ΩˆT , (7.170)
να
(
Bˆαβǫ ∂β vˆǫ + ǫMˆ
α
ǫ ) = ǫqˆǫ∂
2
t vˆǫ + ǫPˆ ǫ∂tvˆǫ + ǫGˆǫ in ΓˆT , (7.171)
(vˆǫ, ∂tvˆǫ) = (vˇ
ǫ
0, vˇ
ǫ
1) in Ωˆ0, (7.172)
that satisfies the following:
(i) the conditions (7.14)-(7.18) are satisfied for constants γˆ, σˆ, κˆ0, κ1, and µˆ which are all ǫ-
independent with the exception of κˆ0,
(ii) all of the systems coefficients (i.e Bˆαβǫ , Fˆ ǫ, etc.) agree with the “unhatted” coefficients (i.e. B
αβ
ǫ ,
F ǫ, etc.) on Bδ′(0) ∩Q+δ ⊂ Ωˆ,
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(iii) the conditions
Pˆ ǫ − ǫ
(
2s− 32
)
∂tqˆǫ − χˆǫqˆǫ ≤ 0, and ∂2st ǫGˆǫ = kˆiǫ∂iθˆǫ + ǫgˆǫ
are satisfied,
(iv) the initial data (vˇǫ0, vˇ
ǫ
1) satisfies the compatibility conditions and agrees with the initial data
(v˜ǫ0, v˜
ǫ
1) on Bδ′(0) ∩Q+δ ,
(v) and the uniform bound
1
ǫ
‖∂tBˆ0jǫ ‖Hs− 12 (Ωˆ) + ‖∂tPˆ ǫ‖Hs− 12 (Ωˆ) + ‖∂
2
t qˆǫ‖Hs−1(Ωˆ)
. ‖∂tb0i‖
Hs−
1
2 (Ω)
+ ‖∂tP‖
Hs−
1
2 (Ω)
+ ‖∂2t q‖Hs−1(Ω)
holds for ǫ ∈ (0, 1].
Choosing ǫ small enough and λ big enough, we are then guaranteed by Corollary 7.14 the existence
of a solution vˆ ∈ CX s+1T (Ωˆ,RN) to (7.170)-(7.172) that satisfies the energy estimates (7.151). Appealing
to the finite propagation speed property for wave equations, this implies that the solution satisfies the
original problem (7.161)-(7.163) in a neighborhood of the boundary point x = 0 ∈ ∂Ω. Using the finite
propagation speed property, this is enough to construct a local solution in the neighborhood of the whole
boundary by patching the local solutions together. In the interior of Ω, the existence and uniqueness of
solutions follows from standard hyperbolic theory. Patching the interior solution with the one that is valid
in the neighborhood of the boundary yields the desired solution, which it is not difficult to see satisfies
the stated energy estimate that is inherited from the energy estimates satisfied by the local solutions.
Uniqueness of the full solution follows from the energy estimate in the standard fashion.

8. A priori estimates
We now apply the energy estimates from Theorem 7.16 to obtain a priori estimates for the class of
solutions to the relativistic Euler equations detailed in Section 2. The following theorem, which constitutes
the main result of this article, contains the precise statement. However, before stating the theorem, we
recall the following definitions and assumptions:
(i) The vector field (wµ) ∈ C8(U,R4) is a solution of the Frauendiener-Walton formulation of the
Euler equations satisfying assumptions (A.1)-(A.7) from Section 2.4. We recall that wµ uniquely
determines a solution (ρ, vµ) to the standard formulation of the Euler equations given by (1.2)-
(1.3) via the formulas (2.8) and (2.1).
(ii) The vector fields (eµI ) ∈ C7(UT ,R4), I = 1, 2, 3, define the frame field completion of
eµ0 := w
µ
obtained by solving the Lie transport equations (3.3)-(3.4) with initial data eµI |Ω0 = fµI chosen
as in Section 4.2.
(iii) θiµ denotes the frame dual to e
µ
i , or in other words, (θ
i
µ) := (e
µ
i )
−1.
(iv) The map φ = (φµ) ∈ C8(ΩT ,R4), see Section 4.1, defines the change of coordinates from the
Eulerian coordinates (xµ) to the Lagrangian coordinates adapted to the vector field eµ0 = w
µ
according to the formula
xµ = φµ(x¯λ).
(v) The field23 θ˜0 = (θ˜0µ) ∈ C8(ΩT ,R4) represents the coframe field components θ0µ evaluated in the
Lagrangian coordinates, that is
θ˜0µ := θ
0
µ ◦ φ.
(vi) The field ψ = (ψν) ∈ C7(ΩT ,R4) denotes the components of ∇e0θ0 evaluated in Lagrangian
coordinates so that
ψν := (∇e0θ0ν) ◦ φ.
23From the assumption (eµ0 ) ∈ C
8(U,R4), which, we note implies that φ = (φν) ∈ C8(ΩT ,R
4) by solving the ODE
(4.6), it follows from the definition (4.8) that (e˜µ0 ) ∈ C
8(ΩT ,R
4). Similarly, from the fact that eI = (e
µ
I ) ∈ C
7(UT ,R
4),
we also have that (e˜µI ) ∈ C
7(ΩT ,R
4). At first glance, these two statements seem to imply via definition (4.22) that
θ0 = (θ˜0µ) ∈ C
7(ΩT ,R
4). However, due to the relation (3.15), the definition θ˜0µ = θ
0
µ ◦ φ, and the smoothness of the metric
gµν , we, in fact, have that θ˜0 ∈ C8(ΩT ,R
4).
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From ψν , we construct the fields
µ := |ψ|m˜ =
√
m˜αβψαψβ
and
ψˆν :=
1
µ
ψν ,
where m˜αβ is the positive definite metric defined by
m˜αβ := g˜αβ − 2
g˜λσ θ˜0λθ˜
0
σ
g˜αµg˜βν θ˜0µθ˜
0
ν (g˜
αβ := gαβ ◦ φ).
The fields ψˆν and µ are collectively denoted by the vector
Ψ := (ψˆν , µ)
tr ∈ C7(ΩT ,R5).
To ensure that ψˆν is well defined, we further assume that
µ ≥ cµ > 0 in ΩT (8.1)
for some positive constant cµ. As discussed in Remark 4.2, we lose no generality in assuming that
(8.1) holds in addition to the assumptions (A.1)-(A.7) for the solution wµ to the Frauendiener-
Walton formulation of the Euler equations.
(vii) The symmetric matrix Q is defined by
Q =
(
δµαπαβ 0
0 0
)
,
where δ is a positive constant to be determined, παβ is the projection operator given by
παβ = m˜αβ − ψˆαψˆb (ψˆα = m˜ανψˆν),
and α, a negative function, is given by
α = −det(θ¯)|θ˜
3|g˜
|g˜|1/2 .
In the formula for α, we recall that θ¯ = (θ¯iµ) is the time-independent co-frame defined by (4.24),
and θ˜3 is computed using the formula (6.43).
Theorem 8.1. Suppose that (wµ) ∈ C8(U,R4) is a solution of the Frauendiener-Walton formulation of
the Euler equations satisfying assumptions (A.1)-(A.7) from Section 2 and the inequality (8.1), the fields
(φµ, θ˜0µ,Ψ) ∈ C8(ΩT ,R4)× C8(ΩT ,R4)× C7(ΩT ,R5),
are constructed from the solution wµ according (i)-(vi) above, and let
R(x¯0) = ‖φ(x¯0)‖2
Es+
3
2
,2s−1
+ ‖φ(x¯0)‖2Es+1 + ‖θ˜0(x¯0)‖2Es+1 + ‖Ψ(x¯0)‖2Es+1 + 〈∂¯2s+10 Ψ(x¯0)|(−Q(x¯0))∂¯2s+10 Ψ(x¯0)〉∂Ω,
where s = 3. Then there exists a T∗ = T∗
(R(0)) ∈ (0, T ) such that
‖θ˜0(x¯0)‖2
Hs+
3
2 (Ω)
+R(x¯0) ≤ C(R(0))
for 0 ≤ x¯0 ≤ T∗.
Proof. We begin by setting s = 3, and we let
(φµ, θ˜0µ,Ψ) ∈ C8(ΩT ,R4)× C8(ΩT ,R4)× C7(ΩT ,R5) (8.2)
be as given in the statement of the theorem. By the assumptions (A.1)-(A.7) from Section 2, the
assumption (8.1), and the formulas (5.21) and (5.22), we see that
cˆ(t) =‖(γ˜00)−1‖L∞(Ωt) + ‖ det(J)−1‖L∞(Ωt) + ‖µ−1‖L∞(Ωt)
+ ‖|θ˜3|−1g˜ ‖L∞(Γt) + ‖(1− s˜2)−1‖L∞(Ωt) + ‖(s˜2)−1‖L∞(Ωt). (8.3)
is bounded for t ∈ [0, T ]. We also recall that s˜2, −γ˜00, det(J), and |θ˜3|2g˜ are all positive on ΩT . For use
below, we define
cˇ(t) = ‖φ‖L∞(Ωt) + ‖∂¯φ‖L∞(Ωt) + ‖∂¯θ˜0‖L∞(Ωt) + ‖Ψ‖L∞(Ωt) + ‖∂¯0Ψ‖L∞(Ωt). (8.4)
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From the analysis carried out in Sections 3 to 5, we know that the triplet (8.2) defines a solution of
the IBVP (6.1)-(6.9) for any of the freely specifiable constants δ, ǫ, κ ∈ R. In order to apply the energy
estimates from Theorem 7.16 and the elliptic estimates from Theorem B.4 to the solution (8.2), we first
need to show the free parameters δ, ǫ, κ can be chosen so that BΣΛ and BΣΛ satisfy coercive estimates of
the form (7.18), and P and Q satisfy the conditions P +
(
2s− 32
)
∂¯0Q − rQ and c−1Q Q ≤ Q2 ≤ cQQ for
some constants r ∈ R and cQ > 0. That this is possible is the content of the following three lemmas.
Lemma 8.2. There exists constants δ = δ(cˆ(t), cˇ(t)) > 0, cB = cB(cˆ(t), cˇ(t)) > 0, independent of ǫ, κ ∈ R,
such that
〈∂¯ΣΞ|BΣΛ(x¯0)∂¯ΛΞ〉Ω ≥ cB‖D¯Ξ‖2L2(Ω)
for all x¯0 ∈ [0, t], 0 ≤ t ≤ T , and Ξ ∈ C1(Ω,R5).
Proof. From (8.3), (6.22)-(6.24), and (6.37), it is clear that there exists constants ca¯ = ca¯(cˆ(t), cˇ(t)) > 0
and cm˜ = cm˜(cˆ(t), cˇ(t)) > 0 such that
ζΣζΛa¯
ΣΛ(x¯λ) ≥ ca¯|ζ|2 and ωµωνm˜µν(x¯λ) ≥ cm˜|ω|2 (8.5)
for all (x¯λ, ζΛ, ωµ) ∈ Ωt ×R3 ×R4. Fixing Ξ = (ξ, ξˆν) ∈ C1(Ω,R×R4), it then follows immediately from
the bounds (8.5), the definitions (6.14), (6.28), (6.32), and Ho¨lder’s inequality that there exists constants
cA = cA(cˆ(t), cˇ(t)) > 0, cS = cS(cˆ(t), cˇ(t)) > 0, independent of Ξ, such that
〈∂¯ΣΞ|(1I + δP)AΣΛ(x¯0)∂¯ΛΞ〉Ω ≥ cA
(‖D¯ξ‖2L2(Ω) + (1 + δ)‖D¯ξˆ‖2L2(Ω)) (8.6)
and ∣∣〈∂¯ΣΞ|2ν[ΣSΛ](x¯0)∂¯ΛΞ〉L2(Ω)∣∣ ≤ cS(‖D¯ξˆ‖2Ω + ‖D¯ξ‖L2(Ω)‖D¯ξˆ‖L2(Ω)) (8.7)
for all x¯0 ∈ [0, t] and δ ≥ 0. Applying Young’s inequality to the right hand side of (8.7) gives∣∣〈∂¯ΣΞ|2ν[ΣSΛ](x¯0)∂¯ΛΞ〉L2(Ω)∣∣ ≤ cS(1 + cS
2cA
)
‖D¯ξˆ‖2L2(Ω) +
cA
2
‖D¯ξ‖2L2(Ω). (8.8)
Setting
δ =
cS
cA
(
1 +
cS
2cA
)
+
1
2
,
the coercive estimate
〈∂ΣΞ|BΣΛ(x¯0)∂ΛΞ〉Ω ≥ cA
2
‖D¯Ξ‖2L2(Ω), 0 ≤ x¯0 ≤ t ≤ T,
then follows directly from (6.15), and the estimates (8.6) and (8.8). 
Lemma 8.3. Suppose ǫ > 0 and let δ > 0 be as in Lemma 8.2. Then there exist constants c±B =
c±(cˆ(t), cˇ(t)) > 0, independent of κ ∈ R, such that
〈∂¯Σξ|BΣΛ(x¯0)∂¯Λξ〉Ω ≥ c+B‖D¯ξ‖2L2(Ω) − c−B‖ξ‖2L2(Ω)
for all x¯0 ∈ [0, t], 0 ≤ t ≤ T , and ξ ∈ C1(Ω,R4).
Proof. From the bounds (8.5), the definition (6.10) and the fact that πµν is non-negative, it is clear that
there exists a constant cB = cB(cˆ(t), cˇ(t)) > 0, independent of ǫ > 0, such that
ζΣζΛ(ω|BΣΛ(x¯λ)ω) ≥ cB|ζ|2|ω|2
for all (x¯λ, ζΛ, ωµ) ∈ Ωt × R3 × R4. By definition, this establishes the strong ellipticity of BΣΛ. From
Theorem 3 in Section 6 of [28], we see that the proof follows if we can verify that the BVP
∂¯Σ
(
BΣΛ(x¯0)∂¯Λξ
)
= 0 in Ω, (8.9)
νΣB
ΣΛ(x¯0)∂¯Λξ = 0 in ∂Ω, (8.10)
satisfies the strong complementing condition; see [28, §4] for a precise definition, for each x¯0 ∈ [0, t].
To verify that (8.9)-(8.10) satisfies the complementing condition, we “freeze” the coefficients at a point
(x¯0, x¯Λ) ∈ [0, t]× ∂Ω, and consider the following BVP on the half-plane:
∂¯Σ
(
BΣΛµν ∂¯Λξ
ν
)
= α2m˜µνξ
ν in R2 × R>0, (8.11)
νΣB
ΣΛ
µν ∂¯Λξ
ν = 0 in R2, (8.12)
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where α ∈ R, νΣ = −δ3Σ is an outward pointing co-normal, νΣ = −δΣ3 ,
BΣΛµν =
(
m˜µν + ǫπµν
)
A˜ΣΛ + 2S˜µν
[ΣνΛ],
and for notational simplicity, we use the same notation for any of the previously defined geometric objects
and their frozen versions, e.g. we denote πµν(x¯0, x¯Λ) by πµν . In the following, upper case calligraphic
and Fraktur letters, e.g. A,B and A,B, will run from 1,2 and index the boundary coordinate and frame
indices, respectively.
We proceed by making the following definitions:
Sij
Λ = S˜µν
Λe˜µi e˜
ν
j ,
mij = m˜µν e˜
µ
i e˜
µ
j ,
πij = πµν e˜
µ
i e˜
µ
j ,
and
ξi =θ˜iνξ
ν .
From these definitions, it is not difficult to verify that (8.11)-(8.12) are equivalent to
(mij + ǫπij)A˜
ΣΛ∂¯Σ∂¯Λξ
j = α2mijξ
j in R2 × R>0, (8.13)
−(mij + ǫπij)A˜3Λ∂¯3ξj = SijΛ∂¯Λξj in R2. (8.14)
It then follows from (6.22), (6.25)-(6.26), (6.30), (6.37)-(6.39), and (6.40)-(6.41) that
(mij) =
1 0 00 γ˜AB γ˜3B
0 γ˜A3 γ˜33
 , (8.15)
(πij) =
1 0 00 γ˜AB γ˜3B
0 γ˜A3 γ˜33 − 1
γ˜33
 , (8.16)
and
(Sij
ΛωΛ) = det(θ¯)ǫ0123
 0 0 e¯Λ1 ωΛ0 0 e¯Λ2 ωΛ
−e¯Λ1 ωΛ −e¯Λ2 ωΛ 0
 , (8.17)
where
ǫ0123 = ǫµνγλe˜
µ
0 e˜
ν
1 e˜
γ
2 e˜
λ
3 = det(e˜).
The fact that νµ = −δ3µ is an outward pointing co-normal to ΓT implies via (4.19) that the frame
coefficients e¯µ
A
satisfy e¯3
A
= 0. Using this together with the boundary condition (6.42) and the identity
det(J) = det(J) det(e¯θ¯) = det(Je¯) det(θ¯) = det(e˜) det(θ¯)
allows us to express (8.17) as
(Sij
ΛωΛ) = ℓ
 0 0 e¯A1ωA0 0 e¯A2ωA
−e¯A1ωA −e¯A2ωA 0
 ,
where
ℓ = −det(J)
f˜
> 0. (8.18)
We note also that, by making a linear change of coordinates if necessary, we can always arrange that
a¯ΣΛ = g¯ΣΛ = δΣΛ and g¯33 = γ˜33 = 1. (8.19)
Next, we look for bounded exponential solutions to (8.13)-(8.14) that are of the form
ξj = zj(x¯3) exp(iωAx¯
A), (ωA) ∈ R2. (8.20)
Since πij arises from lowering the index of the projection operator π
i
j using the positive definite metric
mij , it follows that there exists an invertible matrix U
i
j such that
Uki U
l
jmkl = δij and U
k
i U
l
jπkl = δij − δ3i δ3j .
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Letting Uˇ ij denote the inverse of U
i
j , we can write (8.20) as
ξj = U jk z˜
k(x¯3) exp(iωAx¯
A), where z˜k = Uˇkl z
l.
Substituting this into (8.13), while noting that A˜ΣΛ = ℓδΣΛ by (6.27), (8.18) and (8.19), we find, after a
short calculation, that z˜j satisfies the differential equation
z˜j ′′(x¯3)− (|~ω|2 + α˜2)z˜j(x¯3) = 0, x¯3 > 0, (8.21)
where
~ω = (ωA) and α˜ ∈
{
α√
λ
,
α√
(1 + ǫ)λ
}
.
From standard ODE theory, z˜(x¯3) = (z˜j(x¯3)) must be expressible as a linear combination of exponential
solutions of the form
z˜(x¯3) = exp(ix¯3ω3)Υ˜, ω3 ∈ C, Υ˜ = (Υ˜j) ∈ R4.
Substituting this into (8.21) gives (
ω23 + |~ω|2 + α˜2)Υ˜ = 0.
Assuming that Υ˜ 6= 0, we see that
ω3 = ±i
√
|~ω|2 + α˜2.
Of these two solutions, only
ω3 = i
√
|~ω|2 + α˜2 (8.22)
is compatible with z˜(x¯3) being bounded as x¯3 →∞; consequently, every bounded solution of (8.13) must
be a linear combination of terms of the form
ξ = (ξj) = exp(ix¯3ω3) exp(iωAx¯
A)Υ (8.23)
with ω3 given by (8.22) and Υ := (U
j
kΥ˜
k) ∈ R4×.
Substituting (8.23) into (8.14), we see, using (8.15)-(8.16) and (8.19), that
(1 + ǫ)
√
|~ω|2 + α˜2Υ0 = 0 (8.24)
and
M~Υ = 0, (8.25)
where
M =
√
|~ω|2 + α˜2
(
(1 + ǫ)γ˜AB (1 + ǫ)γ˜3B
(1 + ǫ)γ˜A3 (1 + ǫ)γ˜33 − ǫ
)
− iλ
(
0 e¯CBωC
−e¯CAωC 0
)
, and ~Υ =
(
ΥB
Υ3
)
.
With the help of Lemma C.1, we compute
det(M) = (|~ω|2+α˜2)3/2
(
(1 + ǫ)γ˜AB (1 + ǫ)γ˜3B
(1 + ǫ)γ˜A3 (1 + ǫ)γ˜33 − ǫ
)
−(1+ǫ)(|~ω|2+α˜2)1/2 det(γ˜AB)ˇ˜γABe¯AC e¯BDωCωD,
(8.26)
where
(ˇ˜γAB) := (γ˜AB)
−1.
Next, we decompose γ˜IJ as
(γ˜IJ ) =
(
γ˜AB γ˜3B
γ˜A3 γ˜33
)
=
(
γ˜AB βB
βA n
2 + βCβ
C
)
,
where we have defined
βA := ˇ˜γABβB.
Inverting (γ˜IJ), we find that
(γ˜IJ) =
ˇ˜γAB + β
AβB
n2
βB
βA
1
n2
 .
But, γ˜33 = 1, and so we have that
n = 1
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and
(γ˜IJ ) =
(
ˇ˜γAB + βAβB βB
βA 1
)
. (8.27)
Using Lemma C.2, we compute
det
(
(1 + ǫ)γ˜AB (1 + ǫ)γ˜3B
(1 + ǫ)γ˜A3 (1 + ǫ)γ˜33 − ǫ
)
= (1 + ǫ)2 det(γ˜AB)
(
(1 + ǫ)γ˜33 − ǫ− (1 + ǫ)βAβA
)
= (1 + ǫ)2 det(γ˜AB),
where in deriving the last equality, we used γ˜33−βAβA = n2 = 1. Substituting the above expression into
(8.26) yields
det(M) = (1 + ǫ)(|~ω|2 + a˜2)1/2 det(γ˜AB)
[
(1 + ǫ)(|~ω|2 + a˜2)− ˇ˜γABe¯AC e¯BDωCωD
]
.
However,
ˇ˜γABe¯A
C e¯BDωCωD =
(
γ˜AB − βAβB)e¯AC e¯BDωCωD (by (8.27))
= γ˜IJ e¯CI e¯
D
J ωCωD − 2γ˜3Ae¯C3 e¯ADωCωD − γ˜33
(
e¯B3 ωB
)2 − (βAe¯BAωB)2
= g¯CDωCωD − 2(βAe¯ACωD)e¯C3ωC −
(
e¯B3 ωB
)2 − (βAe¯BAωB)2 (by (8.27))
= |~ω|2 − [(βAe¯AB + e¯B3 )ωB]2 (by (8.19)),
and so, we see that
det(M) = (1 + ǫ)(|~ω|2 + a˜2)1/2 det(γ˜AB)
(
ǫ|~ω|2 + (1 + ǫ)α˜2 + [(βAe¯AB + e¯B3 )ωB]2).
Since ǫ > 0 and det(γ˜AB) > 0, we conclude that
det(M) = 0 ⇐⇒ ~ω = 0 and α = 0,
thereby establishing that all solutions Υ = (Υ0, ~Υ) to (8.24)-(8.25) with ~ω 6= 0 are trivial. This, in turn,
implies that only bounded solutions of the type (8.20) to the frozen BVP (8.11)-(8.12) are those for which
the zj are constant (zero if α 6= 0) and ωA = 0. By definition, this verifies that the BVP (8.9)-(8.10)
satisfies the strong complementing condition for each (x¯λ) ∈ Γt, and the proof is complete. 
Lemma 8.4. Suppose τ ≥ 0 and let δ > 0 be as in Lemma 8.2. Then
Qtr = Q, Q ≤ 0, rankQ = 3,
and there exist constants cQ = cQ(cˆ(t), cˇ(t)), r = r (cˆ, cˇ(t), τ) > 0 and κ = κ(cˆ(t), cˇ(t), τ) < 0 such that
P + τ∂¯0Q+ rQ ≤ 0 and 1
cQ
Q ≤ Q2 ≤ cQQ
in Γt, 0 ≤ t ≤ T .
Proof. From (8.3), (8.4), the choice of initial data from Section 4.2, see in particular (4.20), and the
formulas (6.22), (6.29), and (6.33)-(6.35), it is not difficult to verify that there exists constants c2 > c1 > 0,
where c1 = c1(cˆ(t), cˇ(t)) and c2 = c2(cˆ(t), cˇ(t)), such that
c1|ξ|2 ≤ ξµm˜µν(x¯λ)ξν ≤ c2|ξ|2, (8.28)
c1 ≤ −α(x¯λ)µ(x¯λ) ≤ c2, (8.29)∣∣µ(x¯λ)(∂¯0α(x¯λ) + λ(x¯λ))∣∣ ≤ c2, (8.30)
and24
‖β(x¯λ)‖op + ‖m˜(x¯λ)‖op + ‖∂¯0q(x¯λ)‖op ≤ c2 (8.31)
for all (x¯λ) ∈ Γt, 0 ≤ t ≤ T , and ξ = (ξµ) ∈ R4. Fixing ξ = (ξµ) ∈ R4, we then observe that
|πξ|2 ≤ 1
c1
πλµξλm˜
µνπων ξω =
c2
c1
ξλπ
λωξω =
c2
c1
1
αµ
(ξ|qξ) (8.32)
by (8.28), (8.29) and (6.35).
24Given A ∈ Mn×n, the operator norm of A is defined, as usual, by ‖A‖op = sup|ξ|=1 |Aξ|.
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Next, we estimate
|∂¯0qµνξµξν | =
∣∣∣∣(πλµξλ + ψˆλψˆµ|ψˆ|2m˜ ξλ
)
∂¯0q
µν
(
πων ξω +
ψˆωψˆν
|ψˆ|2m˜
ξω
)∣∣∣∣ (by (6.44))
≤ ∣∣πλµξλ∂¯0qµνπων ξω∣∣+ 2∣∣∣∣ξλπλµ ∂¯0qµν ψˆν|ψˆ|m˜
∣∣∣∣∣∣∣∣ ψˆω|ψˆ|m˜ ξω
∣∣∣∣+ ∣∣∣∣ ψˆµ|ψˆ|m˜ ∂¯0qµν ψˆν|ψˆ|m˜
∣∣∣∣( ψˆω|ψˆ|m˜|ξω
)2
≤ ‖∂¯0q‖op|πξ|2 + 2‖∂¯0q‖op |ψˆ||ψˆ|2m˜
|πξ||ψˆωξω|+ ‖∂¯0q‖op |ψˆ|
2
|ψˆ|4m˜
(ψˆωξω)
2
≤ 2‖∂¯0q‖op|πξ|2 + 2‖∂¯0q‖op |ψˆ|
2
|ψˆ|4m˜
(ψˆωξω)
2
≤ 2c2
c1
(
c2
µα
(ξ|qξ) +
(
ψˆω
|ψˆ|m˜
ξω
)2)
, (8.33)
where in obtaining the last inequality, we used (8.28) and (8.32). Additionally, we estimate
|2µαπµωβλωπµλξµξν | = |2µαπµσm˜σωβλωπµλξµξν |
≤ 2c32|πξ|2 (by (8.28), (8.29) & (8.31))
≤ 2c
4
2
c1
1
µα
(ξ|qξ) (by (8.29) & (8.32)) (8.34)
and (
µ(∂¯0α+ λ)m˜
µν + κ
ψˆµψˆν
|ψˆ|2m˜
)
ξµξν =
(
µ(∂¯0α+ λ)π
µν +
[
µ(∂¯0α+ λ) + κ
]) ψˆµψˆν
|ψˆ|2m˜
)
ξµξν
≤ c2
µα
(ξ|qξ) + (c2 + κ)
(
ψˆω
|ψˆ|m˜
ξω
)2)
, (8.35)
where in deriving the last inequality, we have used (8.30). Fixing τ ≥ 0, it then follows from (6.35) and
(6.45), and the inequalities (8.33)-(8.35) that(
pµν + τ∂¯0q
µν
)
ξµξν ≤
(
κ+ c2 +
2c2τ
c1
)(
ψˆω
|ψˆ|m˜
ξω
)2
+
(
c2 +
2c42
c1
+
2c22τ
c1
)
1
−µα (ξ|−qξ).
Setting κ = −c2 − 2c2τc1 < 0 then yields, with the help of (8.29), the inequality
(ξ|pξ) + τ(ξ|∂¯0qξ) +
(
c2
c1
+
2c42
c21
+
2c22τ
c21
)
(ξ|qξ) ≤ 0,
or equivalently, see (6.18) and (6.19),
P + τ∂¯0Q+
(
c2
c1
+
2c42
c21
+
2c22τ
c21
)
Q ≤ 0.
To conclude, we note that the statements
Qtr = Q, Q ≤ 0, and rankQ = 3
are a direct consequence of the formulas (6.18) and (6.35), the fact that πµν is a projection operator with
a 1-dimensional kernel, and the positivity of δ, µ, and −α. Moreover, from (8.28) and the definition
(m˜µν) = (m˜
µν)−1, we see that
1
c2
|ω|2 ≤ ωµωνm˜µν ≤ 1
c1
|ω|2, ∀ ω = (ωµ) ∈ R4.
From this, (6.26), and the fact that πµν is a projection operator, we obtain
1
c2
ωµπ
µαδαβπ
βνων ≤ ωµπµαm˜αβπβνων = ωµπµνων ≤ 1
c1
ωµπ
µαδαβπ
βνων ∀ ω = (ωµ) ∈ R4,
or equivalently
c1π ≤ π2 ≤ c2π,
where π = (πµν ). We see immediately from this result and (8.29) that Q satisfies
c1Q ≤ Q2 ≤ c2Q.
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
Next, we need to estimate the various coefficients from the equations (6.1)-(6.4). We start by differ-
entiating (6.68) and (6.69) to obtain
∂¯2s0 P = l
µ
1 ∂¯µθ + h1 and ∂¯
2s
0 G = l
µ
2 ∂¯µθ + h2 (8.36)
where
θ = ∂¯2s−10 (J(φ, θ˜
0,Ψ)) and ha = [∂¯
2s
0 , l
µ
a ]∂¯µJ (φ, θ˜0) + ∂¯2s−10 k˙ a, a = 1, 2. (8.37)
We then define
α1(x¯
0) = 1 + ‖B˙(x¯0)‖2Es + ‖∂¯0P (x¯0)‖2Es,2s−2 + ‖Q˙(x¯0)‖2Es+12 + ‖θ(x¯
0)‖2H1(Ω) + ‖∂¯0θ(x¯0)‖2H1(Ω) + ‖~h(x¯0)‖2E1 ,
and
α2(x¯
0) = ‖H(x¯0)‖2Es−1,2s−2 + ‖∂¯0H(x¯0)‖2Es−1,2s−2 + ‖∂¯2s0 H(x¯0)‖2L2(Ω) + ‖M(x¯0)‖2Es + ‖M˙(x¯0)‖2Es
+ ‖K(x¯0)‖2Es,2s−2 + ‖∂¯0K(x¯0)‖2Es,2s−2 + ‖~h(x¯0)‖2E1 + ‖θ(x¯0)‖2H1(Ω) + ‖∂¯0θ(x¯0)‖2H1(Ω),
where ~l = (l µ1 , l
µ
2 ),
~h = (h1, h2), and the coefficients with a dot, e.g. B˙, Q˙, etc., are defined by (6.70)-
(6.75), that is via time differentiation.
Lemma 8.5. Let
R¯ = ‖φ‖2
Es+
3
2
,2s−1
+ ‖θ˜0‖2
Es+
3
2
,2s−1
+ ‖φ‖2Es+1 + ‖θ˜0‖2Es+1 + ‖Ψ‖2Es+1.
Then
α1 + α2 ≤ C(R¯).
Proof. We will only estimate the terms involving K and ha since the estimates for the remainder of the
terms follow from similar arguments. First, we estimate K by
‖K‖Es,2s−2 + ‖∂¯0K‖Es,2s−2 . ‖K‖Es+12 ≤ C(R¯)
where the last inequality follows from (6.68) and an application of Proposition A.14. Next, by (6.71) and
another application of Proposition A.14, we see that
‖∂¯2s−10 k˙ a‖E1 . ‖k˙ a‖Es+12 ≤ C(R¯), (8.38)
while
‖[∂¯2s0 , l µa ]∂¯µJ (φ, θ˜0)‖H1(Ω) . ‖l˙ a‖Es+12 ,2s−1‖∂¯J (φ, θ˜
0)‖
Es+
1
2
,2s−1 (by Prop. A.9)
. ‖l˙ a‖
Es+
1
2
‖∂¯J (φ, θ˜0)‖
Es+
1
2
≤ C(R¯) (8.39)
where the last inequality follows from (6.70) and Proposition A.14. Noting that
∂¯0
(
[∂¯2s0 , l
µ
a ]∂¯µJ (φ, θ˜0)
)
= [∂¯2s+10 , l
µ
a ]∂¯µJ (φ, θ˜0)− l˙
µ
a ∂¯
2s
0 ∂¯µJ (φ, θ˜0),
we find from (6.70), and Propositions A.8 and A.13 that
‖∂¯0
(
[∂¯2s0 , l
µ
a ]∂¯µJ (φ, θ˜0)
)‖L2(Ω) . ‖l˙ a‖Es‖∂¯J (φ, θ˜0)‖Es ≤ C(R¯) (8.40)
Combining the estimates (8.38), (8.39) and (8.40), we see that ha satisfies
‖ha‖E1 ≤ C(R¯).

Lemma 8.6. Let
Rˆ = ‖φ‖2
Es+
3
2
,2s−1
+ ‖φ‖2Es+1 + ‖θ˜0‖2Es+1 + ‖Ψ‖2Es+1.
Then
‖∂¯0(B0β ∂¯β θ˜0)‖
Hs−
1
2 (Ω)
+‖∂¯0M0‖
Hs−
1
2 (Ω)
+ ‖H‖
Hs−
1
2 (Ω)
+‖BΣΛ‖
Hs+
1
2 (Ω)
+ ‖BΣ0∂¯0θ˜0‖
Hs+
1
2 (Ω)
+ ‖MΣ‖
Hs+
1
2 (Ω)
+ ‖K‖
Hs+
1
2 (Ω)
≤ C(Rˆ).
Proof. The proof follows from the same arguments used to establish Lemma 8.5. 
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Viewing equation (6.1) as an elliptic equation for θ˜0µ, we find that
‖θ˜0‖2
Hs+
3
2 (Ω)
≤ C(Rˆ). (8.41)
by Theorem B.4 and Lemma 8.6. But then we note that
‖θ˜0‖2
Es+
3
2
,2s−1
= ‖θ˜0‖2
Hs+
3
2 (Ω)
+ ‖∂¯0θ˜0‖2Es+1,2s−2 ,
≤ ‖θ˜0‖2
Hs+
3
2 (Ω)
+ C(Rˆ)
where in the last inequality we used the evolution equation (6.6) and Proposition A.10. Combining the
above estimate with (8.41), we see that
‖θ˜0‖2
Es+
3
2
,2s−1
≤ C(Rˆ), (8.42)
which in turn, implies that
R¯ ≤ C(Rˆ). (8.43)
We also observe that the estimate
‖φ(t)‖2
Es+
3
2
,2s−1
+ ‖φ(t)‖2Es+1 + ‖θ˜0(t)‖2Es+1 ≤ Rˆ(0) +
∫ t
0
C(Rˆ(τ)) dτ (8.44)
follows directly from the evolution equations (6.5)-(6.6) and Proposition A.15.
Applying the energy estimates from Theorem 7.16 to (6.3)-(6.4), which is possible in view of Lemma
8.2 and Lemma 8.4 with τ = 2s − 32 , we obtain, with the help of (8.44) and Lemma 8.5, the energy
estimate
‖Ψ(x¯0)‖2Es+1 + 〈∂¯2s+10 Ψ(x¯0)|(−Q)∂¯2s+10 Ψ(x¯0)〉Ω ≤ C(ρt)
(
R(0) +
∫ x¯0
0
C(R(τ))dτ
)
, 0 ≤ x¯0 ≤ t,
(8.45)
where t ∈ (0, T ],
R = Rˆ + 〈∂¯2s+10 Ψ|(−Q)∂¯2s+10 Ψ〉Ω,
and
ρ(t) = ‖B‖Xst + ‖P‖Xs,2s−2t + ‖∂¯
2s−1
0 P‖L∞([0,t],L2(∂Ω))] + ‖Q‖L∞([0,t],Hs(Ω))
+ ‖Q˙‖Xs,2s−2t + ‖~l ‖W 1,∞([0,t],W 1,∞(Ω)) + cˆ(t) + cˇ(t)
with cˆ(t) and cˇ(t) as defined previously by (8.3) and (8.4).
Collectively, the estimates (8.44)-(8.45) imply that
R(x¯0) ≤ C(ρ(t))
(
R(0) +
∫ x¯0
0
C(R(τ)) dτ
)
, 0 ≤ x¯0 ≤ t ≤ T,
and hence, that
‖R‖L∞([0,t]) ≤ C(ρ(t))
(
R(0) +
∫ t
0
C
(
‖R‖L∞([0,τ ])
)
dτ
)
. (8.46)
Lemma 8.7.
ρ(t) ≤ C(R(0)) + tC(‖R‖L∞([0,t])), 0 ≤ t ≤ T. (8.47)
Proof. We only estimate the terms involving P since the rest of the terms can be bounded in a similar
fashion. We begin with the inequality:
‖P (x¯0)‖2Es,2s−2 ≤ ‖P (0)‖2Es,2s−2 +
∫ x¯0
0
‖P (τ)‖2Es,2s−2 + ‖∂¯0P (τ)‖2Es,2s−2 dτ (by Prop. A.15)
≤ R(0) +
∫ x¯0
0
C(R¯(τ)) dτ (by Lemma 8.5)
≤ R(0) +
∫ x¯0
0
C(R(τ)) dτ (by (8.43)).
From this, it is then clear that
‖P‖2
Xs,2s−2t
≤ R(0) + tC(‖R‖L∞([0,t])), 0 ≤ t ≤ T.
62 T.A. OLIYNYK
Next, from (8.36) and the argument used to derive (7.145), we have that
‖∂¯2s−10 P (x¯0)‖2L2(∂Ω) . ‖∂¯2s−10 P (0)‖2L2(∂Ω)
+ ‖l 1‖L∞([0,t],W 1,∞(Ω))
∫ x¯0
0
‖∂¯2s−10 P (τ)‖2H1(Ω) + ‖h1(τ)‖2H1(Ω) + ‖θ(τ)‖2H1(Ω) dτ (8.48)
for 0 ≤ x¯0 ≤ t ≤ T . Noting that
‖∂¯2s−10 P (0)‖L2(∂Ω) . ‖∂¯2s−10 P (0)‖H1(Ω) . ‖∂¯0P (0)‖Es,2s−2 (by Theorem A.4),
‖l 1‖L∞([0,t],W 1,∞(Ω)) . ‖(φ, D¯φ,Ψ)‖L∞([0,t],W 1,∞(Ω)) (see (6.69))
and
‖θ‖H1(Ω) ≤ ‖J(φ, θ˜0,Ψ)‖Es+12 , (see (8.37))
we conclude from Lemma 8.5, Theorem A.3, Proposition A.12, and the estimates (8.42) and (8.48) that
‖∂¯2s−10 P‖2L∞([0,t],L2(∂Ω)) . R¯(0) + tC
(‖R‖L∞([0,t])), 0 ≤ t ≤ T.

Taken together, (8.46) and (8.47) imply that R(x¯0) satisfies an estimate of the form
‖R‖L∞([0,t]) ≤ c1
(
R(0) + tc2
(‖R‖L∞([0,t]))) (8.49)
for some non-decreasing, continuous functions ci : [0,∞)→ [1,∞), i = 1, 2. Setting
r(t) = t− T
1 + c2
(‖R‖L∞([0,t])) ,
we see that r : [0, T ] → R is continuous and satisfies r(0) < 0 and r(T ) > 0. The Intermediate Value
Theorem then guarantees the existence of a T∗ ∈ (0, T ) such that r(T∗) = 0, or equivalently
T∗ =
1
1 + c2
(‖R‖L∞([0,T∗])) .
Substituting this into (8.49) yields the estimate
‖R‖L∞([0,T∗]) ≤ c1(R(0) + 1),
which, in turn, implies that
T∗ ≥ T
1 + c2
(
c1(R(0) + 1)
) .

Remark 8.8. From the proof of Theorem 8.1, it is clear that the same result also holds in the non-physical
dimensions n 6= 3 for s satisfying s > n/2 + 1 and s = k/2 with k ∈ Z.
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Appendix A. Calculus inequalities
In this appendix, we state, for the convenience of the reader, some well known calculus inequalities.
As above, Ω is a bounded, open subset of Rn, n ≥ 2, with smooth boundary.
A.1. Spatial inequalities. The proof of the following calculus inequalities are well known and may be
found, for example, in the references [1, 13, 25, 29]. In the following, M will denote either Ω, or a closed
n-manifold.
Theorem A.1. [Ho¨lder’s inequality] If 0 < p, q, r ≤ ∞ satisfy 1/p+ 1/q = 1/r, then
‖uv‖Lr(M) ≤ ‖u‖Lp(M)‖v‖Lq(M)
for all u ∈ Lp(M) and v ∈ Lq(M).
Theorem A.2. [Integral Sobolev inequalities] Suppose s ∈ Z≥1 and 1 ≤ p <∞.
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(i) If sp < n, then
‖u‖Lq(M) . ‖u‖W s,p(M) p ≤ q ≤
np
n− sp
for all u ∈W s,p(M).
(ii) (Morrey’s inequality) If s ∈ Z≥1, 1 ≤ p <∞ and sp > n, then
‖u‖C0,µ(M) . ‖u‖W s,p(M) 0 < µ ≤ min{1, s− n/p}
for all u ∈W s,p(M).
Theorem A.3. [Fractional Sobolev inequalities] Suppose s ∈ R and 1 < p <∞.
(i) If sp < n, then
‖u‖Lq(M) . ‖u‖W s,p(M) p ≤ q ≤
np
n− sp
for all u ∈W s,p(M).
(ii) If sp > n, then
‖u‖L∞(M) . ‖u‖W s,p(M)
for all u ∈W s,p(M).
Theorem A.4. [Trace theorem] If s > 1/2, then the trace operator
Hs(Ω) ∋ u 7−→ u|∂Ω ∈ Hs− 12 (∂Ω)
is well-defined, continuous (i.e. bounded), and surjective.
Lemma A.5. [Ehrling’s lemma] Suppose 1 < p < ∞, s0 < s < s1. Then for any δ > 0 there exists a
constant C = C(δ) such that
‖u‖W s,p(M) ≤ δ‖u‖W s1,p(M) + C(δ)‖u‖W s0,p(M)
for all u ∈ W s1,p(M).
Theorem A.6. [Integral multiplication inequality] Suppose s1, s2, s3 ∈ Z≥0, s1, s2 ≥ s3 ≥ 0, 1 ≤ p ≤
∞, and s1 + s2 − s3 > n/p. Then
‖uv‖W s3,p(M) . ‖u‖W s1,p(M)‖v‖W s2,p(M)
for all u ∈ W s1,p(M) and v ∈W s2,p(M).
Theorem A.7. [Fractional multiplication inequality] Suppose 1 ≤ p < ∞, s1, s2, s3 ∈ R, s1 + s2 > 0,
s1, s2 ≥ s3, and s1 + s2 − s3 > n/p. Then
‖uv‖Wp,s3(M) . ‖u‖Wp,s1(M)‖v‖Wp,s2(M)
for all u ∈ W p,s1(M) and v ∈W p,s1(M).
A.2. Spacetime inequalities. In this section, we establish a number of product, commutator, and
related type estimates for the spaces Xs,rT (M) and X sT (M). We begin with a product estimate.
Proposition A.8. Suppose s1 = k1/2 and s2 = k2/2 for k1, k2 ∈ Z≥0, s3 ∈ R, s1, s2 ≥ s3, s1+s2−s3 >
n/2, r ∈ Z, and 0 ≤ r ≤ 2s3. Then
‖∂ℓt (u(t)v(t))‖Hs3− ℓ2 (M) ≤ ‖u(t)v(t)‖Es3,r . ‖u(t)‖Es1,r‖v(t)‖Es2,r
for 0 ≤ t ≤ T , 0 ≤ ℓ ≤ r, and all u ∈ Xs1,rT (M) and v ∈ Xs2,rT (M).
Proof. By the assumptions on s1, s2 and s3, we note that[
s1 −
(
ℓ−m
2
)]
+
[
s2 −
(
m
2
)]
−
[
s3 −
(
ℓ
2
)]
− n
2
= s1 + s2 − s3 − n
2
> 0,[
s1 −
(
ℓ−m
2
)]
−
[
s3 −
(
ℓ
2
)]
= s1 − s3 + m
2
≥ 0, m ≥ 0,[
s2 −
(
m
2
)]
−
[
s3 −
(
ℓ
2
)]
= s2 − s3 +
(
ℓ−m
2
)
≥ 0, m ≤ ℓ,
and [
s1 −
(
ℓ−m
2
)]
+
[
s2 −
(
m
2
)]
= s1 + s2 − ℓ
2
> s3 +
n
2
− ℓ
2
≥ 0, ℓ ≤ 2s3 + n.
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From these observations, we see via the fractional multiplication inequality from Theorem A.7 that
‖∂ℓ−mt u∂mt v‖Hs3− ℓ2 (M) . ‖∂
ℓ−m
t u‖Hs1− ℓ−m2 (M)‖∂
m
t v‖Hs2−m2 (M), 0 ≤ m ≤ ℓ ≤ 2s3 + n. (A.1)
Next, differentiating the product uv ℓ-times with respect to t, we obtain
∂ℓt (uv) =
ℓ∑
m=0
(
ℓ
m
)
∂ℓ−mt u∂
m
t v.
Applying the triangle inequality and (A.1) to this expression, we see that
‖∂ℓt (uv)‖Hs3− ℓ2 (M) .
ℓ∑
m=0
‖∂ℓ−mt u‖Hs1− ℓ−m2 (M)‖∂
m
t v‖Hs2−m2 (M), 0 ≤ ℓ ≤ 2s3 + n,
and hence, that
‖∂ℓt (uv)‖Hs3− ℓ2 (M) . ‖u‖Es1,r‖v‖Es2,r , 0 ≤ ℓ ≤ r ≤ 2s3 + n.

Proposition A.9. Suppose s1 = k1/2 and s2 = k2/2 for k1, k2 ∈ Z≥0, ℓ ∈ Z≥0, s1 + s2 − ℓ/2 > 0,
s3 ∈ R, s1 ≥ s3, and s2 ≥ s3 − 1/2. Then
‖[∂ℓt , u(t)]v(t)‖Hs3− ℓ2 (M) . ‖∂tu(t)‖Es1− 12 ,ℓ−1‖v(t)‖Es2,ℓ−1
for 0 ≤ t ≤ T and all u ∈ Xs1,ℓT (M) and v ∈ Xs2,ℓ−1T (M).
Proof. By definition,
[∂ℓt , u]v = ∂
ℓ
t (uv)− u∂ℓtv =
ℓ−1∑
r=0
∂ℓ−rt u∂
r
t v.
Using this together with the multiplication inequality as in the proof of Proposition A.8 above, we find
that
‖[∂ℓt , u]v‖Hs3− ℓ2 (Ω) .
ℓ−1∑
r=0
‖∂ℓ−rt u‖Hs1− ℓ−r2 (Ω)‖∂
r
t v‖Hs2− rw (Ω)
since s1 ≥ s3, s2 ≥ s3 − 1/2 and s1 + s2 − ℓ/2 > 0 by assumption. The proof follows since
ℓ−1∑
r=0
‖∂ℓ−rt u‖Hs1− ℓ−r2 (Ω)‖∂
r
t v‖Hs2− rw (Ω) . ‖∂tu‖Es1− 12 ,ℓ‖v‖Es2,ℓ−2 .

In addition to the product estimate from Proposition A.8, we need estimates for more general non-
linear maps. The first estimate of this type is contained in the next proposition and the proof follows
from a straightforward adaptation of the proof of Proposition A.8 from [2] that involves replacing the
integral multiplication inequalities used there with their fractional versions, i.e. Theorem A.7, in a similar
fashion to the proof of the product estimate above, i.e. Proposition A.8. We omit the proof.
Proposition A.10. Suppose s = k/2, s > n/2, r ∈ Z, 0 ≤ r ≤ 2s, f ∈ Cr(R), and f(0) = 0. Then
‖∂ℓtf(u(t))‖Hs− ℓ2 (M) ≤ ‖f(u(t))‖Es,r . C(‖u(t)‖Es,r)‖u(t)‖Es,r
for 0 ≤ t ≤ T , 0 ≤ ℓ ≤ r, and all u ∈ Xs,rT (M).
Next, we consider a number of variations on the above basic estimates.
Proposition A.11. Suppose s1 = k1/2 and s2 = k2/2 for k1, k2 ∈ Z≥0, s3 ∈ R, s1, s2 ≥ s3, and
s1 + s2 − s3 > n/2. Then
‖u(t)v(t)‖Es3 . ‖u(t)‖Es1‖v(t)‖Es2
for 0 ≤ t ≤ T , and all u ∈ X s1T (M) and v ∈ X s2T (M).
A PRIORI ESTIMATES FOR RELATIVISTIC LIQUID BODIES 65
Proof. First, we note that
‖uv‖Es3 .
2s3−2∑
ℓ=0
‖∂ℓt (uv)‖Hs3− ℓ2 (M) + ‖∂
2s3−1
t (uv)‖L2(M)
. ‖u‖Es1,2s3−2‖v‖Es2,2s3−2 + ‖∂2s3−1t (uv)‖L2(M) (by Proposition A.8)
. ‖u‖Es1‖v‖Es2 + ‖∂2s3−1t (uv)‖L2(M). (A.2)
Next, we find from
∂2s3−1t =
2s3−1∑
ℓ=0
(
2s3 − 1
ℓ
)
∂2s3−1−ℓt u∂
ℓ
tv
that
‖∂2s3−1t (uv)‖L2(M) .
2s3−2∑
ℓ=1
‖∂2s3−1−ℓt u∂ℓtv‖L2 + ‖v∂2s3−1t u‖L2(M) + ‖v∂2s3−1t u‖L2(M)
. ‖u‖Es1,2s3−2‖v‖Es2,2s3−2 + ‖v∂2s3−1t u‖L2(M) + ‖v∂2s3−1t u‖L2(M)
. ‖u‖Es1‖v‖Es2 + ‖u∂2s3−1t v‖L2(M) + ‖v∂2s3−1t u‖L2(M) (A.3)
where in deriving the second inequality we used Proposition A.8.
Letting
I = ‖u∂2s3−1t v‖L2(M) + ‖v∂2s3−1t u‖L2(M),
three cases follow:
Case 1: s1 = s2 = s3
I . ‖u‖L∞(M)‖∂2s2−1t v‖L2(M) + ‖v‖L∞(M)‖∂2s1−1t u‖L2(M)
. ‖u‖Hs1(M)‖∂2s2−1t v‖L2(M) + ‖v‖Hs2 (M)‖∂2s1−1t u‖L2(M) (by Theorem A.3)
. ‖u‖Es1‖v‖Es2 . (A.4)
Case 2: s1 = s3 and s2 > s3, or s2 = s3 and s1 > s3
Here, we assume that s2 = s3 and s1 > s3 so that s1 > n/2. The other case, s1 = s3 and s2 > s3,
follows from switching u and v.
I . ‖u‖L∞(M)‖∂2s2−1t v‖L2(M) + ‖v∂2s3−1t u‖L2(M)
. ‖u‖Hs1(M)‖∂2s2−1t v‖L2(M) + ‖v‖Hs2(M)‖∂2s3−1t u‖
Hs1−
2s3−1
2 (M)
. ‖u‖Es1‖v‖Es2 (since 2s3 − 1 ≤ 2s1 − 2), (A.5)
where in deriving this second inequality we used Theorems A.3 and A.7.
Case 3: s1 > s3 and s2 > s3
I . ‖u‖Hs1(M)‖∂2s3−1t v‖
Hs2−
2s3−1
2 (M)
+ ‖v‖Hs2(M)‖∂2s3−1t u‖
Hs1−
2s3−1
2 (M)
. ‖u‖Es1‖v‖Es2 (since 2s3 − 1 ≤ 2s1 − 2 and 2s3 − 1 ≤ 2s2 − 2) (A.6)
where in deriving the second inequality we used Theorem A.7.
Combining the inequalities (A.2)-(A.6) completes the proof. 
Proposition A.12. Suppose s = k/2, s > n/2, f ∈ C2s−1(R) and f(0) = 0. Then
‖f(u(t))‖Es ≤ C(‖u(t)‖Es)‖u(t)‖Es
for 0 ≤ t ≤ T and all u ∈ X sT (M).
Proof. Again, the proof follow from an adaptation of the proof of Proposition A.8 from [2] that involves
replacing the integral multiplication inequalities used there with their fractional versions, i.e. Theorem
A.7, in a similar fashion to the proof of the product estimate from Proposition A.11. 
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Proposition A.13. Suppose s = k/2, s > n/2, f ∈ C2s(R× Rn+1) and f(0, 0) = 0. Then
‖f(u(t), ∂u(t))‖Es ≤ C
(
‖u(t)‖Es+1
)
‖u(t)‖Es+1
(
∂u = (∂tu, ∂iu)
)
for t ∈ [0, T ] and u ∈ X s+1T (M).
Proof. First, we note the following simple inequalities, which follow directly from the definition of the
norms ‖ · ‖Es and ‖ · ‖Es+1.
‖u‖2Es ≤ ‖u‖2Es+1, ‖∂tu‖2Es ≤ ‖u‖2Es+1 and ‖Du‖2Es ≤ ‖u‖2Es+1.
Using these in conjunction with Proposition A.10, we obtain
‖f(u, ∂u)‖Es ≤ C
(‖u‖Es + ‖∂u‖Es)(‖u‖Es + ‖∂u‖Es) ≤ C(‖u‖Es+1)‖u‖Es+1,
which completes the proof. 
Proposition A.14. Suppose s = k/2, s > n/2, f ∈ C2s(R×Rn+1 ×R×R) and f(0, 0, 0, 0) = 0. Then
‖f(u(t), ∂u(t), v(t), ∂tv(t))‖
Es+
1
2
≤ C
(
‖u(t)‖
Es+
3
2
,2s−1 + ‖u(t)‖Es+1 + ‖v(t)‖Es+1
)
×
(
‖u(t)‖
Es+
3
2
,2s−1 + ‖u(t)‖Es+1 + ‖v(t)‖Es+1
)
for all t ∈ [0, T ], u ∈ Xs+1T (M) ∩X
s+ 3
2
,2s−1
T (M), and v ∈ X s+1T (M).
Proof. We begin by observing the following simple inequalities that follow directly from the defintion of
the norms:
‖v‖
Es+
1
2
+ ‖∂tv‖
Es+
1
2
. ‖v‖Es+1,
and
‖u‖
Es+
1
2
+ ‖∂tu‖
Es+
1
2
+ ‖Du‖
Es+
1
2
. ‖u‖
Es+
3
2
,2s−1 + ‖u‖Es+1.
The desired inequality then follows from these estimates and an application of Proposition A.12:
‖f(u, ∂u, v, ∂tv)‖
Es+
1
2
≤ C
(
‖u‖
Es+
1
2
+ ‖∂u‖
Es+
1
2
+ ‖v‖
Es+
1
2
+ ‖∂tv‖
Es+
1
2
)
×
(
‖u‖
Es+
1
2
+ ‖∂u‖
Es+
1
2
+ ‖v‖
Es+
1
2
+ ‖∂tv‖
Es+
1
2
)
,
≤ C
(
‖u‖
Es+
3
2
,2s−1 + ‖u‖Es+1 + ‖v‖Es+1
)(
‖u‖
Es+
3
2
,2s−1 + ‖u‖Es+1 + ‖v‖Es+1
)
.

We conclude with the following integral estimates for ODEs.
Proposition A.15. Suppose that s = k/2, k ∈ Z≥0, 0 ≤ r ≤ 2s, u, ∂tu ∈ Xs,rT (M), f ∈ Xs,rT (M),
v, ∂tv ∈ XsT (M), g ∈ XsT (M), and
∂tu = f and ∂tv = g in [0, T ]×M .
Then
‖u(t)‖2Es,r ≤ ‖u(0)‖2Es,r +
∫ t
0
‖u(τ)‖2Es,r + ‖f(τ)‖2Es,r dτ
and
‖v(t)‖2Es ≤ ‖v(0)‖2Es +
∫ t
0
‖v(τ)‖2Es + ‖g(τ)‖2Es dτ
for t ∈ [0, T ].
Proof. We only prove the first inequality with the second following from similar arguments. Fixing
ℓ ∈ {0, 1, . . . , r}, we compute
∂t‖u(t)‖2
Hs−
ℓ
2 (M)
= 2〈u|∂tu〉
Hs−
ℓ
2 (M)
≤ ‖u(t)‖2
Hs−
ℓ
2 (M)
+ ‖∂tu(t)‖2
Hs−
ℓ
2 (M)
where in deriving the last inequality we used Cauchy-Schwartz and Young’s inequalities. But, ∂tu = f
by assumption, and hence we have that
∂t‖u(t)‖2
Hs−
ℓ
2 (M)
≤ ‖u(t)‖2
Hs−
ℓ
2 (M)
+ ‖f(t)‖2
Hs−
ℓ
2 (M)
.
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Integrating this expression in time and summing the result over ℓ from 0 to r then gives
‖u(t)‖2Es,r ≤ ‖u(0)‖2Es,r ≤
∫ t
0
‖u(τ)‖2Es,r + ‖f(τ)‖2Es,r dτ,
which proves the first inequality. 
Appendix B. Elliptic systems
In this appendix, we recall some well known existence and regularity results for elliptic systems of the
form
∂i(b
ij∂jv + ǫd
iv + Li) + ǫai∂iv − λcv = F in Ω, (B.1)
νi(b
ij∂jv + ǫd
iv + Li) = ǫhv +G in ∂Ω, (B.2)
where
(i) as above, Ω is open, bounded in Rn, n ≥ 2, with smooth boundary,
(ii) νi is the outward pointing unit co-normal to ∂Ω,
(iii) Li ∈ L2(Ω,RN ), F ∈ L2(Ω,RN ) and G ∈ H−1/2(∂Ω,RN ),
(iv) ai, di ∈ Ln(Ω,MN×N ) and h ∈ L∞(Ω,MN×N ) ∩W 1,n(Ω,MN×N ),
(v) c ∈ Ln(Ω,MN×N ) and satisfies
c ≥ σ > 0 in Ω
for some positive constant σ,
(vi) bij ∈ L∞(Ω,MN×N ) and satisfies
(bij)tr = bji, (B.3)
(vii) and there exists a κ1 > 0 and µ ≥ 0 such that
〈∂iv|bij∂jv〉L2(Ω) ≥ κ1‖v‖2H1(Ω) − µ‖v‖2L2(Ω) (B.4)
for all v ∈ H1(Ω).
Definition B.1. Under the assumptions (i)-(vii) above, v ∈ H1(Ω,RN ) is called a weak solution of
(B.1)-(B.2) if
〈bij∂iv|∂jφ〉Ω + ǫ〈djv|∂jφ〉Ω − ǫ〈ai∂iv|φ〉Ω + λ〈cv|φ〉Ω
− ǫ〈(hv)|∂Ω|φ|∂Ω〉∂Ω = −〈F |φ〉Ω − 〈Lj |∂jφ〉Ω + 〈G|φ|∂Ω〉∂Ω (B.5)
for all φ ∈ H1(Ω,RN ).
Remark B.2. That the above definition makes sense follows from repeated use of Ho¨lder’s inequality, the
Trace theorem, the Sobolev inequalities, Ehrling’s lemma and the duality relation (Hs(∂Ω))∗ ∼= H−s(∂Ω).
To see this, we observe from Theorems A.1 and A.2 that
‖uv‖L2(Ω) ≤ ‖u‖Ln(Ω)‖v‖
L
2n
n−2 (Ω)
. ‖u‖Ln(Ω)‖v‖H1(Ω), (B.6)
which in turn, implies via the Cauchy-Schwartz inequality that
〈uv|w〉Ω . ‖u‖Ln(Ω)‖v‖H1(Ω)‖w‖L2(Ω). (B.7)
Using Theorems A.1, A.2 and A.6, we observe also that
‖uv‖H1(Ω) . ‖u‖L∞(Ω)‖v‖H1(Ω) + ‖u‖W 1,n(Ω)‖v‖
L
2n
n−2 (Ω)
. ‖u‖L∞(Ω)∩W 1,n(Ω)‖v‖H1(Ω). (B.8)
This inequality, together with Theorem A.4, the Cauchy-Schwartz inequality, and Lemma A.5, implies
that
〈(uv)|∂Ω|w|∂Ω〉∂Ω . ‖uv‖H1(Ω)‖w‖H 34 (Ω)
. ‖u‖L∞(Ω)∩W 1,n(Ω)‖v‖H1(Ω)
(
γ‖w‖H1(Ω) + C(γ)‖w‖L2(Ω)
)
(B.9)
for any γ > 0. Finally,
〈u|v|∂Ω〉∂Ω . ‖u‖
H−
1
2 (∂Ω)
‖v‖H1(Ω) (B.10)
follows by the duality relation (Hs(∂Ω))∗ ∼= H−s(∂Ω) and Theorem A.4.
The following existence result is a slight modification of Theorem B.2 from [18], and is proved using
similar arguments.
Theorem B.3. Suppose assumptions (i)-(vii) above are satisfied. Then
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(i) there exists an δ∗ = δ∗
(
κ1, ‖a‖Ln(Ω), ‖d‖Ln(Ω), ‖h‖L∞(Ω)∩W 1,n(Ω)
) ≥ 1 such that every weak solution
v of (B.1)-(B.2) with ǫ ∈ [0, 1δ∗ ] satisfies the estimate
‖v‖H1(Ω) ≤ C
(
‖v‖L2(Ω) + ‖L‖L2(Ω) + ‖F‖L2(Ω) + ‖G‖H− 12 (∂Ω)
)
,
where
C = C
(
κ1, µ, λ, ‖a‖Ln(Ω), ‖d‖Ln(Ω), ‖h‖L∞(Ω)∩W 1,n(Ω), ‖c‖Ln(Ω)
)
,
and
(ii) there exists a λ∗ = λ∗(σ, µ) > 0 such that for λ ≥ λ∗ and ǫ ∈ [0, ǫ∗] there exists a unique weak
solution of (B.1)-(B.2).
Proof. (i): Given a weak solution v of (B.1)-(B.2), we see, after setting v = φ in (B.5), and using (B.4)
and (B.6)-(B.10), that
κ1‖v‖2H1(Ω) ≤ K
(
ǫ‖a‖Ln(Ω) + ǫ‖d‖Ln(Ω) + ǫ‖h‖L∞(Ω)∩W 1,n(Ω)
)‖v‖2H1(Ω) +K([|λ|‖c‖Ln(Ω)
+ ǫ‖h‖L∞(Ω)∩W 1,n(Ω) + µ
]
‖v‖L2(Ω) + ‖F‖L2(Ω) + ‖L‖L2(Ω) + ‖G‖H− 12 (∂Ω)
)
‖v‖H1(Ω)
for some constant K > 0 independent of ǫ > 0. Setting
δ∗ = max
1, 2K
(
‖a‖Ln(Ω) + ‖d‖Ln(Ω) + ‖h‖L∞(Ω)∩W 1,n(Ω)
)
κ1
 ,
and choosing ǫ ∈ [0, 1δ∗ ], it follows immediately from the above estimate that
‖v‖H1(Ω) ≤ C
(‖v‖L2(Ω) + ‖F‖L2(Ω) + ‖L‖L2(Ω) + ‖G‖H− 12 (∂Ω)),
where
C = C
(
κ1, µ, λ, ‖a‖Ln(Ω), ‖d‖Ln(Ω), ‖h‖L∞(Ω)∩W 1,n(Ω), ‖c‖Ln(Ω)
)
.
(ii:) Setting
B(v, φ) = 〈bij∂iv|∂jφ〉Ω + 〈djv|∂jφ〉Ω − 〈ai∂iv|φ〉Ω + λ〈cv|φ〉Ω − ǫ〈(fv)|∂Ω|φ|∂Ω〉∂Ω,
and
Λ(φ) = −〈F |φ〉Ω − 〈Lj |∂jφ〉Ω + 〈G|φ|∂Ω〉∂Ω,
it follows from the estimates (B.4) and (B.6)-(B.10) that B and Λ define bounded forms on H1(Ω), and,
moreover, that B satisfies the estimate
B(φ, φ) ≥(κ1 −K[ǫ‖d‖L∞(Ω) + ǫ‖a‖L∞(Ω) + ǫ‖h‖L∞(Ω)∩W 1,n(Ω)])‖φ‖2H1(Ω)
+ (λσ − µ)‖φ‖2L2(Ω) − ǫ‖h‖L∞(Ω)∩W 1,n(Ω)‖φ‖L2(Ω)‖φ‖H1(Ω).
From this estimate and Young’s inequality, i.e. αβ ≤ α22γ + γβ
2
2 (α, β ≥ 0, γ > 0), it is clear that there
exists a constant λ∗ = λ∗(σ, µ) > 0 such that
B(φ, φ) ≥ κ1
2
‖φ‖2H1(Ω)
whenever λ ≥ λ∗ and 0 ≤ ǫ ≤ 1δ∗ . Fixing λ ∈ [λ∗,∞) and ǫ ∈ [0, 1δ∗ ], we can apply the Lax-Milgram
theorem, see Theorem 1 from Section 6.2.1 of [11], to obtain the existence of a unique v ∈ H1(Ω) satisfying
B(v, φ) = Λ(φ) for all φ ∈ H1(Ω). By definition of B and Λ, it is clear that v is the desired weak solution
of (B.1)-(B.2). 
In addition to the above existence result, we will also require the following version of elliptic regularity,
where we define
r∗ =
{
r − 1 if r > 1/2
0 otherwise
Theorem B.4. Suppose r, s ∈ R, s > n/2, 0 ≤ r ≤ s, bij ∈ Hs(Ω,MN×N ), Li ∈ Hr(Ω,RN ), F ∈
Hr
∗
(Ω,RN ), G ∈ Hr− 12 (∂Ω,RN ), the bij satisfy (B.3) and (B.4), ai = c = d = h = 0, and v is a weak
solution of (B.1)-(B.2). Then v ∈ Hr+1(Ω,RN ) and satisfies
‖v‖Hr+1(Ω) ≤ C
(
‖v‖Hr(Ω) + ‖F‖Hr∗ (Ω) + ‖L‖Hr(Ω) + ‖G‖Hr−1/2(∂Ω)
)
,
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where C = C(κ1, µ, ‖b‖Hs(Ω)).
Appendix C. Determinant formulas
Lemma C.1. Suppose that X,Y ∈ C2, N ∈ C, and L ∈ Gl(2,C) satisfies Ltr = L. Then
det
(
L X + Y
−Xtr + Y tr N
)
= det
(
L Y
Y tr N
)
+ det(L)XtrL−1X.
Proof. Direct computation. 
Lemma C.2. Suppose that X ∈ C2, N ∈ C, and L ∈ Gl(2,C) satisfies Ltr = L. Then
det
(
L X
Xtr N +XtrL−1X
)
= N det(L).
Proof. Noting that
det
(
L X
Xtr N +XtrL−1X
)
= det
((
1I 0
0 −1
)(
L X
−Xtr −N −XtrL−1X
))
= − det
(
L X
−Xtr −N −XtrL−1X
)
,
the proof follows since
det
(
L X
−Xtr −N −XtrL−1X
)
= −N det(L)
by Lemma C.1. 
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