Chromatin consists of DNA and a large number of associated proteins. Filion et al. (2010) provide a genome-wide analysis of the location of 53 chromatin proteins in Drosophila, revealing important principles underlying chromatin regulation and providing colorful insights into their organization.
Chromatin is the complex of DNA and protein that makes up eukaryotic chromosomes. The word is derived from the Greek word for color (chroma) because the nuclear material can be visualized through staining and detected by microscopy. Emil Heitz was the first to describe that chromatin comes in different forms when he noticed that part of the chromosomal material of moss stayed condensed throughout the cell cycle (Heitz, 1928) . He named the condensed part heterochromatin and named the part that decondensed in the interphase nucleus euchromatin. This binary division has since dominated the discussion of chromatin states even though the large number of protein constituents and multiple chemical modifications suggest greater combinatorial complexity (Felsenfeld and Groudine, 2003) . Chromatin consists of nucleosomal histones and a large number of other proteins, some of which show specificity for certain histone modifications. With a few exceptions, such as the well-characterized heterochromatin protein 1 (HP1) (Eissenberg et al., 1990) , the binding characteristics and chromosomal location of most nonhistone chromatin proteins remains unknown. In a tour de force, Filion et al. (2010) now determine the genomic location of 53 such proteins in the Drosophila genome. Although the number of chromatin subtypes revealed by the analysis is surprisingly small, their findings suggest that it is time to rethink the classical binary division of chromatin into euchromatin and heterochromatin.
To determine the genomic location of each of the 53 proteins, the authors employ the ''DamID'' method, which they previously developed (van Steensel et al., 2001) . The method entails fusing each protein to a bacterial DNA adenine methyltransferase and expressing it in a cultured Drosophila cell line. Local DNA methyltransferase activity is then used as an indicator of protein binding.
The result of these efforts is a large data set, revealing the genomic locations of 53 chromatin proteins. This in itself is a useful resource for the research community, as the local binding preferences and cooccurrence with other proteins generate testable hypotheses on the function and recruitment of each chromatin protein. However, Filion et al. go further and ask whether meta-analysis of the binding data can reveal different classes of chromatin. To identify groups of proteins that tend to colocalize, they perform principal component analysis (PCA), a computational method that reduces the dimensionality of multivariate data in order to identify uncorrelated variables called principal components. The authors show that three principal components are necessary and sufficient to identify five distinct states of chromatin, to which the authors assign colors (BLACK, GREEN, BLUE, RED, and YELLOW). The identification of five chromatin types suggests nonrandom localization of at least a subset of proteins. This idea is not too surprising: some form of regularity is expected, given that the overall process of chromatin structure assembly is nonrandom, and many chromatin processes such as transcription or replication initiation entail sets of specialized proteins. Importantly, however, many proteins are present in several chromatin types, and it is thus their unique combination rather than exclusive binding that characterizes each chromatin state, which in turn suggests a flexible, not rigid, organization of chromatin.
Of the five types of chromatin, BLACK regions are most prevalent, encompassing close to 50% of the genome, and are enriched in inactive genes. Surprisingly, however, proteins associated with BLACK regions are not known to mediate chromatin repression, suggesting that either the absence of activators is sufficient to ensure the off-state of a gene or yet to be identified repressive pathways are at work. The latter possibility is supported by the authors' observation that transgenes inserted into regions of BLACK chromatin are frequently silenced. Proteins corresponding to the known pathways of gene repression, including the Polycomb and HP1 pathways, are found in BLUE and GREEN chromatin.
YELLOW and RED regions both contain active genes but differ in several ways. YELLOW regions harbor histone H3 lysine trimethylation (H3K36me3), a chromatin mark specific to transcriptional elongation. RED regions do not exhibit this mark even though they contain many regulatory factors, including several DNAbinding proteins. RED furthermore harbors more developmental genes than YELLOW, raising the possibility that distinct forms of gene regulation account for the observed chromatin states. Among the 53 chromatin proteins analyzed in this paper are five DNA-binding factors, GAF, CTCF, JRA, MNT, and SU(HW). With the exception of SU(HW), all of them show preferential binding in RED chromatin even though their binding sites occur throughout the genome. This finding suggests a role for RED chromatin in directing these factors to a subset of binding sites. Intriguingly, this preferential binding does not simply reflect greater DNA accessibility in RED chromatin, as the authors show that an unrelated transcription factor, GAL4 from budding yeast, can find its correct binding motif in any type of chromatin. An alternative explanation for the specificity of the Drosophila proteins could be interactions with other chromatin components that are also enriched in RED chromatin.
Follow-up experiments will improve our understanding of these intriguing new colors of chromatin and their interplay with DNA-binding factors. Combined with data on other epigenomic variables such as replication initiation (Gilbert, 2001) , repair (Groth et al., 2007) , nucleosomal turnover (Henikoff, 2008) , and three-dimensional genome organization (Cockell and Gasser, 1999) , these results will lead to a more comprehensive picture of chromatin architecture and function. Clearly, it is time to say goodbye to the black and white world of heterochromatin and euchromatin.
Gene profiling experiments have revealed similarities between cancer and embryonic stem (ES) cells. Kim et al. (2010) dissect the gene expression signature of ES cells into three functional modules and find that the Myc module, including genes targeted by Myc-interacting proteins, accounts for most of the similarity between ES and cancer cells.
Modern techniques in stem cell biology in the postgenomic era have led to dramatic advances in our understanding of the molecular underpinnings of both embryonic stem (ES) cells and cancer. Several essential ''core'' pluripotency genes regulating the ES cell fate (including Oct4, Sox2, and Nanog) have been defined in both mice and humans, and biologists are now using gene expression profiling experiments to discover genome-wide ''signatures'' for ES and cancer cells. Intriguing similarities between ES cells and cancer have arisen in such experiments, suggesting that cancers and ES cells may share fundamental mechanisms for self-renewal and differentiation (BenPorath et al., 2008; Somervaille et al., 2009; Wong et al., 2008) . On the other hand, the similarity in gene expression between some cancers and ES cells has been puzzling because a core ''stemness'' signature that is shared between ES cells and other tissue stem cells has remained elusive (Fortunel et al., 2003) . In addition, most human tumors do not exhibit true pluripotency. So, how can we explain the similarities in gene expression patterns between ES and cancer cells?
In this issue of Cell, Kim et al. address this question by carefully scrutinizing the ES cell signature and breaking it down into several functional units. Using this approach, the authors show that the connections between ES cells and cancer are largely due to Myc, the well-studied proto-oncogene that regulates many aspects of gene expression, proliferation, and differentiation in adult tissues (Kim et al., 2010) .
Using a powerful, highly stringent, and innovative in vivo biotinylation technique to probe protein-protein and protein-DNA interactions (Kim et al., 2009) 
