ABSTRACT
INTRODUCTION
Robotics is the branch of mechanical engineering, electrical engineering and software engineering that deals with the design, construction, operation, application, control systems and information processing of robots. These technologies are used as automated machines that can take the place of humans in dangerous environments or manufacturing processes. Many of today's robots are inspired to the field of bioinspired robotics. The concept of creating machines that can operate autonomously dates back to classical times, but research into the functionality and potential uses of robots did not grow substantially until the 20th century. Robotics has been often seen to mimic, and often manage tasks in a human behaviour. Robots also do jobs that are hazardous to people such as defusing bombs, underground paintings, mines and exploring shipwrecks.
II. GENERAL DISCUSSION

A. Methodogy
The proposed methodology have implemented a system through which user can give the commands to the robotic arm with the help of a camera which captures the objects gesture movement [1] [4] .The robotic arm can be used where a human feel he or she may not directly involve with substance or hazardous materials in the industries. 
III. Existing Method
The project "Wireless Gesture Controlled Robotic Arm with Vision" is a system design which is divided into Accelerometer, Robotic Arm and Platform. It is an Accelerometer based system which controls a Robotic Arm wirelessly using a3-axis (DOF"s) accelerometer via RF signals. The Robotic Arm is mounted over a movable platform that is controlled wirelessly by another accelerometer. One accelerometer is attached on the human hand, capturing its gestures and postures according to which the robotic arm moves and the other accelerometer is mounted on any one of the leg of the operator, capturing its gestures and postures and thus the platform moves accordingly. Overall, the robotic arm and platform is synchronized with the gestures and postures of the hand and leg of the operator, respectively. The robotic arm performs the following motions: PICK and PLACE, RAISING and LOWERING the objects. FORWARD, BACKWARD, RIGHT and LEFT are the motions performed by the platform. The system is equipped with an IP based camera that can stream real time video wirelessly to any Internet enabled device such as Mobile Phone, Laptop, etc.
IV.PROPOSED METHOD
D. Components specification SOFTWARE USED
• LabVIEW 2014 • Vision and Motion Toolkit
HARDWARES USED
CAMERA
• PC web camera.
• 1600X1200 pixel resolution
SERVO MOTORS
• 10kg torque fig below) . The first step is to label the FBD, with the robot arm stretched out to its maximum length. Next the moment arm calculation is done by multiplying downward force times the linkage lengths. The calculation must be done for each lifting actuator. This design has just two DOF [6] [11] that requires lifting, and the center of mass of each linkage is assumed to be Length/2. Torque about Joint 1: M1 = L1/2 * W1 + L1 * W4 + (L1 + L2/2) * W2 + (L1 + L3) * W3 Torque About Joint 2: M2 = L2/2 * W2 + L3 * W3 For each added DOF, the math gets more complicated, and the joint weights get heavier. It is also seen that shorter arm lengths allow for smaller torque requirements.
FORWARD KINEMATICS
Fig.3. Forward kinematics
Forward kinematics is the method for determining the orientation and position of the end effector, using the joint angles and link lengths of the robot arm. Here the end effector location with given joint angles and link lengths is calculated. To make visualization easier, the blue triangles are drawn and the angles are labelled. Assume that the base is located at x=0 and y=0. The first step would be to locate x and y of each joint. Joint 0 (with x and y at base equaling 0): x0 = 0 y0 = L0 Joint 1 (with x and y at J1 equaling 0): cos(psi) = x1/L1 => x1 = L1*cos(psi) sin(psi) = y1/L1 => y1 = L1*sin(psi) Joint 2 (with x and y at J2 equaling 0): sin(theta) = x2/L2 => x2 = L2*sin(theta) cos(theta) = y2/L2 => y2 = L2*cos(theta) End Effector Location (make sure your signs are correct): x0 + x1 + x2, or 0 + L1*cos(psi) + L2*sin(theta) y0 + y1 + y2, or L0 + L1*sin(psi) + L2*cos(theta) z equals alpha, in cylindrical coordinates The angle of the end effector, in this example, is equal to theta + psi.
INVERSE KINEMATICS
Fig.4. Inverse kinematics
Inverse kinematics is the opposite of forward kinematics. Here there is a desired end effector position, but need to know the joint angles required to achieve it. Inverse kinematics is more useful than forward kinematics, but the calculation is much more complicated. psi = arccos((x^2 + y^2 -L1^2 -L2^2) / (2 * L1 * L2)) theta = arcsin((y * (L1 + L2 * c2) -x * L2 * s2) / (x^2 + y^2)) where c2 = (x^2 + y^2 -L1^2 -L2^2) / (2 * L1 * L2); ands2 = sqrt(1 -c2^2).
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F. Design And Implementation
Coding  The gesture movement of the object is captured using the camera [1] [4] .  The captured image is then processed using image processing technique through NI LabVIEW software [8] .  The ARDUINO UNO Microcontroller act as an interface between the system and the servo motors of the robotic arm.  The power supply is given to the ARDUINO UNO Microcontroller and the servo motors.  The robotic arm moves with the help of a servo motor where the movement is controlled by the PWM technique through the ARDUINO UNO Microcontroller [3] [15] .  The robotic arm is introduced to the environment for its various applications [7] [13]. (b) Overall prototype.
V. CONCLUSION A two degree of freedom robotic arm was designed using CAD from a sheet of 10mm PVC sheet. The robotic arm was controlled successfully using image processing by LabVIEW and driving the servos using ARDUINO UNO Microcontroller [15] . The robotic arm replicated or moved in accordance with the movement of the gesture or reference image [3] . By controlling the robotic arm through the gesture a pick and place of an object was performed [7] [13] .This method of robotic arm control can be used for handling heavy load. A heavy lifting crane can be controlled by gesture. In laboratories where toxic stuff are being handled an arm controlled by gestures will give a better interface of the users. As a future work the 2D processing can be upgraded to a 3D control using the gesture which would help lot of different purposes in different areas of the industries.
