Abstract-A general deflation framework is described for the separation of a desired signal subspace of arbitrary dimensions from noisy multichannel observations. The method simultaneously uses single and multichannel priors to split the desired and undesired subspaces, even for coplanar (intersecting) subspaces. By appropriate use of signal priors, it can even extract signals from degenerate mixtures of signals and noise recorded from a few number of channels in low SNR scenarios, without the reduction of the data dimensions. As a case study, the performance of the proposed method is studied for the problem of extracting fetal cardiac signals from maternal abdominal recordings, over simulated and real data. A second case study deals with the degenerate problem of extracting diaphragmatic electromyogram from electrocardiograph artifacts. A provisional patent application based on this method has been filed.
I. INTRODUCTION

S
IGNAL denoising is among the most developed and competitive areas of stochastic signal processing. To date, numerous approaches have been proposed for this purpose [1] - [3] . Despite their diversity, a common objective of these methods is to find a domain, such as the time, frequency, scale, space, etc., in which the desired and undesired signals are (partially) separable. Each of these algorithms has theoretical upper performance bounds; however, depending on the application, additional processing gain can usually be achieved by using additional priors or by increasing the number of observation channels.
During the past two decades, multichannel analysis based on blind or semi-blind source separation (BSS) has highly developed [4] - [6] . Due to the minimal assumptions that they impose on the data model, these methods have drawn special attention for the separation of desired signals from noisy multichannel recordings [7] . However, due to the so-called "blindness" of these methods, the performance of BSS is limited to moderately low-noise situations with sufficient number of observations, known as the determined and over-determined cases [4] . Fortunately, real world applications are not totally "blind," and we typically have some prior information about the signals of interest. Currently, a large body of research is focused on the effective use of signal priors, such as signal dynamics [5, Ch. 11] , sparseness [8] , and time-frequency footprints [9] , for improving the signal/interference separability of BSS and solving the under-determined case.
In this paper, a framework is presented for the separation of a desired signal subspace from noisy multichannel observations. The proposed method is an iterative procedure that is repeatedly applied to the input signal until all the dimensions of the desired subspace are extracted. This method simultaneously uses single and multichannel priors to split the desired and undesired subspaces, even for coplanar (intersecting) subspaces. It is experimentally shown that by appropriate use of such priors, one can even extract signals from degenerate mixtures in low SNR scenarios. The proposed method is fairly general and may be applied to various applications. As a case study, it is used for the separation of fetal cardiac signals from maternal interference and noise, over simulated and real data. In a second case study, the method is applied to the degenerate problem of extracting diaphragmatic electromyogram from electrocardiograph artifacts. A provisional patent application based on this method has been filed [10] .
The rest of the paper is organized as follows. In Sections II and III, the required background and data model are presented. The proposed method is presented in Section IV. Sections V and VI focus on two special case studies, which are followed by a summary and concluding remarks in Section VII.
II. GENERALIZED EIGENVALUE DECOMPOSITION
For symmetric matrices , the problem of generalized eigenvalue decomposition (GEVD) [11] , of the matrix pair , consists of finding matrices and , such that (1) where is a diagonal matrix of the generalized eigenvalues corresponding to the eigenmatrix , with real eigenvalues sorted in ascending order on its diagonal. 1 In (1), is a transform that simultaneously diagonalizes and . Moreover, the first eigenvector , corresponding to the largest generalized eigenvalue, also maximizes the following ratio, known as the Rayleigh quotient [11] (2) 1 In the problem of interest, A and B are symmetric, and commonly, positive definite matrices; therefore, the eigenvalues are real and positive [11] .
1053-587X/$26.00 © 2010 IEEE III. DATA MODEL We consider zero-mean -dimensional observations , which follow an additive model (3) where is the desired part of the observations, considered as the signal part, and is the undesired part, considered as noise and/or interference. The covariance matrix of the observations is defined as follows: (4) where represents averaging over time. We further assume that the desired and undesired parts of the observations be uncorrelated, but the desired parts of the different channels be somehow dependent. For example, they can be linear or nonlinear mixtures of a signal subspace projected onto the observation space (5) where and . The undesired part of the signal is also assumed to be a mixture of low-rank [12] , and full-rank noise and/or interferences. The objective is to denoise the observations, i.e., to retrieve . The data model is very general and appears in many applications. For example, the problem of blind source (or subspace) extraction with a latent variable model is a special case for this model (6) where , , , and . In this case, it is assumed that the signal of interest is a subspace of the column space of , while the other subspaces and noises form the undesired part.
Under the assumption of independent with , and a moderately small noise , the latent variable model can be solved by second and higher-order statistical methods, known as independent component analysis (ICA) [13] , [14] . The degenerate (under-determined) case, where
, is yet more challenging and does not generally have a solution, unless when additional assumptions such as sparsity (in the time or transform domain) are valid [8] .
With this background, the limitations of the currently existing methods include: a) the estimation of the demixing matrix is sensitive to the data model and observation noise; b) the degenerate case can not be solved, except under special assumptions and prior information; c) dimensions of the desired subspace is commonly required in advance; d) coplanar (intersecting) subspaces can not be separated; e) full-rank noise is not separated and may even be amplified in the extracted components [12] ; f) the rank of the observations are commonly reduced, if used for denoising. In what follows, by using a priori knowledge of the signal/noise subspaces, we present a method that removes some of the mentioned limitations.
IV. METHOD
A. Single Channel Denoising
Regardless of the multichannel structure of the data model in (3), in each of the channels the desired and undesired parts of the observation may be separable (although approximately) using some linear or nonlinear denoising scheme applied in the time or transform domain. The optimal denoising scheme is application dependent and its performance depends on the signal-to-noise ratio (SNR) of each channel. Conventional frequency domain filters, wavelet denoisers, optimal Wiener filters, linear or nonlinear Kalman filters are amongst the possible denoising schemes for single channel denoising. However, due to the commonly low SNR of the observations, single channel denoising is not very efficient for many applications and we seek for a method to benefit from the mutual spatial information within the different channels to improve the signal quality before denoising.
Filters used for denoising typically have a monotonic characteristic, i.e., the quality of a signal (in any of the later mentioned senses) should not be degraded by the filtering process. More rigorously, if represents the quality of the signal and denotes the filtering operator, the following property holds:
We hereby refer to this feature as monotonic performance. The denoisers used for the proposed method are assumed to possess this feature. Moreover, in order to avoid algorithm divergence, it is also assumed that the filters do not increase the signal power.
B. Linear Decomposition Using GEVD
Any linear transform of the observations , defined in (3), can be represented as follows: (8) The performance of the later proposed method highly relies on the efficient use of prior information about the signal and noise subspaces in such linear transforms. In the following, we review several different cost functions that can appear in different applications, each leading to a different linear transform.
1) SNR Maximization:
Suppose that we want to find a linear mixture of the input with a maximal SNR. The SNR of the linear mixture , defined in (8) , can be calculated as follows:
where and are the covariance matrices of the signal and noise parts. The uncorrelatedness of the signal and noise parts has been used for the second part of this equation.
Following the explanations in Section II, the maximum value of the SNR is achieved by GEVD of the matrix pair , or equivalently, the GEVD of the matrix pair . This approach is, therefore, applicable for the cases that or are know or can be estimated.
2) Nonstationarity Maximization: Suppose that the signal (or noise) parts of the observations have a burst-like or sparse behavior, i.e., they only appear over certain periods of time and the active times of the desired signals are known or could be estimated from the dataset. This is the case for many practical applications such as mixtures of electroencephalogram (EEG) signals corrupted by eye movements or blink artifacts [15] , EEG evoked responses to ocular or audio stimuli, EEG signals corrupted by switching magnetic resonance artifacts in fMRI experiments [16] , or other possible applications in telecommunications. In all of these cases, the observations are nonstationary mixtures of signal and noise. We can, therefore, define a cost function that accounts for this nonstationarity (10) where is the active time epochs of the bursty signal (or more generally the time instants with a known nonstationarity), and is the covariance matrix of the observations over the periods of nonstationary. This idea is rather similar to the notion of Common Spatial Patterns (CSP) [17] . By maximizing (10) , one can find the components that have a maximal contribution in the energy of the burst epochs (the numerator), while having the least contribution in the overall signal energy (the denominator). Following (2), the maximum value of is achieved by GEVD of the matrix pair .
3) Spectral Contrast Maximization:
The signal/noise separability may be achieved in domains other than the time domain. For instance, suppose that we are interested in extracting band-limited signals; e.g., the extraction of alpha or beta (or both) rhythms from noisy EEG recordings. In this case, the linear mixture defined in (8) , can be transformed into the frequency domain where represents the Fourier transform. We can now define the contrast function as follows: (11) where is the frequency band of interest, is the whole frequency axis (or the Nyquist band, in the discrete case), and is the cross-spectrum of the observation vector averaged over the bandwidth of interest. In the denominator of the last part of (11), we have used the Parseval's relation [18] . In order to have a real symmetric matrix , the summation is taken over both positive and negative values of (or symmetric frequencies with respect to the Nyquist frequency, in the discrete case), over the frequency bands of interest. This condition guarantees the realness of . For this cost function, the maximal spectral contrast is achieved by GEVD of the matrix pair . Note that here, the objective is to transform the signals into a domain in which the signal and noise are better separated. Therefore, any other transform that preserves the linearity, such as wavelet transforms, may also be used in this procedure.
4) Periodicity Maximization:
The desired or undesired parts of the observations can have a periodic or quasi-periodic structure. This is the case in applications in which a periodic or quasi-periodic signal is corrupted by noise, such as mixtures of electrocardiogram (ECG) or magnetocardiogram (MCG) signals and noise. In this case, one may seek for linear transforms that maximize a measure of periodicity, while keeping the signal energy bounded (12) where is a (time-varying) period of the periodic or quasi-periodic signal and . The AMUSE algorithm with a constant [19] , and periodic component analysis with a time-varying time-lag [20] , are examples of algorithms that maximize such a cost function. In either case, the maximum value of is achieved by GEVD of the matrix pair . The cost functions defined in (9)- (12), were all defined such that the problem of finding the optimal linear transform would lead to GEVD of the covariance matrix and another positive definite matrix 2 that is designed and calculated from the observations using prior knowledge of the desired signals. For our problem of interest, linear transforms based on GEVD have several advantages over other possible linear decompositions.
• The components are uncorrelated and whitened, which means that there is no redundancy in the extracted components up to second-order statistics, as in principal component analysis (PCA).
• They use all the degrees of freedom of an linear transform, unlike PCA or sphering transforms that only use and degrees of freedom, respectively [11, ch. 5] .
• The components are ranked according to the statistical measure used in defining the second diagonalized matrix, unlike conventional ICA that can not rank the components.
C. Iterative Subspace Decomposition
We are now at a point where we can merge linear multichannel decomposition with single channel denoising schemes. The proposed method is presented in Fig. 1 . It consists of an iterative procedure that applies a sequence of linear decomposition (projection), denoising, and recomposition (back-projection) to the input data. Following the explanations in the previous subsection, the linear decomposition unit is a GEVD procedure based on our prior knowledge of the signal and noise subspaces. The outputs of this unit are ranked in descending (ascending) order of resemblance to the signal (noise) subspace. The objective of this block is to concentrate the components of the desired subspace in the first few components of its output. This unit is followed by a linear or nonlinear monotonic denoising filter that is applied to the first components of the previous block. This filter can be a single channel filter applied to each channel separately, or a multichannel filter applied to the first components together. As explained before, such denoising could have been directly applied to the original , but by applying it after the linear decomposition in Fig. 1 , we benefit from the improved signal quality of the first (or the first few) components extracted by the linear decomposition block. This improvement is the direct consequence of maximizing any of the cost functions defined in (9)- (12) . For example, if the linear decomposition is based on SNR maximization (9), the SNR of the first extracted component is higher than any of the original input channels. Therefore, a monotonic denoiser applied after the linear decomposition is more effective than a denoiser that is applied before the decomposition.
Finally, the residual signals of the denoised components and the other unchanged components are back-projected to the observation space, using the inverse of the linear decomposition matrix. In each iteration of the algorithm, some portion of the signal and noise subspaces are separated and the procedure is repeated until the output signals satisfy some predefined measure of signal/noise separability.
The overall algorithm can be expressed as follows. (9)- (12) (or other possible measures). The index represents the th iteration, is the transpose of the decomposition matrix found by GEVD, 3 is the output of each iteration, is the denoising function for removing (keeping) the undesired (desired) components applied to the first channels of , is the output of the denoising block in channel , is the th column vectors of , is a measure of the desired subspace removal used as a stopping criterion, and is a predefined threshold. The threshold and stopping criterion are rather subjective. In Section V, examples of such measures are presented.
The output of each iteration of the algorithm can be represented in the following compact form:
The total number of iterations depends on the number of dimentions of the target subspace and the denoising strength. On the other hand, the choice of is rather ad hoc and a compromise between the accuracy of denoising and the number of iterations. Due to the ranking property of the decomposition block, for high dimentional data, one can use a larger to speed-up the convergence of the algorithm, while for low-dimensional and degenerate data, one can use to avoid losing the delicate components.
It should be noted that since the strongest components of the desired (undesired) subspace are removed from in each iteration, the weaker components that were dominated by the stronger ones are found in later iterations. Therefore, the covariance matrices required for the GEVD procedure of the proposed method are recalculated in every iteration from the output signals of the previous iteration. Moreover, the separation criterion used for designing the linear projector and the denoising block of Fig. 1 do not need to be the same in all iterations. For instance, for EEG signals, if we use the spectral contrast function defined in (11) , one iteration of the algorithm can be designed to extract the alpha rhythms, while another iteration extracts the beta rhythms of the EEG. Similar examples are presented in the following for the extraction of maternal and fetal ECG mixtures.
One of the advantages of the proposed method is that we can remove the desired (or undesired) subspaces without losing the dimensionality of the recordings. This is due to the intermediate denoising step that is "breaking" the linearity of the transform. This is an important issue for noisy mixtures recorded from a few number of channels.
As an iterative algorithm, the study of convergence and robustness to changes in parameters is a major concern. Due to the data-driven nature and flexibility of the proposed algorithm, the proof of convergence in its general case is application-dependent. In the Appendix , sufficient conditions are presented that guarantee the local stability and convergence of the signal norms in each iteration. These conditions place constraints on the eigenvalues (and, therefore, structure) of the input data and the output of the denoiser in each iteration. 
V. APPLICATION IN FETAL ECG EXTRACTION
Fetal ECG (fECG) recorded from the maternal abdomen are heavily contaminated with maternal ECG (mECG), which depending on the gestational age and electrode locations, can be up to twenty times stronger than the fetal components [22] , [23] . Independent subspace analysis (ISA) and other ICA-based methods are the most common approaches for fECG extraction. However, these methods have some limitations: although the maternal and fECGs form two independent subspaces and ISA tends to separate these two subspaces, in presence of noise or with special lead configurations, the subspaces of the fetal and maternal cardiac signals are not fully separated by linear ICA. This usually results in fetal signals that are still contaminated by mECG, or in fetal components removed with the maternal signals. We should add to this the problem of distributedness of the cardiac sources and the ambiguity in the number of dominant dimensions corresponding to the maternal and fetal subspaces [24, Ch. 6] .
In the following, the proposed deflation procedure is used for the removal of mECG interference from fetal recordings. Due to the quasi-periodic structure of the ECG and according to criterion (12), the linear step of the algorithm is designed according to the periodic component analysis CA procedure developed in [20] , and for the denoising step we use the Kalman filtering framework presented in [25] . The method is applied to both simulated and real ECG recordings. The block diagram of the algorithm is depicted in Figs. 2-4 .
A. Simulated Data 1) Dataset:
Due to the multidimensional nature of the ECG, a realistic ECG model with multiple dimensions is required. Here, we use a multichannel ECG and noise generator similar to the one proposed in [26] . The model is as follows: (14) where and are 3-D sources representing the maternal and fetal cardiac components 4 , is structured lowrank noise representing respiration or electrode movement artifacts, is full-rank noise representing typical measurement noise, and , , and are the volume conduction transfer matrices for the mother, fetus, and structured noises, respectively. In this model, the maternal signal is assumed as interference, while and are assumed as noises for the fetal signal . Therefore, the parameters , and control the signal-to-interference ratio (SIR) and signal-to-noise ratio (SNR) of the fetal ECG.
For this simulation, three independent leads from 24 subjects of the Physikalisch-Technische Bundesanstalt diagnostic ECG 4 The assumption of three dimensions for the maternal and fetal components is based on the far-field dipole approximation of cardiac potentials [27] . database (PTBDB) were used [28] . This database has a sampling rate of 1000 Hz. The signals were further preprocessed for baseline wander removal and bandpass filtered between 0.7 and 150 Hz. For each trial, three channels of the preprocessed data were randomly selected among the 24 subjects to represent and . The fetal heart beat is typically about twice as fast as the maternal heart beat. Hence, the signals representing were resampled to 500 Hz to mimic fECGs with higher heart beats. All simulations were performed over 10-s data segments.
The full-rank noise was considered as white Gaussian noise, while for the structured noise , real baseline wander, muscle artifacts, and electrode movement signals from the Noise Stress Test Database (NSTDB) [29] , [30] were randomly selected and resampled to Hz. In order to have eight channel observations, , , and are chosen as random 8 3 matrices having specific angles between their column subspaces. To control the angle between the maternal and fetal subspaces, we calculate the principal angles (PA) between these two subspaces, denoted as follows:
The procedure of calculating the PA is explained in [21, ch.
12]. The signal-to-interference ratio (SIR), signal-to-noise ratio
, and the signal-to-interference plus noise ratio (SINR), are calculated as measures of fetal signal quality before denoising (18) where , , , and , are respectively the entries of , , , and in channel , and represents averaging over time and channels. For this simulation, the parameters , , and were selected such that dB dB and the overall fetal input SINR was swept in the range of dB to dB, which are in the range of their actual values. 5 With these choices, the mECG is the dominant artifact. Due to the choice of signal and noise dimensions, it is clear that the resulting mixtures in (14) are degenerate.
2) Evaluation: The following three algorithms were used, for evaluation: i) ISA: As a benchmark method, the Joint Approximate Diagonalization of Eigenmatrices (JADE) algorithm was applied to the simulated data to achieve independent components [13] . Next, in order to find and regroup the dominant components that correspond to the fetal subspace, the optimal linear transform was found such that the following error be minimized: (19) where is the th entry of and is a projection vector to be found. The optimal solution of this problem is (20) Using this transform, the corresponding errors were calculated from (19) and ranked in ascending order. The first three channels of with the smallest value of were selected as the fetal subspace. 6 These three components were back-projected to the original signal space using the inverse of the demixing matrix estimated by JADE.
ii) Deflation: The proposed deflation method was also applied to the synthetic signals for removing the mECG. The R-peaks of the mECG required for the CA method were detected from an arbitrary channel which had dominant mECG artifacts [20] . The algorithm was repeated in four iterations over each dataset, which was empirically found to be sufficient for removing the 3-D maternal subspace used in the simulations.
iii) Deflation and ISA: The described deflation procedure only removes the maternal subspace. The deflation results may be improved by applying a postfiltering, for instance another ISA, to the signals after mECG removal. This ISA step is identical to the one explained in the first algorithm, except that after the deflation step, the mixture is "less-degenerate," in the sense that the mECG has already been removed and there are no more dimensions occupied by the mECG components in the ISA outputs. Note that in this postprocessing step, we again take the first three components corresponding to the fetal subspace.
For each value of the input SINR, the simulations were repeated ten times, each time with different signal and noise samples and for different values of . Multichannel source separation techniques can be rather sensitive to the angles between the mixing subspaces. Therefore, all experiments were performed for two cases: 1) all principal angles smaller than 10 with an average , which we denote by , and 2) all principal values greater than 60 with an average , which we denote by . They were achieved by generating random matrices and , and altering them by a Givens rotation to achieve the desired principal angles [21] .
These two cases represent very close and very far maternalfetal subspaces, respectively. After applying the filter, the SINR improvement 7 of the filter outputs were calculated and compared for the different denoising methods. In Fig. 5(a) and (b) , the results of this study can be seen for and , respectively. We can see from Fig. 5(a) that the SINR improvement is significantly lower as compared with Fig. 5(b) , indicating the fact that subspace separation becomes more difficult as the two subspaces become closer to each other. In this case, the deflation method outperforms ISA and the combination of deflation and ISA (denoted by deflation+ISA) outperforms both methods, except in very high SINR where the deflation method alone has outperformed the ISA-based method. For , the standard deviation of ISA is higher than the other methods, indicating its lower robustness. On the other hand, in Fig. 5(b) we can see that for ISA and the combination of ISA and deflation have close performances, while the latter has been slightly more effective. Interestingly, in the highest input SINR dB , the deflation method has again outperformed ISA.
B. Real Data 1) Evaluation Measures:
For real data, it is not possible to calculate the SNR as a measure of performance. Therefore, in order to have a quantitative measure, we propose to compare the amount of periodicity of the signal before and after filtering. Here, the idea is that an artifact-free signal should not contain any waveform that is synchronous with the mECG. Based on this idea, we first find the mECG R-peaks and the cardiac phase , as explained in [20] . From , a time-varying lag is calculated (21) Accordingly, is the time distance between the sample and its dual sample , which is the sample with the same phase value in the successive ECG beat.
From this, the following correlation coefficient is proposed as an overall periodicity measure (PM) for a signal (22) where represents averaging over the time index. From this definition , where indicates an aperiodic signal, and indicates a fully periodic one (with respect to the target ECG signal). An effective filter should be able to remove any component that is temporally synchronous with the heartbeat and the samples and should become uncorrelated; resulting in a close to zero. Therefore, this measure is a suitable candidate for the stopping criterion , in the deflation algorithm. The definition of PM may also be extended to vectorial data (23) which can be used as an overall measure of periodicity for multichannel data. Note that the reduction of or is a necessary, but not a sufficient measure of the filtering performance. In fact, the might be reduced, e.g., by an increase of the overall noise, without an improvement of the signal quality. Therefore, other evidence such as visual inspection of the resultant waveforms or a comparison of the signal spectra before and after filtering is always required besides this measure.
2) Results: We apply the proposed method to the DaISy fECG database for removing the mECG [31] . As seen in Fig.  6(a) , this dataset consists of five abdominal and three thoracic channels, recorded from the abdomen and chest of a pregnant woman, with a sampling rate of 250 Hz. As a preprocessing step, the baseline wander of the data was removed, the maternal R-peaks were detected and the proposed method was applied on it in eight iterations. The results of the first five iterations are seen in Fig. 6(b)-(f) .
The PM of all channels in different iterations are listed in Table I . It is seen that the proposed method has effectively reduced the mECG contaminants from the first to the last iteration. These values can be used for defining the appropriate threshold for stopping the iterative procedure. From Table I , we can also see that PM reduction has been more significant in the abdominal channels which are of greater importance for fECG analysis (channels 1 to 5), as compared to the thoracic channels. This implies that in practice, depending on the application, the stopping threshold can be based upon a number of specific channels.
Note that after removing the maternal interference with the proposed technique, other source separation algorithms, such as ICA, may be applied to the residual signals to separate the fetal components from the background noise.
C. Numerical Convergence and Robustness
We present numerical results on the algorithm performance under some changes of parameters, for the aforementioned application. For this purpose, the real abdominal signals introduced in section V-B are manipulated as follows: (24) where is the original multichannel signal in Fig. 6(a) , is Gaussian white noise, is a diagonal matrix for controlling the SNR of each channel, is an arbitrary random matrix with a condition number smaller than 100 (to assure its well-condition), and is the modified signal. In this case, to show the generality of the method, a wavelet denoiser is used as an alternative for the Kalman denoising block of Fig. 4 for mECG removal, with , i.e., denoising only the first decomposed signal. Following [2] , the parameters of the wavelet denoiser are as follows: Coiflet-5 mother wavelet, soft theresolding of wavelet coefficients based on the heuristic Stein's unbiased risk principle, without threshold rescaling [25] , [32] . To show the performance of the method in different denoising schemes, the mentioned parameters are studied in two decomposition levels of one and five. With one level of decomposition, the denoising is very strong, but has the risk of removing useful non-mECG signals. With five levels of decomposition, the denoising is weaker, but preserves non-mECG traces that might exist in the first decomposed channels.
The proposed algorithm is run over in ten iterations. In each iteration, by changing , the SNR is swept in the range of -10 to 30 dB in 10-dB steps and PM is calculated for each SNR. To study the consistency of the results, the whole procedure is repeated 1000 times, each time with a different noise instance and a random mixing matrix . The average and standard deviation bars of the results over 1000 trials are depicted in Fig. 7 for one and five levels of wavelet decomposition. It is seen that PM monotonically decreases in successive iterations, but depending on the input SNR, it saturates after a number of iterations. Moreover, we can see that a wavelet denoiser based on single level decomposition has been more effective in decreasing the PM. However, as mentioned before, the decrease of PM is only a necessary condition for the evaluation of the method. In order, to evaluate the quality of mECG extraction, we compare the mECG waveforms extracted directly from , with the signals extracted in different SNR from the manipulated signal . The average and standard deviation bars of the mean-square error (MSE) between the directly extracted mECG and the ones extracted from the manipulated signal can be seen in in Fig. 8 , for one and five levels of wavelet decomposition. It can be seen that the MSEs converge to their final values in less than ten iterations. We can also see that the MSE is higher in lower SNRs, which is due to the additive noise in (24) that decreases the input SNR and, therefore, increases the MSE. Moreover, comparing Figs. 7 and 8, one can notice that one-level wavelet decomposition has been faster and more effective in PM reduction as compared with the five-level decomposition; however, the MSE of one-level decomposition is worse. This shows that in each iteration of the algorithm, there is a compromise between the amount of denoising and the residual components.
The number of iterations required for convergence depends on the dimensions of the estimated subspace. For ECG signals, previous studies have shown that they have between four to eight dominant dimensions [24, Ch. 6] . Therefore, assuming that each iteration of the algorithm almost extracts one of these dimensions, it is reasonable that the algorithm converges within the same number of iterations. This observation is highlighted in the results of Figs. 7 and 8.
VI. APPLICATION IN DIAPHRAGMATIC SIGNAL EXTRACTION
As a second case study, the proposed method is applied to diaphragmatic electromyogram (EMG) signals recorded from a set of intraesophageal electrodes. A typical segment of this signal can be seen in Fig. 9(a) . 8 The objective of this study was to measure diaphragmatic EMG, which are characterized by low amplitude noise-like bursts synchronous with the respiration. The exact detection of the beginning and ending points of the EMG burst are widely used in respiratory studies. However, since the intraesophageal electrode is rather close to the heart, the ECG dominates the desired EMG. Moreover, due to the distributedness of the diaphragm, conventional source separation techniques have limited performance in removing the cardiac interference or require additional ECG references for adaptively removing the interference [33] , [34] .
The procedure of cardiac interference cancellation is similar to the procedure used in Section V, i.e., CA is used in the linear decomposition stage of the deflation algorithm and wavelet denoising is used for the denoising block. The parameters of the wavelet denoiser are as follows: Coiflet-5 mother wavelet, four-level wavelet decomposition, soft theresolding of wavelet coefficients based on the heuristic Stein's unbiased risk principal, with multiplicative threshold rescaling. The results of this algorithm can be seen in Fig. 9(b) . We can see that the ECG has been effectively removed from the EMG.
VII. SUMMARY AND CONCLUSION
In this paper, a general framework was presented for the separation of a desired signal subspace of arbitrary dimensions from noisy, and possibly degenerate, multichannel mixtures of signal and noise. An important advantage of this method is that it can separate the subspaces without losing the dimensions of the signals, which is an important issue for noisy signals recorded from a few number of channels. Two examples of the applications of this method were presented. Nevertheless, the method is very general and may be adapted to other applications from different contexts.
Many of the existing source separation methods are based on a linear model, which is a simple, but constraining, model. As compared to these methods, the advantage of the proposed method is that although it benefits from a linear model for decomposition, but in the denoising step, it breaks this linearity in favor of extracting the desired sources. Nevertheless, it finally preserves the additive property of the subspaces in the back-projection step [c.f. (13)]. Therefore, we are able to extract sources that were otherwise un-extractable using a pure linear projection. However, the cost of this improved performance is the need for a priori information about the signal and noise subspaces. The performance of the deflation method highly depends on the performance of its decomposition and denoising steps and as we have seen in the studied applications, these steps should be in accord with one another to improve the signal quality. The assumption of monotonic performance of the denoising procedure described in Section IV-A intuitively guarantees that the overall denoising procedure does not degrade the signal. This point has also been verified in the studied applications, but requires theoretical justification in future works.
A prerequisite for the proposed technique is to formulate the features of the desired subspaces in terms of matrices that are jointly diagonalized by GEVD. In Section IV-B, several measures were proposed for this purpose. In future studies, other measures such as sparsity (in various domains), scale, probability density, etc., can also be considered.
The numerical convergence and robustness of the algorithm were studied for the presented case study. In future works, questions concerning the stability, convergence, robustness, and performance bounds should be studied from a theoretical perspective, for linear and nonlinear mixtures. For these studies, the framework presented in the Appendix and ideas from operator theory and oblique projections can be used as promising mathematical frameworks [12] , [35] , [36] .
APPENDIX STUDY OF CONVERGENCE
Following the definitions in Section IV-C, let , , and , respectively denote the projection, denoising, and back-projection operators of the th iteration (the superscript is dropped for notation simplicity). denotes the signals after GEVD, which are uncorrelated, i.e., . The objective is to find conditions that starting from the original observations , guarantee the convergence (local stability) of the proposed algorithm as the number of iterations approaches infinity. As a prerequisite, , and, therefore, , should be nonsingular. A sufficient condition for convergence is to show that the Frobenius norm of the data is not increased in each iteration. Using the aforementioned definitions, we have (25) where is the number of data samples and . A sufficient condition for convergence is to have in all iterations. The matrices and are both real symmetric. It is straightforward to show that and , where ( ) denotes the eigenvalues ranked in descending order. Using matrix trace inequalities [37] , a lower bound for is (26) Apparently, is achieved when the positive terms in (26) dominate the negative ones. A special case that leads into is when the denoising operator , which is applied to the first channels, does not increase their norms and preserves the uncorrelatedness of the channels; hence (27) where . This is a practically feasible assumption in many cases. Loosely speaking, due to the GEVD procedure of the algorithm, which decorrelates the statistics in and , the channels of are not only uncorrelated, but rather close to independence. Therefore, any functional applied to each channel of should preserve their uncorrelatedness (cf. [38, Ch. 6] ).
Tighter lower bounds proposed for traces of matrix products [37] , can be used to find better lower bounds for and necessary conditions for the algorithm convergence.
