The paper presents a comparative study of selected recognition methods for the medical decision problem -acute abdominal pain diagnosis. We consider if it is worth using expert knowledge and learning set at the same time. The article shows two groups of decision tree approaches to the problem under consideration. The first does not use expert knowledge and generates classifier only on the basis of learning set. The second approach utilizes expert knowledge for specifying the decision tree structure and learning set for determining mode of decision making in each node based on Bayes decision theory. All classifiers are evaluated on the basis of computer experiments.
Introduction
Medical diagnosis is a very important and attractive area for implementing decision support systems. About 11% of expert systems are dedicated to medically aided diagnosis, and about 21% of papers connected with application of those methods are illustrated by medical cases [1] . One of the first and well-known expert systems dedicated to medical aided diagnosis is MYCIN [2] , considered by many researchers as the exemplar of expert system. In a 2001 article, Sims et al [3] , describe the medical decision support system as software that is designed to be a direct aid to clinical decision-making in which the characteristics of an individual patient are matched to a computerized clinical knowledge base, and patient-specific assessments or recommendations are then presented to the clinician and/or the patient for a decision. Thus, the concept of a clinical decision support system is not new. There are many papers that describe these systems: some present reviews of working medical decision support software [4] [5] [6] , whereas others are relate the problems involved in choosing the best method of classification for the particular medical task [7] [8] [9] [10] [11] [12] or are cluster analyses based on a hierarchical dendrogram [13, 14] .
In many cases, these system might utilize different kinds of learning materials. On one hand, we might obtain rules or any other kind of knowledge from human experts; on the other hand, we might generalize the knowledge on the basis of learning sets. Of note, the learning examples are delivered from databases, and each instance is labeled by a human expert or on the basis of crucial examination results. We should ask ourselves whether it necessary to use all available learning materials during the decision support design project. This paper presents a particular medical task -diagnosis of acute abdominal pain -where for the construction of multistage classifier we might use a learning set and/ or human expert's knowledge as well. For the problem under consideration, the expert proposed the structure of a decision tree and specified which attributes had to be tested in each node.
The paper describes our research into qualities of classifiers based on a Bayesian approach that utilizes the schema of decision given by the expert and learning set for decision making in each node of the tree. We compare results of the those experiments to the quality of classifi ers obtained via several machine learning procedures that do not use expert knowledge during the learning; we are particularly interested in comparing these two main approaches based on the univariate and multivariate trees. Additionally, we will discuss whether the qualities of the obtained classifi ers could be improved by modifying the classifi cation strategy for the Bayesian classifi er.
The content of the work is as follows. Section 2 introduces the basis for a Bayesian approach, the idea of top down induction of the decision tree, and shortly introduces the methods used during computer experiments. In the next section, we describe a mathematical model of the acute abdominal pain decision problem. We then present conditions and results of the experimental investigations of the proposed algorithms. The last section concludes the paper.
The multistage recognition task
The basic idea involved in a multistage approach is to break up a complex decision into several simpler classifi cations [15] . Decision tree and hierarchical classifi ers are two possible approaches to the multistage pattern recognition. Hierarchical classifi ers are a special type of multistage classifi ers that allow the rejection of class labels at intermediate stages. The synthesis of a hierarchical classifi er is a complex problem. It involves specifi cation of the following components [16] : 1. design of a decision tree structure; 2. selection of features used at each terminal node of a decision tree; 3. choice of decision rules for performing the classifi cation. We now summarize the two approaches. The fi rst uses a given decision tree structure and a set of features for each tree's node. This method focuses its attention on the decision rules construction based on Bayesian approach for each node. The second group uses different methods of tree induction, such as univariate or multivariate trees.
Bayesian hierarchical classifi er
Among different concepts and methods of using "uncertain" information in the pattern recognition, Bayes decision theory is effi cient and attractive from the theoretical point of view. This approach consists of an assumption [17] that the feature vector
(describing the object under recognition) and the class label (describing the object under recognition) and the class are the realization of the pair of random variables X, J. For medical use, X describes the result of a patient's examinations and J denotes the patient's state. The random variable J is described by the prior probability j p , where (1) X has probability density function (2) for each j, the conditional density function. These parameters can be used to enumerate posterior probability according to Bayes' formulae:
The formalisation of the recognition in the case under consideration implies the setting of an optimal Bayes decision algorithm consideration implies the setting of an optimal Bayes , which minimizes the expected value of the so-called loss function that describes the cost of the wrong classifi cation [17] . For the well-known 0-1 loss function, the classifi er assures the lowest value of the probability of the misclassifi cation, and the decision rule chooses the classes for which the posterior probability achieved the largest values [18] (4)
In an actual situation, the a priori probabilities and the conditional density functions are usually unknown. Furthermore, we often have no reason to decide that the prior probability is different for each of the decisions. Instead, we can use the expert rules and/or the learning set for the constructing decision algorithms. The design of a decision tree structure in our approach to the hierarchical classifi er is based on human expert knowledge. In our consideration the decision rules are based on the probabilistic approach. The Bayes hierarchical classifi er uses the Bayes theorem to design a classifi er in each intermediate node. Our target now is to calculate the so-called multistage recognition strategy
Our target now is to calculate the so-called multistage , that is, the set of recognition algorithms in the form (5) Equation (5) is the decision rule (recognition algorithm) used at the i-th node, which maps the observation subspace to the set of immediate descendant nodes of the i-th node. The strategy of the decision tree classifi er represents the logic of making the decision. We favour two possible strategies:the fi rst is the locally optimal strategy, which minimizes the misclassifi cation for particular nodes of a tree. Its decision rules are mutually independent. There are no relationships between nodes in logic expressed using the misclassifi cation. The recognition algorithm at the n-th stage is (6) The second, globally optimal strategy, minimizes the mean probability of misclassifi cation. The decision rules are mutually dependent through the empirical probability of the correct classifi cation. The recognition algorithm at the n-th stage is as follows: (7) where Pc(k) is the empirical probability of the correct classifi cation at the next stages if at the n-th stage decision
As we mention below, in practice the unknown probabilistic characteristics (values of the a priori probabilities and probability density functions) are replaced by their estimators obtained via parametric or nonparametric approaches [17] .
Decision tree induction
Eecision tree induction algorithms have been under development for several years [20, 21] . From the mathematical point of view, they propose a way to estimate discrete functions that could be adapted to classifi cation tasks. From the practical point of view, the decision trees achieve satisfying results in many actual decision tasks. Among different methods of tree training, the top down decision tree induction concept is frequently used. Algorithms based on the aforementioned idea train a tree from a root node to leaf using a splitting attribute's choosing measure. The most famous representative of an algorithm family using the aforementioned concept is ID3, developed by Quinlan [22] . ID3 uses the information gain measure to decide which attribute should be tested in a given node. The proposed measure evaluates the homogeneity of subsets of a training set (according to the given class labels) that were obtained on the basis of the original set split using the chosen attribute values. The pseudocode of ID3 is presented in the Appendix. statistic [24] , to enumerate only a few. The aforementioned algorithms also propose methods that protect tree classifi ers against overtraining such as reduce-error pruning or rule post pruning, and show how to deal with continuous attributes, how to handle with missing attribute values and attributes with weights, how to reduce computational complexity, and how to use algorithm in the distributed computing environments. 
The descendants of IDs improve its main features. The main disadvantage of information gain is that it prefers
This classifi er could be interpreted as a multivariate decision tree with one node. The univariate decision tree prefers the more complex separating curve depicted by the solid line. Multivariate decision trees usually offer simpler structures than univariate decision trees. We can also assume that a complex structure is more susceptible to overtraining. Moreover, the univariate decision tree induction uses "greedy" search methods.
As a criterion, local discrimination power measures like the aforementioned information gain or Gini index are used. It means that they do not guarantee fi nding an optimal classifi er. Additionally, we can suppose that the univariate tree is usually not the best solution because in [25] the author proved that for a set of attributes, the best pair could consist of two attributes which differ from the two best individual ones. There are several propositions for multivariate decision tree training. Some of them suggest using classifi ers in each node, e.g. LMDT uses a linear classifi er [26] , in [27] the author proposes using a Bayesian classifi er. In [28] , the authors propose a LMT algorithm that uses an ID3 algorithm for discrete features and then linear regression for the others. Other approaches use traditional or heuristic feature selection methods in each node [29, 30] .
Model of acute abdominal pain diagnosis
The fi rst mathematical model of acute abdominal pain (APP) was reported in [31] . organs, it is divided in smaller areas [32] . One division method uses one median sagittal plane and one transverse plane that passes through the umbilicus at right angles. This method divides the abdomen into four left and right upper, left and right lower quadrants. For our study, we used the more precise description of abdominal pain location (Figure 3 ). The expert-physicians provided the decision tree depicted in Figure 4 [31]. The number of leafs are the numbers of the diagnosis presented above. The numbers in the nodes correspond with the following diagnosis: 9. acute enteropathy 10. acute disorders of the digestive system 11. others
Experimental investigation
The aim of the experiment is to compare the errors of Bayesian classifiers with the quality of classifiers obtained via machine learning algorithms. Additionally, we would like to compare qualities of the univariate with multivariate trees.
The following classifiers and fusion methods were chosen: 1. Multistage classifiers used heuristic decision tree and Bayesian classifier in each node according the local optimal strategy. For these classifiers the estimators of the conditional probability density function were obtained via n k -Nearest Neighbor [18] .
2. Multistage classifiers used heuristic decision tree and Bayesian classifier in each node according the global optimal strategy. For these classifiers the estimators of the conditional probability density function were obtained via n k -Nearest Neighbor.
Classifiers based on univariate decision tree produced by 3. The C4. [38] and own software created in Matlab environment and PRTools toolbox [39] . 3. Errors of the classifiers were estimated using the ten fold cross validation method [40] . The results of experiments are presented in Table 1 . Apart from classifier error, time generation (only for generated trees) and tree size are shown.
Computer experiment evaluation
The following conclusions could be drawn from the experiment:
1. The quality of multistage classifiers based on Bayes decision theory are similar. The global strategy gave a slightly better result (ca 2%) than the local one. However, we must note that the computational complexity of the global strategy is higher than the local one. For practical implementation, we need to decide if we are willing to bear higher computational costs. 2. We must notice that the qualities of the best multistage classifier based on Bayes decision theory and boosted C4.5 classifier are similar. This observation leads to the conclusion that for this medical case, we could give the expert knowledge about the shape of a decision tree. 3. The multivariate decision trees (LMT, FB, NBTree) achieved much better results than the classifiers based on the univariate decision trees. Additionally, the aforementioned trees outperformed the quality of heuristic trees. 4. We could expect that the multivariate decision trees are not susceptible to overtraining because they usually use smaller trees than the univariate trees. 5. The main disadvantage of the multivariate decision tree training is the time-consuming (especially in comparison with the univariate tree training time), but we can use a smaller number of attributes (lower cost of diagnosis) for making decisions on the similar level. Generating cheap diagnosis-aiding computer tools is actually the problem of research into the socalled cost-sensitive methods [41] . 6. Experts revised the structures of classifiers produced automatically and confirmed that most of rules were correct and that the heuristic tree is possibly oversimplified. 7. A similar decision support system is described in [7] ; this system uses a different model of acute abdominal pain diagnosis, therefore the results of our tests are not comparable with those in that study. It is worth mentioning that the authors used the C4.5 method and that the frequency of the obtained classifier was ca 57%. 
Final remarks
The recognition methods based on of the compound, hierarchical Bayesian approach, and inductive learning are presented. The classifiers generated by those algorithms were applied to the medical decision problem (recognition of Acute Abdominal Pain) and can be used to assist clinicians to in diagnosis. Our empirical results for the inductive learning classifiers and heuristic ones demonstrate the effectiveness of the proposed concepts in such computer-aided medical diagnosis problems.
The advantages of the proposed methods make them attractive for a wide range of applications in medicine, which might significantly improve the quality of the care that the clinicians can give to their patients.
