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Abstract
Let M be an orientable 3-manifold M whose boundary is a torus, and which does not contain
an essential 2-sphere. The goal is to minimize the number of slopes on the boundary of M which
produce essential 2-spheres by Dehn filling, via their minimal geometric intersection number. Earlier
papers in this direction are [Topology 35 (2) (1996) 395–409] and [Topology Appl. 43 (1992) 213–
218]. In 1996, Gordon and Luecke proved in [Topology 35 (2) (1996) 395–409] that the slopes on
the boundary of M intersect exactly once. They proved this using the representations of types which
come from the intersection of planar graphs.
This paper gives another proof of this result. It uses the combinatorics of intersecting planar
graphs, yet avoids using the representations of all types, and a topological argument [J. Knot Theory
Ramifications 7 (5) (1998) 549–569]. The combinatorial aspects of this paper are very basic.
 2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
Let M be an orientable 3-manifold with a torus boundary T . The slope of an essential,
unoriented, simple closed curve on T is its isotopy class. If r is a slope on T , we denote by
M(r) the 3-manifold obtained from M by r-Dehn filling, that is, by attaching a solid torus
Vr to M along T so that r bounds a meridian disk of Vr .
Famous examples of Dehn fillings are Dehn surgeries on knots in S3. If K is a knot in
the 3-sphere S3, let N(K) denote a regular neighborhood of K , and let M = S3− IntN(K)
denote the exterior of K . Then the torus T is ∂N(K), and r-Dehn fillings on M are r-Dehn
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surgeries on K . Recall that each closed orientable 3-manifold is the result of a surgery on
some link in S3 [10,12].
A 3-manifold is reducible if it contains a 2-sphere that does not bound a 3-ball, called
an essential 2-sphere. Otherwise the manifold is irreducible.
We are interested in the possibility of creating essential 2-spheres, by Dehn fillings.
If M is the exterior of a knot in S3, this problem gives rise to the Cabling Conjecture [4]
of González-Acuña and Short: A Dehn surgery on a knot in S3 gives a reducible manifold,
if and only if the knot is a cable knot.
It is well known, from Gordon [5], that the pq-surgery (and only this one) on a (p, q)-
cable knot yields a reducible manifold.
In the more general context of the Dehn fillings, contemporary works revolve around
the following question: Given an irreducible manifold M , how many slopes on ∂M can
produce essential 2-spheres by a Dehn filling? Such slopes are called reducing slopes.
The answers are given via a number ∆. If r1 and r2 are two distinct slopes on ∂M , then
∆(r1, r2), denoted by ∆, is their minimal geometric intersection number. Many papers
have been published in this direction.
– In 1984, Gordon and Litherland proved in [6] that ∆ 4, and gave an example of a
3-manifold where there exist two distinct reducing slopes.
– In 1992, the result is improved by Wu in [13], which proved that ∆ 2.
– And finally, in 1996 Gordon and Luecke [7] proved that ∆= 1.
– In 1998 Boyer and Zhang give another proof using different technics (varieties of
representations) [1].
These papers use the combinatorics that arise from the intersection of planar graphs. The
paper [7] of Gordon and Luecke uses their own machinery, based on “the representation of
all types”.
The goal of this paper is to give another proof of this result, which will be called the
Reducibility Theorem. The proof is also based on the combinatorics of the intersection of
planar graphs but, we do not use the representations of all types. The combinatorial aspects
of this paper are very basic.
Reducibility theorem (Gordon, Luecke). Let M be an orientable, irreducible 3-manifold
whose boundary is a torus. If there exist two distinct slopes r1 and r2 on ∂M such that
Dehn filling along r1 and r2 produce reducible manifolds, then ∆(r1, r2)= 1.
Consequently, there exist at most three distinct reducing slopes. We do not know of a
3-manifold, for which three distinct reducing slopes exist. In their paper [6], Gordon and
Litherland give an example with only two distinct reducible slopes. Therefore, it remains
an open question.
In all the following, M is assumed to be irreducible. We prove the Reducibility Theorem
by contradiction. We assume that there exist two distinct reducible slopes r1 and r2 on ∂M ,
and that ∆(r1, r2) 2. We denote by Kr the core of Vr . The knot Kr is called the core of
the r-Dehn filling.
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Section 1 is devoted to the combinatorics. We choose Ŝ1 and Ŝ2 to be two minimal
essential 2-spheres (pierced as few times as possible by the core of the Dehn filling) in
M(r1) and M(r2), respectively. Then we obtain a pair of graphs (G1,G2) in (Ŝ1, Ŝ2) in the
usual manner. The goal of this section is to prove that either G1 or G2 contains a special
kind of cycle, called strict great cycle. The argument is based primarily on the proof of
Lemma 2.6.4. in [2], and Lemma 3.1 in [11].
Section 2 is the topological part of the paper. We prove that if G1 or G2 contains
a strict great cycle, then we can find a new essential 2-sphere in M(r2) or M(r1),
respectively, which is pierced fewer times than the original sphere. The proof is almost
entirely contained in [8]. Hence this is the final contradiction, since Ŝ1 and Ŝ2 are minimal.
We would like to thank John Luecke, who lead us to meet each other.
1. Essential 2-spheres and pairs of planar graphs
1.1. Minimal essential 2-spheres
Throughout this paper, surfaces will always be assumed to be compact, 3-manifolds not
necessarily so. On the other hand, 3-manifolds will always be assumed to be orientable,
and surfaces not necessarily so. All surfaces will be properly embedded in (M,T ) and in
general position, where T ⊂ ∂M . Recall thatM is an orientable and irreducible 3-manifold
whose boundary contains a torus.
Suppose there are two distinct slopes, r1 and r2, on T such that M(r1) and M(r2) are
reducible. For convenience, we denote by ∆ the number ∆(r1, r2).
Let (Ŝ1, Ŝ2)⊂ (M(r1),M(r2)) be two essential 2-spheres.
Let S1 = Ŝ1 − IntVr1 , where Vr1 is the solid torus attached to M along T to give M(r1).
That is S1 ∼= Ŝ1 ∩M . Since M is irreducible, the number of components of ∂S1 is nonzero.
So, we can choose Ŝ1 so that that the number of components of ∂S1 is minimal among all
essential 2-spheres in M(r1). So S1 is incompressible in M . Similarly, we can choose Ŝ2
so that that the number of the boundary components of S2 ∼= Ŝ2 ∩M is minimal among
all essential 2-spheres in M(r2). So S2 is incompressible in M . We say that Ŝ1 and Ŝ2
are minimal essential 2-spheres. Let n1 be the number of components of ∂S1, this is the
number of points of intersection between Ŝ1 and the core of the r1-Dehn filling, Kr1 say.
Similarly, let n2 be the number of components of ∂S2.
We may assume that S1 and S2 intersect transversely and that each component of ∂S1
intersects each component of ∂S2 exactly ∆ times.
1.2. Construction of pairs of planar graphs
The construction of a pair of graphs associated to a pair of compact closed surfaces is
standard (see [2], for example). Here we recall the basic definitions. Let (G1,G2) denote
the pair of graphs associated to (Ŝ1, Ŝ2).
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The (fat) vertices of G1 are the disks in Vr1 that are the components of cl(Ŝ1 − S1).
We say they cap off the boundary-components of S1. And the edges of G1 are the arc
components of S1 ∩ S2. Similarly, we obtain the graph G2 in Ŝ2.
We number the components of ∂S1 1,2, . . . , n1, in the order they appear (successively)
on T , and similarly number the components of ∂S2 1,2, . . . , n2.
In this way, the endpoints of edges of the graphs G1 and G2 are labelled by the numbers
of the corresponding components of ∂S2 and ∂S1, respectively.
Given an orientation to Ŝ1 and Kr1 , we can refer to a vertex as positive or negative (+
or −) according to whether the sign of its intersection with Kr1 is positive or negative.
Similarly, we can sign the vertices on Ŝ2. In this context, two vertices are parallel if they
have the same sign, otherwise they are antiparallel. An edge that joins the same vertex or
two parallel vertices is a parallelism, otherwise this is an antiparallelism. Since the two
surfaces are orientable, the pair of graphs satisfy the parity rule.
Parity rule. An edge is a parallelism in G1 if and only if it is an antiparallelism in G2,
and vice-versa.
1.3. Basic combinatorics
A component Λ of Gi (for i = 1,2) is an extremal component of Gi if there exists a
disk, D say, in Ŝi , such that D ∩Gi =Λ.
Let G be G1 or G2.
A cycle ofG is a subgraph that is homeomorphic to S1, considering fat vertices as points.
The length of a cycle is the number of edges (= the number of vertices).
A cycle of length one is a loop.
A disk-face is a disk bounded by a cycle of G, such that there is no vertex and no edge
inside this disk.
A loop that bounds a disk-face is a trivial loop.
An x-cycle is a cycle such that, all its edges are parallelisms, and have the same label,
x , at their beginning, for some orientation of the cycle.
A great x-cycle is an x-cycle, which bounds a disk D in Ŝi such that the vertices in D
have all the same sign.
A great cycle is a great x-cycle, for some label x .
A Scharlemann cycle is a great cycle that bounds a disk-face. Therefore all the edges of
a Scharlemann cycle have the same label pairing, {i, i + 1} say. These are called the labels
of the Scharlemann cycle.
Finally, a strict great cycle is a great cycle, which is not a Scharlemann cycle.
The goal of this section is to prove the following proposition.
Proposition 1.1. If ∆ 2 then either G1 or G2 contains a strict great cycle.
Proof. The proof is based primarily on Lemma 3.1 of [11] and Lemma 2.6.4. of [2]. We
use the following lemma, which is proved in [13]. The proof in [13] is for Scharlemann
cycle of length 2, but in the general case it is essentially the same.
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Lemma 1.2. If Gi contains two Scharlemann cycles, then they have exactly the same
labels, for i = 1 or 2.
Since ∆ 2 all the labels occur at least two times in the boundary of a fat vertex.
Since Si is incompressible, Gj cannot contain a trivial loop, for {i, j } = {1,2}. From the
Propositions 6.1 and 1.4 in [6], it follows that we can assume that n1, n2 > 2.
For convenience, we say that a vertex V of Gi satisfies property P(∗) if for each label
of Gi , there exists an antiparallelism incident to V at this label. Now whenever Gi satisfies
property P(∗), Gj contains a great v-cycle, where v is the label corresponding to V , and
{i, j } = {1,2} (see [2, Lemma 2.6.3]).
Note that to prove G1 and G2 contain a strict great cycle, it is sufficient (by Lemma 1.2)
to show that one of G1 and G2 contains three great x-cycles for three different labels x .
We begin by considering when n1 or n2 is 3 or 4.
The case: n1 = 3. We assume that G1 has exactly three vertices, V1,V2,V3. If they are all
parallel, then G1 satisfies the proposition trivially. Therefore, we may assume that V1,V2
are positive vertices, and that V3 is negative. We see that G1 cannot contain a loop, as that
implies G1 contains a trivial loop. Thus, the parallelisms of G1 are only those edges which
join V1 to V2. Since n1 = 3, all these parallelisms are parallel edges in the 2-sphere Ŝ1.
So we may assume that there are at most n2/2+ 1 such edges; otherwise, there is a strict
great cycle between V1 and V2 (see [13, Lemma 2.4]). Since ∆ 2, the vertices V1,V2,V3
satisfy property P(∗). Thus, G2 contains a great x-cycle, for each x ∈ {1,2,3}. Therefore
G2 contains a strict great cycle, satisfying the proposition.
The case: n1 = 4. Similarly, we note that G1 cannot contain a loop, and that the vertices
cannot all be parallel. We denote the four vertices of G1 by A,B,C,D, and a, b, c, d their
corresponding label on G2.
First assume that A,B are positive vertices, and that C,D are negative vertices. If A,B
are not connected by edges, then they are not incident to a parallelism. Therefore, A and
B satisfy property P(∗), and G2 contains a great x-cycle for x = a and x = b. Note that
A is only incident to C and D. So either C or D, C say, is incident to at least n2 parallel
edges that lead to A, which are antiparallelisms. Thus, C also satisfies property P(∗), and
G2 contains a great c-cycle, and whence a strict great cycle.
Consequently, we may assume that A and B are joined by at least one edge, as are C and
D. Since n1 = 4, there is only one family of parallel edges that join A to B; and similarly
there is only one family of parallel edges that join C to D. Then, by [13, Lemma 2.4], the
number of edges in each of these two families is at most n2/2+ 1. Again, since ∆ 2, all
of the vertices A,B,C,D satisfy property P(∗), and G2 contains a great x-cycle for each
label a, b, c and d . This implies that G2 contains a strict great cycle.
It remains to consider the case where A,B,C are positive vertices, and D is a negative
vertex. In this case, G2 contains a great d-cycle since D satisfies property P(∗). So G2
contains a Scharlemann cycle, and by the parity rule, d is one of the two labels of the
Scharlemann cycle. Let a be the other label. Then A and D are joined by the edges of the
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Scharlemann cycle. If B is not connected to C, then there is only one family of parallel
edges that join C and A. So the number of edges in this family is at most n2/2+ 1, and
C satisfies property P(∗). Therefore, G2 contains a great c-cycle. But c is not a label of a
Scharlemann cycle in G2, by Lemma 1.2, so it is, in fact, a strict great cycle.
Consequently, we may assume that B and C are connected. Let E1,E2,E3 be the
families of parallel edges that join B to C,B to A, and A to C, respectively.
Let Ni be the number of edges in Ei , for i ∈ {1,2,3}. By [13, Lemma 2.4], we may
assume that Ni  n2/2 + 1, for i ∈ {1,2,3}. We wish to prove that B (or C) is incident
to at most n2 parallelisms. Assume this is not the case. Then N1 + N2  n2 + 1 and
N1 +N3  n2 + 1. Since N1  n2/2+ 1, we have N2 +N3  n2. Thus, for all the labels,
there is a parallelism incident to A,B and C at this label. Therefore there is a great x-cycle
in G1, for all labels x . Since n2  3, that implies that G1 contains a strict great cycle.
Thus, we may assume that B is incident to at most n2 parallelisms. So B satisfies
property P(∗), and G2 contains a great b-cycle, which is a strict great cycle because the
labels of any Scharlemann cycle in G2 are {a, d}.
We can use the same argument if n2 is 3 or 4. Henceforth, we assume that n1  5 and
that n2  5.
The case: n1  5 and n2  5. By [2, Proposition 2.5.6],G1 orG2 contains a Scharlemann
cycle. Without loss of generality, we may assume that {1,2} are the labels of a Scharlemann
cycle, σ0 say, of G2. Note that all the Scharlemann cycles in G2 have the same labels by
Lemma 1.2. Let e1, . . . , ek be the edges of σ0, where k is the length of σ0. Now, we consider
the support of σ0 in G1, Λ0 say. That means that Λ0 is the subgraph of G1 generated
e1, . . . , ek , and the two vertices of G1 labelled by {1,2}. Therefore, Ŝ1 −Λ0 is the union
of k disks. Since n1 > 2, there is one disk that contains at least one vertex of G1. Let D0
be this disk, and L0 be the set of the vertices of G1 inside D0. That means that L0 is the
set of the vertices of G1, between two consecutive edges of the support of σ0 in G1. We
denote by V1 and V2 the vertices of G1 labelled, respectively, by 1 and 2. The argument
proceeds with two cases to consider.
Case 1. For each vertex V of L0 there exists a label l(V ) ∈ {1,2, . . . , n2} of G1 such that
each edge of G1 incident to V at this label is a parallelism.
We consider the subgraph G of G1 generated by all such edges. Since ∆ 2, for each
vertex V , there exist at least two labels l(V ). Thus, each vertex is incident to at least
two parallelisms. Since all of the vertices of a component are parallel, G has at least two
components.
Case 1(a). G has an extremal component, Λ say, in D0.
That means that Λ does not contain V1 or V2. Let D be the open disk in Ŝ1 such that
D ∩G=Λ. We will call D the combinatorial hull of Λ.
Now, let Γ be the component of G1 defined by Λ = (G1 ∩ D) − {boundary edges},
where the boundary edges are the edges of G1 that intersect ∂D.
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Since, each vertex is incident to at least two edges, we see that Γ contains cycles. The
open disk bounded by a cycle that contains only parallel vertices is called the disk of that
cycle. We say that a cycle u is a maximal cycle of Γ , if:
(i) u is a cycle of Γ , and
(ii) if u is in the closure of the disk of any cycle v of Γ then u= v.
Let u be a maximal cycle of Γ , and Du the closure of the disk of the cycle u. Note that
if V is a vertex in the interior of Du, then each edge incident to V at a label l(V ) is a
parallelism in Γ . Let Vu be the set of all vertices V in Du with the property that at least
one parallelism at a label l(V ) is not in Du.
If there is a maximal cycle u in Γ , such that Vu = ∅, then Γ ∈ Du. Therefore, each
vertex V of Γ has all of the labels appearing at least once (between two labels l(V ) inside
Du). By the parity rule, a parallelism cannot have the same label appearing at both of its
both endpoints. Thus, we can easily construct a cycle in Du, such that all edges in the cycle
have the same label at their tail, for a given orientation of the cycle. Since all of the vertices
in Du are parallel, this cycle is a great cycle. Consequently, for each label x ∈ {1,2, . . . , n2}
of G1, there exists in Γ a great x-cycle. A Scharlemann cycle has only two labels. Thus,
by Lemma 1.2 there is a great x-cycle, which is not a Scharlemann cycle, and the graph
G1 contains a strict great cycle satisfying the proposition (recall that n2 > 4).
So, we may assume that for each maximal cycle u in Γ , Vu = ∅. We claim that there
exists at least one maximal cycle u in Γ such that Vu = {W } for some vertexW . This means
that all of the vertices V in Du, except one, have their labels l(V ) incident to edges in Du.
Otherwise, each maximal cycle w is incident, at least twice, to another maximal cycle by
the vertices in Vw (along each vertex in Vw , or along a sequence of edges of Γ starting
from this vertex). Therefore, we obtain a bigger maximal cycle, which is a contradiction.
We wish to prove that there are three x-cycles in Du with three distinct labels x . Since
all vertices in D, whence in Du are parallel, these three x-cycles would be great x-cycles.
Thus G1 would contain a strict great cycle, satisfying the proposition.
Let u be a maximal cycle in Γ such that Vu = {W }. All other vertices in Du are incident
to a parallelism at all of the labels. Note that W is in u. If there are edges that join W in Du
at three distinct labels a, b, c, then all vertices in Du are incident to a parallelism at a, b
and c, which gives the result. So, we may assume that W is incident to exactly two edges
e1, e2 in Du. Let a, b be the labels at the endpoints of e1, e2 which are not incident to W .
Then for all labels x /∈ {a, b} the vertices of Du other than W , are joined to themselves at
these labels. Therefore Du contains an x-cycle for each x /∈ {a, b}. Since n2  5, we obtain
the result.
Case 1(b). G does not have an extremal component in D0.
So, we may assume that G has at most two components, H1 and H2, containing V1
and V2, respectively. If all of the vertices of L0 are parallel then G contains exactly one
component. Without loss of generality, we may assume that G contains at least V1. Note
that H1 is an extremal component. The subgraph of H1 without the edges that join V1
may contain many components. Let Λ1 be such a component. Then Λ1 is extremal by
construction. Let E1 be the edges of H1 that join the vertices of Λ1 to V1.
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Assume that E1 has only one edge, e say. Then, we can find a strict great cycle based
on the vertices of Λ1 in the same manner as case 1(a) (using maximal cycles u such that
Vu = ∅ or Vu = {W } and n2  5).
So, we may assume that E1 has at least two edges. Let D1 be the disk bounded by the
combinatorial hull of V1 ∪E1 ∪Λ1. Let Γ = (G1 ∩D1). Let E be the set of edges of Γ
that are incident to V1. Let L1 be the set of labels which appear at the endpoints of the
edges of E incident to the vertex V1. Let L∗ be the set of labels appearing at the endpoints
of the edges of E which are not incident to V1. By the parity rule a parallelism cannot have
the same label at both endpoints.
IfΛ1 has a maximal cycle u such that Vu has at most one element, then we may conclude
as in case 1(a). Consequently, we may assume that Λ1 does not contain such a maximal
cycle. Then all the vertices V in D1, except V1, have their labels l(V ) in D1. Each vertex
of Γ − {V1} has each label appearing at least once (between two labels l(V ) inside D1).
So, for each label x ∈ L1, we can easily construct an x-cycle in (D1 ∪ V1). Since all
vertices in (D1 ∪ V1) are parallel, this cycle is a great x-cycle. Therefore, by Lemma 1.2,
we may assume that L1 has at most two elements. Since E1 has at least two edges, this
implies that L1 has exactly two elements and that E = E1. Indeed, if L1 has only one
element, then the two edges of E1 have the same label at V1. This implies that Γ contains
all edges between the two edges of E1, and so L1 has n2 elements, giving a contradiction.
Let L∗ = {x, y}. For each label z /∈ {x, y}, the vertices of D1 which are not V1 are joined
to themselves at the label z. Therefore D1 contains a z-cycle for each z /∈ {x, y}. Since
n2  5, we obtain the result.
Case 2. There exists a vertex W of L0 such that for each label l ∈ {1,2, . . . , n2} of G1
there exists an antiparallelism of G1 that joins W at a label l.
This means, by the parity rule, that each vertex of G2 is incident to a parallelism at a
label w, corresponding to the vertex W of G1.
We consider the subgraph G of G2 generated by these edges. So, the vertices in any
component of G are all parallel, and G has at least two components. Moreover, once
again by the parity rule, a parallelism cannot have the same label appearing at both of
its endpoints. Therefore, each component of G has a w-cycle. Let Λ be an extremal
component of G. Then a w-cycle in Λ is a great w-cycle in G2.
But w cannot be 1 or 2, by the construction of L0. Then, by the Lemma 1.2, this cycle
is a strict great cycle. ✷
2. Minimality
This section is devoted to the following proposition.
Proposition 2.1. If Gi contains a strict great cycle, then Ŝj is not a minimal essential
2-sphere in M(rj ), for {i, j } = {1,2}.
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Proof. If n1, n2  4, then the proof is in [8]. Thus, it remains to see this is still true in the
case where either n1 or n2 is three.
With no loss to generality, assume that n1 = 3. So, at least two of the vertices in G1 are
parallel. Since simple loops are not permitted in G1, there must be precisely ∆n22 edges
joining each pair of vertices in G1.
In particular, there are ∆n22  n2 edges joining a pair of parallel vertices, which is
impossible by [13, Lemma 2.4]. ✷
3. Remarks
Since two distinct reducing slopes on an irreducible 3-manifold have geometric
intersection number 1, then it is natural to pose the following question.
Problem A. Does there exist an irreducible 3-manifold with torus boundary which has
three distinct reducing slopes?
We have not yet found an example which has three distinct reducing slopes. It is our
conjecture that no such example exists. In the case of knot exteriors in S3, we have not
even found two distinct slopes. Such an example would represent a counter-example to the
Cabling Conjecture, by the results in [5].
We are also interested in the following question.
Problem B. Let M be an irreducible 3-manifold, whose boundary is a torus T , and which
has two reducible Dehn fillings. Is (M,T ) a cabled manifold?
If M is the exterior of a knot in S3, the Cabling Conjecture claims that (M,T ) must be
a cabled manifold. But, in the general case, we now know that (M,T ) is not necessarily
a cabled manifold. Examples of hyperbolic manifolds which admit two reducible Dehn
fillings are presented by Eudave-Muñoz and Wu in [3] and ourselves in [9]. Since M is
hyperbolic in these examples, (M,T ) is not cabled. The first example is in [6], given by
Gordon and Litherland.
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