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There is widespread interest in calculating the energy spectrum of a Hamiltonian, for example
to analyze optical spectra and energy deposition by ions in materials. In this study, we propose a
quantum algorithm that samples the set of energies within a target energy-interval without requiring
good approximations of the target energy-eigenstates. We discuss the implementation of direct and
iterative amplification protocols and give resource and runtime estimates. We illustrate initial
applications by amplifying excited states on molecular Hydrogen.
A quantum computer is a device that leverage spe-
cific properties described by quantum mechanics to solve
certain problems, such as prime factorization[1], search
on unstructured data[2, 3] and decision trees[4, 5], faster
than known classical algorithms. One of the promising
applications of quantum computing is to estimate ener-
gies for Hamiltonians, using for instance the quantum
phase estimation (QPE) algorithm, originally proposed
by Kitaev, Lloyd and Abrams[6–8], useful for chemical
and physical problems. The molecular time-independent
Schrdinger equation provides an example of a fundamen-
tal eigenvalue problem suitable for QPE. Aspuru-Guzik
et al.[9] proposed the QPE method for solving the molec-
ular time-independent Schrdinger equation, which was
further experimentally demonstrated by Lanyon et al.[10]
using a photonic device to extract molecular properties
using the iterative quantum phase estimation (IQPE)
method[11]. There is widespread interest in calculat-
ing the energy spectrum of a Hamiltonian, for example
to understand optical spectra in quantum chemistry and
energy deposition by ions in materials[12]. Recently pro-
posed methods for discovering Hamiltonian spectra make
use of variational algorithms to find excited states[13–
16]. The witness-assisted variational eigenspectra solver
(WAVES) protocol[17] combines the variational method
with phase estimation to find the excited states of Hamil-
tonians. For the WAVES methods it is necessary to
use an operator which approximates an excitation from
the ground state to the desired excited state, an oper-
ator which may not be trivial to prepare. In this pa-
per, we propose an algorithm that sample the set of en-
ergies for a given Hamiltonian within a target energy-
interval without requiring good approximations of the
target energy-eigenstates. Using our approach, we drive
an ansatz to a given energy-interval and measure the en-
ergies within the target energy-interval, as depicted in
figure 1A. The ansatz is not restricted to approximate
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FIG. 1. Schematic depiction of the algorithm. A:
Given an Hamiltonian, an ansatz, target energy-interval and
a quantum computer, our method drive the state |Ψ〉 to
the target energy-interval I and output energies in that in-
terval. B: Schematic depiction of the operation of the al-
gorithm in the case where an energy in the range Ej ∈
1
2m
{10E(3)j . . . E(m)j } = [0.5, 0.75] = I is desired, i.e. where
the components E(1) = 1 and E(2) = 0 are picked out using
amplitude amplification. The energy spectrum is scaled such
that Ej ∈ [0, 1) ∀j.
the target energy-eigenstates, thus the algorithm is de-
signed for cases where good approximations for the target
energy-interval are either unknown or hard to prepare.
This would be useful for exploring excited state energies
for Hamiltonians where it may not be possible to ap-
proximate the excited states of interest. Given a Hamil-
tonian, ansatz and target energy-interval, the algorithm
amplifies the amplitudes for states in a restricted energy
interval and reduces the probability for unwanted states.
Our method is based on the studies on quantum ampli-
tude amplification of Grover[2, 3], Brassard et. al [18]
and Boyer et al.[19].
The outline of the paper is as follows: First in sections
I and II we give an overview of quantum phase estima-
tion and quantum amplitude amplification, and this pa-
per’s attendant ideas of combining these algorithms for
computation of energy eigenvalues within target energy-
interval. In section III we describe different ways to run
the algorithm. In section IV we introduce the iterative
amplitude amplification algorithm and derive the number
of qubits needed for successful amplification. Finally in
section V, as a proof-of-concept, an application to molec-
ular Hydrogen is detailed, followed by a conclusion.
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2I. QUANTUM PHASE ESTIMATION
Assume we have been given a Hamiltonian H and
would like to determine the energies within some given
range. With a quantum computer we can use an opera-
tor O to prepare an ansatz that we believe to have some
overlap with the kind of eigenstates we are looking for:
O |0〉⊗n =
∑
j
aj |Ej〉 , (1)
where the state resulting from applying the operator
has formally been written as a sum over the energy-
eigenstates of H using coefficients aj , and the operator
acts on n qubits where n depends on the encoding of
the Hamiltonian. For example, for a molecular Hamil-
tonian we could prepare the Hartree-Fock (HF) state,
O |0〉⊗n = |HF〉, which is usually a starting point for
more advanced methods. In order to extract information
about the energies of the states, assume we add another
m-qubit register and run the QPE algorithm. The result
of this will be that the m-qubit register stores a binary
representation of a phase related to the energies of the
states
|Ψ〉 = QPE(H)O |0〉⊗(m+n)
=
∑
j
aj |Ej〉
( 2m∑
i

(j)
i
∣∣∣(E(1)j E(2)j . . . E(m)j )i〉),
(2)
that is for each pure energy-eigenstate |Ej〉 we sum
over different bit strings numbered by i, where
E
(1)
j E
(2)
j . . . E
(m)
j is the binary representation of the en-
ergy up to a rescaling factor, and 
(j)
i are a set of complex
coefficients. The power of the QPE lies in the high proba-
bility to obtain the best m-bit approximation to the true
energy eigenvalue. The probability that a measurement
yields the energy E˜j ≡ 2pi2mE(1)j E(2)j . . . E(m)j is given by
Prob(E˜j) ≥
|aj |
2 8
pi2 for
∣∣∣Ej − E˜j∣∣∣ ≤ 12m
|aj |2(1− 12(e−1) ) for
∣∣∣Ej − E˜j∣∣∣ ≤ e2m
(3)
for e ∈ Z+|e 6= 1 and Ej − E˜j is the difference between
the true energy eigenvalue Ej and the measured value
E˜j . That is, the probability that a measurement yields
the best m-bit approximation, i.e. within an accuracy
of 1/2m, to the true energy is at least |aj |2 8pi2 , where
aj is the overlap amplitude between O |0〉⊗n and |Ej〉.
The probability to obtain an energy with error higher
than 1/2m decreases as 12(e−1) , which make QPE toler-
ant against errors because bit errors are more likely on
the least significant bits in the binary representation of
the energy. We refer the reader to appendix C in [20] for
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FIG. 2. Amplitude amplification algorithm. A series
of amplitude amplification processes, Q(D) = −AS0A−1SD
where A = QPE(H)O and SD recognize the target energy-
interval. We repeat this process k times to achieve a proba-
bility at least max(1−a, a) for a measurement to yield a state
within the target energy-interval, Ej ∈ I, where a is the ini-
tial success probability of A |0〉⊗(m+n). We need m+n qubits,
where m determines the precision of the binary representation
of the energy and n is the number of qubits necessary to store
the ansatz O |0〉⊗n.
a detailed analysis of the success probability when esti-
mating phases using the QPE. Thus what is stored in the
m-qubit register is essentially a binary representation of
the energy up to a rescaling factor. What we would like
to do to this state is to amplify the part of it that consists
of states with energies within the target energy-interval
and reduce all the components that do not have the right
energies.
II. AMPLITUDE AMPLIFICATION
Consider equation (2) split into good and bad states,
where the good states are those that have energies within
the target energy-interval (I), Ej ∈ I. Thus we write
equation (2) as the superposition of all the good states,
|Ψ1〉 : Ej ∈ I, and all the bad states |Ψ0〉 : Ej /∈ I
components of |Ψ〉,
|Ψ〉 =√1− a |Ψ0〉+
√
a |Ψ1〉 , (4)
where
|Ψ1〉 = 1√
a
∑
Ej∈I
aj |Ej〉
( 2m∑
i

(j)
i
∣∣∣(E(1)j E(2)j . . . E(m)j )i〉),
(5)
the states are defined to be orthonormal, 〈Ψi| |Ψj〉 = δij ,
and
a ≡ |〈Ψ1|Ψ〉|2 =
∑
Ej∈I
|aj |2 (6)
denotes the probability that a measurement of |Ψ〉 yields
a good state. For example, if a  1, meaning the over-
3lap between the prepared ansatz and the good energy-
eigenstates is very small, then the probability of observ-
ing a good state is almost zero using the QPE method.
That is, we shall expect to repeat QPE O(1/a) times on
average before a state with Ej ∈ I is found. Here, we
want to improve the scaling O(1/a) by amplifying the
amplitudes associated with the good states. The amplifi-
cation process, originally proposed by Grover’s database
searching quantum algorithm[2, 3] and later revised in
Brassard et. al.[18], is realized by repeatedly applying
the following unitary operator
Q(D) = −AS0A−1SD, A = QPE(H)O, (7)
where D denotes the first bits chosen to mark the target
energy-interval. The quantum amplitude amplification
algorithm is a generalization of the Grover’s algorithm, in
the sense the unitaryA is not restricted to create an equal
superposition in the computational basis. More details
about Grover’s algorithm and the comparison with the
amplification process is given in Appendix A. The ampli-
tude amplification algorithm allows us the flexibility to
use a chemically motivated unitary, A = QPE(H)O, in-
stead of the generic Hadamard transform. The operator
SD conditionally changes the sign of the amplitudes of
states with Ej ∈ I,
SD |Ψ〉 =
√
1− a |Ψ〉0 −
√
a |Ψ1〉 , (8)
that is, it acts as an oracle which recognizes the good
states. For example, say we want energies with either
E(1) = 0 or E(1) = 1, where E(1) is the most significant
bit in the binary representation of the energy. Then the
string of specified bits, D, is D = 0 for E(1) = 0 or D = 1
for E(1) = 1. This put you firmly in the E ≥ 0.5 or
E < 0.5 interval, as depicted in figure 1B. The operator
SD is then very simple - it is just a phase applied to
the first qubit of the energy register
∣∣∣E(1)j E(2)j . . . E(m)j 〉.
Thus if we want energies where E(1) = 0 then we apply
the Pauli string XZX on the first qubit on the energy
register, or we apply Z if E(1) = 1 is wanted. As a result
we can diminish the amplitudes related to the ”wrong”
value of E(1) using the method of equation (7). Say we
want energies with either E(1)E(2) = 00 ∨ 01 ∨ 10 ∨ 11,
i.e. we have D = 00 ∨ 01 ∨ 10 ∨ 11. This put you firmly
in one of the four smaller energy intervals, as depicted in
figure 1B. As a result, the operator SD is then a 2-qubit
gate applying a phase on the good states. In general, we
may construct the operator SD as shown in figure 3,
{1011...0E(     +1)...}
... ...E
(1) = 1
E (1)= 0
{E(1)E(2)E(3)...} |  | =1011...0
FIG. 3. Schematic representation of marking the
target energy-interval. Shown here is how to construct
the gate SD which recognizes the good energy-eigenstates,
Ej ∈ I. The gate applies a phase on the bit-string D,
in this case D = 1011 . . . 0. The length of the string D,
denoted as |D|, satisfies |D| ≤ m and controls the target
energy-interval, i.e. the amplification process amplifies the
|D| most significant bits in the binary representation of the
energy. Thus for successful amplification we obtain the ener-
gies Ej ∈ {1011 . . . 0E(|D|+1) . . . E(m)}.
thereby recognizing the good states Ej ∈ I by apply-
ing a phase on these states. However, for a small num-
ber of qubits in the first register for the QPE, the or-
acle SD would also start recognizing unwanted energy-
eigenstates, Ej /∈ I, due to the QPE inbuilt error. This
error vanish as we increase the number of qubits in the
first register. For the iterative amplitude amplification
algorithm (section IV), the purpose is to use as few qubits
as possible in the first register for successful amplifica-
tion, and here we consider the effect of the QPE inbuilt
error. The length of the string D, denoted as |D|, satis-
fies |D| ≤ m and controls the target energy-interval, i.e.
the amplification process amplifies the |D| most signifi-
cant bits in the binary representation of the energy. The
operator SD, as depicted in figure 3, can be implemented
with use of (|D|−1) working qubits and 2(|D|−1) Toffoli
gates, where each Toffoli gate can be implemented with
6 CNOTs gates[21]. Finally, the operator S0 changes the
sign of the amplitude if and only if all the qubits are in
the zero state |0〉, and may be implemented as in figure
3. The circuit representation of the amplitude amplifica-
tion algorithm is shown in figure 2. Following Boyer et
al.[19], the number of times we apply Q(D) is given by
the formula
k =
⌊
pi
4 arcsin(
√
a)
⌋
, (9)
where a is the initial success probability given in equa-
tion (6). Then the probability that a measurement of
Qk(D) |Ψ〉 yields a state with Ej ∈ I is to be
Prob(Ej ∈ I) ≥ max(1− a, a), (10)
where max(1−a, a) is the lower bound of the probability.
For example, consider the two scenarios: a 1 or a > 12 .
For a 1, we would have after k iterations
4Qk(D) |Ψ〉 ≈
∑
Ej∈I
i=1,...,2m
b
(j)
i |Ej〉
∣∣∣(E(1)j E(2)j . . . E(m)j )i〉
(11)
with some amplified coefficients b
(j)
i . If a >
1
2 , we have
k = 0 and the probability is simply the initial success
probability, a. That is for a > 12 it cannot be amplified
further. We refer the reader to [18] which holds the proof
of equation (9).
III. AMPLITUDE ESTIMATION AND
QSEARCH
Amplitude estimation.- Overshooting the optimal k,
given in equation (9), may decrease the success probabil-
ity. Thus knowing the probability that a measurement
yields a good state is important. The amplitude estima-
tion algorithm is an application of QPE to estimating the
initial probability of success, equation (6), by estimation
eigenvalues of the unitary Q(D)[18]. Let a = sin2(θa)
for 0 ≤ θa ≤ pi/2, then the action of Q(D) in matrix
notation, spanned by the basis {|Ψ0〉 , |Ψ1〉}, is given by
[
cos(2θa) − sin(2θa)
sin(2θa) cos(2θa)
]
︸ ︷︷ ︸
Q(D)
[
cos(θa)
sin(θa)
]
︸ ︷︷ ︸
|Ψ〉
=
[
cos(3θa)
sin(3θa)
]
, (12)
where cos(θa) and sin(θa) are the initial amplitudes for
failure and success, respectively. The amplitude ampli-
fication process boosts the angle θa to three times its
original value, thereby changing the amplitude of |Ψ1〉 to
sin(3θa) and |Ψ0〉 to cos(3θa), which for θa < pi/4 (i.e.
a < 1/2) corresponds to an increase in the amplitude of
the good state |Ψ1〉. The eigenvalues of Q(D) are e±2iθa ,
and can be estimated using the QPE method. The result
of the amplitude estimation algorithm is a t-bit approx-
imation to θa, and the error in our estimate θ˜a for θa is
translated into error in our estimate a˜ = sin2(θ˜a), given
by
∣∣∣θa − θ˜a∣∣∣ ≤ pi e
2t
⇒ |a− a˜| ≤ 2pie
√
a(1− a)
2t
+ e2
pi2
22t
(13)
with probability at least 8/pi2 when e = 1 and with prob-
ability greater than 1− 12(e−1) for e ∈ Z+|e 6= 1. We refer
the reader to [18] which develops the proof of equation
(13). In units of QPE(H)O, the runtime of estimating
the initial success probability using this method is given
by 2t+2 − 2 in a series and controlled by the t-register,
which is an expensive circuit due to the additional control
gates. In principle, we could set t to a small integer since
we are not restricted to estimate k in high precision in
order to obtain a good state with high probability. Once
a has been estimated, running the algorithm requires 2k˜
further QPE steps, where k˜ is given in equation (9) given
the estimate of a. In the next section, we summarize the
Qsearch algorithm, based on Boyer et al.[19], which finds
a solution in expected runtime in O( 1√
a
), and does not
need additional registers or control operations.
Qsearch.- Here, we summarize the Qsearch
algorithm[19]. Let equation (6) be the unknown
probability that a measurement yields a state with
Ej ∈ I. The Qsearch algorithm, original proposed by
Boyer et al.[19] for the Grover search algorithm and
later revised by Brassard et al.[18] to general unitaries,
randomly picks an integer k and applies Qk(D), and
increases the search space exponentially for each loop.
Our version of the Qsearch algorithm is to incorporate
the QPE to search after energy eigenvalues. The
complete algorithm is given as following:
1. Initialization; l = 1 and set the growth factor
c = 8/7 (any value of c strictly between 1 and 4/3
is allowed
2. Choose an integer k uniformly at random such
that 0 ≤ k < l
3. Apply Q(D)k on QPE(H)O |0〉⊗(n+m), and
measure the system
4. If the output Ej is good, that is, if Ej ∈ I, the
problem is solved: exit
5. Otherwise, set l to c · l and go back to step 2
Algorithm 1: Qsearch
We assume that 0 < a < 12 , which is a criteria for suc-
cessful amplification. Setting the growth factor c = 8/7,
the total expected number of Q(D) iterations is less than
8 · 1√
a
and thus this algorithm finds a solution in expected
runtime in O( 1√
a
). Any value of c strictly between 1 and
4/3 is allowed, however, for c → 1 or c → 4/3, the scal-
ing constant goes to infinite. For c = 8/7, we obtain a
suitable scaling constant. The name exponential search
comes from the fact that we increase the search space
exponentially for each loop and choose uniformly at ran-
dom an integer k i.e. the number of times we repeat the
amplitude amplification process. We refer the reader to
section 6 in [19] for more details.
IV. ITERATIVE AMPLITUDE
AMPLIFICATION
We introduce the iterative amplitude amplification
(IAA) algorithm based on iterative quantum phase es-
timation (IQPE). As detailed by Lanyon et al.[10] and
Dobsˇ´ıcˇek et al.[11], the number of ancilla qubits can be
greatly reduced compared to QPE while maintaining the
5iterative quantum phase estimation
0/1
|ϕ〉
0/1
|D|+ζ
|0〉⊗(|D|+ζ)
QPE(H)O Qk(D)
O |0〉⊗n U2p−1
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FIG. 4. Iterative amplitude amplification algorithm. Circuit representation of the iterative amplitude amplification
algorithm. The algorithm uses |D| + ζ qubits in the first register where |D| controls the target energy-interval and ζ reduces
the QPE inbuilt error for successful amplitude amplification. The angle ωp depends on all previously measured bits as ωp =
−2pi(0.0E(p+1)E(p+2) . . . E(m)) and ωm = 0.
same precision and inbuilt failure probability. We refer
the reader to [11] for a detailed analysis of IQPE. Our
version of the amplitude amplification algorithm, as de-
picted in figure 2, requires m qubits for a precision of 2−m
on the target energy eigenvalues. Reducing the number
of qubits from m to |D| + ζ with |D| + ζ ≤ m, where
|D| controls the target energy-interval and we refer ζ as
the stabilizer qubits, results in a lower energy precision,
but we can still amplify the target energy-eigenstates. In
order to maintain the same precision m, we then incor-
porate the IQPE algorithm on a second register. The
IAA has three registers, as depicted in FIG. 4; the first
register consists of the qubits we amplify (|D|) and the
stabilizer (ζ), the second register (n) store the ansatz and
the third register (a single ancillary qubit) encodes the
information about the energy eigenvalue. The stabilizer
qubits are needed to reduce the QPE inbuilt error for
successful amplification, i.e. amplification of the target
energy-eigenstates. In the following we will derive the
number of qubits needed for the first register for success-
ful amplification. We refer the reader to Appendix B
for a more detailed explanation. The full effect of QPE
takes the general form in equation (2), and we denote the
bit-string that we amplify by D:
Good QPE-outputs:
{ ∣∣∣(E(1)j E(2)j . . . E(m)j )i〉} (14)
∀i ∈ D,
where the “good QPE-outputs” have the wanted bit-
string D, depicted in FIG. 3. Ideally (QPE without er-
ror) the bit-string D should only be produced by the
good energy-eigenstates. However, due to the QPE in-
built error, there is a small portion of unwanted energy-
eigenstates associated with D. Consider equation (2)
split into good and bad states, where the good states are
those that have the bit-string D. The part of the state
associated with D includes the good energy-eigenstates,
Ej ∈ I, as well as the bad energy-eigenstates, Ej /∈ I.
This differs from section II where we assumed perfect
QPE in the sense that bit-strings in D only resulted from
the wanted energy-eigenstates. Thus we write equation
(2) as the superposition of all the good states, |Φ1〉 ∈ D,
and all the bad states |Φ0〉 /∈ D components of |Ψ〉,
|Ψ〉 =√1−N |Φ0〉+
√
N |Φ1〉 , (15)
where
|Φ1〉 = 1√N
∑
j
aj |Ej〉
(∑
i∈D

(j)
i
∣∣∣(E(1)j E(2)j . . . E(m)j )i〉),
(16)
the states are defined to be orthonormal, 〈Φi| |Φj〉 = δij ,
and
N =
∑
Ej∈I,i∈D
∣∣∣aj(j)i ∣∣∣2 + ∑
Ej /∈I,i∈D
∣∣∣aj(j)i ∣∣∣2. (17)
The first term on the right in equation (17) is equivalent
to equation (6), and the second term on the right is a
consequence of the QPE inbuilt error which converts to
zero for increasing number of qubits in the first register
for the QPE. Running the amplification algorithm, the
states that we amplify are those that after QPE results
in the correct output bit-strings D. For the amplification
process to be successful, i.e. to reduce unwanted energy-
eigenstates, the following condition must be met
∑
Ej∈I±2−|D|,i∈D
∣∣∣aj(j)i ∣∣∣2 > ∑
Ej /∈I±2−|D|,i∈D
∣∣∣aj(j)i ∣∣∣2. (18)
We have redefined the target energy-interval; I ± 2−|D|
where 2−|D| is our tolerance for error, i.e. how far from
the target energy-interval we consider energy eigenvalues
to be acceptable, as depicted in FIG. 5. If the condition
(18) is not met, the probability would be greater to ob-
tain an unwanted energy-eigenstate after the amplifica-
tion process than a wanted one. For the above condition
6to be met, we require the total number of qubits |D|+ ζ
for the first register in QPE, where
ζ =
⌈
log2
(
1
a
+ 2
)
− 1
⌉
(19)
which depends on the initial success probability, a.
Using |D|+ ζ qubits in the first register for the QPE we
guarantee successful amplification by allowing energy
eigenvalues outside the target interval with I ± 2−|D| to
be acceptable. We refer the reader to Appendix B which
holds the proof of equation (19).
As depicted in FIG. 4, immediately before the IQPE,
the system state is
∣∣∣E(1)j E(2)j . . . E(|D|+ζ)j 〉 |ϕ〉 |0〉 , (20)
where the measurement on the first register yields the
|D| + ζ most significant bits in binary representation of
the energy, E(1)E
(2)
j . . . E
(|D|+ζ). We extract the higher
precision bits, E
(|D|+ζ+1)
j . . . E
(m)
j , using the amplified
state
|ϕ〉 ≈
∑
Ej∈I±2−|D|,i∈D
b
(j)
i |Ej〉+
∑
Ej /∈I±2−|D|,i∈D
b˜
(j)
i |Ej〉
(21)
with some amplified coefficients, b
(j)
i and b˜
(j)
i , and the
energy-eigenstates with i /∈ D having vanishing ampli-
tudes because they have been filtered out using the am-
plification process. The IQPE first iteration extracts the
least significant bit, E
(m)
j , and we repeat each iteration
to obtain the correct bit. A single iteration would not
be enough due to the IQPE inbuilt error. If b
(j)
i < b˜
(j)
i ,
then we obtain with almost certainty an unwanted energy
thus unsuccessful amplification, and to ensure b
(j)
i > b˜
(j)
i
we use the number of stabilizer qubits given in (19). We
stop the algorithm at the iteration E
(|D|+ζ+1)
j since we
fixed the remaining bits in the beginning (the bits are
obtained by the measurement of the first register).
V. NUMERICAL EXPERIMENTS
In this section, we proceed to test the ideas and meth-
ods introduced earlier with numerical simulations. We
consider the molecular non-relativistic electronic Hamil-
tonian, within the Born-Oppenheimer approximation
H =
∑
p,q
hpqa
†
paq +
1
2
∑
p,q,r,s
hpqrsa
†
pa
†
qaras, (22)
... ...E
(1) = 1
E (1)= 0
j {1011...10Ej       ... }
j {1011...11Ej       ... } (|  |+1)
j {1011...01Ej       ... }
 (|  |+1)
 (|  |+1)
+2
 -|  |
-2
 -|  |
FIG. 5. Schematic representation of accepting en-
ergy eigenvalues near the target interval. Ideally energy
eigenvalues not within the target energy-interval, Ej /∈ I, are
filtered out. However, we accept energies outside the target
interval I, but within the larger interval I ± 2−|D|.
where hpq and hpqrs are one- and two-electron integrals
- the one-electron integrals involving the electronic
kinetic energy and the electronnuclear attraction, and
the two-electron integrals involving the electronelectron
interaction.
Molecular Hydrogen STO-3G basis.- Consider molecular
Hydrogen (H2) in a minimal atomic basis (here we use
STO-3G) resulting in two spatial molecular orbitals
G and U, where G denotes even (gerade) and U odd
(ungerade) inversion symmetry of the orbitals. We can
write a Slater determinant in the occupation number
basis as |fG↑fG↓fU↑fU↓〉, where fi = 1 if spin-orbital i
is occupied, and fi = 0 if spin-orbital i is unoccupied,
and the arrows denote the spin-state. Due to the high
symmetries in the system we can restrict ourselves
to the subspace of 2-electron singlet states which is
spanned by the mean-field (Hartree-Fock) configuration
|HF〉 = |1100〉 ≡ |0〉 and the excited configuration
|0011〉 ≡ |1〉,
H(1) :
{
|Egs〉 = −0.9938 |0〉+ 0.1115 |1〉
|Ees〉 = 0.1115 |0〉+ 0.9938 |1〉 , (23)
where H(1) is a subspace of the of the Hilbert space
H, |Egs〉 (ground state) and |Ees〉 (excited state) are
the energy-eigenstates of H(1) given at 0.7348A˚ proton-
proton distance (equilibrium bond length) with eigenval-
ues Egs = −1.8574Eh and Ees = −0.22441Eh in Hartree
units. At equilibrium bond length the ground state has
a significant overlap with the HF state, 〈Egs|HF〉 =
0.9938, thus if we were to prepare the HF state for
the QPE method, then we would expect to repeat QPE
O(1/(0.1115)2) = O(80) times on average before a state
with energy Ees is found. If finding the excited state is
the goal, we could in this case simply prepare the state
|1〉, which has a significant overlap with the excited state.
Also for the system sizes considered, Egs and Ees can be
found effectively through classical diagonalization. Thus,
the purpose of this example is a proof-of-concept to test
the ideas and methods introduced earlier. It is a use-
ful example because we can easily generate any ansatz
of interest using the compressed representation. The two
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FIG. 6. Molecular Hydrogen STO-3G basis. Calculation details: We use the Cirq simulator[22] to simulate noiseless
quantum circuits. The time-evolution operator exp
(
iH(1)t
)
, obtained at the equilibrium bond length 0.7348A˚, with H(1) ∈
dim(2) is encoded exactly into a global phase and a series of rotations of the one-qubit Hilbert space. The first register of the
quantum phase estimation (QPE) algorithm contains 20 qubits (m = 20). A: The probability that a measurement yields the
excited state as a function of iterations (k), i.e. Qk(D = 00) |Ψ〉 where |Ψ〉 = QPE(H(1))Ry(θ = 0) |0〉⊗20+1. B: Special cases of
the amplitude amplification process using the anstze | 〈Ees|Ry(θ = 0.824) |HF〉 |2 = 1/4 and | 〈Ees|Ry(θ = 1.347) |HF〉 |2 = 1/2.
C: The solid and dashed line are the probability functions
∑
i∈00 |0.1115(es)i |2 and
∑
i∈00 |0.9938(gs)i |2, respectively, as a
function of number of qubits in the first register. The inset plot shows the probability to measure the excited state energy as
a function of qubits in the first register for the QPE when running the iterative amplitude amplification for k = 7. D: Qsearch
compared with standard QPE. The average runtime calculated in units of QPE(H(1))Ry(θ). The horizontal dashed line at each
boxplot is given as the value 1/a, where a is the initial success probability. The boxplots are based on 300 runs of the Qsearch
algorithm.
possible energies of H(1) to a precision of 2−20Eh are
given by
Egs =
−2pi
220
01001011101011100010︸ ︷︷ ︸
QPE output E(1)gs E
(2)
gs . . . E
(20)
gs
Eh (24)
Ees =
−2pi
220
00001001001001101111︸ ︷︷ ︸
QPE output E(1)es E
(2)
es . . . E
(20)
es
Eh, (25)
where the bit-strings E
(1)
gs E
(2)
gs . . . E
(20)
gs and
E
(1)
es E
(2)
es . . . E
(20)
es are the QPE output (with almost
unity probability) when setting m = 20, and the rescal-
ing factor −2pi/220 converts the bit strings to energies.
The bits are numbered from left to right starting from
the most significant bit. The most significant bit for the
two energies is identical, E
(1)
gs = E
(1)
es = 0, but they differ
for the second most significant bit. Thus amplifying the
bit string D = 00 would amplify the amplitude associ-
ated with the excited state and reduce the probability of
the ground state. In the compressed representation, we
can generate any ansatz of interest using a single-qubit
gate Ry(θ), for example Ry(θ = 0) |0〉 = |0〉 = |HF〉, and
the time-evolution operator can be decomposed into a
global phase and a series of rotations of the one-qubit
Hilbert space,
U = exp
(
−iH(1)t
)
= e−iαRy(β)Rz(γ)Ry(−β), (26)
where the angles are given by α = −t(Egs + Ees)/2,
β = −2 arccos(−0.9938) and γ = −t(Egs − Ees)/2 at
0.7348A˚ proton-proton distance. The exact ground and
excited states were computed using exact diagonalization
to obtain the angles. Using the ansatz |HF〉, the proba-
bility that a measurement yields the excited state energy
is given by |〈Ees|HF〉|2 = 0.0124, where our goal is to in-
crease the probability by amplifying the bit string D = 00
using the method in (7). The result is shown in FIG. 6A.
For k = 0, the probability is the initial probability suc-
cess, a = 0.0124, where a is defined in equation (6). The
optimal k -value can be determined by the formula
k =
⌊
pi
4 arcsin
(√
0.0124
)⌋ = 7, (27)
and
8Q7(D = 00) |Ψ〉 ≈ |Ees〉
∣∣∣E(1)es E(2)es . . . E(20)es 〉 , (28)
which was confirmed by the numerical experiment in
FIG. 6A. After further iterations the probability drops
and peaks at 21, 35, 49 etc, as expected. An interesting
special case occurs when a = 1/4, as shown in FIG. 6B
(dashed line). Of course, standard QPE can solve this
problem efficiently, with high probability, but using the
amplitude amplification method a solution is found with
certainty after a single iteration. Here sin2(θa) = 1/4
and therefore θa = pi/6. It follows that cos(3θa) = 0, see
equation (12). Another special case is if a = 1/2 (solid
line), then the amplitude amplification method will nei-
ther increase nor decrease the amplitudes - each iteration
rotates the state to its original state. That is, for a > 1/2
the good states cannot be amplified, as expected. For
a < 1/2, we require the condition in (18) to be met for
successful amplification. FIG. 6C shows for each energy-
eigenstate, |Egs〉 and |Ees〉, the probability that a mea-
surement yields an energy where the two most significant
bits in the binary representation of the energy are 00, i.e.
the probability to obtain a state within the set of
{ ∣∣∣(00E(3)j E(4)j . . . )i〉} ∀i, j = {gs, es} (29)
as a function of the number of qubits in the first reg-
ister for the QPE, and given the HF ansatz. Basically,
the plot shows which of the two energy-eigenstates en-
compass more of the probability associated with the bit
string 00 in the first register after running the QPE. The
target excited state shows an almost constant probability
at the initial success probability, as expected, since
∑
i∈D=00
∣∣∣aes(es)i ∣∣∣ ≈ |aes|2 = 0.0124 = a. (30)
The probability associated with the ground state de-
creases with increasing number of stabilizer qubits, as
expected, by suppression of the QPE inbuilt error. For a
total of six qubits, i.e. |D| = 2 and ζ = 4 (four sta-
bilizer qubits), we have more of the bit string 00 as-
sociated with the target excited state compared to the
ground state, thus amplifying the bit string D = 00 re-
sults in successful amplification. According to equation
(19), the result is six stabilizer qubits (ζ = 6) plus the
additional two qubits (|D| = 2), thus a total of eight
qubits. The overestimation of the number of stabilizer
qubits by equation (19) is due to formula is an upper
bound, and fewer qubits may be well enough (Appendix
B). The inset plot shows the probability to measure the
excited state energy as a function of number of qubits
in the first register for the QPE, when running the IAA
algorithm for k = 7. The minimum number of qubits
is six, as expected, from the main plot. We refer the
reader to Appendix C for more details about FIG. 6C.
We compare the Qsearch method with standard QPE
in FIG. 6D. Our version of the Qsearch method is to
search after energy eigenvalues by running the algorithm
(1). The horizontal dashed line at each boxplot shows
the total expected number of QPE, given as 1/a. We
assume it is not possible to run parallelly when compar-
ing with Qsearch. For the Qsearch algorithm, the total
number of Q(D) iterations is less than 8 · 1√
a
, and thus
the Qsearch algorithm finds a solution with expected run-
time in O( 1√
a
). We test the method by constructing three
anstze, | 〈Ees|Ry(θ) |0〉 |2 = {10−4, 0.0124, 1/4}. Clearly
for a = 10−4, the Qsearch method shows its power over
standard QPE by finding a solution in order of mag-
nitude less in runtime. For increasing overlap between
the ground and excited state, we find the gap between
standard QPE and Qsearch is shrinking. Specially for
a = 1/4, where the average runtime is 4 in both cases,
however, the circuit depth in Qsearch is much greater
than standard QPE.
VI. CONCLUSION
In this article, we have proposed an algorithm for a
quantum computer to discover the spectra of Hamiltoni-
ans by sampling the set of energies within a target energy-
interval. An advantage of our method is that we are
not requiring good approximations of the target energy-
eigenstates. Thus the algorithm is designed for cases
where good approximations for the target energy-interval
are either unknown or hard to prepare. We tested our
method on molecular Hydrogen in minimal basis STO-3G
Hamiltonian, and successfully obtained the excited state
energy given anstze with small overlap with the excited
state. Our method is not limited to molecular Hamilto-
nians − the algorithm can be applied to any Hamilto-
nian with the purpose of determining energy eigenvalues
within a target energy-interval.
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Appendix A: Grover’s search algorithm
The amplitude amplification process is a generaliza-
tion of the Grover’s search algorithm[2, 3]. Consider the
case A = H, where H is the Hadamard transform acting
in parallel on l qubits. Then H |0〉⊗l = 1
2l/2
∑2l−1
x=0 |x〉,
where x is an integer x = {0, . . . , 2l − 1} and |x〉 de-
notes the binary representation of x. This is an equally
weighted superposition of all 2l states written in the com-
putational basis states {|x〉}. If one of these computa-
tional basis states is a solution to our search problem,
then our chances of classically guessing the right state
|x∗〉 is 1 in 2l. Thus the classical complexity is O(2l)
because we have to look at all inputs in the worst case,
where the quantum complexity turns out to be O(
√
2l).
The operator Q(D) is equal to the iterate
Q(D) = −HS0HSD (Grover iteration) (A1)
where SD recognizes the solution |x∗〉. This is the
Grover’s original search algorithm[2, 3]. Note the
Hadamard gate is its own inverse.
Appendix B: Stabilizer qubits
Let |Ψ〉 = QPE(H)O |0〉⊗(m+n). The probability of
observing the computational basis state |i〉 in the m-
qubit register is then given by the expectation value of
Mi =
⊗m
x∈{0,1} |x〉 〈x| ≡ |i〉 〈i|, where i is an integer
i ∈ {0, . . . , 2m − 1} and |i〉 denotes the binary repre-
sentation of i, as
P (∆ij) = 〈Ψ| (Mi ⊗ 1) |Ψ〉 =
∑
j
|aj |2 sin
2(pi2m∆ij)
22m sin2(pi∆ij)
,
(B1)
where ∆ij ≡ (j − i + δ)/2m and j is an integer j ∈
{0, . . . , 2m−1} such that j/2m is the best m-bit approxi-
mation to the true energy Ej within an accuracy of 2
−m,
that is
Ej =
j
2m
+
δ
2m
, (B2)
where 0 ≤ δ < 1. The QPE inbuilt failure probability is
therefore
∣∣∣(j)i ∣∣∣2 = sin2(pi2m∆ij)22m sin2(pi∆ij) . (B3)
We denote the bit-string that we amplify by D. Con-
sider Ej /∈ I and i ∈ D, i.e. the probability of un-
wanted energy-eigenstates to collapse to computational
basis-states starting with the correct bit-string D due
to QPE inbuilt failure probability. Assume −2m−1 ≤
(j − i) < 2m−1 where m is the number of qubits in the
first register for the QPE. The probability to getting an
error greater than e is
∑
Ej /∈I
|aj |2
( ∑
e≤(j−i)<2m−1
∣∣∣(j)i ∣∣∣2 + ∑
−2m−1≤(j−i)<−e
∣∣∣(j)i ∣∣∣2)
(B4)
<
∑
Ej /∈I
|aj |2 1
2(e− 1) . (B5)
We refer the reader to Appendix C in [20] for a detailed
analysis of going from step (B4) to (B5). For a  1
where a is defined in equation (6),
∑
Ej /∈I
|aj |2 1
2(e− 1) ≈
1
2(e− 1) . (B6)
For Ej ∈ I, we have
∑
Ej∈I
|aj |2
∑
i∈D
∣∣∣(j)i ∣∣∣2 ≈ ∑
Ej∈I
|aj |2 = a. (B7)
For the amplification process to be successful, i.e. to
reduce unwanted energy-eigenstates, the following condi-
tion must be met
∑
Ej∈I,i∈D
∣∣∣aj(j)i ∣∣∣2 > ∑
Ej /∈I,i∈D
∣∣∣aj(j)i ∣∣∣2, (B8)
and we find
a >
1
2(e˜− 1) . (B9)
The Hamiltonian-dependent value e˜ is the smallest dis-
tance between the true value of the energy, Ej /∈ I, and
the measured value with i ∈ D. For example, consider
j = 0100101 . . . and D = 00, that is j is not within the
target energy-interval, Ej /∈ I. The smallest distance
between j and i ∈ D is
10
01− 00 = 1 (2 bits precision)
010− 001 = 1 (3 bits precision)
0100− 0011 = 1 (4 bits precision)
01001− 00111 = 2 (5 bits precision)
010010− 001111 = 3 (6 bits precision)
0100101− 0011111 = 6 (7 bits precision)
...
where the left and right side is written in base 2 and 10,
respectively. The distance between j and i ∈ D increases
exponentially with increasing precision of the measured
energy, i.e. by increasing the number of qubits in the
first register for the QPE. If we set the smallest distance
between j and i to e˜ = 2m−u, where m is the number of
qubits in the first register for the QPE and 1 < u with
u ∈ R is a parameter depending on the energy eigenvalue
closet to the target energy-interval. For example, con-
sider u = m then e˜ = 1, and we obtain the minimum
distance possible between an energy eigenvalue and the
target energy-interval. We find
a >
1
2m−u+1 − 2 → m =
⌈
log2
(
1
a
+ 2
)
− 1 + u
⌉
.
(B10)
Practically, we cannot determine the parameter u since it
depends on the spectrum of the Hamiltonian. However,
if we agree to accept energies near the target energy-
interval by redefining the target interval; I ±∆E where
∆E determines our tolerance for error, i.e. how far from
the target energy-interval we consider the energy eigen-
values to be acceptable, we obtain the new inequality
∑
Ej∈I±∆E,i∈D
∣∣∣aj(j)i ∣∣∣2 > ∑
Ej /∈I±∆E,i∈D
∣∣∣aj(j)i ∣∣∣2. (B11)
Basically, we have moved some energy-eigenstates from
the right side of (B8) to the left of the inequality by
increasing the interval with ±∆E. Then we can define
e˜ = 2m−|D| (or u = |D|), such that energies with e˜ =
2m−|D| < |j − i| are not within the acceptable interval.
For example, consider the energy-eigenstate with energy
j = 0100101 and D = 00, where the smallest distance is
j − i = 6. This is now within the acceptable range since
j − i < 27−2 = 32. In contrast, the energy-eigenstate
j′ = 1000101 where j − i = 38 is outside the acceptable
interval and filtered out using the amplification method.
Incorporating e˜ = 2m−|D|, we obtain
m =
⌈
log2
(
1
a
+ 2
)
− 1 + |D|
⌉
. (B12)
Letting m = |D| + ζ where ζ is the number of stabilizer
qubits introduced in section IV, and we obtain
ζ =
⌈
log2
(
1
a
+ 2
)
− 1
⌉
. (B13)
Thus using |D| + ζ qubits in the first register for the
QPE, we accept energies outside the target interval I,
but within the larger interval I ± 2−|D|, since
|j − i| ≤ 2ζ ⇒ 1
2|D|+ζ
(|j − i|) ≤ 1
2|D|
. (B14)
Appendix C: Determination of the number of
stabilizer qubits for molecular Hydrogen
The purpose of this section is to determine the num-
ber of qubits needed for the first register (the m-qubit
register) of the quantum phase estimation in order for
the amplification process to be successful, i.e. reduce the
probability for unwanted states. In the case of molecular
Hydrogen in the minimal basis STO-3G, the Hamiltonian
is given in (23) and we will consider the Hartree-Fock
ansatz,
O |0〉⊗n = |HF〉 = ags |Egs〉+ aes |Ees〉 , (C1)
where ags = 0.99377 and aes = 0.11149. The goal is to
amplify the excited state. In order to extract information
about the energies of the ground and excited state, as-
sume we add another m-qubit register and run the QPE
algorithm. The result of this will be that the m-qubit
register stores a binary representation of a phase related
to the energies of the state
|Ψ〉 =QPE(H(1))O |0〉⊗(m+n) = ags |Egs〉
( 2m∑
i

(gs)
i
∣∣∣(E(1)gs E(2)gs . . . E(m)gs )i〉)+ aes |Ees〉( 2m∑
i

(es)
i
∣∣∣(E(1)es E(2)es . . . E(m)es )i〉),
(C2)
where 
(j)
i are complex amplitudes given in equation (B3). The energies of the Hamiltonian in (23), to a pre-
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Ground state
m 2 3 4 5 6 7 8 9 10 11 12
δ 0.18 0.37 0.73 0.46 0.92 0.84 0.68 0.36 0.72 0.44 0.88∣∣∣(gs)i∈D∣∣∣2 0.029 0.071 0.036 0.043 1.6 · 10−3 3.2 · 10−3 5.2 · 10−3 3.1 · 10−3 1.1 · 10−3 9.2 · 10−4 6.5 · 10−5∣∣∣ags · (gs)i∈D∣∣∣2 0.029 0.070 0.036 0.042 1.6 · 10−3 3.2 · 10−3 5.2 · 10−3 3.0 · 10−3 1.1 · 10−3 9.1 · 10−4 6.4 · 10−5
Excited state
m 2 3 4 5 6 7 8 9 10 11 12
δ 0.14 0.29 0.57 0.14 0.29 0.58 0.15 0.30 0.61 0.22 0.43∣∣∣(es)i∈D∣∣∣2 0.94 0.88 0.88 0.97 0.97 0.98 0.99 0.99 0.99 0.99 0.99∣∣∣aes · (es)i∈D∣∣∣2 0.012 0.011 0.011 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012
TABLE I. Molecular Hydrogen in minimal basis. The first row (m) is the number of qubits in the first register for the quantum
phase estimation (QPE). The QPE probability
∣∣∣(j)i∈D∣∣∣2, with D = 00, is given in equation (B3). In the case of molecular
Hydrogen in minimal basis STO-3G, at m = 6 the condition in (C12) is met and therefore we need at least six qubits for
successful amplification.
cision of 20 bits, are given by
Egs = 01001011101011100010 (C3)
Ees = 00001001001001101111, (C4)
where we have omitted the rescaling factor −2pit/220
since this is not important here. The bits are numbered
from left to right starting from the most significant bit.
The two energies differ for the second most significant
bit. Thus amplifying the two most significant bits
D = 00 would amplify the amplitude associated with
the excited state.
m = 2: In the case of using two qubits in the
first register for QPE (m = 2), then the best 2-bit
approximation to the ground state is gs = 01. The
error is given by δ = 22(309986/220 − 1/22) = 0.1825,
where we converted Egs to base 10, i.e. Egs = 309986.
Performing a measurement on the 2-qubit register in
the computational basis Mi =
⊗m
x∈{0,1} |x〉 〈x| ≡ |i〉 〈i|,
where i is an integer i ∈ {0, 1, 2, 3} and |i〉 denotes
the binary representation of i, yields each result with
probability
∣∣∣(gs)i ∣∣∣2 = sin2(pi2m∆i,gs)22m sin2(pi∆i,gs) =

0.029 for i = 00
0.90 for i = 01
0.051 for i = 10
0.019 for i = 11,
(C5)
where ∆i,gs = (01 − i + 0.1825)/4. Including the factor
|ags|2 = |0.99377|2 coming from the ansatz, we obtain
the final probabilities associated with the ground state,
∣∣∣0.99377 · (gs)i ∣∣∣2 =

0.029 for i = 00
0.88 for i = 01
0.050 for i = 10
0.019 for i = 11.
(C6)
Thus the probability to obtain the best 2-bit approxima-
tion to the ground state is 0.88. For the excited state,
es = 00 is the best 2-bit approximation to Ees. The er-
ror is given by δ = 22(37487/220−0/22) = 0.1430, where
Ees = 37487 in base 10. Thus the QPE probabilities are
∣∣∣(es)i ∣∣∣2 = sin2(pi2m∆i,es)22m sin2(pi∆i,es) =

0.94 for i = 00
0.030 for i = 01
0.012 for i = 10
0.020 for i = 11
(C7)
where ∆i,es = (00 − i + 0.1430)/22. Including the fac-
tor |aes|2 = |0.11149|2, we obtain the final probabilities
associated with the excited state,
∣∣∣0.11149 · (es)i ∣∣∣2 =

0.012 for i = 00
3.7 · 10−4 for i = 01
6.2 · 10−4 for i = 10
2.4 · 10−4 for i = 11.
(C8)
The important part is that if we were to amplify the bit
string D = 00 in order to amplify the excited state and
reduce the ground state, using 2 qubits in the first register
for the QPE, then the amplification process would be
unsuccessful. The reason is that the probability would
still be greater to obtain the ground state because
12
∣∣∣ags · (gs)00 ∣∣∣2︸ ︷︷ ︸
=0.029
>
∣∣∣aes · (es)00 ∣∣∣2︸ ︷︷ ︸
=0.012
. (C9)
That is, we have “more” of the bit string 00 associated
with the ground state compared to the excited state due
to the small amplitude aes. In conclusion, two qubits
(m = 2) is not enough to reduce the probability for the
ground state hence unsuccessful amplification.
m = 3: The best 3-bit approximation to the
ground state is gs = 010. The error is given by
δ = 23(309986/220 − 2/23) = 0.3650, and the sum of the
important QPE probabilities are
|0.99377|2
∑
p={0,1}
∣∣∣(gs)00p ∣∣∣2 = 0.070. (C10)
For the excited state, then es = 000 is the best 3-
bit approximation to Ees. The error is given by δ =
23(37487/220 − 0/23) = 0.2860, and we find
|0.11149|2
∑
p={0,1}
∣∣∣(es)00p ∣∣∣2 = 0.011. (C11)
Still, we have more of the bit string D = 00 associ-
ated with the ground state compared to the excited
state, hence using three qubits (m = 3) for the first
register in QPE is not enough to reduce the probabil-
ity of the ground state hence unsuccessful amplification.
In general, having successful amplification the fol-
lowing condition must be met,
|0.99377|2
∑
p,q...∈{0,1}
∣∣∣(gs)00pq...∣∣∣2 < |0.11149|2 ∑
p,q...∈{0,1}
∣∣∣(es)00pq...∣∣∣2
(C12)
Table I shows values up to m = 12. At m = 6, the con-
dition in (C12) is met and therefore we need at least six
qubits for successful amplification. According to equa-
tion (B13), the result is six stabilizer qubits (ζ = 6) plus
the additional two qubits (|D| = 2), thus a total of eight
qubits. The overestimation of the number of stabilizer
qubits is due to formula (B13) is an upper bound.
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