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An algorithm combining both gray level information and geometric features is introduced
to detect cast shadows in gray level images. A simply connected candidate shadow
region and a corresponding region are segmented by setting gray level thresholds, and
neighbor-matching regions are constructedwith amathematicalmorphological algorithm.
A shadow–non-shadow region pair is obtained from the result of Kolmogorov test for
statistical features of both candidate neighbor-matching regions. Shadow regions are
obtained by selecting the region with relatively lower average gray level from thematched
regionpair. Theparticle swarmoptimization (PSO) algorithm is used to facilitate the feature
extraction during the matching process. Experimental results showed the effectiveness of
the proposed algorithm for cast shadow detecting in a single gray level image.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Shadow is both evil and good in digital image analysis and pattern recognition. The explosion of object recognition and
tracking techniques in digital image processing hasmade shadows very prominent, particularly the real-time object tracking
with limited computing source which make it difficult to implement complex algorithms to deal with shadows. The effects
of cast shadows may cause object merging and shape distortion, eventually leading to object losses (due to the cast shadow
covering other relatively smaller objects), especially when the precisely designed recognition method is not robust to the
shadow effect. [1] Shadowsmay either be attached to detected objects, or disconnected from them. In the first case, shadow
distorts the object’s shape, making the subsequent shape recognitionmethods less reliable. In the second case, shadowmay
be classified as a totally erroneous object in the scene: the disambiguation of the shadow regionswould substantially benefit
the object’s classification. Shadows also possess unique and valuable information in photo interpretation, robotics and
medical-image analysis [2]. It can give additional information to target position, orientation, property, aswell as relationship
with others. The analysis of shadow detection and suppression has both theoretical and practical significance.
In the most basic formulation, the problem is under constrained: there are simply more unknowns (the shadow region
and the original texture) than measurements (the observed image). Hence, all practical solutions must make strong prior
assumptions about the shadow gray level, or the shadow region, or both.
In most cases shadows are generated as a result of illumination from approximately point light source. When the source
is located far away from the object, the light can be considered parallel which is the model of the natural light (sunlight).
Real shadows have relatively low intensity and similar texture with some other region, although its gray level intensity is a
range interlaced with some non-shadow regions.
Traditional image processing formulations of the problem usually make only very general assumptions in the form of
lower intensity of gray level, and the resulting algorithms can typically handle only very limited shadows and not the
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complicated shadows often associated with image processing. Furthermore, algorithms exploiting image priors specified
in the gray level domain may not take advantage of important spatial-domain structures such as connectivity between
regions.
This paper introduces a new technique for detecting the effects of shadows from a gray level image. A single light source
or parallel light in the scene is assumed, and the edge of shadow region is not coincided with object border. The rest of the
paper is organized as follows:
In Section 2, provide a review of recent efforts in shadow analysis. In Section 3, the shadow model and the relationship
between shadow and no shadow are analyzed. In Section 4, candidate shadow regions fulfilling the criterion are segmented
with a maximum simply connected histogram that synthesized the information of geometry and gray level statistics.
Matching region pairs, neighboring parts of candidate regions, are obtained throughmathematicalmorphological operation.
In Section 5, shadow regions are detected by the decision ofwhether candidate regions are shadow–non-shadow regionpairs
with the Kolmogorov test. A particle swarm optimization algorithm is used to get the transformation coefficients during the
matching process. Good performances of the proposed algorithm are exhibited by some experimental results in Section 6.
Conclusions are made in Section 7, and some recommendations are given for the future researches.
2. Related work
Much effort has been made towards shadow analysis and detecting. Most research focused on moving object casting
shadow detecting in image sequences. There are two main classes in shadow detecting technology: one is to use feature
of shadows directly, such as color, geometry, gradient, etc.; the other is to construct statistical models by prior or through
a learning mechanism, e.g. the Gaussian mixture model (GMM). Some efforts presented algorithms with features of both
kinds.
Larry and Murray [2] studied the character of shadow borders, where various types of boundary of different shadows,
self-shadow and cast shadow, are analyzed. It’s too strict in terms of layout of the scene, since extracted shadow borders are
very likely companioned with artifacts in complex scenes.
In order to identify and classify the shadows in a digital image, Salvador et al. [3] presented a color invariant model based
on property and color features of shadows. The pixels in the candidate region can be classified into self-shadow and cast
shadowwithout the constraint of light and layout of the scene. It is easily influenced by noises during detecting the shadow
edge both in the vertical and horizontal direction. It is not adequate for objects with a large-scale variation of reflection ratio
to determine whether a pixel inside or outside a shadow.
To solve the object tracking problem in an image sequence Multi-variable GMM for color change caused by a shadow
was constructed with the recursive learning algorithm by Porikli and Thornton [4]. The model is dynamically adaptive
to light changing, since the shadow flow function is updated by the shadow model projected into quantized color space
and evolved with every new frame. Parameter rectification is lagged because of the requirement of a learning process
during several frames in an image sequence, and it’s difficult to establish a shadow model when the intensity of light is
varied quickly. It’s difficult to obtain the order of the model and to avoid over fit presentation. Mitra et al. [5] developed
a shadow detecting scheme for motion object recognition based on background elimination. An outlier detection based
shadow-searching algorithm is presented with the assumption that shadow has a similar saturation and lower intensity
compared with background. When the distribution function is complex or in a complex background, it is difficult to select
the threshold of the algorithm effectively.
Shoaib et al. [6] proposed a real-time shadow detecting schemewhich is based on GMM and gradient background cancel.
Shadow is detectedwhen regions ofmoving object and shadow that are segmented by GMMare subtracted from the regions
of themoving object obtained by the gradient cancel. From the results of their experiments, the algorithm is fit for detecting
the shadow of a moving human body. A shorter common border between shadow and a moving body is required and the
gradient of shadow and non-shadow should remain consistent which is not fulfilled in many other applications. Martel-
Brisson and Zaccarin [7] constructed a GMM model updated by shadow pixel values which is obtained through a feature
based algorithm. The GMM is used to update another GMM shadowmodel which is used as the final classifier. The limitation
is that the only classification of a single pixel’s value is considered rather than the characteristic of shadow regions. The result
of shadow detection has a lot of noise.
Jeong and Jaynes [8] synthesized geometric and color information in the shadow detecting algorithm. Scene information
is collected with multi-view, and pixels in the same plane with background are labeled as shadow by the geometric
assisted shadow detecting method on the basis of camera calibration. Whether they are shadow pixels or not is decided
by shadow color classification modeled with GMM. The shortcoming of this algorithm is that the precision is reduced when
the geometric information cannot be obtained efficiently with a complex background. The application is limited by the
multi-view implementation.
3. Shadowmodel
The hypothesis used for object and light in the scene is as follows:
• Objects in the scene are ideal reflection objects (Lambertian reflection objects).
• The reflection property of the same object surface in the shadow is identical to that in non-shadow.
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• Edges of the shadow do not coincide with the border of the object in the scene.
• There is only parallel light or point light far away in the scene. The shadow region is caused by ambient light while other
light sources are exclusive.
The ambient light reflection rate of an object surface is presumed as ka, and the diffusion rate is kd. Suppose there is
ambient light with intensity Ans and As in the non-shadow and shadow region respectively, and a directional light source
with intensity C and direction L in the scene. Non-shadow regions are lit by the directional light source and shadow regions
are producedwithout a directional light source. According to the Lambertian reflectionmodel [9], the light intensities in the
shadow region and non-shadow region are as follows,
Ioriginal = Ia diff + Il diff
= kaAnon-shadow + kdC(N · L) (1)
Ishadow = Ia diff + Il diff
= kaAshadow. (2)
With the complexity of a real environment in mind, pixel values in the shadow region can be formulated as follows,
Ishadow(x, y) = k(Ioriginal(x, y)− b) (3)
where,
Ioriginal(x, y) Pixel value on image coordinate (x, y) in the non-shadow region.
Ishadow(x, y) Pixel value on image coordinate (x, y) in the shadow region.
k, b Constants for the same shadow region.
With the hypothesis, the only difference between shadow region and non-shadow region on the same object surface is
the lower intensity in the prior. The lower intensity region is most likely to be shadow if there is one other region with the
same features but higher average intensity.
4. Candidate region selection
Candidate region pairs are obtained through histogram segmentation, mathematical morphology processing, feature
extraction and classification. The number of pixels belonging to the same level is counted in ordinary histogram which
remains the distribution of pixel gray level as in (4), but geometric information is lost.
P(k) = Num(k)
N
(4)
where,
Num(k) The number of pixels belonging to gray level k, k ∈ 0, 1, . . . , L, L = 255 for gray level image.
N The total number of pixels of the image.
The ordinary histogram is improved in our algorithm. Numbers of pixels in simply connected regions are counted
respectively for a specific gray level as in (5). A simply connected histogram is constructed through labeling pixels with
each gray level and sorting regions with largest area first.
P(k, i) = Numi(k)
N
(5)
where,
Numi(k) The number of pixels with gray level k in i’th simply connected region.
k ∈ [0, L] Index of a gray level, L = 255 for a gray level image.
i The index of simply connected regions in the same gray level (descendant with area).
The image can be segmented with a maximum simply connected histogram. The maximum simply connected histogram
is constructed as follows.
p(k) = p(k, 1). (6)
In Fig. 1 there is an example about how this idea works. The original image is given in (a), and the corresponding
histograms are exhibited in (b)–(d).
Simply connected regions, whose pixels are in certain gray value intervals and areas are larger than a threshold, can be
constructed by dividing the maximum simply connected histogram with local minimum as terminals. Suppose two simply
connected regions, Si(x
(1)
i , x
(2)
i ) and Sj(x
(1)
j , x
(2)
j ), whose areas are larger than thresholdα, are candidate shadow–non-shadow
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(d) Maximum simply connected histogram.
Fig. 1. Original image and its histograms.
region pairs within each gray level interval respectively. Corresponding gray level intervals are [x(1)i , x(2)i ], [x(1)j , x(2)j ], and
the index of shadow–non-shadow region pairs is (i, j).
There are lots of ‘‘holes’’ in the obtained regions during the histogram segmentation process. This is caused by the pixels
whose value are larger than threshold because large scale scattering of gray levels of object and noise disturbance. Complete
segmentation regions can be obtained by ‘‘close’’ operation in mathematical morphology as follows,
Ri = close(Si) (7)
Rj = close(Sj). (8)
Matching parts of candidate regions can be described through the mathematical morphological ‘‘dilate’’ operation and
intersect operation on candidate shadow–non-shadow region pairs as in (9) and (10). There are corresponding non-shadow
regions neighboring shadow regions according to the hypothesis. Higher precision can be achieved through selecting
features from closer parts of the regions because closer pixels in the shadow–non-shadow region pairs have closer light
conditions and closer properties.
Mi = dilate(Rj) ∩ Ri (9)
Mj = dilate(Ri) ∩ Rj. (10)
The difference betweenmatching regions and candidate regions are shown in Fig. 2, where the area of the former ismuch
less than later since only part of the region is used in matching.
The next step is to test whether Ri and Rj are a shadow–non-shadow region pair by the matching result of features in
regionMi andMj.
5. Shadow feature matching
According to the hypothesis, the corresponding shadow region and non-shadow region in the same scene share similar
gray level features. Their empirical distribution functions are equal to each other after linear transformation [10]. The normal
lighting region and shadow region can be determined by matching their features. The gray level distribution function is
used as region features and shadow–non-shadow region pairs are obtained by testing whether their gray level distribution
functions are equal.
Gray level distribution functions of the region are constructed and Kolmogorov tests are used to test the distribution
equality of gray levels in the two regions.
p[at ,bt ](k) =
Num(k)
N[at ,bt ]
(11)
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(a) Shadow candidate region. (b) Non-shadow candidate region. (c) Shadow matching region.
(d) Non-shadow matching region.
Fig. 2. Candidate regions and matching regions.
where,
Num(k) The number of pixels of gray level k, k ∈ [at , bt ].
N[at ,bt ] The total number of pixels of gray values in [at , bt ].
t = 1, 2 The index of the regions in shadow–non-shadow region pairs.
Empirical distribution functions Fn(x),Gn1(x) are constructed on the basis of the histogram of the two regions as in (11).
Linear transformation for empirical distribution is needed before thematching process considering the relationship between
the non-shadow region and shadow region. Gn1(x) is the empirical distribution function for the region with higher average
intensity. Suppose F(x) is a continuous function by curve fitting to Gn1 and the Kolmogorov statistic is obtained as in (13).
F(x) = Gn1
 x
k
+ b

(12)
Dn = sup−∞<x<+∞ |Fn(x)− F(x)|. (13)
Dn belongs to the probability density function described by (14).
lim
n→+∞ P{
√
nDn < x} = K(x) (14)
where,
K(x) =

0 x ≤ 0
∞−
k=−∞
(−1)ke−2k2x2 x > 0. (15)
For a certain significant level α there is λ1−α , if
√
nDn < λ1−α (16)
these two are regarded as the same distribution, and the region with lower average gray level is classified as a shadow
region.
The transformation process listed in (12) is implemented by using the particle swarm optimization algorithm which is
formulized by (17) and (18) while the objective function is as (13).
vti,j = vti,j + ct1r1(pbesti,j − pti,j)+ ct2 ∗ r2(gbestj − pti,j) (17)
pti,j = pti,j + vti,j (18)
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Fig. 3. Shadow and non-shadow features.
where,
vti,j Velocity of particle at iteration t .
pti,j Current position of particle at iteration t .
ct1, c
t
2 Coefficients determining the relative influence of the local and global best.
pbesti,j Local best of particle i.
gbest Global best of the group.
r1, r2 Random coefficients in [0, 1].
i Index of particles.
j Index of components of a particle and j = 1, 2.
Fig. 3(a) and (b) are the empirical distribution functions of pixel values in Fig. 2(c) and (d) respectively. The empirical
distribution functions of the shadow region and the transformed distribution function of the non-shadow region are shown
in Fig. 3(c). The searching process for adequate k and b is presented in Fig. 3(d). 10 particles are used in the evolution of 200
steps, and minimum Dn can be obtained at approximately 100 steps.
6. Application
With different scenes and light conditions, several experiments are implemented by using the proposed algorithm,
including a vehicle casting shadow in sunlight, architecture’s shadow on the ground, and planes casting shadows. The cast
shadow of a flying plane caused by the sunlight is presented in Fig. 4(a), and the detection result is in (b). The shadow of a
car and the classification are shown in (c) and (d). There are two regions of shadow in (e). One is the cast shadow of a model
plane and the other is the cast shadow of some obstacles. Both regions are detected as shown in (f). A scene with complex
architecture is in (g) and the major cast shadows are detected as in (h). More detected regions can be obtained by properly
selecting the threshold α for areas of simply connected regions.
7. Conclusion
In this paper a novel region based cast shadow detecting algorithm is presented, which makes sufficient use of intensity
information and the geometrical relationship of the shadow region and corresponding non-shadow region. Shadow region
detection is accomplished by selecting a threshold through a maximum simply connected histogram, segmenting region
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(a) A flying plane and its shadow. (b) Shadow detected of the plane. (c) A car with its shadow.
(d) Shadow detected from the car. (e) A model with shadows. (f) Shadows detected in the model’s
environment.
(g) Architecture and shadows. (h) Shadow detected in the architecture’s
environment.
Fig. 4. Applications.
pairs by mathematical morphology, and using the Kolmogorov test to determine shadow–non-shadow region pairs. A
particle swarm optimization algorithm is used to enhance the performance during the matching process.
The proposed algorithm is different from prior algorithms. It is based on regions, and makes full use of the intensity
character of shadows and the geometrical relationship of non-shadow regions, and is robust to noise. High performance for
shadow regions with large light variance is achieved by using a closer subset of shadow and non-shadow regions during the
matching process.
There are mistakes when shadow regions and their neighboring regions overlap. This can be improved by selecting small
gray level intervals for candidate regions and merging these regions to produce final shadow regions. The complexity of
segmenting and merging is going to be studied in further research.
When the hypothesis is not fulfilled, such as for single parallel light or a point light source far away, there is a great
difference between light intensity in the edge and center of shadow regions, and the proposed algorithm is prone tomistakes.
How to detect shadows in these conditions needs further research in the future.
References
[1] J.-W. Hsieh, W.-F. Hu, C.-J. Chang, Y.-S. Chen, Shadow elimination for effective moving object detection by Gaussian shadow modeling, Image and
Vision Computing 21 (2003) 505–516.
[2] L.N. Hambrick, M.H. Loew, R.L. Carroll, The entry–exit method of shadow boundary segmentation, IEEE Transactions on Pattern Analysis and Machine
Intelligence, PAMI 9 (1987) 597–607.
[3] E. Salvador, A. Cavallaro, T. Ebrahimi, Shadow identification and classificationusing invariant colormodels, in: Acoustics, Speech, and Signal Processing,
2001, Proceedings, ICASSP’01, 2001 IEEE International Conference on, Salt Lake City, USA, vol. 3, May 2001, pp. 1545–1548.
[4] F. Porikli, J. Thornton, Shadow flow: A recursive method to learn moving cast shadows, in: Proceedings of the Tenth IEEE International Conference on
Computer Vision ICCV’05, Beijing, China, vol. 1, October 2005, pp. 891–898.
[5] B.K. Mitra, R. Young, C. Chatwin, On shadow elimination after moving region segmentation based on different threshold selection strategies, Optics
and Lasers in Engineering 45 (2007) 1088–1093.
C. Xing et al. / Computers and Mathematics with Applications 62 (2011) 2704–2711 2711
[6] M. Shoaib, R. Dragon, J. Ostermann, Shadow detection for moving humans using gradient-based background subtraction, in: Acoustics, Speech and
Signal Processing, 2009, ICASSP 2009, IEEE International Conference on, Taipei, Taiwan, April 2009, pp. 773–776.
[7] N. Martel-Brisson, A. Zaccarin, Learning and removing cast shadows through a multidistribution approach, IEEE Transactions on Pattern Analysis and
Machine Intelligence 29 (2007) 1133–1146.
[8] K. Jeong, C. Jaynes, Moving shadow detection using a combined geometric and color classification approach, in: Motion and Video Computing, 2005,
WACV/MOTIONS’05 Volume 2, IEEE Workshop on, Breckenridge, CO, USA, vol. 2, January 2005, pp. 36–43.
[9] T. Takai, A. Maki, T. Matsuyama, Self shadows and cast shadows in estimating illumination distribution, in: Visual Media Production, 2007, IETCVMP,
4th European Conference on, London, United Kingdom, November 2007, pp. 1–10.
[10] A. Justel, D. Pena, R. Zamar, A multivariate Kolmogorov–Smirnov test of goodness of fit, Statistics & Probability Letters 35 (1997) 251–259.
