Abstruct-A new method for the exact calculation of the throughput of a centralized slotted ALOHA packet radio network over slow Rayleigh-fading channels is presented and the results are compared with the computer simulations. Also, upper and lower bounds on the performance are provided. The effects of capture on the throughput of the system are related to the modulation and coding technique, signal to noise ratio of the received signal, general terminal distribution in the area and the length of the transmitted packets. The BPSK, coherent and noncoherent binary FSK modulations and BCH coding are considered for the exact calculations. The results of the analysis shows that the maximum average throughput of the slotted aloha packet radio network is around 60% rather than 36% predicted from the simplified analysis. In contrast with some previous reports, it is shown that the throughput of the system is not affected significantly by the use of coding or the change of packet lengths.
I. INTRODUCTION ECENTLY, local wireless communication networks have

R attracted considerable attention [I], [2] and various aspects of indoor radio propagation [3]
- [5] , transmission [6] , [7] and networking [8] are under investigation. This paper presents a new method for the calculation of the average throughput of the centralized slotted ALOHA local packet radio networks which relates the throughput to the specifics of the transmission system and the fading characteristic of the radio channel. It is well known that the throughput of an ideal slotted ALOHA system where none of the packets survive collisions, is bounded to 0.36 [9] . In a centralized packet radio enviornment, however, some packets do survive the collision, resulting in an increase in the throughput. In the literature, this phenomenon is referred to as capture. In the fading multipath radio channels, the effects of capture are related to the details of the media, which makes capture a function of the modulation and coding technique used for transmission, characteristics of the fading, length of the packets and the distribution of the location of the terminals transmitting to the central station.
Recently, there have been efforts to analyze the effects of capture in packet radio systems using various assumptions. The analysis in [lo]-[12] , forms the ratio of the received power from two terminals and compares it with a parameter referred to as the capture parameter. If the ratio is higher than the capture parameter, the packet with higher received power survives the collision. The difference in the received power is due to the varying distances of the terminals from the central station, where the terminals are uniformly distributed in a local indoor area. The analysis does not include the effects of modulation technique, fading characteristic of the channel, and the length of the packets; the terminals are assumed to be uniformly distributed in the area surrounding the central station. The analysis in [13] , [14] forms the ratio of the power of a test packet to the total sum of all other colliding packets and compares the result with the capture parameter. If the ratio is higher than the capture parameter, the test packet survives the collision. The channel is assumed to be Rayleigh [13] or log-normal [14] fading, and the analysis is presented for a general distribution function of the terminals. The effects of packet length and modulation techniques are not included in the work.
The above approaches isolate the collision mechanism from the modulation, coding technique, and the effect of the additive white Gaussian noise by defining a capture parameter based on the ratio of the received powers from various terminals. In reality, the capture of a packet is a random process which is a function of the modulation technique used for transmission, received signal-to-noise ratio, and the length of the packets. The received power is a function of terminal distribution and the channel characteristics between the central station and the terminals. An analysis for a system with uniformly distributed terminals in indoor radio channels is given in [15] , which considers the modulation and coding in Rayleigh-fading environment. This analysis is based on the modeling of the capture presented in [17] and assumes the signal from the interfering packets to be Gaussian. As will be shown later, this assumption ignores the correlations between the interference noise for different bits in the same packet and provides a lower bound to the performance. A different approach to the problem is presented in [16] , which analyzes the system for a general distribution function for the terminals in fast Rayleigh-fading channels.
This paper presents another approach to relate the capture effects in slotted ALOHA to the transmission system and the fading characteristics of the channel. The throughput is related to modulation and coding techniques, the length of the packets, signal-to-noise ratio, and distribution of the terminals. The exact solution and two bounds using Gaussian assumption are considered. These bounds define the area in which the exact solution lies.
0090-6778/92$03.00 0 1992 IEEE Section I1 provides the absolute bounds for the throughput of the slotted ALOHA in presence of capture. The capture model for a slotted ALOHA system used in this paper is presented in Section 111. Section IV obtains the probability of capture as a function of the number of interfering packets and the signal-to-noise ratio for the exact calculation and two bounds. Section V discusses the effects of various modulation and coding techniques. Results and discussions are provided in Section VI.
h S O L U T E BOUNDS FOR PERFORMANCE
OF SLOTTED ALOHA SYSTEM The system is assumed to be an ideal slotted ALOHA network with a base station located in the center and terminals distributed around it with a given distribution. This system has negligible propagation delay, perfect acknowledgments from the receiver, and an infinite number of terminals.
For a slot size T and an average packet generation rate from all the terminals A, the average number of packets arriving in a slot is G = AT. When the arrival process is Poisson, the probability that N packets arrive in a slot is
At the beginning of every slot, we assume there are N + 1 packets generated from the terminals, one of these packets is randomly chosen to be the test packet which is locked to the receiver, while the other N packets are considered to be interference to the test packet. Defining P c ( N ) as the probability that the test packet is captured with N interfering packets, the averaged throughput of the system associated with this probability of capture is the average number of packets received successfully per time slot which is given by
N=O
In the conventional calculations for the slotted ALOHA [18], it is assumed that at each collision all packets are destroyed and a packet survives at the receiver only if there is no collision. This implies Pc(0) = 1 and P c ( N ) = 0, for N 2 1, which lead to
for a conventional ALOHA. Equation (3) provides an absolute lower bound for the performance, if the transmission errors for a single packet are neglected, and is usually referred to as a case with no-capture. In reality, due to the transmission error, Pc (0) is not exactly one. However, with packet error rates in the range from lop3 to lo-', Pc(0) can be assumed to be approximately one.
In the presence of capture, some of the packets involved in a collision will survive. Under an ideal situation, one packet survives a collision involved with N + 1 packets. This case is referred to as the perfect capture for which P c ( N ) = 1, for all values of N . Substituting P c ( N ) = 1 in (2), perfect capture provides an upper bound for the throughput of the slotted ALOHA system with capture which is given by
For large values of G, the throughput approaches 1 and the channel is fully utilized. The results provided in the rest of this paper are for practical consideration and should be compared with the two bounds provided in (3) and (4).
MATHEMATICAL MODELING OF THE CAPTURE
In this section, we analyze the statistics of the parameters associated with the received signal in Rayleigh-fading channels with N interfering packets.
Under slow Rayleigh fading where the rate of variation of the channel is much slower than the data rate, all the bits in a received packet have the same energy. For Rayleigh fading, the received power from the terminals is exponentially distributed (the absolute value of their amplitudes is Rayleigh distributed) and the phase difference between the received signal and the local oscillator in the receiver is uniformly distributed. When the central station receives N + 1 packets, one of these packets (test packet) is phase locked to the receiver and it has a zero phase. The bits in the other N packets are received with a uniformly distributed phase offset. The receiver decision variable for bit IC in the test packet is [13] A' The average received power from a terminal pi is a random variable with a probability density function determined by the terminal distribution in the area. The second term in the last line of (5) is the interference signal a N k = CL_, Q i k g i k where g i k = a i k cos 8 i k is Gaussian distributed with variance pi/2.
If the g i k ' s and a i k ' s for different bits are independent, a N k is a Gaussian random variable which takes an independent value for each bit in a packet. We refer to this case as the Gaussian assumption [15] .
In a slow-fading channel, the effects of fading on all bits of a received packet is the same, and we assume uo = am and gi = g i k , for 1 5 5 L. Since a i k ' s are random binary &1 data which change from bit to bit, the interference signal a N k = ~; L , a i k g i randomly takes one of the 2N possible combinations of Si's. If the data pattern in the interference term is the same for all bits U N k = CLN is a Gaussian random variable which takes the same value for all bits of a packet. -For the Gaussian assumption, the variance of the a N k is 9 where P A W = CL_ pi.
The distributions of a0 and g; are conditional Rayleigh and Gaussian, respectively, and for a given averaged power Pi they are given by (7) With Gaussian interference assumption, the distribution of a N k given P N is also Gaussian For the system considered in this paper, all the terminals have the same distribution of location and the distribution of the averaged received power of all the packets, P, is the same. For a given distribution of terminals, we can obtain the distribution of Pi represented by fpz (pi), and the distribution of a0 and g; can be obtained from
where "*" represents the convolution operator.
A. Calculation of Actual Distributions
The pdf of pi is a function of the distribution of terminals and the distance-power relation for the received signal. We consider two distributions for the terminals. The first distribution corresponds to a case in which the average received power from a terminal is constant. The distribution of the average received power in this case can be given by fFt ( P i ) = S(P; -P ) (12) where p is the average received power for a terminal at the normalized unit distance from the base station. In practice, this case represents either a ring distribution in which all the terminals have the same distance from the base station, or the case with power control, when a central controller keeps the average received power from all terminals at the same level.
By substituting (6), (7), and (12) into (9) and (lo), we have the following distributions for the amplitude of the test bit and the interference bits for the ring distribution:
For the Gaussian assumption, the distribution of FN is determined by substituting (12) in (11)
The second terminal distribution considered in this paper is a Bell shape distribution of the form P ( T ) = 2rexp(-$r4) [T is the normalized distance between the transmitter and the receiver]. Assuming fourth power for the distance-power law, the average received power for a given distance r is Pi = r-4.
In this case, distribution of the average received power is [I31 Substituting (6), (7), and (16) into (9) and (10) 
Iv. PROBABILITY OF CAPTURE
This section provides the exact calculation, an upper bound and a lower bound for the probability of capturing a packet in a collision of N + 1 packets. We consider BPSK modulation with the probability of bit error Pbe for the signal-to-noise ratio of y given by Other modulation techniques and the effects of coding are considered in the next section.
A. The Exact Calculation
For N interfering packets, the probability of bit error for the kth bit in the test packet (the one phase-locked to the receiver)
Pbe(N I ao, a N k ) is found from (5)
where a0 = aok is the same for all bits in the test packet for the slow-fading channels. Defining the signal to noise ratio as y = for BPSK modulation, we have For slow fading, the g i k for all bits of a packet are the same, resulting in high correlation between U N k ' S for different bits in the test packet. The change in the interference from one bit to another bit of the test packet is caused by the random pattern of the interfering data bits from other packets. The probability of capture for the test packet of length L with N interfering packets is thus the average over all interfering bit patterns, given by PC (N I U02 a N 
The probability of capture for a packet with the given Po and P N is then given by 
C. The Lower Bound with Gaussian Assumption
In a fast-fading channel where the fade rate is faster than the bit rate, the effect of fading on each bit of a packet is independent of the fading effects on the other bits of the same packet; the u N k for different values of are then statistically independent. This case provides a lower bound for slotted ALOHA with capture, because the probability of capture of a packet is lower than that of the slow fading.
The calculation of error rate in this case does not include the correlation between the bits of a packet and the statistics of U N k can be used rather than statistics of a t gz's. The U N k is a Gaussian random variable with variance 9, and it affects the detection process the same way as the additive noise. Therefore, the total noise from interference and the channel is Gaussian with variance ( P N + N0)/2 and the signal-tonoise and interference ratio is y = U ; / (~N + N O ) . Since ao is Rayleigh, the y will be exponential of the form
(24)
For the circular and the bell shape terminal distribution used in this Paper, the Probability density function of UO and S i are given by (13), (14) and (17), (18), respectively.
In this method all possible patterns for the interfering bits are considered, therefore, calculatqns are exact.
B. The Upper Bound with Correlated Bit Patterns
Assuming U N k = U N is constant over all bits in a packet, the results provide an upper bound for the performance. In this case, the interfering bit patterns are assumed to have the Same pattern for all bits in a packet, and The average probability of error for all bits of the test packet is the same and for a given value of y, the probability that the test packet will survive is Pc (N 1 ao, ' N ) = (' --) ) ' . (26) The U N in this case is a Gaussian random variable with (36) P b e (7) = Coding can be used to improve the probability of capture for a packet. We examine the BCH codes to determine the effects of coding in the presence of interfering packets. For a given probability of bit error, the probability of capture of a packet of length L, P c ( N ) , with block coding is given by [19] The probability of capture for a packet with given Po and is then Therefore, the probability of capture is (34) where &(p) for circular and bell shape distribution are given
by (12) and (16), respectively.
PC(N)
where L is the length of the packet and t is the number of bits the error correction code can correct. For the uncoded systems t = 0 and the equation reduces to previously used (22).
VI. RESULTS AND ANALYSIS
The averaged probability of capture P c ( N ) is determined by numerical integration of (24), (29), and (34) for the exact model, the upper bound and the lower bound, respectively. (3) and (4), and the exact calculations and the other two bounds are found by substituting the results of Fig. 1 in (2) . The upper bound using (24) and the lower bound using (34) are significantly tighter than the absolute upper and lower bounds given by (3) and (4), respectively. Fig. 3 shows the relation between average throughput S, and the attempted traffic G for packet length of 16 bits and BPSK modulation, with different SNR. The maximum effect of the SNR is observed for the ring distribution, which accounts for the approximate 18% drop in the peak throughput when the SNR is reduced from 25 to 10 dB. Due to the wide variations of the average received power for the bell shape terminal distribution, the bell shape distribution is less sensitive to the SNR, when compared to the ring distribution. Fig. 4 shows the relation between the average throughput S , and the attempted traffic G for different packet lengths. The maximum effect is observed for the ring distribution where the throughput of the 64 bit packet system is about 8% less than a 16 bit packet system. Fig. 5 shows the effects of modulation technique on the throughput of the slow fading channels with packet size of 16 bits, SNR = 20 dB and the PSK, FSK, and NCFSK modulations. The maximum effect on the throughput is observed for the ring distribution where the maximum throughput with the PSK modulation is 5% higher than the maximum throughput with the NCFSK modulation. Fig. 6 shows the effects of coding on the throughput in the slow fading channels, for a 64 bit packet coded into 71 bit and 127 bit packets, respectively. BCH coding, PSK modulation, and the SNR of 20 dB are considered in this figure. Fig. 7 is similar to Fig. 6 , with 16 bit packets coded into 31 bits and 63 bits, respectively. The coding shows a minimal effect on the throughput because the channel is slow fading and if it is
