Bellert's space-time
The red shift effect is a well known empirical fact. Every present cosmological theory tries to explain it. Stanislaw Bellert, in [2] , [3] , [4] , was trying to explain this fact in a more natural way than it had been done before. Bellert derived the law of summation of radial distances (1) D(ai,a 3 and derived the relationship between cosmic distance D (which we observe) and local distance χ (traditional distance):
where k is a constant whose empirical determined value is equal to k = \¡cT (c = the light velocity, Τ = Hubble's constant). We will use such units of time and space-distance that c = 1 = Τ = k. Therefore we can denote the law of summation of cosmic distance in the following way: and which depends on "normal" local time t as in formula:
(5) r = 1 -. In Bellert's theory, time is quantized, i.e. we must partition the time-axis into small, adjacent finite interval moments (see [5] ).
It appears that a conditional probability has connections with time and space-distance in Bellert's theory.
Namely: the main axiom of conditional probability on Heyting algebra is the equation: which have the same time-interval and the same space-interval as event d. We call the set of all classes of events from V Bellert's space-time and mark with letter B.
We define relation "<" for classes [d] , [6] 6 Β in the following way: [d] < [6] iff a certain event belonging to [d] influences certain event from [6] .
Let us remove from the space-time V such events which observer S in the present moment Τ cannot know (even indirectly). We will denote Vt this part of space-time.
We define Βτ as a set of classes of events from Vj with relation "<". Next we join together all events which happened in the first moment To or earlier and call this class zero. Such space-time we denote Bo and call Bellert's space-time of the observer. We have shown that the space-time from Bellert's theory with these operations has a structure of a distributive lattice with pseudocomplementation. Simultaneously, conditional probability is a natural measure of time and space in this space-tine.
The definition of a derivative of a random variable
In this paper we will use some simple properties of Heyting algebras and distributive lattices with pseudocomplementation. They are as follows: THEOREM 7 (see for example [1] p. 153). We have for any elements a, b, c of a distributive lattice with pseudocomplementation: Remark 13. Definition 12 is correct and the mentioned limit does not depend on So the defined integral satisfies all the most important properties of a classic Lebesque integral (see [6] Theorem 3.15).
DEFINITION 14 ([6] Definition 4.2)
. Let X be a bounded random variable. Then J X dp := J idxsxdMx, where id denotes the identity and . Such an defined above integral is a number and has the character of a definite integral. We want to define a derivative of a random variable instead and we need, in our work, an indefinite integral. So we must define a new integral which has the character of an indefinite integral of a random variable.
DEFINITION 16 ([8] Definition 2.9). Mx/x(E) := p(hx(E) Π χ).
We define integral J x d p in the same way as integral J X d p when we put in the definition Μ χ / Χ instead of Μ χ .
DEFINITION 17 ([8] Definition 2.11)
. Let G ( x ) = j x X dp. Then we say that X is a derivative of G and mark as X ( x ) = G ' ( x ) or X(x) = dG } x>> · Obviously, such a derivative does not have to be defined synonymously. The theory of a derivative of a random variable whose values lie densely, is described in [8] . There is also given the beginning of an analogous theory for quantized random variables, which will be developed, here. There is the description of the connection of these two theories for the purpose of receiving a differential calculus of continuously-quantized random variables, which we meet more often in physical problems in Bellert's theory. (It is because time is quantized in Bellert's theory -see [5] -and space is not quantized; and we usually use time and space together for a description of a physical situation).
Properties of a derivative of a quantized random variable
In this paragraph, we will develop our considerations from [8] . We will work out a differential calculus of quantized random variables (as time in Bellert's theory). Quantized random variables are, for example, in Bellert's theory, certain physical quantities measured in the same point in space but distributed in time. DEFINITION 23. We call random variable G a quantized random variable, when it is defined only in the space-time points (i = 1,2,...) lying in the same point in space in such time-order that they form a chain: x\ > X2 > ... A derivative of a quantized random variable is defined by the general definition, i.e. Definition 17. 
Proof. It is obvious that G'{xk) < G'(xk), so it follows from Theorem 7.2) that Xk < UG'(i)<G'(h) 1 
where xj k is the greatest element of our chain which is less than Xk and such that we have
Does J Xk G' dp = G{x k ) 1 We have by the definition of the integral (Definitions 16, 14, 12, 11 and 8): It is described in [7] , how we can apply this mathematical theory in physics. When we look at [7] , we can easily notice that the differential calculus for random variables on Heyting algebras, described here and in [8] , has the same role in Bellert's theory as the classical differential calculus in classical physics. 
