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Legal text processingA B S T R A C T
This paper, which aims to increment the vocabulary of an existing thesaurus using hypon-
ymy relations, focuses on an agricultural thesaurus called AGROVOC. Our main goal is to
acquire AGROVOC-qualified candidates from the hyponymy relations of legal texts and
tables. We propose a pattern-based approach to hyponymy relation acquisition. Our exper-
imental result showed that 222 and 868 candidates are extracted from statutory sentences
with 67.1% precision and tables with 37.0% precision, respectively.
 2014 China Agricultural University. Production and hosting by Elsevier B.V. All rights
reserved.1. Introduction
Legal terms are idiomatic expressions that often describe legal
matters in such documents. Since legal terms differ fromdaily
expressions, they are defined by statutes prior to their use.
The goal of our study is to construct a legal ontology based
on legal terms and the hyponymy relations between them
contained in large collections of legal texts consisting of the
statutory sentences of acts and regulations. A hyponymy rela-
tion in this paper denotes a kind of IS-A relation between
terms. In particular, this paper increments the vocabulary of
an existing thesaurus using hyponymy relations. We focus
on an agricultural thesaurus called AGROVOC [1].
AGROVOC, which is the world’s most comprehensive mul-
tilingual agricultural vocabulary [2], and its applications were
developed by many researchers [3–6]. It contains more than40,000 concepts in over 20 languages, covering topics on food,
nutrition, agriculture, fisheries, forestry, and the environ-
ment. AGROVOC is expressed in a Simple Knowledge Organi-
zation System (SKOS) and is published as Linked Data [7]. All
of the terms or concepts have been added to the thesaurus by
the domain experts in different languages. Such laborious
human work is very time-consuming and expensive. At
times, these partner organizations are unable to frequently
update the terms due to unforeseen circumstances [8]. To pre-
vent this problem, we are working toward the practical use of
automatic term extraction from legal texts. We assume that
the terms in the acts and the regulations are qualified for
AGROVOC as long as they are related to the agricultural
domain.
Our main idea is to use the hyponymy relations of legal
texts to find candidates qualified for AGROVOC. Since the
terms registered in AGROVOC are definitively related to it,
their hypernyms or hyponyms are also considered register-
able candidates. In our approach, if one of the terms in a hyp-
onymy relation has been registered, the other may be a
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onym can be acquired when both of the terms in a relation
have been registered without being linked to each other in
AGROVOC.
To achieve our goal, we develop two strategies for mining
hidden hyponymy relations: one from statutory sentences
and the other from tables described in the statutes. For the
first one, a legal term, which is defined in the statutes prior
to use with boilerplate expressions, often includes a hyper-
nym of the defined term for explanation. In another case,
some terms are explained with enumeration of hyponyms.
We expect to extract these hyponymy relations from the
explanatory sentences. Second, we analyze tables in the stat-
utes, each row or column of which is typically constituted by
a heading and its data. We recognize the heading and the data
as a hypernym and hyponyms, respectively. Therefore, we
propose and examine extraction methods for both of them.
Our paper is organized as follows: We first introduce the
background on legal text processing in Section 2. In Section 3,
we propose a method of hyponymy acquisition on the basis of
the analysis of Japanese legal texts. In Section 4, we examine
how the methodworks in the legal domain and concludewith
a short summary and future research in Section 5.
2. Background on legal text processing
2.1. Basic explanation of Japanese laws
In general, laws are roughly divided into written and unwrit-
ten categories. Although unwritten laws include local cus-
toms and judicial precedents, we do not deal with these in
this paper. Written laws are also called statutes, which are
further divided into acts and bylaws. While acts are enacted
by the National Diet (Parliament), bylaws consist of orders
enacted by the cabinet and ordinances and regulations
enacted by various ministries.
In this paper, we focus on statutory texts. A statute con-
sists of a number of articles, each of which may be further
subdivided into a number of paragraphs or items. Articles,
paragraphs, and items have sequential numbers with differ-
ent typefaces. A provision denotes an independent article or
a paragraph.
2.2. Basic explanation of the Japanese legislative system
The rational nature of the legislative system of Japanese law
maintains the notation of expressions of statutes.1 Although
the Cabinet and Diet members can submit a bill to the
National Diet, most bills are introduced by the Cabinet. In this
case, the proper authority for that law basically makes a draft
of the bill. Once this is accomplished, the authority negotiates
with other authorities. The Cabinet Legislation Bureau then
closely examines the draft in terms of inconsistency with
other statutes, expressions, formats, and so on. As a result,
even the usage of commas and periods is maintained. When1 This section is based on our discussion with Prof. Matsuura of
the Graduate School of Law, Nagoya University.a Diet member submits a bill, it is reviewed by the Legislation
Bureau of the House of Representatives or Councilors.
Not every country’s legislative system is similar to that of
Japan. In the United Kingdom, the legislature’s description
check is not as strict, as in most cases the bill is drafted out-
side of the ministry. In the United States, there is no organiza-
tion or system for the legislature’s description check. In Asian
countries other than Japan and Korea, often each ministry
independently prepares a draft of a bill without coordinating
with other ministries. As a result, the notation of bills differs
among ministries. Moreover, in some countries bills are often
modified during deliberation in the national assembly, while
bills mostly pass the National Diet in Japan as drafted.
Since this political process results in consistencies in nota-
tion, this strict wording style may be an idiosyncratic feature
of Japanese statutes. This suggests that simple text process-
ing is sufficient to locate important terms or phrases with
conventional expressions.
2.3. Previous works on legal text processing
Thus far, researchers of natural language processing have
studied legal text processing using surface pattern recogni-
tion, while some advanced studies on legal text processing
employ machine learning methods [9,10]. Surface pattern
rules are typically described in regular expressions, which
provide a concise and flexible means to match and extract
strings of text. Despite the presence of high-quality depen-
dency parsers for Japanese, we cannot rely on their perfor-
mance with legal texts. Since legal sentences are designed
to avoid ambiguity, they are likely to be long and syntactically
complicated, which often leads to parsing failure [11,12].
Therefore, we do not rely on a syntactic parser and minimize
the use of natural language processing (NLP) tools.
Kimura et al. [13] acquired knowledge from itemized
expressions in legal texts. Their experimental result showed
that only a few surface patterns following itemization suc-
cessfully extracted itemized expressions and represented
semantics. Ho¨fler et al. [14] detected legal definitions to sup-
port domain-specific style verification in legislative drafts.
Both studies show that surface pattern recognition is suffi-
cient for legal text processing because legal documents are
often written with boilerplate expressions. For this point of
view, the target of this study is different from probabilistic
models for learning ontologies that expand existing ontolo-
gies taking into account both corpus-extracted evidence and
the structure of the generated ontologies [15,16].
It is possible for surface pattern rules to extract hyponymy
relations as well as legal terms. For example, the following
expression, ‘‘y is a (kind of) x,” in which both x and y are noun
phrases, implies that x is a hypernym of y aswell as ‘‘such x as
y” [17,18]. This approach is also applicable to Japanese, for
example, see Ando et al. [19] who proposed a set of Japanese
surface patterns. These studies suggest that legal ontologies
can be automatically constructed from legal texts containing
boilerplate expressions.
Hyponymy relations can also be extracted from listings or
tables. Shinzato et al. [20,21] proposed a method to acquire
hyponyms for given hypernyms from HTML documents,
assuming that the heading of an itemization in an HTML
3 The DTD is downloadable at http://www.japaneselawtransla-
tion.go.jp/
4 Actually there are some expressions for definitions other than
being included in the statutory corpus.
5 A regular expression or language is a term in the formal
language theory. For more details about regular expressions in
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itemization. For an itemization in the HTML format that cor-
responds to a table in a statute, a similar method could be
applied to the statutes as long as a statute is described in a
structural format, such as XML.
Even though some studies on AGROVOC-qualified term
extraction from Japanese texts have been proposed [22,23],
they are mainly intended for web documents. Our study deals
with Japanese statutes, which are generally full of important
terms. If we find agricultural-related terms that are not regis-
tered in AGROVOC from the statutes, they are most likely
valuable contributions to the expansion of AGROVOC. Since
legal texts have grammatical peculiarity, we need to process
them appropriately.
2.4. Compilation of statutory corpora
We compiled a corpus consisting of 109,380 Japanese legal
sentences from 241 acts and regulations.2 Hereafter, we call
this set the statutory corpus, which covers a wide variety of
acts and regulations, such as bankruptcy, global warming
countermeasures, and so on. Since agricultural-related terms
can appear in any act, we do not need to restrict the domain
to the agricultural-related acts and regulations. For example,
the term ‘‘Agricultural cooperative,” which is, indeed, related
to agriculture, is included in the term definition of ‘‘specified
business operator” in the Act on Prevention of Transfer of
Criminal Proceeds (Act No. 22 of 2007). In other words, the
term ‘‘specified business operator” has a hyponymy relation
to the ‘‘Agricultural cooperative,” which can be found by min-
ing the wide range of statutes.
Based on the statutory corpus, we employ two kinds of
corpora with different annotation: syntactic annotation and
XML annotation for a document structure based on the type-
face. First, we annotated the part-of-speech and syntactic
tags. From the viewpoint of text processing, Japanese is differ-
ent from English because words are not segmented by spaces.
For word segmentation, we often deal with a bunsetsu instead
of words. A bunsetsu is a linguistic unit in a Japanese sentence
consisting of one or more content words with particles or
other suffixes. The most common English equivalents are a
short noun phrase, a prepositional phrase, or a verb phrase
that consists of auxiliary verbs and a main verb [25]. For the
automatic acquisition of a hyponymy relation from a term-
explanation pair, we need to find a head bunsetsu that corre-
sponds to the hypernym or the hyponyms of the legal term
from the explanation sentence. Therefore, using NLP tools,
we annotated a tag for part-of-speech and syntactic informa-
tion into words. CaboCha is a Japanese dependency parser
that uses a cascaded chunking model [26] that enables
state-of-the-art analysis for Japanese dependency structure.
The Japanese sentences in acts and regulations, however,
use special terms and syntactic rules peculiar to the legal
domain, which reduces the accuracy of the analysis. To elim-
inate the possibility of error due to this syntactic peculiarity,
we complemented the parser with additional rules for the2 This set was provided by the Japanese Law Translation
Database System [24] (http://www.japaneselawtranslation.go.jp/)
as of December 2010.legal domain. This set of rules follows the same procedure
used in Ogawa et al. [25]. We used a statutory corpus with
syntactic tags to analyze sentences.
Second, we used XML tags for the document structure
based on the typeface. The Japanese Law Translation Data-
base System project provides law data in XML format, as well
as Document Type Definition (DTD), for Japanese statutory
laws, including definitions for 103 elements and 75 attributes.
According to the One Source Multi Use policy, users can easily
reuse and reformat these law data for their own purposes
[24].3
We used the statutory corpus in an XML format to analyze
the tables. Fig. 1 shows an example of the XML format in
Table 1. Note that it is only written in English, while Table 1
has both Japanese and English.
3. Acquisition of legal terms from legal texts
3.1. Extracting terms and their explanations from
Japanese legal texts
In this study, we focused on the definitions of legal terms for
legal term extraction. Legal terms are defined prior to use in a
statute and are typically placed in Article 2 following the first
article for its purpose. The legal term’s definition is written in
an explanatory sentence. Since explanations include hyper-
nyms and/or hyponyms of the defined legal terms, hyponymy
relations are likely to be acquired from these explanations.
Therefore, wemade three rules for extracting definitions from
the statutory corpus.4 The set of rules is shown in Fig. 2. Rule
1. directly extracts a tuple of a term and its explanation, while
the Rules 2. and 3. deal with an itemization. If Rule 2. detects
an itemization, Rule 3. is applied to sentences in each item.
Fig. 3 illustrates that legal terms and their explanations are
well extracted with a surface pattern described in a regular
expression.5 Although we deal with Japanese texts, for sim-
plicity, we included an English translation below every sen-
tence.6 The set of regular expression rules is predefined, as
in the middle box in the figure, where the symbol ‘.+’ matches
any character sequence. When one of the rules accepts the
input sentence, a legal term and its explanation are extracted,
corresponding to the first and second character sequences,
respectively.
For example, Article 2, paragraph 1 of the Gas Business Act
(ActNo. 51 of 1954)7 is a definition of the termGeneral GasUtility
Business explained with its hypernym business. The pattern
matches the sentence; the term and its explanation are
extracted as General Gas Utility Business and the business of sup-
plying gas via pipelines tomeet general demand, respectively. In theNLP, see [27].
6 We referred to Japanese Law Translation Database System for
English translations.
7 Part of the text is omitted in Fig. 3
Table 1 – Example of a table including hyponymy relations in Appended Table of Meteorological Service Act: Act No. 165 of
1952.
気 象 測 器/Meteorological instruments 測 定 器 及 び 設 備/Measuring instruments and equipment
温 度 計/Thermometer 測 定 器/Measuring instrument 電 気 式 温 度 計/Electric thermometer
設 備/Equipment 恒 温 検 査 槽/Thermostat inspection chamber
気 圧 計/Barometer 測 定 器/Measuring instrument 電 気 式 気 圧 計/Electric barometer
設 備/Equipment 圧 力 検 査 装 置/Pressure inspection chamber
湿 度 計/Hygrometer 測 定 器/Measuring instrument 通 風 型 乾 湿 計 、 電 気 式 湿 度 計 又 は
鏡 面 冷 却 式 露 点 計 を
用 い た 露 点 式 湿 度 計/Ventilated
psychrometer, electric hygrometer,
or dew-point hygrometer
using chilled mirror dew cells
設 備/Equipment 湿 度 検 査 槽/Humidity inspection chamber
. . . . . . . . .
Fig. 1 – Appended table of meteorological service act (Act No. 165 of 1952) in XML format (English).
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Article 2, paragraph 10 of the Gas Business Act as Gas Business,
which is defined as an enumeration of the hyponyms.
3.2. Text processing for hyponymy relations
Explanation sentences are classified into intensive, extensive,
and mixed types using surface patterns. The intensive typerefers to an explanation sentence using more general terms
than the defined term, while the extensive type enumerates
specific terms belonging to the defined term. The mixed type
denotes an explanation sentence represented in the order of
extensive and then intensive types. Fig. 4 shows the extrac-
tion process of hypernyms and hyponyms from the explana-
tions in Fig. 3. The first explanation is an intensive type, in
which the head bunsetsu of an explanation is the hypernym
Fig. 4 – Extraction of the hypernym and the hyponym.
Fig. 2 – Three rules for extracting definitions from the statutory corpus.
Fig. 3 – Analysis of definitions by surface pattern rules.
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tactic tags, it is easy to acquire the head bunsetsu of an expla-
nation. In this case, the term business is the hypernym of
General Gas Utility Business. We can also determine that anexplanation belongs to the extensive type with cue phrases.
The second sentence enumerates the hyponyms of the term
Gas Business separatedwith commas (,) and or. Some intensive
expressions are explained with a head bunsetsu that is too
Fig. 5 – Example of a table in a statute.
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Since this pattern typically appears in the mixed type, it is
removed before extracting the hyponymy relations.
We extract hyponymy relations by the following
procedure:
1. Read an explanation sentence.
2. If the explanation includes not a hypernym but the defined
term, ignore this sentence.
3. If the explanation is an intensive type, extract the head
bunsetsu as a hypernym of the defined term.
4. If the explanation includes an expression that is too
abstract, remove it.
5. If an itemization is detected, steps 1–6 are applied to sen-
tences in each item.
6. If the explanation is an extensive type, extract the terms
as hyponyms of the defined term.
As a result, we can acquire a set of hyponymy relations
that form a tuple of two noun phrases and a conceptual rela-
tion. More than one tuple may be acquired from a definition.
3.3. Extraction of hyponymy relations from tables
As seen in previous studies [20,21], hyponymy relations are
likely to appear in tables. Likewise, we also expect them to
appear in that of statutes. We apply a rule-based method
for the statutory corpus due to lack of data for the previous
methods. In most cases, tables are used in provisions on
replacement of terms to show the differences between8 In this case, the head bunsetsu corresponds to matter, issue,
and so on. Since this is a characteristic of Japanese, there is no
English translation that includes this expression.sentences before and after the replacement and are not
expected to include hyponymy relations. Therefore, we need
to appropriately rule out these tables. We defined a simple
pattern match for identifying tables that probably include
hyponymy relations.
Fig. 5 shows an article including a table, where the head-
ings are ‘‘Kind of timber” and ‘‘Value of allowable stress
(N=cm2)” that includes subheadings: ‘‘Bending,” ‘‘Compres-
sive,” and ‘‘Shearing.”
In this example, each cell is filled with one or more names
of timber, such as ‘‘Japanese red pine,” ‘‘Japanese black pine,”
and so on. They are recognized as hyponyms of the heading
‘‘Kind of timber” or just ‘‘timber” after treatment for removing
‘‘Kind of.” From the first column, we can extract 19 hyponymy
relations whose hypernym is ‘‘timber.”
Note that not all the headings are a hypernym for the fol-
lowing data. Such numerical data as 1320, 1180, and 103
belong to the subheadings of ‘‘Bending,” ‘‘Compressive” and
‘‘Shearing,” respectively, and these subheadings belong to
the heading ‘‘Value of allowable stress (N=cm2).” However,
they are not recognized as hypernyms.
On the other hand, some tables do not have headings even
though legal termswere enumerated as hyponyms in the data
cells. An example is shown in Fig. 6. Note that as long as it is
defined as such in the statute, Appended Table 1 is a table,
regardless of the presence of ruled lines. In this case, a term
can be extracted as a hypernym from a sentence in a provi-
sion referring to the table. Through syntactic analysis, a
phrase ‘‘Class I Designated Chemical Substances” or just
‘‘Chemical Substances” after treatment for removing ‘‘Class
I Designated” can be extracted as the hypernym. We made a
set of regular expressions to identify the hypernyms.
We extracted the hyponymy relations from the corpus
with XML tags based by the following procedure:
Fig. 6 – Example of a table to which the sentence referring includes hypernyms.
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other than amendment acts, extract its location and the
sentences referring to it.
2. (Identification of table types): Check whether the table
includes column headers or only consists of data cells by
the following sub-procedure:
(a) Detect a row in which the attribute border_bottom
in hTableColumni is set to 1 as the uppermost row
in the table. Hereafter, the row is called i-th row.
(b) If strings in the cells located from the first to i-th
rows are included in the sentences just prior to the
table, the title of the table or the sentences in the
related provisions, then they are recognized as col-
umn headers.
(c) If strings in the cells located from the first to i-th
rows begin (or end in Japanese) with ‘Kind’, ‘Divi-
sion’, ‘Type’, ‘Class’, ‘Content’, ‘Requirement’, ‘Stan-
dard’, ‘Condition’, ‘Activity’, ‘Name’, ‘Matter’, ‘Item’,
‘Provision’, ‘Fee’, ‘Timing’, ‘Quantity’, ‘Price’,
‘Amount’, ‘Number’, ‘Floor area’, ‘Value’, ‘Term’,
then they are recognized as column headers.
(d) Otherwise, this table does not include column
headers.Table 2 – Experimental result for finding terms related to
AGROVOC.
Category of a hyponymy pair Types Precision (%)
Categories (i)–(iv) 1027 †64.0
Categories (ii) and (iii) 222 67.1
Category (ii) 137 89.1
Category (iii) 75 21.3
Unknown 10 –
Category (iv) 25 88.0
Existing relations 9 88.9
New relations 16 87.5
† is calculated from 100 samples chosen at random.3. (Extraction of hyponymy relations): Extract a hypernym
and its hyponyms, focusing on the vertical direction of
the table.
(a) If a table has column headers, extract each one as a
hypernym and the data in the following cells as
hyponyms.
(b) If the table has no column headers, extract a hyper-
nym from a previous or related sentence and the
data in the cells as hyponyms.
4. Experiments
Since we examined our method with a statutory corpus, it is a
closed test. Although the proposed method should be mea-
sured by precision and recall, the statutory corpus was too
large to extract the whole answer set to calculate the recall.
Therefore, we calculated the precision of the output in termsof the hyponymy relations, which were manually
discriminated.
The hyponymy relations extracted from the statutory cor-
pus were classified into four categories:
Category (i) Neither the hypernym nor the hyponym in a
hyponymy pair is registered in AGROVOC; nei-
ther is related to AGROVOC.
Category (ii) Only the hyponym is not registered in AGRO-
VOC, but the hypernym is registered.
Category (iii) Only the hypernym is not registered in AGRO-
VOC, but the hyponym is registered.
Category (iv) Both are registered; neither is a candidate
term.
We show our experimental results for the definitions and
tables in Sections 4.1 and 4.2, respectively.
4.1. Extraction of hyponymy relations from definitions
We classified the acquired hyponymy relations into four cate-
gories, shown in Table 2. The right most column shows the
precision in terms of the hyponymy relations between two
terms in a pair. Table 3 shows an example of the hyponymy
relations in each category. The registered terms are shown
in parentheses. An asterisk denotes an example of a failure.
Fig. 7 – Plant Protection Act.
Table 4 – Experimental result for finding terms related to
AGROVOC from tables.
Category of a hyponymy pair Types Precision (%)
Categories (i)–(iv) 2679 †61.0
Categories (ii) and (iii) 868 †37.0
Category (ii) 647 24.0
Category (iii) 221 76.0
Category (iv) 98 95.9
Existing relations 3 100
New relations 95 95.8
† Calculated from 100 samples chosen at random.
Table 3 – Example of hyponymy relations in each category.
Cat Hyponym Hypernym
(i) 破 産 裁 判 所/Bankruptcy court 地 方 裁 判 所/District court
* 漁 獲 努 力 可 能 量/Total allowable effort 最 高 限 度/Maximum limit
(ii) 一 般 ガ ス 事 業/General Gas Utility Business (事 業/Business)
* 真 菌/Fungus (有 害 植 物/Injurious plant)
(iii) (未 受 精 卵/Unfertilized egg) 卵 母 細 胞/oocyte
* (装 置/Equipment) 計 量 器/Measuring instrument
(iv) (二 酸 化 炭 素/Carbon dioxide) (温 室 効 果 ガ ス/Greenhouse gases)
(土 地/land) (不 動 産/Real property)
– * 共 同 漁 業/Common fishery – (漁 業/Fishery)
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from 2050 tokens. Since some terms are defined in multiple
laws, the number of types is different from that of the tokens.
Some hypernyms are, however, too abstract, such as matter
and issue, to be regarded as new terms related to the thesau-
rus. We eliminated them from Categories (ii) to (iv) before
calculation.
We acquired terms belonging to Category (ii) with high
precision. In most cases, the defined term is not registered,
but the hypernym in the explanation has been registered.
Taking the case of Article 2, paragraph 1 in Figs. 3 and 4 as
an example, the term General Gas Utility Business can be regis-
tered to AGROVOC. However, a problem remains because it
may be too abstract for the candidate term to link to the
hypernym business as a broader term. In the current model,
we are forced to manually judge whether the hypernym is
appropriate as a broader term. The example of failure in Cat-
egory (ii) in Table 3 was extracted from a sentence from the
Plant Protection Act shown in Fig. 7. Even though injurious
plants may include fungi that satisfy a condition in this Act,
finding a hyponymy relation between them is not easy.
Category (iii) has quite low precision. The error analysis
revealed two problems. One is the extraction of hyponyms
from the explanation. In case of Category (iii), where a hyper-
nym is mainly definedwith hyponyms in the explanation, like
in the second sentence in Fig. 4, explanations are often
described in relatively complicated sentences that cause text
processing failures. As a result, 30 out of 75 types of relations
(40%) have only slight relations between terms.
The other problem comes from the identification of the
direction in the hyponymy relations. Actually, the number
of extracted relations, which should be categorized in Cate-
gory (iii), is fewer than the experimental result in Table 2. This
is because some incorrect regular expression rules created
reversed relations that should belong to Category (ii). In fact,
27 out of 75 types of relation (36%) are included in this case.The example of failure in Category (iii) in Table 3 shows this
mistake. After removing these 27 types, Category (iii)
improved the precision to 33.3%. In addition, there are ten
unknown cases in which the hyponymy relation answers
between two terms are ambiguous in a number of acts. An
example of unknown cases is shown at the bottom of Table 3.
This relation was extracted four times from the Fishery Act.
One was categorized as Category (ii), and the rest were placed
in Category (iii). These problems may also reflect incorrect
procedures.
For Category (iv), the precision seems high enough, regard-
less whether there is an existing relation. The second exam-
ple of Category (iv) in Table 3 is the discovery of a new
hyponymy relation between terms, although they were regis-
tered in AGROVOC.
In summary, we extracted hyponymy relations from statu-
tory sentences. Our experimental result showed that we
acquired 137 hyponyms and 75 hypernyms, in which the pre-
cision scores are 89.1% and 21.3%, respectively. The number of
candidates in total is 202 with 64.0% precision.
Table 5 – Extraction of hyponymy relations from Article 2 of Act on Domestic Animal Infectious Diseases Control: Act No. 166
of 1951.
伝 染 性 疾 病 の 種 類/Type of infectious disease 家 畜 の 種 類/Species of domestic animal
牛 疫/Rinderpest, 牛 肺 疫/Contagious bovine pleuropneumonia,
口 蹄 疫/Foot-and-mouth disease, 流 行 性 炎/Infectious
encephalitis, 狂 犬 病/Rabies, 水 胞 性 口 炎/Vesicular stomatitis,
リ フ ト バ レ ー 熱/Rift Valley fever, 炭 疽/Anthrax,
出 血 性 敗 血 症/Hemorrhagic septicemia, ブ ル セ ラ 病/Brucellosis,
結 核 病/Tuberculosis, ヨ ー ネ 病/Johne’s disease,
伝 達 性 海 綿 状 脳 症/Transmissible spongiform encephalopathy,
鼻 疽/Glanders, 馬 伝 染 性 貧 血/Equine infectious anemia,
ア フ リ カ 馬 疫/African horse sickness, 豚 コ レ ラ/Classical swine fever,
ア フ リ カ 豚 コ レ ラ/African swine fever, 豚 水 胞 病/Swine vesicular disease,
家 き ん コ レ ラ/Fowl cholera, 高 病 原 性 鳥 イ ン フ ル エ ン ザ/Highly pathogenic
avian influenza, ニ ユ ー カ ツ ス ル 病/Newcastle disease
牛/Cattle, め ん 羊/sheep, 山 羊/goats,
豚/pigs, 馬/horses, 鶏/chickens, あ ひ る/ducks,
う ず ら/quails, み つ ば ち/Honeybees
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As in Section 4.1, the experimental result for the tables is
shown in Table 4.
Compared with the experiment in the previous section,
the current experiment has more types, but its precision
scores of the hyponymy relations are much lower. This is
because the tables with the headers of hypernyms are fewer
than what we expected. In fact, we extracted hyponymy rela-
tions from 322 tables, while we found 626 tables in the corpus.
One characteristic of the tables is that sibling pairs with a
common parental node are likely to be acquired from a table.
We expected such a bunch of pairs whose parental node is
registered in AGROVOC to increment candidates in Category
(ii). In this experiment, we accidentally acquired many sibling
pairs whose parents are not their hypernyms, which resulted
in a precision lower than that of Table 2. In fact, there are only
90 parental nodes, where 42.2% is a hypernym of the child
nodes. Additional rules are required for removing non-hypon-
ymy pairs, which would dramatically improve precision. On
the other hand, Category (iii) obtained a higher precision than
that of previous experiment. This is because headings, which
are likely to be hypernyms, are easily found by many child
nodes, some of which may be registered.
Table 5 is an example of the extraction of hyponymy rela-
tions from a table. Unfortunately, most of the terms were
already registered in AGROVOC, and the rest are also regis-
tered in different character styles. However, this example
shows that it is possible for many legal terms to become
AGROVOC candidates simultaneously.
In summary, we extracted hyponymy relations from
tables. Our experimental result showed that we acquired
647 hyponyms and 221 hypernyms, in which the precision
scores are 24.0% and 76.0%, respectively. The number of can-
didates in total is 868 with 37.0% precision.
5. Conclusion and future work
In this paper, we successfully found 222 terms from defini-
tions and 868 terms from tables that seem qualified for AGRO-
VOC. Since legal documents are likely to use similar
expressions, surface pattern rules work well for term extrac-
tion. On the other hand, we detected some error-prone rulesand a procedural mistake. This will be improved for our next
version.
Recall, this study is regarded to contribute to the field of
agriculture, providing the new vocabulary to AGROVOC from
the legal domain, which is regarded to make the thesaurus
higher in quality. Legal terms are obviously important in
any field. From the technical point of view, the novelty of this
study may not be so remarkable. In fact, extraction of hyper-
nym–hyponym relations from a text have been studied for a
long time. The acquisition of hypernym–hyponym relations
from Japanese texts have often been investigated, too. The
proposed method to extract hypernyms and hyponyms from
tables may not be so novel, either. However, as mentioned
in Section 2.2, statutory texts differ from daily-use documents
in terms of wordings, terms, and even characters. We thor-
oughly investigated such characteristics of statutory texts
and succeeded to mine the new vocabulary from them.
In future work, we plan to expand our method to include
multilingualism. Providing multilingual terminology might
be supportive for AGROVOC. As long as boilerplate expres-
sions are used often, as with Japanese statutes, our simple
method is applicable to any language. Although the problem
of cost remains for manually making patterns, this may be
solved by previous studies.
One simple solution towardmultilingualism is to use bilin-
gual lexicons as a dictionary for translating legal terms as
output to another language. In this case, we do not need to
define a set of patterns in the target language. Jin et al. [28]
extracted bilingual lexicons from a bilingual corpus for the
English translations of major Japanese statutes called the Jap-
anese Law Translation Database System [24], which we can be
freely accessed by the Internet. The experimental result
showed that the information hidden in the context in one
language is useful for term extraction in the other.
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