Neural network models have shown excellent fluency and performance when applied to abstractive summarization. Many approaches to neural abstractive summarization involve the introduction of significant inductive bias, exemplified through the use of components such as pointer-generator architectures, coverage, and partially extractive procedures, designed to mimic the process by which humans summarize documents. We show that it is possible to attain competitive performance by instead directly viewing summarization as a language modeling problem and effectively leveraging transfer learning. We introduce a simple procedure built upon decoder-transformers to obtain highly competitive ROUGE scores for summarization performance using a language modeling loss alone, with no beamsearch or other decoding-time optimization, and instead relying on efficient nucleus sampling and greedy decoding.
Introduction
Text summarization aims to produce short, coherent natural language summaries of longer-form documents while retaining important information from the original source text. Techniques for this task fall on a point along a continuum between extractive and abstractive summarization. The former seeks to extract grammatically valid subsets of the source document such that, when combined, produce a coherent, shorter text. The latter, as the name suggests, aims to abstract away the direct lexical and syntactic choices of the source document, and generate summary text from scratch.
Neural network approaches to abstractive summarization generally encode the source document into some hidden state or representation, then decode this representation into a summarized, abstracted version of the source document (Rush et al., 2015; Nallapati et al., 2016) .
These approaches usually rely on a sequence-tosequence (Sutskever et al., 2014) style architecture, and tend to produce fluent, well formed natural language summaries when coupled with beam search or other decoding techniques.
A major weakness of traditional sequence-tosequence learning when applied to summarization is the lack of a direct copy mechanism, leading to missing or misrepresented details in decoded summaries (Chopra et al., 2016; Nallapati et al., 2016; Rush et al., 2015; Zeng et al., 2016) . Though attention helps ameliorate this issue by directly learning to focus on specific words or phrases in a source document (Chopra et al., 2016) , many have allowed for an explicit copy mechanism inspired by Pointer Networks (Vinyals et al., 2015) , by optimizing a differentiable decision whether to generate new text or directly copy from the source (Gu et al., 2016; Zeng et al., 2016; See et al., 2017) .
Additional components in many neural abstractive summarization systems model semantic coverage (Tu et al., 2016; See et al., 2017) and provide guidance on where to attend (Gehrmann et al., 2018) in order to directly avoid repetition and ancillary details, while encouraging completeness.
Recent work has incorporated the use of reinforcement learning to directly optimize objectives of interest that may not be differentiable, but are nonetheless useful for summarization, such as directly optimizing the ROUGE score (Paulus et al., 2017; Li et al., 2018; Celikyilmaz et al., 2018) .
Simultaneously, Peters et al. (2018) , Devlin et al. (2018) , Howard and Ruder (2018) , Radford et al., and Radford et al. (2019) , among others, have shown the benefits of large-scale pretraining on large, unlabeled corpora on a variety of downstream tasks in transfer learning settings. In particular, it has been shown that large-scale, attentiononly language modeling via decoder-only transformers (Liu et al., 2018) as an unsupervised pre-training task admits the ability to perform zeroshot learning on meaningful tasks involving natural language generation (Radford et al., 2019) .
Motivated by this, we propose a simple method that exhibits competitive performance on abstractive summarization without using sequence-tosequence architectures or other standard tools in the neural abstractive summarization toolbox, and instead using a decoder-only transformer language model with transfer learning. This further illustrates the utility of finetuning language models trained on open domain text.
Model
Transformer Preliminaries Our model builds on previous work utilizing decoder-only Transformers (Liu et al., 2018) for jointly learning language modeling and sequence transduction in aligned domains, which limits attention to tokens 0, 1, . . . , n − 1 for predicting token n. Formally, a decoder-only Transformer considers a sequence of one-hot token vectors T = [t 0 , t 1 , . . . , t n−1 ] ∈ {0, 1} V ×n , with each t i ∈ {0, 1} V where V is the size of the vocabulary. Given an embedding matrix W E ∈ R d×V and a positional encoding matrix W P ∈ R d×(n−1) , the model computes an initial hidden representation H 0 as
(1) and computes each subsequent hidden representation as
where TRF is the transformer block with selfattention, first introduced in Vaswani et al. (2017) . We utilize the modifications provided in Radford et al. (2019) , such as moving Layer Normalization (Lei Ba et al., 2016) to the beginning of each transformer block. The final output is
where Y i,n−1 is the probability assigned to the n th token being the i th word in our vocabulary given t 0 , . . . , t n−1 , and W E is shared between input and output.
Decoder-only Sequence Transduction for Summarization Following Liu et al. (2018), we do not use a sequence-to-sequence approach to sequence transduction, and instead opt to construct a single longer sequence that encodes the full mapping.
Formally, consider a set of paired documents C = {(x, y)}, |C| = N .
For a sourcesummary pair (x, y) ∈ C, the source document x = [x 0 , . . . , x m ] and reference summary y = [y 0 , . . . , y k ] are sequences of one-hot token vectors, where we assume m k. To learn this mapping using a language model, we combine x and y using special learnable vectors corresponding to control tokens. In addition, we augment Eq. 1 to include a segmentspecific (i.e., source or summary) embedding (Devlin et al., 2018) . Finally, we reset the positional encoding for the summary. Our model is fed three sequences (see Eq. 4): a concatenation of the source document and the summary (S), positional encodings that reset for the summary component (P ), and segment-specific encodings for the source and the summary (Q). We represent the start of the source document with α, the beginning of the summary with β, and the end of sequence with δ. Additionally, we encode the source segment with σ and the summary segment with τ .
(4) Thus, our model changes Eq. 1 by adding the position encoding modification from Eq. 4 and an additional trainable weight W Q representing the segment encoding Q, yielding Eq. 5 while leaving Eq. 2 and 3 unchanged.
The model is trained via maximum likelihood, where we rewrite S in Eq. 4 as [t 0 , t 1 , . . . , t m+k+2 , t m+k+3 ], and optimize Eq. 6 per source-summary pair, where p(
Input Representation Given recent trends moving away from purely word-or characterlevel representations, we utilize data-driven subword encoding via Byte Pair Encoding (BPE) (Sennrich et al., 2015) , following the procedure outlined in Radford et al. (2019) . For Figure 1: Schematic of our Decoder-only Transformer repurposed for summarization. Three input components, S, P , and Q, feed into the masked Transformer (Eq. 4 and 5). We then optimize the likelihood of the sequence p(S) (Eq. 6) which involves predicting the next token, as illustrated by the off-by-one alignment of S on the top and bottom of the figure. experiments in which we finetune the 117M parameter model from Radford et al. (2019) , we utilize their prebuilt vocabulary; in ablation studies, we utilize SentencePiece (Kudo and Richardson, 2018) to learn BPE merges.
Experimental Setup
Datasets We train and evaluate our models on the CNN/Daily Mail (CNN-DM) corpus (Nallapati et al., 2016) of news articles and summaries, utilizing the non-anonymized version (See et al., 2017) . We use the predefined training, validation, and test splits, and limit source articles to 400 tokens and summaries to 100 tokens at training time.
As an additional test, we train and evaluate the best model configuration from the ablation studies above on the Extreme Summarization (XSum) corpus (Narayan et al., 2018) , which contains single sentence summaries of BBC articles. As shown in Narayan et al. (2018) , the XSum corpus requires models to perform a much higher degree of semantic distillation, as indicated by low n-gram overlap, high n-gram novelty, and poorly performing LEAD-3 baselines.
Models & Inference In order to illustrate the power and simplicity of this approach, we limit ourselves to minimal hyperparameter tuning. We conduct experiments in two regimes for CNN-DM: first, we finetune the model outlined in Sec. 2 on top of the 117M parameter model release from Radford et al. (2019) , and second, we perform a full training from scratch in order to ablate the effect of transfer learning. We utilize a context size of 1024 with an embedding dimension of 768, 12 attention heads, and a batch size of 10. We train using the Adam (Kingma and Ba, 2014) optimizer with a learning rate of 5 × 10 −5 until the loss ceases to decrease on the validation set. For XSum, we use the highest-performing setup from CNN-DM experiments.
In lieu of beam search, which is commonly used in sequence-to-sequence and transduction models (Sutskever et al., 2014; Liu et al., 2018) , we compare two computationally efficient approaches: greedy decoding, and nucleus sampling (Holtzman et al., 2019) . In both cases, we decode until we reach the stop-token δ (Eq. 4). In the case of nucleus sampling, we perform 5 independent decodings 1 with p = 0.3, then pick the decoding that reports the lowest negative log likelihood score of the completed summary, formally represented in Eq. 7. Note that in Eq. 7 our index begins at i = m + 2 to account for control tokens, and the fact that we do not wish to account for the likelihood of the source document in our scoring. We use 1/k 0.6 as a normalization term to avoid a preference for shorter summaries, borrowing directly from Wu et al. (2016) .
log(p(t i |t 0 , . . . , t m , . . . , t i−1 ))
We evaluate all models using the ROUGE metric (Lin, 2004) , in particular the F1 variants of ROUGE-1, ROUGE-2, and ROUGE-L which measure unigram overlap, bigram overlap, and longest common subsequence respectively.
Results
CNN-DM Our main results are displayed in Table 1, where we compare our method (in the bottom section of the table) to existing methods (in the upper portion) on the CNN-DM dataset, and show ablations in Table 2 .
We note that our models (for ROUGE-1 and -2) are competitive even when using greedy decoding, and without any sequence-to-sequence style architectures or coverage terms, illustrating the power of this approach for abstractive summarization. We note that using a well trained language model (Radford et al., 2019) and then finetuning yields a significant performance jump (as shown via ablation in Table 2 ), motivating this method in practical contexts given the recent trends toward large-scale, self-supervised learning approaches (Devlin et al., 2018; Radford et al., 2019; Peters et al., 2018; Dai and Le, 2015) . Our model does not perform well on the ROUGE-L metric, which measures longestcommon-subsequence (LCS) between the reference summary and our decoded summary. Many (Schluter (2017) and Lloret et al. (2018) , among others) have pointed out deficiencies in ROUGE as an evaluation metric, so we attempt to understand our models deficiencies manually. To investigate, we pick fifty random summaries that score in the bottom 5% of individual ROUGE-L scores, and examine manually for three traits 2 : fluency, false inclusion (adding extraneous/wrong details), and exclusion (missing details from the reference). We find that 86% (43/50) of summaries are fluent, 74% (37/50) exhibited false inclusion, and 92% (46/50) exhibited exclusion. Of those exhibiting 2 Examples are included in the Appendix false inclusion, 67% (31/46) also were marked as exhibiting exclusion. Though not systematic and inconclusive statistically, we believe this indicates that our model suffers from "distractions", and attends to details that are not summary worthy as judged by reference summaries. This can systematically limit the highest possible ROUGE-L score our model can achieve due to the fact that LCS requires interrupted matches, and skipping over a large subset of the source impairs a models ability to perform well on a metric like ROUGE. Combining our approach with explicitly learned masking methods presented in Gehrmann et al. (2018) may ameliorate these issues by better directing the selfattention mechanism.
XSum As a secondary evaluation of our approach, we train our best model on the XSum dataset (Narayan et al., 2018) and report ROUGE scores in a direct comparison to the benchmarks reported. Results for these experiments are shown in Table 3 . We achieve highly competitive performance relative to models reported in Narayan et al. (2018) building on a finetuning approach without using many of the inductive biases traditionally present in summarization methods.
Conclusion
This work puts forward a simple approach to abstractive summarization by viewing sequence transduction as a language modeling problem. We show the effectiveness of using decoder-only transformers for this task, in particular, when coupled with recent advances in large-scale language modeling and transfer learning. We show that competitive performance on two benchmark datasets is possible without many of the standard tools in neural abstractive summarization, such as sequence-to-sequence modeling, coverage mechanisms, direct ROUGE optimization via reinforcement learning, or beam search, instead relying on a purely language modeling loss and simple decoding mechanisms such as nucleus sampling and greedy decoding. This approach yields highly fluent text, and illustrates the power of unsupervised representation learning-based transfer learning for downstream tasks.
A Examples from the manual analysis from Sec. 4. Table 4 provides examples of summaries from the bottom 5% of ROUGE-L scores on CNN-DM for the procedure outlined in Sec. 4. many of the companies named in a report out april 9 from the citizens for tax justice even received federal tax rebates. the companies include household names such as cbs, mattel, prudential and time warner.
B Example Output from CNN-DM
cbs, general electric and mattel all successfully avoided paying a penny in income taxes. most of those 15 fortune 500 companies managed to get through 2014 without paying a penny in income taxes. Table 4 : Three randomly selected summaries from our model which score in the bottom 5% of ROUGE-L scores.
Source
Source Source arsenal, newcastle united and southampton have checked on caen midfielder n'golo kante. paris-born kante is a defensive minded player who has impressed for caen this season and they are willing to sell for around 5million. marseille have been in constant contact with caen over signing the 24-year-old who has similarities with lassana diarra and claude makelele in terms of stature and style. n'golo kante is attracting interest from a host of premier league clubs including arsenal. caen would be willing to sell kante for around 5million.
wimbledon semi-finalist milos raonic and 19-year-old australian nick kyrgios will make their debuts at the aegon championships at queen's club this summer. canada's raonic, ranked no 6 in the world, lost to roger federer in last year's wimbledon semi-final while kyrgios burst onto the scene with a shock fourth-round victory over two-time champion rafael nadal. the duo will join nadal, andy murray, stan wawrinka, marin cilic and defending champion grigor dimitrov at queen's, which begins on june 15. croatia's milos raonic in action during his run to the wimbledon semi-finals last summer.
nick kyrgios was responsible for the biggest upset at sw19 last year when he beat rafael nadal. jason dufner's marriage has landed in the rough as he agreed a divorce settlement from wife amanda at the end of last month. dufner and wife amanda married in 2012 and were considered one of the golden couples of golf, but the pair separated in february and the divorce was finalised on march 31. according to the divorce settlement, filed on march 16 by amanda, there had been an 'irretrievable breakdown of the marriage' and there was 'a complete incompatibility of temperament that the parties can no longer live together.' jason dufner looks dejected as he struggles on the golf course following a neck injury last year. dufner and amanda during happier times after he won the pga championship in 2012. [...] Reference Reference Reference n'golo kante is wanted by arsenal, newcastle and southampton. marseille are also keen on the 5m rated midfielder. kante has been compared to lassana diarra and claude makelele. click here for the latest premier league news. milos raonic, last year's wimbledon semi-finalist, will play at queen's club. australian nick kyrgios will also make his debut in west london. kyrgios knocked rafael nadal out of wimbledon in a huge shock last year.
jason dufner and amanda married in 2012. divorce settlement states there had been an 'irretrievable breakdown of the marriage' amanda will receive $2.5m as part of the settlement while jason will keep two houses. Ours Ours Ours n'golo kante is a defensive minded player who has similarities with lassana diarra and claude makelelele. paris-born kante is attracting interest from a host of premier league clubs. arsenal, newcastle and southampton have checked on the player. canada's raonic and 19-yearold australian nick kyrgios will make debuts at queen's. canada's raonic lost to roger federer in last year's wimbledon semi-final. kyrgios burst onto the scene with a shock fourthround victory over two-time champion rafael nadal.
jason dufner and wife amanda married in 2012. they were considered one of the golden couples of golf. but the pair separated in february and the divorce was finalised on march 31. Table 5 : Three example summaries from our model which illustrate the ability to both copy and synthesize.
