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Resumen
El auge que esta´n alcanzando los sectores relacionados con la gestio´n de sistemas
energe´ticos y en especial, los relacionados con las energ´ıas renovables, esta´n propi-
ciando la necesidad de disponer de mecanismos para la monitorizacio´n y la vigilancia
energe´tica de los mismos. El objetivo de esta tesis es la de proponer y desarrollar
un marco de trabajo, integrado con una metodolog´ıa y procedimientos, para generar
programas para la monitorizacio´n y supervisio´n de sistemas de energ´ıa solar.
Para el desarrollo de este marco de trabajo se ha propuesto una arquitectura softwa-
re basada en capas, cada una de las cuales incluye componentes desarrollados a partir
de interfaces especializados que ofrecen funcionalidades para la definicio´n, modelizado,
comunicacio´n, almacenamiento, supervisio´n, evaluacio´n y prediccio´n del funcionamien-
to de sistemas energe´ticos. Esta arquitectura permite describir las partes de un sistema
energe´tico y la interaccio´n entre ellas, as´ı como los patrones que se utilizan para su
composicio´n y las restricciones de estos patrones. Otra aportacio´n de esta tesis es la
definicio´n de los esta´ndares utilizados para el establecimiento de conexiones y coordi-
nacio´n entre los componentes de cada capa.
La propuesta que se hace de utilizar un marco de trabajo para desarrollar software
para la gestio´n de sistemas energe´ticos facilita la construccio´n de nuevo software de
gestio´n, evita los detalles de bajo nivel y minimiza los tiempos de desarrollo. El marco
de trabajo puede extenderse y seguir un esquema desacoplado al no existir relaciones
directas entre clases a favor de las relaciones establecidas entre interfaces. Mecanismos
como la inyeccio´n de dependencias o la implementacio´n por delegacio´n de interfaces
hacen posible que este marco de trabajo desarrollado sea altamente desacoplado y
fa´cilmente extensible y configurable.
Otra importante aportacio´n de la tesis es la propuesta de un sistema de comuni-
caciones que permite mecanismos de intercambio de informacio´n utilizando esta´ndares
abiertos. Uno de los grandes problemas en el desarrollo de sistemas de monitoriza-
cio´n y supervisio´n de sistemas energe´ticos es la diversidad de dispositivos y protocolos
existentes. Para resolver este problema, el sistema de comunicaciones propuesto esta´ to-
talmente separado de las dema´s funcionalidades y se basa en la utilizacio´n del esta´ndar
OPC. Esto permite disponer de un mecanismo u´nico, sencillo y eficiente de comu-
nicacio´n con todos los dispositivos con los que se debe intercambiar informacio´n que
forman parte de las instalaciones. El marco de trabajo presentado proporciona adema´s,
un conjunto de clases que puede ser directamente utilizado en la gestio´n de sistemas
energe´ticos para la comunicacio´n con la mayor parte de los dispositivos disponibles.
Para el desarrollo e implementacio´n del marco de trabajo se han utilizado metodo-
log´ıas a´giles lo que ha permitido poner de manifiesto buenas pra´cticas para el desarrollo
de sistemas software que garantizan una calidad en el resultado final en base a conceptos
de rendimiento, mantenimiento y extensibilidad.
Por otra parte, se han propuesto modelos de evaluacio´n del funcionamiento de
sistemas de energ´ıa solar basados en estad´ıstica descriptiva e inferencial y modelos
de prediccio´n de la produccio´n de estos sistemas basados en te´cnicas de aprendizaje
automa´tico. Adema´s, se ha propuesto tambie´n un modelizado gene´rico para la repre-
sentacio´n de las instalaciones energe´ticas que permite utilizar los modelos de evaluacio´n
y prediccio´n propuestos.
Finalmente, se han desarrollado varios programas de monitorizacio´n y supervisio´n
para sistemas reales que han permitido comprobar la capacidad del marco desarrollado
para la gestio´n de sistemas energe´ticos reales. Se presentan, a modo de ejemplo de la
validez del marco de trabajo desarrollado, los resultados obtenidos para algunas de
estas instalaciones.
xi
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Introduccio´n y objetivos
1.1. Introduccio´n
El importante desarrollo que esta´n alcanzando las tecnolog´ıas que permiten el in-
tercambio de datos e informacio´n a trave´s de la red esta´ facilitando el desarrollo de
programas y servicios en muchos a´mbitos distintos, ya que se posibilita un acceso a
la informacio´n desde cualquier lugar y ya actualmente, desde diversos y distintos dis-
positivos. Uno de los sectores en los que se esta´ haciendo un uso importante de estas
tecnolog´ıas es el relacionado con la gestio´n y supervisio´n de sistemas energe´ticos y
ma´s concretamente en los sistemas de energ´ıa solar, y entre estos, los de energ´ıa solar
fotovoltaica.
El nu´mero de instalaciones de energ´ıa solar de este tipo ha experimentado un im-
portante crecimiento en los u´ltimos an˜os debido a muchos factores, entre ellos: a la
necesidad de utilizar fuentes energe´ticas que contribuyan a la reduccio´n de las emi-
siones de carbono, al establecimiento de pol´ıticas de apoyo para la implantacio´n de
este tipo de sistemas, a la mejora de la eficiencia de estos sistemas y a la importante
reduccio´n en el precio de todos los componentes que los integran. De acuerdo con los
datos publicados en el ”Global Market Outlook for Photovoltaics 2014-2018”, [Ass14]
en el an˜o 2013 se instalaron ma´s de 38.4GW de sistemas fotovoltaicos.
Conforme aumenta el nu´mero de instalaciones de energ´ıa solar, surge cada vez ma´s,
la necesidad de disponer de soluciones que permitan una gestio´n de las mismas de cara
a poder lograr un mejor funcionamiento de sus componentes. Entre las tareas a las
que deber´ıa dar respuesta este software se pueden citar: modelizado de la instalacio´n
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energe´tica recogiendo toda la configuracio´n f´ısica y lo´gica de la misma, recogida de
datos de los dispositivos que la conforman (monitorizacio´n), ana´lisis y evaluacio´n del
funcionamiento de cada instalacio´n (incluidos los diferentes subsistemas), generacio´n
de informes de funcionamiento y produccio´n, publicacio´n de los datos orientados a mul-
ticanales y multidispositivos, gestio´n de alarmas y eventos y, en el caso de determinado
tipos de sistemas conectados a red, previsio´n de la energ´ıa que la planta producira´ el
d´ıa siguiente, en una escala horaria.
En el caso de sistemas energe´ticos convencionales todas estas tareas se viene rea-
lizando mediante los sistemas conocidos como sistemas SCADA (Supervisory Control
and Data Acquisition). El taman˜o de estos sistemas energe´ticos justifica la utilizacio´n
de este tipo de aplicaciones, ya que el coste asociado a la gestio´n y mantenimiento es
totalmente asumible dentro de los costes del sistema en general. En los u´ltimos an˜os,
esta´n surgiendo sin embargo, gran cantidad de instalaciones energe´ticas basadas en la
utilizacio´n de fuentes de energ´ıas renovables, cuyo taman˜o y coste no justifica la utili-
zacio´n de SCADAS por lo que la existencia de alternativas ma´s apropiadas para este
tipo de sistemas son altamente deseables.
En general, estos sistemas energe´ticos, especialmente los de pequen˜a y mediana
potencia, se ubican en emplazamientos dispersos, y no suelen disponer de sistemas
propios de monitorizacio´n, ya que no hay personal en las plantas que pueda hacer esa
vigilancia in situ. Sin embargo, poder disponer de informacio´n del funcionamiento de
los sistemas energe´ticos es muy importante para poder intervenir en caso de que se
detecten problemas o fallos, tal y como se apunta en [SWKL97].
Tradicionalmente, para monitorizar sistemas de energe´ticos de pequen˜o y medio
taman˜o, los fabricantes de los dispositivos que forman parte de la instalacio´n, sumi-
nistran su propio software con las funcionalidades mı´nimas para su mantenimiento
ba´sico. Estos programas suelen estar instalados en las propias plantas por lo que se
hace necesaria una supervisio´n personal y desde dichas ubicaciones.
Con este planteamiento tradicional, han aparecido en los u´ltimos an˜os varios pro-
blemas, a saber:
1. Utilizacio´n de distintos programas para recuperar la informacio´n de las plantas,
dependiendo, en general, del software desarrollado por los fabricantes de alguno
de los subsistemas (normalmente de los inversores).
2. Necesidad de contar con especialistas en el sistema que se esta´ monitorizando
para poder hacer una evaluacio´n correcta del funcionamiento del mismo.
3. Imposibilidad de integrar la informacio´n de distintas plantas en una sola herra-
mienta o incluso, en algunos casos, no poder integrar la informacio´n proveniente
de todos los dispositivos del sistema al tener que utilizar un software diferente
para cada uno.
4. Necesidad de modificar los programas de monitorizacio´n cuando se modifica algu´n
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componente de la instalacio´n.
5. A veces, la necesidad de desplazarse a cada instalacio´n para tener acceso a la
informacio´n.
6. Los fabricantes de los subsistemas que incluyen la toma de datos no suelen facilitar
controladores eficientes de comunicacio´n.
7. Cada fabricante desarrolla su propio protocolo de intercambio de informacio´n.
Por otra parte, esta supervisio´n, para que sea u´til, debe hacerse por parte de te´cnicos
especializados en este tipo de sistemas, con el objeto de poder detectar y diagnosticar
problemas de funcionamiento de las plantas ya que el propo´sito de este tipo de sistemas
suele ser exclusivamente la recogida de datos y no la evaluacio´n del funcionamiento. Al
depender fuertemente el funcionamiento de una instalacio´n de caracter´ısticas propias
de la misma, se hace dif´ıcil incorporar en los programas de monitorizacio´n, modelos de
evaluacio´n que sean generales y va´lidos para todos los sistemas.
De manera general, se puede afirmar que los programas desarrollados para la gestio´n
de sistemas energe´ticos deben tener en cuenta la complejidad y caracter´ısticas de los
mismos, entre otras funcionalidades deben ser capaces de dar respuesta a las cuestiones
que se recogen en el trabajo de [WKS+01] y que para el caso de sistemas energe´ticos
se pueden sintetizar de la siguiente forma:
1. Adaptabilidad: capacidad de reconfigurar fa´cilmente las aplicaciones cuando se
cambie la configuracio´n del sistema energe´tico. Esto es muy importante que ya
en los sistemas energe´ticos, durante su periodo de funcionamiento, pueden pro-
ducirse cambios en los dispositivos que los integran, como pueden ser sustitucio´n
de algu´n componente incluso de otra marca o fabricante.
2. Extensibilidad: posibilidad de incorporar nuevos algoritmos y modelos de gestio´n
sin necesidad de volver a disen˜ar los componentes que hay ya en el sistema.
3. Interoperabilidad: posibilidad de operar con distintas plataformas hardware y,
especialmente, distintos protocolos de red. Es tambie´n importante que por las
caracter´ısticas del emplazamiento disperso de los sistemas energe´ticos (especial-
mente los de baja potencia) este´ prevista la utilizacio´n de redes inala´mbricas o
diferente tipo de sistema de comunicacio´n en cada caso.
4. Arquitectura abierta: se debe permitir la configuracio´n y el intercambio de com-
ponentes, es decir se deben desarrollar arquitecturas software que sean flexibles
y soporten herramientas y algoritmos de distintas fuentes y dominios.
5. Arquitectura moderna: se espera de los sistemas software que proporcionen el
mayor nu´mero de funcionalidades y adema´s hagan uso de la tecnolog´ıa cada vez
ma´s avanzada en este a´mbito.
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Adema´s de estos requisitos generales, el dominio de la aplicacio´n que se propone en
esta tesis hace que se pueda dar respuesta tambie´n a estos requisitos espec´ıficos:
Acceso remoto a la informacio´n almacenada en los distintos dispositivos de las
plantas para poder evaluar el funcionamiento de las mismas. Es decir, posibi-
lidad de conectarse a los dispositivos de la instalacio´n para obtener los datos
registrados. Esta conexio´n deber´ıa poder hacerse utilizando distintos protocolos
y sistemas.
Integracio´n de dispositivos de diferentes marcas y modelos y de distintos fabri-
cantes.
Capacidad para almacenar todos los datos de la planta, no solo los registrados
sino tambie´n aquellos para´metros calculados y toda la informacio´n general de la
planta y sus dispositivos.
Posibilidad de procesar la informacio´n para evaluar el funcionamiento de la planta
y para detectar posibles problemas utilizando diferentes modelos en funcio´n de
la configuracio´n de cada planta.
Posibilidad de ejecutar tareas programadas para automatizar las tareas de recu-
peracio´n de la informacio´n, ana´lisis y evaluacio´n.
Facilidades para disponer de la informacio´n general y de la informacio´n cr´ıtica
como alarmas y eventos a trave´s de distintos medios.
Incorporacio´n de mecanismos que permitan env´ıos de alertas al gestor o propie-
tarios de la plantas.
Informacio´n accesible desde distintos canales a diferentes servicios y utilizando
diversos protocolos.
Unos de los problemas ma´s frecuentes e importantes en el dominio de la gestio´n
energe´tica, es que las herramientas cla´sicas desarrolladas para la monitorizacio´n y con-
trol de este tipo de sistemas no suelen permitir la conectividad de diferentes sistemas
y aplicaciones por la ausencia de interfaces esta´ndares de intercambio de informacio´n.
Esto es as´ı, especialmente, en las aplicaciones que se han desarrollado para sistemas
energe´ticos de pequen˜a y media potencia. Sin embargo, dado el importante incremento
que este tipo de sistemas esta´ experimentando en los u´ltimos an˜os, y la variedad de
soluciones que han aparecido, se constata que ser´ıa muy conveniente poder contar con
componentes esta´ndar que permitieran la conectividad de distintos sistemas de manera
ma´s sencilla.
Los sistemas tipo SCADA (Supervisory Control and Data Acquisition) que se utili-
zan en la monitorizacio´n y gestio´n de plantas de energ´ıa de pequen˜a y, especialmente,
media potencia esta´n normalmente basados en desarrollo muy gene´ricos y poco orien-
tados al dominio de la energ´ıa fotovoltaica. Adema´s, este tipo de soluciones son siempre
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propietarias y no permiten conectividad con otro tipo de soluciones, por lo que cuando
se opta por una de estos paquetes, es dif´ıcil, si no imposible, cambiar a otras soluciones.
As´ı, cuando son necesarios cambios en los sistemas desarrollados, es necesario recurrir
al mismo tipo de sistema con el que se desarrollo´ el programa. Esto implica otra serie
de problemas adicionales, como son:
Es necesario utilizar programas diferentes para recuperar la informacio´n de estos
sistemas, dependiendo del software desarrollado por cada fabricante. Normalmen-
te, no es sencillo conectar las aplicaciones y datos de sistemas diferentes. Es decir,
es dif´ıcil integrar la informacio´n de distintas instalaciones.
El software de supervisio´n debe actualizarse si se modifica alguno de los subsis-
temas de la planta.
A veces, la informacio´n solo es accesible de manera local, especialmente para
pequen˜as instalaciones.
Cada fabricante desarrolla su propio protocolo de comunicaciones, en muchos
casos propietarios, no estandarizados y desconocidos, y a veces, los controladores
de comunicacio´n suministrados por los fabricantes no son eficientes.
La falta de esta´ndares en el desarrollo de las interfaces de nivel de aplicacio´n ha-
ce que sea dif´ıcil interconectar las diferentes aplicaciones desarrolladas por diferentes
fabricantes. Esto no es un problema espec´ıfico de los sistemas de monitorizacio´n y
control. La necesidad de utilizar esta´ndares en el proceso de desarrollo de software ya
ha sido considerada en muchos otros a´mbitos de los sistemas industriales de control
y monitorizacio´n, y se ha puesto de manifiesto desde hace tiempo, [Ple94], [God97],
[DO03].
En el caso de los sistemas de supervisio´n y gestio´n para instalaciones energe´ticas,
se pueden destacar las siguientes soluciones propuestas:
Una de las primeras propuestas fue hecha por [BM98]. Presentan un sistema
de adquisicio´n de datos para la monitorizacio´n del funcionamiento de sistemas
fotovoltaicos. Proponen la utilizacio´n de una arquitectura basada en el micro-
procesador MC68B09. La adquisicio´n de los datos se controla a partir de un
temporizador programable. El microsistema permite el tratamiento de los da-
tos en tiempo real. Los datos se transfieren al ordenador a trave´s de un puerto
serie bidireccional usando el protocolo RS232C. El sistema propuesto es respon-
sable de la adquisicio´n secuencial y el tratamiento preliminar de los datos y de la
transferencia diaria de los mismos al ordenador central. El sistema tiene algunas
limitaciones relacionadas con la capacidad de memoria. Para cada instalacio´n es
necesario instalar un microsistema y un mo´dem para la transferencia de datos al
ordenador central.
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[KKV03] proponen la utilizacio´n de una unidad de adquisicio´n de datos local
para registrar todas las medidas del sistema. Los datos que se adquieren son
transmitidos a una unidad central por medio de un enlace RF y un puerto serie.
El problema de este sistema es que se incrementa considerablemente el coste de
la instalacio´n, especialmente para plantas energe´ticas pequen˜as.
En el trabajo de [WL07] se propone la utilizacio´n de un PLC industrial con ac-
ceso a Internet para la monitorizacio´n y control de un sistema h´ıbrido (eo´lico,
fotovoltaico y con acumulacio´n de energ´ıa basada en bater´ıas). El PLC conec-
ta con un ordenador remoto. El software incluye algunas funciones u´tiles para
monitorizar y controlar este tipo de instalaciones, por la utilizacio´n del PLC. El
sistema desarrollado no puede considerarse gene´rico ya que esta´ desarrollado para
una configuracio´n concreta de instalacio´n.
[GLP07] proponen un sistema basado en la utilizacio´n de un DAS (Data Acquisi-
tion System) que se instala en la planta y es el responsable de registrar todos los
para´metros del sistema. El DAS esta´ basado en la arquitectura del NI Field-Point.
Se utiliza LabVIEW en tiempo real. El software se ha desarrollado utilizando Lab-
VIEW Virtual Instrument (VI). Cuenta tambie´n con un mo´dulo para la gestio´n
de las comunicaciones. El principal problema de esta solucio´n es que es necesario
instalar un DAS en cada planta y que se utiliza software propietario.
[SPG+08] proponen la utilizacio´n de un registrador de datos o datalogger especia-
lizado para la supervisio´n tanto de la estacio´n meteorolo´gica como los subsistemas
de la planta (inversores). Este DT esta´ conectado a un terminal y enlazado a In-
ternet a trave´s de LAN. El problema de su utilizacio´n es que el DT (Sunny Boy
Controller Plus) esta´ disen˜ado para trabajar solo con un tipo de subsistemas
(inversor SWR700).
[GTCS09] proponen una arquitectura basada en la utilizacio´n de unidades termi-
nal remotas (RTU) para conectar con un SCADA central. De acuerdo con estos
autores, la utilizacio´n de este tipo de sistemas esta´ justificada solo en el caso de
sistemas energe´ticos de gran taman˜o debido a la inversio´n que suponen.
Los principales problemas de las diferentes soluciones analizadas para instalaciones
energe´ticas de pequen˜a y mediana potencia son tanto el coste de los sistemas como
la necesidad de desarrollar un sistema espec´ıfico dependiendo de los componentes que
componen la instalacio´n y de las caracter´ısticas de conectividad de las que disponen.
1.2. Objetivos
Para dar respuesta a los requerimientos enumerados anteriormente as´ı como para
resolver los problemas que plantean la mayor´ıa de los sistemas que se esta´n implemen-
tando, en esta tesis se propone el desarrollo de un marco de trabajo compuesto por
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clases e interfaces que permite la creacio´n de aplicaciones y sistemas para el control
y monitorizacio´n de sistemas energe´ticos gene´ricos. La versatilidad de este marco de
trabajo se demostrara´ extendie´ndolo de manera que permita trabajar en el dominio de
las energ´ıas renovables y ma´s concretamente en sistemas de energ´ıa solar fotovoltaica.
Unos de los objetivos perseguidos en este trabajo son permitir tanto la integracio´n de
diferentes tecnolog´ıas y protocolos de comunicacio´n utilizados en sistemas energe´ticos,
as´ı como la vigilancia remota y la evaluacio´n automa´tica del funcionamiento, integrando
componentes que permitan la monitorizacio´n, la supervisio´n y la integracio´n de com-
ponentes que se encarguen de automatizar las tareas de evaluacio´n del funcionamiento
y prediccio´n de la produccio´n de estos sistemas.
Los objetivos planteados en este trabajo son los siguientes:
Proponer una arquitectura software y un marco de trabajo que permitan desarro-
llar programas para la gestio´n de instalaciones energe´ticas en los que se integren
de manera homoge´nea componentes de distintas tecnolog´ıas.
Proponer una metodolog´ıa de desarrollo para la construccio´n del marco de trabajo
de manera que se garantice su funcionamiento y extensibilidad en condiciones
cambiantes.
Desarrollar un conjunto integrado de clases e interfaces que puedan ser utilizados
por los desarrolladores de sistemas de adquisicio´n de datos y de sistemas gestio´n
energe´tica, de manera que se facilite el desarrollo de nuevo software
Proponer un sistema que pueda ser utilizado en entornos reales donde puedan
existir condiciones y requisitos cambiantes.
Modelizar el dominio de los sistemas de energ´ıa solar fotovoltaica y probar en
este tipo de sistemas el marco de trabajo propuesto.
Elaborar un modelo de prediccio´n y evaluacio´n de la produccio´n de energ´ıa en
sistemas fotovoltaicos, utilizando para ellos modelos estad´ısticos y de aprendizaje
computacional.
Integrar los modelos de evaluacio´n y prediccio´n del funcionamiento de estos siste-
mas en los programas desarrollados de manera que estas tareas pueden realizarse
sin la necesidad de que haya personal especializado en las plantas.
1.3. Organizacio´n de la tesis
Esta tesis se encuentra organizada en 11 cap´ıtulos, incluida esta introduccio´n. En el
cap´ıtulo 2, denominado ”Marcos de Trabajo, Arquitectura Software y Metodolog´ıas de
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desarrollo”, se hace un repaso del estado del arte de los marcos de desarrollo y de las
metodolog´ıas apropiadas para una implementacio´n exitosa de este tipo de soluciones.
En el cap´ıtulo 3, ”Marco de trabajo para el desarrollo de software para la gestio´n
de sistemas energe´ticos”, se propone una arquitectura y un marco de disen˜o basado
en capas, as´ı como se detallan soluciones apropiadas y buenas pra´cticas para disponer
de una solucio´n robusta, flexible y de alto rendimiento haciendo uso de paradigmas de
desarrollo como la inyeccio´n de dependencias y la implementacio´n basada en interfaces.
En el cap´ıtulo 4 se aborda el problema del intercambio de informacio´n entre los
dispositivos que forman parte de una instalacio´n energe´tica y co´mo resolver los detalles
de unificar los diferentes protocolos y medios de comunicacio´n para disponer de una
solucio´n homoge´nea a este problema. Se muestra adema´s una propuesta de clases y
de interfaces que forman parte del marco de desarrollo planteado para disponer de
soluciones para la integracio´n de los diferentes dispositivos y la inclusio´n de nuevos de
manera sencilla al sistema inicial.
En el cap´ıtulo 5 se presenta la parte del marco desarrollado donde se enfatiza en la
importancia de disponer de una caracterizacio´n apropiada o modelizado de las instala-
ciones energe´ticas que se pretenden monitorizar. Se plantea adema´s la importancia de
dotar al marco de trabajo de mecanismos para el almacenamiento y recuperacio´n de
manera o´ptima de la informacio´n tanto del modelizado como del funcionamiento de las
instalaciones. Es por ello que, en el cap´ıtulo 6 se presenta una solucio´n a este problema
as´ı como los algoritmos necesarios para disponer de una coherencia apropiada de la
informacio´n y los datos descargados de las instalaciones.
El cap´ıtulo 7 recoge las clases e interfaces que dan forma al marco de trabajo y se
utilizan y sirven de apoyo al resto del sistema. Esta capa es sumamente importante ya
que es la que define el nu´cleo del marco de trabajo y proporciona la potencia expresiva
para la construccio´n del resto de capas.
El cap´ıtulo 8 introduce las necesidades reales en cuanto a la gestio´n y monitorizacio´n
de sistemas fotovoltaicos y pone en evidencia la capacidad del marco de trabajo para la
inclusio´n de modelos de evaluacio´n y prediccio´n de manera sencilla, permitiendo dotar
a los sistemas basados en el marco presentado de la capacidad de incorporar modelos
apropiados para cada necesidad.
En los cap´ıtulos 9 y 10, se extiende el marco y los resultados de los cap´ıtulos ante-
riores para cubrir el dominio de la energ´ıa solar fotovoltaica de manera que, lo que ha
sido desarrollado como un marco gene´rico para la gestio´n de instalaciones energe´ticas,
puede ser fa´cilmente extendido y ampliado para la gestio´n de instalaciones de energ´ıa
solar, disponiendo adema´s de la capacidad de an˜adir mo´dulos, como los modelos de
prediccio´n y evaluacio´n, de manera sencilla.
En el u´ltimo cap´ıtulo se exponen l´ıneas de trabajo abiertas as´ı como las conclusiones
extra´ıdas durante el desarrollo de esta tesis.
“El software es como la entrop´ıa:
dif´ıcil de atrapar, no pesa, y cumple
la Segunda Ley de la
Termodina´mica, es decir, tiende a
incrementarse”
–Norman Augustine
2
Marcos de trabajo, arquitectura software y
metodolog´ıas de desarrollo
2.1. Introduccio´n
La aparicio´n de nuevos paradigmas para el desarrollo y la ingenier´ıa del software
permite crear sistemas cada vez ma´s grandes y con ma´s funcionalidades sin perder
la calidad o fiabilidad como ocurr´ıa hasta ahora cuando los sistemas software crec´ıan
de manera considerable. Esto ha sido posible, entre otros factores, a la utilizacio´n de
marcos de trabajo, arquitecturas software y a la utilizacio´n de nuevas metodolog´ıas de
desarrollo.
En este cap´ıtulo se hace una propuesta de disen˜o de marco de trabajo para el a´mbi-
to de la monitorizacio´n, evaluacio´n y gestio´n de los sistemas energe´ticos. En concreto,
el dominio de aplicacio´n en el que se utilizara´ la arquitectura que se propone en esta
tesis es el de los sistemas energe´ticos gene´ricos y se propone la extensio´n de sus fun-
cionalidades para su utilizacio´n en el a´mbito de los sistemas energe´ticos fotovoltaicos.
De entre las primeras propuestas hechas para el control y gestio´n de sistemas in-
dustriales basadas en la utilizacio´n de las tecnolog´ıas de informacio´n y comunicacio´n
incipientes se pueden destacar, entre otras, la que se hace en [AOB76] para el con-
trol de procesos experimentales, el sistema de prototipado ra´pido para la supervisio´n a
trave´s de Internet de procesos industriales desarrollado por [LTC01] y la propuesta de
[TCD05] para la integracio´n de servicios Web reconfigurables en el control de la log´ısti-
ca de transporte y almacenamiento de productos. Ma´s recientemente, con la aparicio´n
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de los denominados marcos de trabajo el planteamiento de estos sistemas ha experi-
mentado un cambio sustancial. As´ı, por citar solo algunos ejemplos relevantes, en el
trabajo de [GH09] se presenta una propuesta para utilizar redes de sensores inala´mbri-
cos en entornos y procesos industriales, en [FCTB10] se propone un marco de trabajo
para la monitorizacio´n y vigilancia auto´noma de equipos industriales y en [MPSD10]
se presenta una propuesta de arquitectura software para el acceso y gestio´n de datos
en aplicaciones con fuentes de datos variables y configurables.
Una de las propuestas del trabajo que se presenta en esta memoria es, precisamente,
utilizar una arquitectura software que se desarrolla a partir de marcos de trabajo y que
esta´ basada en componentes, partiendo de las propuestas generales que se hacen en
[Szy98], [SLM98]; este tipo de arquitectura ha sido ampliamente utilizada en distintos
dominios de otros campos de sistemas industriales, como por ejemplo, para el control
auto´nomo de veh´ıculos ae´reos (sin pilotos) [WKS+01], en la manufacturacio´n de siste-
mas [FSH01], y en algunos de los trabajos citados anteriormente. Tambie´n en el a´mbito
de este tipo de sistemas, el desarrollo de componentes que se basen en esta´ndares, de
manera que se facilite la conectividad de los mismos, es fundamental, tal y como se ha
sen˜alado previamente en varios trabajos, [WKS+01], [FSH01].
Adema´s es importante destacar que la propuesta que se haga debe permitir la
integracio´n de distintos tipos de componentes, que pueden ir desde drivers para sis-
temas hardware hasta funcionalidades que permitan la implementacio´n de algoritmos
de evaluacio´n. De esta manera el marco de trabajo y la arquitectura que se proponen
permitira´n dar respuesta a todas las necesidades detectadas en la gestio´n de sistemas
energe´ticos. En este sentido, sera´ importante que la solucio´n propuesta contemple la
adaptacio´n ra´pida de los componentes y aplicaciones desarrollados, para resolver de
manera sencilla las posible reconfiguraciones de los sistemas, inclusio´n de nuevos ele-
mentos o modificacio´n de los existentes.
En las siguientes secciones de este cap´ıtulo se describen los fundamentos de los que
se parte para las propuestas que se hacen en este trabajo. Se revisa los marcos de
trabajo y las arquitecturas software y se justifica la metodolog´ıa de desarrollo que se
ha aplicado.
2.2. Arquitecturas software y marcos de trabajo
En este trabajo se propone una arquitectura software as´ı como una metodolog´ıa de
desarrollo para la construccio´n de un marco de trabajo para la creacio´n de software de
monitorizacio´n y gestio´n de sistemas energe´ticos. Una arquitectura software describe
las partes de un sistema y la interaccio´n entre ellas, as´ı como los patrones que se utilizan
para su composicio´n y las restricciones que se imponen a la utilizacio´n de esos patrones.
Las arquitecturas software y marcos de trabajo se han utilizado en muchos otros
dominios, entre los que se pueden citar los trabajos de [BPE+98] y [BFSS09] en el
2.2. Arquitecturas software y marcos de trabajo 11
a´mbito de desarrollos de aplicaciones para seguridad; en [TVK09] se propone una pla-
taforma basada en agentes distribuidos para la automatizacio´n de sistemas de control;
[ZPLZ09] proponen un sistema de decisio´n para extraer las caracter´ısticas dominantes
que permiten predecir el desgaste en un sistema industrial; en [BFTH10] se propo-
ne un sistema que permite la creacio´n de aplicaciones mo´viles; [DR99] proponen una
arquitectura que permite el desarrollo de sistemas inteligentes para fabricacio´n; en
[JZA+06] se propone un marco de trabajo para simulaciones en el a´mbito de la f´ısica;
y en [GOGM13] se presenta una arquitecta software basada en componentes para la
integracio´n de plataformas de robo´tica industrial con multisensores.
Una de las posibles definiciones de lo que es un marco de trabajo, tambie´n conocidos
como framework, es la que se propone en [JF88]
A framework is a set of classes that embodies an abstract design for solutions to a
family related problems.
Es decir, un marco de trabajo es un conjunto de clases e interfaces que permite
encapsular un disen˜o que puede ser utilizado para problemas y sistemas que este´n
relacionados. En el marco de trabajo tambie´n se especifican la forma en la que sus
instancias interactu´an. Un marco de trabajo es por tanto un disen˜o reutilizable de
un sistema (total o parcialmente). De esta manera, una de las principales ventajas
que se consigue con la utilizacio´n de marcos de trabajo es la reduccio´n del coste y la
reutilizacio´n del software que se desarrolla [FS97].
En un marco de trabajo se pueden definir dos niveles de abstraccio´n, por una parte
la arquitectura y por otra la implementacio´n del marco de trabajo. A los marcos de
trabajo tambie´n se les denomina arquitectura software espec´ıfica de un dominio. Se
pasa por tanto de una descripcio´n de la arquitectura a un marco de trabajo cuando
esa arquitectura se utiliza en un sistema de dominio espec´ıfico.
Por tanto, un marco de trabajo tambie´n puede ser definido como un conjunto de
clases e interfaces cooperativas que construyen un disen˜o reutilizable para un tipo es-
pec´ıfico de software. Un marco de trabajo proporciona, por una parte, la arquitectura
y, por otra, la implementacio´n. Para su disen˜o se utilizan clases abstractas y se defi-
nen sus responsabilidades y colaboraciones, usualmente a trave´s de la utilizacio´n de
interfaces. A partir del mismo, se puede desarrollar una aplicacio´n haciendo subclases,
implementando interfaces y componiendo instancias a partir de las clases definidas.
Desde el punto de vista del desarrollo de software, se puede sintetizar que un marco
de trabajo es una estructura de soporte definida, a partir de la cua´l se pueden organizar
y desarrollar distintos proyectos de software.
Un marco de trabajo difiere de una librer´ıa de clases ya que:
En una librer´ıa de clases, el control del flujo se encuentra en el co´digo de la
aplicacio´n que realiza llamadas a los me´todos de la librer´ıa de clases mientras
12 2. Marcos de trabajo, Arquitectura Software y Metodolog´ıas
que en un marco de trabajo el control del flujo esta´ en el propio co´digo, que
realiza llamadas al co´digo de la aplicacio´n, mecanismo comu´nmente denominado
inversio´n del control.
Los marcos de trabajo son el servicio mientras que en una librer´ıa de clases los
servicios se obtienen heredando funciones de las librer´ıas de clases.
En un marco de trabajo hay una mayor abstraccio´n de los servicios ya que se
oculta su complejidad y se automatizan las caracter´ısticas esta´ndares y se ofrece
mecanismo de excepciones. En una librer´ıa de clases el usuario ha de determinar
que´ me´todos ofrece la librer´ıa y en que´ orden deben ser invocados.
En un marco de trabajo, una vez construido, la cantidad de co´digo a implementar
suele ser menor que en una librer´ıa de clases.
El coste de mantenimiento es menor en un marco de trabajo.
En un marco de trabajo se reduce la complejidad, ya que el usuario tiene que
escribir muy poco co´digo mientras que en una librer´ıa de clases el usuario tiene que
crear nuevas clases para cada aplicacio´n que se desarrolle adema´s de desarrollar
la propia aplicacio´n.
Los marcos de trabajo, en general, incluyen:
Soporte para el desarrollo de programas.
Bibliotecas de componentes.
Posibilidad de incluir scripting (Lenguaje de scripting).
Software para desarrollar y unir diferentes componentes de un proyecto de desa-
rrollo de programas.
Una gran ventaja de abordar la construccio´n del software mediante marcos de tra-
bajo es que estos permiten:
Facilitar el desarrollo de software ya que proporcionan co´digo que no se tendra´ que
reescribir.
Evitar los detalles de bajo nivel, permitiendo concentrar ma´s esfuerzo y tiempo
en identificar los requerimientos de software.
Minimizar los tiempos de desarrollo.
Construir una arquitectura consistente entre aplicaciones.
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Algunas de las desventajas que se pueden citar cuando se utilizan marcos de trabajo
es que limitan la flexibilidad de los usuarios, en el sentido de que los componentes que
este construya deben tener en cuenta las restricciones impuestas por la arquitectura en
la que se basan. Esta limitacio´n no es tan importante si el disen˜o de la arquitectura se
plantea de manera adecuada al dominio de la aplicacio´n.
Los marcos de trabajo pueden disen˜arse y desarrollarse utilizando lo que se conoce
como patrones de disen˜o. Un patro´n de disen˜o es una arquitectura que soluciona pro-
blemas concretos dentro de la arquitectura general de un sistema. Sirven adema´s para
documentar el disen˜o que se realiza. En la propuesta que se presenta, se hace uso, en
gran medida, de los patrones de disen˜o ma´s conocidos y utilizados, [GHJV95].
En este trabajo se abordan tanto los aspectos relacionados con la arquitectura de
disen˜o software como las propuestas concretas que permiten generar diferentes produc-
tos finales; como se describe en un cap´ıtulo posterior de la memoria, alguno de estos
ya han sido probados en instalaciones energe´ticas reales.
Los requisitos iniciales que se le han exigido al marco de trabajo y siempre teniendo
en cuenta que su aplicacio´n debe ser directa y efectiva, han sido, tal y como se ha
comentado en una seccio´n previa:
Sistema extensible y ampliable
Altamente desacoplado
De alto rendimiento
2.3. Metodolog´ıas a´giles para el desarrollo del mar-
co de trabajo
Desde el comienzo del trabajo, se ha puesto especial cuidado en el ciclo de desa-
rrollo del software. En cada ciclo de desarrollo se han extraido conclusiones que han
sido aplicadas para mejorar sustancialmente el trabajo, apoya´ndose en la utilizacio´n
de metodolog´ıas a´giles, que permiten una adaptacio´n ra´pida y eficaz al cambio. La
redefinicio´n del trabajo realizado ha desembocado en un marco de trabajo que permite
la creacio´n de aplicaciones y herramientas de apoyo de manera sencilla, fa´cil y de alto
rendimiento. Para poder cumplir con los requisitos exigidos al marco de trabajo, desde
el punto de vista de su desarrollo, se ha realizado un estudio de las metodolog´ıas del
software as´ı como de los lenguajes de programacio´n y entornos de desarrollo apropiados.
La utilizacio´n de lenguajes orientados a objetos, en una primera instancia, puede
parecer que es lo ma´s ma´s apropiado, ya que permiten aplicar multitud de paradigmas
para el desarrollo del marco de trabajo como son la encapsulacio´n, polimorfismo y
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utilizacio´n de patrones de disen˜o [GHJV95] lo que hace que se pueda disponer de un
sistema ampliable, extensible. Sin embargo, para el desarrollo del marco de trabajo
se planteo´ como requisito que se pudiera integrar en los sistemas operativos actuales
con herramientas y librer´ıas de desarrollo de terceros, por lo que la utilizacio´n de
herramientas y metodolog´ıas formales no se hacen apropiados para este caso.
Una de las caracter´ısticas ma´s cr´ıticas que deb´ıa tener en cuenta el sistema era el
rendimiento del mismo, ya que deb´ıa permitir desarrollar aplicaciones para sistemas
reales donde existen dispositivos con requisitos cambiantes y de diversa naturaleza, es
decir, no se pretend´ıa disponer solo de un marco teo´rico sino que, como se presenta en
cap´ıtulos posteriores, este marco de trabajo deb´ıa poder ser utilizado, y por lo tanto
validado, en instalaciones reales.
Respecto a la seleccio´n del lenguaje de implementacio´n del marco de trabajo se
analizaron varias opciones. Una de las posibilidades que se analizaron fue la utilizacio´n
de Java; sin embargo, no se obtuvieron buenos resultados debido a que la velocidad y el
tratamiento a bajo nivel de dispositivos electro´nicos complejos resulto´ ser un ha´ndicap
insalvable. La opcio´n de utilizacio´n de C o C++ resultaba tambie´n muy apropiada
debido a su alto rendimiento y la posibilidad de ofrecer interfaces de conexio´n con
librer´ıas y APIs de terceros pero no disponer de un paradigma de programacio´n orien-
tada a objeto pura al contrario que Java tambie´n hizo que se desestimara la utilizacio´n
de este lenguaje. Finalmente se ha optado por utilizar Object Pascal ya que combina
lo bueno de una programacio´n a objetos pura donde aplicar metodolog´ıas de desarrollo
orientado a objetos y componentes, [Mey99], y el rendimiento de ejecucio´n y utilizacio´n
de recursos comparable a C y C++.
Debido a que uno de los objetivos principales de este trabajo era disponer de una
solucio´n final o marco de trabajo totalmente operativo, con la dificultad an˜adida de que
pueda ser un sistema que permita tanto su extensio´n como modificacio´n, la decisio´n de
la metodolog´ıa elegida para su desarrollo ha sido sumamente importante.
Las metodolog´ıas tradicionales, como el desarrollo en cascada (Figura 2.1) (que es
un enfoque metodolo´gico que dispone el proceso de desarrollo en etapas y una vez
finalizadas se dispone del sistema final), han dejado de ser apropiadas para sistemas no
cerrados y que pueden cambiar como es el caso de los sistemas energe´ticos: el sistema
final se pretende que siga siendo un sistema vivo y que tenga capacidad para reaccionar
ante modificaciones y cambios de requisitos que no pueden preverse a priori.
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Figura 2.1: Metodolog´ıa de desarrollo en cascada
Por ello, para los desarrollos de este trabajo se ha elegido la utilizacio´n de meto-
dolog´ıas a´giles. Estas metodolog´ıas se basan en un desarrollo iterativo e incremental
(Figura 2.2), [Gri91], de manera que se establece un ciclo de vida en cada iteracio´n y
se aplican diversas estrategias y procedimientos para mejorar la calidad del producto
final.
Figura 2.2: Metodolog´ıa de desarrollo a´gil
Las metodolog´ıas a´giles fueron inicialmente propuestas en febrero de 2001, en una
reunio´n en la que estuvieron expertos en distintos tipos de metodolog´ıa (Programacio´n
Extrema, SCRUM, DSDM, Desarrollo de Software Adaptativo, Crystal, Desarrollo
Guiado por Caracter´ısticas y otros similares) y cuyo objetivo era consensuar una al-
ternativa para el proceso de desarrollo de software. Tras esta reunio´n hicieron pu´blico
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el ”Manifiesto para el Desarrollo A´gil de Software”1 que valora:
Individuos e interacciones sobre procesos y herramientas.
Software funcionando sobre documentacio´n extensiva.
Colaboracio´n con el cliente sobre negociacio´n contractual.
Respuesta ante el cambio frente seguir un plan.
El desarrollo de software, segu´n este manifiesto, se basa en doce principios:
1. Nuestra mayor prioridad es satisfacer al cliente mediante la entrega temprana y
continua de software con valor.
2. Aceptamos que los requisitos cambien, incluso en etapas tard´ıas del desarrollo.
Los procesos A´giles aprovechan el cambio para proporcionar ventaja competitiva
al cliente.
3. Entregamos software funcional frecuentemente, entre dos semanas y dos meses,
con preferencia al periodo de tiempo ma´s corto posible.
4. Los responsables de negocio y los desarrolladores trabajamos juntos de forma
cotidiana durante todo el proyecto.
5. Los proyectos se desarrollan en torno a individuos motivados. Hay que darles el
entorno y el apoyo que necesitan, y confiarles la ejecucio´n del trabajo.
6. El me´todo ma´s eficiente y efectivo de comunicar informacio´n al equipo de desa-
rrollo y entre sus miembros es la conversacio´n cara a cara.
7. El software funcionando es la medida principal de progreso.
8. Los procesos A´giles promueven el desarrollo sostenible. Los promotores, desarro-
lladores y usuarios debemos ser capaces de mantener un ritmo constante de forma
indefinida.
9. La atencio´n continua a la excelencia te´cnica y al buen disen˜o mejora la Agilidad.
10. La simplicidad, o el arte de maximizar la cantidad de trabajo no realizado, es
esencial.
11. Las mejores arquitecturas, requisitos y disen˜os emergen de equipos auto-organizados.
1Firmantes del manifiesto: Kent Beck, Mike Beedle, Arie van Bennekum, Alistair Cockburn, Ward
Cunningham, Martin Fowler, James Grenning, Jim Highsmith, Andrew Hunt, Ron Jeffries, Jon Kern,
Brian Marick, Robert C. Martin, Steve Mellor, Ken Schwaber, Jeff Sutherland and Dave Thomas
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12. A intervalos regulares el equipo reflexiona sobre co´mo ser ma´s efectivo para a
continuacio´n ajustar y perfeccionar su comportamiento en consecuencia.
El principal objetivo de la utilizacio´n de las metodolog´ıas a´giles es el de minimizar
los riesgos. Para conseguir este objetivo los desarrollos que se hacen se van liberando
en cortos periodos de tiempo. De esta manera, en cada ciclo o iteracio´n se intentan
an˜adir pocas funcionalidades y se hace e´nfasis en que la calidad del co´digo sea la mejor
posible. Normalmente, en este tipo de metodolog´ıa se utilizan te´cnicas de refactoriza-
cio´n [Ker04], pruebas unitarias e integracio´n continua para el control, el seguimiento y
garantizar la calidad del producto que esta´ siendo desarrollado.
2.3.1. Programacio´n extrema
La programacio´n extrema o eXtreme Programming (XP) es una metodolog´ıa de
desarrollo de la ingenier´ıa de software formulada por Kent Beck, [Bec99]. Es una de
las metodolog´ıas a´giles de desarrollo del software. XP se diferencia de las metodolog´ıas
tradicionales, al igual que el resto de las metodolog´ıas a´giles, en que pone mayor e´nfasis
en la capacidad de adaptacio´n al cambio de requisitos frente a la previsibilidad. El
cambio de requisitos se considera dentro de las metodolog´ıas a´giles como algo natural,
inevitable e incluso deseable, por lo que la metodolog´ıa que mejor pueda enfrentarse
a esta situacio´n conseguira´n una mayor tasa de e´xito aproxima´ndose de esta manera
al comportamiento natural y de la manera menos trauma´tica a lo que se considera
la vida de un producto software. En este caso se invierte menos esfuerzo intentando
definir todos los requisito para as´ı disponer de mayores recursos al tener que evitar
controlar los cambios de los mismos. Esto hace justamente algo deseable cuando nos
enfrentamos al desarrollo de un sistema sujeto al cambio como un marco de trabajo.
La Programacio´n Extrema puede considerarse como la utilizacio´n y aplicacio´n de
las mejores metodolog´ıas de desarrollo durante todo el ciclo de desarrollo del software
aplica´ndolas de manera dina´mica y continua.
Algunos de los valores sobre los que se sustenta la programacio´n extrema son:
Simplicidad: Es la base de la XP. Cuanto ma´s simple este´ desarrollado ma´s fa-
cilidad de mantenimiento y menos errores podra´n generarse. La simplicidad no
solo se aplica al co´digo fuente sino tambie´n a la documentacio´n premiando el
co´digo autocomentado ya que su detallada expresividad desde el punto de vista
sinta´ctico no afecta al rendimiento del mismo. En este sentido, se potencia el uso
de te´cnicas de refactorizacio´n, donde el cambio sinta´ctico no afecta al compor-
tamiento sema´ntico del co´digo, y que permiten simplificarlo significativamente,
dota´ndolo de una mayor expresividad
Comunicacio´n: fundamentalmente a trave´s del co´digo autocomentado. El mejor
canal de comunicacio´n debe ser el propio co´digo. Debe estar autocomentado de-
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jando los comentarios expl´ıcitos solo para aquello que no vaya a variar como el
objetivo de una clase o procedimiento. Otra de las formas de que el co´digo se
exprese debe ser a trave´s de las pruebas unitarias donde se muestra realmente su
funcionalidad con los tests aplicados. Todo esto sumado a la estrecha colabora-
cio´n con otros programadores o el cliente (programacio´n a pares), quien puede
indicar que´ prioridad tienen las funcionalidades a implementar, hacen que la co-
municacio´n sea un elemento de gran valor durante el ciclo de desarrollo software.
Retroalimentacio´n: Es importante que el usuario final se encuentre involucrado
durante todo el desarrollo del proyecto disponiendo en todo momento de sus
comentarios y necesidades, as´ı como informarle continuamente de los avances
gracias a los ciclos cortos de liberacio´n del producto que esta´ siendo desarrollado
y que propone esta metodolog´ıa.
Las caracter´ısticas de la Programacio´n Extrema la hacen apropiada como metodo-
log´ıa con la que se ha abordado este proyecto y se ha materializado la arquitectura
subyacente. As´ı, algunas de las te´cnicas ma´s importantes que se pueden utilizar pa-
ra aplicar esta metodolog´ıa de manera adecuada son la refactorizacio´n, el desarrollo
dirigido por pruebas y la integracio´n continua.
Las te´cnicas de refactorizacio´n de co´digo se presentaron inicialmente en 1991 en la
tesis doctoral de William G. Griswold [Gri91]; una catalogacio´n y explicacio´n detallada
de las mismas se recoge en [Fow99]. La refactorizacio´n se puede aplicar para mejorar
la calidad y expresividad del co´digo fuente. Es una te´cnica que ni resuelve errores ni
an˜ade ninguna funcionalidad pero su aplicacio´n hace que el co´digo sea ma´s claro, que se
reduzca su complejidad y que se genere un co´digo ma´s fa´cil de mantener. La aplicacio´n
de las te´cnicas de refactorizacio´n pueden aplicarse de manera indeterminada sobre
todos los puntos del co´digo fuente o puede aplicarse siguiendo una estrategia definida
para, por ejemplo, llegar a aflorar patrones subyacentes dentro del co´digo y as´ı poder
transformarlo en patrones conocidos, [GHJV95]. Esto se denomina refactorizar hacia
patrones de disen˜o [Ker04].
Otra de las te´cnicas, como la aplicacio´n de un ciclo de desarrollo dirigido por prue-
bas, puede describirse con los siguientes pasos (figura 2.3):
Se escribe un test para una clase o mo´dulo determinado, y se desarrolla el test
hasta lograr compilarlo.
Inicialmente el test aplicado a dicha clase o mo´dulo no funciona ya que todav´ıa
no se ha implementado la funcionalidad requerida.
Implementar la funcionalidad requerida y conseguir que pase el test.
Una vez pasado el test sobre la funcionalidad buscada se aplican te´cnicas de
refactorizacio´n.
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Figura 2.3: Ciclo de desarrollo basado en pruebas unitarias
El desarrollo es, por tanto, totalmente guiado por las pruebas. Adema´s, la utilizacio´n
de pruebas unitarias ayuda a la documentacio´n, ya que el test describe por si mismo la
funcionalidad a implementar, y permite mantener el co´digo ma´s desacoplado ya que la
deteccio´n de un error se detecta en cada test y la propia naturaleza de la aplicacio´n de
un test hace que la implementacio´n deba mantenerse aislada para poder ser probada.
Por u´ltimo, de acuerdo con la propuesta hecha en [Bec99], la programacio´n no es
solo un problema de divide y vencera´s, sino un problema de divide, prueba, integra y
vencera´s. Por ello, cada desarrollo que se ha hecho en este trabajo ha ido integra´ndose
de manera continua. El este sentido, durante el desarrollo del marco de trabajo se han
identificado unas etapas recurrentes y la comprobacio´n para pasar de una etapa a otra
se ha hecho de forma automatizada, en el sentido de que se ha comprobado que la base
completa del co´digo compila sin errores y cada unidad pasa los tests correspondientes.
Disponer de estos mecanismos ha permitido, por una parte, tener la seguridad de que
lo que se ha ido desarrollando funcionaba, y por otra, acortar el tiempo de produccio´n.
Algunos de los pasos que se han seguido para asegurar la integracio´n continua son:
Integracio´n de los diferentes recursos externos necesarios que forman parte de los
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requisitos necesarios para compilar o ejecutar el proyecto.
Vigilancia del repositorio de co´digo del proyecto en busca de modificaciones para
compilar o ejecutar el producto.
En caso de compilacio´n correcta ejecutar los test unitarios que forman parte de
proyecto.
Generacio´n del producto y/o despliegue sobre un sistema o entorno de desarrollo
de produccio´n o pruebas.
2.4. Conclusiones
En este cap´ıtulo se ha hecho una revisio´n de lo que es un marco de trabajo y su
utilizacio´n en distintos campos, ya que la propuesta de este trabajo es desarrollar un
marco de trabajo para la gestio´n de sistemas energe´ticos.
Para el desarrollo de este marco de trabajo y debido a su complejidad, se ha consi-
derado que deben utilizarse metodolog´ıas que permitan tener en cuenta la especificidad
de este tipo de sistemas, fundamentalmente los cambios que se requerira´n a los siste-
mas de manera que permitan la integracio´n de nuevos componentes y/o mo´dulos como
la incorporacio´n de modelos de ana´lisis y mecanismos de evaluacio´n y prediccio´n del
funcionamiento. Para dar respuesta a esto, se han analizado las distintas metodolog´ıas
de desarrollo que pueden utilizarse y se han descrito aquellas que se proponen utilizar
para el desarrollo de la parte pra´ctica de este trabajo.
Se propone la utilizacio´n de metodolog´ıas a´giles, as´ı como un proceso de construc-
cio´n y despliegue automatizado que permita la ejecucio´n de test de unidad para evitar
la inclusio´n de nuevos errores y garantizar as´ı una calidad no solo en el resultado final
sino del producto al completo durante todas las fases de su desarrollo.
“Programar sin una arquitectura o
disen˜o en mente es como explorar
una gruta solo con una linterna: no
sabes do´nde esta´s, do´nde has estado
ni hacia do´nde vas”
– Danny Thorpe
3
Marco de trabajo para el desarrollo de
software para la gestio´n de sistemas
energe´ticos
3.1. Introduccio´n
Una vez establecidos los conceptos de marco de trabajo y arquitectura software
as´ı como las distintas metodolog´ıas de desarrollo que pueden ser utilizadas, en este
cap´ıtulo se presenta el marco de trabajo y la arquitectura que se proponen para el
desarrollo del software que permita la gestio´n de sistemas energe´ticos. En este a´mbito,
el marco de trabajo que se propone puede ser definido como:
Un conjunto integrado de clases e interfaces que pueden ser utilizadas por los desa-
rrolladores de sistemas de adquisicio´n de datos, gestio´n energe´tica, evaluacio´n del fun-
cionamiento y prediccio´n de la produccio´n de sistemas energe´ticos para el desarrollo de
soluciones software que den respuesta a estas necesidades.
Como en cualquier marco de trabajo, se hace una propuesta de la arquitectura del
mismo para que sea posible despue´s desarrollar una estructura de clases e interfaces que
implementen las funcionalidades requeridas y que pueda ser fa´cilmente ampliada y uti-
lizada gracias a las te´cnicas de herencia, polimorfismo, composicio´n e implementacio´n.
El marco de trabajo se ha desarrollado utilizando metodolog´ıas a´giles como las expues-
tas en el cap´ıtulo 2 para garantizar una calidad en el software resultante. A partir del
mismo, se pueden desarrollar programas para la gestio´n de sistemas energe´ticos de ma-
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nera sencilla dando solucio´n a los problemas de definicio´n, modelizado, comunicacio´n,
publicacio´n y ana´lisis de dichos sistemas.
Segu´n lo propuesto por [Sch97], en el dominio de la gestio´n de sistemas energe´ticos
de media y baja potencia, esta´ justificado el desarrollo de un marco de trabajo ya
que se cumplen las dos condiciones que se apuntan en esa propuesta: el mercado en el
que se utilizara´ empieza a ser muy competitivo y exige el desarrollo de aplicaciones en
plazos muy cortos de tiempo y el dominio de aplicacio´n es tambie´n complejo y, como se
apunto´ en el cap´ıtulo 1 implica el desarrollo de aplicaciones que resuelven los mismos
problemas para distintos sistemas. En el trabajo de [SAL+] se analizan los requisitos y
se hace una primera propuesta de una arquitectura reconfigurable para su utilizacio´n
en dispositivos electro´nicos y recursos de energ´ıa renovable.
3.2. Propuesta de arquitectura software
La arquitectura software que se propone en esta tesis se basa en la separacio´n
del software en varias capas, cada una de las cuales incluye una serie de componen-
tes basados en interfaces especializados que ofrecen funcionalidades para la definicio´n,
modelizado, comunicacio´n, almacenamiento, supervisio´n, evaluacio´n y prediccio´n del
funcionamiento de sistemas energe´ticos gene´ricos. Adema´s, tiene en cuenta las simili-
tudes que presentan los sistemas energe´ticos gene´ricos, dejando las particularidades de
cada tipo de sistema para su consideracio´n como extensiones al marco de trabajo. En la
misma se definen los esta´ndares que se utilizara´n para el establecimiento de conexiones
y coordinacio´n entre los componentes de cada capa.
Como una parte muy importante de la propuesta, se propone una solucio´n al proble-
ma de la unificacio´n de los mecanismos de comunicacio´n con todos los dispositivos que
forman parte de una instalacio´n. Para ello se desarrollara´n mecanismos que permitan
resolver de una manera sencilla los problemas de interconexio´n. La propuesta de utiliza-
cio´n de este mecanismo de comunicaciones se extiende tambie´n para los componentes
espec´ıficos de ana´lisis, evaluacio´n y prediccio´n basados en sistemas inteligentes y de
aprendizaje automa´tico que se proponen en esta tesis y que se describen en detalle en
el cap´ıtulo 8. Por otra parte, el desarrollo del marco de trabajo en varias capas permite
desacoplar la complejidad del sistema y adema´s facilita que se puedan implementar
nuevas funcionalidades y/o componentes de manera ma´s ra´pida y sencilla.
En concreto la arquitectura propuesta para la gestio´n de sistemas energe´ticos tiene
en cuenta:
La definicio´n o caracterizacio´n del sistema que se desea gestionar, por lo que
debemos disponer de mecanismos para el modelizado de las instalaciones.
El tipo de servicio que se ofrece, que puede ir desde solo la monitorizacio´n hasta
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la prediccio´n del funcionamiento, pasando por otro tipo de servicios como son
supervisio´n y vigilancia energe´tica, ana´lisis y evaluacio´n.
Las formas de interaccio´n entre los usuarios y el sistema, lo que incluye los dis-
tintos perfiles y roles de usuario que habra´ que considerar.
La integracio´n de los diferentes dispositivos que forman parte del sistema y de
los que hay que resolver la forma de intercambio de informacio´n entre ellos cen-
tralizando en la medida de lo posible los datos que cada uno suministra.
Los mecanismos de interconexio´n entre el sistema completo y el exterior para dis-
poner de un canal de comunicacio´n en caso de sistemas remotos o de publicacio´n
externa.
Las necesidades o requisitos finales a los que dar solucio´n para disponer de una
visio´n tanto cuantitativa como cualitativa de un sistema energe´tico completo.
Se debe dar respuesta a estos requisitos de manera flexible para que se puedan,
a partir de la misma, extender y desarrollar las soluciones software en funcio´n de los
subsistemas y configuracio´n de cada sistema energe´tico.
El disen˜o de la arquitectura software para el desarrollo del marco de trabajo se ha
basado en la separacio´n del software en varias capas y en la definicio´n de las relaciones
entre los componentes en cada capa. La representacio´n gra´fica de la arquitectura pro-
puesta se muestra en la figura 3.1. En esta representacio´n se muestran de forma visual
los componentes de la arquitectura y sus relaciones.
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Figura 3.1: Arquitectura software propuesta
3.2.1. Definicio´n de las capas del marco de trabajo
Las capas que se han incluido son las siguientes:
1. Acceso a la base de datos: la capa ma´s baja proporciona un acceso abstracto a
la gestio´n de la base de datos utilizada, tanto para almacenar el modelizado de
los programas de gestio´n y evaluacio´n que se desarrollan a partir del marco de
trabajo como para recuperar la informacio´n de los dispositivos que se integran
en cada sistema para el que se construye una aplicacio´n. Gracias a utilizar una
capa intermedia, se evita tener una dependencia estricta con un sistema gestor
de base de datos determinado. Este nivel de desacoplo permite la utilizacio´n de
cualquier sistema gestor de base de datos, ya sea propietario o de co´digo abierto.
En esta capa se incluyen los siguientes componentes:
El sistema de almacenamiento de los valores de los canales y alarmas de
cada dispositivo, que es el responsable de guardar los datos recibidos desde
la capa superior y de proporcionar los mecanismos de persistencia para estos
datos.
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El sistema de caracterizacio´n de la instalacio´n, que proporciona herramientas
para modelizar las instalaciones y sus subsistemas, incluyendo su represen-
tacio´n de una forma gene´rica y ofrece, por tanto, un modelo con persistencia
de datos para la monitorizacio´n y evaluacio´n de dichos sistemas.
La capa abstracta de base de datos, que proporciona la comunicacio´n con
el gestor de la base de datos. Esta capa establece las asociaciones entre los
datos recuperados y el modelizado del sistema.
2. Capa del Dominio: esta capa permite caracterizar cada sistema energe´tico para
el que se quiera construir una aplicacio´n de gestio´n a partir del marco de trabajo
desarrollado. Esta caracterizacio´n se hace de manera gene´rica e incluye la caracte-
rizacio´n de los subsistemas que lo componen; se utiliza un modelo con persistencia
de datos. Se realiza una descripcio´n conceptual del sistema junto con todos los
dispositivos que lo integran lo que permite que sean tratados de manera abstracta
y consistente. Los elementos y dispositivos del sistema energe´tico se modelizan
junto con todos los canales y fuentes de datos, as´ı como sus caracter´ısticas f´ısicas
y te´cnicas. El marco de trabajo junto con la base de datos proporciona un canal
de acceso al repositorio de componentes (dispositivos y modelos implementados)
para facilitar el disen˜o y modelizado de cada sistema. En esta capa se desarrollan
los siguientes componentes relacionados con el dominio de aplicacio´n del marco
de trabajo:
Generador de scripts que permite incluir lenguajes de guio´n o archivos de
procesamiento por lotes programados en distintos lenguajes para modificar
los valores de los canales y medidas, tal y como se explicara´ ma´s adelante.
Tambie´n se permite generar medidas estimadas utilizando para ello funcio-
nes programadas en las aplicaciones finales generadas.
El subsistema de tiempo real permite la conexio´n f´ısica con las plantas que
se monitorizan y evalu´an en tiempo real, estableciendo una comunicacio´n
con cada dispositivo de la instalacio´n siguiendo la configuracio´n adecuada
definida anteriormente.
El subsistema de adquisicio´n de datos permite recuperar los datos histo´ricos
almacenados en los subsistemas de cada uno de los dispositivos que con-
forman una instalacio´n. Se conecta a ellos siguiendo la particularidad de
cada uno definida anteriormente y descarga la informacio´n relevante que es
necesaria para su posterior ana´lisis.
El planificador y gestor de las conexiones es el sistema responsable de de-
finir y ejecutar las tareas programadas o planificadas para la conexio´n y
recuperacio´n de la informacio´n de los dispositivos de una instalacio´n dada
utilizando los componentes de la capa anteriormente definidos.
Esta capar permite utilizar tanto la capa comunicacio´n para conectar con cada
dispositivo como programar scripts para que sean ejecutados. Esta capa establece
la asociacio´n entre los datos recuperados y el modelizado de sistemas.
3. La capa de comunicaciones esta´ conectada a la capa de dominio de la instalacio´n
proporcionando el modelizado de la conexio´n y la capacidad del intercambio de
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informacio´n con cada dispositivo. La recuperacio´n de la informacio´n puede reali-
zarse bien utilizando tiempo real o bien mediante un planificador para recuperar
la informacio´n almacenada en cada dispositivo. Como ya se ha mencionado, des-
pue´s de que los datos se hayan recuperado desde de los distintos dipositivos, es
posible utilizar scripts que ejecuten las operaciones especificadas, en la capa de
modelizado, para cada uno de los elementos incluidos en cada dispositivo con el
fin de realizar las transformaciones necesarias para su ana´lisis o representacio´n.
4. La capa de herramientas es donde se desarrollan las utilidades que permiten, entre
otras, la elaboracio´n de informes o la publicacio´n de la informacio´n almacenada
en las bases de datos. Esta capa tiene acceso a todos los datos almacenados en
la base de datos as´ı como el modelizado y caracterizacio´n de cada sistema.
Con esta arquitectura basada en capas o niveles se permite que se construyan solu-
ciones para la gestio´n de instalaciones gene´ricas donde cada capa es la responsable de
cubrir cada una de las necesidades que surgen para la gestio´n de este tipo de instala-
ciones. Gracias al modelizado de la instalacio´n y de cada dispositivo, a la definicio´n e
implementacio´n del protocolo de comunicaciones y a la caracterizacio´n de cada canal
de informacio´n se puede disponer de un sistema de tratamiento de la informacio´n de
la instalacio´n que se vaya a gestionar.
En los siguiente cap´ıtulos se presentara´n los modelos de datos y estructuras nece-
sarias para la implementacio´n de la arquitectura de capas propuesta, de manera que
se pueda representar de manera abstracta cualquier sistema energe´tico que se quiera
monitorizar y gestionar partiendo de la descripcio´n de cada uno de los subsistemas y
dispositivos que lo integran.
3.3. Marco de trabajo propuesto
La implementacio´n de esta arquitectura de capas se realizara´ utilizando clases e
interfaces que junto a las relaciones entre ellas formara´n parte del marco de trabajo a
partir del que se podra´n desarrollar aplicaciones de manera ma´s ra´pida, ya que pro-
porcionara´ gran parte del co´digo necesario para el manejo de los distintos escenarios.
Permitira´ tambie´n la extensio´n de servicios que las clases proporcionan de una manera
sencilla. As´ı, el marco de trabajo proporcionado por la biblioteca de clases que se pro-
pone es un importante y facilitador punto de partida para construir nuevas aplicaciones
permitiendo una reduccio´n importante en el tiempo de desarrollo de estas aplicaciones
y la reutilizacio´n y portabilidad del co´digo desarrollado.
Desde el punto de vista funcional las clases que se proponen se pueden clasificar de
la siguiente forma:
Clases orientadas a la interfaz de usuario
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Clases de propo´sito general para ayuda a la implementacio´n
Clases para la gestio´n de usuarios
Clases para la gestio´n de plantas y dispositivos
Clases para la gestio´n y configuracio´n de los para´metros de las comunicaciones y
protocolos
Clases para la utilizacio´n modelos de evaluacio´n y prediccio´n
3.4. Propuesta de metodolog´ıa de desarrollo
La metodolog´ıa que se propone aplicar para el desarrollo del marco de trabajo se
basa en la utilizacio´n de metodolog´ıas a´giles aplicando ciclos iterativos, segu´n lo que
se ha descrito en el cap´ıtulo 2. Esto permite ir refinando el disen˜o y la implementa-
cio´n llegando a ciertas conclusiones y buenas pra´cticas. Con esta metodolog´ıa se puede
desarrollar un buen disen˜o que sea altamente modular, que tenga las mı´nimas depen-
dencias entre clases e interfaces y se dispone de un sistema altamente desacoplado pero
fa´cilmente extensible.
La propuesta que se hace en este trabajo pasa por la utilizacio´n masiva de in-
terafaces, la poca utilizacio´n de los mecanismos de herencia frente a los me-
canismos de composicio´n y la implementacio´n contra abstracciones. Basa´ndo-
se en estas premisas se propone una solucio´n al problema del diamante en la arquitec-
tura software que ha sido de mucha utilidad en el desarrollo del marco de trabajo.
3.4.1. Implementacio´n contra abstracciones
Uno de los objetivos de un desarrollo altamente desacoplado consiste en separar
la definicio´n de la implementacio´n y el elemento disponible para realizar este tipo de
arquitectura es la utilizacio´n de interfaces. De esta manera, un interfaz define una
relacio´n de servicios disponibles sin tener en cuenta la implementacio´n de los mismos.
As´ı, siempre que se establezca un interfaz para definir reglas o servicios disponi-
bles se estara´ creando una dependencia contra servicios sin tener en cuenta los detalles
de la implementacio´n de los mismos por lo que no existira´n referencias a otros pun-
tos del co´digo. Adema´s existe la ventaja de que al poder separar completamente la
implementacio´n de la lo´gica, se pueden realizar pruebas o test unitarios sobre las in-
terfaces y cambiar la implementacio´n de manera sencilla para probar el co´digo que se
va generando.
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Figura 3.2: Conjunto de interfaces que definen el marco de trabajo
El marco de trabajo desarrollado consistira´ por lo tanto, en un conjunto de inter-
faces relacionadas y clases que implementan dichas interfaces y pueden ser extendidas
cumpliendo la implementacio´n a la que se comprometan segu´n su interfaz, segu´n se
muestra, como ejemplo, en la Fig. 3.2.
3.4.2. Desarrollo utilizando interfaces
Durante el desarrollo de este marco de trabajo ha sido necesario desarrollar una
gran cantidad de interfaces para la definicio´n del mismo. As´ı, la declaracio´n de la
interfaz estipula la relacio´n entre otras interfaces y declara el comportamiento que
debe implementar la clase que declare dicho interfaz, segu´n se muestra en la Fig. 3.3.
Figura 3.3: Implementacio´n contra abstracciones
De esta manera, una interfaz se relaciona con otra simplemente por su declaracio´n
pero deben ser la clases que las implementan las encargadas de hacer valido dicho
comportamiento a nivel sema´ntico.
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3.4.3. Composicio´n frente herencia: una propuesta de solucio´n
al problema del diamante en la arquitectura software
Los mecanismos principales disponibles para la extensio´n y relacio´n entre clases
son la composicio´n y la herencia. Durante mucho tiempo se ha premiado el uso de
la herencia frente a otros mecanismos pero han surgido muchos problemas debido a
que es muy dif´ıcil crear una jerarqu´ıa y una relacio´n entre clases poco acopladas. Este
problema, comu´nmente conocido como el problema del diamante, ver Fig. 3.4, ha llevado
a redefinir la forma en las que modelizar las arquitecturas de clases en otras donde se
eviten estos problemas.
Figura 3.4: Herencia mu´ltiple o problema del diamante
Para dar solucio´n a este problema, los lenguajes de programacio´n como C++ han
permitido la herencia mu´ltiple utilizando mecanismos para desambigu¨ar en caso de que
existan me´todos o atributos repetidos en las clases superiores. Sin embargo, el lenguaje
de programacio´n que se ha utilizado en este trabajo, basado en Object Pascal, no per-
mite la utilizacio´n de la herencia mu´ltiple, al cen˜irse a un paradigma de programacio´n
orientada a objetos ma´s puro, por lo que se ha tenido que buscar una solucio´n ma´s
apropiada.
Haciendo uso de la capacidad de poder asignar varios interfaces a una misma clase,
la propuesta que se hace es la de asignar a las clases con varios ancestros la definicio´n de
comportamiento, en lugar de implementaciones. De esta forma se pasa de una herencia
mu´ltiple a la asignacio´n de mu´ltiples definiciones de interfaz, segu´n se muestra en la
Fig. 3.5.
En muchos casos, esta solucio´n resuelve los problemas asociados a la herencia mu´lti-
ple, pero en el caso de que la finalidad sea la de reutilizar co´digo implementado por el
ancestro, acarreara´ un nuevo problema. El hecho de resolver de esta manera el proble-
ma del diamante conlleva la sobrecarga de la implementacio´n de las clases inferiores al
tener que soportar la reescritura del co´digo de las clases superiores para cumplir con
los requisitos que imponen las interfaces. Una mejora a esa primera solucio´n es la que
se muestra en la Fig. 3.6, que evita la situacio´n descrita.
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Figura 3.5: Primera solucio´n al problema del diamante
Figura 3.6: Mejora a la primera solucio´n propuesta al problema del diamante
En este caso, la clase inferior no necesita implementar los interfaces superiores ya
que puede implementarlos por delegacio´n sobre referencias a clases que internamen-
te puede crear. Esta solucio´n revela una estructura adecuada y permite generar una
arquitectura altamente desacoplada haciendo uso de la declaracio´n, delegacio´n y com-
posicio´n de interfaces.
3.4.4. Implementacio´n por delegacio´n de interfaces
La implementacio´n por delegacio´n de interfaces es un mecanismo que permite a
una clase pasar la responsabilidad de cumplimiento de una interfaz a otra clase que
normalmente suele ser un atributo de la misma creada con esa finalidad.
Se puede afirmar que: Dado un conjunto de interfaces, existira´ al menos una clase
que implemente dicho interfaz comprometie´ndose a validarlo sinta´cticamente y sera´ va-
lidado sema´nticamente si dicha implementacio´n supera los test asociados a dicho in-
terfaz haciendo uso de dicha clase.
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En el siguiente co´digo se muestra la propuesta para resolver el problema de la
herencia mu´ltiple utilizando interfaces y aplicando la delegacio´n para no tener que
reimplementar los me´todos asociados a dichas interfaces:
Listing 3.1: Delegacio´n de la implementacio´n de un interfaz
1 Class D = class(TObjec,Interfaz B, Interfaz C)
2 private
3 fImplIntf B : Interfaz B;
4 fImplIntf C : Interfaz C;
5 pubic
6 property ImplementaIntf B : Interfaz B read fImplIntf B write fImplIntf B implements Interfaz B;
7 property ImplementaIntf C : Interfaz C read fImplIntf C write fImplIntf C implements Interfaz C;
8 end
Una vez delegada la implementacio´n del interfaz a los atributos de la clase es posible
asignar a los mismos clases que realmente implementan el comportamiento deseado.
Esto es se puede realizar en el interior del constructor de la clase asignando la imple-
mentacio´n deseada, de acuerdo al siguiente co´digo:
Listing 3.2: Implementacio´n de la interfaz por delegacio´n de manera impl´ıcita
1 constructor Class D;
2 begin
3 fImplIntf B := Clase que implementa interfaz B.create;
4 fImplIntf C := Clase que implementa interfaz C.create;
5 end
Haciendo uso de la composicio´n de clases y la delegacio´n de interfaces, el marco
de trabajo puede extenderse y seguir un esquema desacoplado al no existir relaciones
directas entre clases en favor de las relaciones establecidas entre interfaces. As´ı, una
clase puede cambiar de implementacio´n cambiando la clase sobre la que delega la
definicio´n de la interfaz que debe cumplir sin cambiar las relaciones entre la lo´gica
establecida por el marco de trabajo y sus interfaces. Sin embargo, aunque de esta
manera se esta´ dotando al marco de trabajo de la capacidad de ser fa´cilmente conectable
y configurable, tambie´n se esta´ introduciendo un punto de rigidez al establecer dentro
de dicha clase la decisio´n de que´ implementacio´n utilizar. Para resolver esto se propone
la utilizacio´n en la implementacio´n del concepto de inyeccio´n dependencias.
3.4.5. Inyeccio´n de dependencias
La inyeccio´n de dependencias consiste en utilizar un mecanismo de asignacio´n de
manera externa de las dependencias que una clase pueda tener permitiendo desacoplar
dicha clase del resto del sistema, segu´n se muestra en la Fig. 3.7. Este mecanismo
permite adema´s poder probar dicha clase ya que puede ser utilizada de manera aislada
y conectarla a su vez con diferentes implementaciones.
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Figura 3.7: Inyeccio´n de dependencias
Un mecanismo ba´sico de la inyeccio´n de dependencias es la inyeccio´n en el cons-
tructor, segu´n se muestra en el siguiente co´digo:
Listing 3.3: Inyeccio´n de dependencias durante la construccio´n de la instancia de clase
1 constructor Class D( aClassB : Interfaz B; aClassC : Interfaz C );
2 begin
3 fImplIntf B := aClassB;
4 fImplIntf C := aClassC;
5 end
6
7 begin
8 // Se intecta a la clase D dos implementaciones particulares
9 Class D.create(Implementacion1IntfB.create, Implementacion3IntfC.create);
10 end
En este ejemplo se muestra co´mo se inyecta la dependencia durante la construccio´n
del objecto permitiendo de esta manera que la rigidez que produce la introduccio´n de
una dependencia se realice en el nivel ma´s externo del co´digo. Este mecanismo sera´ muy
utilizado en el desarrollo del marco de trabajo propuesto al haber demostrado ser una
buena pra´ctica en el disen˜o de software.
3.5. Conclusiones
En este cap´ıtulo se ha descrito de forma general la arquitectura software y el marco
de trabajo propuesto para el desarrollo de sistemas de gestio´n energe´tica. Para el marco
de trabajo propuesto se ha optado por utilizar una arquitectura basada en capas donde
cada una de ellas tiene una funcio´n determinante para el conjunto del sistema. Se ha
descrito cada una de las capas y se ha puesto de manifiesto que esta organizacio´n
permite disponer de una distribucio´n de las responsabilidades de manera aislada y
altamente desacoplada.
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Adema´s se han descrito algunos de los problemas que surgen cuando se disen˜a la
arquitectura de un sistema y se han propuesto soluciones que evitan estos problemas. La
solucio´n propuesta proporciona caracter´ısticas de algo grado de desacoplo, altamente
independiente y fa´cilmente extensible y configurable, facilitando as´ı soluciones para
problemas comunes en el desarrollo software as´ı como proporcionando indicaciones
para una implementacio´n eficiente de la arquitectura. Haciendo uso de las te´cnicas
de desarrollo orientado hacia abstracciones, se dispondra´ de una metodolog´ıa para la
codificacio´n eficiente y desacoplada de todos los sistemas que sera´n necesarios para
desarrollar el marco de trabajo.
Por u´ltimo, tal y como se explico´ en el cap´ıtulo 2, a la hora de afrontar un desarrollo
software es necesario disponer de una metodolog´ıa apropiada. En este cap´ıtulo se ha
complementado la eleccio´n de la metodolog´ıa con varias propuestas que facilitan seguir
unos paradigmas de programacio´n que permiten poner de manifiesto una potencia
expresiva suficiente para plasmar la arquitectura de manera precisa y eficiente.

“El mayor problema en la
comunicacio´n es la ilusio´n de que se
ha logrado”
– George Bernard Shaw
4
Capa de comunicaciones abstracta
4.1. Introduccio´n
En este cap´ıtulo se describe la capa de comunicaciones abstracta. Se propone un sis-
tema de comunicaciones con los dispositivos que esta´ totalmente separado de las dema´s
funcionalidades que se incluyen en el marco de trabajo. El objetivo de la propuesta que
se hace es conseguir una conectividad abierta utilizando esta´ndares abiertos. Por otra
parte, basa´ndose en el modelo que se propone en esta tesis, la integracio´n de modelos
de evaluacio´n y prediccio´n en los sistemas de gestio´n energe´tica que se desarrollen a
partir del marco de trabajo propuesto, se hara´ partiendo del mismo esquema de abs-
traccio´n que se propone para las comunicaciones. Como se justificara´ ma´s adelante,
en este mismo cap´ıtulo, esto permitira´ separar estos modelos del sistema, de manera
que se puedan modificar, ajustar, etc. para cada instalacio´n sin necesidad de tener que
redisen˜ar el sistema. As´ı, la salida y resultados de estos modelos, se proporcionara´ al
sistema como un componente ma´s.
Como es conocido, uno de los grandes retos a los que debe dar respuesta cualquier
sistema de monitorizacio´n y gestio´n de plantas energe´ticas es, sin duda, la comunicacio´n
del sistema con todos los dispositivos que forman parte del sistema. E´sta debe ser
eficiente, versa´til y flexible.
Adema´s, es necesario que se puedan integrar los sistemas de automatizacio´n para
distintos sistemas energe´ticos, como pueden ser parques eo´licos, sistemas energ´ıa solar
te´rmica, sistemas de energ´ıa solar fotovoltaica, tanto aislados como conectados a la red
ele´ctrica, sistemas de cogeneracio´n, etc.
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Debido a la gran cantidad de dispositivos, marcas, fabricantes y modelos distintos
de dispositivos que pueden formar parte de un sistema energe´tico, implementar un
protocolo de comunicaciones para cada uno de ellos supondr´ıa un gran esfuerzo y una
gran inversio´n en tiempo, teniendo en cuenta, adema´s, que no siempre se dispone de
los protocolos para todos los tipos de dispositivos que se quieran incorporar. Lo que se
plantea en este trabajo es utilizar el esta´ndar OPC (OLE/COM [Gor01], Object Linking
and Embedding / Component Model), por ser un sistema esta´ndar y homoge´neo de
comunicaciones.
Se trata de conseguir:
Generalizacio´n en las comunicaciones. As´ı, la propuesta de utilizar un esta´ndar,
a nivel de implementacio´n permite:
• Facilidad y flexibilidad en el desarrollo: Al tener una versio´n implementada
de comunicaciones con el protocolo y ser este un esta´ndar necesitara´ relati-
vamente pocos cambios para reutilizarlo con distintos dispositivos y an˜adir
distintas funcionalidades.
• Versatilidad en la monitorizacio´n de distintos dispositivos: El protocolo se
basa en un esta´ndar aprobado y bien definido que implementan distintos
modelos de dispositivos y que podra´n ser incorporados al marco de trabajo
modificando el servidor de comunicaciones que se desarrolle.
La utilizacio´n de distintos canales de comunicacio´n: Al tener implementado un
servidor OPC gene´rico se tiene la posibilidad de establecer comunicacio´n de forma
remota con dispositivos utilizando distintos medios como pueden ser tecnolog´ıas
GSM, GPRS o IP.
Creacio´n de un modelizado de dispositivos gene´ricos que no tiene un tipo ni
modelo concretos, con lo que la inclusio´n de los dispositivos y el almacenamiento
de los datos que de ellos se extraiga, permitira´ una fa´cil e inmediata integracio´n
en la base de datos.
Para dar respuesta a estos requisitos se propone descomponer el sistema de comu-
nicaciones en tres niveles:
Nivel del dispositivo: en este nivel se tiene en cuenta el dispositivo concreto con
el que se va a intercambiar la informacio´n y en e´l se configuran los para´metros
espec´ıficos de cada dispositivo.
Nivel del protocolo: Se define el protocolo de comunicaciones entre el dispositivo
y el sistema de gestio´n.
Nivel del medio f´ısico: se define el medio f´ısico por el que se va a efectuar el
intercambio de informacio´n entre el sistema y el dispositivo. En este nivel se
configuran los para´metros espec´ıficos del medio f´ısico elegido.
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4.2. Tecnolog´ıa OPC
Para establecer las comunicaciones con los distintos dispositivos f´ısicos y virtuales
que forman parte de un sistema energe´tico, correspondientes al nivel de protocolo, se
propone, como se ha comentado anteriormente, la utilizacio´n del esta´ndar de comu-
nicacio´n basado en la tecnolog´ıa OPC, que permite resolver de una manera sencilla
los problemas de interconexio´n, segu´n la arquitectura OPC Cliente/Servidor que se
muestra en la figura 4.1.
Figura 4.1: Arquitectura OPC Cliente/Servidor
La tecnolog´ıa OPC esta´ basada en la tecnolog´ıa OLE/COM (Objetct Linking and
Embedding/ Component Model from Microsoft), [Gor01], [LLH+05]. Por una parte,
OPC es un esta´ndar abierto para comunicaciones utilizado en el sector industrial para
conectar los sistemas de supervisio´n y adquisicio´n de datos e interfaces hombre-ma´qui-
na con los sistemas f´ısicos de control, [Hol04], y se ha utilizado ya en el a´mbito de
la monitorizacio´n de sistemas energe´ticos, por ejemplo, en [GCTL08]. Por otra parte,
OPC es un esta´ndar que permite el desarrollo de componentes para interconectar siste-
mas dispersos creando soluciones robustas y proporcionando interoperabilidad de una
manera eficiente, ya que la utilizacio´n de este esta´ndar permite reducir tiempos y cos-
tes en el desarrollo de sistemas de control. OPC define un esta´ndar de intercambio de
informacio´n y las reglas de negociacio´n entre dispositivos de diferentes tipos utilizando
el paradigma cliente/servidor. Adema´s, OPC permite de manera sencilla soluciones
totalmente escalables que facilitan futuros cambios y la ampliacio´n de los sistemas que
se desarrollan usando este esta´ndar. El disen˜o de interfaces OPC soporta arquitecturas
distribuidas.
En la actualidad el esta´ndar OPC esta´ apoyado por ma´s de 200 empresas e institu-
ciones como son Microsoft, CERN, Compac o National Instruments, lo que garantiza
un mantenimiento, revisio´n y mejoras continuas del esta´ndar para dar respuestas a los
nuevos desarrollos. La evolucio´n del esta´ndar OPC esta´ soportado por la fundacio´n
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OPC que es la responsable de crear las especificaciones y dirige la evolucio´n de las
mismas.
El acceso a servidores OPC remotos se realiza utilizando la tecnolog´ıa Distributed
Component Object Model (DCOM) [Gor01]. Esta tecnolog´ıa permite que componentes
heteroge´neos operen en distintas plataformas y protocolos de red. Los objetivos que
se persiguen al usar esta tecnolog´ıa es que as´ı sera´ posible dar respuesta de manera
ma´s ra´pida y eficaz a cambios en la configuracio´n de los sistemas que se gestionen,
permitiendo adema´s interoperar en ambientes heteroge´neos y cambiantes e incorporar
nuevas tecnolog´ıas (de los susbsistemas que integran los sistemas energe´ticos objeto de
esta tesis).
Algunos de los problemas que se han planteado a la utilizacio´n del esta´ndar OPC y
a las tecnolog´ıas DCOM en sistemas industriales son el coste computacional que tiene
esta tecnolog´ıa con las implementaciones actuales de los protocolos, [MT07], lo que
hace que no sean muy adecuadas para sistemas en tiempo real. Sin embargo, para el
desarrollo de programas de gestio´n y evaluacio´n de sistemas energe´ticos de pequen˜a y
media potencia, que son el dominio de aplicacio´n de este trabajo, esto no es una barrera
ya que todas estas tareas pueden hacerse con cierto retraso sin que esto suponga ningu´n
problema (hay que tener en cuenta que lo que se propone en este trabajo es un desarrollo
para la gestio´n y evaluacio´n, no la actuacio´n sobre las plantas, tarea que esta´ siendo
desarrollada hasta la fecha por personal especializado).
En un escenario t´ıpico donde convergen multitud de dispositivos diferentes se hace
necesario disponer y desarrollar un controlador apropiado para cada dispositivo. En
sistemas pequen˜os esto puede ser asumido pero cuando deseamos tener una solucio´n
general para cualquier tipo de problema vemos que esta complejidad an˜adida hace que
cualquier configuracio´n se vea repercutida negativamente por la necesidad de interco-
nexio´n entre todos los sistemas como puede verse en la figura 4.2.
OPC define un esta´ndar de intercambio de informacio´n y las reglas de negociacio´n
entre dispositivos de diferentes tipos utilizando el paradigma cliente/servidor. As´ı cual-
quier dispositivo que posea un software de control de tipo OPC podra´ conectarse con
cualquier software cliente OPC, lo que permite que los sistemas basados en este esta´ndar
cuenten con una gran flexibilidad y conectividad, y la capacidad de an˜adir diferentes
dispositivos a un software de adquisicio´n de datos, gestio´n y supervisio´n sin necesidad
de modificar todo lo que se ha desarrollado previamente, como se muestra en la figura
4.3.
Otra de las ventajas importantes asociada al uso de esta tecnolog´ıa es el grado de
reutilizacio´n del software: los componentes que se crean para un sistema pueden ser
reutilizados en otros sistemas que se basen en la misma tecnolog´ıa, de manera que se
pueden conectar e integrar dispositivos heteroge´neos. Desde este punto de vista, esta
tecnolog´ıa permite que los desarrollos se centran ma´s en las funcionalidades de los
componentes.
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Figura 4.2: Problema de la interconexio´n entre multitud de dispositivos
OPC dispone de una serie de especificaciones esta´ndares. El primer esta´ndar (origi-
nalmente llamado Especificacio´n OPC y ahora Especificacio´n de Acceso a Datos - Data
Access Specification) surgio´ como resultado de la colaboracio´n que se establecio´ entre
Microsft y algunas de las empresas ma´s importantes en el desarrollo de sistemas de
automatizacio´n. Las especificaciones definieron un esta´ndar de objetos, interfaces y
me´todos basados basado en la tecnolog´ıa de modelo de objeto (OLE COM) y el modelo
de objectos distribuido (DCOM), para su uso en el proceso de control y monitorizacio´n
en sistemas de automatizacio´n. Por ello, la tecnolog´ıa COM/DCOM proporciona un
marco de trabajo para el desarrollo de productos software. Las especificaciones origi-
nales sirvieron para la estandarizacio´n de los procesos de adquisicio´n de datos. En la
actualidad, y por las ventajas que supone, estas se han ido extendiendo tambie´n a las
comunicaciones entre otro tipo de datos. Las actuales especificaciones OPC incluyen:
OPC Data Access (OPC DA): esta especificacio´n es usada para el acceso a datos
en tiempo real desde cualquier dispositivo hacia o desde el software cliente u otros
dispositivos de visualizacio´n. Proporciona capacidades avanzadas de inspeccio´n
de items e incorpora la capacidad de trabajar con XML.
OPC Alarmas y Eventos: se proporcionan notificaciones de alarmas y eventos bajo
demanda (en lugar de estar continuamente recuperando y comprobando condi-
ciones de los datos utilizando OPC DA). Incluye procesos de alarma, acciones,
mensajes de informacio´n y seguimientos de eventos para su posterior estudio.
OPC Batch: proporciona a la tecnolog´ıa OPC la especializacio´n para realizar
procesos por lotes.
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Figura 4.3: Solucio´n al problema de la interconexio´n entre multitud de dispositivos
OPC Data eXchange: esta especificacio´n eleva la tecnolog´ıa OPC cliente/ser-
vidor al paradigma servidor/servidor con comunicacio´n a trave´s de redes Field-
Bus Ethernet, lo que proporciona interoperatividad entre diferentes distribuidores
an˜adiendo adema´s configuracio´n remota y servicios de diagnostico y monitoriza-
cio´n.
OPC Historical Data Access (OPC HDA): proporciona el acceso a la informacio´n
ya almacenada en los diferentes dispositivos. Permite establecer comunicaciones
tanto a sistemas hardware, como puede ser un registrador de datos serie o a
los archivos histo´ricos de sistemas tipo SCADA. HDA puede recuperar dicha
informacio´n de manera uniforme y homoge´nea.
OPC Security: especifica como controlar los accesos de los clientes OPC a los
servidores de manera que la informacio´n sensible este´ protegida y evitar que se
realicen modificaciones no autorizadas. Se protege la informacio´n proporcionada
por los servidores OPC que es importante para los sistemas para que no sea
actualizada de manera erro´nea, lo que podr´ıa tener consecuencias significativas
para los procesos de la planta.
OPC XML-DA: proporciona reglas flexibles y consistentes y formatos para la
publicacio´n de los datos de un sistema utilizando XML para su representacio´n y
SOAP o Servicios Web para su publicacio´n.
OPC Complex Data: es una especificacio´n complementaria a OPC-DA y XML-
DA que permite a los servidores publicar y describir tipos de datos ma´s complejos
como estructuras binarias y documentos XML.
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OPC Commands: conjunto de interfaces que permite a los servidores y clientes
OPC identificar y enviar ordenes que los dispositivos podr´ıan interpretar direc-
tamente.
En la figura 4.4 se muestra el diagrama de servidores OPC y clientes OPC y su
integracio´n en la arquitectura propuesta en el cap´ıtulo 3.
Figura 4.4: Diagrama de servidores OPC y clientes OPC y su integracio´n en la arqui-
tectura propuesta
Por otra parte se debe tener en cuenta la incorporacio´n de los para´metros que
intervienen en el sistema de comunicaciones, a saber:
El tipo o modelo del dispositivo al que se conecta: contadores, distintos modelos de
inversores y de distintos fabricantes, ce´lulas calibradas, sensores de temperatura,
registradores de datos, etc.
El medio que se utiliza para conectarse a los dispositivos: GSM, RTB, IP, directo
al puerto serie, etc.
Cualquier otro tipo de para´metro necesario que tengan los dispositivos a conectar.
Teniendo esto en cuenta, se ha desarrollado tambie´n un mecanismo de configuracio´n
que genera un fichero de configuracio´n con los datos espec´ıficos de cada planta, de
manera que el mismo OPC pueda ser utilizando con distintos medios de conexio´n.
As´ı, se consigue que los servidores OPC desarrollados para cada dispositivo pueden ser
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utilizados en distintas plantas que tenga ese dispositivo. Para esto cada planta dispone
de un fichero de configuracio´n donde se detalla la forma de conectarse as´ı como el
nu´mero de tele´fono, si fuese necesario, para comunicarse y dema´s para´metros para
hacer funcionar correctamente al protocolo asociado con dicha instalacio´n.
La principal separacio´n entre los dispositivos f´ısicos y el marco de trabajo desarro-
llado se realiza apoya´ndose en la tecnolog´ıa OPC. Por una parte el marco desarrollado
permite la comunicacio´n con cualquier dispositivo que cumpla con el esta´ndar OPC de
comunicacio´n y para ello cada dispositivo debe disponer de un servidor OPC o driver
que encapsule los mecanismos y protocolos de intercambio de informacio´n para poder
ser utilizado.
El marco de trabajo que se ha desarrollado permite la creacio´n de manera ra´pida
de servidores OPCm permitiendo de esta manera la integracio´n de dispositivos aunque
no se tengan dicho servidor, siempre que se disponga del protocolo o de alguna API
suministrada por el fabricante. La creacio´n de un servidor OPC se establece alrededor
de una clase principal que permite disponer de toda la funcionalidad OPC. Esta clase
principal proporciona al disen˜ador de la clase base de la que heredar para crear un
servidor OPC para cada dispositivo.
Utilizando el esta´ndar OPC se logra separar la parte de representacio´n de los datos
de la conexio´n e interoperabilidad de los sistemas f´ısicos y lo´gicos de monitorizacio´n.
Esto permite a su vez una gran independencia y generalidad, ya que cualquier dis-
positivo o sistema que utiliza este protocolo podra´ intercambiar informacio´n con este
sistema.
Figura 4.5: Capa de abstraccio´n de comunicaciones y protocolos
En la figura 4.5 se muestra el esquema de la capa de comunicaciones para algunos
de los dispositivos integrados en sistemas energe´ticos como ejemplo de aplicacio´n de
esta tecnolog´ıa.
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4.3. Marco de trabajo para la generacio´n de servi-
dores OPC-DA
El marco de trabajo propuesto dispone de todos los elementos necesarios para la
construccio´n de aplicaciones de monitorizacio´n y gestio´n de sistemas energe´ticos. Una
de las partes ma´s complejas e importantes es la de la comunicacio´n con todos los dis-
positivos de una planta, por lo que disponer de mecanismos para acelerar el desarrollo
y disponer de una solucio´n robusta, son caracter´ısticas altamente deseables en este
marco de trabajo. Como se ha comentado anteriormente, las comunicaciones con todos
los dispositivos se realizara´n utilizando el esta´ndar OPC as´ı que disponer de los con-
troladores o servidores OPC que se comunican con cada dispositivo es necesario si se
quiere intercambiar o recuperar informacio´n de los mismos.
En la mayor´ıa de casos, los fabricantes de los dispositivos no incorporan au´n ser-
vidores OPC para sus productos por lo que disponer de mecanismos para poder desa-
rrollarlos de manera ra´pida y sencilla permitira´ acelerar el desarrollo de la aplicacio´n
as´ı como integrar dichos dispositivos dentro del sistema que se esta´ implementando.
Durante la creacio´n de este marco de trabajo y para su inmediata aplicabilidad ha
sido necesario desarrollar varios servidores OPC para facilitar la comunicacio´n de los
dispositivos con los sistemas desarrollados. En muchos casos no era posible disponer
del protocolo nativo o incluso el dispositivo no contaba con una forma oficial de co-
municarse por lo que ha sido necesario recurrir a te´cnicas de ingenier´ıa inversa o la
utilizacio´n de esp´ıas de protocolos para conocer la forma nativa de comunicacio´n. Una
vez conocido o desarrollado el protocolo, este ha sido incorporado y encapsulado dentro
de una jerarqu´ıa de clases para envolver dicho protocolo con las funcionalidades que
lo hara´n convertirse en un servidor OPC independiente y listo para ser incorporado al
sistema.
4.3.1. Servidores OPC-DA
Un servidor OPC-DA es una servidor que proporciona datos instanta´neos de un
dispositivo. As´ı, un cliente OPC puede comunicarse con un servidor OPC-DA para
interrogar sobre los canales o medidas en tiempo real. Durante la instalacio´n de un
servidor OPC, este se registra dentro del sistema y as´ı se permite que cualquier cliente
OPC puede preguntar al sistema operativo que´ servidores OPC esta´n disponibles. Una
vez seleccionado, el servidor OPC arranca y comienza por un lado a intercambiar datos
con el dispositivo y por otro lado, le pasa estos datos al cliente OPC a una frecuencia
determinada por el propio cliente.
En la figura 4.6 puede verse el diagrama de secuencia t´ıpico entre un sistema de
monitorizacio´n y un dispositivo utilizando un cliente y un servidor OPC-DA.
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Figura 4.6: Diagrama de secuencia entre un sistema de monitorizacio´n y un dispositivo
a trave´s de un cliente OPC-DA y un servidor OPC-DA
Es interesante observar que cuando el cliente OPC crea los grupos de medidas que
quiere recuperar de un dispositivo podr´ıa establecer una frecuencia de recogida diferente
a la que el servidor OPC puede recuperar datos del dispositivo debido a diferencias o
particularidades del protocolo.
Toda la lo´gica entre el servidor OPC y cliente OPC es gene´rica para cualquier ser-
vidor OPC por lo que es apropiado encapsularla en una serie de clases para permitir,
de manera sencilla, reutilizar toda esta lo´gica comu´n. Las particularidades, como el
protocolo de comunicacio´n con el dispositivo as´ı como los interfaces de usuario necesa-
rios para parametrizar los diferentes servidores OPC a desarrollar es justamente lo que
cada clase final de la jerarqu´ıa debe implementar, como se muestra en la figura 4.7.
Cuando se desarrolla un servidor OPC para un determinado dispositivo se crea
una clase que herede de la jerarqu´ıa apropiada. Dicha clase encapsulara´ el protocolo de
intercambio de informacio´n con el dispositivo y sera´n las clases anfitrionas las que se en-
cargara´n de proporcional el interfaz de comportamiento de servidor OPC (por ejemplo,
las clases marcadas en amarillo intenso en la figura 4.7). Adema´s es posible encapsular
informacio´n determinada sobre el comportamiento de los dispositivos heredando a su
vez de la clase TDevices en el caso que se desee modelizar cualquier particularidad del
mismo.
La mayor´ıa de la lo´gica encargada de tratar con el protocolo y los dispositivos es
la clase de la jerarqu´ıa denominada TCustomDeviceOPCServer, que se muestra en la
figura 4.9. Esta clase dispone de la lista de dispositivos a controlar, los eventos que
pueden ser sobreescritos por las clases inferiores para la gestio´n del ciclo de recogida
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Figura 4.7: Jerarqu´ıa para la construccio´n de servidores OPC-DA
de datos (OnDeviceOK, OnDeviceRetry, etc...), las funciones que devuelven las clases
que deben ser utilizadas para la creacio´n de las instancias apropiadas utilizando para
ello una factor´ıa de clases (GetDeviceClass, GetDevicesClass y GetConfiguraDevice-
FormClass) y una hebra, RoundTimer, que se encargara´ en cada ciclo de ejecucio´n
establecido de preguntar a cada dispositivo por los valores de los puntos de medida que
dispone. Esta u´ltima informacio´n se almacena internamente y puede ser recogida por
medio del protocolo esta´ndar por los clientes OPC usando COM+/DCOM [Gor01],
[Har01].
Es importante cuando se despliegan mu´ltiples aplicaciones, y sobre todo cuando
forman parte de un mismo sistema, que todas dispongan de una apariencia uniforme
y parecida dando as´ı impresio´n de coherencia y facilidad de uso. Para evitar que esta
responsabilidad recaiga en la parte de disen˜o, se ha acoplado a la jerarqu´ıa de clases
una serie de elementos visuales comunes permitiendo de esta manera que todas las
clases compartan los mismos elementos gra´ficos, segu´n se muestra en la figura 4.10.
Figura 4.10: Formulario visual de un servidor OPC
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Figura 4.8: Clase encargada de proporcionar el comportamiento de servidor OPC
As´ı cualquier servidor OPC desarrollado dispondra´ de un formulario con un mismo
aspecto visual as´ı como elementos de menu´ con las acciones y funcionalidades comunes,
como puede observarse en la figura 4.11.
Figura 4.11: Sistema de acciones comunes de cualquier servidor OPC
4.3.2. Servidor OPC-DA para inversores en plantas solares
Uno de los subsistemas fundamentales en una instalacio´n de energ´ıa solar de tipo
fotovoltaico son los inversores que se encargan de transformar la corriente continua,
que proviene de las placas solares, en corriente alterna para que pueda ser usada de
manera directa o para que pueda inyectarse a la red. Los inversores disponibles en el
mercado pueden ser bastantes diferentes en algunas de sus caracter´ısticas como puede
ser los puertos de comunicacio´n, la potencia, caracter´ısticas f´ısicas, etc.. es por ello que
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Figura 4.9: Clase encargada de proporcionar la comunicacio´n entre los dispositivos y
el interfaz OPC
el marco de trabajo debe disponer de la capacidad de permitir indicar dichas diferencias
utilizando los mecanismos de particularizacio´n. Es cierto que entre todos ellos existe
similitudes y que se pueden aprovechar los mecanismos de herencia para reunir en las
clases superiores de la jerarqu´ıa de clases los para´metros comunes que tendra´n todos
los inversores desarrollados con el consiguiente ahorro de co´digo (Fig. 4.12).
Figura 4.12: Generalizacio´n de la clase comu´n de inversor solar
As´ı, en la clase TCustomSolarOPCServerInverter se declaran los canales que dispo-
nen todos los inversores, permitiendo as´ı que los inversores que se utilicen dispongan
ya de esos canales y facilitar as´ı la creacio´n de los mismos.
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Listing 4.1: Declaracio´n en el constructor
1 constructor TCustomSolarOPCServerInverter.Create;
2 begin
3
4 inherited;
5
6 // Canales Obligatorios
7 AddOPCItem(MS PCC,[iaRead],varDouble or varArray,0,nil);
8 AddOPCItem(MS PCA,[iaRead],varDouble or varArray,0,nil);
9 AddOPCItem(MS NU ,[iaRead],varDouble or varArray,0,nil);
10
11 // Estado del inversor
12 AddOPCItem(ST ENCENDIDO,[iaRead],varBoolean,0,nil,OPC QUALITY GOOD);
13 AddOPCItem(ST MARCHA ,[iaRead],varBoolean,0,nil,OPC QUALITY GOOD);
14 end;
En el co´digo correspondiente al constructor de la clase que proporciona la funcio-
nalidad gene´rica para disponer de un servidor OPC para inversores solares puede verse
la declaracio´n de los canales que compartira´n todos los servidores de este tipo. En
este caso canales de potencia continua y alterna y rendimiento del inversor as´ı como
algunas sen˜ales de alarmas.
En los siguientes apartados se describen algunos de los servidores OPC desarrollados
para inversores de distintos tipos utilizando el marco de trabajo propuesto y que ponen
a prueba su validez.
Servidor OPC-DA para inversores monofa´sicos con protocolo Modbus
De entre los inversores monofa´sicos, uno de los protocolos de comunicacio´n ma´s
utilizado con los inversores es el basado en ModBus. Debido a esta razo´n hay multitud
de instalaciones que utilizan este tipo de dispositivos por lo que son unos candidatos
apropiados a los que desarrollar el servidor OPC, utilizando el marco de trabajo estudio
de esta tesis, para integrarlos dentro de los sistemas desarrollados.
Para el modelizado de este inversor ha sido necesario especializar la clase que im-
plementa la lo´gica de un inversor solar gene´rico, segu´n se muestra en la figura 4.13.
Figura 4.13: Implementacio´n de un servidor OPC para un inversor monofa´sico
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A continuacio´n se muestran algunas implementaciones disponibles en el marco de
trabajo para la comunicacio´n con dispositivos basados en el protocolo ModBus pero
para diferentes medios f´ısicos de comunicacio´n.
Servidor OPC-DA para inversor trifa´sico con protocolo Modbus y comuni-
cacio´n a trave´s de GSM
El modelizado de un inversor trifa´sico con comunicaciones serie se ha realizado par-
tiendo de la clase gene´rica que permite conectar con cualquier inversor solar utilizando
el puerto serie y comunicacio´n telefo´nica GSM, de acuerdo con la figura 4.14.
Figura 4.14: Implementacio´n de un servidor OPC con comunicacio´n GSM a trave´s de
ModBus
Puede observarse como la clase anfitriona TCustomOPCSerialServer dispone de
una referencia a un componente denominado TDialer. Este componente implementa
dos interfaces que el marco de trabajo utilizara´ para configurar dicho componente utili-
zando un interfaz de usuario apropiado. Por un lado ICPortSerialConfig que configura
los para´metros del puerto serie, figura 4.15 (izquierda), y IModemConfiguration que
configura los para´metros de la comunicacio´n telefo´nica utilizando el mo´dem, figura
4.15(derecha).
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Figura 4.15: Implementacio´n del interfaz para la configuracio´n del puerto serie (izquier-
da) y mo´dem (derecha)
Una vez declarada la estructura utilizando las clases que proporciona el marco de
trabajo desarrollado se dispondra´ de una comunicacio´n telefo´nica con cualquier inversor
trifa´sico utilizando el protocolo OPC.
Puede adema´s apreciarse co´mo la conexio´n lo´gica con el inversor, es decir, la im-
plementacio´n del protocolo, se ha encapsulado dentro de la clase TmlCustomModbus-
Connection donde se realizara´ el intercambio de informacio´n utilizando el protocolo
Modbus.
Servidor OPC-DA para inversor trifa´sico con protocolo Modbus y a trave´s
de GPRS
Gracias al avance de las redes de datos y las comunicaciones mo´viles, es cada vez
ma´s comu´n interconectar dispositivos utilizando la red de Internet. Para este tipo de
comunicacio´n, la manera ma´s generalizada es la utilizacio´n de la capa de red IP. Existe
por tanto la capacidad de conectar utilizando el servicio general de paquetes v´ıa radio
o GPRS cuya comunicacio´n interna esta´ basada en tecnolog´ıa IP.
En este caso, y para la creacio´n del servidor OPC para este tipo de dispositivos se
ha utilizado la clase TCustomOPCGPRSServer que proporciona la conectividad GPRS
y la clase TCustomOPCGPRSModbusServer que proporciona el funcionamiento del
protocolo Modbus a trave´s de GPRS, figura 4.16.
Puede apreciarse que la implementacio´n se basa en la reutilizacio´n de la interfaz
que implementa el protocolo ModBus y extiende el modelo para la conexio´n GPRS.
Para la configuracio´n de este servidor OPC sera´ necesario al menos indicar la di-
reccio´n IP del dispositivo y el marco de trabajo permitira´ indicarlo de manera gra´fica
haciendo uso de la interfaz IPlantWithGPRSConfiguration, figura 4.17.
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Figura 4.16: Implementacio´n de un servidor OPC para inversor con comunicacio´n
GPRS
Figura 4.17: Implementacio´n del interfaz para la configuracio´n del puerto serie
4.3.3. Servidor OPC-DA para inversores con protocolo pro-
pietario
Para la implementacio´n de un servidor OPC para inversores que tienen un protocolo
propietario se ha seguido la misma filosof´ıa de desarrollo para continuar demostrando
la facilidad con la que se puede disponer de un servidor OPC para cualquier tipo de
inversor.
Al ser un protocolo propietario, es decir, no se basa en ningu´n protocolo esta´ndar
de intercambio de informacio´n, la implementacio´n del mismo se realizara´ en una clase
espec´ıfica y heredara´ el comportamiento de inversor gene´rico que disponga de un puerto
serie, figura 4.18.
En este caso, la clase superior implementa el comportamiento de una servidor OPC
para inversores con un puerto serie de comunicaciones as´ı como el interfaz de usuario
para configurar dicho puerto serie.
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Figura 4.18: Implementacio´n del interfaz para un protocolo propietario
4.3.4. Servidor OPC-DA para inversores con protocolo SNMP
Existen inversores cuyo protocolo de comunicacio´n esta´n basados en SNMP (Sim-
ple Network Management Protocol). En este caso es necesario instalar un agente que
reporta la informacio´n a trave´s de SNMP con el sistema de recogida de informacio´n. Es
por ello, que en este caso, el servidor OPC debera´ actuar como sistema escucha de la
informacio´n que el agente emite sobre el funcionamiento del inversor utilizando tramas
SNMP.
Figura 4.19: Implementacio´n de un servidor OPC para inversores con protocolo basado
en SNMP
La clase que implementa la particularizacio´n de un servidor OPC gene´rico en un
servidor OPC, indicara´ adema´s el formulario de configuracio´n necesario para hacer
funcionar el protocolo SNMP que implementa. Entre estos para´metros se encuentra la
direccio´n IP donde se encuentra el agente que intercambia informacio´n con el inversor,
la informacio´n SNMP y la identificacio´n del dispositivo que se asocia con el inversor,
figura 4.20.
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Figura 4.20: Formulario de configuracio´n de los para´metros SNMP para servidor OPC
4.3.5. Servidor OPC-DA para Arduino
En los u´ltimos an˜os ha aparecido un nuevo paradigma en la fabricacio´n y utilizacio´n
de dispositivos basada en hardware abierto. Uno de sus ma´ximos exponentes son los
dispositivos basados en una placa con un microprocesador y entorno de desarrollo libre
con aplicacio´n en proyectos multidisciplinares.
El hardware esta´ basado en un microcontrolador Atmel AVR y su fa´cil utilizacio´n
y bajo coste ha supuesto una autentica revolucio´n entre los aficionados y profesionales
del mundo de la electro´nica e incluso entornos educativos.
Aprovechando el desarrollo de este marco de trabajo y la total ausencia de ningu´n
mecanismo de comunicaciones esta´ndar basado en OPC, se ha desarrollado un servidor
OPC que ha permitido que este dispositivo tenga esta funcionalidad y se ha liberado
este producto que esta´ siendo utilizado por miles de usuarios y ha permitido formar
una comunidad alrededor de este producto.
Actualmente es el u´nico producto de referencia que au´na la tecnolog´ıa basada en
Hardware Libre y la tecnolog´ıa OPC y ha sido desarrollado con el marco de trabajo
desarrollado en este tesis.
Los dispositivos de esta familia esta´n representados por varios modelos con diferen-
tes caracter´ısticas y desde el principio se ha tenido en mente cubrir todos y cada uno
de los modelos ma´s emblema´ticos. La multitud de variantes y formas de comunicacio´n
hac´ıan de este un proyecto complejo pero apropiado para ser implementado siguiendo
la filosof´ıa y la arquitectura propuesta. Se han considerado los tres siguientes modelos:
El modelo Arduino UNO es el modelo ba´sico e implementa en su interior un
microcontrolador Atmel AVR ATmega328 a 16MHZ funcionando a 5V con 14
entradas/salidas digitales y 6 entradas/salidas analo´gicas disponiendo de una
memoria flash de 32Kb. La comunicacio´n con el ordenador se realiza a trave´s de
comunicaciones serie materializadas sobre una l´ınea USB.
El modelo Arduino Ethernet es similar al Arduino UNO pero dispone un puerto
de comunicaciones Ethernet proporcionando mayor potencia de comunicacio´n al
poder conectarlo a una red local y aumentado considerablemente el alcance de
trabajo as´ı como la velocidad de comunicaciones.
54 4. Capa de comunicaciones abstracta
El modelo Arduino YU´N es considerado de mayor gama al disponer en su
interior de un sistema Linux basado en OpenWrt denominado OpenWrt-Yun.
Dispone en la placa de un puerto Ethernet y soporte para Wifi, un puerto USB-
A as´ı como un conector para tarjeta micro-SD.
Implementacio´n del servidor OPC-DA para Arduino
Uno de los requisitos fundamentales que se han buscado a la hora de desarrollar
este servidor OPC es la de no desarrollarlo para un dispositivo determinado sino pro-
porcionar la posibilidad de que desde un u´nico servidor OPC poder controlar cualquier
nu´mero y cualquier tipo de dispositivos Arduino. As´ı, ser´ıa posible con un u´nico servi-
dor OPC permitir que cualquier SCADA o sistema de monitorizacio´n controlase varios
Arduinos, cada uno de un tipo diferente y por un protocolo f´ısico de comunicaciones
diferente.
Para ello se ha partido de la jerarqu´ıa de clases mostrada en la figura 4.21 y forma
parte del marco de trabajo desarrollado en esta tesis.
Figura 4.21: Jerarqu´ıa de implementacio´n
La clase central sera´ TISMArduinoOPCServer y tendra´ una referencia al formulario
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visual del servidor y a un contenedor con todos los Arduinos con los que se podra´ co-
nectar as´ı como sus configuraciones. Hay que recordar que para el Arduino UNO se
necesitan indicar los para´metros de configuracio´n del puerto de comunicaciones serie
mientras que, por ejemplo, para el Arduino Ethernet y Arduino YU´N, las direcciones
IP de la red en la que esta´n conectados.
La implementacio´n del contenedor de Arduinos describe la gestio´n de las instancias
que se deben crear para la comunicacio´n con cada dispositivo (Fig. 4.22). As´ı se tendra´n
los me´todos apropiados para an˜adir o eliminar Arduinos dentro del sistema as´ı como
la lista de instancias para poder comunicarse con cada uno de ellos.
Figura 4.22: Contenedor de Arduinos
Esta lista se corresponde con una lista de objectos que debera´ implementar un
interfaz que corresponda con el protocolo apropiado para cada Arduino: el Arduino
UNO con un protocolo de comunicaciones serie y los Arduino Ethernet y Arduino
YU´N con protocolos de comuniaciones IP, figura 4.23.
Con esta propuesta se consigue encapsular cada particularidad de cada protocolo
heredando e implementando de un protocolo gene´rico que sera´ con el que interactuara´ la
clase principal de la jerarqu´ıa.
El servidor OPC desarrollado necesita de un mecanismo de comunicacio´n gene´rico
que se encuentre implantado dentro del Arduino para poder comunicarse con e´l. Es
por esto que se ha desarrollado una librer´ıa gene´rica que es compatible con cualquier
modelo de Arduino y permite una comunicacio´n hacia el exterior de manera unificada.
De esta manera, el servidor OPC puede comunicarse con cualquier Arduino de una
u´nica manera y luego este servidor delegar esa comunicacio´n al esta´ndar OPC, figura
4.24.
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Figura 4.23: Jerarqu´ıa de protocolos para cada Arduino
Figura 4.24: Esquema general del servidor OPC para Arduino
Una vez que el Arduino, a trave´s de la librer´ıa gene´rica de comunicaciones y a su vez,
a trave´s del servidor OPC desarrollado, puede comunicarse de manera uniforme, este
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servidor permite que cualquier sistema SCADA o cualquier sistema desarrollado con el
software modelizado en este trabajo pueda intercambiar informacio´n con el mismo.
En la figura 4.25 puede verse el servidor OPC para Arduino desarrollado utilizando
el marco de trabajo propuesto.
Figura 4.25: OPC Server para Arduino
Este servidor se instala en el sistema operativo cuando se ejecuta por primera
vez anotando en el registro la informacio´n de su localizacio´n en disco y el resto de
informacio´n para ser localizado (Fig. 4.26).
Figura 4.26: OPC Server para Arduino registrado en el sistema operativo
De esta manera, utilizando cualquier cliente OPC, se tendra´ la posibilidad de pre-
guntar por los servidores OPC instalados en el sistema y utilizarlos para intercambiar
informacio´n con los dispositivos asociados a dicho servidor OPC, 4.27.
El simple hecho de utilizar un servidor OPC no implica disponer de manera directa
de la informacio´n contenida en los dispositivos reales sin antes configurarlo. Es decir,
el servidor OPC es simplemente un mecanismo de abstraccio´n de comunicacio´n por lo
que sera´ necesario indicarle con que´ dispositivo y que´ para´metros son necesarios para
comunicarse con los dispositivos reales. En la figura 4.28 se muestra co´mo se indican
los para´metros de comunicacio´n con un Arduino utilizando comunicaciones serie; se
indican el puerto, la velocidad y diversos para´metros.
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Figura 4.27: Cliente OPC utilizando un servidor OPC
Figura 4.28: Configuracio´n del OPC Server para Arduino Serie
En el caso de la comunicacio´n con un Arduino y un medio de comunicaciones
ethernet sera´ necesario indicar su direccio´n IP, figura 4.29, de la misma manera que al
utilizar un Arduino a trave´s de una red Wifi (Fig. 4.30).
Figura 4.29: Configuracio´n del OPC Server para Arduino Ethernet
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Figura 4.30: Configuracio´n del OPC Server para Arduino YU´N
En la figura 4.31 se muestra el servidor OPC para Arduino, desarrollado con el
marco de trabajo aqu´ı descrito, interactuando con un sistema SCADA industrial co-
mercial.
Figura 4.31: Utilizacio´n del servidor OPC para Arduino y el SCADA Wincc
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4.4. Marco de trabajo para la generacio´n de servi-
dores OPC-HDA
En la seccio´n anterior se ha mostrado co´mo la tecnolog´ıa OPC y la parte del marco
de trabajo desarrollado, encargado de la construccio´n de servidores OPC-DA, permi-
te desarrollar controladores compatibles con multitud de dispositivos en poco tiempo
y de una manera sencilla. La informacio´n que se intercambia con estos dispositivos
son sen˜ales instanta´neas o en tiempo real. Sin embargo, en multitud de ocasiones, los
dispositivos que forman parte de una instalacio´n, almacenan en su interior valores de-
nominados histo´ricos. Estos dispositivos suelen tener una memoria interna y almacenan
el valor de sus canales a una frecuencia determinada. As´ı, para acceder a ellos es nece-
sario utilizar el protocolo determinado por el fabricante e inspeccionar la memoria de
estos dispositivos para descargar la informacio´n.
En este caso la situacio´n es la misma que cuando se necesita disponer de la informa-
cio´n almacenada de diversos dispositivos en los que cada uno almacena la informacio´n
de una manera determinada como puede verse en la figura 4.32.
Figura 4.32: Problema de la interconexio´n entre multitud de dispositivos para acceder
a informacio´n almacenada
La utilizacio´n de OPC-HDA permite disponer de un mecanismo de unificacio´n de
acceso a la informacio´n independientemente del formato en el que se encuentre alma-
cenada la informacio´n dentro del dispositivo. Al igual que con la parte OPC-DA, solo
sera´ necesario conocer el protocolo para la descarga de la informacio´n y la exposi-
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cio´n hacia cualquier cliente interesado en esos datos se realizara´ utilizando una forma
homoge´nea basada en el protocolo OPC-HDA, figura 4.33.
Figura 4.33: Utilizacio´n de OPC-HDA para unificar el acceso a la informacio´n almace-
nada
4.4.1. Servidores OPC-HDA
Un servidor OPC-HDA es un componente basado en COM/DCOM que implementa
el interfaz OPC-HDA. Esta interfaz esta´ basada en el modelo que se muestra en la figura
4.34.
Figura 4.34: Modelo de objeto OPC-HDA
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En la tabla 4.1 se muestra cada uno de los elementos que conforman el interfaz que
implementa el modelo de objeto OPC-HDA.
Objeto Descripcio´n
OPHDAServer Instancia de un servidor OPC-HDA.
OPCHDAItems Coleccio´n de OPCHDAItem.
OPCHDAItem Representa la definicio´n de un item o canal de informacio´n.
OPCHDABrowser Permite navegar por la estructura de canales disponibles.
OPCHDAHistory Coleccio´n de valores de un canal determinado.
OPCHDAValue Representa un valor histo´rico discreto de un canal determinado.
Tabla 4.1: Elementos que conforman el interfaz que implementa el modelo de objeto
OPC-HDA
De esta manera, el componente que implemente esta interfaz servira´ de clase base
para la construccio´n de cualquier servidor OPC-HDA disponiendo as´ı de un mecanismo
auto´nomo para la recuperacio´n de los datos de cualquier dispositivo que forme parte
de una instalacio´n de gestio´n energe´tica.
Al igual que en el caso de la comunicacio´n con cualquier dispositivo del que se
quiera recuperar la informacio´n de sus canales instanta´neos, para la recuperacio´n de
los valores histo´ricos, la tecnolog´ıa OPC establece el diagrama de secuencia gene´rico
que se muestra en la figura 4.35.
Figura 4.35: Diagrama de secuencia entre un sistema de monitorizacio´n y un dispositivo
a trave´s de un cliente OPC-HDA y un servidor OPC-HDA
En este diagrama puede verse co´mo aparecen varios actores. Por un lado el software
cliente que usa la tecnolog´ıa OPC-HDA para descargarse los datos de un dispositivo,
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el dispositivo a interrogar y el servidor OPC-HDA que conoce el protocolo y el proce-
dimiento apropiado para descargar los datos de dicho dispositivo.
Antes de poder utilizar un servidor OPC-HDA, este debe estar disponible en el
sistema operativo; para ello, su registro se realiza utilizando el mecanismo de registro de
componentes COM/DCOM y haciendo uso del registro del sistema. Una vez registrado,
paso que suele hacerse una u´nica vez en el momento de su instalacio´n, este servidor
esta´ disponible para cualquier sistema que quiera hacer uso del mismo.
En la figura 4.36 se muestra la clase base propuesta como punto de partida para
creacio´n de cualquier servidor OPC-HDA. Esta clase TCustomHDAServer implementa
la lo´gica OPC-HDA con los componentes COM instalados en el sistema y dispone
adema´s de un interfaz de usuario para darle a todos los servidores un aspecto visual
similar y homoge´neo.
Figura 4.36: Implementacio´n de la clase gene´rica para servidores OPC-HDA
En la figura 4.37 se detalla el interfaz de usuario u´nico para cualquier servidor
OPC-HDA. Existe una referencia bidireccional con la clase que implementa la lo´gica
OPC-HDA y, adema´s de un menu´ donde realizar las acciones ma´s comunes, como puede
ser registrar, cerrar, mostrar los eventos, se ha an˜adido una ventana de bienvenida que
suele ser muy u´til para identificar con que´ dispositivos es compatible el servidor OPC-
HDA que esta´ siendo usado.
Siguiendo la estructura desde la clase ma´s gene´rica hasta la clase ma´s espec´ıfica,
que suele ser la que implementa las particularidades para cada dispositivo, se ha cre´ıdo
conveniente desarrollar una clase que implementa las funcionalidades para permitir
a cada servidor guardar de manera homoge´nea toda la informacio´n que necesiten,
relativa en la mayor´ıa de las veces, a los para´metros de configuracio´n y conexio´n con
los dispositivos de los que van a extraer la informacio´n, figura 4.38.
En esta clase existen me´todos virtuales que pueden ser sobreescritos por las clases
inferiores para configurar el mecanismo de almacenamiento de los para´metros que sean
necesarios.
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Figura 4.37: Implementacio´n de la clase gene´rica para el interfaz de usuario de servi-
dores OPC-HDA
Con esta jerarqu´ıa propuesta, en los siguientes apartados se detallan algunas imple-
mentaciones de servidores OPC-HDA para dispositivos reales muy utilizados en sistema
de gestio´n energe´tica.
4.4.2. Servidor OPC-HDA para inversores con protocolo Mod-
bus
Uno de los protocolos ma´s utilizados para la recuperacio´n de informacio´n histo´rica
de los dispositivos es el basado en ModBus. Es por esta razo´n por la que se propone la
generalizacio´n de todos los dispositivos de los que disponen de este protocolo en una
u´nica clase que encapsulara´ la lo´gica y el algoritmo de comunicacio´n que es comu´n para
todos los tipos de inversores que utilizan ModBus.
Partiendo de la clase base anteriormente descrita, se pone a la disposicio´n del mar-
co de trabajo la clase TCustomIngeconHDAServer, que implementa los interfaces de
configuracio´n de para´metros, la configuracio´n del protocolo Modbus y dema´s clases de
apoyo para representar a cualquier inversor de este tipo, figura 4.39.
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Figura 4.38: Implementacio´n de la clase gene´rica para servidores OPC-HDA configu-
rables
En la figura 4.40 puede verse co´mo es sencillo implementar servidores OPC-HDA
para cualquier inversor de este tipo, haciendo uso de la herencia de clases e interfaces
ya que las clases anfitrionas son las encargadas de implementar la lo´gica comu´n y solo
las particularidades de los diferentes clases de inversores son realizadas en las clases
particulares.
En el caso de aparecer dispositivos con algunas particularidades muy espec´ıficas,
como en el caso de inversores que se conectan utilizando la tecnolog´ıa GPRS, se pueden
agrupar dichas funcionalidades e implementar las interfaces apropiadas para resolver
el problema de la implementacio´n de dispositivos con caracter´ısticas comunes. En la
figura 4.41 se puede observar el disen˜o de la clase TCustomIngeconHDAServerGPRS
y el interfaz IPlantWithGPRSConfiguration para dar solucio´n al problema sugerido.
Esta interfaz es una extensio´n de una interfaz disponible en el marco de trabajo para
proporcionar la capacidad de configuraciones a las clases que la implementen o hagan
uso de ella. Pueden verse que los atributos de esta interfaz pertenecen a para´metros de
configuracio´n de una conexio´n IP y en este caso adema´s a para´metros de autenticacio´n
para acceder a la informacio´n del dispositivo.
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Figura 4.39: Implementacio´n de la clase gene´rica para servidores OPC-HDA para in-
versores con protocolo Modbus.
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Figura 4.40: Implementacio´n de las clases particulares de servidores OPC-HDA para
inversores con protocolo Modbus
Figura 4.41: Implementacio´n de la interfaz de conexio´n utilizando IP a trave´s de GPRS
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4.4.3. Servidor OPC-HDA para comunicacio´n con grupos de
inversores
Algunos sistemas cuentan con un dispositivo que recolecta la informacio´n de distin-
tos inversores. Un ejemplo muy utilizado es el dispositivo WebBox que interroga a una
serie de inversores y almacena la informacio´n de los mismos en su memoria interna.
Por otro lado, ofrece una conexio´n HTTP que permite con un navegador web acceder
a su interior y ver los datos almacenados en forma de pa´gina web.
Este tipo de dispositivos son interesantes ya que si bien, en caso de disponer de
muchos inversores, podr´ıamos conectarnos a todos, podemos dejar que sean estos dis-
positivos quienes se encarguen de recoger la informacio´n de los mismos y conectarnos
a e´l para descargar toda la informacio´n de todos los inversores.
En este caso se tiene un dispositivo que tiene un comportamiento que podr´ıa ser
comu´n, ya que muchos otros dispositivos podr´ıan almacenar la informacio´n en formato
de ficheros, por lo que la solucio´n a adoptar pasara´ por dar una solucio´n gene´rica a la
misma e incorporar al marco de trabajo dicha solucio´n fuertemente reutilizable.
Figura 4.42: Implementacio´n del servidor OPC-HDA para WebBox
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Para ello la propuesta que se hace es crear una clase que de´ soporte para el trata-
miento de datos en formato de ficheros y se utilizara´, haciendo uso de la herencia, como
base de la implementacio´n final. En este caso sera´ la clase TmlCustomFilesHDAServer,
figura 4.42.
En la figura 4.42 puede verse la clase desarrollada para el marco de trabajo fruto
de su deteccio´n durante la fase de desarrollo de un nuevo servidor OPC-HDA. Esta
situacio´n hace patente que la recogida de requisitos al inicio de un proyecto ha llegado
a no ser importante en estos u´ltimos tiempos, donde las nuevas metodolog´ıas a´giles,
como la que se ha utilizado para el desarrollo de este marco de trabajo, se centran
en la capacidad de adaptacio´n al cambio o incorporacio´n eficiente de requisitos en un
proyecto ya comenzado.
Figura 4.43: Implementacio´n del servidor OPC descarga de ficheros de los inversores
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4.4.4. Servidor OPC-HDA para inversores con servidor FTP
Algunos inversores disponen de un me´todo bastante comu´n de recuperacio´n de
la informacio´n ya que incorporan en su interior un servidor FTP. Debido a que este
mecanismo es muy usual, durante el desarrollo de este servidor se ha visto apropiado
generalizar la situacio´n para dar solucio´n a casos similares incorporando esta solucio´n
al marco de trabajo.
Una de las metodolog´ıas aplicadas en el desarrollo de este marco de trabajo ha
sido siempre implementar contra interfaces para evitar de esta manera los problemas
de la herencia mu´ltiple y facilitar la reutilizacio´n. De esta manera se genera el interfaz
que da soporte para el comportamiento de descarga de ficheros utilizando el protocolo
FTP y se crean clases intermedias que lo implementan facilitando as´ı la reutilizacio´n
de dichas clases, figura 4.44.
Figura 4.44: Implementacio´n del servidor OPC para inversores con servidor FTP.
En la jerarqu´ıa desarrollada puede observarse que la posibilidad de implementar
toda la lo´gica en la clase particular se ha abandonado en favor de distribuir la im-
plementacio´n en clases de apoyo que reutilizar. As´ı se dispone de las clases TISMFT-
PRemoteFileHDAServer y TISMFTPRemoteMultiFileHDAServer que forman parte
del marco de trabajo y que son usadas para implementar el servidor OPC-HDA y su
lo´gica de descarga por FTP. Todas estas clases parten en su origen de una clase base
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desarrollada con el fin de implementar la lo´gica gene´rica de tratamiento de datos de
dispositivos en forma de ficheros, figura 4.45.
Figura 4.45: Implementacio´n de la clase base para la descarga de ficheros remotos de
dispositivos.
4.4.5. Servidor OPC-HDA para inversores con protocolo pro-
pietario
Algunos inversores disponen de un protocolo de comunicaciones propio por lo que
en este caso no se puede reutilizar co´digo generado anteriormente pero s´ı es posible
partir de la clase que permite implementar todas las funcionalidades de un servidor
OPC-HDA.
Durante la investigacio´n y el estudio realizado, se detecto´ que para un mismo inver-
sor puede haber diferentes protocolo dependiendo de la versio´n del firmware instalado
en ese momento en el dispositivo, por lo que se decidio´ crear una clase gene´rica para el
tratamiento de cualquier inversor con protocolo propietario y posteriormente una clase
con las particularidades de cada inversor.
As´ı la clase ISMSunwaysNTHDAServer implementa el protocolo de comunicacio-
nes propietario del fabricante y se ha construido implementando a su vez la interfaz
IConfigureFormContainer para proporcionar el comportamiento de configuracio´n, fi-
gura 4.46.
De esta manera es posible desarrollar los servidores OPC-HDA correspondientes
a este tipo de inversores para cada versio´n del firmware usando como base la clase
gene´rica suministrada por el marco de trabajo. En las figuras 4.47 y 4.48 se muestra
la implementacio´n del servidor OPC-HDA para un inversor comercial con protocolo
propietario para dos versiones distintas del mismo inversor.
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Figura 4.46: Clase que implementa el protocolo propietario.
Figura 4.47: Implentacio´n de servidor OPC-HDA para un inversor comercial con pro-
tocolo propietario, versio´n 1.1
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Figura 4.48: Implentacio´n de servidor OPC-HDA para un inversor comercial con pro-
tocolo propietario, versio´n 1.2
74 4. Capa de comunicaciones abstracta
4.5. Conclusiones
Cuando hay que realizar una generalizacio´n sobre sistemas heteroge´neos surge el
problema de que es dif´ıcil encontrar los puntos en comu´n de dichos sistemas. En es-
te caso, resolver el problema de comunicacio´n de manera homoge´nea entre sistemas
diferentes requer´ıa de una solucio´n robusta y eficaz. Para dar una respuesta al mis-
mo, en este trabajo se propone la utilizacio´n de la tecnolog´ıa OPC y el desarrollo de
una serie de clases e interfaces que proporcionen una manera ra´pida de desarrollar los
componentes de comunicacio´n.
Con esta propuesta se ha logrado disponer de una solucio´n que permite la integra-
cio´n de los diferentes dispositivos dentro de una instalacio´n energe´tica y lo que es ma´s
importante, su gestio´n y capacidad de inclusio´n de nuevos componentes y modelos sin
que afecte al resto del sistema.
Para validar esta capa desarrollada del marco de trabajo, se muestra la implemen-
tacio´n, haciendo uso de los mecanismos que ofrece la programacio´n orientada a objetos,
de diferentes mo´dulos para la comunicacio´n con dispositivos reales que se encuentran
de manera muy frecuente en instalaciones de energ´ıa solar. As´ı, la creacio´n de nuevos
mo´dulos para la comunicacio´n con diferentes dispositivos, resuelve el problema indica-
do al inicio de este cap´ıtulo disponiendo de una solucio´n altamente desacoplada y muy
eficiente a la hora de mantener, modificar y extender.
“Es ma´s fa´cil cambiar las
especificaciones para que encajen
con el software que hacerlo al reve´s”
– Alan Perlis
5
Capa de caracterizacio´n y modelizado de
sistemas energe´ticos
5.1. Introduccio´n
En este cap´ıtulo se hace una propuesta de modelo que permita describir cualquier
sistema gene´rico a partir de los componentes propios del dominio de instalaciones
energe´ticas. En la figura 5.1 puede verse un esquema jera´rquico de los diferentes ele-
mentos que componen el modelizado de una instalacio´n energe´tica dentro del marco de
trabajo. Se hace esta propuesta de la jerarqu´ıa de estos elementos, para su modelizado
en el marco de trabajo. Esta jerarqu´ıa representa la estructura de las configuraciones
posibles que tiene las instalaciones que se modelizan en este trabajo. Permite la defini-
cio´n de todos los elementos, dispositivos e informacio´n incluidos en cualquier sistema
de este tipo.
Para establecer esta jerarqu´ıa, el elemento base es la medida que corresponde a algu´n
canal de informacio´n de cualquier dispositivo vinculado a una instalacio´n. Las medidas
pueden corresponder a medidas registradas por algu´n dispositivo de una planta, a
para´metros estimados o calculados a partir de los valores registrados o incluso a valores
constantes para almacenar informacio´n necesaria para el modelizado y gestio´n de cada
sistema. En el primer caso se hara´ referencia a ellas como medidas registradas y las
dema´s se denominara´n medidas virtuales o estimadas. Por ejemplo, en un sistema de
energ´ıa solar fotovoltaica, las medidas registradas son: voltaje del generador, potencia
del generador, corriente continua y alterna del inversor, radiacio´n, temperatura de los
mo´dulos, etc. Las medidas virtuales se utilizan para calcular algunos para´metros de
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Figura 5.1: Esquema de los elementos que componen una instalacio´n
la planta y para implementar los modelos de evaluacio´n y prediccio´n de los sistemas.
Algunas de las medidas virtuales que se han definido a partir de los datos registrados
para el citado sistema fotovoltaico podr´ıan ser: eficiencia del inversor, energ´ıa diaria
producida, rendimiento de la planta, etc.
En la jerarqu´ıa se puede apreciar que no solo los dispositivos disponen de canales o
medidas de informacio´n, sino que tambie´n una instalacio´n o una agrupacio´n de dispo-
sitivos puede definir sus propios canales de informacio´n como medidas asociadas. Esto
significa que cada uno de estos elementos de la jerarqu´ıa propuesta puede tener sus
propias medidas, tanto registradas como estimadas o virtuales.
El elemento dispositivo tiene, por una parte, toda la informacio´n descriptiva del
mismo, tal como nombre, tipo de dispositivo o planta en la que esta´ instalado. Un
dispositivo se modela como un elemento que tiene varias medidas que a su vez pueden
tener simulta´neamente una lista de elementos. De esta forma es posible modelizar un
dispositivo utilizando la composicio´n de dispositivos; y se puede incluso crear algu´n
elemento abstracto partiendo de un conjunto de dispositivos (como puede ser, por
ejemplo, una medida estimada sobre algu´n para´metro de evaluacio´n del conjunto de
dispositivos). Este tipo de elemento abstracto se utiliza para almacenar los modelos de
evaluacio´n y prediccio´n de las instalaciones al igual que si se tratase de un dispositivo
real, lo que facilita los resultados de la evaluacio´n a trave´s de sus canales de informacio´n,
reduciendo as´ı la complejidad del co´digo necesario para implementar esta funcionalidad.
Los dispositivos pueden ser agrupados en secciones. Varias secciones conforman una
instalacio´n y, finalmente, una o ma´s instalaciones dan lugar a lo que se ha denominado
como grupo de instalaciones. Esta u´ltima agrupacio´n es muy u´til cuando un mismo
usuario tiene ma´s de una instalacio´n, de manera que el marco de trabajo permite
generar aplicaciones para mantener toda la informacio´n de distintas plantas con la
misma aplicacio´n y asociados a la misma cuenta de usuario.
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Esta organizacio´n de los elementos de una planta proporciona una correspondencia
entre una planta real y el modelo de planta que se construye en el marco de trabajo.
La representacio´n de un sistema se puede realizar mediante las siguientes reglas:
Grupo de instalaciones → Instalacio´n
| Grupo de instalaciones Instalacio´n
;
Instalacio´n → Seccio´n
| Instalacio´n Seccio´n
;
Seccio´n → Dispositivo
| Seccio´n Dispositivo
;
Dispositivo → Medida
| Dispositivo Medida
;
Para cada uno de esos elementos se pueden especificar las medidas asociadas. As´ı por
ejemplo, para el elemento Instalacio´n, las medidas asociadas se podr´ıan representar de
la siguiente forma (r : medidas registradas, v : medidas estimadas)
Medidas registradas a nivel de Instalacio´n, Instalacion.ri, corresponden a las i
medidas que pueden registrarse para una Instalacio´n.
Medidas virtuales estimadas para una Instalacio´n, Instalacion.vj, son las j me-
didas que se calculan a partir de otras medidas de la Instalacio´n, y que pueden
ser funcio´n de una o ma´s de las siguientes medidas:
Seccion.rk, Seccion.vl, Dispositivo.rm, Dispositivo.vn,medida.rp,medida.vq
Como ejemplo de posibles medidas asociadas a una instalacio´n podr´ıan ser aque-
llas donde un dispositivo devolviese un valor que afectase a la instalacio´n por completo
como temperatura ambiente, E contador (si hubiera un contador general que regis-
trara toda la energ´ıa generada por la Instalacio´n), etc.; las posibles medidas estimadas
para una instalacio´n podr´ıan ser: Potencia total, que se calcular´ıa como suma de las
potencia de todos los generadores que haya en la instalacio´n, Rendimiento diario, cal-
culado a partir del balance energe´tico diario de la instalacio´n, etc. Tambie´n se pueden
definir medidas virtuales para almacenar informacio´n de la instalacio´n necesaria para
su correcta gestio´n, como puede ser latitud y longitud del emplazamiento, etc.
As´ı, de los elementos descritos, los dispositivos suelen ser los que registran los datos
f´ısicos de la instalacio´n (medidas f´ısicas de para´metros reales, como puede ser potencia,
intensidad, etc.). Pero todos ellos pueden tener asociada informacio´n que no correspon-
da con las medidas f´ısicas pero que sea u´til para describir caracter´ısticas de los mismos.
Esta informacio´n se almacena en forma de lo que se ha denominado medida virtual o
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calculada. En un apartado posterior se definen detalladamente todos los tipos de me-
dida que se han contemplado en el marco de trabajo. Cada medida (real o virtual)
ira´ siempre asociada a uno de los elementos enumerados anteriormente.
5.2. Modelizado y gestio´n de usuarios
En el momento que existe la posibilidad de desarrollar un sistema que puede ser
usado por diferentes personas aparece la necesidad de establecer criterios o restricciones
para el acceso de la informacio´n que dependa del rol de la persona que esta´ accediendo
al mismo.
La inclusio´n de la funcionalidad que permita modelizar diferentes roles con el marco
de trabajo proporciona que un determinado usuario disponga de diferentes privilegios
frente a diferentes sistemas a gestionar. Cada usuario sera´ u´nico en el sistema y se auten-
ticara´ con un nombre de usuario y una contrasen˜a. Un usuario dispondra´ de capacidad
de asociacio´n con un grupo de instalaciones por diferentes roles y as´ı podra´ disponer
de diferentes roles dependiendo de las instalaciones o sistemas a las que tenga acceso.
Se han definido los siguientes tipos de roles o perfiles:
Administrador: los usuarios con este perfil tienen acceso a todos los sistemas y
puede realizar cualquier tarea dentro del marco de trabajo.
Gestor: los usuarios con este perfil dispondra´n de acceso a un grupo de instala-
ciones, permitiendo de esta manera, que un mismo usuario tenga acceso y control
con sus mismos datos de acceso a varias instalaciones.
El marco de trabajo proporciona las clases e interfaces apropiadas para modelizar
el almacenamiento de los roles al mismo, siendo adema´s posible extenderlas proporcio-
nando nuevas funcionalidades a la hora de utilizarlas. Primeramente se ha creado una
clase ISMDBUsers que contendra´ la lista de usuarios y permitira´ gestionar y propor-
cionar a los usuarios del marco de trabajo la gestio´n con usuarios, figura 5.2. Esta clase
soporta el interfaz IUsers que implementa el modelizado de dicho comportamiento.
Adema´s, dispone de los mecanismos de persistencia para poder almacenar y recuperar
la informacio´n de la base de datos asociada al marco de trabajo siguiendo un modelo
relacional mostrado en el cap´ıtulo 6.
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Figura 5.2: Clases para el modelizado de usuarios
Cada usuario dispone de propiedades para almacenar la informacio´n ma´s relevante.
Esta clase puede extenderse siempre que se implemente las funcionalidades del interfaz
correspondiente. En la figura 5.3 se muestran las clases para el caso IISMDBUser.
Figura 5.3: Clases para el modelizado de un usuario
Puede verse que un usuario puede relacionarse con un grupo de instalaciones sobre
las que tendra´ permisos para acceder y gestionar a trave´s de la propiedad Installation-
Group
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5.3. Modelizado de una instalacio´n energe´tica
Para la utilizacio´n del marco de trabajo en la gestio´n de sistemas energe´ticos, una de
las tareas fundamentales que se deben poder realizar de manera sencilla es el modelizado
de cada sistema que se vaya a gestionar. Este modelizado debe permitir definir todos
los dispositivos que lo integran y la asociacio´n del sistema a uno o ma´s usuarios con
su rol determinado. Para ello se parte de una jerarqu´ıa gene´rica para ma´s adelante ver
las posibilidades de extensio´n, figura 5.4.
Figura 5.4: Modelizado de una instalacio´n gene´rica basada en interfaces
Cada sistema energe´tico, al igual que el grupo de sistemas, dispondra´ de la capaci-
dad de modelizar medidas asociadas a este independientemente de las medidas de los
dispositivos.
Una vez que se ha modelizado un sistema o instalacio´n, es necesario modelizar cada
uno de los subsistemas que lo integran. Un sistema energe´tico o instalacio´n se puede
considerar que esta´ formado por elementos cada uno con una capacidad de generacio´n,
adquisicio´n o procesamiento de datos. Estos elementos aunque dispersos f´ısicamente
forman la instalacio´n o agrupacio´n de instalaciones.
Tambie´n se ha implementado un mecanismo de asociacio´n para permitir que un
sistema disponga de asociaciones transversales. De esta manera, se pueden asociar
diferentes dispositivos en diferentes secciones para resen˜ar que existe una relacio´n f´ısica
u organizativa entre ambos; por ejemplo, en el caso de una instalacio´n de energ´ıa solar
fotovoltaica, un inversor y su contador de energ´ıa o una placa fotovoltaica y el inversor
que recoge la energ´ıa que produce.
Una vez se ha descrito el sistema que se propone para modelizar todo el sistema
conceptual de una instalacio´n real, se analizan ahora los elementos f´ısicos de los sis-
temas energe´ticos. El elemento f´ısico ba´sico que se va a modelizar es el dispositivo,
que es el componente por excelencia dentro de un sistema energe´tico. En los sistemas
energe´ticos existen multitud de clases diferentes de dispositivos y con objetivos diferen-
tes como pueden ser registradores de datos, inversores, mo´dems, sistemas de adquisicio´n
de datos, conversores, sensores de temperatura, ce´lulas calibradas o pirano´metro para
medir radiacio´n, etc. Por otra parte, el dispositivo mantiene toda la informacio´n des-
criptiva del elemento que describe como pueden ser el nombre, la clase de dispositivo,
descripcio´n y instalacio´n a la que pertenece, entre otras.
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En la figura 5.5 se muestran la clase e interfaces que modelan una instalacio´n.
Figura 5.5: Modelo de una instalacio´n
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Siguiendo las directrices y metodolog´ıa de desarrollo expuestas en el cap´ıtulo 3, se
ha definido el marco de trabajo basando su estructura en interfaces y disen˜ando las cla-
ses que los implementan. De esta manera es sencillo an˜adir nuevas clases a la estructura
siempre y cuando se implementen el comportamiento que define la interfaz. As´ı, en la
figura 5.6 se muestra la capacidad de particularizacio´n al poder hacer uso de la heren-
cia y adaptar las clases para instalaciones te´rmicas o solares ISMDBFVInstallation o
IISMDBTermalInstallation.
Figura 5.6: Creacio´n de nuevos tipos de instalaciones haciendo uso de la herencia de
interfaces
Observando la implementacio´n, figura 5.7 se comprueba co´mo la propia instalacio´n
puede disponer de sus propias medidas o canales de informacio´n IISDBMeasures de-
finidas por lo general como medidas virtuales o calculadas a partir de medidas de los
dispositivos.
Figura 5.7: Grupos de instalaciones y relacio´n con los usuarios del marco de trabajo
Tambie´n se observa co´mo este modelizado permite agrupar instalaciones a trave´s
del interfaz IISMDBGroup y co´mo su relacio´n con el interfaz IISMDBUser establece
la asociacio´n entre usuario-instalaciones. Se aprecia la referencia circular de la interfaz
que modela la agrupacio´n de instalaciones permitiendo tener tantos niveles de grupos
como sean necesarios.
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5.4. Modelizado y caracterizacio´n de grupos de dis-
positivos
Para muchos sistemas es necesario disponer de la facultad de poder organizar o
agrupar los dispositivos que forman parte de los mismos, ya sea porque´ esta´n f´ısicamente
organizados de una manera determinada, ya sea porque´ es interesante disponer de
medidas o canales en las que se vean involucrados una serie determinada de dispositivos.
Para dar respuesta a esta necesidad, a una asociacio´n de dispositivos se la denomina
seccio´n y representara´ a un conjunto de dispositivos y a un conjunto de posibles medidas
o canales que por su naturaleza pueden representar informacio´n sobre los dispositivos
que asocia.
En el diagrama de clases asociado que se muestra en la figura 5.8 puede verse la
clase TISMDBSection que implementa el interfaz IISMDSection. E´ste a su vez dispone
de un conjunto de dispositivos o sistemas IISMDBSystem y una referencia a un grupo
de medidas ISMDBMeasures.
Figura 5.8: Modelo de un grupo de dispositivos
Se ha establecido adema´s la posibilidad de enlazar por medio de la referencia a
ISMDBSystemAsocs de asociaciones entre grupos de dispositivos o secciones, segu´n se
muestra en la figura 5.9.
Esta funcionalidad ha sido necesaria introducirla para establecer una relacio´n entre
dispositivos que por su funcio´n deben trabajar juntos pero forman parte de una seccio´n
donde existen muchos ma´s dispositivos.
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Figura 5.9: Asociacio´n de dispositivos
5.5. Modelizado y caracterizacio´n de dispositivos
Los elementos que se han tratado son conceptos abstractos y organizativos de los
dispositivos que finalmente forman parte de una instalacio´n. Estos u´ltimos son los que
al final se trasladan en elementos f´ısicos y reales que procesan y generan informacio´n.
Los dispositivos o sistemas que forman parte de una instalacio´n pueden ser de diferente
ı´ndole y disponer de diferentes canales de informacio´n o medidas. Teniendo en cuenta
la heterogeneidad que existe respecto a los dispositivos que forman parte de una ins-
talacio´n se ha definido la estructura de clases e interfaces que se muestra en la figura
5.10
Cada dispositivo o sistema mantiene una referencia con la instalacio´n a la que per-
tenece. Puede verse en la declaracio´n del interfaz la referencia circular a otros posibles
dispositivos para tratar el caso que se ha resen˜ado en el apartado anterior.
El mecanismo de herencia que proporciona la programacio´n orientada a objetos per-
mite particularizar el interfaz de dispositivo para adaptarlo a dispositivos particulares
que no puedan ser tratados, por su naturaleza y caracter´ısticas, de manera gene´rica.
As´ı, es posible declarar, partiendo de la interfaz gene´rica, diferentes dispositivos con sus
propias particularidades. En este caso y por ejemplo ce´lulas de radiacio´n, generadores,
inversores o contadores ele´ctricos.
En la figura 5.11 se muestra, a modo de ejemplo, la utilizacio´n de clases e interfaces
declaradas en el marco de trabajo para la definicio´n de un dispositivo de tipo inversor.
Simplemente heredando (y de esta manera implementando el interfaz apropiado),
se puede extender la clase sistema, que representa a un dispositivo, para definir un
inversor con los me´todos y propiedades que sean necesarios.
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Figura 5.10: Modelado de un dispositivo o sistema
Figura 5.11: Modelado de un dispositivo tipo invesor
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5.6. Modelizado de medidas
La unidad mı´nima de informacio´n que se trata dentro del marco de trabajo desa-
rrollado es el valor de una medida. La medida representa los valores de un canal f´ısico
o virtual y suele venir representado por la tupla (id, valor, timestamp). Para un
determinado instante de tiempo se dispondra´ de un valor para cada medida identificada
por un identificador u´nico suministrada esta por un determinado dispositivo.
En el marco de trabajo se ha contemplado que las medidas puedan ser de distintos
tipos, para poder integrar en el mismo los distintos tipos de sen˜ales f´ısicas que se
registran en un sistema energe´tico. Adema´s, en el marco de trabajo se pueden tambie´n
modelizar medidas virtuales, lo que da mucha potencia al mismo para las tareas de
gestio´n. Los tipos de medida que se han modelizado y desarrollado en el marco de
trabajo para dar respuesta a todos los tipos de magnitudes f´ısicas o calculadas que
intervienen en la gestio´n de un sistema energe´tico se muestran en la figura 5.12, en el
que se puede observar la jerarqu´ıa del modelizado propuesto.
Figura 5.12: Jerarqu´ıa de modelizado medidas
Se describen ahora en detalle cada una de estas medidas:
Medida constante: En ocasiones es necesario disponer de una manera de repre-
sentar un valor constante en un atributo, como puede ser un nu´mero de serie de
un dispositivo o un factor de calibracio´n de un determinado canal. Para esto se
puede usar una medida de tipo constante asociada a un determinado dispositivo,
grupo o instalacio´n, figura 5.13.
Medida instanta´nea: Una medida instanta´nea se describe como una medida que
almacena valores de canales que facilitan datos en forma continua; es, por tanto,
una medida registrada. Cada valor esta´ descrito por una tupla (valor,timestamp)
siendo valor el valor de la magnitud y el timestamp el momento en que esa va-
riable se establece. El timestamp puede venir dado por el dispositivo o por el
momento en que es adquirida por el sistema. Ya que estos tiempos no tienen por
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Figura 5.13: Modelado de medidas constantes
que´ ser iguales siempre se facilitara´ el ma´s preciso de ambos o en su defecto el
que este´ disponible. En la figura 5.14 se muestra el modelo conceptual del sistema
de adquisicio´n de tiempos de medidas en el marco de trabajo.
Figura 5.14: Sistema de adquisicio´n de tiempos de medidas
Medida diaria: Una medida diaria es aquella que su valor representa el comporta-
miento de una variable para el periodo de un d´ıa, figura 5.15. Esta variable viene
dada por (valor,timestamp), donde el timestamp es la fecha de un determinado
d´ıa. Es una medida virtual o estimada. El valor suele calcularse de una de estas
dos formas:
• por medio de alguna funcio´n sobre las variables instanta´neas durante el
periodo de un d´ıa
• el valor es facilitado directamente por el dispositivo indicando el d´ıa al que
corresponde dicho valor.
Medida para eventos y alarmas: Un dispositivo f´ısico puede proporcionar medidas
sobre las magnitudes que esta´ adquiriendo o midiendo pero tambie´n proporcionar
informacio´n sobre el funcionamiento de dicho dispositivo o comportamiento de
las variables que genera. Ejemplo de este tipo de informacio´n son: alarmas por
apagado, sobrecalentamiento, tensiones fuera de rango, etc. Este tipo de informa-
cio´n se conoce como alarmas y eventos y es fundamental que cualquier sistema
de gestio´n energe´tica sea capaz de gestionarlos, esto es, de capturar, almacenar
y reportar. Se trata de medidas registradas, figura 5.16.
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Figura 5.15: Modelado de medidas diarias
Figura 5.16: Modelado de alarmas y eventos
Medida global: Una medida global es aquella que dispone de un u´nico valor y por
lo tanto dicho valor representa el significado de una variable hasta un momento
determinado, figura 5.17. Cada variable de tipo global almacena tanto su valor
como su timestamp permitiendo de esta manera disponer de un valor global para
cualquier momento dado hasta dicho timestamp. As´ı, se puede disponer de un
histo´rico de valores globales. El valor de esta variable suele ser funcio´n de otros
valores diarios, instanta´neos y constantes y es una manera muy potente para
inferir informacio´n sobre conceptos de instalacio´n, dispositivo o canal.
Figura 5.17: Modelado de medidas globales
Medida instanta´nea en tiempo real: El marco de trabajo desarrollado adema´s de
permitir la adquisicio´n de datos que disponen los dispositivos utilizando la tecno-
log´ıa OPC HDA puede establecer comunicacio´n con un dispositivo e intercambiar
informacio´n de manera continua utilizando OPC para tiempo real, es decir OPC
DA. Para mantener el concepto de medida lo ma´s desacoplado posible y no se-
parar la implementacio´n en sistemas diferentes, estas medidas de tiempo real se
han implementando a partir de la clase gene´rica inicial, figura 5.18. Esto permite
abstraer el concepto de medida y reutilizarla en cualquier parte del sistema. Son
medidas registradas.
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As´ı, a partir de una clase base que implementa la interfaz apropiada se puede definir
los diferentes tipos de medidas anteriormente citadas.
Figura 5.18: Clase para el modelizado de medidas
Aunque los tipos de medidas modelizadas suelen ser las que se necesitara´n en la
mayor´ıa de los casos, puede verse que es sencillo an˜adir nuevos tipos de medidas sim-
plemente aplicando los mecanismos de implementacio´n y herencia sobre la estructura
de clases e interfaces proporcionada por el marco de trabajo.
5.6.1. Fuente de datos de una medida
El marco de trabajo propuesto permite la asociacio´n real de diferentes tipos de
elementos f´ısicos o virtuales, de acuerdo con el esquema que se muestra en la figura
5.19.
Figura 5.19: Representacio´n real de un canal f´ısico
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En este caso la medida es una representacio´n real del canal f´ısico determinado.
El subsistema, disponiendo del valor de dicha medida podra´ almacenarlo, gestionarlo,
publicarlo, etc. Para poder realizar estas acciones, en el marco de trabajo se propone
que los valores virtuales asociados a los distintos elementos de un sistema puedan ser
generados a partir de scripts lo que permitira´ que se puedan utilizar distintas expre-
siones, aritme´ticas y/o lo´gicas, para su definicio´n. El sistema dispone de un inte´rprete
de scripts en varios lenguajes (python, visual basis script, java script y delphi script) y
como fuente de datos de una medida se permite cualquier funcio´n desarrollada en estos
scripts por lo que la funcio´n puede incluir expresiones de tipo aritme´tico y/o lo´gico y
lo´gica, tambie´n es posible usar otras variables obtenidas por un OPC ya que el script
las ver´ıa como propias. Adema´s se pueden definir nuevas funciones externas (es decir,
funciones que esta´n en el marco de trabajo programadas internamente hacerlas visibles
desde el script). Esto dara´ una mayor potencia a este tipo de medidas. Estos scripts
pueden ser escritos en cualquier lenguaje que permita la escritura de scripts, ya que
sera´n compilados para su incorporacio´n al modelizado de una planta.
Las siguientes reglas gramaticales especifican co´mo pueden ser creados estos scripts
para incorporar medidas virtuales en el modelizado de un sistema y co´mo se construyen
las expresiones para calcular sus valores:
Script → Sentencia
| Script Sentencia
;
Sentencia → Asignacio´n
| if Condicion Sentencia [else Sentencia ]
| Sentencia Sentencia
;
Expresio´n → medida.v = Expresio´n
;
Expresio´n → medida.r
| Expresion Op Expresion
| - Expresion
;
Op → + | - | * | /
;
Condicio´n → Expresion Oprel Expresion
| Condicio´n AND Condicio´n
| Condicio´n OR Condicio´n
| NOT Condicio´n
;
Oprel → < | <= | > | >= | == | <>
;
El sistema de scripts tiene en cuenta la prioridad de operadores del lenguaje en
el que se escriba el script. As´ı, se puede resumir que el valor de una medida virtual
se puede calcular utilizando los valores tanto de medidas registradas, como los de
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Sistema <n sis> sep <n med>
Instalacio´n <n sis> sep <n ins><n med>
Grupo <n sis> sep <n ins> sep <n grupo> sep <n med>
Seccio´n <n sis> sep <n ins> <n grupo> sep <n sec> sep <n med>
Dispositivo <n sis> sep <n ins> <n grp> sep <n sec> sep <n dis> sep <n med>
Tabla 5.2: Identificadores de los OPC Items (n: nombre, sis: sistema, med: medida, ins:
instalacio´n, grp: grupo, sec: seccio´n, dis: dispositivo)
medidas virtuales previamente calculadas gracias al sistema de evaluacio´n de funciones
incorporado en el marco de trabajo.
Cada medida tiene siempre asociado un item OPC que es el que se utiliza para
obtener los datos de los dispositivos; estos items son los que se solicitan al servidor
cuya configuracio´n OPC tiene asignada cada medida. Los items OPC que usa un ser-
vidor tienen una identificacio´n u´nica: esta´n formados por el nombre de la variable que
almacena (real o virtual) y una ruta que determina su ubicacio´n dentro del modelo
de planta. Como se explico´ anteriormente, una planta esta´ formada por secciones que
contienen uno o varios dispositivos. Las plantas, a su vez, esta´n contenidas en grupos de
instalaciones, que pueden contener tambie´n otros grupos de manera recursiva. Todas
estas estructuras actu´an en la base de datos como contenedores de medidas, cuyo OPC
Item depende de su localizacio´n, de acuerdo con las reglas que se describen en la tabla
5.2.
En la figura 5.20 se propone una arquitectura que permite modelizar una medida
instanta´nea proporcionando las funcionalidades anteriormente descritas.
Figura 5.20: Modelizado de medidas calculadas
Esta medida dispone de un controlador asociado a un script que observa a trave´s
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del interfaz IObserver [7.3] los cambios producidos en el valor de la medida o de su
timestamp. En el caso de detectar una cambio lanzara´ la ejecucio´n del script que
actualizara´ el valor de la medida teniendo en cuenta los valores de las diferentes medidas
reales o virtuales asociadas a dicho script.
5.7. Conclusiones
En este cap´ıtulo se ha propuesto un modelizado basado en clases e interfaces para
un sistema energe´tico completo que permite efectuar consideraciones sobre el modelo
tal y como se har´ıa sobre el sistema real. Este modelizado hace posible disponer de
una representacio´n lo´gica de un sistema f´ısico real y da respuesta a la complejidad de
detalles que hay que tener en cuenta para este tipo de modelizado.
Se ha hecho tambie´n una propuesta para modelizar los elementos que conforman un
sistema energe´tico, desde la instalacio´n de manera general hasta las medidas o puntos
de informacio´n pasando por los diferentes dispositivos as´ı como los posibles niveles de
acceso o usuarios que tienen alguna capacidad de gestio´n sobre la planta.
Se ha propuesto, finalmente, un modelizado adecuado para las medidas, que son
la u´ltima informacio´n y, en definitiva, ma´s importante, ya que son las responsables de
disponer de los para´metros de funcionamiento de las instalaciones, y por lo tanto su
gestio´n y su capacidad de configuracio´n son quiza´s la parte ma´s importante al basarse
toda la informacio´n y toma de decisiones en el contenido de las mismas.
“La belleza es ma´s importante en
informa´tica que en ninguna otra
tecnolog´ıa debido a la gran
complejidad del software. La belleza
es la defensa definitiva contra la
complejidad”
– David Gelernter
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Capa de almacenamiento y persistencia de
la informacio´n
6.1. Introduccio´n
Para cada sistema que se quiera desarrollar es necesario almacenar informacio´n,
no solo de los datos registrados sino tambie´n de la configuracio´n de la planta que se
gestiona, dispositivos que incorpora, agrupacio´n de instalaciones, perfiles de usuarios,
etc. Por ello, es necesario utilizar una base de datos para mantener esa informacio´n,
tal y como se detallaba en la arquitectura propuesta en el cap´ıtulo 3. En concreto,
sera´ necesario almacenar:
Datos: contendra´ los datos instanta´neos almacenados por los dispositivos y los
datos calculados en forma de datos diarios y datos globales.
Caracter´ısticas de los elementos del sistema: incorporara´ todos los datos referentes
a las plantas, los grupos, los inversores.
Eventos: almacenara´ los diferentes eventos y alarmas que se produzcan en los
diferentes dispositivos.
Roles de usuario y permisos, para controlar los accesos a los distintos sistemas.
Para ello, una posible organizacio´n de esta informacio´n es la siguiente:
• Datos de cada usuario (nombre, contrasen˜a, rol asociado a cada planta, etc..)
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• Tipos de roles: consulta de una o ma´s plantas y administrador. El rol de
consulta servira´ para dar acceso a la informacio´n de las plantas (eventos,
datos instanta´neos, diarios, informacio´n de las plantas, etc.). El rol de ad-
ministrador permitira´ ver la informacio´n de todas las plantas y gestionar los
usuarios.
Para hacer persistente el modelizado de toda esta informacio´n se propone la uti-
lizacio´n de sistemas gestores de bases de datos compatibles con el esta´ndar SQL92.
De esta manera y al hacerlo de manera gene´rica, la base de datos de almacenamien-
to puede ser elegida en cada caso para permitir una mayor flexibilidad. En este caso,
todo el desarrollo se ha realizado para su utilizacio´n con el SGBD de fuentes abiertas
PostgreSQL.
Desde un comienzo se penso´ en la utilizacio´n e incorporacio´n de marcos de trabajo
para la persistencia de clases disponibles de manera libre pero el rendimiento no era
el apropiado ya que la frecuencia de almacenamiento de la informacio´n podr´ıa llegar
a ser muy exigente debido, en muchos casos, a la cantidad de datos que provienen
de los dispositivos. Por esta razo´n se ha generado un modelo entidad-relacio´n propio
y asociado a cada clase. Esta modificacio´n no entra en conflicto con la facilidad y
flexibilidad de poder extender las clases con nuevos atributos persistentes al primar
un alto grado de exigencia en la organizacio´n del co´digo fuente del marco de trabajo
desarrollado.
6.2. Modelo de persistencia del modelizado de usua-
rios y perfiles de acceso
La informacio´n correspondiente a los usuarios, los roles y la correspondencia con
cada instalacio´n dispone de una persistencia en base de datos a trave´s del modelo
entidad-relacio´n mostrado en la figura 6.1.
Hay que destacar que en este modelo propuesto cada usuario puede disponer de un
rol determinado para cada instalacio´n y a su vez cada rol tendra´ disponible una serie
de servicios que estara´n disponibles dentro del marco de trabajo. Con este modelizado,
el sistema puede almacenar dicha informacio´n y recuperarla de manera sencilla cuando
se invoca cada instancia de cada clase.
En la figura 6.2 puede verse una implementacio´n con la utilizacio´n de la clase de
definicio´n de usuarios donde dicha informacio´n se almacena y recupera de la base de
datos.
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Figura 6.1: Modelo de almacenamiento en base de datos de usuarios
6.3. Modelo de persistencia del modelizado de ins-
talaciones
Para proporcionar persistencia de almacenamiento de las instalaciones se ha desa-
rrollado el modelo que se muestra en la figura 6.3.
En este caso, es necesario almacenar la informacio´n de cada instalacio´n y la forma
de agrupacio´n en grupos y secciones de dispositivos. El modelo soporta las relaciones
para establecer una integridad referencial y as´ı permitir operaciones y modificaciones
en cascada.
En la figura 6.4 se muestra la aplicacio´n de la instanciacio´n de grupos y en la figura
6.5 su asociacio´n con instalaciones utilizando las clases proporcionadas por el marco
96 6. Almacenamiento y persistencia de la informacio´n
Figura 6.2: Interfaz para la administracio´n de usuarios
de trabajo y el modelo entidad relacio´n para su almacenamiento y recuperacio´n de la
base de datos utilizada.
Figura 6.4: Implementacio´n de grupos de instalaciones
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Figura 6.3: Modelo de almacenamiento en base de datos de instalaciones
Figura 6.5: Agrupacio´n de instalaciones
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6.4. Modelo de persistencia del modelizado de dis-
positivos
Para poder almacenar la informacio´n referente a los dispositivos modelizados de
una planta determinada se propone el uso del modelo entidad relacio´n que se muestra
en la figura 6.6.
Figura 6.6: Modelo de almacenamiento en base de datos del modelizado de dispositivos
Segu´n esta propuesta, un dispositivo estara´ asociado a un grupo de dispositivos o
seccio´n y el dispositivo sera´ de un tipo o clase determinada. El asociar los atributos o
medidas de un dispositivo a una clase de dispositivo en lugar de una instancia permite
que se pueda reutilizar el modelizado de un dispositivo tantas veces como apariciones
reales de dicho disposito ocurran en una planta real sin tener que volver a definir sus
canales.
Las medidas y los dispositivos asociados son elementos que es necesario modeli-
zar muy frecuentemente. Por ello, el marco de trabajo proporciona un repositorio de
medidas y dispositivos perfectamente modelizados. Este repositorio se puede utilizar
cuando se definen y an˜aden nuevos dispositivos durante el modelizado de una planta,
sin necesidad de volver a definirlos cada vez. Adema´s, es fa´cil crear nuevos dispositivos
a partir de los que ya existan. Los dispositivos que se pueden incluir son de diferentes
clases que, por ejemplo, en dispositivos para sistemas de energ´ıa solar podr´ıan ser:
inversores, generadores, contadores de energ´ıa, ce´lulas para medir radiacio´n, pirano´me-
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tros, sensores de temperatura y sistemas de adquisicio´n de datos locales, entre otros.
Este repositorio permitira´ la inclusio´n de nuevos dispositivos y medidas relacionados
con los predefinidos lo que supondra´ que el disen˜o de una nueva aplicacio´n de gestio´n
energe´tica se pueda hacer de forma ma´s ra´pida a partir de ese repositorio.
En la figura 6.7 puede verse una librer´ıa de dispositivos modelizada en base a clases
de dispositivos y con canales ya definidos. Al encontrarse este repositorio en la propia
base de datos, se pueden reutilizar los dispositivos definidos desde cualquier aplicacio´n
que haga uso de este marco de trabajo para la construccio´n de aplicaciones de gestio´n
energe´tica.
Figura 6.7: Librer´ıa de dispositivos modelizados
6.5. Almacenamiento de la informacio´n de los ca-
nales de los dispositivos
Uno de los retos a la hora de desarrollar el marco de trabajo ha sido la forma de
almacenar gran cantidad de datos, en algunos casos, a alta frecuencia. La informacio´n
que proviene de los dispositivos puede ser informacio´n histo´rica o informacio´n en tiempo
real. En el caso de informacio´n histo´rica, el almacenamiento puede realizarse a baja
frecuencia debido a que se dispone de la informacio´n en el dispositivo durante un
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relativo largo periodo de tiempo. Sin embargo en casos de informacio´n en tiempo real,
los dispositivos generan informacio´n que es necesario almacenar cuanto antes. Adema´s
es necesario que tener en cuenta que la informacio´n a almacenar puede ser de diferente
tipo por lo que no es posible tratarla toda de la misma manera.
De manera formal se puede ver la informacio´n a almacenar de la manera que se
describe a continuacio´n.
Si se denominan todos los dispositivos de una instalacio´n dada como d1, ..., dk se
tendra´ que:
∀di∃(di, ti, vi) (6.1)
donde ti representa un instante determinado en el tiempo y vi un valor asociado a
dicho di en ese instante ti.
Cada valor puede ser de un tipo determinado como nu´meros enteros, valores flotan-
tes, valores booleanos o incluso cadenas de caracteres, por lo que su almacenamiento
tendra´ que realizarse de manera diferente sin sacrificar rendimiento. Por ello, la solu-
cio´n adoptada ha sido la disposicio´n al marco de trabajo de tablas espec´ıficas para el
almacenamiento de dicha informacio´n, figura 6.8.
De esta manera, cada canal conoce el tipo de informacio´n y almacenara´ y recupe-
rara´ dichos valores de la tabla apropiada logrando una alta frecuencia de almacena-
miento en la base de datos.
6.6. Mecanismo de sincronizacio´n para el almace-
namiento de los canales de los dispositivos
El poder disponer del estado de una instalacio´n en cualquier momento dado es una
ventaja importante para estudiar su funcionamiento actual e incluso para poder inferir
algunos para´metros sobre el comportamiento futuro. En muchas ocasiones es sencillo
que se disponga de toda la informacio´n pero ocurren situaciones que en las que no se
puede controlar cuando se quiere recuperar la informacio´n de todos los dispositivos y
por alguna razo´n esto no es posible. Es entonces cuando se hace necesario disponer de
mecanismos para tener la capacidad de recuperar la informacio´n de cualquier estado
en el que ha estado la planta.
Existen por supuesto, algunas limitaciones como que ocurran problemas o cortes
de comunicacio´n entre los dispositivos que proporcionan valores en tiempo real, pero
si el dispositivo dispone de una memoria interna o dichos dispositivos son registrado-
res de datos es posible implementar algu´n mecanismo inteligente para disponer de la
informacio´n de la forma ma´s coherente y precisa posible.
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Figura 6.8: Almacenamiento de datos de diferentes tipos medidas
En el marco de trabajo desarrollado se ha implementado de manera transparente, un
algoritmo de sincronizacio´n lo suficientemente versa´til para poder reanudar la descarga
y mantener la informacio´n lo ma´s fiable posible ante causas que en algu´n momento
no permitan descargar la aplicacio´n. Estos casos pueden llegar a ser muy comunes
cuando se realizan conexiones a dispositivos a trave´s de tecnolog´ıas mo´viles o dichos
dispositivos se encuentran en puntos geogra´ficamente complicados causando problemas
en las comunicaciones.
El proceso de sincronizacio´n se divide en dos niveles, partiendo de la cola de sincro-
nizaciones, que es el nivel ma´s externo, hasta llegar a la sincronizacion de un d´ıa para
una medida concreta, que corresponde al nivel mas interno. As´ı, el proceso se puede
desglosar de la siguiente manera:
A un nivel superior se utiliza el algoritmo del sincronizador. Este es el algoritmo
de funcionamiento del programa encargado de atender las peticiones de sincroni-
zacio´n de las instalaciones segu´n una cola de planificacio´n (Fig. 6.9).
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En el siguiente nivel estara´ el algoritmo de sincronizacio´n de una instalacio´n. Este
es el algoritmo al que llama el sincronizador por cada instalacio´n que encuentra
en la cola de sincronizaciones.
A continuacio´n se encuentra el algoritmo que sincroniza una medida para el
intervalo de tiempo especificado.
Finalmente, en el u´ltimo nivel, se encuentra la sincronizacio´n de un d´ıa concreto
para una medida concreta, donde se realizaran las peticiones a los servidores OPC
responsables de descargar la informacio´n de cada dispositivo.
El algoritmo del sincronizador se corresponde con el bucle principal del programa
encargado de la sincronizacio´n de las instalaciones que haya en el sistema. El algoritmo
que se propone para la tarea de sincronizacio´n principal se describe en la figura 6.9.
Este algoritmo se basa en la cola de peticio´n de sincronizaciones, y puede estar
ejecuta´ndose en segundo plano continuamente, con idea de atender las peticiones que
se vayan planificando manualmente o de forma automa´tica desde el planificador. As´ı,
cuenta con un temporizador, el cua´l le indicara´ de forma perio´dica al sincronizador
que realice una bu´squeda en la tabla de sincronizaciones pendientes. En el momento
que encuentre instalaciones pendientes, la sincronizacio´n se realiza segu´n el siguiente
orden:
1. Prioridad asignada
2. Fecha y hora de la peticio´n
Una vez encuentra instalaciones pendientes, continu´a buscando en la tabla y sin-
cronizando hasta que no queden ma´s instalaciones pendientes, momento en el que
esperara´ a que se cumpla el temporizador para realizar una nueva bu´squeda.
Para las instalaciones pendientes, el proceso de la sincronizacion que se propone es
el siguiente:
1. Marcar la hora en la que se empieza a atender la peticio´n.
2. Sincronizar la instalacio´n segu´n el algoritmo correspondiente a la Sincronizacio´n
de una instalacio´n, que se explicara´ ma´s adelante.
3. Marcar la hora de finalizacio´n de la sincronizacio´n.
4. Aplicar a la instalacio´n los filtros integrados en el sistema para la detectar e
inferir incidencias y comportamientos extran˜os.
5. Volver a buscar una nueva instalacio´n por sincronizar en la cola. En caso de que
no queden instalaciones pendientes, se repite la bu´squeda cada vez que se cumpla
el temporizador.
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La cola de sincronizaciones sirve tanto para introducir peticiones de sincronizacio´n
como para llevar un historial de las sincronizaciones de cada planta. en esta cola se
ordenan las peticiones por prioridad y a igual prioridad se toma la fecha de peticio´n
menos reciente. Cada vez que se hace una sincronizacio´n de una instalacio´n se obtiene
adema´s el resultado de la sincronizacio´n, de acuerdo con los tres siguientes posibles
resultados:
1. La instalacio´n se sincronizo´ por completo
2. Faltaron algunos datos por sincronizar
3. No se pudo sincronizar ninguna medida
Por otra parte, para la sincronizacio´n de una instalacio´n se propone el algoritmo
que se muestra en el diagrama de flujos de la figura 6.10.
Con este algoritmo se realizan las sincronizaciones de todas las medidas asociadas
a cada planta en cualquiera de sus niveles (planta, seccio´n, sistema). Para esta sincro-
nizacio´n es necesario establecer algu´n orden de manera que se minimicen los accesos a
los dispositivos que se van a sincronizar.
En el siguiente nivel, para sincronizar las medidas instanta´neas se propone un al-
goritmo que se encarga de recuperar todas las medidas que correspondan a un mismo
d´ıa en un u´nico paquete; el diagrama de flujo de este algoritmo se muestra en la figura
6.11.
La idea es dividir las medidas en los diferentes servidores OPC que se puedan
encontrar con medidas instanta´neas para cada instalacio´n. Las inserciones en la base de
datos de los datos recuperados se realizan mediante hebras, por lo que la sincronizacio´n
no finaliza hasta que se acaban todas las hebras. Para ello el algoritmo implementa un
contador de hebras al que se accede mediante una seccio´n cr´ıtica y se espera hasta que
ese contador llega a 0 o se supera un tiempo ma´ximo de espera tambie´n predefinido en
el algoritmo.
Por u´ltimo, para la sincronizacio´n de un d´ıa para una medida se propone el algoritmo
que se muestra en el diagrama de flujos de la figura 6.12.
Con este algoritmo se puede conseguir realizar la sincronizacio´n de una medida los
d´ıas que se especifiquen. En caso de que no se hubiesen podido descargar anteriormen-
te los datos de un dispositivo, la utilizacio´n del concepto de d´ıa cr´ıtico hara´ que se
descarguen dichos datos en el momento que este´n disponibles teniendo seguridad que
dada una fecha, o no sera´ posible descargar los datos porque se han perdido debido
a que se haya llenado la memoria o se descargara´n cuando haya comunicacio´n con el
dispositivo.
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Figura 6.9: Algoritmo para la sincronizacio´n con las plantas
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Figura 6.10: Algoritmo para la sincronizacio´n de una instalacio´n
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Figura 6.11: Algoritmo para la sincronizacio´n de una media
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Figura 6.12: Algoritmo para la sincronizacio´n de una media en un d´ıa
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6.7. Conclusiones
Una vez modelizada la instalacio´n, la informacio´n de la misma, tanto de su modelo
como del contenido de los datos que representan su funcionamiento, debe poder ser
almacenada y recuperada de manera eficiente. La utilizacio´n en este caso de una capa
espec´ıfica para dotar de persistencia a la informacio´n en bases de datos y la utilizacio´n
de sistemas gene´ricos para realizarla permite disponer de mu´ltiples opciones para la uti-
lizacio´n de los sistemas que ma´s convengan en cada caso. Opciones como la utilizacio´n
de sistemas gestores de bases de datos basados en fuentes abiertas, como PostgreSQL
o MariaDB, o incluso licenciados como Oracle, abren un abanico de opciones sin tener
una dependencia a priori con el sistema a utilizar.
Por otra parte, se han expuesto una serie de algoritmos que garantizan disponer
en todo momento de la ma´xima informacio´n posible de los dispositivos, lo que se hace
independientemente de que en los casos reales, multitud de problemas relacionados con
protocolos, fallos de comunicacio´n, sistemas de comunicacio´n ineficientes o con ruido
pueden ser despreciados, garantizando una coherencia en la informacio´n y en los datos.
Esto es realmente importante si se quiere tener una idea de co´mo se comporta el sistema
o incluso a la hora de inferir informacio´n o realizar evaluaciones o predicciones de las
instalaciones que se esta´n gestionando.
“Cualquier bug lo suficientemente
avanzado es indistinguible de una
funcionalidad”
– Rich Kulawiec
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Capa de soporte a la implementacio´n
7.1. Introduccio´n
Dentro de un marco de trabajo aparecen multitud de relaciones y referencias entre
objetos que pueden hacer que la complejidad e interrelacio´n entre los mismos se haga
muy complicada, causando adema´s un problema al disponer de un sistema altamente
acoplado. Adema´s, en los lenguajes de programacio´n de mayor rendimiento, los sistemas
de tipado fuerte hacen que haya que estar continuamente asociando los tipos de los
objetos y la inclusio´n de nuevas referencias han de pasar por fuerza porque dichos
tipos sean compatibles.
7.2. Sistema de seleccio´n gene´rica
Para evitar estos casos, en este trabajo se propone que la comunicacio´n entre clases
se realice traspasando una interfaz gene´rica, figura 7.1. De esta manera, solo en destino
es necesario comprobar si dicha instancia implementa la interfaz necesaria y evita pasar
y definir tipos que sean compatibles para conseguir con e´xito la compilacio´n del sistema.
As´ı, cualquier clase que quiera disponer de la funcionalidad de poder facilitar a otra
una referencia a cualquier otra clase podra´ hacerlo implementando el interfaz ISelection.
Se proporciona adema´s una clase que implementa esa interfaz para que cualquier otra
clase pueda implementar por delegacio´n de interfaz el interfaz ISelection.
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Figura 7.1: Seleccio´n gene´rica
Una instancia que, por ejemplo, tenga un conjunto de objetos de tipo dispositivo o
un conjunto de usuarios no necesitara´n declarar esa lista de objetos de manera diferente,
sino que utilizando la misma implementacio´n guardara´ los interfaces de esas clases y
cuando otro objeto tenga la necesidad de utilizarlos simplemente mirara´ si los objetos
implementan la interfaz deseada y si es as´ı tendra´ los objetos que desea.
Esta solucio´n se puede realizar en los lenguajes de programacio´n modernos haciendo
uso de los templates pero tienen como inconveniente que en tiempo de preprocesamien-
to, antes de la compilacio´n, el co´digo se duplica para cada tipo diferente por lo que
hace que los programas crezcan y no sean igual de eficientes que la solucio´n que se
plantea en este trabajo.
7.3. Sistema Sujeto-Observador
En marco de trabajo desarrollado, la comunicacio´n entre las clases se realiza bajo
eventos. Con los eventos es posible eliminar los algoritmos iterativos ya que la ejecu-
cio´n de los me´todos de las clases se ejecutan bajo ciertas circunstancias. Realizar una
implementacio´n de mecanismos de eventos en cada clase puede llegar a ser muy costosa
y compleja por lo que el marco desarrollado facilita la interaccio´n entre clases usando
eventos, proporcionando clases e interfaces reutilizables para esta tarea.
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Para implementar esta funcionalidad se ha realizado una modificacio´n del patro´n
sujeto-observador utilizando interfaces. Por un lado se cuenta con el interfaz ISub-
ject proporcionando, a la clase que lo implemente, poder ser observado y avisar sobre
cualquier evento a la clases que lo observen. Se proporciona adema´s una clase que
implementa dicha interfaz (Fig. 7.2) para facilitar su inclusio´n por agregacio´n y dele-
gacio´n de la implementacio´n de dicha interfaz siguiendo los mecanismos explicados en
el apartado 3.4.4..
Figura 7.2: Interfaz sujeto observable ISubject
Por otro lado se tiene el interfaz IObserver que permite, a las clases que lo imple-
mentan, observar las clases que implementan el interfaz ISubject y recibir notificaciones
de las mismas, figura 7.3.
Figura 7.3: Interfaz IObserver
De esta manera, no es necesario estar comprobando variables ni estados de las clases
de manera s´ıncrona. En el momento que se crean las diferentes instancias de las clases,
se establecen los enlaces entre sujetos y observadores y los cambios producidos en ciertas
instancias producira´n eventos sobre las instancias que los observan disponiendo as´ı de
un mecanismo de notificacio´n de eventos totalmente as´ıncrono. Con esta propuesta se
consigue reducir mucho la carga del marco de trabajo y se proporciona una manera
elegante y clara de producirse flujos de informacio´n y eventos.
112 7. Capa de soporte a la implementacio´n
7.4. Sistema de acciones y comandos
La interaccio´n con el usuario es siempre una funcionalidad deseable en cualquier
sistema por muy automatizado que se encuentre. Existen multitud de soluciones para
separar la parte de los datos, la lo´gica de negocio y la interfaz del usuario como los
patrones basados en Modelo-Vista-Controlador que buscan la separacio´n de conceptos
y reutilizacio´n de co´digo en la arquitectura del software.
Debido a que el marco de trabajo desarrollado esta´ basado en interfaces software,
se ha visto la oportunidad de poder conectar dichas definiciones de procedimientos o
propiedades con el interfaz gra´fico de una manera sencilla registrando la asociacio´n de
definicio´n de interfaz con acciones del interfaz de usuario. De esta manera es sencillo
incorporar a las aplicaciones desarrolladas con este marco de trabajo acciones aso-
cia´ndolas simplemente a los objetos a los que se quiere dotar de acciones o comandos
determinados, figura 7.4.
Figura 7.4: Modelado de comandos
El interfaz ICommand facilita la creacio´n dentro del sistema de comandos que
podemos asociar a cualquier instancia como se muestra en la figura 7.5.
A su vez, cada comando puede estar agrupado en diferentes categor´ıas permitiendo
al interfaz de usuario mostrar los comandos agrupados para una mejor experiencia del
usuario, figura 7.6.
En esta figura puede verse co´mo integrar un menu contextual con el sistema de
comandos para que los muestre de manera gra´fica. As´ı, dado un objeto que soporte
una seleccio´n de instancias de objetos, se le aplicara´ la lista de comandos que son
compatibles con las interfaces que soporte.
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Figura 7.5: Modelado de categor´ıas de comandos
En la figura 7.7 puede verse co´mo el marco de trabajo aplica automa´ticamente, sobre
los objetos seleccionados, los comandos disponibles en el sistema, permitiendo incluso
diferentes representaciones visuales de los mismos. En este caso un menu´ contextual y
un panel de acciones para representar las mismas acciones disponibles.
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Figura 7.6: Sistema de comandos
Figura 7.7: Sistema de comandos
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7.5. Sistema dina´mico de propiedades
Cada vez que se define una clase con programacio´n orientada a objectos o incluso
en otros paradigmas de programacio´n, es necesario conocer la estructura de la misma
y sus atributos. Esto hace que en todo momento se disponga de una dependencia
entre los tipos, atributos y me´todos y las dema´s clases que se relacionan con ellas y
que conozcan esta estructura en tiempo de compilacio´n. Una desventaja evidente es la
poca flexibilidad que ofrece esta condicio´n ya que la inclusio´n de nuevos atributos en
las clases ya definidas pasa por modificar en tiempo de disen˜o los desarrollos.
Para dar respuesta a esta situacio´n, en este trabajo se proporciona al marco de
trabajo de un mecanismo de extensio´n en tiempo de ejecucio´n, lo que es una ventaja
y mejora an˜adida al permitir que las clases se construyan y modifiquen en el momento
de su utilizacio´n.
En la figura 7.8 pueden verse los interfaces que pone a disposicio´n el marco de tra-
bajo para que las clases que se utilicen puedan se extendidas en tiempo de ejecucio´n.
Cada clase puede hacer uso de una lista de propiedades IProps y definir nuevas pro-
piedades o atributos con diferentes niveles de acceso (solo lectura, solo escritura o de
lectura/escritura).
Figura 7.8: Sistema dina´mico de propiedades
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Disponer de esta funcionalidad proporciona una flexibilidad que elimina la limi-
tacio´n de tener que modificar las clases codificadas, ya que permite an˜adir nuevos
atributos a las mismas en tiempo de ejecucio´n y las clases relacionadas o dependientes
pueden consultar dichos atributos en el momento apropiado.
Cada propiedad dispone a su vez de la capacidad de ser observada (ve´ase 7.3) por
lo que se an˜ade adema´s la funcionalidad de ser notificado por el cambio de los valores
de dichos atributos.
7.6. Sistema dina´mico de configuracio´n
La arquitectura de clases anteriormente presentada permite modelizar un servidor
OPC para cada dispositivo con la condicio´n de conocer el protocolo de intercambio de
informacio´n con el mismo. Sin embargo existe todav´ıa una funcionalidad importante
que debe ser implementada y esta´ relacionado con los para´metros de configuracio´n del
protocolo y el dispositivo. Sera´, por ejemplo, necesario facilitar al sistema los para´me-
tros de conexio´n f´ısicos, si la comunicacio´n es con un dispositivo por medio de un puerto
serie, o el nu´mero de tele´fono, si es a trave´s de una l´ınea telefo´nica.
Para facilitar esta funcionalidad, se ha tenido en cuenta que el marco de trabajo
proporcione una serie de clases de ayuda as´ı como un flujo de comportamiento para
indicar y facilitar los para´metros de configuracio´n de cada servidor OPC que se desea
desarrollar, figura 7.9.
Figura 7.9: interfaz para la implementacio´n del sistema de configuraciones dina´mico
As´ı, para cada caso que se deba disponer de la capacidad de proporcionar para´me-
tros de configuracio´n, se heredara´ del interfaz IConfiguration. En la figura 7.10 se mues-
tra co´mo proporcionar los para´metros de configuracio´n de un dispositivo que necesita
configurar su puerto de comunicaciones serie.Como es una situacio´n muy comu´n, se ha
creado un servidor OPC gene´rico que permite la comunicacio´n con dispositivos por el
puerto de comunicaciones serie, al que se ha denominado TCustomOPCSerialServer.
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Figura 7.10: Configuracio´n del puerto de comunicaciones serie
Este clase tendra´ un componente que se encargara´ de la gestio´n directamente con el
puerto de comunicaciones, en este caso TmlDialer, e implementara´ adema´s el interfaz
IConfiguration, que es un componente que puede ser externamente configurado.
Cuando el sistema encuentra una clase que implementa esta interfaz buscara´ el
formulario existente que permite configurar dicha clase y lo lanzara´ bajo peticio´n del
usuario, figura 7.11.
Figura 7.11: Configuracio´n del puerto de comunicaciones serie
En este caso un SerialCPortConfigForm, figura 7.12, permitira´ configurar dicha
instancia y se encargara´ a su vez de proporcionar las funcionalidades de persistencia
en disco para almacenar o recuperar la configuracio´n proporcionada.
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Figura 7.12: Formulario para la configuracio´n del puerto de comunicaciones serie
De esta manera, para cada caso particular de cada dispositivo que deba permitir
incorporar para´metros de configuracio´n, existira´ una manera sencilla y unificada de
proporcionar un formulario de configuracio´n y un interfaz que realice el trabajo de
configuracio´n de la clase. Por ejemplo para facilitar la configuracio´n de un dispositivo
cuya conexio´n se realice a trave´s de una l´ınea telefo´nica como puede verse en 7.13.
Figura 7.13: Formulario para la configuracio´n del model telefo´nico
Una vez se disponga de los formularios de configuracio´n de cada clase que intervenga
en el servidor OPC y dado que la clase superior de la jerarqu´ıa propuesta implementa
el comportamiento de un contenedor de interfaces de usuario de configuracio´n, solo
quedara´ indicar desde las clases espec´ıficas que el marco de trabajo incluya dichos
formularios en el interfaz de usuario (Fig. 7.14).
Las clases anfitrionas de la jerarqu´ıa disponen de un interfaz de usuario que ser-
vira´ como contenedor de los intefaces de configuracio´n que deseemos an˜adir como puede
verse en la figura 7.15.
En la figura 7.16 se ha configurado un servidor OPC que dispone de una clase para
el control del puerto serie y otra para las comunicaciones por IP. Sera´ necesario por
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Figura 7.14: interfaz para contenedor de formularios de configuracio´n
Figura 7.15: Formulario contenedor de formulario de configuracio´n
tanto disponer de los formularios de configuracio´n de cada una de esas clases y una vez
an˜adidas puede observarse como el contenedor albergara´ los interfaces de usuario de
ambas clases de manera automa´tica.
Toda la informacio´n de configuracio´n se almacena en el registro del sistema o en
ficheros locales a la aplicacio´n que lo esta´ utilizando y por lo tanto es posible arran-
car cualquier aplicacio´n e inyectarle la configuracio´n que que se quiera para que sea
utilizada en su momento, figura 7.17.
Esta es un funcionalidad muy u´til ya que en muchas ocasiones sera´ necesario utilizar
diferentes para´metros de configuracio´n para aplicaciones que se comportan de manera
similar. Por ejemplo, en el caso de los servidores OPC que deben conectarse con dis-
positivos iguales pero que se encuentran conectados con para´metros diferentes como
direcciones IP o nu´meros de tele´fono determinados.
120 7. Capa de soporte a la implementacio´n
Figura 7.16: Formulario contenedor de formulario de configuracio´n del puerto serie e
Internet
Figura 7.17: Inyeccio´n de para´metros de configuracio´n en tiempo de ejecucio´n
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7.7. Conclusiones
En cualquier desarrollo de software, es necesario disponer de elementos que, si bien
no tienen una funcio´n reconocida e identificada respecto al modelo o dominio del proble-
ma, permitan servir como apoyo o soporte a la implementacio´n de las clases e interfaces
determinadas.
La disposicio´n por parte del marco de trabajo, al usuario que lo utilice, de patrones
de disen˜o que proporcionen mecanismos habituales para la relacio´n de clases e interfaces
dentro de un sistema es algo muy deseable, al permitir una mayor flexibilidad para
conseguir unos resultados finales apropiados.
El sistema de eventos proporciona mecanismos para conectar clases y permitir el
flujo de notificaciones dentro del marco de trabajo entre cualquiera de sus capas. El
sistema de acciones y comandos permite definir, asociar y ejecutar algoritmos desde
cualquier punto del marco de trabajo. La disposicio´n de un sistema de propiedades
dina´mico permite la extensio´n de las clases sin la necesidad de recompilacio´n del co´digo.
Disponer adema´s de un sistema de configuracio´n dina´mico proporciona la capacidad
de particularizacio´n de partes del marco de trabajo de manera externa permitiendo
adaptarse a diferentes situaciones o situaciones diferentes respecto a las instalaciones
a controlar y monitorizar.

“La mejor forma de predecir el
futuro es implementarlo”
–David Heinemeier Hansson
8
Modelos para gestio´n de un sistema de
energ´ıa solar fotovoltaica
8.1. Introduccio´n
En este cap´ıtulo se proponen modelos para la evaluacio´n y prediccio´n del funcio-
namiento de sistemas energe´ticos basados en la utilizacio´n de modelos de aprendizaje
automa´tico. Se presenta tambie´n la validacio´n que se ha hecho de estos modelos utili-
zando datos reales para un tipo de sistema energe´tico no convencional.
Como se ha comentado en un cap´ıtulo anterior de esta tesis, desde hace unos an˜os,
se ha producido un importante incremento del nu´mero de instalaciones de produccio´n
de energ´ıa a partir de fuentes renovables debido, entre otros motivos, a las pol´ıticas
de impulso a la diversificacio´n de fuentes energe´ticas y fomento de la utilizacio´n de
energ´ıas renovables. De entre estas instalaciones, las de gran potencia cuentan con
personal especializado para las tareas de evaluacio´n, mantenimiento y gestio´n de la
plantas.
Sin embargo, en las instalaciones de pequen˜a y mediana potencia no esta´ justifica-
do el coste econo´mico que supone mantener personal especializado para la realizacio´n
de este tipo de tareas. Por ello, en los u´ltimos an˜os, los fabricantes de los compo-
nentes de este tipo de instalaciones, fundamentalmente los fabricantes de inversores,
esta´n suministrando programas que solo permiten la monitorizacio´n in situ o remota
de este tipo de instalaciones, pero no se incluyen rutinas que permitan la evaluacio´n
del funcionamiento de las mismas ni la gestio´n de cara a su integracio´n en las redes
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convencionales.
En general, para asegurar un buen funcionamiento de estos sistemas y una correcta
integracio´n de los mismos en la red ele´ctrica hay que dar una adecuada respuesta a dos
problemas:
Evaluar el funcionamiento del sistema, partiendo de los para´metros que se regis-
tran en mismo.
Hacer una prediccio´n a corto plazo de la energ´ıa que el sistema va a producir.
En cada sistema energe´tico se recogen valores de varios para´metros en escalas tem-
porales que pueden variar desde 1 a 30 minutos, durante todos los d´ıas. As´ı, al cabo
de cierto tiempo, la cantidad de informacio´n que se tiene de cada planta puede llegar
a ser importante, por lo que ser´ıa muy valioso poder sistematizar de alguna manera
el tratamiento y ana´lisis de esta informacio´n registrada para que pudiese realizarse de
forma automa´tica su gestio´n sin necesidad de contar con expertos.
Por una parte, para resolver el primer problema planteado, el de la evaluacio´n de
este tipo de plantas, se han propuesto varios modelos, la mayor´ıa obtenidos a partir
del ajuste de los datos experimentales de los subsistemas que integran las plantas o
bien a partir de modelos f´ısicos ma´s o menos aproximados de las mismas. Para cada
planta, dependiendo de sus para´metros de disen˜o, se utiliza un u´nico modelo para
evaluar su funcionamiento, como por ejemplo los propuestos por: [YCW+04], en el que
se presenta un modelo para la gestio´n de una planta energe´tica h´ıbrida (eo´lico, solar y
bater´ıas como sistema de almacenamiento) basado en la utilizacio´n de lo´gica fuzzy.
En general, estos modelos funcionan bastante bien en determinadas condiciones,
pero suelen ser bastante inexactos para condiciones de funcionamiento no previstas en
su disen˜o. Por ejemplo, en el caso de sistemas cuya fuente de energ´ıa es la radiacio´n
solar, los modelos no suelen funcionar muy bien para d´ıas en los que hay presencia de
nubes y, como consecuencia, la variabilidad de la fuente energe´tica es alta.
Adema´s, estos modelos de evaluacio´n han sido estimados de forma general, sin
tener en cuenta las caracter´ısiticas de cada instalacio´n, y suelen ser fijos durante todo
el periodo de operacio´n del sistema. Sin embargo, se sabe que los para´metros de un
sistema pueden cambiar a lo largo de su vida u´til, por diversos motivos, como puede
ser envejecimiento de los sistemas de generacio´n, degradacio´n de los componentes,
presencia de suciedad, etc. Por ello, ser´ıa importante poder contar con modelos que
permitan tener en cuenta caracter´ısticas propias de cada instalacio´n y que permitan
tambie´n integrar de manera sencilla los posibles cambios que ocurran en los sistemas
a lo largo de su vida u´til.
Por otra parte, el segundo problema planteado esta´ directamente relacionado con
las normativas de cada pa´ıs, que esta´n obligando a que las compan˜´ıas productoras de
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electricidad mediante fuentes no convencionales, faciliten con antelacio´n los datos de
produccio´n de sus sistemas. En este sentido, por ejemplo, el mercado de electricidad
en Espan˜a, operado por Red Ele´ctrica, cambio´ de un sistema centralizado a un sistema
competitivo en 1998.
En este mercado global, para conseguir una penetracio´n real de los sistemas de
produccio´n de electricidad a partir de fuentes no convencionales, como son los sistemas
de energ´ıa solar, se hace necesario suministrar informacio´n de la previsio´n de produccio´n
horaria de energ´ıa ele´ctrica con un d´ıa de antelacio´n. La desviacio´n de estas previsiones,
para plantas de determinado taman˜o, esta´ penalizada econo´micamente, por lo que
disponer de modelos que sean capaces de hacer estas predicciones de manera precisa
es fundamental. Sin embargo, esta prediccio´n es dif´ıcil en el caso de las instalaciones
de energ´ıa solar, tanto te´rmica, termosolar como fotovoltaica, debido a la dependencia
de la produccio´n con la variable climatolo´gica radiacio´n solar. El comportamiento de
esta variable puede cambiar dra´sticamente de un d´ıa a otro, incluso en el mismo d´ıa,
por los cambios que puede haber en la atmo´sfera. As´ı, aunque es posible conocer con
mucha precisio´n la radiacio´n que llega a la parte exterior de la atmo´sfera -radiacio´n
extraterrestre, una vez que esta penetra en la atmo´sfera hay diferentes factores que
afectan la cantidad de energ´ıa que alcanza la superficie de tierra. Entre estos factores el
ma´s importante es la presencia de nubes en la atmo´sfera, que tiene un cierto componente
aleatorio.
Por tanto, el desarrollo de herramientas que permitan la supervisio´n, evaluacio´n del
funcionamiento y prediccio´n de la produccio´n de sistemas energe´ticos que utilicen fuen-
tes de energ´ıa no convencionales puede contribuir a la optimizacio´n de estos sistemas
y a un mayor desarrollo de los mismos.
En este trabajo se proponen modelos que esta´n basados en te´cnicas estad´ısticas y
aprendizaje automa´tico como medio para representar las relaciones observadas entre
las variables independientes y la variable dependiente que se definan en cada problema
para los que se propone su utilizacio´n. Los dos problemas que se tratan son:
La evaluacio´n del funcionamiento de un sistema energe´tico en el que intervengan
componentes que presenten cierta aleatoriedad, como son los sistemas de energ´ıa
solar fotovoltaica, debido a la componente no determinista de la fuente de energ´ıa
de los mismos.
La prediccio´n a corto plazo de la produccio´n de energ´ıa de un sistema que presente
alguna componente que no sea totalmente determinista entre las variables que
influyen en este para´metro, como son, nuevamente, los sistemas de energ´ıa solar
fotovoltaica.
Un sistema de energ´ıa solar fotovoltaica es una instalacio´n energe´tica que consta de
varios subsistemas comunes como puede verse en la figura 8.1.
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Figura 8.1: Esquema de una planta de energ´ıa solar fotovoltaica
Las medidas que con mayor frecuencia se registran en las instalaciones fotovoltaicas,
fundamentalmente en los inversores, estaciones meteorolo´gicas y sensores de temperatu-
ra son: tensio´n en continua, intensidad en continua, tensio´n alterna, intensidad alterna,
potencia activa, radiacio´n global, radiacio´n directa, temperatura ambiente, temperatu-
ra mo´dulos y frecuencia. Con estas medidas de cada dispositivo se tiene una imagen
tanto en el momento instanta´neo como de su funcionamiento pasado si se utilizan datos
almacenados.
A partir de estas medidas, se obtienen las medidas virtuales o estimadas que sera´n
calculadas por el marco de trabajo usando los mecanismos que se han expuesto en
un cap´ıtulo previo. Estas medidas pueden ser de dos tipos: medidas diarias y medidas
globales. Las medidas diarias son aquellas que describen el comportamiento de un
sistema en un d´ıa espec´ıfico, mientras que las medidas globales son las que tienen
informacio´n de todo el sistema desde que se inicio´ su monitorizacio´n. Adema´s de estas
informacio´n se cuenta con las medidas instanta´neas de cada momento en el que se
registran por cada dispositivo de la instalacio´n.
8.2. Evaluacio´n de sistemas de energ´ıa solar foto-
voltaica
Para el caso de los sistemas de energ´ıa solar fotovoltaica se han utilizado las medidas
diarias que permiten evaluar el comportamiento de este tipo de sistemas propuestas
por [Be95].
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Partiendo de estos trabajos, se propone, por una parte, la utilizacio´n de un ı´ndice
de rendimiento o productividad diario (daily final yield) y, por otra, la utilizacio´n
de balances diarios de energ´ıa (producida y estimada). El primer para´metro es muy
adecuado para comparar distintas instalaciones que tengan taman˜os diferentes y que
trabajen en diferentes condiciones meteorolo´gicas.
El rendimiento diario final, Yf,d, se define como la energ´ıa u´til diaria producida por
el sistema por cada kWp instalado:
Yf,d =
Ed
PSTC
(8.1)
donde PSTC es la potencia nominal fotovoltaica instalada en condiciones esta´ndar
(STC) de 1kW/m2 irradiancia solar y 25◦C de temperatura de ce´lula.
La energ´ıa u´itl diaria de salida o energ´ıa diaria suministrada por un sistema, Ed se
obtiene a partir de la expresio´n:
Ed =
∫
d
PAC(t)d(t) ≈
n∑
j=1
P jAC 4 t (8.2)
donde n es el nu´mero de medidas a lo largo del d´ıa y P jAC es el valor registrado de
potencia generada a la salida del inversor.
Como ha sido previamente propuesto, ver por ejemplo [ADMC11], la potencia de
salida del inversor tiene una relacio´n lineal con la irradiancia solar, si se desprecia el
efecto de la temperatura. En este trabajo se propone incluir este efecto en el modelo
que permite estimar la potencia de salida generada por el inversor, (P ∗AC), de acuerdo
con la expresio´n 8.3.
P ∗AC = PSTC
Gβ
1000
(1 + γ(Tmod − 25))GL (8.3)
donde, Gβ es la irradiancia global en la superficie de los mo´dulos, β es la inclinacio´n
de los mo´dulos, γ es el coeficiente de temperatura de Pm, Tmod es la temperatura de los
mo´dulos y GL es el coeficiente global de pe´rdidas del sistema. La Eq.8.3 se ha obtenido a
partir de la expresio´n propuesta por [Ost86]. Esta expresio´n incluye tanto las pe´rdidas
producidas por la temperatura como otro tipo de pe´rdidas (suciedad, pe´rdidas por
distribucio´n espectral, etc.)
Los resultados obtenidos con este modelo se utilizan para estimar la energ´ıa que
deber´ıa suministrar el sistema fotovoltaico, E∗d . La energ´ıa diaria estimada que deber´ıa
producir una instalacio´n, E∗d , se calcula a partir de la Eq. 8.4.
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E∗d =
∫
d
P ∗AC(t)d(t) ≈
n∑
j=1
P
∗(j)
AC 4 t (8.4)
La propuesta que se hace en este trabajo es evaluar el funcionamiento de una planta
utilizando los valores de energ´ıa diaria estimada, E∗day, con los de energ´ıa realmente
producida, Ed.
De manera similar, para detectar problemas en el funcionamiento de una instalacio´n,
el valor de rendimiento diario, Eq.8.1, se compara con el valor de rendimiento diario
estimado, Y ∗f,day, calculado segu´n la Eq. 8.5.
Y ∗f,day =
E∗day
PSTC
(8.5)
Por otra parte, se han estimado tambie´n los siguientes para´metros:
Energ´ıa diaria producida en alterna, ED,CA. Se calcula a partir de la expresio´n
ED,CA =
∫
t
Pcatdt
donde t es el tiempo transcurrido durante un d´ıa espec´ıfico y Pca(t) es la potencia
en alterna obtenida del inversor en el tiempo t. En secciones, instalaciones y
grupos se calcula como la suma de la ED,CA de todos los elementos contenidos
en las distintas agrupaciones.
Energ´ıa diaria en continua entregada al inversor por el campo de paneles, ED,CC ,
calculada a partir de la expresio´n:
ED,CC =
∫
t
Pcctdt
similar a la propuesta para estimar ED,CA.
Energ´ıa diaria recibida por el campo de paneles, ED, calculada a partir de la
expresio´n:
ED =
∫
t
Rad(t)dt
3600
donde Rad(t) es la radiacio´n recibida en el tiempo t.
Rendimiento diario del inversor, µD, calculado como:
µD =
ED,CA
ED,CC
100
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Productividad media diaria del inversor, Y ield, calculada a partir de la expresio´n:
Y ield =
ED,CA
Wp
donde Wp es la potencia pico del generador fotovoltaico conectado al inversor.
Wp sera´ una medida constante asociada al dispositivo que representa al generador
haciendo uso de los mecanismos que proporciona el marco de trabajo indicadas
en 5.6.
Rendimiento gene´rico medio del inversor, PR, calculado como:
PR =
1000Y ield
100ED
En el caso de las medidas globales asociadas a este tipo de instalaciones se propone
la utilizacio´n de las siguientes medidas:
Energ´ıa total en alterna, Et,CA. Es la suma de todos los valores de ED,CA del
sistema.
Energ´ıa total en continua, Et,CC . Es la suma de todos los valores de ED,CC del
sistema.
Rendimiento global del sistema, µg. Se calcula como la media aritme´tica de todos
los valores de µD del sistema.
Productividad global del sistema. Y ieldg. Se calcula como la media aritme´tica de
todos los valores de Y ield del sistema.
8.3. Modelo estad´ıstico propuesto para evaluar el
funcionamiento de un sistema de energ´ıa solar
fotovoltaica
A partir de los valores estimados descritos en la seccio´n anterior y las medidas real-
mente registradas, en este trabajo se propone que la comprobacio´n del funcionamiento
de un sistema energe´tico se realice utilizando una metodolog´ıa similar a la propuesta en
[VAA+09] basada en estad´ıstica descriptiva e inferencial. El valor medio de los para´me-
tros definidos en Eq. 8.1 and 8.2 se propone la estimacio´n de la desviacio´n esta´ndar de
estos para´metros para cada tipo de instalacio´n (teniendo en cuenta tipos de mo´dulos
fotovoltaicos e inversor). Utilizando los resultados obtenidos, para evaluar el funciona-
miento de cada planta se realiza un ana´lisis estad´ıstico entre los valores estimados de
estos para´metros y los registrados. Se evalu´a si existen diferencias significativas entre
ambos valores utilizando el test de Jarque-Bera (suponiendo una distribucio´n normal),
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[JBA87]. Los valores se estiman a partir de los registros histo´ricos de cada instalacio´n,
utilizando solo aquellos valores para los que la instalacio´n ha funcionado correctamen-
te. As´ı, para cada para´metro evaluado, cada nuevo par de valores registrado, X, y
su estimacio´n, X∗e n un instante i, la diferencia entre ambos se analiza utilizando el
siguiente criterio (nivel de significacio´n 5 %):
d
(i)
X = X
(i) −X∗(i);
if d
(i)
X /∈ [−1,96σˆ,+1,96σˆ] then mark (i),
(8.6)
donde σˆ es la desviacio´n esta´ndar del para´metro X. Todos los valores marcados (i)
corresponden a situaciones en las que ha habido algu´n problema en el funcionamiento
de la instalacio´n.
Para la potencia generada, P
(i)
AC , y su correspondiente estimacio´n utilizando Eq.8.3,
P
∗(i)
AC , el criterio es el siguiente:
d
(i)
PAC
= P
(i)
AC − P ∗(i)AC ;
if d
(i)
PAC
/∈ [−1,96σˆ,+1,96σˆ] then mark (i), (8.7)
Para el rendimiento final diario, Yf,d, la expresio´n utilizada para decidir si hay algu´n
problema de funcionamiento en la planta se obtiene a partir de la Eq.8.6 particularizada
para este para´metro:
d
(i)
Yf,d
= Y
(i)
f,day − Y ∗(i)f,d ;
if d
(i)
Yf,d
/∈ [−1,96σˆ,+1,96σˆ] then mark (i), (8.8)
La Fig. 8.2 muestra el diagrama de flujo propuesto para la evaluacio´n diaria de una
planta fotovoltaica.
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Figura 8.2: Diagrama de flujo para la evaluacio´n de una planta de energ´ıa solar foto-
voltaica.
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8.4. Modelo para la prediccio´n de la produccio´n de
energ´ıa de un sistema fotovoltaico
La prediccio´n a corto plazo de variables continuas se ha hecho tradicionalmente a
partir de la teor´ıa de series temporales. En los u´ltimos an˜os, tambie´n se esta´n empe-
zando a utilizar distintas herramientas basadas en modelos de aprendizaje automa´tico.
En general, los me´todos utilizados para series temporales continuas intentan encon-
trar modelos que sean capaces de reproducir tanto las caracter´ısticas estad´ısticas como
las secuenciales de las series originales y predecir a corto, medio y/o largo plazo el
comportamiento de las variables analizadas.
Por una parte, los modelos estad´ısticos cla´sicos se basan en la utilizacio´n de los
modelos estoca´sticos, que asumen que los datos tienen una estructura interna; esta
estructura puede ser identificada utilizando las funciones de autocorrelacio´n y auto-
correlacio´n parcial, [BJ76], [GH05], [BD02]. Utilizando estas funciones, se hace una
seleccio´n previa de los modelos que se van a utilizar. Para estos modelos, el siguiente
paso es estimar sus para´metros. En este estimacio´n, se suele asumir que la dependencia
entre los valores de la serie es constante a lo largo del tiempo. El hecho de tener que
hacer una seleccio´n previa de modelos y la restriccio´n de que los para´metros estimados
sean constantes a lo largo del tiempo supone una limitacio´n a la hora de utilizar estos
modelos para algunas variables para las que se sabe que no tienen este comportamiento.
Por otra parte, tambie´n se esta´n empezando a utilizar me´todos y te´cnicas de apren-
dizaje automa´tico para la prediccio´n de series temporales, como por ejemplo en los
trabajos de [GL03], [XDT04], [ZQ05], [WH08], [SC93], [SC94], [HCL98].
Para la prediccio´n de variables que intervienen en el funcionamiento de sistemas
energe´ticos, se pueden citar los trabajos de [PMS07], en el que se propone un modelo
para estimar valores de energ´ıa solar a partir del para´metro cielo cubierto (medido por
United States National Weather Service (NWS), [MLMdCMB05] en el que se propone
la utilizacio´n de un tipo especial de auto´mata finito probabilista para la prediccio´n
de variables clima´ticas, [VAR08] en donde se proponen distintas aproximaciones para
la estimacio´n de valores de radiacio´n solar, [GPC06] [GNAB09] en los que se propo-
ne la utilizacio´n de redes neuronales artificiales para la prediccio´n de radiacio´n solar;
[CDCL11] que utilizan un mapa autoorganizado (self-organized map, SOM) para la cla-
sificar el tipo de climatolog´ıa local, aunque en este trabajo se utilizan las predicciones
meteorolo´gicas de irradiacio´n solar, humedad relativa y temperatura del emplazamien-
to, suministradas por los servicios meteorolo´gicos (online); y en [BMP13] se propone
la combinacio´n de modelos SARIMA (autoregresivos y medias mo´viles integrados, es-
tacionales).
En lo que se refiere a la prediccio´n de la energ´ıa producida por un sistema foto-
voltaico, se pueden citar los siguientes trabajos: [LHHB09] en el que se presenta un
modelo para prediccio´n de produccio´n de energ´ıa a partir de la prediccio´n de radiacio´n
solar; [BMN09] en el que se propone un me´todo on-line para hacer prediccio´n a corto
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plazo de la produccio´n de plantas fotovoltaicas utilizando modelos autorregresivos y
nume´ricos; [SRIS09] en el que se analiza la utilizacio´n de redes neuronales artificiales
para prediccio´n de la produccio´n de sistemas fotovoltaicos; [FOT+11] en que se propone
la utilizacio´n de un perceptro´n multicapa y ma´quinas de vectores de soporte (support
vector machine) para la prediccio´n de la produccio´n de una instalacio´n fotovoltica en
Japo´n; [LSH+11] se presenta y evalua la prediccio´n de potencia de un sistema en la
Universidad de Oldenburg proporcionando una prediccio´n de hasta dos d´ıas con una
resolucio´n horaria; en [SCST12] se proponen varios modelos de prediccio´n de la po-
tencia de salida y la eficiencia de un sistema fotovoltaico pero en una base mensual
y anual; en [FOT+12] se propone la utilizacio´n de regresiones de vectores de soporte
y modelos nume´ricos tambie´n la prediccio´n de una planta fotovoltaica instalada en
Japo´n; en [ZMAP14a] y [ZMAP14b] se presentan los resultados obtenidos de analizar
y evaluar modelos, construidos con me´todos estad´ısticos y basados en la prediccio´n de
modelos nume´ricos, para la prediccio´n de la produccio´n de algunas plantas fotovoltaicas
en Francia; en [DSFOO+14] se evalu´an tres estrategias basadas en predicciones meteo-
rolo´gicas, generacio´n fotovoltaica previa y regresio´n de ma´quinas de soporte vectorial,
para obtener la prediccio´n regional a un d´ıa de generacio´n fotovoltaica; en [YHHP14] se
proponen tres etapas, clasificacio´n, entrenamiento y prediccio´n utilizando SOM, redes
LVQ (Learnig Vector Quantization) para modelizar los valores pasados de produccio´n
fotovoltaica, regresio´n con ma´quinas de soporte vectorial para entrenar las entradas/-
salidas de temperatura, probabilidad y prediccio´n; y los recientes trabajos de [BTM15]
en el que se propone la prediccio´n de la produccio´n con una antelacio´n de 6 horas
y [WZM+15] en la que se propone un modelo para la prediccio´n de la potencia fo-
tovoltaica basada en el reconocimiento de patrones meteorolo´gicos y la extraccio´n de
caracter´ısticas de radiacio´n solar y SVM.
Por otra parte, los modelos estad´ısticos pueden trabajar con valores continuos pero
algunos modelos de aprendizaje automa´tico solo pueden ser utilizado para datos que
puedan ser representados de manera discreta o nominal. Esto implica que cuando se
quieran utilizar estos modelos sera´ necesario hacer previamente una discretizacio´n de las
variables que sean continuas, tal y como ha sido sen˜alado en [DK95], [LHTD02]. Para
la discretizacio´n de valores continuos se han propuesto diferentes me´todos, entre otros
se pueden citar los trabajos de [DK95], [PT98], [MLRMBR00], [LHTD02] y [Bou04].
Respecto a los resultados obtenidos en la prediccio´n del para´metro radiacio´n solar,
una de las conclusiones es que el error y precisio´n de estos modelos var´ıa pero en todos
los casos es significativo, como se concluye en [PMS07], [MLMdCMB05], [VAR08],
[MP10], [Rei09], [KOV+11], [CCM+13]. El error, en te´rminos de energ´ıa, es alrededor
del 32 % en [MP10], var´ıa entre el 30 y el 40 % en [Rei09] y var´ıa entre el 23 y el 28 %
en [CCM+13].
La prediccio´n de la produccio´n de energ´ıa en un sistema fotovoltaico o termosolar se
hace a partir de los para´metros propios de la instalacio´n conocidos, y de la prediccio´n
de los valores de energ´ıa que el sistema recibira´. Este para´metro es conocido como
radiacio´n solar, cuando se trabaja con intervalos de tiempo, o irradiancia, cuando se
trabaja con valores instanta´neos. Los valores de radiacio´n solar se registran de manera
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sistema´tica en algunas estaciones meteorolo´gicas, en distintos intervalos temporales.
En esta tesis se propone la utilizacio´n de estos registros histo´ricos de cada planta,
cuando este´n disponibles, como datos de entrada para el modelo de prediccio´n a corto
plazo de la produccio´n de energ´ıa de sistemas que utilizan este recurso como fuente
energe´tica. En el caso de que no se disponga de esta informacio´n, la prediccio´n de la
radiacio´n que recibir´ıa la planta se hara´ utilizando los resultados del modelo propuesto
en [MLMPdC10].
La idea es desarrollar un modelo que sea capaz de aprender la informacio´n que es
importante (significativa) para hacer estas predicciones. El modelo se construye en tres
fases. En la primera fase se selecciona la variable independiente ma´s significativa utili-
zando un ana´lisis de regresio´n multivariante. Utilizando esta variable, las observaciones
se dividen en grupos. En la segunda fase se seleccionan para cada grupo las variables
ma´s significativas y se estima el modelo para el grupo. En la tercera fase se hace la
prediccio´n de los valores del para´metro a corto plazo.
8.4.1. Modelo propuesto para la prediccio´n a corto plazo
Se denomina prediccio´n a la estimacio´n de valores futuros de una variable (variable
dependiente) en funcio´n del comportamiento pasado de la misma y de otras variables
que puedan ser significativas para esta estimacio´n (variables independientes). El modelo
que se propone en esta tesis se construye en tres etapas.
En la primera etapa se utilizan te´cnicas estad´ısticas para seleccionar la informacio´n
ma´s significativa para predecir la variable dependiente. La informacio´n ma´s significativa
suele provenir de los valores pasados de la variable, pero en el modelo desarrollado
es posible incluir otras fuentes de informacio´n, como puede ser el conocimiento de
expertos. Esta informacio´n de otras fuentes puede ser nume´rica (valores continuos)
o nominal (valores discretos); en el primer caso, las variables pueden ser utilizadas
directamente en el ana´lisis de regresio´n, mientras que en el segundo caso la informacio´n
se codifica utilizando variables ficticias o dummy. Ejemplos de este tipo de informacio´n
puede ser la estacio´n del an˜o, tipo de d´ıa, etc. Entre todas las variables independientes la
que es globalmente ma´s significativa juega un papel importante ya que es utilizada para
clasificar las observaciones en grupos, en funcio´n de los valores de esa variable. Despue´s,
para cada grupo se vuelven a determinar cua´les son las variables ma´s significativas de
ese grupo; estas variables son las que se utilizara´n en la fase siguiente.
En la segunda fase se estima el modelo de prediccio´n de cada grupo. En los trabajos
previos de prediccio´n a corto plazo, el mismo modelo de prediccio´n se utiliza sea cual
sea la situacio´n actual de la variable para la que se hace esta prediccio´n y, normalmen-
te, solo se utilizan los valores previos de esa variable, tanto cuando se utilizan modelos
estad´ısticos como cuando se utilizan modelos de aprendizaje automa´tico. Sin embargo,
como se comprueba con los resultados obtenidos en este cap´ıtulo, la posibilidad de
utilizar modelos distintos dependiendo de la situacio´n actual hace que se mejoren sig-
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nificativamente las predicciones. Es por esta razo´n por lo que se propone una primera
separacio´n de las observaciones en grupos.
En la tercera fase, se realiza la prediccio´n a corto plazo del valor de la variable
usando el valor actual de la variable ma´s significativa determinada en la primera fase,
los valores de las variables significativas del grupo al que pertenece el valor actual y el
modelo seleccionado para ese grupo.
8.4.2. Descripcio´n del procedimiento
Se asume que se dipone de las observaciones {(Yt, Xt)}Tt=1, donde Yt es una variable
univariante aleatoria, Xt es un vector aleatorio q-dimensional y t representa tiempo.
Se esta´ interesado en construir un modelo para predecir la variable YT+1 cuando son
conocidas las variables XT+1.
En la primera fase, se realiza un ana´lisis de regresio´n basado en las observaciones
{(Yt, Xt)}Tt=1 para determinar la informacio´n que es significativa para la prediccio´n.
Primer paso: Estimar por mı´nimos cuadrados el modelo de regresio´n lineal utili-
zando la expresio´n 8.9:
Yt = β0 + β1X1t + ...+ βqXqt + Error, (8.9)
usando para ello las T observaciones. En lo sucesivo, y tras ese primer ana´lisis, se
supondra´ que las componentes del vector aleatorio Xt esta´n ordenados de forma
que la primera componente, i.e. X1t, es la que tiene el mayor t-estad´ıstico, en
valor absoluto, en esa regresio´n.
Segundo paso: Dados los nu´meros reales c1 < ... < cG−1, separar las observaciones
de la muestra en G grupos de la siguiente forma: la observacio´n tth estara´ en el
grupo 1 si X1t < c1, estara´ en el grupo g si X1t ∈ [cg−1, cg) para g ∈ {2, ..., G−1},
y en el grupo G si X1t ≥ cG−1. En adelante, se utilizara´ Tg para denotar el nu´mero
de observaciones del grupo g; obviamente
∑G
g=1 Tg = T. Una vez que la muestra
se ha dividido en grupos, se asume que las observaciones esta´n ordenadas segu´n
el grupo al que pertenecen, es decir, las primeras T1 observaciones son las del
Grupo 1, y as´ı sucesivamente. As´ı, dado g ∈ {1, ..., G}, las observaciones en el
grupo g son aquellas observaciones t tales que t ∈ {T (g)∗ , ..., T (g)∗∗ }, donde se denota
T
(g)
∗ ≡ 1 +
∑g−1
i=0 Ti, T
(g)
∗∗ ≡
∑g
i=1 Ti and T0 ≡ 0.
Tercer paso: Para cada g ∈ {1, ..., G}, estimar por mı´nimos cuadros el modelo de
regresio´n lineal (8.9) utilizando solo las Tg observaciones del grupo g, y para j ∈
{1, ..., q}, definir D(g)j = 1 si el valor del t-estad´ıstico de Xjt en esa regresio´n es, en
valor absoluto, mayor que Mg, donde M1, ...,MG son valores fijados previamente.
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En este tercer paso de la primera etapa es necesario decidir que´ variables explicativas
se van a considerar como significativas en los modelos de ajuste para el gth grupo,
este umbral de significancia se determina por el valor Mg. As´ı, D
(g)
j = 1 significa
que la componente jth de Xt se considera como una variable significativa para las
observaciones del gth grupo.
El objetivo de la segunda fase es la estimacio´n del auto´mata finito probabilista
de cada grupo utilizando las variables significativas de ese grupo. En cada grupo, el
modelo seleccionado es aquel con menor error cuadra´tico relativo de prediccio´n en la
muestra (MRSPE, mean relative square prediction error); para el grupo g y el modelo
m (donde g ∈ {1, ..., G} y m ∈ {1, 2, 3}) esta cantidad se define segu´n la expresio´n
8.10:
MRSPE(g,m) =
1
Tg
T
(g)
∗∗∑
t=T
(g)
∗
(Ŷt,m − Yt)2
Y 2t
, (8.10)
donde Ŷt,m es la prediccio´n de Yt obtenida a partir del modelom. Para las observacio-
nes en el grupo g, los valores de prediccio´n Ŷt,m se obtienen aplicando el procedimiento
que se describe a continuacio´n para las observaciones del grupog.
Este modelo se basa en la construccio´n de un tipo especial de auto´mata finito. Como
algunas de las variables utilizadas (la mayor´ıa) son continuas y este modelo solo puede
ser utilizado para variables discretas, el primero paso para poder utilizar este modelo
es discretizar las variables continuas. Para ello, cada componente de Xt es discretizada
utilizando un me´todo de discretizacio´n esta´tico; en concreto, j ∈ {1, ..., q} y dados los
nu´meros reales d
(g,j)
1 < ... < d
(g,j)
I(g,j), considerar la variable aleatoria
X
(g)∗
jt :=

d
(g,j)
1 if Xjt < d
(g,j)
1
(d
(g,j)
1 + d
(g,j)
2 )/2 if Xjt ∈ [d(g,j)1 , d(g,j)2 )
... ...
(d
(g,j)
I(g,j)−1 + d
(g,j)
I(g,j))/2 if Xjt ∈ [d(g,j)I(g,j)−1, d(g,j)I(g,j))
dI(g,j) if Xjt ≥ d(g,j)I(g,j)
(8.11)
Cuando se ha hecho el proceso de discretizacio´n, utilizando un auto´mata finito
probabilista (PFA) para el grupo gth deg, para cada observacio´n t encontrar el sub´ındice
s in {T (g)∗ , ..., T (g)∗∗ } que cumple X(g)∗js D(g)j = X(g)∗jt D(g)j para todos los j ∈ {1, .., q},
utilizando el procedimiento descrito en [MLMdCMB05]; el conjunto de sub´ındices que
satisface esta condicio´n se denotara´ por St. As´ı, la prediccio´n para Yt, denotada como
Ŷt,3, es la mediana de {Y (g)∗s }s∈St .
En el caso de que se optara por dar un intervalo de prediccio´n, entonces el intervalo
de prediccio´n para Yt se define como el intervalo [d
(g,0)
k , d
(g,0)
k+1 ) que contiene Ŷt,3, donde
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d
(g,0)
1 < ... < d
(g,0)
I(g,0) son los valores que se han utilizado para discretizar la variable
dependiente. Hay que sen˜alar que tambie´n podr´ıa haberse usado la moda o el valor
medio {Y (g)∗s }s∈St en lugar de la mediana, dependiento del tipo de error que se quiera
minimizar en cada caso.
Tambie´n hay que tener en cuenta que el auto´mata finito probabilista que se propone
utilizar es un tipo especial de auto´mata que permite que algunos valores pasados de la
serie temporal de la variable dependiente sean aprendidos por el auto´mata y otros sean
olvidados, en funcio´n de lo significatividad de cada uno y no de la distancia al valor
actual; as´ı, aunque este auto´mata esta´ basado en el propuesto en [RST94], la diferencia
apuntada es esencial para el modelo que se propone; otra diferencia importante es que
en el modelo propuesto se permite incorporar informacio´n de diferente tipo, no solo
la propia de la serie temporal de la variable dependiente. Como punto de´bil de este
tipo de modelos, la necesidad ya apunta tener que discretizar las variables que sean
continuas. Es por ello, que en esta tesis se propone un me´todo para seleccionar los
intervalos de discretizacio´n de manera dina´mica.
En la tercera fase, partiendo de la observacio´n XT+1, el procedimiento para predecir
YT+1 es el mismo que el que se ha descrito en el paso segundo de la segunda fase para
predecir Yt.
8.4.3. Seleccio´n de los datos de entrada al modelo de predic-
cio´n propuesto
En la pra´ctica, el modelo propuesto requiere que se fijen de antemano varios datos
de entrada. Se enumeran estos datos y se dan algunas indicaciones sobre co´mo pueden
seleccionarse estos datos:
1. Los valores c1, ..., cG−1 que se utilizan para determinar los G grupos en los que se
dividira´n las observaciones de la muestra, teniendo en cuenta cua´l es la variable
independiente ma´s significativa.
2. Los valores M1, ...,MG que se utilizan para determinar cua´ndo una variable se
considera significativa en cada una de las G regresiones. En principio, todos es-
tos valores pueden fijarse a 1.96, lo que significa que se considera un nivel de
significancia 0.05 para determinar si una variable es o no significativa.
3. En el auto´mata finito probabilista, los valores d
(g,j)
1 , ..., d
(g,j)
I(g,j) que se utilizan pa-
ra la discretizacio´n de la variable explicativa jth, continua, en el grupo gth. El
problema de co´mo elegir los rangos que pueden utilizarse para discretizar una
variable continua ha sido ampliamente tratado en contextos similares al que se
presenta aqu´ı, por ejemplo en [LHTD02], [DK95] and [PT98]), ya que muchos al-
goritmos utilizados en aprendizaje automa´tico supervisado solo pueden utilizarse
para datos discretos. En esta tesis se propone un me´todo de discretizacio´n que
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permite explorar varios discretizados posibles y seleccionar el mejor o aquel con
el que se obtenga un error inferior al ma´ximo error admisible ε en la estimacio´n
del modelo de auto´mata finito probabilista para el problema que se este´ anali-
zando. El objetivo del me´todo que se propone es forzar a la prueba de distintas
discretizaciones, seleccionando en cada una diferentes umbrales de discretizacio´n.
4. Los para´metros necesarios para la construccio´n del auto´mata finito probabilista,
segu´n el procedimiento de estimacio´n propuesto en [RST94], a saber, el umbral
de probabilidad y el orden (memoria o longitud) del auto´mata, dependiendo
del nu´mero de observaciones que tiene cada nodo que se va construyendo en
el auto´mata. Esta dependencia evitara´ el problema del sobreajuste. Los crite-
rios que se han utilizado en esta tesis son los que se proponen en el trabajo de
[MLMdCMB05].
En cualquier caso, la experiencia y el conocimiento acerca del comportamiento de
la variable dependiente que puedan tener los expertos es muy importante a la hora de
seleccionar estos datos de entrada. Es importante destacar, que una vez decididos estos
datos de entrada, el procedimiento de construccio´n del auto´mata finito probabilista
para una muestra funciona de forma automa´tica.
8.4.4. Discretizacio´n de datos continuos
En este apartado se describe el procedimiento para seleccionar los intervalos de
discretizacio´n que se utilizara´n para discretizar las distintas variables independientes
continuas que se incluyan en el grupo g. En los s´ımbolos utilizados para representar las
distintas variables que intervienen en el procedimiento se ha eliminado la referencia al
grupo al que pertenecen las observaciones, g.
Como se utilizara´ un discretizado esta´tico, segu´n la expresio´n 8.11, la forma en que
se construye cada uno de estos intervalos utilizados para discretizar la variable continua
j del grupo g es la siguiente:
Sean nvar el nu´mero de variables significativas continuas del grupo g y nintervjm
el nu´mero de intervalos en que se va a dividir el rango de la variable j en la iteracio´n
m. Para la iteracio´n m, que cumple 1 ≤ m ≤ niterj, siendo niterj el nu´mero de
discretizaciones posibles (iteraciones) que se van a probar para la variable significactiva
j del grupo g
Valores de los intervalos de discretizacio´n m:
ancho =
(maxj −minj)
ninvervjm
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dji = ancho ∗ i where i = 1, ..nintervjm
Utilizando estos valores en las disintas discretizaciones de cada variable significativa,
se describe a continuacio´n el procedimiento para obtener el auto´mata finito probabilista
para el grupo g:
for j = 1, ..., nvar iterj = 1 //primera iteracio´n para todas las var
 = 0,10 ma´ximo error admisible
do {
Discretizar las variables continuas, 8.11, utilizando los valores
que se han definido para la iteracio´n iterj de cada variable
Construir el auto´mata finito probabilista
Estimar el error cuadra´tico medio relativo, MRSPE
if(MRSPE> ) iternvar = iternvar + 1;
for (h = nvar;h > 1;−− h)
if (iterh > niterh) {
iterh = 1;
iterh−1 = iterh−1 + 1;
}
} while (MRSPE > ) AND (iter11 < niter1 + 1)
De esta forma, el proceso de construccio´n del auto´mata puede finalizar antes de que
se hayan probado todas las discretizaciones posibles, si en alguna de las iteraciones se
cumple que el error cuadra´tico medio relativo en la muestra es menor que el definido
para el problema para el que se este´ usando este modelo .
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8.4.5. Validacio´n del modelo propuesto para la prediccio´n a
corto plazo
El modelo propuesto puede ser utilizado para la prediccio´n de la produccio´n de
energ´ıa en sistemas cuya recurso o fuente energe´tica sea variable y dif´ıcil de estimar
mediante modelos f´ısicos o me´todos anal´ıticos cla´sicos. Un ejemplo de estos sistemas
son los sistemas de energ´ıa solar fotovoltaica. En estos sistemas la fuente energe´tica
es la radiacio´n solar, que presenta una componente no determinista que hace que sea
imposible conocer con antelacio´n la cantidad exacta de radiacio´n que recibira´ un sistema
y, por tanto, la energ´ıa que producira´. Una descripcio´n detallada de este tipo de sistemas
energe´ticos puede encontrarse en [LH03].
Para la validacio´n del modelo propuesto se han utilizado datos de radiacio´n solar,
temperatura y produccio´n de energ´ıa de tres instalaciones fotovoltaicas distintas.
La energ´ıa producida por un sistema fotovoltaico se estima a partir de la expresio´n
8.12.
PAC = µinv ∗ P STCm ∗
Gβ
1000
∗ (1 + γC¸(Tmod − 25)) (8.12)
donde µinv es la eficiencia del inversor, P
STC
m es la potencia del generador fotovol-
taico en condiciones esta´ndar de radiacio´n y temperatura (1000Wm−2, 25oC), Gβ es
la radiacio´n global incidente en la superficie de los mo´dulos en (Wm−2, β es la incli-
nacio´n de los mo´dulos, γ es el coeficiente de temperatura y Tmod es la temperatura
de los mo´dulos. En el caso de los mo´dulos de silicio monocristalino, que son el tipo
de mo´dulos que tienen las instalaciones de las que se han obtenido los datos que se
utilizan en la validacio´n, el valor del coeficiente de temperatura es 0,48 %oC.
El modelo propuesto se ha utilizado para la prediccio´n de los valores de radiacio´n
solar que recibira´ una instalacio´n y, con estos valores y utilizando la expresio´n 8.12 se
ha estimado la produccio´n de energ´ıa de una planta a corto plazo (d´ıa siguiente); en
trabajos previos tambie´n se ha apuntado ya la fuerte dependencia de la produccio´n
de este tipo de sistemas energe´ticos con los valores de radiacio´n solar y un para´metro
derivado de esta, el ı´ndice de transparencia atmosfe´rico, [KU05], [NTI+10].
Los valores de radiacio´n solar presentan una tendencia estacional debida, funda-
mentalmente, a los cambios en la posicio´n relativa sol-tierra a lo largo del an˜o y para
cada d´ıa. Una de las formas ma´s utilizadas para eliminar esta tendencia estacional
es utilizar un para´metro que se obtiene a partir de los valores de radiacio´n solar, di-
vidiendo estos valores por lo que se conoce como radiacio´n solar extraterrestre. Los
valores de radiacio´n solar extraterrestre pueden estimarse con una aproximacio´n muy
aceptable a partir de la expresio´n que se propone en [Iqb84]. Usando estos valores y
los de radiacio´n solar en la superficie de la tierra se calculan los valores de ı´ndice de
transparencia atmosfe´rico, definido segu´n la expresio´n 8.13.
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Tabla 8.1: Descripcio´n de las caracter´ısticas de las instalaciones
Loc Latitud/Longitud Potencia pico (kW) Inclinacio´n Periodo
1 43,30/− 1,95 14,08 kW 20 01/10/2009-10/12/2010
2 43,18/3,00 13,86 kW 20 01/10/2009-10/12/2010
3 43,37/− 1,85 20,16 kW 30 01/11/2009-10/12/2010
4 43,37/− 1,85 20,16 kW 30 01/11/2009-10/12/2010
kt =
Gt
G0,t
(8.13)
donde t representa tiempo, Gt son los valores registrados de radiacio´n solar para
el intervalo temporal t y G0,t son los valores de radiacio´n solar extraterrestre para ese
intervalo temporal. Normalmente se suele trabajar con valores horarios y/o diarios de
estos para´metros.
Datos utilizados para la validacio´n
Los datos que se han utilizado para la validacio´n del modelo son las medidas re-
gistradas en cuatro plantas fotovoltaicas instaladas en diferentes emplazamientos. De
todas las medidas registradas se han utilizado los siguientes valores de los siguientes
para´metros:
Energ´ıa generada a la salida del inversor
Radiacio´n recibida en la superficie de los mo´dulos
Temperatura de los mo´dulos
Adema´s, tambie´n se ha utilizado la estacio´n del an˜o en la cua´l se ha registrado cada
medida. Esta informacio´n ha sido incluida utilizando variables ficticias o dummy. En
la tabla 8.1 se resumen las caracter´ısticas de cada una de las instalaciones.
Las variables independientes que se han utilizado son: ı´ndices de transparencia
atmosfe´ricos obtenidos a partir de los valores de radiacio´n global registrados cada 15
minutos utilizando la expresio´n 8.13, los valores de temperatura de los mo´dulos y la
estacio´n del an˜o en la que se ha registrado cada variable.
8.4.6. Resultados de la validacio´n del modelo propuesto
En la primera fase se ha estimado el modelo de regresio´n lineal de la expresio´n 8.9,
que corresponde a la expresio´n 8.14 para las variables seleccionadas.
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Tabla 8.2: Intervalos utilizados y variables significativas para cada intervalo
Intervalos Variables significativas
[0,0− 0,2[ Kt,d−2, Kt,d−3, S3,t,d
[0,2− 0,4[ Kt,d−2, Kt,d−1, S3,t,d
[0,4− 0,6[ Kt,d−2, S3,t,d
[0,6− 0,8[ Kt,d−2, S1,t,d
[0,8− 1,0] Kt,d−1, Kt,d−2, S1,t,d
kt,d = β0 + β1kt,d−1 + β2kt,d−2 + β3kt, d− 3 + β4S1,t,d + β5S2,t,d + β6S3,t,d + Tt,d +Error
(8.14)
donde k representa al ı´ndice de transparencia estimado a partir de la expresio´n 8.13,
t es tiempo, representa los valores registrados cada 15 minutos, d es d´ıa, por lo que los
sub´ındices del ı´ndice de transparencia significan son relativos siempre al instante de
tiempo de la variable dependiente. As´ı, por ejemplo, t, d− 1 significa el valor del ı´ndice
de transparencia para el mismo intervalo de tiempo (hora-minuto) registrado el d´ıa
anterior. Si son las variables dummy utilizadas para codificar la estacio´n del an˜o; solo
se han utilizado tres variables para evitar problemas de multicolinearidad. Por tanto
se han usado la constante β0 y 7 variables independientes.
En la regresio´n de la expresio´n 8.14, de todas las variables independientes utilizadas
la que ha resultado ser ma´s significativa para predecir el valor siguiente del ı´ndice
de transparencia ha sido el ı´ndice de transparencia registrado en el mismo intervalo
de tiempo del d´ıa anterior, es decir, kt,d−1. Utilizando esta variable la muestra se ha
separado en 5 grupos distintos dependiendo del valor de esta variable. Los valores
utilizados para construir estos grupos se han estimado a partir de la expresio´n 8.15.
ci :=
{
i/5 for i = 1, .., 4
1,0 for i = 5
(8.15)
Para cada uno de los grupos se ha vuelto a estimar la regresio´n 8.14 para determinar
las variables significativas de cada grupo. El resultado se muestra en la tabla 8.2.
En la segunda fase, se ha construido un auto´mata finito probabilista para cada
grupo utilizando las variables significativas del grupo. A partir de esos auto´matas se ha
obtenido la prediccio´n de los valores del ı´ndice de transparencia y a partir de estos, los
valores de irradiancia. Con estos valores y utilizando la expresio´n 8.12 se ha estimado la
energ´ıa producida por cada una de las instalaciones fotovoltaicas. El error estimado se
calculado a partir de la expresio´n 8.10. Los resultados que se han obtenido se muestran
en la tabla 8.3.
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Tabla 8.3: Error medio de prediccio´n del modelo propuesto
L1 L2 L3 L4
0.18 0.14 0.17 0.16
8.5. Conclusiones
En este cap´ıtulo se han propuesto modelos para la gestio´n de sistemas de energ´ıa
solar fotovoltaica. Por una parte, se ha propuesto un modelo estad´ıstico que permite
hacer una evaluacio´n automa´tica del funcionamiento de una instalacio´n, a partir del
ana´lisis de varios para´metros que sirven para determinar este. En el modelo propuesto
se hace uso de conceptos de estad´ıstica inferencial.
Por otra parte, se ha propuesto un modelo que permite predecir la energ´ıa que va a
producir un sistema fotovoltaico a partir de la prediccio´n de la radiacio´n que recibira´.
Este modelo solo utiliza informacio´n de la que se registra en una planta fotovoltaica,
entre otra, los valores de radiacio´n recibida los d´ıas previos. El modelo se construye a
partir de tres estados. Para la construccio´n del mismo se ha utilizado un tipo especial de
auto´matas finitos probabilistas. El error del modelo propuesto es menor del 20 % frente
a modelos tradicionales cuyo error es de un 25 % aproximadamente, lo que supone una
mejora significativa.

“Hoy en d´ıa la mayor´ıa del software
existe no para resolver un problema,
sino para actuar de interfaz con otro
software”
– I. O. Angell
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Extensio´n del marco de trabajo para el
desarrollo de sistemas de gestio´n de
instalaciones de energ´ıa solar fotovoltaica
9.1. Introduccio´n
En la primera parte de esta memoria se ha presentado el marco de trabajo gene´rico
propuesto para modelizar y desarrollar aplicaciones para la gestio´n y monitorizacio´n
de instalaciones energe´ticas. La finalidad u´ltima de un marco de trabajo es poder
adaptarse y utilizarse para su utilizacio´n en diferentes problemas del mismo dominio
aplicando las te´cnicas de extensibilidad y configuracio´n.
En este cap´ıtulo se propone la utilizacio´n de este marco de trabajo gene´rico para
crear soluciones para la gestio´n de instalaciones energe´ticas orientadas a la energ´ıa
solar fotovoltaica gracias a la potencia del mismo. Adema´s, se propone y muestra co´mo
incluir los modelos de evaluacio´n y prediccio´n descritos en el cap´ıtulo 8 en la extensio´n
del marco de trabajo.
Segu´n lo descrito en los primeros cap´ıtulos de esta memoria, se dispone de mecanis-
mos para modelizar instalaciones gene´ricas y extenderlas al dominio de la fotovoltaica
(ve´ase cap´ıtulo 5), desarrollar mecanismos para la comunicacio´n con dispositivos de
manera gene´rica (ve´ase cap´ıtulo 4), herramientas y procedimientos para almacenar la
informacio´n de las instalaciones que se van a monitorizar y gestionar (ve´ase cap´ıtulo 6),
algoritmos para sincronizar y mantener la informacio´n de dichas instalaciones de ma-
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nera coherente (ve´ase 6.6) as´ı como una capa de soporte para personalizar y modificar
el marco de trabajo para adaptarlo a cada necesidad (ve´ase cap´ıtulo 7).
En este cap´ıtulo se muestra co´mo el marco de trabajo permite incluir el dominio
del problema de manera modular y as´ı describir de manera sencilla las particularidades
de la gestio´n y monitorizacio´n de instalaciones de energ´ıa solar fotovoltaica.
9.2. Gestio´n de un sistema de plantas de energ´ıa
solar fotovoltaica
La gestio´n de instalaciones de energ´ıa solar fotovoltaica de pequen˜o y medio taman˜o
se ha hecho tradicionalmente en las propias plantas, de manera manual por personal
ma´s o menos especializado y utilizando los datos de estas instalaciones obtenidos a
partir de programas propios desarrollados por los fabricantes de los dispositivos que
se integran en la instalacio´n. Como ya se ha apuntado en esta tesis, esto presenta
numerosos inconvenientes.
Uno de los ma´s importantes es el hecho de que cuando los dispositivos que hay
en una instalacio´n pertenecen a distintos fabricantes, cada fabricante suministra su
propio software de gestio´n, y el usuario final debe utilizar varios programas para la
gestio´n del sistema. Adema´s, muchas veces este software solo permite automatizar la
tarea de recuperacio´n de la informacio´n (monitorizacio´n), y no incluye herramientas
que automaticen la evaluacio´n del funcionamiento y la prediccio´n de produccio´n de
estas plantas. Desde el punto de vista del ingeniero o especialista que va a gestionar
este tipo de sistemas dispersos y que tienen subsistemas con dispositivos de distintos
fabricantes, el marco de trabajo que se propone en esta tesis, permitira´ desarrollar
programas de gestio´n que integren todos estos distintos dispositivos en un u´nico pro-
grama, as´ı como integrar varias instalaciones y permitira´ acceder a la informacio´n desde
distintos canales, como se muestra en la figura 9.1.
El marco de trabajo propuesto proporciona un repertorio de clases, interfaces y
la interrelacio´n entre ellos, que pueden ser utilizados para la generacio´n de distintos
programas relacionado con la gestio´n de plantas de energ´ıa solar fotovoltaica.
El proceso para desarrollar estos sistemas pasa por los siguientes pasos:
1. Modelizar todos los elementos de cada planta de energ´ıa solar fotovoltaica. A par-
tir de esta modelizacio´n se genera una representacio´n persistente para el conjunto
de plantas para las que se va a generar el programa. El modelizado puede hacerse
utilizando las clases e interfaces que proporciona el marco de trabajo o utilizando
herramientas automa´ticas creadas tambie´n a partir de este marco de trabajo.
Los elementos que normalmente registran informacio´n en una planta de energ´ıa
solar fotovoltaica son los inversores -que almacenan la informacio´n del generador
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Figura 9.1: Unificacio´n de protocolos y dispositivos en un u´nico sistema de gestio´n y
publicacio´n multicanal de la informacio´n
fotovoltaico-, los sensores de radiacio´n (ce´lulas calibradas y/o pirano´metros), los
sensores de temperatura (tanto para medir temperatura ambiente como tempe-
ratura de los mo´dulos) y contadores de energ´ıa. Adema´s, algunas plantas pueden
tener sus propios sistemas de adquisicio´n de datos (datalogger, PCs, etc.), por lo
que tambie´n sera´ necesario modelizar esos dispositivos.
2. Seleccionar los dispositivos para parametrizar y asociar sus caracter´ısticas f´ısi-
cas con los canales y medios de comunicacio´n apropiados. Si fuera necesario, se
describen o an˜aden nuevos atributos, medidas (canales) y las medidas virtua-
les. Finalmente, los diferentes elementos se unen y asocian con los componentes
encargados de conectar de manera real responsables de las comunicaciones para
cada medida.
3. Definir los componentes que tendra´ el programa y sus funcionalidades: a partir del
modelizado de las plantas, se especifican que´ componentes tendra´ la aplicacio´n de
gestio´n de las mismas. Entre otros, se podra´n incluir un sistema de planificacio´n
de vigilancia de instalaciones, visualizacio´n de los datos, ejecucio´n de ana´lisis y
filtros de los datos descargados, publicacio´n web y avisos de eventos y alarmas.
Para todas estas cuestiones el marco de trabajo proporciona elementos para su
sencilla construccio´n adema´s de las herramientas que se ha desarrollado para
estas cuestiones.
4. Construir la aplicacio´n visual haciendo uso de las clases e interfaces proporcio-
nadas por el marco de trabajo.
A partir de la arquitectura propuesta en el marco de trabajo se puede generar un
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sistema de gestio´n de plantas fotovoltaicas que interactu´e con las plantas y en el que
se incluyan las reglas de negocio y modelos de esas plantas, tal y como se muestra en
la figura 9.2. En esta figura puede verse un sistema completo de capas que integra la
arquitectura y las herramientas que se pueden incorporar a los sistemas de gestio´n que
se desarrollen a partir de esta propuesta.
Figura 9.2: Estructura lo´gica de la arquitectura software propuesta para sistemas
energe´ticos
Desde la capa inferior, que se encarga de la gestio´n de las comunicaciones con los
dispositivos, hasta la capas ma´s altas para la publicacio´n de datos en web pasando por
el modelizado de las plantas y sus dispositivos as´ı como la gestio´n de los usuarios, es
posible disponer de un sistema integral de gestio´n de instalaciones energe´ticas.
Hasta el momento se han propuesto y disen˜ado mecanismos y herramientas para
poder disponer de un sistema integral de gestio´n de sistemas energe´ticos pero para una
implantacio´n real es necesario disponer de una infraestructura apropiada que acompan˜a
a todo despliegue de software y, no formando parte del mismo, es necesario para su
funcionamiento. En la figura 9.3 se hace una descripcio´n de los elementos necesarios
para poder desplegar un sistema de este tipo.
La gestio´n de muchas instalaciones hace necesaria disponer de varios servidores para
la publicacio´n web, un servidor para la base de datos y otro de respaldo as´ı como poder
balancear la descarga de datos para permitir la gestio´n de multitud de instalaciones al
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mismo tiempo.
Figura 9.3: Infraestructura de comunicaciones para la gestio´n de varias instalaciones
9.3. Inclusio´n del dominio fotovoltaico
El marco de trabajo proporcionado se ha construido de manera gene´rica y utilizando
los mecanismos apropiados de extensio´n del mismo la propuesta es incorporarle la
particularidad de gestionar instalaciones energe´ticas en el a´mbito de la energ´ıa solar
fotovoltaica.
9.3.1. Incorporacio´n de mecanismos de gestio´n
Una vez esta´n definidas las medidas necesarias para disponer de la informacio´n de
funcionamiento de una planta fotovoltaica se incorpora esta informacio´n en el marco de
trabajo utilizando los mecanismos que ofrece. En este caso la solucio´n que se propone,
de manera gene´rica , es la de modelizar el dominio como si de un nuevo dispositivo se
tratase y hacer que dicho dispositivo virtual efectu´e la valoracio´n de dichos resultados
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energe´ticos basa´ndose en la informacio´n del modelizado de la planta y de la informa-
cio´n del resto de dispositivos. Esta solucio´n permite incluir para´metros y fo´rmulas de
cualquier dominio energe´tico.
El marco de trabajo proporciona el flujo de funcionamiento para la gestio´n de
cualquier sistema energe´tico, conectando con todos los dispositivos de una planta y
descargando los datos de los mismos (Fig. 6.6). El tratar el dominio energe´tico, para
el que se propone la extensio´n del marco de trabajo, como un dispositivo haciendo
uso de la tecnolog´ıa OPC-HDA, permite an˜adir de manera modular una gestio´n de la
informacio´n desde el marco y hacia el marco al gestionar la informacio´n de los canales,
procesarlos y volver a almacenarlos en el mismo sistema, figura 9.4.
As´ı, mediante la aplicacio´n del flujo de descarga de datos de los dispositivos, se
dispondra´ de un ana´lisis preliminar del estado completo de la planta haciendo muy
eficiente la gestio´n de la instalacio´n.
Figura 9.4: Inclusio´n del dominio fv basado en dispositivo virtual
Como se puede observar en la figura 9.4, el sistema de gestio´n y ca´lculo de los valores
de funcionamiento de una planta fotovoltaica se ha incorporado como un dispositivo
ma´s por lo que cuando se descargan los datos de dicho dispositivo, lo que realmente
se esta´ haciendo es calcular los valores de dichos canales basa´ndose en la informacio´n
disponible en la base de datos del resto de dispositivos y almacena´ndose de nuevo en
el sistema para su posterior ana´lisis o publicacio´n.
El servidor OPC encargado de gestionar la informacio´n en el dominio de los sistemas
fotovoltaicos se ha realizado utilizando las clases e interfaces proporcionadas por el
marco de trabajo al igual que los que se han desarrollado para los diferentes dispositivos,
como puede verse en la figura 9.5.
En esta figura puede verse co´mo se ha creado un servidor OPC-HDA TISMH-
DADBServer que contiene la lo´gica para la conexio´n a la misma base de datos que
esta´ usando el marco de trabajo y por tanto, el lugar donde se almacena la informacio´n
de los canales de todos los dispositivos de una planta. Con esta conexio´n se permite
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Figura 9.5: Servidor OPC-HDA con la lo´gica de gestio´n del dominio fotovoltaico
por lo tanto acceder desde esta clase a toda esa informacio´n.
El siguiente caso ha sido particularizar esa clase en una espec´ıfica que realiza las
siguientes funciones:
1. Publicacio´n por parte del servidor OPC-HDA de los canales necesarios para la
gestio´n de una instalacio´n fotovoltaica
2. Conexio´n con la base de datos (ver cap´ıtulo 6) utilizando los para´metros apro-
piados suministrando dichos valores a trave´s del marco de trabajo
3. Ca´lculo de los canales virtuales definidos a partir de la informacio´n de los canales
ba´sicos de todos los dispositivos de cada planta
En la figura 9.6 puede verse el diagrama de flujo que representa el funcionamiento del
servidor OPC a la hora de publicar la informacio´n de los canales de todo el sistema.
En ella puede verse co´mo se recorre toda la base de datos buscando los grupos de
instalaciones, las instalaciones y los dispositivos que las conforman y co´mo se an˜aden
los canales que va encontrando para poderlos a disposicio´n del cliente OPC.
De esta manera, utilizando cualquier cliente OPC-HDA, o cualquier herramienta
desarrollada con este marco de trabajo, es posible inspeccionar las variables que dan
informacio´n sobre el estado energe´tico de la instalacio´n ya que estas se calculan en
funcio´n de la informacio´n suministrada por los dispositivos que la conforman, cuya
informacio´n ha sido volcada en la base de datos anteriormente, figura 9.7.
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Figura 9.6: Diagrama de estados de publicacio´n de canales del servidor HDA de base
de datos
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Figura 9.7: Ca´lculo de canales fotovoltaicos para una instalacio´n determinada
Una vez encontrados y publicados los canales f´ısicos de los dispositivos reales y
los canales virtuales definidos para la gestio´n energe´tica, estos esta´n disponibles tanto
para las herramientas generadas con este marco de trabajo como para cualquier cliente
esta´ndar OPC-HDA. En el caso de pedir la informacio´n de los canales virtuales defi-
nidos, el servidor desarrollado conoce la forma de calcularlos y efectu´a dicho ca´lculo
utilizando la informacio´n de los canales f´ısicos y de los canales virtuales que necesite.
9.3.2. Inclusio´n de modelos de evaluacio´n y prediccio´n
La evaluacio´n y la prediccio´n de la produccio´n de una planta energe´tica de pequen˜a
y media potencia en el marco de trabajo que se propone en esta tesis se basa en la
inclusio´n de los modelos correspondientes en el sistema utilizando el esta´ndar OPC.
En el cap´ıtulo 8 se describen los modelos que se han desarrollado para realizar estas
tareas. Son modelos que se basan en la utilizacio´n de te´cnicas de aprendizaje automa´tico
que permiten la incorporacio´n de las caracter´ısticas propias de cada instalacio´n en los
modelos, lo que permite ajustar estos al funcionamiento real de cada planta.
El modelo de cada instalacio´n se construye utilizando diferentes fuentes de datos.
Normalmente, cuando se desarrolla un modelo utilizando un conjunto de datos se hace
en un entorno controlado en el que la fuente de datos suele ser u´nica. Sin embargo,
cuando estos modelos se integran en diferentes plantas se debe resolver el problema
de integrar tanto los modelos previamente propuestos como los datos que se siguen
registrando, de manera que el modelo sea capaz de reflejar el comportamiento y posible
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evolucio´n del sistema.
Esto es, por ejemplo, importante en el caso de ciertas instalaciones de energ´ıa en
el que el generador puede ir degrada´ndose con el paso del tiempo (como ocurre con
los sistemas de energ´ıa solar fotovoltaica, en los que el proceso de degradacio´n de
los mo´dulos es normal y dependiente de la tecnolog´ıa utilizada). Para resolver estas
cuestiones, la solucio´n que se propone en esta tesis se basa implmentar estos modelos y
el acceso a datos utilizando la tecnolog´ıa OPC. En este caso, el modelo de evaluacio´n
puede ser tratado como un elemento ma´s del sistema. En la figura 9.8 se muestra
un esquema gene´rico de la la arquitectura que integra la utilizacio´n de modelos de
evaluacio´n y prediccio´n con el sistema general de monitorizacio´n y gestio´n.
Figura 9.8: Inclusio´n de modelos de prediccio´n y evaluacio´n
En este esquema se muestra la capa de comunicacio´n que permite que los datos se
extraigan de los dispositivos utilizando la tecnolog´ıa OPC HDA (OPC Historical Data
Access). El gestionar el sistema de evaluacio´n como si de otro dispositivo de la planta
se tratara permite resolver un problema de manera gene´rica y el cambio de los modelos
a utilizar puede ser fa´cilmente reemplazado.
La decisio´n de incorporar los modelos de evaluacio´n y prediccio´n implica que estos
se asimilan a un nuevo dispositivo que genera los datos necesarios utilizando la infor-
macio´n de la base de datos. El recipiente utilizado para el modelo se comporta como
un cliente OPC que puede acceder a todos los datos en la base de datos como si se
tratara de cualquier dispositivo de conexio´n para el acceso de base de datos a trave´s de
la tecnolog´ıa OPC. Adema´s, el contenedor se comporta como un servidor OPC que le
permite ser fa´cilmente integrado en el sistema. Los posibles cambios en los modelos que
se utilizan solo afectara´n al servidor OPC que los implementa y no requerira´n ningu´n
cambio en la arquitectura del sistema.
Esta configuracio´n permite que los modelos que utilizan datos de diferentes disposi-
tivos y fuentes puedan ser reutilizados en otros sistemas cambiando solo el contenedor
de estos modelos. Otra ventaja adicional es que los modelos que se desarrollen son inde-
pendientes del lenguaje de programacio´n ya que la interaccio´n con el resto del sistema
9.4. Conclusiones 155
no se hace a trave´s de una librer´ıa o servicio sino usando la interfaz esta´ndar OPC.
9.4. Conclusiones
En este cap´ıtulo se ha analizado co´mo utilizar el marco de trabajo gene´rico para
desarrollar aplicaciones de gestio´n de sistemas de energ´ıa solar fotovoltaica. La pro-
puesta que se hace se basa en modelizar el dominio como si de un nuevo dispositivo se
tratase y hacer que dicho dispositivo virtual efectu´e la valoracio´n de funcionamiento
del sistema basa´ndose en la informacio´n del modelizado de la planta y de la informa-
cio´n del resto de dispositivos. Como se ha comprobado, esta solucio´n permite incluir
para´metros y fo´rmulas de cualquier dominio energe´tico. Con la propuesta establecida
en este cap´ıtulo, se trata el dominio de la energ´ıa solar fotovoltaica como un dispositivo
haciendo uso de la tecnolog´ıa OPC-HDA que permite an˜adir una gestio´n de la infor-
macio´n desde y hacia el marco de trabajo, al gestionar la informacio´n de los canales,
procesarlos y volver a almacenarlos en el sistema. El servidor OPC encargado de gestio-
nar la informacio´n se ha desarrollado utilizando las clases e interfaces proporcionados
por el marco de trabajo.
Otra de las conclusiones de este cap´ıtulo es que es posible incluir los modelos de
prediccio´n y evaluacio´n de sistemas fotovoltaicos en el marco de trabajo asimilando
los mismos a un nuevo dispositivo que genera toda la informacio´n necesaria. As´ı, los
posibles cambios en los modelos que se utilizan afectara´n solo al servidor OPC que los
implementa y no sera´ necesario modificar la arquitectura del sistema. Se han desarrolla-
do componentes que permiten la integracio´n de estos modelos en el marco de trabajo,
de manera que se pueden generar programas de gestio´n que incluyan la generacio´n
automa´tica de este tipo de tareas.

“La principal causa de complejidad
en el software es que los fabricantes
implementan casi todas las
caracter´ısticas que solicitan los
usuarios”
– Niklaus Wirth
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Aplicacio´n del marco de trabajo para el
desarrollo de herramientas para la gestio´n
de sistemas energe´ticos
10.1. Introduccio´n
A partir de la arquitectura y marco de trabajo presentados en el cap´ıtulo 3, el
objetivo de este cap´ıtulo es hacer una propuesta que sirva para el disen˜o y creacio´n
de herramientas y aplicaciones a partir del marco de trabajo propuesto con las que se
puedan realizar todas las tareas relacionadas con la gestio´n de sistemas energe´ticos de
pequen˜a y media potencia de energ´ıa solar fotovoltaica. En las siguientes secciones se
detallan las funcionalidades de cada una de estas herramientas y se muestran algunos
ejemplos de las herramientas que se pueden desarrollar en el marco de trabajo. Como
aportacio´n importante, hay que sen˜alar que se trata de herramientas que se han imple-
mentado y que los resultados que se presentan en este cap´ıtulo son de aplicaciones que
esta´n operativas. No se presentan en general los detalles de implementacio´n, solo en el
caso de que supongan una aportacio´n relevante que pueda ser u´til para otros sistemas.
A partir del marco propuesto, las aplicaciones necesarias para la gestio´n de sistemas
energe´ticos que deben disen˜arse y construirse deber´ıan permitir, al menos, realizar las
siguientes tareas:
Modelizado visual de sistemas, incluyendo todos los componentes y conectores
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incluidos en cada sistema.
Sincronizacio´n con la plantas de un sistema.
Visualizacio´n de datos de los dispositivos y sistemas.
Evaluacio´n y prediccio´n del funcionamiento de sistemas.
Generacio´n de informes del funcionamiento de sistemas.
Env´ıo de mensajes de correo electro´nico y/o sms con alarmas y eventos para los
gestores de los sistemas.
Publicacio´n web que incluya informacio´n sobre el funcionamiento de las plantas
10.2. Metodolog´ıa de desarrollo
Haciendo uso de las clases e interfaces proporcionadas por el marco de trabajo pro-
puesto y con la ayuda de los algoritmos y flujos de control incluidos, se han desarrollado
diferentes aplicaciones que dan respuesta a las necesidades de gestio´n y monitorizacio´n
de sistemas energe´ticos. Esto por un lado, valida la efectividad del trabajo desarrollado,
y por otro lado da soluciones reales a problemas reales ya que su utilizacio´n esta´ siendo
aplicada a casos existentes.
Gracias a la utilizacio´n de las metodolog´ıas a´giles, la aparicio´n de nuevas funcio-
nalidades durante la aplicacio´n a casos reales de estos sistemas, ha permitido poder
incorporar las demandas de manera sencilla haciendo uso de las te´cnicas de refactori-
zacio´n y al desarrollo dirigido por pruebas (ver 2.3).
10.3. Herramienta integral para gestio´n de sistemas
energe´ticos
El marco de trabajo propuesto proporciona las piezas y herramientas necesarias para
construccio´n de cualquier software de gestio´n energe´tica. Es por ello que se ha desarro-
llado una herramienta que aglutina todas las funcionalidades necesarias haciendo uso
de las facilidades que proporciona un desarrollo basado en este tipo de metodolog´ıa.
En la figura 10.1 se muestran un conjunto de herramientas que permitira´ validar
el marco desarrollado y disponer a su vez de una solucio´n completa para la gestio´n de
sistemas energe´ticos.
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Figura 10.1: Vista general de la gestio´n de instalaciones energe´ticas
Sobre una aplicacio´n ba´sica y utilizando las clases y los comandos que se pueden
aplicar sobre ellos (ver 7.4), se dispondra´ de las funcionalidades necesarias para la
gestio´n de las instalaciones.
10.3.1. Gestio´n de instalaciones energe´ticas
El alta de una nueva instalacio´n genera una serie de acciones automatizadas propor-
cionadas por el marco de trabajo. Una es la creacio´n de las clases e interfaces apropiadas
en tiempo de ejecucio´n y otra es el almacenamiento automa´tico de dicha informacio´n
en la base de datos de trabajo seleccionada.
Los datos comunes de descripcio´n y localizacio´n pueden ser suministrados para
as´ı disponer de un cata´logo lo ma´s correcto posible de la informacio´n de la instalacio´n
energe´tica que estamos incluyendo en el sistema, figura 10.2.
Es tambie´n posible y deseable la organizacio´n de las instalaciones en diferentes
grupos para una mejor gestio´n y control de las mismas, figura 10.3.
El siguiente paso tras el alta de una nueva instalacio´n es la de indicar los dispositivos
que la conforman.
10.3.2. Gestio´n de dispositivos de una instalacio´n
Para modelizar un sistema energe´tico o instalacio´n hay que crear una representacio´n
de todos los elementos que conforman el sistema utilizando instancias de las clases que
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Figura 10.2: Formulario de alta de una instalacio´n
Figura 10.3: Agrupacio´n de instalaciones en grupos
implementan las interfaces del marco de trabajo. Los elementos ma´s numerosos a la hora
de modelizar y que ma´s tiempo conlleva son las medidas y los dispositivos asociados.
Para cada dispositivo integrado en el sistema es necesario disponer de toda la in-
formacio´n de sus canales as´ı como de informacio´n interna propia del dispositivo. Esta
tarea puede ser bastante tediosa y repetitiva si se parte de cero a la hora de modelizar
los dispositivos de cada sistema. Adema´s, la mayor´ıa de los dispositivos son comerciales
y pueden encontrarse en muchas instalaciones distintas.
Por ello, en el marco de trabajo se ha dotado la capacidad de poder crear una librer´ıa
de dispositivos con sus canales y medidas correctamente y completamente modelizadas.
De esta manera, cuando se definen y an˜aden los dispositivos durante el modelizado de
una instalacio´n se puede utilizar este repositorio previamente creado. En la figura 10.4
se muestra una vista del repositorio de dispositivos predefinidos que se ha creado en el
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marco de esta tesis.
Figura 10.4: Librer´ıa de dispositivos predefinidos
Esta librer´ıa de dispositivos permite la inclusio´n de nuevos dispositivos y medidas
asociados a los dispositivos predefinidos lo que permite disen˜ar de una manera ra´pida
los sistemas energe´ticos a partir de esa librer´ıa. Esta librer´ıa predefinida es fruto de la
utilizacio´n de dispositivos reales en instalaciones reales.
Las clases e interfaces desarrolladas para disponer de un repositorio de dispositivos
en el marco de trabajo se encargan principalmente de disponer de un mecanismo de
persistencia de datos sobre la base de datos. As´ı, el modelizado de un dispositivo y sus
canales asociados se puede almacenar y recuperar de la base de datos para copiarse
dentro del dispositivo f´ısico que se pretende modelizar como se muestra en la figura
10.5.
Figura 10.5: Personalizacio´n de medidas y dispositivos
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En el copiado se crea el dispositivo y sus medidas pero al tratarse de una copia y
no una referencia al repositorio, existe la posibilidad de particularizar los atributos del
dispositivo, cambiar los tipos de las medidas, sus nombres e incluso extender o reducir
el nu´mero de medidas del dispositivo. En la figura 10.6 se muestra un ejemplo de co´mo
se crea un dispositivo a partir de uno predefinido.
Figura 10.6: Formulario de alta de dispositivos
Por otra parte, existen dispositivos que esta´n relacionados entre s´ı. Por ejemplo,
en plantas de energ´ıa solar fotovoltaica, un inversor siempre estara´ relacionado con un
generador. Estas relaciones tambie´n deben ser modelizadas. Para poder establecer la
relaciones que existen entre dos dispositivos se ha creado el comando conectar. Adema´s,
tambie´n es interesante que se pueda, en cada momento, poder verificar que´ sistemas
esta´n conectados a un dispositivo. Para ello, se propone la creacio´n de un componente
visual que permita acceder a esta informacio´n. Se puede visualizar la informacio´n de
que´ dispositivos esta´n conectados al sistema que se especifique, como puede verse en
la figura 10.7.
Figura 10.7: A´rbol con los dispositivos conectados a un dispositivo y componente para
la visualizacio´n de los sistemas conectados a un dispositivo
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10.3.3. Gestio´n de medidas de los dispositivos
La base de toda la informacio´n de una instalacio´n la tienen las medidas o canales de
informacio´n de los dispositivos. Para disponer de ellas es necesario definir para´metros
como su tipo o el canal de comunicacio´n real que suministrara´ los valores de estos cana-
les. As´ı, las medidas definidas en cada dispositivo dejara´n de ser una mera descripcio´n
de los canales de los mismos a ser las v´ıas de comunicacio´n desde donde fluye los datos
correspondientes al funcionamiento de instalacio´n, figura 10.8.
Figura 10.8: Gestio´n de instalaciones y dispositivos
Una de las tareas que se debe realizar en la modelizacio´n de un planta, relacionada
con las comunicaciones y recuperacio´n de datos, es la configuracio´n de los items OPC
de los distintos dispositivos incluidos en la planta. Sin una correspondencia entre los
canales definidos y los mecanismos de comunicacio´n reales no se dispondr´ıa de la infor-
macio´n correspondiente. Por ello, se ha desarrollado un componente visual que permite
la edicio´n de los items OPC en el entorno de modelizado. En la figura 10.9 se muestra
este componente.
Otra de las tareas frecuentes que debe realizarse en el disen˜o de un sistema de
gestio´n, una vez desarrollados e incorporados los servidores OPC al marco de trabajo,
es la configuracio´n de los mismos para cada instalacio´n en la que vayan a utilizarse,
segu´n los dispositivos de esa instalacio´n. Por ello, es importante poder contar con
herramientas que faciliten esta tarea. A partir del marco de trabajo, puede fa´cilmente
construirse una aplicacio´n que permita la configuracio´n del servidor OPC de cada
dispositivo que se encuentre en la instalacio´n que se va a modelizar. Una vez construida
la parte visual, solo es necesario almacenar en la base de datos la informacio´n espec´ıfica
de la configuracio´n de ese OPC para la instalacio´n que se esta´ modelando.
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Figura 10.9: Componente para la edicio´n de un item OPC
El marco de trabajo proporciona los servidores OPC disponibles que son los encar-
gados de descargar los datos de cada dispositivo, figura 10.10. Cada una de las medidas
definidas de cada dispositivo deben ser asociadas a canales de estos servidores OPC
que en u´ltima instancia son los responsables de recuperar esta informacio´n.
Adema´s, una cuestio´n importante es la referente a la reutilizacio´n de los servidores
en diferentes instalaciones. Dispositivos similares compartira´n servidores OPC similares
salvo los para´metros de comunicacio´n responsables de la conexio´n a una u otra planta.
Es por eso que en el marco de trabajo se proporciona la capacidad de poder lanzar
una diferente configuracio´n para cada servidor en relacio´n a la instalacio´n a la que
queremos conectar como puede verse en la figura 10.11.
De esta manera, cuando sea necesario conectarse a una planta, y por ende, a un
dispositivo determinado utilizando un protocolo que implementa un servidor OPC,
se lanzara´ una configuracio´n determinada que hara´ que el comportamiento de dicho
servidor sea apropiado para la conexio´n con dicha instalacio´n en referencia a para´metros
como nu´mero de tele´fono, direcciones IP o para´metros del protocolo.
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Figura 10.10: Librer´ıa de servidores OPC disponibles en el sistema
10.3.4. Gestio´n de usuarios y perfiles
Con las herramientas que el marco proporciona para la gestio´n de usuarios y roles,
se ha integrado un mecanismo de alta de usuario y de perfiles con diferentes permisos
asociados a comandos del marco de trabajo. Con esta funcionalidad se permite o se
deniega la utilizacio´n de ciertos comandos por parte del usuario que esta´ utilizando el
sistema para establecer as´ı diferentes niveles o privilegios de acceso, figura 10.12.
Durante el alta de un usuario y su asociacio´n a una planta determinada se puede
establecer el nivel de acceso o rol que desempen˜ara´ dicho usuario respecto a dicha
planta, permitiendo as´ı disponer de diferentes niveles de acceso para cada instalacio´n.
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Figura 10.11: Configuracio´n de servidores OPC
Figura 10.12: Roles y permisos sobre el marco de trabajo
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10.3.5. Sincronizacio´n de instalaciones
Disponer de la informacio´n de todos los dispositivos de una instalacio´n conlleva
establecer una estrategia para que la informacio´n extra´ıda sea lo ma´s coherente posible
frente a problemas de comunicacio´n o de otra ı´ndole. Como se ha descrito en 6.6,
los algoritmos presentados ofrecen dichas cualidades y se encuentran implementados
dentro del marco de trabajo. Para cualquier desarrollo, en este caso, desde el sistema
integral que se desarrolla con el marco, es posible instanciarlo y disponer as´ı de la
informacio´n de todos los dispositivos de las instalaciones que se esta´n gestionando y
disponer de dicha informacio´n en la base de datos a disposicio´n de las clases que lo
necesiten para la evaluacio´n o para la inferencia de cualquier tipo de conclusio´n. Esto
se consigue con el componente, que se muestra en la figura 10.13, que implementa los
algoritmos presentados en el apartado 6.8.
Figura 10.13: Sincronizador de instalaciones
10.3.6. Visualizacio´n de datos de las instalaciones
En los apartados anteriores se ha descrito co´mo modelizar las instalaciones con
todos sus dispositivos adema´s disponer de mecanismos para la descarga de los datos.
Una parte fundamental es la de poder visualizar la informacio´n de las instalaciones.
El hecho de tener la informacio´n almacenada de manera homoge´nea permite el acceso
a ella a trave´s de las clases e interfaces suministradas por el marco de trabajo. De
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esta manera, es posible realizar cualquier interfaz de usuario para poder visualizarla y
recuperarla en diversos formatos como puede verse en el la figura 10.14.
Figura 10.14: Visualizacio´n de canales en la aplicacio´n
El acceso a la informacio´n puede ser realizado a trave´s de cualquier lenguaje web
para poder visualizarlo en navegadores u otros dispositivos sin demasiada dificultad
debido a que la informacio´n se encuentra almacenada y accesible de manera relacionada.
En la figura 10.15 se muestra un ejemplo de co´mo se pueden visualizar los canales en la
web. Como se puede observar, adema´s de la informacio´n nu´merica es a veces necesario
tener acceso a otro tipo de informacio´n, en alarmas o eventos que puedan lanzar los
dispositivos y son importantes recoger para su posterior ana´lisis y estudio o actuacio´n
inmediata.
Figura 10.15: Visualizacio´n de canales en la web
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10.4. Caso de estudio: Sistema de monitorizacio´n
integral para instalaciones dispersas
A partir de la extensio´n del marco de trabajo presentada en los apartados previos,
se ha desarrollado un sistema de gestio´n que integra informacio´n de 40 instalaciones
de energ´ıa solar fotovoltaica dispersas. Cada instalacio´n es de un tipo diferente con
dispositivos diferentes y la potencia pico de las mismas oscila entre 1.8 y 40 kW. La
necesidad de disponer de un sistema de control y monitorizacio´n de las mismas y
debido a la total heterogeneidad de las mismas, hac´ıa este de un problema que podr´ıa
ser totalmente resuelto con la metodolog´ıa y arquitectura propuestas en este trabajo.
Para dar una solucio´n al monitorizacio´n y gestio´n de este grupo de instalaciones
se planteo´ el disen˜o de la arquitectura siguiendo la estructura propuesta en 9.2 y cuyo
esquema f´ısico se muestra en la figura 10.16
Figura 10.16: Esquema f´ısico del sistema
En estas instalaciones hab´ıa dispositivos diferentes y de diferentes marcas. Algunos
de ellos se enumeran a continuacio´n:
Inversores: Ingecon Sun 10, Ingecon Sun 20, Sunways NT6000, Sunways NT4000,
Sunways NT10000, Mastervolt QS3200, Mastervolt QS6400, Mastervolt XS6500,
Power One PVI 5000, SolarMax 4000C, Fronius IG60, Sunny Boy SWR-2000NE.
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Sensores de radiacio´n: ce´lulas calibradas y pirano´metros.
Sensores de temperatura de mo´dulos: PT-100.
Dispositivos para establecer las comunicaciones: mo´dem GPRS interno (en el
inversor), mo´dem GPRS externo.
Sistemas de adquisicio´n de datos (Data loggers): algunas instalaciones tienen su
propio sistema local de adquisicio´n de datos. Los registradores de datos instalados
son: Max Web(mo´dem GPRS interno), Easy Fronius, Solar Log 1000, MasterVolt
Data Control (servidor ftp), Sunny Webbox.
Adema´s, la forma de comunicacio´n con las plantas era igualmente diferente con
distintos escenarios:
Acceso a la intranet local
Comunicaciones GPRS o UMTS (mo´dem externo)
Acceso a Internet (con funcionalidades de cliente VPN-IPsec).
As´ı, segu´n el tipo de dispositivos incluidos en cada planta, la aplicacio´n que se
ha desarrollado utiliza el servidor OPC que le corresponda a ese dispositivo (ver 4)
an˜adiendo adema´s la configuracio´n apropiada para cada tipo o medio f´ısico de comu-
nicacio´n (ver 7.6).
En la figura 10.17 se muestra la arquitectura de la aplicacio´n desarrollada que encaja
perfectamente con la arquitectura que proporciona el marco de trabajo (ver 3.2).
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Figura 10.17: Componentes incluidos en el programa de gestio´n y su interrelacio´n con
los subsistemas de las plantas fotovoltaicas
La aplicacio´n que se ha creado incluye un componente para la recuperacio´n y al-
macenamiento de todos los datos de las plantas (gestor de las sincronizaciones), un
componente para analizar y evaluar los datos segu´n el modelo que se describe, un com-
ponente para la publicacio´n web de la informacio´n de las plantas y un componente
para el env´ıo de alarmas y eventos.
En el desarrollo de los servidores OPC se han definido los canales de cada dispositivo
y el dominio del modelo fotovoltaico se ha incluido dentro de un dispositivo simulado
siguiendo la estrategia indicada en 9.3.
Para evaluar el funcionamiento de esta instalaciones, se han calculado las siguien-
tes medidas virtuales como valores acumulados a partir de los valores instanta´neos
registrados:
Energ´ıa diaria recibida en cada instalacio´n.
Energ´ıa diaria producida.
Energ´ıa diaria suministrada a la red.
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El valor de potencia de salida del inversor (Pj) en Eq.8.2 se ha obtenido en intervalos que
var´ıan de 5 a 15 minutos dependiendo de cada instalacio´n. Adema´s, se han calculado
las medidas virtuales siguientes:
Rendimiento diario final, Eq. 8.1.
Energ´ıa estimada suministrada a la red, Eq. 8.4.
Potencia de salida del inversor, Eq. 8.3.
En el caso de los mo´dulos de silicio monocristalino, el valor del coeficiente γ en la
Eq.8.3 es 0,48 %/oC (este tipo de mo´dulos es el que hay en las instalaciones). Todas las
instalaciones han sido evaluadas utilizando la expresio´n Eq.8.6 particularizada para las
medidas virtuales previamente listadas. Esta evaluacio´n permite detectar problemas en
el funcionamento de las plantas, a partir de los criterios definidos en la ecuacio´n 8.6.
La figura 10.18 muestra los valores medios diarios del rendimiento final diario frente
a la potencia instalada de cada instalacio´n; cuyos valores var´ıan entre 2.38kWp and
60kWp. Los valores de rendimiento final diario obtenidos var´ıan entre 2.26 y 5.18.
Figura 10.18: Wp vs Yf,day para todas las instalaciones analizadas
Como ejemplo de los resultados obtenidos con el procedimiento de evaluacio´n pro-
puesto, en la figura Figure 10.19 se muestran los valores del rendimiento final diario
para cinco de las instalaciones analizadas, para el periodo desde el 28 de mayo al 19 de
junio de 2013.
Los valores de rendimiento final diario en color verde corresponden a una instalacio´n
con un valor para este para´metro menor que el esperado, para el d´ıa 14 de junio.
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Figura 10.19: Rendimiento final diario para cinco instalaciones
La evaluacio´n automa´tica de esta instalacio´n permitio´ detectar este problema. As´ı,
cuando se detectan problemas de este tipo, la evaluacio´n de la instalacio´n hace que
se pasen a evaluar los valores instanta´neos de PCA de acuerdo con el proceso descrito
en la figura 8.2 para poder detectar las causas del problema. Este ana´lisis detallado
permite concluir que la instalacio´n tuvo problemas con el inversor ese d´ıa, como puede
observarse en la figura 10.20: en particular, las variaciones de tensio´n y/o frecuencia
de la red ele´ctrica por encima de los rangos establecidos para el inversor han causado
sus paradas (desconexiones) y por lo tanto las pe´rdidas en la produccio´n de energ´ıa.
Figura 10.20: Valores registrados de PCA y de irradiancia para un d´ıa con rendimiento
final diario bajo
Para analizar los problemas detectados para una instalacio´n, se pueden visualizar
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los valores de la potencia medida, PCA, frente a la estimada utilizando la ecuacio´n
8.3, figura 10.21 . En la misma se han marcado con c´ırculos todos los puntos que
corresponden a situaciones de funcionamiento incorrecto detectadas, de acuerdo con la
Eq.8.7.
Figura 10.21: PCA (medidas) versus P
∗
CA (estimadas)
Utilizando la metodolog´ıa propuesta, los problemas ma´s frecuentes que se han de-
tectado en estas instalaciones son:
A) P ∗AC > 0 y PAC = 0. Estas situaciones corresponden a paradas del sistema,
fundamentalmente debidas a a:
fallos en la conexio´n a la red
fallos del inversor.
B) P ∗AC >> PAC . Estas situaciones corresponden a:
fallos en el array fotovoltaico
desconexio´n parcial del generador fotovoltaico (ramas de circuito abierto)
C) P ∗AC > PAC . Esta situacio´n se produce, principalmente, por la presencia de pe-
quen˜as sombras en el generados fotovoltaico.
As´ı, gracias a la aplicacio´n creada a partir del marco de trabajo que se propone
en este trabajo, la informacio´n de todas las plantas esta´ accesible de manera unifor-
me proporcionando adema´s una manera visual sencilla para mostrar y gestionar la
informacio´n de todas las instalaciones y disponer de un sistema para la evaluacio´n y
vigilancia energe´tica apropiado.
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10.5. Conclusiones
En este cap´ıtulo se ha comprobado la capacidad del marco desarrollado para la
gestio´n de sistemas energe´ticos aplica´ndolo a problemas reales. Gracias a este desarrollo,
la resolucio´n de este tipo de problemas se puede hacer de manera ra´pida debido a que
el marco proporciona todas las piezas necesarias para la construccio´n de este tipo de
sistemas dejando los detalles de la implementacio´n de manera interna y permitiendo al
desarrollador centrarse en proporcionar las funcionalidades deseadas.
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Conclusiones y l´ıneas de trabajo futuras
En este trabajo se ha propuesto la utilizacio´n de marcos de trabajo y arquitecturas
software para el desarrollo de software que permita la gestio´n de sistemas energe´ticos.
Esta arquitectura describe las partes de una sistema energe´tico y la interaccio´n entre
ellas, as´ı como los patrones que se utilizan para su composicio´n y las restricciones de
esos patrones.
Se han propuesto un conjunto integrado de clases e interfaces que pueden ser uti-
lizadas por los desarrolladores de sistemas de adquisicio´n de datos, gestio´n energe´tica,
evaluacio´n del funcionamiento y prediccio´n de la produccio´n de sistemas energe´ticos
para el desarrollo de soluciones software que den respuesta a estas necesidades. Gra-
cias a lo cua´l se consigue reducir el coste de desarrollo, su velocidad de desarrollo e
implantacio´n y la reutilizacio´n del software desarrollado.
Con la propuesta que se hace, de abordar la construccio´n de software para la gestio´n
de sistemas energe´ticos a partir de un marco de trabajo, se consigue:
Facilitar el desarrollo de nuevo software de gestio´n ya que se proporciona co´digo
que no se tendra´ que reescribir.
Evitar los detalles de bajo nivel.
Minimizar los tiempos de desarrollo.
Construir una arquitectura consistente entre aplicaciones.
Una de las caracter´ısticas ma´s cr´ıticas que deb´ıa tener en cuenta el sistema pro-
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puesto era el rendimiento del mismo, ya que deb´ıa permitir desarrollar aplicaciones
para sistemas reales donde existen dispositivos con requisitos cambiantes y de diversa
naturaleza, es decir, no se pretend´ıa disponer solo de un marco teo´rico sino que este
marco de trabajo deb´ıa poder ser utilizado en instalaciones reales.
La arquitectura software que se propone en esta tesis se basa en la separacio´n
del software en varias capas, cada una de las cuales incluye una serie de componen-
tes basados en interfaces especializados que ofrecen funcionalidades para la definicio´n,
modelizado, comunicacio´n, almacenamiento, supervisio´n, evaluacio´n y prediccio´n del
funcionamiento de sistemas energe´ticos gene´ricos. Adema´s, tiene en cuenta las simili-
tudes que presentan los sistemas energe´ticos gene´ricos, dejando las particularidades de
cada tipo de sistema para su consideracio´n como extensiones al marco de trabajo.
En esta arquitectura se han definido los esta´ndares utilizados para el estableci-
miento de conexiones y coordinacio´n entre los componentes de cada capa. Las capas
propuestas son: Acceso a la base de datos, Sistema de almacenamiento, Capa abstrac-
ta de base de datos, Capa del dominio, y Capa de herramientas. La capa del dominio
incluye el generador de scritpts, el sistema en tiempo real para la conexio´n f´ısica con
las plantas, el sistema de adquisicio´n de datos histo´ricos, el planificador y el gestor de
la comunicaciones.
Gracias a la arquitectura propuesta basada en capas o niveles se pueden construir
soluciones para la gestio´n de instalaciones gene´ricas, donde cada capa es la responsa-
ble de cubrir cada una de las necesidades que surgen para la gestio´n de este tipo de
instalaciones.
Las propuestas hechas para el modelizado de cada instalacio´n y de cada dispositivo,
la definicio´n e implementacio´n del protocolo de comunicaciones y la caracterizacio´n de
cada canal de informacio´n hacen que se pueda disponer de un sistema de tratamiento
de la informacio´n de la instalacio´n que se vaya a gestionar.
Para los desarrollos hechos en este trabajo se han utilizado metodolog´ıas a´giles. En
concreto se ha hecho uso de las te´cnicas de refactorizacio´n, el desarrollo dirigido por
pruebas y la integracio´n continua. La metodolog´ıa de desarrollo que se ha propuesto, se
basa en la utilizacio´n de la implementacio´n frente a abstracciones. Por ello, el marco de
trabajo desarrollado esta´ formado por un conjunto de interfaces relacionadas y las clases
que implementas dichas interfaces. Adema´s, se ha propuesto una solucio´n al problema
del diamante en la arquitectura software, y para el dominio objeto del trabajo, puesto
que se ha utilizado un lenguaje que no permite la herencia mu´ltiple: la implementacio´n
por delegacio´n de interfaces y la inyeccio´n de dependencias.
Haciendo uso de la composicio´n de clases y la delegacio´n de interfaces, el marco
de trabajo puede extenderse y seguir un esquema desacoplado al no existir relaciones
directas entre clases en favor de las relaciones establecidas entre interfaces. La inyec-
cio´n de dependencias resuelve la posible limitacio´n de establecer dentro de una clase
la decisio´n de que´ implementacio´n utilizar. El mecanismo propuesto es la inyeccio´n en
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el constructor. Otro de los objetivos que se han conseguido es proponer un sistema de
comunicaciones que permite una conectividad abierta utilizando esta´ndares abiertos.
El sistema de comunicaciones propuesto esta´ totalmente separado de las dema´s fun-
cionalidades que se incluyen en el marco de trabajo. Para ello, la propuesta se basa en
la utilizacio´n del esta´ndar OPC. Por otra parte, basa´ndose en el modelo que se propo-
ne en esta tesis, la integracio´n de modelos de evaluacio´n y prediccio´n en los sistemas
de gestio´n energe´tica que se desarrollen a partir del marco de trabajo propuesto, se
hara´ partiendo del mismo esquema de abstraccio´n que se propone para las comunica-
ciones. Se ha desarrollado un repositorio de servidores OPC que puede ser directamente
utilizado en la gestio´n de sistemas energe´ticos.
Se ha hecho una propuesta de modelo que permite describir cualquier sistema gene´ri-
co a partir de los componentes propios del dominio de instalaciones energe´ticas, y
modelizar los elementos que conforman un sistema energe´tico, desde la instalacio´n de
manera general hasta las medidas o puntos de informacio´n pasando por los diferentes
dispositivos as´ı como los posibles niveles de acceso o usuarios que tienen alguna capa-
cidad de gestio´n sobre la planta. Se ha propuesto, finalmente, un modelizado adecuado
para las medidas, que son la u´ltima informacio´n y, en definitiva, ma´s importante, ya
que son las responsables de disponer de los para´metros de funcionamiento de las insta-
laciones, y por lo tanto su gestio´n y su capacidad de configuracio´n son quiza´s la parte
ma´s importante al basarse toda la informacio´n y toma de decisiones en el contenido de
las mismas.
A partir del marco de trabajo general para sistemas energe´ticos se ha hecho una
extensio´n del mismo para su utilizacio´n en sistemas de energ´ıa solar fotovoltaica. La
propuesta que se hace se basa en modelizar el dominio como si de un nuevo dispositivo se
tratase y hacer que dicho dispositivo virtual efectu´e la valoracio´n de funcionamiento del
sistema basa´ndose en la informacio´n del modelizado de la planta y de la informacio´n del
resto de dispositivos. Como se ha comprobado, esta solucio´n permite incluir para´metros
y fo´rmulas de cualquier dominio energe´tico
Para la parte de evaluacio´n y prediccio´n del funcionamiento de este tipo de siste-
mas se han desarrollado varios modelos. Por una parte, se ha propuesto un modelo
estad´ıstico que permite hacer una evaluacio´n automa´tica del funcionamiento de una
instalacio´n, a partir del ana´lisis de varios para´metros que sirven para determinarlo. Por
otra parte, se ha propuesto un modelo que permite predecir la energ´ıa que va a produ-
cir un sistema fotovoltaico a partir de la prediccio´n de la radiacio´n que recibira´. Este
modelo solo utiliza informacio´n que se registra en una planta fotovoltaica, entre otra,
los valores de radiacio´n recibida los d´ıas previos. El modelo se construye a partir de tres
estados. Para la construccio´n del mismo se ha utilizado un tipo especial de auto´matas
finitos probabilistas. El error del modelo propuesto es menor del 20 % frente a modelos
tradicionales cuyo error es de un 25 % aproximadamente, lo que supone una mejora
significativa. Estos modelos se han incorporado al marco de trabajo desarrollado.
La propuesta que se desarrolla en este trabajo permite la integracio´n de las di-
ferentes tecnolog´ıas y protocolos de comunicacio´n utilizados en sistemas energe´ticos
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as´ı como la monitorizacio´n remota y la evaluacio´n automa´tica del funcionamiento de
estos sistemas. Como parte fundamental y novedosa, el marco de trabajo desarrollado
permite la integracio´n en el sistema de componentes que automatizan las tareas de
evaluacio´n del funcionamiento de estos sistemas y la prediccio´n de la produccio´n de
los mismos. Estos componentes incluyen modelos que utilizan te´cnicas de aprendizaje
automa´tico.
Finalmente, se ha comprobado la capacidad del marco desarrollado para la gestio´n
de sistemas energe´ticos aplica´ndolo a problemas reales. Como ejemplo pra´ctico de apli-
caciones en las que el marco de trabajo puede ser muy u´til se presenta distintos tipos
de programas desarrollados para la supervisio´n, gestio´n y evaluacio´n de instalaciones
de energ´ıa solar fotovoltaica. Gracias a las propuestas de este trabajo, la resolucio´n
de este tipo de problemas se puede hacer de manera ra´pida debido a que el marco
proporciona todas las piezas necesarias para la construccio´n de este tipo de sistemas.
Algunas de las l´ıneas que quedan abiertas, y que pueden completar el trabajo
aqu´ı presentado son las siguientes:
Utilizar el marco de trabajo propuesto para la gestio´n de otros tipos de sistemas
energe´ticos, como pueden ser eo´licos o termosolares.
Profundizar y mejorar los modelos de evaluacio´n del funcionamiento de sistemas
energe´ticos, buscando modelos generales basados en para´metros estad´ısticos.
Mejorar los modelos de prediccio´n del funcionamiento de sistemas energe´ticos.
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