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 \min c^{T}x  s .  t .  Ax=b,  x\geq 0 . (1)
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ここで,  c\in\Re^{n},  A\in\Re^{rn\cross n},  b\in\Re^{m} は定数,  x\in\Re^{n} は変数.不等号は要素ごとの不等号で定め
る.双対問題は次のようになる.
  \max b^{T}y  s .  t .  A^{T}y+z=c,  z\geq 0 . (2)
ここで,変数は  (y, z) .
主問題と双対問題の実行可能解での目的関数値の間に弱双対定理
 c^{T}x-b^{T}y\geq 0 (3)
がなりたつ.
2.2 フィージブル内点法
実行可能な内点列を生成する主双対内点法であるフィージブル内点法 [3, 6] は理論的に良い性質
を持つ.
2.3 インフィージブル内点法




複素数のベクトル  x と  y に対して,次の内積のような写像を導入する.
 <x, y>:= \frac{\overline{x}^{T}y+x^{T}\overline{y}}{2} (4)
ただし  (\cdot)- は複素共役.
 <x,  y> は実数値をとり,
 <(x+y), z>=<x, z>+<y, z>, <x, (y+z)>=<x, y>+<x, z>
実数  \lambda\in\Re について,  <\lambda x,  y>=\lambda<x,  y>,  <x,  \lambda y>=\lambda<x,  y>





  \min<c, x>





ただし,定数は  a_{1} , ,  a_{m}\in \mathcal{C}^{n},  b_{1} ,  b_{m}\in\Re,  c\in \mathcal{C}^{n} , 変数は  x\in \mathcal{C}^{n} . 複素数ベクトルの不
等号を実部ベクトルと虚部ベクトルが非負とする.  \mathcal{C}^{n}\ni s,  t\geq 0 ならば  <s,  t>\geq 0 がなりたつ.
双対問題は次のようになる.
  \max b^{T}y
s.t.  A^{T}y+z=c (D‐C)
 z\geq 0
 y\in\Re^{m} ラ  z\in \mathcal{C}^{n}
ただし,行列  A^{T} を
 A^{T}:=[a_{1}, a_{m}] (5)
とし,変数を  (y, z) とする.
すると,以下のように弱双対定理がなりたつ.
 < c, x>-b^{T}y=<A^{T}y+z, x>-\sum_{i=1}^{m}<a_{i}, x>y_{i}'
 =<A^{T}y, x>+<z, x>- \sum_{i=1}^{m}<a_{i}, x>y_{i}
 =<[y_{1}a_{1}+ \cdots+y_{m}a_{m}], x>+<z, x>-\sum_{i=1}^{m}<a_{i}, x>y_{i}
 =<y_{1}a_{1}, x>+ \cdots+<y_{m}a_{m}, x>+<z, x>-\sum_{i=1}^{m}<a_{i}, x>y_{i}









 x\geq 0, x\in \mathcal{C}^{n}
 z\geq 0, z\in C^{n}.
解析的センターは,  \mu>0 として,次のようになる.




 x>0, x\in \mathcal{C}^{n}
 z>0, z\in \mathcal{C}^{n}.
3  \cdot3 アルゴリズム
インフィージブル内点法を考える.
Newton 方向は次の方程式の解  (\Re(\triangle x), \Im(\triangle x), \triangle y, \Re(\triangle z), 
\Im(\triangle z)) として得られる.
 \{\begin{array}{lllll}
\Re(A)   \Im(A)   O   O   O
O   O   A^{T}   I   Ii




















\tilde{A}   O   O
O   A^{T}   \overline{I}












Ã:  =  [\Re(A), \Im(A)],\tilde{I}:= [  I , Ii],
 \tilde{Z}:=[Diag(\Re(z_{i})), Diag(\Im(z_{i}))],\tilde{X}:=[Diag(\Re(x_{i})), 
Diag(\Im(x_{i}))],










を解き ,  \triangle y を求め,
 \triangle\overline{z}=\overline{I}^{-1}(r_{d}-A^{T}\triangle y) (12)


















  \min<1, x>




  \max y
s.t.  (1+i)y+z=1 (16)
 z\geq 0
 z\in \mathcal{C}.
最適解は,  x^{*}=i,  y^{*}=0,  z^{*}=1.
Scilab で実装し,100反復で,  x^{*}=1.461\cross 10^{-97}+1.00759i,  y^{*}=-7.125\cross 10^{-13},  z^{*}=
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