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ABSTRACT
Two methods for avoiding errors in the interpolation of operational radar data to a regular grid are pre-
sented. The issue is the interpolation of radial velocity and the subsequent estimation of horizontal wind
components. It is shown how a vertical gradient of the horizontal wind in combination with gaps of data
between scans with different elevation angles affect the interpolation. Simulated radar data for the radar
configuration covering the Munich airport in southern Germany are used for illustration. The origin of the
abovementioned errors is explained using simplified wind fields. With wind fields generated by the German
nonhydrostatic atmospheric prediction model COSMO-DE, the effectiveness of the methods is presented.
Both methods contribute to a reduction in interpolation error—by 44% and 35%, respectively—compared
to a standard interpolation scheme used for many operational radar configurations.
1. Introduction
Many studies have proven that the knowledge of the
three-dimensional wind vector is of great importance
for various kinds of atmospheric topics, from diag-
nostic research of wind and weather systems (e.g., Van
Zadelhoff et al. 2014), as well as transport processes
in the atmosphere (e.g., Woodhouse et al. 2013), to
nowcasting and numerical forecasting (e.g., Simonin
et al. 2014). For all of these disciplines, the 3D wind
field is directly—or at least indirectly—of interest.
Since Probert-Jones (1960) showed the potential of
using radars to measure horizontal winds, many dif-
ferent methods have been developed to generate a
3D wind vector from the measured radial velocities.
Starting with a single-Doppler radar to measure radial
wind and reflectivity within a volume, methods like
velocity–azimuth display (VAD) (Lhermitte (1966),
volume velocity processing (VVP) (Waldteufel and
Corbin 1979; Easterbrook 1975), and echo tracking
(see, e.g., Tuttle and Foote 1990) have been developed
and proven many times.
When using two or more Doppler radars measuring
the same volume from various directions, the horizontal
wind vector can be calculated directly with the use of
dual- and multiple-Doppler techniques (Armijo 1969;
Miller and Strauch 1974). As the contribution from the
vertical wind component w to the measured Doppler ve-
locity is small due to the low elevation angles (Laroche
and Zawadzki 1994; Protat and Zawadzki 1999), calcu-
latingw directly leads to large errors. Given the horizontal
wind components u and y and an estimate of the particle
fall velocity (Armijo 1969), w can be calculated by either
integrating the mass continuity equation (Protat and
Zawadzki 1999; Ray et al. 1980; Miller and Strauch 1974)
or minimizing a cost function within a 3D variational
analysis (Gao et al. 1999; Nash and Sofer 1996).
Radars measure in spherical coordinates (see Fig. 1).
Therefore, irrespective of what kind of analysis is used
to determine the 3D wind field, a step within the cal-
culation has to be the direct or indirect interpolation of
the radar data to a regular grid—for example, a Cartesian
grid—which can be a great source of error. In that
context, direct means the radar measurements are in-
terpolated in a first step before the calculation of the
three wind components. Indirect means the radar mea-
surements are included within a minimization process
with a weighting function depending on the distance to
the Cartesian grid points, as shown in Bousquet and
Chong (1998).
Compared to the long history of using radars to
measure wind or rainfall in field experiments, the cov-
erage with operational weather radars has only recently
been extended. Radars that run for operational purposeCorresponding author e-mail: Ayla Augst, ayla.augst@dlr.de
MARCH 2017 AUGST AND HAGEN 495
DOI: 10.1175/JTECH-D-16-0159.1
 2017 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
Policy (www.ametsoc.org/PUBSReuseLicenses).
produce scans of a whole volume within a short time.
Therefore, the number of elevation angles are reduced
to a minimum (e.g., for systems of the German radar
network, about 10 elevation angles up to 208; see Fig. 2),
which leads to a lack of data coverage increasing with
altitude, respectively with distance to the radar. Methods
designed to interpolate dense radar data as present in
field experiments are not always suitable for interpolating
sparse data as well. Especially in combination with a
gradient in wind (mainly a gradient in the vertical, as the
sampling rate in the horizontal is usually high due to small
elevation angles and short bin sizes), a lack of data can
lead to errors in interpolation.
Since the analysis with operational radar data is quite
young, as already pointed out by Bousquet et al. (2016),
there exist only a small amount of publications that deal
with the finding of an optimal interpolation scheme
depending on the radar geometry and scanning strategy
(e.g., Zhang et al. 2005; Lakshmanan et al. 2006). These
publications consider the interpolation of reflectivity
data rather than wind.
In this paper, a method is presented to deal with the
challenge of interpolating wind data from operationally
used radars. This is unique, as differences in the field
characteristics of wind and precipitation lead to different
needs for the interpolation. The radar network is exem-
plified by the radar configuration covering the Munich
airport in southern Germany. The Munich airport is
covered by three radars that can be used to estimate the
wind field.
The paper is structured as follows. Section 2 gives an
overview of the radar configuration and the synthetic
wind fields, which are used to generate synthetic radial
velocities. In section 3a the source of the described
interpolation errors is explained in more detail, fol-
lowed by the interpolation methods that are used for
this work with idealized wind fields (section 3b). In
the subsequent section (section 3c), the developed
methods are applied to more realistic wind fields
from a mesoscale model output. A brief summary and
conclusions are given in section 4.
2. Database
As mentioned above, the existing radar configuration
that covers the Munich airport is used to generate sim-
ulated radar data.
Figure 3 presents the location of the radars with re-
spect to the analyzed volume (100 3 100 3 10km3),
which is defined from 47.978 to 48.718N latitude, from
FIG. 1. Conical measurement geometry of ground-based weather
radars. Radars measure the radial component yr of the wind vector
v in spherical coordinates with elevation angle u, azimuth angle f,
and distance r.
FIG. 2. Scan strategy of ground-based weather radars of the German radar network. One volume scan consists of 10 elevation angles from
0.58 to 258 and an additional precipitation scan at 0.88 within 5min (cf. Helmert et al. 2014).
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11.128 to 12.328E longitude, and from 0.5 to 10.5 km
MSL. The grid spacing is 1 km in each direction. The
ground level of the terrain rises from about 400mMSL
in the north to 700m in the south. The radars have
maximum ranges from 75 to 180 km and 10–11 differ-
ent elevation angles.
For the simulation of synthetic radar data, the lo-
cation of the radars, the maximum range, and the bin
size are equal to the existing radar geometries. For all
data elevation angles up to 208 with the spacing of the
operational scan mode of the radars and the full set of
azimuth angles (see Table 1 for more details) are used.
Different beamwidths are not considered. The beamwidth
is assumed to be 18.
To explain the difficulty in the interpolation, simpli-
fied wind fields are used to generate simulated radar
measurements. These wind fields are directed to the east
with a mean wind speed of 20ms21 and a vertical gradient
at different heights of 2–10ms21km21. For these wind
fields, the full possible data coverage is assumed and no
measurement error is added.
For the test with more realistic cases, 16 wind fields are
used, generated by the German COSMO-DE Model,
which is a nonhydrostatic atmospheric prediction model
that has been developed by the German Weather Ser-
vice (DWD). The model grid spacing of 2.8 km is bili-
nearly interpolated to fit the analysis grid with a grid
spacing of 1 km in each direction. For a more detailed
description of the COSMO-DE Model, see Baldauf
et al. (2011).
Besides horizontal and vertical wind components,
prognostic variables are an estimate of the specific water
content of rain, snow, and graupel. The sum of specific
water constant W is used to calculate an estimation of
measured radar reflectivity Z with the equation W 5
qZ4.7 proposed by Kessler (1995). The value of q 5 5.4
was determined empirically.
At first the simulated radial velocity data without
any restriction or added error is used. Afterward, with
the generated radar reflectivity, the areas of data
coverage are limited to those where radar reflectivity
is greater than 220 dBZ and a normal distributed
random error with a standard deviation of s 5 1m s21
is added to the simulated Doppler velocity data, which
is in the order of radar measurement uncertainty.
Furthermore, an estimated particle fall velocity de-
pending on the calculated reflectivity has been added
to the data. To simulate a radar data preprocessing
step, each scan is projected onto a Cartesian grid of
100 3 100 km2 with a grid resolution of 0.5 km in both
horizontal directions and a 2.53 2.5-km2 median filter
is applied.
Figure 4 shows the mean percentage of grid coverage
for the horizontal plane at different altitude levels to
get a better insight of the data coverage in the whole
volume in the case of full data coverage (simulated ra-
dial velocity data without any restriction) and limited
data coverage (simulated radial velocity data limited
according to simulated reflectivity values). For in-
terpolation, the radius of influence—that is, the maxi-
mum distance that a data point can have to a grid point
FIG. 3. Radar configuration in the area around the Munich air-
port. MUC: radar at the Munich airport (max range 75 km); OP:
radar of the Deutsches Zentrum für Luft- und Raumfahrt (DLR;
German Aerospace Center) in Oberpfaffenhofen, POLDIRAD
(max range 120 km); and ISEN: radar of the DWD in Isen (max
range 180 km).
TABLE 1. Scan geometries of radars covering the Munich airport.
System OP ISEN MUC
Wavelength (cm) 5.5 5.3 3.2
Beamwidth (8) 1.0 1.0 1.2
Range (km) 120 180 75
Range resolution (m) 150 100 150
Elevations used (8) 1.0, 2.0, 3.5, 5.0, 7.0, 9.0, 11.0,
13.0, 15.0, 17.0, and 20.0
0.5, 1.5, 2.5, 3.5, 4.5,
5.5, 8.0, 12.0, and 17.0
1.0, 2.0, 3.0, 4.5, 6.0, 8.0, 12.0, and 20.0
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to have an impact on it—in the horizontal, is set to 3 km.
In the vertical the radius of influence depends on the
range, as the beamwidth increases with the range, due to
the beam broadening of about 18. This is an established
radius of influence for interpolation of radar data, for
example, used within various analyses with the French
operational radar network (see, e.g., Bousquet and
Tabary 2014; Beck et al. 2014).
Analyzed wind fields
The idealized wind fields have simplified structures.
They have only horizontal wind components to the east.
Terms w and y are set to zero in all cases. To illustrate an
increasing interpolation error with increasing vertical
gradient of the horizontal wind field, we generated 53 11
different wind fields according to five different vertical
gradients (2, 4, 6, 8, and 10ms21 km21) centered at each
of the 11 altitude levels (0.5, . . . , 10.5km MSL). The
vertical gradient can be found over three altitude level and
is zero elsewhere. For an altitude of 5.5km, a schematic
plot of the five different wind fields can be seen in Fig. 5.
The centered wind speed is always set to 20ms21.
For more realistic situations, 16 different wind fields
from analyses of the COSMO-DE Model are used. The
corresponding weather situations had more or less
stratiform rainfall to ensure that there is enough data
to have significant results, even in the case of restricted
data coverage. Some information about vertical wind
speed and vertical wind gradient are summarized in
appendix A (Tables A1 and A2; Figs. A1–A4) to get a
better understanding of the analyzed wind fields.
3. Methodology
Hereinafter the methods to interpolate radar mea-
surements to a Cartesian grid are presented. The first
part (section 3a) describes the general method of in-
terpolation and errors that occur due to the mea-
surement geometry, especially in the case of a strong
vertical gradient of the wind field. The second part
(section 3b) shows how the radius of influence affects
the interpolation error. In the last part (section 3c), a
method is presented to include strong vertical gradi-
ents in the interpolation to minimize its contribution
to the interpolation error.
a. Interpolation to a Cartesian grid
The radar data considered are collected at points defined
by an azimuth angle, an elevation angle, and the distance.
This is inappropriate for retrieving and analyzing a wind
field. Therefore, the data have to be interpolated to a
regular grid, for example, a Cartesian grid.
For the interpolation of data to grid points of a pre-
defined grid, every data point is interpolated with an
appropriate weight to all grid points that are located
within the radius of influence. The weight is a function of
the distance to the grid point. In the case of different
data sources or additional information about data quality,
the weight can also be a function of the data quality. For
merging multiple radar data, additional weights can be
considered. Lakshmanan et al. (2006) considered a weight
FIG. 4. Mean grid coverage of radar data (%) for interpolation to
10 altitude levels. The horizontal radius of influence is set to 3 km.
In the case of full data coverage (e.g., large area stratiform rain) up
to an altitude of 4 km above ground, data are available at almost
every grid point. For the data that are restricted to areas where rain
is expected, the maximum data coverage is reached at 3 km above
ground on average, with a coverage of less than 60%.
FIG. 5. Schematic plot of wind speeds for the idealized wind
fields. Five different vertical gradients centered at an altitude level
of 5.5 km MSL are shown.
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decreasing with increasing range to incorporate beam
spreading. Moreover, a common analysis time has to be
set and a weight depending on the time difference be-
tween analysis and measurement can be applied.
As for the simulation of radar data for this paper, the
scan time is not considered; the weight for each obser-
vation i is simplified in the following way:
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Here,Rhor andRvert are the horizontal and vertical radius
of influence, respectively; ri,hor and ri,vert are the horizontal
and vertical distances between the observation and the grid
point, respectively; and whor is a Cressman weighting
function (Cressman 1959), whereas wvert is a Gaussian
weighting function with si set so that wvert is less than 0.01
for ri,vert $ Rvert. In the vertical a different weighting
function is used to give measurements that differ in the
vertical direction even less influence. Instead of using two
different weighting functions, an option to implement a
direction splitting is—for example, the A–B filter—
proposedbyAskelsonet al. (2000),whichprovidesdirection
splitting and an automatic adaption to data density.
The quantity u is the elevation angle of the beam. A
weight depending on the elevation angle of the beam
is included to the weighting function for two reasons.
First, the radial velocity is corrected with an estima-
tion of the particle fall velocity. Since little is known
about the particle’s size and nature, the advice of
Miller and Strauch (1974) is followed and the empir-
ical relationship of Joss and Waldvogel (1970) to es-
timate the particle fall velocity is used. They observed
seven different precipitation situations and defined
fall velocities by eye. Nevertheless, the empirical es-
timation of the particle fall velocity can be very im-
precise: The greater the elevation angle, the more
influence the particle fall velocity has on the measured
radial velocity. Therefore, measurements with a great
elevation angle have less weight to the calculation of
the velocity. Second, the vertical wind component of
the radial velocity is neglected in the analysis, since in
general for low elevation angles, as used for opera-
tional radar, w contributes little [sin(u) 3 w] to the
radial velocity (Laroche and Zawadzki 1994; Protat
and Zawadzki 1999).
The positions of the observations are calculated
with their elevation angle, azimuth angle, range, and
location of the radar with respect to the grid. For each
grid point, an ellipsoid is defined. Each observation
that lies within this ellipsoid is influenced by the wind
vector calculated for that grid point. The ellipsoid is
defined by two different radii: Rhor in the horizontal
direction and Rvert in the vertical direction. The cal-
culation of the wind vector at one grid point is done
using a weighted-least-squares fit of all measurements
that fall within the radius of influence of this point. The
target function for this fit is defined as
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where vr,i is the radial velocity and vp,i is the particle
velocity vector (u,y)T in two horizontal directions.
The ni is a unit vector pointing in the direction of the
radar beam, N is the number of observations that are
included, and si5s20/wi is the variance of each ob-
servation with s20 representing the error associated
with the measurement. We assume s20 to be 1m s
21
irrespective of the measurement. In general addi-
tional information can be used to set a value for s20,
for example, a signal-to-noise ratio.
Minimizing F(vp) with respect to u and y leads to a
system of linear equations with the following form:
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Here vr,i is the observed radial velocity, u is the ele-
vation angle of the beam, and f is the azimuth angle.
To solve Eq. (2) the system matrix A on the left
side is diagonalized, following López Carrillo and
Raymond (2011), such that the entries of the 2 3 2
matrix DA 5 R
TAR are the eigenvalues of A. With the
orthogonal transformation R a velocity vector U is
found, such that vp 5 RU. The velocities are defined
in a rotated reference frame, where they can be esti-
mated independent of each other. This is very useful in
case there is not enough information to determine
both components—just one of them is uncertain. For
each grid point, this new reference frame is defined by
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two eigenvectors and the corresponding eigenvalues.
The error associated with each component of the ve-
locity is defined as the reciprocal of the square root of
the eigenvalue:
s
a
5 1/
ﬃﬃﬃﬃﬃ
a
a
p
. (3)
Here aa is the eigenvalue associated with the com-
ponent a. The eigenvalues can be used as a quality pa-
rameter for including and excluding data points in the
analysis.
A detailed description of the overall formalism can be
found in López Carrillo and Raymond (2011). It should
be noted that they also consider the vertical direction in
the minimization process unlike us. The vertical com-
ponent can be later estimated with the use of the mass
continuity equation as in Protat and Zawadzki (1999),
Ray et al. (1980), and Miller and Strauch (1974).
The weighted least squares fit ensures that measure-
ments at larger distances from the grid point or with
large uncertainties contribute less than closer and more
confident measurements. Although a least squares fit is
not robust against outliers, it works well in the case of
dense data points. However, when operational radars
run with a reduced number of elevation angles to save
time, they produce a lack of data coverage increasing
with altitude (see Fig. 2). Especially in combination
with a strong vertical gradient of the wind vector, errors
are produced in the interpolation.
Figure 6 shows a schematic plot of a radar beam
(dotted line of stars) propagating through a region of
strong vertical wind gradient within the analyzed
volume, where dark gray indicates a high wind speed
and white indicates a low wind speed. The defined
Cartesian grid is plotted with equidistant black dots.
The medium level is color coded with the schematic
wind speed that is interpolated to that grid point, with
an assumed vertical radius of influence of about one or
two grid points and a horizontal radius of influence
of about six or seven grid points. Each data point
(pictured as a star) is weighted with the distance to the
grid points, but as there is information coming from
only one beam and no information coming from a
second beam above or below the other beam, grid
points on the left side get more information from the
region with low wind speed, whereas grid points on the
right side get more information from the region with
high wind speed. The resulting interpolated wind
speed at the mean altitude shows a horizontal wind
gradient, which does not exist in the original data, as
the result of a projection of the vertical gradient.
Giving a data point with a large distance to the grid
point a small weight cannot compensate for too little
information coming from an altitude level above or
below this point.
To demonstrate how the interpolation error increases
with increasing vertical gradient, simulated radar mea-
surements from simplified wind fields are generated.
The structure of thesewind fields is explained in section 2b
and summed up in appendix A. Ten wind fields with
different vertical gradients from 1 to 10m s21 within
1 km are used.
In the following analyses, all grid points where the
number of simulated observations used in the least
squares fit of the data is less than 25 or the first eigen-
value (the smaller eigenvalue, as they are sorted by
size) is smaller than 0.015 are excluded to eliminate
potential bad values. The improvement due to different
interpolation methods is always given in percentage
compared to the reference case (interpolation with a
fixed interpolation radius).
Figure 7 shows contour plots of the interpolated wind
field at an altitude level of 5.5 km for a vertical wind
gradient of 1 (Fig. 7, left panel) and 5m s21 km21
(Fig. 7, middle panel), and a plot of the relative root-
mean-square error (RMSE) over the increasing verti-
cal wind gradient at the same altitude level (Fig. 7, right
panel). The true wind speed at this altitude level is
20m s21 at all grid points. White areas are not included
in the evaluation, as there are not enough data or the
first eigenvalue is smaller than 0.015, as explained
above. The ring structure visible in the interpolation
plots becomes stronger and the interpolation error in-
creases with increasing gradient. For this analysis the
interpolation is done using the operational scan ge-
ometry of the three radars (see Table 1).
Figure 8 shows a contour plot for similar conditions as
in Fig. 7 (middle panel) with a vertical wind gradient of
5m s21 km21 but with the use of 20 elevation angles
from 18 to 208 with a step of 18 instead of the opera-
tionally used scan mode.
There are examples showing that increasing inter-
polation error arises from a lack of data caused by the
FIG. 6. Radar beam (dotted line of asterisks) propagating
through a region of strong vertical wind gradient. Dark shading
indicates high horizontal wind speed; light shading indicates low
horizontal wind speed. Equidistant black dots in the background
are the grid points of the interpolation grid. The radar measure-
ments (asterisks along the beam) are interpolated to the horizontal
grid at the mean altitude level.
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scan strategy of operational radars. The mean in-
terpolation error with the use of 20 elevation angles is
reduced by 58.9% compared to the error when the
number of elevation angles used operationally —that
is, 9–10— are used depending on the radar. For all
plots a horizontal interpolation radius of 3 km and a
vertical interpolation radius as a function of the radar
beamwidth [Rvert 5 rtan(1/2b)] is used, where b is the
radar beamwidth and r is the distance of the data point
to the radar. It is worth noting that the determination
of the vertical radius of influence is a special task that
must be treated carefully. With a vertical radius of
influence of half the beamwidth, we get the best re-
sults. A more detailed description is given at the end
of section 3b.
b. Optimal radius of influence
The error of the interpolation in the presence of a
vertical wind gradient increases with decreasing data
coverage. Therefore, the radius of influence for interpo-
lating a data point to the grid is of importance and should
be selected according to the given radar configuration.
As shown in section 3a, a horizontal radius of influence
of 3km and a vertical radius depending on the radar
beamwidth—as it is used, for example, in an analysis with
the French radar network (see, e.g., Bousquet et al. 2016;
Bousquet and Chong 1998)—in the presented radar con-
figuration can produce large errors in the case of stronger
vertical wind gradients.
To overcome the handicap of a shortage in data, the
horizontal radius of influence could be adjusted so that
the radii of different beams overlap. A disadvantage of
this is that small-scale features cannot be resolved any-
more. Another possibility is to scale down the interpola-
tion radius in the vertical so that the horizontal projection
of the vertical wind gradient is minimized. However, this
leads to a great loss in the number of data points that can
be used within the analysis.
An optimal radius of influence, depending on the
lack of data (on the altitude level) and depending on
the vertical wind gradient, can be found. Therefore,
synthetic radar measurements out of 5 3 11 idealized
wind fields are generated. These wind fields have ver-
tical wind gradients of 2–10m s21 km21 at 11 different
altitude levels (0.5–10.5 km). Again, these synthetic
measurements are produced with the geometry and
scan strategy of the three radars described in section 2,
are not restricted to areas of potential rainfall, and
do not have errors. The synthetic measurements are
FIG. 7. Interpolated horizontal wind fields at an altitude of 5.5 kmMSL. (left) The original wind fieldwith a vertical
gradient of a horizontal wind speed of 1m s21 km21. (middle) The original wind field with a vertical gradient of
5m s21 km21. (right) The RMSE at the same altitude level as a function of the vertical wind gradient.
FIG. 8. Interpolated wind field at an altitude of 5.5 km MSL with
a vertical gradient of a horizontal wind speed of 5 m s21 km21. As
in Fig. 7 (right panel), but with the use of 20 elevation angles from
18 to 208.
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interpolated to the defined grid with the use of 10 dif-
ferent horizontal radii of influence (1–10 km). The
vertical radius of influence in all analyses is set as a
function of beamwidth and distance to the radar (see
section 3a) but with a minimum of 200m.
Figure 9 shows the mean RMSE as a function of the
vertical wind gradient (m s21 km21) and the horizontal
radius of influence (km) for an altitude level of 5.5 km.
As can be seen, the error decreases continuously with
increasing radius of influence in all cases. The mean
error increases with increasing vertical wind gradient.
To find the optimal radius of influence as a function
of verticalwind gradient and altitude level, all 53 113 10
interpolated wind fields are analyzed and a lookup ta-
ble is created (see Table B1). The lookup table contains
the optimal radius of influence depending on the alti-
tude level and the assumed vertical gradient. To find a
balance between smoothing and error reduction, an
optimal radius is found, as the radius for the in-
terpolation mean absolute error is less than 0.5m s21
for the first time.
For the evaluation of the improvement of using a
variable radius of influence in different wind situations
rather than a fixed radius of 3 km, synthetic observa-
tions for the three radars are generated out of 16 re-
alistic wind fields from the output of the COSMO-DE
Model (see section 2), again without error and with full
coverage.
Figure 10 shows the resulting interpolation of one of
the wind fields at an altitude level of 5.5 km MSL.
Plotted is the horizontal wind speed v 5 (u2 1 y2)1/2,
where u and y are the two horizontal wind components.
The original wind field (Fig. 10a) is the COSMO-DE
analysis of the wind field in the domain of interest,
1130 UTC 17 January 2014. The horizontal wind speed
ranges from 21 to 30m s21 with a strong vertical gradient
of about 7m s21 km21 on average and 14m s21 km21 for
the peak. With the fixed horizontal influence radius of
3 km, a strong circular structure arises (Fig. 10b). This
structure is caused by the strong vertical gradient that is
projected onto the horizontal due to small data cover-
age. Again, white areas are not included in the evalua-
tion due to bad data coverage.
The variable radius of influence depends on the
altitude and the estimated vertical gradient. From
the lookup table we find this influence radius to be
8 km, as the mean vertical gradient of the horizontal
wind speed is found to be 7m s21 km21 (see Table B1).
For operational usage the vertical gradient can be
estimated from the previous analysis or from
model output.
As can be seen in Fig. 10c, the mean absolute error
(MAE) is reduced in the case of the variable radius of
influence (MAE 5 0.57m s21 compared to MAE 5
0.93m s21 for the reference case with a radius of influ-
ence of 3 km).
Figure 11a shows the RMSE and the MAE for all
analyzed cases at altitude levels from 0.5 to 10.5m s21,
and for a fixed horizontal radius of influence of 3 km
(black line) and a variable horizontal radius of influence
depending on the vertical wind gradient and current
altitude level (gray line). The plot clearly shows that the
variable radius of influence reduces the mean RMSE by
44.9% and the MAE by 38.7% compared to the mean
error with a fixed radius.
In a second analysis, a normal distributed random
error with a standard deviation of 1m s21 is added to
the synthetic radial velocities, which represents the
measurement error of radars. Additionally, COSMO-DE
information about water content is used to restrict
the data to areas where rainfall is considered (see
section 2). Again, the data are interpolated to the
Cartesian grid using the fixed and the variable radiuses
of influence.
Figure 10d shows the results for the same configuration
as used in Fig. 10c, but for the restricted data with added
simulated error. Luckily, the data for this date and alti-
tude level are not restricted much due to the overall high
water content. Because of the strong smoothing, the
added random error almost does not affect the interpo-
lated wind field. The RMSE and the MAE for this field
are shown in Fig. 11b. For the restricted data, the variable
radius of influence reduces the mean RMSE by 43.9%
and the MAE by 36.6%.
In this evaluation the focus is on the horizontal ra-
dius of influence. As already mentioned, the vertical
radius of influence is also of great importance. It is set
to half the beamwidth that was found to be the best
compromise between data coverage and interpolation
error. Increasing the vertical radius of influence led to
higher interpolation errors (error plots can be found
in appendix C). There exist other publications where
FIG. 9. RMSE as a function of the vertical wind gradient
(m s21 km21) and the radius of influence (km) 5.5 km.
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the vertical radius of influence is set greater. Bousquet
et al. (2008) used a whole beamwidth; Zhang et al.
(2005) used distance between two adjacent tilts and
found a reduction in interpolation errors due to this
‘‘vertical interpolation.’’ They analyzed one convec-
tive and one stratiform reflectivity field. For the
stratiform case, additional horizontal interpolation
between neighboring beams improved the results
further. It is easy understandable, as this fills data
gaps without blurring information in the wrong places.
For the convective case, the additional horizontal in-
terpolation led to artifacts in the results but the ver-
tical interpolation improved the result—that is also
obvious, as for reflectivity, even in the convective case
the vertical gradient was small. For wind the vertical
gradient can be much higher and vertical interpolation
is not fruitful. To not lose information or skip wind
shear for the presented radar configuration, a smaller
vertical search radius is preferred. Existing data gaps
can be filled later on with the use of additional
methods, like three-dimensional variational data
assimilation (3DVAR) with, for example, the mass
continuity equation.
The lookup table (Table B1) shows that for the dif-
ferent combinations of altitude level and vertical gra-
dient, the optimal radius of influence is often found to be
greater than 3km. This generates a smoothing compared
to the reference case. As a result the error produced by a
vertical gradient or erroneous data is reduced at the cost
of a loss of small-scale information, which is needed to
resolve small convective cells. In the simplified case of a
wind field with a strong horizontal gradient but no ver-
tical gradient, a higher smoothing would increase the
interpolation error. Therefore, a second method for re-
ducing error due to the vertical gradient is presented.
c. Including vertical wind gradient to interpolation
If the horizontal gradient in the wind vector is small,
then the change in the radial velocity along the beam can
be directly used to estimate the vertical wind gradient.
For the interpolation of a data point to the Cartesian
grid at a specific altitude level, the measurement is
FIG. 10.Magnitude of horizontal wind vector v (m s21) in the domain of interest at 1130UTC 17 Jan 2014. (a) The
COSMO-DE analysis. (b) Interpolated magnitude with a fixed horizontal influence radius. (c) As in (b), but with
a variable radius of influence depending on the vertical gradient of the horizontal wind speed. (d) As in (c), but for
simulated data with added error.
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corrected according to the estimated vertical gradient
with the simple formula
~v
r
5 v
r
1
›v
r
›z
Dz .
Here ~vr is the corrected radial velocity, vr is the
measured radial velocity, and Dz is the vertical distance
between the measurement and grid point. The vertical
gradient ›vr/›z is calculated as a least squares fit of all
previous values within a range of 5 km in the horizontal.
Figure 12 shows the interpolation for the same wind
field as in section 3b but with the correction of the ra-
dial velocity with the vertical gradient. As can be seen
the interpolation error is reduced—that applies to the
analysis with the full data coverage (Fig. 12a) and to the
analysis with the restricted data with added error
(Fig. 12b). Figure 13 shows how the RMSE and the
MAE of the interpolation of 16 different wind fields are
diminished for the analyses with the correction (gray
line) compared to the analyses without the correction
(black line). In Fig. 13a the full synthetic data coverage is
used and the data are not influenced by an added error.
The same analyses are made for the restricted syn-
thetic data with an added random error as in section 3b.
Results are shown in Figs. 12b and 13b. Compared to the
case without restriction and added error to the data, the
interpolated RMSE is reduced less (11.7% compared to
30.72%); this is mainly caused by some outliers in high
altitudes. The MAE is reduced by 34.94% compared to
44.33%. For both cases (full data and restricted data),
the reduction of theMAE is stronger than the reduction
of the RMSE, which suggests that there are a few out-
liers with huge errors and an average with small errors.
This can be attributed to the estimation of the vertical
gradient, which can be inaccurate, especially when the
vertical gradient is heterogeneous or the horizontal
gradient is unexpectedly high. The effect can be seen in
the contourplotof theanalyzedwindfield (Figs. 12aand12b)
and is stronger for the restricted data, as here in addi-
tion the estimation of the vertical gradient is more
complicated because the data are noisier.
4. Conclusions
We have shown how gaps in radar data coverage in
combination with a vertical gradient in wind speed can
lead to circular features in the interpolation of radar data,
measured in polar coordinates, to Cartesian coordinates.
These errors occur independently of the interpolation
method, as the vertical gradient is projected onto the
horizontal due to missing information above and below a
radar beam. In our study we used a direct interpolation
method with a weighted least squares fit. Using an in-
direct interpolation—for example, by minimizing a cost
function with a term measuring the data fit and the ad-
ditional use of other terms representing smoothing or
low-pass filtering—might reduce the problem through
higher smoothing, but it has the disadvantage that the
whole wind field is smoothed, leading to a loss of small-
scale information.
Shortages in data coverage arise especially for oper-
ational weather radars, as they use a reduced number of
FIG. 11. RMSE (dashed line) and MAE (solid line) as a function of altitude level. All analyzed cases are con-
sidered: a fixed horizontal radius of influence of 3 km (black lines), and a variable horizontal radius of influence
depending on the vertical wind gradient and the current altitude level (gray lines). (a) The full data coverage is used
without any restrictions or added error. (b) The restricted dataset is used with an added simulated error.
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elevation angles to fill the volume rapidly. Improve-
ments can be found for radar networks that limit their
regular volume scans to low elevation angles with small
steps between two adjacent tilts.
The problem of sparse data coverage due to the an-
isotropic character of radar data density is already
addressed in other publications but with the focus on
reflectivity (see, e.g., Zhang et al. 2005). The suggested
solution of increasing the vertical radius of influence
cannot be used for the interpolation of wind by default,
as there exist essential vertical gradient—for example,
due to wind shear—that should not be smoothed out.
To tackle the wind speed interpolation problem for
the radar configuration covering the Munich airport, we
generated synthetic radar data for the three radars
shown in Fig. 3. The analysis volume has a size of
100 3 100 3 10km3 and a resolution of 1 3 1 3 1km3.
We have shown that a fixed interpolation radius of
3 km, as proposed in many studies for the analysis with
the French radar network (Bousquet and Chong 1998),
can lead to great errors in our configuration, since the
ellipses of influence of beams with different elevation
angles do not overlap. Enlarging the radius of influ-
ence is generally not recommended, as this leads to a
FIG. 12. Magnitude of horizontal wind vector v (m s21) in the domain of interest at 1130 UTC 17 Jan 2014.
Interpolation is done with a fixed horizontal radius of influence of 3 km and with the data corrected using the
vertical gradient. (a) For simulated data with full data coverage without error. (b) For restricted data with
added error.
FIG. 13. As in Fig. 11, but for interpolation with ‘‘untreated’’ radial velocities (black lines) and with corrected radial
velocities with the vertical gradient (gray lines).
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smoothing of the interpolated field. But, as the in-
terpolation error depends on the vertical gradient, the
vertical gradient can be used to find an optimal radius
of influence. Therefore, we generated synthetic radar
data from simplified synthetic wind fields with easy
structure (see Fig. 5) and different vertical gradients
that we interpolated to a predefined Cartesian grid
with an increasing radius of influence. The resulting
interpolation errors were used to create a lookup table
for the horizontal interpolation radius as a function of
altitude and mean vertical gradient (section 3b).
The new method has been evaluated with 16 wind
fields generated by the COSMO-DEModel. We created
two different datasets: The first with the fullest possible
data coverage andwithout an addedmeasurement error,
and the secondwith a restriction of the data to areas with
high water content (rainfall is assumed) and with an
added normal-distributed random error with a standard
deviation of 1m s21. With the use of the optimal radius
of influence, the interpolation MAE is reduced by
44.9% for the first dataset and by 43.9% for the second
one. Nevertheless, it has to be mentioned that the op-
timal radius of influence is often found to be greater than
3km, which leads to the abovementioned smoothing
and a loss of small-scale information.
Therefore, we presented a second method to deal
with vertical gradients in the data. Provided that the
horizontal gradient is insignificant compared to the
vertical gradient, the vertical gradient can be estimated
along the radar ray with a least squares fit. The mea-
surement is then correctedwith the estimated gradient and
the vertical distance to the corresponding grid point. This
TABLE A1. Statistics of the horizontal wind speed (u2 1 y2)
1/2 for the analyzed COSMO-DE Model output wind fields. Given are mean
value, standard deviation, % quantile (q95), and minimum and maximum values.
Date (2014) Time (UTC) Mean (m s21) Std dev (m s21) q95 (m s21) Min (m s21) Max (m s21)
14 Jan 1300 18.3 10.2 32.2 0 37
17 Jan 1130 27.5 15 50.3 1.3 55
21 Jan 1130 5 3.8 11.5 0 15.3
21 Feb 1130 15.1 5.3 23.8 3.3 27.1
8 Apr 1000 18.8 3.4 24.5 9.4 28.6
7 May 0830 23.7 8.4 39.3 6.1 40.5
2 Jul 1300 15.8 10.8 33.6 0 36
8 Jul 1300 13.9 5 20.5 0.9 24.1
9 Jul 1000 11.1 6.3 22.6 0 29.7
21 Jul 1300 13.6 6 26.3 2 30.6
11 Aug 1000 22.5 12.3 42 0.1 45.1
13 Aug 1000 22.8 12.5 45.5 0.2 56.7
12 Sep 1130 17.2 9.6 31.6 0 35.1
6 Oct 1300 26.6 16.7 45.3 0 48.4
18 Oct 1130 7.6 3.9 13.5 0 17.7
16 Dec 1430 14.4 5.1 22.2 3.9 24.1
TABLE A2. As in Table A1, but for vertical gradient of the horizontal wind speed.
Date (2014) Time (UTC) Mean (m s21 km21) Std dev (m s21 km21) q95 (m s21 km21) Max (m s21 km21)
14 Jan 1300 5.9 3.7 11.7 23.9
17 Jan 1130 7.5 6.1 21.6 32.7
21 Jan 1130 3.3 2.7 9.6 13.7
21 Feb 1130 3.6 2.5 9.3 13.8
8 Apr 1000 4 3.5 10.6 35.5
7 May 0830 4.3 2.7 9.3 15.8
2 Jul 1300 4.6 2.9 9.9 14.9
8 Jul 1300 4.8 3.4 11.4 21.1
9 Jul 1000 6.2 5.5 18.4 29.9
21 Jul 1300 5.6 3.4 11.6 20
11 Aug 1000 5.9 3.9 13.5 23.2
13 Aug 1000 5.8 4.5 14.6 31.6
12 Sep 1130 6.4 4.3 16.5 26.6
6 Nov 1300 6 4.1 15 21.4
18 Nov 1130 6.7 7.9 26.8 42.9
16 Dec 1430 3.4 2.3 8.4 13.7
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method works very well in the case of no measurement
error, reducing the mean interpolation error by 44.3%.
Limitations are an unstable vertical gradient or a large
horizontal gradient, which can occur in convective situa-
tions. For the synthetic data with an added measurement
error, themean interpolation error is reduced by 34.9%, as
measurement errors can affect the estimation of the ver-
tical gradient additionally. Combining the two methods
(not shown) will slightly further improve the performance.
The MAE is reduced by 48.8% for the first dataset and by
46.0% for the second dataset. Though, to preserve small-
scale features we recommend correcting only the radial
velocity with the vertical gradient rather than additionally
using the optimal radius of influence.
In the presented cases, the RMSE is less reduced
than the MAE, indicating large outliers in the analyses
due to a wrong estimation of the vertical gradient of the
field. To overcome this we suggest a multigrid inter-
polation procedure, where the data are interpolated
to a number of grids with successively higher resolution
(results not shown). Values that differ from the inter-
polated field at the coarse grid by more than a defined
limit will not be included in the analysis. Besides, other
methods for estimating the vertical gradient can be
considered. Especially in lower altitudes, where the
ascent of a beam is small, information from adjacent
tilts can be used to estimate the gradient. The inter-
polation of measurements to a predefined grid is a
difficult task that should be set up depending on the
specific radar configuration. The interpolation pro-
cedure itself is not done by a simple weighting of each
data point, as incorrectly gridded values can worsen the
result; nevertheless, it can be corrected with additional
information. The advantage of using radar data is the
large number of data points from which additional in-
formation can be extracted. Especially with the second
method introduced in this paper, which differs from all
existing methods, we presented a method that benefits
from such additional information. This method, which
is unique and easy to implement, will help improve the
analysis of operational weather radar.
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APPENDIX A
Analyzed COSMO-DE Model Output Wind Fields
Tables A1 and A2 and Figs. A1–A4 provide some
statistics for the wind situation from analyzed wind fields
for comparison.
APPENDIX B
Lookup Table for the Variable Radius of Influence
Table B1 provides a lookup table for the variable ra-
dius of influence (km) as a function of the altitude level
and the vertical gradient. The values for the optimal
radius of influence are found by analyzing the interpo-
lation error from idealized wind fields with different
FIG. A1. The 95% quantile of horizontal wind speed for the
analyzed COSMO-DE Model output wind fields; the mean 95%
quantile is shown (black line).
FIG. A2. As in Fig. A1, but for the variance.
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vertical gradients. The optimal radius of influence is the
smallest radius of influence, so that themean interpolation
error at one altitude level decreases below 0.5ms21.
APPENDIX C
Error Plots for the Analysis with Greater Vertical
Radius of Influence
Some publications suggest a vertical radius of influence
that is greater than half the beamwidth as is used in this
work (e.g., Zhang et al. 2011; Bousquet et al. 2008). Zhang
et al. (2005) discussed the use of adjacent tilts for the in-
terpolation of reflectivity data, what they called vertical
interpolation. To evaluate the possible benefit of using the
distance between adjacent tilts as the vertical radius of
influence, we interpolated the data with this method. The
horizontal radius of influence is set to 3km.
Figure C1 shows the RMSE and the MAE for all ana-
lyzed cases at altitude levels from 0.5 to 10.5ms21 and
for a vertical radius of influence as a function of half the
beamwidth (black line) and a vertical radius of influence
depending on the distance between adjacent tilts (gray
line). For Fig. C1(a) the full data coverage is used without
any restrictions or added error, whereas for Fig. C1(b) the
restricted dataset is used with an added simulated error.
In low altitudes there is little difference between the
twomethods because they have a similar vertical radius
of influence in absolute size from the altitude where the
cone of their lowest elevation scans overlap (1–2 km
above ground). In higher altitudes, using the distance
between two adjacent tilts leads to much greater
TABLE B1. Lookup table for the variable radius of influence (km) as a function of the altitude level and the vertical gradient.
Altitude MSL (km)
Gradient (m s21 km21) 0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5
0 3 3 3 3 3 3 3 3 3 3 3
1 4 4 4 4 4 6 8 10 10 10 10
2 4 4 4 4 4 7 9 10 10 10 10
3 4 4 4 6 7 7 9 10 10 10 12
4 4 4 4 6 7 8 9 10 10 11 12
5 4 4 4 6 7 8 9 10 10 11 12
6 4 4 4 6 7 8 9 10 11 12 12
7 4 4 4 6 7 8 9 10 11 12 12
8 4 4 4 6 7 8 9 10 11 12 12
9 4 4 4 6 7 8 9 10 11 12 12
$10 4 4 4 6 7 10 11 11 11 12 12
FIG. A4.As in Fig. A3, but for the standard deviation of the vertical
gradient.
FIG. A3. As in Fig. A1, but for the vertical gradient of the
horizontal wind speed.
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vertical radius of influence, and the error increases. This
is caused by existing vertical gradients and too high
smoothing.
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