Abstract. We use a relative trace formula on GL(2) to compute a sum of twisted modular L-functions anywhere in the critical strip, weighted by a Fourier coefficient and a Hecke eigenvalue. When the weight k or level N is sufficiently large, the sum is nonzero. Specializing to the central point, we show in some cases that the resulting bound for the average is as good as that predicted by the Lindelöf hypothesis in the k and N aspects.
Introduction
Let . Given h ∈ S k (N, ψ), write h(z) = n>0 a n (h)q n for q = e 2πiz . Fix an integer D with (D, N ) = 1, and let χ be a primitive Dirichlet character modulo D. The χ-twisted L-function of h is given for Re(s) > is the Gauss sum attached to χ.
Let n be an integer prime to N , and let T n be the n-th Hecke operator, given by
Let F be an orthogonal basis for S k (N, ψ) consisting of eigenfunctions of T n . We denote the Hecke eigenvalue by T n h = λ n (h)h, and recall that a n (h) = a 1 (h)λ n (h). Our main result is the following.
Theorem 1.1. With notation as above, assume k > 2, and let r, n ∈ Z + with (rn, D) = 1. Then for all s = σ + iτ in the strip 1 < σ < k − 1, 1 ν(N ) h∈F λ n (h) a r (h) Λ (s, h, χ) h 2 (1.4) = 2 k−1 (2πrn)
+ E, where δ N,1 ∈ {0, 1} is nonzero iff N = 1, and the error term E is an infinite series involving confluent hypergeometric functions (cf. Proposition 8.1) satisfying
(1.5) |E| ≤ 2 gcd(r, n)
Here B(x, y) = Γ(x)Γ(y) Γ(x+y) is Euler's Beta function and ϕ(D) is Euler's ϕ-function. Theorem 1.1 extends first moment calculations of many authors, including [Du] , [Ak] , and [Ka] . Rather than using the Petersson formula as in these references, here we compute the average directly with the relative trace formula. This method was also used in [KL2] , which treated the untwisted case. An immediate application is the nonvanishing of L-functions (see §9). Corollary 1.2. Suppose N > 1 and gcd(r, n) = 1. Then for any s in the critical strip k−1 2 < Re(s) < k+1 2 , the sum (1.4) is nonzero as long as N + k is sufficiently large.
This can be interpreted as a GRH-on-average for the twisted L-functions. When N = 1, we cannot prove nonvanishing on the critical line Re(s) = k 2 , since the first two terms have the same magnitude there. Indeed, they cancel out at s = k 2 if χ is quadratic and conditions on k, D conspire in (1.2) to force the L-functions to vanish. However, by arguments given in [KL2] one can show that when N = 1 and Re(s) = k 2 , the sum (1.4) is nonzero if k is sufficiently large. According to the generalized Lindelöf hypothesis, for a newform h we have
Let (1.7)
One can use Theorem 1.1 to prove certain instances of (1.7) unconditionally, although from (1.5) it is clear that we cannot achieve adequate bounds in the Daspect. The idea is to set n = r = 1 in (1.4) and use well-known bounds for the Petersson norm, along with positivity of the L-values when χ is real. If oldforms are present, the method apparently grinds to a halt because
may be negative. Indeed, even in the simplest case where N = p is prime, if h is a newform of level 1, and h p is a nonzero basis element (unique up to scaling) orthogonal to h in Span{h(z), h(pz)}, then using [ILS] (2.45)-(2.46) it is not hard to show that
for some constant µ > 0 depending on the choice of h p .
1 The above can clearly be negative, for example if χ(p) = 1 and the real eigenvalue λ p (h) is close to 1. Therefore we have to content ourselves here with cases in which oldforms are not present. We highlight two such cases, one in the k-aspect and one in the N aspect, though the proof applies more generally. Corollary 1.3. Let F k (1) be an orthogonal basis for S k (1) consisting of newforms, normalized with first Fourier coefficient equal to 1. Then for any real primitive Dirichlet character χ,
Let 4 ≤ k 0 ≤ 14 be an even integer not equal to 12, let N be a prime not dividing the conductor of χ, and let F k0 (N ) new be an orthogonal basis for S k0 (N ) new = S k0 (N ) consisting of normalized newforms. Then (1.10)
Remark: The estimate (1.9) was first proven by Kohnen and Sengupta using Waldspurger's formula relating the central values to certain Fourier coefficients of halfintegral weight modular forms ( [KS] ). The case of trivial χ was proven earlier by Sengupta by essentially the same method we use here ( [Sen] ).
Proof. In Theorem 1.1, suppose that the central character ω ′ is trivial and that χ is real. We assume that there are no oldforms, so F can be chosen to consist of newforms h, normalized with a 1 (h) = 1. By the hypotheses on ω ′ and χ, we have L( k 2 , h, χ) ≥ 0 for all h ∈ F ( [Gu] ). Furthermore, we have the bound (4π)
2 h(pz) for some nonzero w ∈ C; by (2.46),
; by an easy manipulation, L(
, h, χ). Then (1.8) holds with µ = |w| 2 .
for all newforms h ∈ F (see (2.29) of [IM] ). Therefore due to the nonnegativity of the L-values, we have
Applying the theorem with n = r = 1, we immediately obtain
It is clear from (1.5) that the third term in the parentheses tends to 0 as N → ∞. Using Stirling's approximation, it is not hard to show that the same is true as k → ∞ (see §9 for details), and the corollary follows.
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Notation and preliminaries
Let A, A fin be the adeles and finite adeles of Q, respectively. Fix a positive integer N . For x ∈ A * , we let x N denote the idele whose p-th component is x p for all p|N and 1 for all p ∤ N . For any integer d, we also write d p = ord p (d) (the p-adic valuation of d). It should be clear from the context which meaning we take when a subscript p appears.
Let ψ be a Dirichlet character modulo N , extended to Z by ψ(d) = 0 if (d, N ) > 1. We let ψ * denote its adelic counterpart (a Hecke character), defined via strong approximation
where the first arrows are the canonical projections, and the last arrow is ψ. We drop the * from the notation for the local constituents. Thus
Later we will consider a character χ of modulus D, and all of the above notation will apply equally with D in place of N . We let θ : A −→ C * denote the standard character of A, given locally by
where r p (x) ∈ Q is the p-principal part of x, a number with p-power denominator characterized up to Z by x ∈ r p (x) + Z p . The global character θ = p≤∞ θ p is then trivial on Q, and for finite p, θ p is trivial precisely on Z p . For r ∈ Q, we define
Every character of Q\A is of the form θ r for some r ∈ Q. Let G denote the algebraic group GL 2 , with center Z, and let G denote G/Z. The group G(A fin ) has the following sequences of open compact subgroups of K = G( Z):
* , strong approximation holds for both of these, and in particular,
, and which are square integrable over G(Q)\G(A). Let L 2 0 (ψ * ) denote the subspace of cuspidal functions.
We now normalize Haar measure on each group of interest. Everything is the same as in §7 of [KL1] , where more detail is given. On R we take Lebesgue measure dx, and we take dy |y| on R * . We normalize the additive measure dx on Q p by taking meas(Z p ) = 1, and likewise d * y on Q * p is normalized by meas(Z * p ) = 1. These choices determine Haar measures on A and A * in the usual way, with the property that meas(A/Q) = 1. We give the compact abelian group K ∞ = SO(2) the measure dk of total length 1, and use the above measures to define measures on
These choices determine a Haar measure on G(R) by the Iwasawa decomposition: dg = d(mnk) = dm dn dk. In the same way, our fixed measures on Q p , Q * p determine measures on N (Q p ) and M (Q p ) respectively. We take the unique measure on G(Q p ) for which the open compact subgroup K p = G(Z p ) has measure 1. Let Z denote the center of G and set G = G/Z. We take meas(K p ) = 1 in G(Q p ). On G(R) we take the measure dm dn dk, where dm is the measure
measures determine a Haar measure on G(A) for which meas(G(Q)\G(A)) = π/3. Having fixed the measure, we note the following.
Lemma 2.1. Let D > 0 and let χ be a Dirichlet character modulo D (not necessarily primitive), with Gauss sum τ (χ) as in (1.3). Let χ * be the adelic realization of χ as in (2.1). Then for any integer n prime to D,
where ϕ is Euler's ϕ-function and θ fin = p<∞ θ p .
Proof. The integrand in (2.5) is invariant under the subgroup
We let
Recall that j(g 1 g 2 , z) = j(g 1 , g 2 z)j(g 2 , z). The group action of G(R) + on the complex upper half-plane H by linear fractional transformations extends to a right action on the space of functions h : H −→ C via the weight k slash operator
Fix a Dirichlet character ψ of modulus N , a positive integer k satisfying
and let S k (N, ψ) denote the space of cusp forms of level N , weight k, and character
for γ ∈ G(Q), g ∞ ∈ G(R) + , and g fin ∈ K 1 (N ). The modularity of h makes φ h well-defined, and one checks readily that the central character is indeed ψ * (see e.g. the proof of Proposition 4.5 of [KL3] ; the complex conjugate is needed here because we have not included it in (2.7).) With the choice of Haar measure on G(A) given above, and the normalization (1.1), the map h → φ h is an isometry, i.
We recall the meaning of the following "period integrals".
Lemma 2.2. For r ∈ Q, and h ∈ S k (N, ψ),
Proof. See e.g. [KL1] Corollary 12.4 and [KL2] Lemma 3.1 respectively.
The twisting operator
From now on, we assume that χ is a primitive Dirichlet character modulo D,
or equivalently,
(see e.g. [Bu] , p. 59). Likewise, it follows from the definitions that for
Because χ is assumed to be primitive, we have |τ (χ)| = √ D. We now define a test function f χ : G(A fin ) −→ C which essentially realizes the twisting map h → h χ adelically (see also [RR] ). It will be supported on the disjoint union
where the rational matrix is embedded diagonally in G(A fin ). The value of f χ on the coset indexed by m is defined to be
Here as before,
The function f χ is right K 1 (N )-invariant and left J-invariant.
Proof. The first claim is obvious from the definition of f χ . The second claim follows from the fact that a b cD
noting that if a ≡ 1 mod D and d ≡ 1 mod D 2 N , the matrix on the right belongs to K 1 (N ).
Note that because f χ has compact support modulo the center, and transforms under Z(A fin ) by ψ * , it defines an operator on L 2 (ψ * ) by
This operator is closely related to the twisting function h → h χ , as we now show.
Proposition 3.2. Let h ∈ S k (N, ψ) and let χ * be the Hecke character attached to χ as in (2.1). Then for all x ∈ G(A fin ),
where a is determined from x using strong approximation by writing
, and a D is the finite idele with local components (a
Proof. Clearly R(f χ )φ h inherits the left G(Q)-invariance from φ h . Hence we can assume that x Q = 1. It is an easy consequence of the above lemma that R(f χ )φ is right J-invariant. Therefore we may modify x fin on the right by an appropriate element of J to reduce to the case where x fin = aD 1 . Hence it suffices to prove that
. From the preceding definitions and the right
and multiply through on the left by α zm . By the left G(Q)-invariance this has no effect, so the above is
by (3.2). This gives the desired result, since χ(z) = χ * (a D ) by (2.1) and (2.2).
It will be useful to define local components for f χ . For any prime p, we have defined χ p to be the character of Q * p attached to the Hecke character χ * . When p|D, we have
Still assuming p|D, a local version of (2.5) is the following:
Dp the Gauss sum of the character χ p . Then by (3.8) and (2.5), we have
Given a prime p, we define a local function f 
The value is independent of the choice of representative for
and we define it by
. It is easily verified using (2.2) (applied to χ * ) and (3.10) that f χ = p f χ p .
The Hecke operator
We refer to §13 of [KL1] for a more detailed account of the adelic Hecke operator defined here. Fix a positive integer n with (n, DN ) = 1. Define
Proof. See [KL1] , Proposition 13.6.
The global test function
We take
k , and lowest weight unit vector v 0 . Explicitly,
if ad − bc > 0, and it vanishes otherwise (see [KL1] , Theorem 14.5). This function is self-adjoint, meaning
.
It is integrable if and only if
, we define their convolution
It is straightforward to show that
as operators on L 2 (ψ * ), where
Fix an integer n > 0 relatively prime to DN , and set
Local components for f can be defined as follows.
Proposition 5.1. With notation as in the previous two sections, define
Proof. Because f ∞ × f χ and f ∞ × f n are both factorizable and identically 1 on K p for a.e. p, the integral defining their convolution is factorizable, and hence
It follows directly from the orthogonality relations for discrete series that f ∞ * f ∞ = f ∞ . Indeed,
Likewise, simple direct computation shows that for finite primes p, f
Globally, the support of f is
The union over m is easily seen to be disjoint, using the fact that (n, D) = 1. Accordingly, we can write
where f m is supported on the coset indexed by m in (5.4), and
Proof. The operator R(f ∞ × f n ) factors through the orthogonal projection onto S k (N, ψ) ([KL1], Corollary 13.13). Therefore by (5.2) and (5.3), R(f ) has the same property.
Remark: The image of R(f ) is not contained in any classical space of cusp forms S k (Γ 1 (M )). Indeed, it is immediate from (3.7) that the image of R(f ) is not left K 1 (M )-invariant for any M , since a congruence condition on a is needed.
The operator R(f ) is an integral operator given by the continuous kernel
Here the spectral sum is taken over any orthogonal basis F for S k (N, ψ), as a consequence of Proposition 5.2, and both sums are absolutely convergent.
Spectral side
We prove the theorem by computing the following integral (6.1)
using the two expressions for the kernel (5.6). We note that the double integral is absolutely convergent for all s ∈ C (see below). On the spectral side, (6.1) becomes
Choose F in (5.6) to consist of eigenvectors of T n . Then for h ∈ F , we write T n h = λ n (h)h, so that by (3.7) and (4.2),
Consequently the factor χ * (y) in (6.2) is cancelled out, and (6.2) becomes (6.3)
by Lemma 2.2. The two integrals in (6.3) are absolutely convergent for all s, so we have the following.
Proposition 6.1. The double integral (6.1) is absolutely convergent for all s ∈ C.
Geometric side

For the moment, let H(A)
where δ ranges over a set of representatives for the H(Q)-orbits in G(Q) relative to the action (m, n) · γ = m −1 γn, and [δ] = {m −1 δn| (m, n) ∈ H δ (Q)\H(Q)} is the orbit. It is not hard to check that in fact for all δ, the stabilizer H δ (Q) = {1}. Therefore, (6.1) is formally equal to
where δ runs through a set of representatives for M (Q)\G(Q)/N (Q). By the Bruhat decomposition
a set of representatives δ is given by
The equality between (6.1) and (7.1) is valid on the strip 1 < Re(s) < k − 1. This is a consequence of the following.
Proof. This is proven in just the same way as the analogous result in [KL2] , Proposition 3.3. We outline the steps. Because f fin is bounded and compactly supported as a function of y, x, the argument hinges on bounding the infinite part
where σ = Re(s). However, by (5.1) the above is
Noting that the set of δ in (7.2) is exactly the set of inverses of the δ's in [KL2] , the above coincides with I Thus, to complete the proof it remains to show that for 1 < σ < k − 1,
We will prove in Proposition 8.1 below that the finite part I abs δt (f ) fin vanishes unless t = N b nD for some b ∈ Z − {0}. We will show in (8.14) that for such t,
Together with (7.3), the fact that #{d : d|b} ≪ |b| ε for ε > 0, and using d k−2σ ≤ 1 when σ > k/2, this gives the global estimate
This is finite when 1 < σ < k − 1 and ε is sufficiently small.
Let I δ (s) denote the double integral attached to δ in (7.1). For 1 < Re(s) < k − 1 and each δ in (7.2), we need to compute I δ (s). It factorizes as
and likewise
From the definition of f ∞ , the integrand for I δ (s) ∞ vanishes unless y > 0. Because χ ∞ is trivial on R + , it has no effect on I δ (s) ∞ and can be removed. Using (5.1), we find that
is the archimedean factor computed in [KL2] . For convenience, when computing the finite part I δ (s) fin we will replace y by y −1 . (It is a property of unimodular (e.g. abelian) groups that this does not affect the value of the integral.) Thus
Looking at determinants, by (5.4) the integrand is nonzero only if y = nu ℓ 2 for some ℓ ∈ Q + and u ∈ Z * . Thus the above is
Likewise, the scalar factor of ℓ −1 fin pulls out of f fin as ψ * fin (ℓ −1 ) = 1. Hence
Proposition 7.2. When δ = 1, the integral
converges absolutely on 0 < Re(s) < k − 1, and for such s it is equal to
Proof. The absolute convergence was proven in Proposition 7.1. We factorize the integral as I 1 (s) = I 1 (s) ∞ I 1 (s) fin . By (7.4) and the proof of Proposition 3.4 of [KL2] , we have
Now consider the finite part, which by (7.5) is
Replacing x by ℓx nu , the above is
By ( 
The integral over Z evaluates to 1 if n ℓ |r, and 0 otherwise. Setting d = n ℓ , the above is
Passing to the third line, we applied (2.5). Multiplying by (7.7) gives the result.
Although we computed the orbital integral globally, it may be of interest to know the value of the local orbital integrals, for example if one wishes to compute the analogous trace formula over a number field, or use a test function which differs from ours at a finite number of places. Letting
by calculations very similar to the above, we find, for r ∈ Z p ,
converges absolutely on 1 < Re(s) < k, and for such s it vanishes unless N = 1. When N = 1 (so k is even by (2.6)),
Remark: Comparing with the identity term (7.6) when N = 1, we see that
mirroring the functional equation (1.2) on the spectral side.
Proof. The absolute convergence was proven in Proposition 7.1. By (7.4) and the proof of Proposition 3.5 of [KL2] , we have
Now consider the finite part (7.5):
Because the above matrix has determinant nu ∈ n Z * , we see from (5.4) that
when ℓx p ∈ Z p . Likewise, we can assume that for some m ∈ (Z/DZ) * , (7.12) 1
The latter implies that xℓ ∈ Z and ℓ ∈ N Z + . If p|N , then by considering the upper right entry of (7.11), we have ord p (n) ≥ ord p (ℓ) ≥ ord p (N ) > 0. This contradics (n, N ) = 1, and therefore we may assume that N = 1. From the upper left entry of (7.12), we see that D|ℓ.
Dd , the measure is scaled by |Dd|
From the upper right-hand entry of (7.12),
Generally, it is not hard to show that for any h, j, k ∈ Z,
where c ∈ Z is any solution to hc ≡ j mod k Z. Applying this to (7.13), we have gcd(h, k) = gcd(md, Dd) = d, so the set in (7.13) is nonempty if and only if d|n. Assuming this holds, the range of x is determined by
where c m is any positive integer satisfying (7.15) mdc m ≡ nu mod dD Z.
For such x, the value of f m is identically equal to χ) since N = 1 (and so ψ = 1). Replace x by c m + Dx. This changes the measure by a factor of |D| fin = D −1 , and
The inner integral Z θ fin ( rx d )dx is equal to 1 if d|r, and 0 otherwise. Therefore the above is
Since d|(r, n), (7.15) is equivalent to c m ≡ m( 
Since χ is primitive, we have
D . Using this and multiplying the above by (7.10), equation (7.9) follows. We state here the value of the local orbital integrals
By local calculations similar to the above, we find, for δ =
Here, recall that τ (χ) p = χ p (
D p
Dp )τ (χ p ) as in (3.9). Using (3.10), it is straightforward to show that the product of the above over all p agrees with (7.16) when N = 1.
Computation of I δt (s)
In this section we will prove the following.
Proposition 8.1. When δ t = t −1 1 0 , the integral
converges absolutely on the strip 0 < σ < k, where σ = Re(s). The integrand vanishes unless t = N b nD for b ∈ Z − {0}. When 1 < σ < k − 1, the sum t∈Q * I δt (s) is absolutely convergent, and E :=
where:
= p∤D p dp is the prime-to-D part of d, and
J χ is a product of certain explicit local factors of absolute value ≤ 1 given in (8.13),
for Re(k) > Re(s) > 0, and writing a p , d p for the p-adic valuations of a, d, we have
Remark: We give an expression for I δt (s) in (8.16) below. As in [KL2] , this can be used in principle to compute the sum over t to any level of precision.
The absolute convergence was proven in Proposition 7.1. To begin the computation, write δ = δ t , and consider the finite part given by (7.5):
We will show that this vanishes unless t ∈ N nD Z. In anticipation of this, write t = N b nD , where (for now) b ∈ Q * . Since the determinant of the matrix is nu ∈ n Z * , by (5.4) the integrand vanishes unless ℓ ∈ N Z + and ℓx ∈ Z. Therefore we shall set ℓ = N d, and replace x by ℓ
We will show that the integrand vanishes unless b ∈ Z and d|b. We now work locally. The p-th factor of the double integral is (8.4)
8.1. Local computation at p|D. Suppose first that p|D. Then N is a unit, so replacing u by N u, (8.4) becomes (8.5)
Recall that f p = m∈(Zp/DZp) * f p,m , where f p,m = f χ p,m is given in (3.12). Fix m and consider
By (3.11) and the fact that the determinant of the rightmost matrix is nN u ∈ Z * p , this is nonzero if and only if the rightmost matrix belongs to K p , or equivalently:
We assume henceforth that these conditions hold. Notice that if p ∤ d, the first condition already implies the second. On the other hand, since
, b, u, m being units. So given u, there is exactly one m for which the above condition holds, and by (3.12) the inner integral of (8.5) is equal to
Now suppose p|d. In view of (ii) and (iv), we have
This is the only condition on x required for the f p,m -term to be nonzero. Make the
τ (χ)p , so assuming (iv) holds, the inner integral in (8.5) is equal to
The latter integral has value 1 since r ∈ Z + and N is a unit. The variable u ranges through the set U b,d,m = (− where gcd p denotes the p-part of the gcd, and c ∈ Z is given by Therefore (8.14)
d|b satisfying (8.6), ).
When we multiply by the finite part (8.14), the terms e 2πirnD/N b and e 
Asymptotics
Grouping a with −a, we rewrite the above sum as follows: Using |e iπs/2 |(1 + e πτ ) = 2 cosh(πτ /2), we obtain the following proposition.
Proposition 9.1. Write s = σ + iτ for 1 < σ < k − 1. Then the term E given in Proposition 8.1 satisfies the bound
Theorem 1.1 now follows immediately. In order to prove Corollary 1.2, we must show that the quotient Q = E F has the limit 0 as N + k → ∞, where F is the first geometric term of (1.4), and E is the error term of (1.4) discussed above. We take k ≥ 3, N > 1 and gcd(n, r) = 1, so for where the implied constant depends on δ, D, r, n, τ . This clearly goes to 0 as N +k → ∞.
