In this paper we present computer vision techniques for building dressed human models using images. In the rst part of the paper we develop an algorithm for 3-D body reconstruction and texture mapping using contour, stereo and texture information from several images and deformable superquadrics as the model parts. In the second part of the paper we demonstrate a novel vision technique for analysis of cloth draping behavior. This technique allows for estimation of cloth model parameters, such as bending properties, for example, but can also be used to estimate the contact points between the body and clothing in the range data of dressed humans. Combined with our body reconstruction algorithm and additional constraints on the articulation model, the detection of the garment-body contact points allows construction of a dressed human model in which even the geometry that was covered by clothing in the available data is reasonably well estimated.
Introduction
This paper is a study of methods for acquiring relatively detailed human models from images. We concentrate on two important components of a human model: body geometry and physics-based models of the garment, both augmented by texture mapping. Potential applications include synthetic-natural hybrid coding (SNHC), virtual reality, CAD systems for garment design, and even garment shopping over the Internet. In the rst part of the paper, we study the problem of 3-D reconstruction of complex multi-part objects, such as a human body, from visual cues. In the second part, we present an algorithm for vision-based analysis of the cloth draping e ect that allows for estimating parameters of a physics-based cloth model jointly with the geometry of the supporting object. In one of the experiments, we also demonstrate how a dressed human model can be built from images by com-bining these two algorithms.
We de ne the problem of the reconstruction of a human body in an arbitrary posture as the problem of 3-D shape estimation of an object consisting of several parts which may partially or completely occlude each other from some views. The algorithms that we derive here could be used for other such objects, or for multiple occluding objects.
The usual stereo or structured light methods cannot give a complete surface estimate in such cases, as either the lighting source or the cameras may not see all the parts of the object. Moreover, the correspondence problem is not a trivial task in using stereo or structured light methods.
To overcome these di culties, we model the object with several deformable superquadrics and use occluding contours and stereo to govern part positioning, orientation and deformation. Image contours provide a crude surface estimate which guides The stereo matching process. In turn, the 3-D points provided by stereo cues can further re ne the surface estimate and improve contour tting.
Compared with related work 15] 20], we propose a faster force assignment algorithm based on chamfer images. We can reconstruct multiple objects and multipart self-occluding objects, which can be rigid or may not be capable of performing prescribed set of movements as required in 13]. We can use arbitrary camera con guration, unlike the case in 22] where parallel projection and coplanar viewing directions are assumed. Moreover, the whole scheme avoids the problem of merging of reconstructed surface patches from di erent views as in 22] .
Experimental results in this paper include building texture-mapped 3-D models of real humans from images. These models could be used for automatic body measurements, or could be dressed into virtual clothing and animated.
The main topic of the second part of the paper is motivated by the extensive use and advancement of CAD/CAM systems for garment design and manufacturing, as well as the ever increasing computer speed and popularity of the Internet. These developments indicate that the clothed human models might be more on demand in the next generation of model-based video coding and telepresence software, as well as in home shopping businesses that would involve trying on virtual garments before making the order of the physical ones. Several physics-based cloth models have been developed over the last decade. A good survey of cloth modeling techniques is given in 16] .
Another approach to \simulating" draping has been rather successful in the garment CAD software. Instead of physics-based simulation of the three-dimensional draping e ect, this type of software uses a single image of a model wearing a garment of uniform color. The human operator places a distorted 2-D or 3-D grid over the garment in the image, and this gird is then used to apply a desired pattern by texture mapping. The shading from the original image is kept. This technique is usually referred to as re-imaging and is widely used to reduce the cost of photo-shooting and sample manufacturing 2] 1].
The physics-based cloth models are used to simulate the internal and external forces that cause the cloth to In this paper, we address the problem of estimating model parameters of any physics-based cloth model by comparing the simulated drape to the range data of the real drape. There are several advantages to this approach: 1) We de ne a measure of the model quality, the mean distance between the model and the range data, computed over the whole surface of the scanned cloth.
2) By minimizing this mean distance, we avoid performing mechanical measurements with expensive equipment.
3) We directly address the problem of achieving the synthetic drape as close to the real drape as the model allows. Traditional approaches concentrate only on ensuring correct mechanical properties of the model. Therefore, our algorithm could also be used in combination with mechanical measurements to compare the performance of di erent cloth modeling approaches. 4) We show that analysis-by-synthesis of the range data of the cloth draped over an object, also reveals the geometry of parts of the object's shape. This encourages research on utilizing physics-based cloth models in tracking humans.
We tested the cloth draping analysis algorithm both on synthetic and real data (including an analysis of a dressed doll). We concluded that even a crude cloth model with imprecise bending constants could still be used for the detection of body-garment contact points, which in turn could be used in body reconstruction. We hope that this result will inspire further work on utilizing cloth models in computer vision areas such as dressed human tracking.
The above mentioned re-imaging technique could also bene t from our algorithm, as it can be used for automatic registration of the model with the image data (though it would require more views or some other way of capturing the 3-D geometry of the dressed human). The contour force acting on the model point P i is de ned as:
f ci = k c (C k ? P i ): (4) In the case of a pinhole camera, the solution to Eq. 3 is simply the orthogonal projection of P i onto the line O l c I k . In general, C k could be found independent of camera model using Eq. 3.
A similar type of occluding contour force was used in 19].
Contour force assignment using extended chamfer images
To avoid a computationally expensive search for the closest model point for each contour point, we developed an algorithm for force assignment based on the chamfer image of the occluding contours with an additional index matrix containing the index of the closest contour point for each pixel in the image.
For each image, occluding contours are stored as a set of ordered lists of contour points (each list corresponds to a contour segment). The chamfer image, containing distances to the closest contour point for each image pixel, is computed using a slight modi cation of the well known two-pass algorithm 3]. The modi cation consists of adding the index matrix I to track the closest contour point for each pixel. When a model point P i is projected to a point p I i = (x I i ; y I i ) T in the image plane, its closest However, this force assignment does not guarantee a good nal t, as the model points are \choosing" the data points, instead of vice versa. The problem becomes apparent when the model parts are small or relatively far away from the image contours, causing the model to be attracted only by sections of the image contours. Also, two superquadrics can be attracted to the same section of the occluding contour, even though one of them is much closer to this section than the other. We add a postprocessing step to deal with these problems, by making the force assignment more similar to the usual approach to tting, where the data points \choose" which model points they will attract.
After the rst assignment based on the chamfer images we go through all the image contour points and check if they have been assigned to model points. Suppose the contour point c I k has been assigned to a model point projection p I i (k), the closest assigned contour point with a smaller index k 1 has been assigned to p I i (k 1 ), and the closest assigned contour point with a larger index k 2 has been assigned to p I i (k 2 ). Any contour point with index l satisfying k 1 < l < k or k < l < k2, has not yet been assigned to a model point. If any of the points p I i (k 1 ), p I i (k 2 ) is closer to the contour point c I k than its assigned point p I i (k), p I i (k) is discarded, the closer one of p I i (k 1 ), p I i (k 2 ) is assigned to c I k instead. After this, each unassigned contour point is assigned to the closer of the model points to which its neighboring contour points have been assigned. An example of the force assignment in case of complex image contours and six superquadrics is shown in Fig. 2 .
The whole process of force assignment and computation 
Forces based on stereo aided by structured light
Providing that the correspondence between the features in two images are available, it is possible to reconstruct a number of 3-D points on the object's surface using triangulation techniques. If necessary, the feature points can be created by a structured light source.
Correspondence establishment in stereo is known to be a di cult problem. In this paper, we make use of the surface estimated by occluding contours based on the deformable superquadric models to assist the matching of feature points from two images. A match between two features is considered good only if it satis es both the epipolar constraint and a constraint on the distance from the point, which is reconstructed by the match under consideration, to the surface estimated using occluding contours.
Once the feature correspondences have been established and a number of surface points R k have been reconstructed by triangulation, the part models can be further deformed to t these points by applying forces:
where P i is the model node closest to the point R k , and k 3D is scaling constant.
These forces may reposition superquadrics slightly so that a better contour force assignment can be achieved. Therefore, the two visual cues assist each other. They also complement each other, as occluding contours provide constraints at the parts where stereo becomes unreliable, while stereo re nes the estimate at the rest of the surface.
Force assignment based on fuzzy clustering
We experimented with weighted force assignment based on fuzzy clustering as proposed by Kakadiaris 14] . Instead of using the nearest neighbor force as in the previous sections, each data point r i should attract points on several models with forces scaled by a weight p ri;j equal to the probability that this point is correctly associated with the superquadric j. Hence, the force that the data point applies to the nearest point x j i on superquadric j is:
F j ri = p ri;j k(r i ? x j i ):
The probability p ri;j is computed by fuzzy classi cation of data points based on their proximity to the model points:
This scheme allows a single data point to attract several superquadrics, which is desirable in reconstruction of multipart objects, as it serves the purpose of gluing the parts (for example, the arms in Fig. 6 , or legs in Fig. 7 ). The weighted assignment method can be directly applied to the forces f 3D and to the contour forces f c described in previous sections, if the brute force search method is used in the search for the closest point on a model part. Only a slight modi cation of the postprocessing step in the fast force assignment algorithm (Section 2.3) is necessary.
Texture mapping
The task of mapping the texture from all the available images onto a single 3-D model is not a trivial one. Even very small errors in the 3-D model create artifacts around the edges of the object. In addition to that, due to di erent camera gains, specular re ections, etc., the same 3-D point may have di erent intensities in di erent images.
We solve this problem in two steps. First, we compute the mapping T : (i; j) ! l, that assigns the image from the l-th camera to the j-th surface triangle on the ith model part. This mapping is based on the triangle's position and orientation, as well as some local continuity constraints. Next, we compensate for the di erence in the image intensities, by computing the scaling constants for each pixel. After this, the usual texture mapping algorithm can be applied -each triangle in the model is projected onto the appropriate image plane using the camera projection operator Q l , and the texture of the projected triangle is mapped back onto the surface triangle.
The texture assignment T should satisfy the following conditions:
1) The surface triangle (i; j) has to be visible from the point of view of the T(i; j)-th camera. If there are several possibilities for T(i; j), the cameras which face the triangle (i; j) more directly should be preferred, i.e., we should try to satisfy V T(i;j) N ij = ?1, where N ij is the triangle's normal, and V T(i;j) is the viewing direction with respect to the camera T(i; j).
2) Mapping T should be as continuous as possible, i.e., the preferable assignments are the ones in which the neighboring surface triangles have the same assigned texture source as often as possible.
3) We may want some views to be preferred as texture sources to others. For example, we may want to make more use of the frontal camera views, especially for the part representing the head in the human body model. In Figure 9 (a) an example of the texture assignment without the term p(T; i; j) is given. The surface of the body is color-coded according to the texture assignment map T. In Fig. 9 (b) the result after iterative minimization of the whole energy in equation 8 is shown. The small islands of texture inconsistent with the surrounding texture have been eliminated. When this assignment is used to map the original images onto the model surface, the resulting image looks like Fig. 9(c) . The borders along which the texture source is changed are more or less visible in the image. To compensate for that, we need to re-scale the intensities in images.
For that purpose, a non-uniform scaling map R i (x; y) is computed for every image i in the following way. First, the nodes where the assignment T changes from one texture source to another are identi ed. Let P be such a node.
It is shared by 6 triangles, not all of which are assigned to the same texture source (image). However, the most commonly chosen texture m can be identi ed. A di erent texture k was assigned to some other triangle in this local This way, after scaling the images non-uniformly using these scaling maps R, the pixels corresponding to the 3-D model point P will have the same intensity in all images that are used for texture mapping in the local neighborhood of this point.
After this has been done for all nodes at which the texture assignment is not continuous, the computed scaling constants are propagated through each image. If D i is the set of pixels with de ned entries in the map R i and U i is 2 The textured head model is bound to have artifacts, as the reconstruction algorithm presented here is suited to smooth objects such as the human body; for detailed modeling of the human head a di erent model should be used the set of pixels with unde ned entries in this map, then for each u 2 U the appropriate scaling constant is found as: R i (u) = R i (d ); where d = arg min d2D ju ? dj: (9) This can be done using a two-pass algorithm similar to the distance transformation computation. Then, the maps R i are smoothed and the images I i are replaced by their scaled version R i I i , where denotes point-by-point multiplication. The resulting texture-mapped model is given in Fig. 9(d) 3 Modeling and analysis of cloth draping 3 .1 A cloth model
In our experiments, we represent a rectangular piece of cloth as a particle system fP i;j : i = 1; M; j = 1; Ng. ?Pi;j): (11) k bh and k bv are bending constants. Proj A BC is the orthogonal projection of A onto the line BC.
3) The gravitational force is equal to mg, whereg = (0; ?9:81; 0) m=s 2 ] and m is the mass of the particle.
4) The external forces,F exti;j , model the interaction of the cloth with other objects.
The motion of the particles is governed by Newton's law (k v is the damping factor): Other physics-based cloth models could also be used with the algorithm explained in the following section. The model and the estimation algorithm are based on the study of the internal and external forces, but it is easy to derive these forces for energy-based deformable models, such as the models described in 5], 21], 6]. Also, the algorithm is not concerned with the discretization of the model, so it can be applied to models based on continuum approximations using nite di erences or nite elements.
Parameter estimation
The estimation algorithm is shown in Fig. 5 . It is assumed that the cloth sample is rectangular and its size is known. M; N are chosen in advance and the spacings u; v are derived from the size of the sample. However, no assumptions are made regarding the shape of the supporting object (Fig. 3a) , or cloth model parameters. Of the several model parameters in Eq. 1-3, only a few are important. k v does not a ect the nal drape, and m can be divided out from Eq. 3. k s is usually set to a high value, as cloth does not stretch visibly under its own weight. The parameters of our model that a ect the nal drape and should be estimated are p1 = r, p2 = k bh =m, p3 = k bv =m.
For example, the e ect of the bending constants is demonstrated in Fig. 4 .
The range points, obtained by any available range nder, are organized into a smooth surface over which the model of the sample can be draped. The forceF ext is derived from the range data: Fext i;j =Fc i;j +F d i;j ;F d i;j = k d (ri;j ?Pi;j) (13) wherer i;j is the range point closest to the particle (i; j).
The forcesF di;j force the model to drape similarly to the scanned cloth. With a low k d , these forces are not sucient to prevent the model from falling through the data surface, so it is prevented by our collision handling routine, symbolically represented by forceF c in Eq. 4. This force is not included into Eq. 3 when it is integrated. Instead, the position and speed of a particle are directly adjusted each time step according to the law of momentum conservation 6], if collision with the range data surface is detected.
To speed up the force assignment and collision detection algorithms, we use the 3-D chamfer image, the 3-D matrix containing the approximate distances to the range data for any point in a certain volume 4]. In addition to this distance map, we create a 3-D index matrix, containing indices of the closest range points for each entry 10]. To create this matrix, it is necessary to keep track of the closest point during the chamfer image computation in a standard two-pass algorithm. The distance map helps to evaluate the possibility of collision of a particle with the surface of the scanned cloth, while the index matrix allows intersection tests with the right triangles on the surface, and fast computation of the data forcesF di;j .
In the rst phase in the main loop, the model is draped over the range data and is attracted by the data at the same time (df=1 in Fig. 5 ) by integrating Eq. 3. Special forces are applied from the corners of the sample to the corners of the model to insure its correct positioning over the data.
After the model has assumed its rest position, the particles corresponding to the pieces of the sample that were not supported by the underlying object at the time of scanning, will satisfy the following:
F ext i;j = F s i;j +F b i;j + mg "; (14) where " is a small value. For the real cloth, this equation is obviously satis ed (even with " = 0) at parts not touching other objects. An example of the distribution of jF si;j + F bi;j +mgj in the model is given in Fig. 10c . Therefore, the particles not satisfying Eq. 5 are likely to represent pieces of cloth that were supported by the underlying object, and are xed in the next phase, simulating strong friction between the cloth and the object. The data forces are now turned o (df=0,F ext = 0), and the model is left to assume a new position under new draping conditions. At the end of the second phase, the mean distance between the particles and the range data is computed: e(p1; p2; p3; :::) = 1 MN X i;j ri;j ?Pi;j : (15) and this approximation error, as a function of model parameters p1, p2, p3, ..., is forwarded to a multivariate minimization routine. We use Powel's direction set minimization technique 18], as it does not require gradient information. The shape estimate is updated after each change of parameters, as Eq. 5 is better satis ed with more accurate model parameters. When some parts of the range data are missing, these parts are excluded from the error computation in Eq. 15.
Missing data can be detected by a large distance jr i;j ? P i;j j, which, at the end of the phase one, should be small due to the attracting data forces.
If the supporting object's shape is known a priori, the algorithm is slightly di erent 12]. Collision of the cloth model with the model of the underlying object is performed and handled in each time step (F c in Eq. 13) , and in the second phase, there is no need to x the positions of the particles touching the object. Instead, only the data force component of F ext is turned o , but collision detection and handling is continued.
Experimental results

Human body reconstruction
We performed preliminary experiments on human-like objects with two CCD cameras and a structured lighting source in between to project a stripe pattern on the object surface. Both ordinary intensity images and images under structured lighting were taken.
In the rst experiment, we imaged a real human (Fig.  2.4 ) with two cameras in the above con guration. Five deformable superquadrics (for arms, torso, neck and head) are manually positioned in the virtual 3-D space so that their projections onto image plane lie relatively near the image contours (see the rightmost gure in Fig. 6(a) ). Fig. 6 illustrates several steps in integrating Eq. 2. The left column shows the model parts smoothly shaded or texture mapped and the right column shows the tting of the model parts to the contours in one of the images.
In the second experiment, we tried to reconstruct a more di cult object -a doll with such a posture that the body parts occlude each other(see Fig. 2(a) ). The object was positioned on the turning table and a total of eight camera views were used in reconstruction. Six superquadrics were initialized and in Fig. 7(b) we show the nal result after tting to both contours and the 3-D points reconstructed by stereo cue. The reconstructed surface is compared to the reconstruction using only stereo correspondences obtained by manual matching (Fig. 7(a) ) to demonstrate how e ciently our scheme deals with self occlusion.
The experiments show that the contour based estimate of the surface, even by only two cameras can e ciently assist stereo matching. In the rst experiment, for example, for the 80 feature points detected in the image, 74 correct matches are found purely guided by the contour based estimate of 3-D surface. Usually, the remaining false matches are corrected as well during further re nement of the surface estimate using both cues. As can be seen in Fig. 7(a) , stereo aided by structured light cannot make estimates near the occluding contours due to the absence of matched feature points there, but the two combined cues can provide a rather complete estimate of those parts that were not visible to both cameras. An example of full body reconstruction from six views is shown in Fig. 8 . In order to be able to use distortionfree narrow angle cameras in a limited space, we used two cameras for each view, each camera capturing approximately half of the body. In this experiment, only the contours were used in the reconstruction. The body model, consisting of 15 superquadrics, was initialized automatically using an algorithm based on volume intersection 9], and then re ned by contour-driven deformation. Currently, due to the large number of nodes in the nite element model of the local deformations, the full body reconstruction takes a couple of hours on an SGI Indigo. However, the speed can be dramatically increased using the adaptive sampling in the material coordinate system, and the adaptive time steps.
A number of measurements necessary for tailoring have been taken from this reconstruction and compared to the physical measurements 11]. The errors were mostly around 0.5-1%. As a demonstration of our texture mapping algorithm, in Fig. 9 (d) and (c) , the texture mapping results with and without texture equalization are given. The mapping is based on the texture assignment in (b) (see also Section 2.6). As can be seen in the gure, the texture equalization leads to better images, though the resulting texture is not completely correct, as the whole scheme introduces arti cial specularities at parts where the texture in Fig.  9 (c) had abrupt changes. However, if the visual e ect is the main goal, the proposed scheme works ne. 
Analysis of cloth draping
Experiments were performed on both synthetic and real range data. In Fig. 10a , a synthetic drape of a cloth sample 400x400mm over four spheres is given. In Fig.  10b, 10c , and 10d, the best approximation with the 25x25 model (at the end of the parameter estimation algorithm), the distribution of forces in the model and the estimated supporting shape (the contact points between the cloth and the object) are shown. The mean distance between the model and the data was 2.77mm. A typical execution time of the estimation algorithm on an SGI Onyx is a couple of hours.
In the second experiment we used the Cyberware laser scanner to scan the drape of a 380x380mm cloth sample (Fig. 11b) . The mean distances were 2.2mm for a 50x50 model (Fig. 11c ) and 4.12mm for a 25x25 model (Fig.  11d) . Note that even with a very crude 25x25 model, the estimate of the supporting object's shape (Fig. 11f ) still contains part of the nose of the underlying head (Fig. 11a ) because the cloth sample was touching the nose at that point.
Synthesis and analysis of dressed humans
After developing the algorithms for naked body reconstruction, cloth modeling and garment-body contact points detection, it is more or less clear how we should go about modeling dressed humans.
The rectangular cloth piece model can easily be extended to a more complex garment model 10]. The garment can be formed by seaming several rectangular pieces linked through the seaming forces similar to stretching/repelling forces in Section 3.1. More complex shapes can be achieved by cutting out parts of the rectangular pieces (for example a neck hole). This is simply achieved by masking the particles that should be excluded from simulation. Examples of dressing a real human into a virtual T-shirt are given in Fig. 12 . The T-shirt was positioned above the body model in the virtual space and allowed to drape over it using a fast collision detection and handling algorithm 10]. Then, the seaming forces were applied to merge the front and back pieces along the seam lines. Finally, a fabric texture and textile print design were applied on the cloth model surface and combined with smooth-shading.
(a) (b) Figure 12 : Examples of dressing a human into virtual garment
In the last experiment, we used the physics-based cloth model to analyze the range data of a doll dressed into a simple T-shirt-like garment. The topological model and the size of the T-shirt were known in advance. The dressed doll was imaged from several angles using a stereo pair of cameras and a structured light source. The range data was interpolated and used as an input to the cloth drape analysis algorithm in Fig. 5 . In Fig. 13 we show the registered crude T-shirt model and the estimated contact points (in blue). In Fig. 14, we show the total range data available (a); the range data that was kept after discarding the data corresponding to the non-contact points of the Tshirt model (b); the nal reconstruction using the selected range data, as well as the proper contour information (c). Finally, in (d) the 3-D reconstruction obtained from the images of the naked doll is given for comparison. Note that the legs of the doll were visible in all images (though not shown in the images in Fig. 13) , and that for the reconstruction (c) the contours of all uncovered body parts were used, as well as the image contours corresponding to the parts that were estimated as contact points.
Interestingly, even crude models with sub-optimal model parameters can relatively successfully be used for detection of major cloth support points. The contact forces are usually considerably stronger than the internal bending forces, and thus, at the contact points, the equilibrium equation is violated for a wide range of parameters. This means that in the analysis algorithm, only We presented techniques for building realistic human body models from images. These models can be dressed into virtual garments, whose draping is simulated by a physics-based cloth model. Furthermore, we demonstrate how such cloth models can be used to analyze the draping behavior of real cloth, and even for analysis of images of dressed humans.
In the rst part of this paper we have developed a method for reconstructing multiple occluding objects or (a) (b) (c) (d) Figure 14 : Segmentation of the range data and the 3-D reconstruction of the doll multi-part self-occluding objects by integrating occluding contours and stereo (possibly aided by structured light) within the deformable bodies framework. We applied the algorithm on 3-D reconstruction of human bodies. The reconstructed models can be texture-mapped using the texture from all available images. Our method does not require a particular camera conguration and makes no assumptions about the type of the projected patterns, as long as the feature detectors are available. Stereo matching is guided by the surface estimate from occluding contours, so the grid does not need to be labeled, and in fact, if there is a su cient number of features on the object, structured light is not even necessary. We are also working on making the purely passive stereo applicable for body reconstruction using our camera con gurations with very wide baselines.
In the future, we plan to address the problem of \glu-ing" the object parts together where necessary. Fuzzy force assignment already helps by allowing partial overlaps, which can be seen in the case of legs in Fig. 7 , and the arms in Fig. 6 . However, the parts may not always connect to each other (as in the case of the arms in lower right gure in Fig.7 ) . In such cases, to make the reconstruction complete, it may be necessary to include additional superquadrics, for example the`shoulders' superquadric in Fig. 14 (d) .
Our vision-based algorithm for analysis of cloth draping o ers an alternative to using the expensive Kawabata Evaluation System for estimating cloth model parameters. Furthermore, the algorithm is model independent and it o ers a way to evaluate the quality of a cloth model for simulating draping behavior, which could be useful for design and testing cloth modeling techniques.
The last experiment demonstrates the feasibility of utilizing cloth models for dressed human analysis. While this technique is not necessary for automatic body measurements, as a subject can be imaged without unnecessary clothing, it can be very useful for automatization of the re-imaging technique mentioned in the introduction, or for combining natural and synthetic content in special e ects in movies. Since the detection of the garment-body contact points helps reveal the geometry of the body underneath the clothing, we believe that the methods described in this paper can be extended to analysis of the dressed human motion, and we hope to inspire further research in this direction.
