Abstract-NASA's Earth Observing System Data and Information System (EOSDIS) is tasked with archiving and distributing Earth Observation data across a range of disciplines, including atmospheric science, oceanography, land processes, natural hazards, solar radiance and even socioeconomic aspects relating to the environment. Driven by rapidly rising data volumes, EOSDIS is migrating to a cloud computing based archive over the next few years. Although this simplifies data management somewhat, the main aim is to provide the data in an environment where end users can bring their analysis to the data rather than attempting to download and manage ever-increasing volumes. To that end, a cloud-based analysis platform is being constructed to enable data transformations, analyses and visualization without egressing the data from the cloud. In this endeavor, we expect a wide variety of users, algorithms and use cases. Consequently, the architecture of this cloud analytics platform is expressly designed to be based on open services, thus fostering an ecosystem that enables the efficient combination of common components with data-specific or analysis-specific components.
I. INTRODUCTION
The National Aeronautics and Space Administration (NASA) collects a variety of Earth Observation data from assets such as satellite-borne instruments, airborne instruments, in-situ instruments and model output. These data are typically made available to the research community for free through the Earth Observing System Data and Information System (EOSDIS) [1] . As of January 2018, EOSDIS serves over 6000 data collections and 270 million files comprising 27 PB to the user community. This volume has been growing exponentially since the beginning of the century and is expect to continue apace as new missions with higher resolution are launched (Fig  1) .
The growth in data volume presents a challenge not just to data management, but also impinges on the ability of the end users to analyze the data. And as the Earth Observation data record grows in time length, the amount of data to be analyzed grows accordingly. In order to both manage these growing volumes NASA is in the process of migrating its Earth Observation data archives to the cloud [2] . This is expected to simplify the management of very large data volumes. More importantly however, the data will for the first time be close to enormous computing power.
However, this benefit is truly realized only if the user community migrates their Big Data analysis to the cloud as well. There are several countervailing factors that may limit end user adoption of cloud for analysis. For example, it represents a pervasive change in paradigm from one where hardware are procured and are then "free" to use from then on (though maintenance, administration and facilities still cost), whereas most cloud computing is bought by the usage. Also, full exploitation of the computing power available in the cloud often requires algorithm refactoring in order to take advantage of data-parallel computing. It is thus in the interest of data managers moving archives to the cloud to provide some assistance to the user community to assist and encourage that community to exploit the proximity of cloud computing to storage.
In addition to the growth of data volumes, other factors are adding to the user analysis challenge. The desire to study Earth systems (vs. isolated phenomena) often entails working with multiple datasets. Interestingly, the user community is also diversifying as more applications are discovered for Earth Observation data. These new communities include citizen scientists, data scientists, and interdisciplinary scientists whose expertise is not in remote sensing. Many of these new user groups are also new to some of the complexities involved in satellite and airborne remote sensing data. Providing assistance in abstracting these complexities could both aid and encourage end users in conducting their analysis activities in the cloud. There are several precedents within EOSDIS of relatively lightweight analysis and visualization systems to simplify the handling of remote sensing data for the end user. For instance, the Geospatial Interactive Online Visualization and Analysis Infrastructure (Giovanni) has been serving the atmospheric science and selected other disciplines for well over a decade [3] . Typically, these systems have been designed for data exploration, but in many cases, users have been able to generate summary statistics or visualizations that are adequate for inclusion into science articles. (Giovanni has been acknowledged in over 1700 such articles.)
In order to provide this support for the user community as the migration to the cloud proceeds, a cloud analytics platform is being developed for the EOSDIS system to work with the data once migrated to cloud-based archives.
II. KEY REQUIREMENTS FOR AN EOSDIS ANALYTICS
PLATFORM The desired features are driven by the key motivations for the platform. From the user's perspective, a key feature is the availability of scalable compute capacity near the data, and thus the ability to analyze the data at scale. From the data archive's perspective, an additional key feature is that use of the platform would help avoid expensive egress. One means is by providing analysis capabilities that result in significant data reduction, such as summary statistics over time and/or space. Alternatively, providing running data-parallel algorithms that could be rehosted on a user's virtual machine in the cloud or used as examples to develop cloud-based analysis software might also be useful in this respect. On the other hand, providing model-based analysis capabilities, which can sometimes generate as much or more data on output than the input volumes, would not be useful in reducing egress costs.
Another important factor in the egress reduction would be to satisfy a diverse user community. Users with extensive remote sensing expertise often prefer to use algorithms that they have coded themselves. On the other hand, interdisciplinary users, applications users, and citizen scientists often prefer to use algorithms that have been developed by remote sensing experts.
Another aspect of diversity is the expected mode of use. People using the platform to explore the data would use the platform interactively, requiring responses in seconds or at most minutes and a graphical user interface. On the other hand, many scientific experiment workflows can be executed in a batch mode and may be linked to workflow components outside of the platform. Performance would still be important but need not be a matter of seconds or minutes. The user interface in this case is more likely an Application Programming Interface (API) than a Graphical User Interface. A streaming mode would serve many applications users by automatically and immediately routing new data through an analysis pipeline to detect events of interest (e.g., dust storms) and produce an alert and/or visualization of the event's key characteristics. III. EARTHDATA CLOUD ANALYTICS PLATFORM ARCHITECTURE Despite the diversity of users and use cases, it is nonetheless possible to define a platform that provides some value to all of them. An abstract view of the workflows comprises three steps: extract-transform-load, analysis, and visualization (Fig. 2) .
From this abstract workflow, we can construct a reference architecture to satisfy it (Fig. 3) . The reference architecture maps closely to our abstract workflow, with two key modifications. The most important one is the addition of the Analytics-Optimized Data Store component. This component signifies both that the data have been preprocessed and stored in a manner that is optimized for use by analytics software, such as a highly scalable cloud database (e.g., Cassandra) or distributed cloud filesystem (e.g., Hadoop File System). This storage of the pre-processed output is critical for supporting the interactive mode, particularly for the Data Exploration use case. Not only does it avoid repetitive preprocessing of the data, it also reorganizes the data to support fast processing. Often it takes the form of a "Data Cube" [4] , which provides spatially aligned data and an organization that supports time-series analysis better than the default archive storage, which is usually one time-step per file. The second modification is that we have pulled out the Extract-Transform-Load step to a Preprocessing component, with the Extract and Load occurring on the input and output sides, respectively, of Preprocessing.
The different components now have the ability to satisfy a diverse user base:
The Preprocessing component subsets, regrids, filters, and reformats the data for loading into the Analytics-Optimized Data Store. These operations make the data easier to use in the ecosystem of Earth Observation tools and software packages, and thus remove a significant burden, even for users that are performing analysis with user-specific legacy code. In particular, preprocessing regularizes the data, making it easier to multiple datasets together. The Analytics-Optimized Data Store component, also serves users bringing their own algorithms. However, in this case, the reorganization of the data into analytics-optimized form supports the use of algorithms coded to take advantage of dataparallel processing in the cloud.
The Analysis component provides primarily summary statistics that are straightforward to validate, such as timeaveraged maps, area-averaged time series, zonal means, averaged vertical profiles, etc. However, for the streaming mode, this could also incorporate already-trained machine learning algorithms for detecting geophysical events or other items of interest to applications users.
The Visualization component provides graphical displays of the Analysis output. The most common use for these is the data exploration aspect.
However, Visualization might also automatically produce images of events in the streaming mode.
IV. SERVICE-BASED APPROACH
In order to achieve the full benefit of this architecture across the diverse user communities, use cases and modes, we must pay as much attention to the upstream components of the architecture as we do to the final Analysis and Visualization. The outputs from the upstream components must be exposed and usable. Therefore, we follow the common design pattern within cloud computing of exposing each component as a service, thus allowing end users to access the particular parts of the analytics value chain that they need. Furthermore, if that exposure applies to both the output and input sides, we can realize two important benefits:
1. Users can incorporate data from outside EOSDIS, either from other institutional science archives or from their own datasets.
2. Other analytics systems can easily integrate with the EOSDIS platform, producing science workflows that seamlessly utilize data and algorithms across multiple analytics platforms.
Furthermore, by basing our service-based approach on widely accepted standards, we can lower barriers to this cross system interoperability. Because Earth Observations are typically spatial in nature, the family of standards overseen by the Open Geospatial Consortium is an obvious starting point. In particular, the Web Coverage Service, Web Coverage Processing Service, and Web Processing Service are useful candidates for integrating the main components of the EOSDIS Cloud Analytics. As the system develops and evolves, the diversity of analysis use cases and methods is likely to require enhancements and/or profiles to the core protocols. OGC has an active and effective process for evolving standards and their implementations through annual Testbed activities. In addition to the relatively high-level OGC standards [5] , which include a semantic components, a low-level standard, with minimal builtin semantics, such as OpenAPI will also be incorporated.
V. KEY CHALLENGES Nonetheless, there are some important hurdles to a successful implementation. Perhaps the thorniest is controlling computing costs. In general, science archives have limited budgets for supporting data analysis computing. However, judicious use of compute can more than pay for itself by reducing the egress costs that would be incurred by users downloading the original files to implement their own analysis pipeline. For this reason, the EOSDIS Cloud Analytics will focus on general-purpose summary statistics that are in demand by many users. This focus also helps to address another challenge, namely earning the trust of the end user in the results from the Analysis component. This challenge also requires an approach to documenting the provenance of the results that is both thorough and usable by the end users.
Another important challenge is sociotechnical: convincing users to try cloud-based analysis. A robust communications strategy is planned to include webinars, conference papers, and demonstration Jupyter notebooks.
In addition, the Giovanni system is being enhanced to port it to the cloud implement the Earthdata Cloud Analytics reference architecture by providing access to its intermediate steps via service invocations. Porting Giovanni to the cloud will provide a major improvement in speed (and thus interactivity), thus demonstrating the value added by cloud computing. And, the Giovanni port to the cloud will migrate a significant part of the EOSDIS user community without the users having to do anything.
VI. CONCLUSION Despite the challenges, the potential benefits of cloud-based analysis to Earth Observation users are too compelling to forgo. Big Data analysis capabilities that were formerly available only at supercomputing centers are now potentially within the reach of many more scientists. Scientists will be able to process entire datasets, instead of resource-limited subsets; to conduct multidataset studies; to perform more interactive analysis; and to simply spend more time on analysis and interpretation versus the mechanics of data management.
