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Abstract
The purpose of this report is to evaluate a direct driven permanent magnet motor in
high accuracy position and low speed operation. Actuation in this case is usually accom-
plished by stepping motors combined with belts and pulleys. High accuracy positioning
is considered to be within 0.1 degrees and low speed 0.05 degrees per second, while at
the same time have a 180 degree step response within 0.5 second.
A model is derived of the motor along with methods for model parameter identification.
This model is the basis for simulation of the motor in closed loop control. A prototype is
developed in order to prove the validity of the results made by simulations. Experiments
on the prototype resulted in two control methods, namely field oriented control and
synchronous control.
Conclusions drawn from the projects are as follows. The simulations do mirror the in-
herent problems with the permanent magnet motor. The prototype developed for the
project is functioning and highly capable. Field oriented control was unable to meet
the specified requirements. However, combined with iterative learning control the per-
formance was improved significantly. Synchronous control satisfied most of the require-
ments, although its responsiveness and low efficiency are possible areas of improvement
in future research.
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Chapter 1
Introduction
1.1 Disposition
Chapter 1 describing the background with a disclosure of the project stakeholder com-
pany followed by main goals, questions that will be investigated and the scope of the
project.
Chapter 2 gives an account of and motivation for the methodology used for the project.
Chapter 4 introduces the two types of permanent magnet motors, how they are con-
structed and what differentiates them. This knowledge will be the basis for a recom-
mended motor design for the project.
Chapter 5 describes the prototype that has been developed for the project. It also
accounts for design considerations for each part of the prototype, such as necessary
torque output calculation and how to measure current.
In Chapter 6 a mathematical model of the motor is derived. Assumptions that are made
in the process of developing this model will be accounted for. The systems equations in
this chapter form the basis for simulations further on.
Parameters in the motor model are either experimentally identified or validated in Chap-
ter 7.
The method of generating sinusoidal phase currents with space vector modulation is
described in Chapter 8.
Chapter 9 presents field-oriented control which is one of two control laws that are eval-
uated in the project. Simulation of the closed loop system performance is presented
1
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followed by actual tests on the prototype. In a similar fashion Chapter 10 describes the
synchronous control which is the second method that is evaluated in the project.
Methods for compensating some of the inherent problems with the control application
are described in chapter 11. The most appropriate of these methods will be tested on
the prototype.
Chapter 12 evaluates results made from each of the control methods and conclusions
along with future research recommendations are given in Chapter 13.
1.2 Division of Labor
The authors of this thesis has taken equal part in all of the work that is related to the
project.
Chapter 2
Background
2.1 Project Stakeholder
Axis Communications AB is an IT company offering network video solutions for pro-
fessional installations. Their products and solutions focus on security surveillance and
remote monitoring [1]. As of the third quarter of 2014 the company has over 1800
employees with offices in more than 40 countries [2].
A portion of the cameras on offer use electric motors for remote positioning, called pan-
tilt-zoom (PTZ) cameras. Actuation in these cameras is usually accomplished using
stepping motors, pulleys and belts for the pan/tilt-system. This solution is often quite
expensive and complex, therefore an alternate solution would be preferable.
It is possible to use a direct drive permanent magnet motor (PMM) combined with
a position sensor in order to get a cost effective and reliable solution. However when
comparing performance there is room for improvement of the direct drive system. This
project was started in order to investigate possible improvements from a control system’s
perspective. This could be done by counteracting the inherit weaknesses of the PMM;
for example minimizing power consumption during steady state, removing overshoot in
step responses or increase its ability to withstand vibrations.
2.2 Goals
The first objective of this project is to derive a mathematical model of the PMM and then
investigate how to identify the model parameters. The second objective is to determine
a suitable control method and then develop a direct drive prototype using this method.
3
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2.3 Problem Formulation
This report will investigate and give answers to the following three problems. A solution
to each of these problems are considered critical to reach the project goals.
1. Ways to overcome static friction and cogging torque when micro-positioning the
system.
2. Evaluate whether or not the control algorithm is portable to a micro-controller.
Try to simulate the limited performance of a given micro-controller.
3. The ability to handle changes in reference or load disturbances while having a
boundary condition on power consumption.
The importance of the first question cannot be emphasized enough. The PTZ-camera
should be able to follow objects at long distances. This translates to high accuracy in
positioning the camera as well as having smooth rotation at extraordinary low angular
velocity.
The second and third questions deal with the feasibility of turning the prototype into a
product that can cost-effectively be mass produced.
A working prototype had to be built from scratch in order to answer these questions.
For this reason a number of more trivial problems will be investigated, such as:
• What size and type of motor is suitable for the given application;
• What type of motor driver circuit should be used and how to dimension it in order
to match the size of the motor;
• What type of sensors are needed and how to implement them.
2.4 Scope
A specification of requirements have been set in agreement with the stakeholder company
as a reference for evaluating the performance of the prototype, see Table 2.1. The focus
of this report is on the development of a prototype that in some aspect is a performance
improvement relative to these requirements.
Two levels of system requirements have been identified. Medium expectations corre-
sponds to current performance of a PMM in the given application whereas the high
expectations represent the performance of a stepper motor in the same application.
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Table 2.1: System requirements
Expectations
Description Medium High Priority
Min. angular velocity [◦s−1] 0.20 0.05 Critical
Time needed for half rotation [s] 0.5 0.5 Normal
Steady state position error without load [◦] ≤ 0.35 ≤ 0.1 Critical
Steady state position error with load [◦] ≤ 0.35 ≤ 0.1 Normal
Max. power consumption [W] 5 NA Critical
Continuous power consumption [W] 3 NA Normal
Minimum angular velocity is of special interest for the given application since the camera
needs to track objects at a long distance. Of special note for this application is that
there should be extremely low ripple in angular velocity. No demand for torque output
has been determined, instead time needed for a half rotation position step has been
identified.

Chapter 3
Methodology
Research and work that led to the final prototype was done according to the action
research methodology, see Figure 3.1. The justification for choosing this method is that
it is common for problem solving projects [3].
Cycle 1 Cycle 2
Plan
Action
Observe
Reflect
Revised Plan
Action
Observe
Reflect
Figure 3.1: Workflow according to the action research model.
Each step along the way from project start-up to final prototype can by itself be divided
into several cycles in the model. A great example of this is when measuring direct and
quadrature inductance described in Section 7.2. Measurements where planned and car-
ried out according to literature. However, when observing the results they contradicted
theory, as such the measurement methodology was iteratively refined until measurement
data made sense.
Proper scientific methodology requires that results of experiments can be reproduced.
Therefore each measurement made will be elaborated upon and the prototype will be
described in detail.
7
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When several approaches are available for solving a specific type of problem, a critical
evaluation will be made in order to defend the chosen method. By doing so the reader
will become aware of the rationale behind every decision made.
Control parameters and motor measurements that are presented in this report is nat-
urally related to the type of motor and load. The validity of these results for another
motor of the same type is directly related to motor production variation and prototype
sensor accuracy and precision. Regarding generalization of the solution to other PMMs,
the authors are confident that the described method will produce similar performance.
Although proof for this is left for future work.
Chapter 4
Permanent Magnet Motors
There are two types of PMM, namely the brushless DC motor (BLDCM) and the perma-
nent magnet synchronous motor (PMSM). Their strengths and weaknesses respectively
have to be accounted for when deciding upon a suitable motor for a given application.
Furthermore, the amount of phases, stator windings and magnetic poles may also vary
according to requirements and application of the motor. Design criteria, such as stator
stack skewing and type of rotor, must also be taken into account in order to optimize the
motor for high performance applications [4]. A detailed account for all these parameters
is an entire project by itself. This chapter will instead focus on the main character-
istics of the PMM and recommend some fundamental design decisions for the project
application at hand.
Before continuing, the reader should take note of the distinction between mechanical θm
and electrical θel angles. It is a key concept that will be referred to throughout the rest
of the report. The relation is dependent on the amount of magnetic poles, np, within
the motor and can be expressed as
θel =
np
2
· θm (4.1)
4.1 Construction
In principle both PMM types operate by running current in a specific sequence through
the stator winding, so called commutation. This creates a magnetic field that interacts
with the permanent magnets fixed to the rotor, see Figure 4.1.
What differentiates the two motor types is how the stators are wound, resulting in dif-
ferent waveforms of the induced back electromotive force (back-emf) phase voltage. The
9
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Figure 4.1: A cross section of a permanent magnet motor with an outer rotor.
stator winding of the BLDCM is concentrated, which in theory gives a trapezoidal shape
of the back-emf waveform. In comparison, the PMSM phase windings are distributed in
a manner that induces sinusoidal back-emf phase voltage, see Figure 4.2.
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Figure 4.2: Ideal and normalized waveform of one phase of the induced back-emf for
BLDCM (upper) and PMSM (lower).
The rotor can either be within the stator or outside of it. Naturally this affects the
characteristics of the motor. Most significant of these is that the reluctance variation
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between quadrature axes is fairly small for outer rotor motors. Resulting in direct and
quadrature inductances being almost identical [5], see Chapters 6 and 7 for more in
depth description of quadrature axis and its corresponding inductances. It is generally
accepted that outer rotor motors are best suited for low velocity high torque applications,
and vice versa for inner rotor motors [6].
The gross output torque is the sum of beneficial electromagnetic torque and unwanted
torque produced by cogging, load, Coulomb friction and viscous friction. Of all unwanted
effects the cogging torque is of most importance in low velocity applications. According
to [4] one should choose either an 8 pole 9 slot motor or an 8 pole 18 slot motor for
minimizing the effects of cogging. Furthermore skewing of stator stacks or magnets
should be investigated.
4.2 Back Electromotive Force
Magnetic flux through a loop with area A in a magnetic field B is given by
φ = BA cos(θel) (4.2)
where θ = 0 rad corresponds to a perpendicular angle towards the magnetic field. If the
loop is wound N consecutive times, forming a stator coil, then ψ gives the total flux
linkage of the stator according to
ψ = Nφ (4.3)
According to Faraday’s law of induction, the back-emf is defined as the negative time
derivative of magnetic flux
e = −dψ
dt
= −N dφ
dt
= −N dφ
dθel
dθel
dt
= −N dφ
dθel
ωel = Keω (4.4)
where N is the number of loops of the coil, φ is the permanent magnet flux linkage, θel
is the electric rotor angle and ωel is the electric angular velocity and Ke is the back-emf
constant defined as [V · srad ]. The negative sign of the back-emf is due to Lenz’s law,
which states that the induced emf generates a current that creates a magnetic field which
opposes the change in magnetic flux.
As previously stated, the back-emf waveform of the PMM is dependent on its stator
winding distribution. An ideal case of this waveform for each motor type is given in
Equation 4.5 combined with Table 4.1.
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Table 4.1: Function table for the ideal and normalized back-emf BLDCM.
Electric rotor angle θel fa(θel) fb(θel) fc(θel)
0◦- 60◦ 1 -1 1− 6θrpi
60◦- 120◦ 1 6θrpi − 3 -1
120◦- 180◦ 5− 6θrpi 1 -1
180◦- 240◦ -1 1 6θrpi − 7
240◦- 300◦ -1 9− 6θrpi 1
300◦- 360◦ 6θrpi − 11 -1 1
BLDCM: ei = Keωelfi(θel), i = phases a, b and c
PMSM:

ea = Keωel sin(θel − 2pi3 )
eb = Keωel sin(θel)
ec = Keωel sin(θel +
2pi
3 )
(4.5)
4.3 Electromagnetic Torque
Torque produced in the PMSM is smooth due to the interaction between sinusoidal
stator current and rotor flux. The same cannot be said for the BLDCM as smooth torque
demands instantaneous and accurate phase commutation. This in turn is impossible due
to the transient errors of the controlled current is unavoidable [7].
One solution to minimize the ripple in produced torque in BLDCM is to implement
so called pseudo-vector control, effectively making the motor act as a PMSM. This
requires a detailed mapping of the induced back-emf in a look-up table [7]. Although the
technique looks promising, avoiding the BLDCM altogether seems to be the reasonable
choice whenever it is possible.
4.4 Cost
As it is a difference in winding distribution that separates the two PMM types, cost
of the actual motor is of no concern when comparing the two types. However, as the
PMSM is vector controlled and the BLDCM usually is phase commutated, difference in
control complexity is reflected in the necessary hardware for operating the two PMM
types. Advancements in micro-controller technologies have made the cost of computing
power of no concern.
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4.5 Summary
The following design decisions are recommended for the given application:
1. PMSM with either an 8 pole 9 slot or an 8 pole 18 slot configuration for low torque
ripple;
2. Outer rotor motor for low velocity and high torque;
3. Motor with skewed stator stacks or permanent magnets for reducing cogging
torque.

Chapter 5
Prototype
5.1 Introduction
By eliminating the internal brushed commutator of the standard DC motor, the PMM
is in need of an external control source for handling current commutation in the stator
windings. The control source is in most cases a micro-controller unit (MCU). However,
a CompactRIO from National Instruments [8][9] is utilized in the prototype developed
for this project as it allows for an easy development environment for testing different
control algorithms.
By sensing rotor position the controller coordinates the switching of a voltage source
inverter (VSI) for commutation of motor phase windings. The VSI consists of one half-H
bridge per motor phase. A greater understanding of the system dynamics is gained by
implementing phase current sensing in addition to the position sensor. See Figure 5.1
for a block diagram overview of the prototype.
Controller VSI Motor
Measurements
r y
−
ym
Figure 5.1: A block diagram of the prototype. Blocks within the dashed line are
designed and implemented on a printed circuit board specifically for this project.
The rest of this chapter is dedicated to elaborating on each of the main components of
the prototype. Figure 5.2 describes how these components interact. See Figure 5.3 for
15
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photo of the purpose built printed circuit board assembly (PCBA) and Figures 5.7 and
5.8 for the complete prototype.
PC Ethernet cRIO
RT/FPGA
DO/NI9402
DI/NI9402
AI/NI9215
5V 3.3V
5V 3.3V
DRV8332
LPvfilter
MotorAS5311SPI
Status
PWM
ia b c
ff
va vb vc
Figure 5.2: Block diagram describing how components interact.
Figure 5.3: Printed circuit board assembly constructed for this project.
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5.2 Control Unit
From National Instruments (NI) a CompactRIO cRIO-9022 real-time controller (RT)
together with a cRIO-9116 reconfigurable chassis housing a field-programmable gate
array (FPGA) was used as control unit as it is versatile and powerful allowing freedom
in control algorithm design. The RT has a 533 MHz Freescale MPC8347 real-time
processor [8] and the FPGA is a Xilinx Virtex LX85 [9]. The FPGA clock runs at 40
MHz and the built in FPGA allows for running tasks in true parallel operation. The
unit executes LabVIEW programs. To measure analog inputs a NI 9215 module with
four channels with 16-bit 100 kHz simultaneous sampling [10] was used. The digital
inputs and outputs were managed by two bi-directional NI 9401 modules each having
eight channels with maximum 100 ns delay [11].
5.3 Software
The control software was programmed in both FPGA and RT. In Figure 5.4 the alloca-
tion of program functions is shown. Calculations in the FPGA were made in fixed-point
arithmetic or integer. The RT has floating-point capability and calculations were, be-
cause of the reduced implementation complexity, made in floating point. Where to place
the program functions were determined by the demand for fast execution and the need
for accurate timing. The sections below describe the functions.
5.3.1 FPGA
PWM Controlling PWM outputs in VSI.
SPI Communication interface with rotary magnetic encoder chip for angular position.
Main Samples current and position, which are transformed from three phases a, b, c to
two phase d, q. From the transformation the currents are controlled by feedback
control. Controller outputs are transformed back to three phases which are then
used to calculate the PWM duty cycles via a space vector modulation (SVM)
function.
5.3.2 RT
Filtering 2nd-order low pass filters for various filtering applications.
Control Feedback control of position and velocity.
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Data logging Data logging used for troubleshooting, tuning and reporting.
UI The user interface (UI) enables the user to control the motor, adjust parameters
and monitor the control and measurements.
PWM
Current
sample
ia,b,c
ABC
DQ
DQ
ABC
SVM
PIq
PId
Sample
postion
θm
SPI
FPGA
Control--
speed
Control--
position
Digital
filters
Data
logging
UI
RT
Main
Main
Figure 5.4: Program allocation on FPGA and RT, respectively.
5.3.3 Closed Loop Control
For control a traditional proportional integral (PI) controller was used with setpoint
weighting and tracking to prevent windup of the integrator.
The discretized controller is shown in (5.1).
Proportional: Pk = K(βyk,ref − yk), 0 ≤ β ≤ 1
Desired output: vk = Pk + Ik−1
Limited output: uk =

vmin if vk ≤ vmin
vmax else if vk ≥ vmax else
vk
Integral: Ik = Ik−1 +KTs[
1
Ti
(yk,ref − yk) + 1
Tr
(uk − vk)]
(5.1)
where K is feedback gain, β setpoint weighting, Ti integrator time constant, Tr output
tracking time constant and Ts is the sampling time of the regulator
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5.3.4 Implementation on Other Hardware
When programming a versatile system like the NI CompactRIO the aspect that a com-
mercial implementation would be made on a low-cost MCU had to be taken into con-
sideration. An FPGA is costly and is not likely to be used in a PTZ camera for motor
control. The FPGA can however be excluded when implementing with a MCU. The
reason is that an MCU has in most cases built-in hardware support for PWM and SPI.
Transforming three phase to two phase will demand heavy trigonometric calculations.
There are MCUs on the market with integrated digital signal processors (DSP) that will
handle this transformation [12]. But implementation on conventional MCU is possible
[13]. Operation performed in the RT can be programmed in fixed point arithmetic to
facilitate implementation on an MCU. Parts of the program, such as data logging and
UI, will not be needed in a commercial implementation and can be omitted.
5.4 Voltage Source Inverter
The phase commutation is handled by the integrated circuit (IC) DRV8332 from Texas
Instruments [14]. The IC is a triple half-H bridge circuit, see Figure 5.5, with some
added functionality, such as adjustable over-current protection as well as shoot-through
prevention. Shoot-through occurs when both high and low sides of a half bridge are
conducting current, thereby creating a short circuit. The IC is supplied with 12 VDC
for logic and 24 VDC for the half bridges.
VDC
A+
A-
B+
B-
C+
C-
VA   VB 
VC 
Figure 5.5: Principle of the triple half bridge.
Chapter 5. Prototype 20
5.5 Position Sensor
Rotor position measurement is done with a linear magnetic rotary encoder chip AS5311
[15]. A ring with 75 magnetic pole pairs is mounted on the outer rotor housing of the
motor. From this ring the encoder chip uses its integrated hall effect sensors and digital
signal processor to give an absolute position of 12 bit resolution within one pole pair
giving in total 307200 steps on a complete revolution as shown in Figure 5.6. Sampling
of the position was done by communication to the encoder chip via the serial peripheral
interface (SPI) protocol.
θ
 0 4095...  0 4095...  0 4095...  0 4095...  0 4095...
 1 307200...
...
 0 360°...
Figure 5.6: Position sensor scale.
Over a complete revolution the position is relative and only within a pole pair is the
position absolute. In order to get absolute information of a full revolution the position
was sampled fast enough to detect the change in magnetic pole pair and then make
corrections of the total value accordingly.
Sampling rate was limiting the maximum rotational velocity that could be kept without
losing track of position. Limitation is 2048 steps/sample translating to a minimum
of 150 samples/revolution. Running the SPI clock at 750 kHz and each sample was
completed in 25 clock cycles resulted in a sampling rate of 30 kHz of the position giving
a maximum velocity allowed to 200 revolutions/s.
The 307200 steps were degraded due to a noisy signal reading reducing the resolution by
one fifth down to 61440 steps/revolution, which gives a resolution of 0.00585938◦/step.
The noisy signal is most likely due to a ambient magnetic field interfering with the
measurement [15]. A moving average filter would most likely improve the performance
at full resolution. However, it is left as future work.
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5.6 Measuring Velocity
Motor angular velocity is differentiated from position as
ωm = θ˙m (5.2)
To measure the angular velocity discretization of (5.2) gives an estimation of angular
velocity at sample k as
ωm(k) =
θm(k)− θm(k − 1)
Ts
(5.3)
where Ts is the sampling time.
Running at very low angular velocity imposes that the system cannot be sampled too
often as a consequence of the finite resolution that the position measurement has. If
sample rate is too high it results in
θm(k)− θm(k − 1) = 0 (5.4)
giving a reading ω(k)m = 0 even though the motor is rotating.
The ability to rotate smoothly at 0.05 ◦/s demands that the sensor needs to distinguish
velocities lower than this for example one fifth of this value (0.01 ◦/s). This gives
1
5
· 307200
360
steps
rev
◦/rev
=
512
3
steps/◦ ⇒
512
3
steps/◦ · 0.01◦/s ≈ 1.7steps
s
(5.5)
which results in a maximum sample rate of 1.7 Hz in order to sense the lowest velocity
required. Added low-pass filtering reduced response even more.
5.7 Current Sensor
Current measurements can be done on the low side of each half-H bridge with a shunt
resistor in the ground path of each half-H bridge. Typically the resistance is less than
50mΩ. The voltage drop over these resistances are amplified through differential ampli-
fiers and then fed to the analog input of the controller. Low side positioning of current
sense resistors is useful since it leads to low common mode voltage.
Evaluation of this method reveals one fundamental obstacle. The measured current is
that of the half-H bridges and not the motor phases. Motor phase current is only equal
to half-H bridge current if its low side transistor or freewheeling diode is conducting. A
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sample and hold circuit must be implemented in order to reconstruct the signal when the
low side is not conducting [16]. Matters still get more intricate since all phases should
be sampled simultaneously in order to avoid phase-shift. This can only be achieved at
zero vector state in the space vector modulation scheme utilized for switching the half-H
bridges, see Chapter 8. The zero vector state is the only state where all three low sides
are conducting simultaneously. The sample and hold circuit should be able to detect
signals as short as 100 ns in length, which corresponds to the performance of the analog
input module.
With limited time available work continued using hall effect sensors mounted directly
on the motor phases [17]. See Table 5.1 for a review of the two sensing methods.
Table 5.1: Comparison of current sensing methods.
Current Sensing Method Shunt Resistor Hall Effect
Accuracy Good Good
Accuracy vs. Temperature Good Poor
Cost Low High
Isolation No Yes
High Current-Measuring Capability Poor Good
Saturation/Hysteresis Problem No Yes
Power Consumption High Low
Intrusive Measurement Yes No
When considering the attributes of each method, it is evident that the shunt resistor is
superior. Cost is a key factor for product development. The product should be capable
of operating in a wide range of temperatures and measurements should therefore not be
dependent on temperature. High current capability is of no concern since measurements
are done on low power motors. Power consumption is higher compared to Hall effect
sensors however the difference is minuscule relative to total power consumption of the
product. It can even be argued that the fact that current can be measured allows a more
intelligent control of the motor since the motor does not draw current unless necessary.
5.7.1 Analog Current Filter
In order to reduce computation load on the controller an analog first-order low-pass
filter was implemented with a resistor in series and a capacitor parallel to the load. The
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cutoff frequency is given by
fc =
1
2piRC
=
1
2pi · 103 · 100 · 10−9 ≈ 1.6 kHz (5.6)
The cutoff frequency is approximately 100 times higher than the highest steady state
current frequency, thereby giving room for transient responses while at the same time
effectively dampening unwanted noise.
5.8 Motor
The proposed recommendations for selecting the motor in section 4.5 has been taken
into account when searching for a suitable model. However, the desired slot/pole config-
uration was not available at the time of ordering. Furthermore, few if any manufacturers
provided information about skewing for minimizing cogging torque.
A motor from Maxon has been selected for this project [18]. It has an outer rotor and
is reasonable in size. See Table 5.2 for motor specifications.
Table 5.2: Motor specification for Maxon EC45.
Motor Data Value at nominal voltage
Nominal Voltage 24 [V ]
Nominal Current 2.33 [A]
Nominal Torque 83.4 ·10−3 [Nm]
Torque Constant 33.5 ·10−3 [NmA ]
Rotor Inertia 1.35 · 10−5 [kg ·m2]
Careful consideration on how to dimension the actuator is an essential part of the project.
In this section two alternative approaches to the problem will be investigated. The first
approach use fundamental principles of physics to determine what torque is needed to
rotate a camera in a manner that is deemed sufficient. The second approach is founded on
choosing the most powerful motor that respects a certain power consumption restraint.
5.8.1 Necessary Torque Estimation
The camera can for simplicity be approximated as a solid sphere with a mass = 0.2 kg
and radius = 0.05 m giving the load inertia as
Jload =
2mr2
5
= 2 · 10−4 [kg ·m2] (5.7)
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Taking into account the motor rotor inertia the total inertia becomes
Jtotal = Jload + Jmotor = 2.135 · 10−4 [kg ·m2] (5.8)
According to Table 2.1 the system should be able to rotate half of one revolution in half
a second. Assuming that positive and negative acceleration each constitute one half of
the time needed for the movement gives a maximum acceleration of
αm =
∆ωm
∆t
=
∆θm
(∆t)2
=
pi
2
· 16 = 8pi [rad
s2
] (5.9)
The theoretical torque needed to move the motor and load is given by
τ = Jtotal · αm ≈ 5.4 [milli Nm] (5.10)
Compensation for error in estimated load inertia as well as friction and other phenomena
is done by multiplying the theoretical torque with a safety factor Ks. This factor is
usually around 1.5 to 2 [19], giving
τreal = Ks · τ = [8.1, 10.8] [milli Nm] (5.11)
However, for this project the safety factor is set much higher as it is undesirable for the
motor to be the limiting factor in this early stage of prototype development. Having Ks
around 10-20 gives a bound on the output torque as
τreal = Ks · τ = [54.0, 108.0] [milli Nm] (5.12)
5.8.2 Power Consumption Restraint
Consider a power consumption restraint of 3 W in continuous operation and 5 W in
short term operation. Under the assumption that the motor phase to phase resistance
is 1 Ω then current consumption becomes
Imax =
√
Pmax
R
=
√
5
1
= 2.23 [A]
Icont =
√
Pcont
R
=
√
3
1
= 1.73 [A]
(5.13)
It is common for electric motor manufacturers to specify a so called torque constant,
defined as [NmA ]. It is desirable to select the motor with highest torque constant. In the
Chapter 5. Prototype 25
case of the Maxon EC 45 the torque output becomes
τmax = Kτ · Imax = 74.9 [milli Nm]
τcont = Kτ · Icont = 58.0 [milli Nm]
(5.14)
Figure 5.7: Full view of the prototype. The PCB is to the left, motor with position
sensor in the middle and modified current sensing with hall sensors to the right.
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Figure 5.8: Front side of the prototype, this position simulates tilt motor control.
Chapter 6
Dynamic Modeling
6.1 Friction
In applications where tolerances on tracking errors are low and the demand for high
precision positioning control is essential the effects of friction cannot be neglected. By
modeling the friction it is possible to design a control system which can compensate for
friction and therefore gain performance [20]. Friction can be modeled in several ways
with dominating effects from Coulomb friction and viscous friction. Finer modeling can
be made including the Striebeck effect.
6.1.1 Friction Model
In a motor the friction is a torque τf which relates to the torque τ produced by the
motor as
τ = Jω˙ + τf (6.1)
where J is the moment of inertia and ω is the angular velocity. τf depends on ω and τ
[21]. When ω = 0 the friction is static. It can be modeled without dynamics as
τf (0, τ) =
{
τ, if |τ | < ks
kssign(τ), if |τ | ≥ ks
ks is the static friction constant (6.2)
When ω 6= 0 the friction is no longer static. The friction is now kinetic and not depending
on τ . Combining constant friction known as Coulomb friction and viscous friction the
kinetic friction can be described as
τfk(ω) = kcsign(ω) + kvω (6.3)
27
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where kc is the Coulomb friction constant and kv the viscous friction constant.
In the transition between static and Coulomb friction there is something known as
Streibeck effect. To model this effect the Armstrong model can be used. Below this
model is described [21].
τfk(ω) = sign(ω)(kc + (ks − kc)e−|
ω
vs
|δv ) + kvω (6.4)
where vs is the Striebeck velocity coefficient and δv the fitting parameter.
To illustrate the differences of the models described in Equations (6.2), (6.3) and (6.4)
the frictions torque function are plotted in Figure 6.1. Parameters used are kc = 0.15,
ks = 0.2, kv = 0.005, vs = 0.5 and δv = 0.5.
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Figure 6.1: Illustrative plot of friction models. Dashed line: Coulomb friction. Dash-
dotted line: Coulomb and viscous friction. Solid line: Coulomb and viscous friction
with Striebeck effect.
From now on Equation (6.3) will be used to describe friction as it lends itself well for
parameter identification and modeling.
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6.2 Reference Frame Transformation
If it is desirable to control DC variables when the actual variables are sinusoidal, then
considerable simplification of system equations are gained by using the rotor as reference
frame for system variables.
A power invariant version of the transformation is according to [22] given by
d
q
0
 =
√
2
3

cos(θel) cos(θel − 2pi3 ) cos(θel + 2pi3 )
− sin(θel) − sin(θel − 2pi3 ) − sin(θel + 2pi3 )√
2
2
√
2
2
√
2
2


a
b
c
 (6.5)
and its corresponding inverse is given by
a
b
c
 =
√
2
3

cos(θel) − sin(θel)
√
2
2
cos(θel − 2pi3 ) − sin(θel − 2pi3 )
√
2
2
cos(θel +
2pi
3 ) − sin(θel + 2pi3 )
√
2
2


d
q
0
 (6.6)
Under the assumption that the components always are balanced as a+b+c = 0, which is
true for no fault conditions, then the zero component can safely be ignored for increased
computational efficiency. The reduced transform is then given by
(
d
q
)
=
√
2
3
(
cos(θel) cos(θel − 2pi3 ) cos(θel + 2pi3 )
− sin(θel) − sin(θel − 2pi3 ) − sin(θel + 2pi3 )
)
a
b
c
 (6.7)
with its inverse counterpart given by
a
b
c
 =
√
2
3

cos(θel) − sin(θel)
cos(θel − 2pi3 ) − sin(θel − 2pi3 )
cos(θel +
2pi
3 ) − sin(θel + 2pi3 )

(
d
q
)
(6.8)
An illustration of the transformation can be seen in Figure 6.2.
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Figure 6.2: Visualization of the reference frame transformation.
6.3 System Equations
By knowing the amount of torque that is produced by the motor then other dynamics,
such as rotor velocity and position, follows. Having a solid foundation in dynamic torque
modeling is key to achieve high performance in the aforementioned areas.
The following assumptions have been made when developing the model; Reluctance
torque is neglected since reluctance is for all intents and purposes independent of rotor
position, see Table 7.2. Frequency dependence of stator resistance is disregarded since
the motor is fed low frequency sinusoids. Core losses in magnetic materials of the
machine are neglected as well as magnetic saturation. Temperature dependence mainly
affects the permanent magnet flux linkage and as a consequence also the torque constant
but also to some extent resistances and friction. According to [23], two-time-scale theory
allows temperature to be considered constant in relation to the fast dynamics of the
remaining system. The effect of temperature change will over time cause parameter
drift. Finally, the torque load is only dependent on gravity and considered to only affect
the tilt axis.
In the case of the electrical machine acting as a motor, the magnetic field induced by
the stator always leads the permanent magnet rotor. The difference in angle is called
torque angle (δ) and determines the fraction between direct and quadrature current as
id = im cos(δ)
iq = im sin(δ)
(6.9)
for the field-oriented control method described in Section 9.1 the direct current is forced
to zero as δ = ±pi2 rad whereas direct and quadrature currents are coupled in synchronous
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control as described in Chapter 10. The benefit of having a torque angle of 90 degrees
is that it gives maximum torque output per input current, see Figure 6.3.
-90° 90° δ
τ
Figure 6.3: Electromagnetic torque output as a function of torque angle.
The rotor reference also transforms the real stator-windings to its fictitious counterparts,
resulting in the two inductances Ld and Lq that are independent of rotor position.
According to [5] and [23], the electrical model of the PMSM in rotor reference frame is
given by (
vd
vq
)
=
(
R+ pLd −ωelLq
ωelLd R+ pLq
)(
id
iq
)
+
(
0
ωelKe
)
(6.10)
where p is the derivative operator. Multiplying the left hand side of Equation (6.10)
with its respective current and converting to mechanical velocity gives the instantaneous
input power of the machine as
P = vdid + vqiq
= R[i2d + i
2
q ] + (Ldid
did
dt
+ Lqiq
diq
dt
) +
np
2
ωmiq((Ld − Lq)id +Ke)
(6.11)
where R[i2d+i
2
q ] represents the resistive losses over the stator and Ldid
did
dt +Lqiq
diq
dt is the
rate of change of stored magnetic energy. The last component,
np
2 ωmiq((Ld−Lq)id+Ke),
is synonymous with the electromagnetic power. Dividing the last component in Equation
(6.11) with the mechanical rotor velocity gives the electromagnetic torque as
τe =
np
2
iq((Ld − Lq)id +Ke) (6.12)
Since an outer rotor motor is used and Ld ≈ Lq, see Section 7.2, the electromagnetic
torque function can safely be approximated as
τe =
np
2
Keiq (6.13)
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A mechanical model including friction described in Equation (6.3) for the PMSM can
be formulated as
dωm
dt
=
1
J
(
np
2
τe − sign(ωm)kc − kvωm − τl + τc) (6.14)
where τl is load torque, τc is cogging torque, kc is the Coulomb friction constant and kv
is the viscous friction constant. Combining Equation (6.12) with Equation (6.14) gives
dωm
dt
=
1
J
(
np
2
Keiq − sign(ωm)kc − kvωm + τl + τc) (6.15)
where torque load is defined as
τl = −rmg cos(θm) (6.16)
where r is the radius from axis of rotation to center of mass m and g is gravitational
acceleration, θm is defined as the angle between the rotor and horizontal plane. The
cogging torque is implemented in a look-up table, see Section 7.4. Now every state of
the process can be expressed as
did
dt
=
1
Ld
(vd + Lqωeliq −Rid)
diq
dt
=
1
Lq
(vq −Riq − Ldωelid −Keωel)
dωm
dt
=
1
J
(
np
2
Keiq − sign(ωm)kc − kvωm + τl + τc)
dθm
dt
= ωm
(6.17)
The System Equations in (6.17) form the basis for a MathWorks Simulink simulation of
the continuous closed loop system in Section 9.2.
Chapter 7
Parameter Identification
In order to simulate the process a number of parameters needed to be identified. Most
of them were not accounted for in the motor specification and the ones that were was
measured for the purpose of validation. Parameter measurements of the PMSM in
Sections 7.1, 7.2 and 7.3 were done according to the methodology described in [24].
7.1 Phase Resistance
The phase to neutral resistance of the motor is according to the data-sheet 515 mΩ. A
four-terminal measurement has been performed in order to verify this claim, see Table
7.1. The device used in measuring the phase resistance is rated at 1.0 % accuracy in
the given range and is considered more accurate than the rated value in the data-sheet
since it lacks information of measurement uncertainty.
Table 7.1: Four-terminal measurement of phase to neutral resistance.
Type Value
Phase A resistance 496 mΩ
Phase B resistance 492 mΩ
Phase C resistance 483 mΩ
Mean phase resistance 490 mΩ
33
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7.2 Direct and Quadrature Inductance
According to [24], as the rotor is aligned and locked with either θel = 0 or θel =
pi
2 , a
step in voltage creates a current response that is equivalent to a first order RL circuit:
id,q =
V
R
(1− e−
t
τd,q ), τd,q =
L
R
(7.1)
where L is the total inductance for the connection of the stator windings, which gives
Ld =
2
3
L, (θel = 0) (7.2)
Lq =
2
3
L, (θel =
pi
2
) (7.3)
Ld,q =
2
3
τd,qR (7.4)
In order to reduce the impact of measurement noise, a function generator was used to
repeatedly generate the voltage step. A bank of capacitors was added in order for the
supply voltage to cope with the sudden surge of current. The circuit is shown in Figure
7.1. The measurement reading is an average of one thousand steps of these voltage steps.
See Figure 7.2 for plots of the measurements.
+
−1.5V 20.1mF
0.740mΩ LD,Q
0-5V
Figure 7.1: Circuit diagram for measuring current step respons of Ld and Lq.
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Figure 7.2: Measurements of a voltage step response with an amplitude of 1.5 V.
The current responses are in both cases typical of the first order RL circuit. Both
inductances have clearly reached their final level after 1.5 ms.
As both measurements were done with phase a in series with phase b and c in parallel,
the total resistance over the stator windings including motor cables is R = 740 mΩ. The
rise time 0-63.2% was measured as τd = 359.7 µs and τq = 349.6 µs. See Table 7.2 for
the measured value of the d and q inductances in accordance with Equation (7.4).
Table 7.2: Measured values of direct and quadrature inductances.
Type Value
Direct inductance Ld 176.37 µH
Quadrature inductance Lq 171.42 µH
Their close resemblance in value is due to the fact that the motor has a surface mounted
permanent magnet hence reluctance is roughly the same in every position [24].
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7.3 Back-emf & Torque Constant
Induced motor voltage due to electromotive force increases linearly with angular velocity
and its slope is determined by the back-emf constant. The back-emf constant is equiv-
alent to the torque constant [NmA ]. It is a parameter that is often listed in motor data
sheets and is of practical use when determining the relation between input current and
produced torque. The relation is
V · s
rad
=
kg ·m2
A · s2 =
N ·m
A
(7.5)
A test for measuring the back-emf constant was done by driving the PMSM at a constant
velocity and measuring the phase to neutral voltage. An angular velocity controlled DC
motor with a gearbox with ratio 53:1 drove the PMSM as a generator. See Figure 7.3
for induced voltage measurements at 130 rpm.
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Figure 7.3: Induced phase voltage at 130 rpm. Peak to peak voltage is 535 mV and
the period is 57.8 ms.
Data acquired in Figure 7.3 gives the back-emf Ke according to
Ke =
Vpk
ωel
=
Vpk−pk
2ωel
=
Vpk−pkT
4pi
= 2.46 · 10−3V · s
rad
(7.6)
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By converting Ke to mechanical angular velocity and compensating for the phase to
neutral voltage gives the torque constant as
Kt =
np
2
·
√
3 ·Ke = 34.0 · 10−3 [N ·m
A
] (7.7)
This validates the value of Kt = 33.5 · 10−3N ·mA that is specified in the datasheet. The
relatively low induced voltage makes measurement errors introduced by the voltage probe
more significant, as such the torque constant value listed in the datasheet is considered
more reliable. For use in the dynamic model, the torque constant listed in the datasheet
is converted to its back-emf counterpart
Ke =
2
np
· 1√
3
· 33.5 · 10−3 = 2.42 · 10−3 [V · s
rad
] (7.8)
7.4 Cogging Torque
All PM motors suffer to some extent from the unwanted effect of cogging torque. It is a
byproduct of the interaction between the permanent magnet rotor and stator windings.
The effect is predominately evident at low angular velocity in low inertia systems and
is therefore one of the main concerns when high precision position control is desired.
There are several different models for analytical prediction of this phenomena. All of
them require detailed knowledge of the motor at hand and their validity for different mo-
tor types are subject to research [25]. Another approach is to do a finite element analysis
on the motor at hand. Lastly there is identification by experimental measurement as
this circumvents complex calculations or simulations as described in [26]. Although this
method of identification looks promising it requires a torque transducer, which was not
available at the time. This project will therefore only evaluate simulated parameters,
see Section 11.3.2.
7.5 Friction Parameter Identification
Running at a constant velocity and using (6.15), dωmdt = 0 and τl = τc = 0 leaves
0 =
1
J
(
np
2
Keiq − sign(ωm)kc − kvωm) (7.9)
Sufficient angular velocity is required to reduce the effect of cogging torque. The inertia
of the system will average cogging torque to τc = 0.
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Measuring the current iq at various angular velocities then the torque produced can be
calculated with Equation (6.13). Given the data linear interpolation can be performed,
see Figure 7.4. In Table 7.3 the result is shown.
Table 7.3: Measured values of friction constants.
Type Value
Viscous friction constant kv 0.50 · 10−6 kg·m2/s
Coulomb friction constant kc 0.11 · 10−3 Nm
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Figure 7.4: Friction torque measured at different angular velocities to identify friction
parameter constants kv and kc.
Chapter 8
Space Vector Modulation
To generate sinusoidal phase currents to drive the motor Space Vector Modulation
(SVM) has been implemented. SVM has proven to have low current harmonics compared
to the method of generating sinusoidal currents with sampled sinusoidal reference [27].
SVM is also a well-established method and has become a standard for power converters
[28].
8.1 Principle of Operation
The concept of SVM is that the three phase voltage references va,ref , vb,ref , vc,ref are
transformed into two phase stator coordinates vα,ref and vβ,ref [29] which in their turn
can be represented by a voltage reference vector v0,ref .
The three half-bridges in the VSI, see Figure 5.5, can in total accomplish eight switching
vectors shown in Table 8.1. In Figure 8.1 the vectors are shown in αβ-coordinates
together with a voltage reference in Sector I. With these eight vectors it is possible to
generate any voltage reference which is inside the hexagon. To modulate v0,ref zero
vectors Vz = V0 = V7 and the two adjacent active vectors Vi and Vj are used. In
Equation (8.1) v0,ref is expressed as a linear combination of the three vectors Vz,Vi,Vj .
v0,ref = dzVz + diVi + djVj (8.1)
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The duty cycles are given in equation (8.2) where m =
√
3
|v0,ref |
vDC
, 0 ≤ m ≤ 1.
di = m sin
pi
3
− θr
dj = m sin θr
dz = 1− di − dj
0 ≤ θr ≤ pi
3
(8.2)
Zero vector duty cycle is derived as equation (8.3).
d0 = d7 =
dz
2
(8.3)
Table 8.1: Switching table for SVM.
Vector A+ B+ C+ A− B− C− vab vbc vca
V0 = 000 Off Off Off On On On 0 0 0 Zero Vector
V1 = 100 On Off Off Off On On +vDC 0 −vDC Active Vector
V2 = 110 On On Off Off Off On 0 +vDC −vDC Active Vector
V3 = 010 Off On Off On Off On −vDC +vDC 0 Active Vector
V4 = 011 Off On On On Off Off −vDC 0 +vDC Active Vector
V5 = 001 Off Off On On On Off 0 −vDC +vDC Active Vector
V6 = 101 On Off On Off On Off +vDC −vDC 0 Active Vector
V7 = 111 On On On Off Off Off 0 0 0 Zero Vector
Chapter 8. Space Vector Modulation 41
α
β
 
V2(110)
V1(100)
V3(010)
V4(011)
V5(001) V6(101)
V0(000) V7(111)
Sector I
Sector II
Sector V
Sector IV
Se
cto
r I
II
Se
cto
r V
I
V 0,r
ef
d1|V1|
 
d 2
|V 2
|
Figure 8.1: VSI space vectors with reference voltage vector v0,ref in Sector I. Active
vectors Vi , i = 1, . . . , 6 are separated by
pi
3 . d1 and d2 are duty cycles for voltage
vectors V1 and V2, respectively.
To avoid the computational heavy trigonometric functions in Equation (8.2) a method
suggested in [30] was used, see Algorithm 1. It is easy and straight forward to implement
and requires less computational effort suitable for implementation on micro controllers.
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Algorithm 1 SVM duty cycle generation
1: vab = va − va, vbc = vb − bc, vca = vc − va
2: if vab ≥ 0 then
3: if vbc,ref ≥ 0 then # Sector I
4: di =
1
vdc
vab, Vi = V1
5: dj =
1
vdc
vbc, Vj = V2
6: else if vca,ref ≥ 0 then # Sector V
7: di =
1
vdc
vca, Vi = V5
8: dj =
1
vdc
vab, Vj = V6
9: else # Sector VI
10: di = − 1vdc vca, Vi = V1
11: dj = − 1vdc vbc, Vj = V6
12: end if
13: else
14: if vbc,ref < 0 then # Sector IV
15: di = − 1vdc vbc, Vi = V5
16: dj = − 1vdc vab, Vj = V4
17: else if vca,ref < 0 then # Sector II
18: di = − 1vdc vab, Vi = V3
19: dj = − 1vdc vca, Vj = V2
20: else # Sector III
21: di =
1
vdc
vbc, Vi = V3
22: dj =
1
vdc
vca, Vj = V4
23: end if
24: end if
25: dz = 1− di − dj
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8.2 Switching Sequence
There are several ways to arrange the switching sequence. Several of them are described
in [28]. The Symmetric generated SVM seen in Figure 8.2 was used as a balance of
implementation complexity and performance.
1
d0/2 d1 d2 d7 d1d2 d0/2
V0 V1 V2 V7 V2 V1 V0
A+  B+
C+
1
d0/2 d1 d2 d7 d1d2 d0/2
V0 V1 V2 V7 V2 V1 V0
 
Figure 8.2: Method for generating symmetric SVM. Here operating in Sector I.

Chapter 9
Field-Oriented Control
9.1 Theory
By use of Equation (6.5) current control can be done with the DC currents id and iq
instead of AC currents ia, ib and ic, which enables faster torque control. As a result of
Equation (6.12) being reduced to Equation (6.13) iq is the only current that produces
torque. Since id does not add any torque it is natural that id,ref = 0. By forcing id = 0
by means of current control the torque angle is δ = 90◦ at all time. This configuration
enables position control as in Figure 9.1. Position control gives an angular velocity
reference to the angular velocity controller which in its turn outputs an acceleration
reference which is proportional to the torque and hence the current iq. The reference
of torque is controlled by the iq current controller. Through this cascade coupling of
controllers a double integrator is achieved that transforms the position reference to an
acceleration, which can be controlled by regulating the current feed to the motor.
Σ
Position
Controller
Σ
Ang. Vel.
Controller
FOC
iq,refωm,u
Measurements
θm,ref θm, ωm
−
θm
−
ωm
Figure 9.1: Position and angular velocity control in cascade coupling.
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Σ
Σ
IQ
Controller
ID
Controller
DQ to ABC
SVM
& PWM
Process
ABC to DQ
iq,ref
id,ref = 0
id, iq
−
−
θm
Figure 9.2: Contents of the FOC block in Figure9.1. The process constitutes both
the voltage source inverter and motor.
In this control scheme the inner loop seen in Figure 9.2 can run at a high sample
frequency (fs = 10 kHz) gaining very high bandwidth. The two outer loops will in their
turn have a lower sample frequency but still with a relatively good bandwidth.
The control method described above is a common way to control an electric motor.
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9.2 Simulation
The performance of the control law is evaluated with a position step response of 180
degrees. In Figure 9.3, position and angular velocity measurements are shown. The rise
time is promising when comparing to the half second criteria for a step according to
Table 2.1.
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Figure 9.3: Angle and angular velocity response. Rise time from 10 % to 90 % is
about 228 milliseconds. There is a steady state error in position of 4.8 degrees.
Total power consumption in Figure 9.4 shows that the controlled system exceeds the
maximum power consumption only during short transients. These power transients are
due to the large rate of change in stored magnetic energy described by the second term
in Equation (6.11). The time duration for each and every one of them is less than one
millisecond and the largest peak is approximately 30 W, therefore the energy content is
of no concern when selecting capacitors for the drive circuit.
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Figure 9.4: Total instantaneous power consumption during the step and five and
three watts limits are marked.
In Figure 9.5 the benefit of applying current control in the rotor reference frame is
apparent. Each sign change in quadrature current causes a change in sequence of the
three phase currents.
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Figure 9.5: The lower plot shows direct current (dotted) and quadrature current
(line). Sign change in quadrature current causes a change in sequence for the three
phase currents in the upper plot.
Figure 9.6 illustrates the difficulties involved with controlling the system as the gross
torque acting on the system is highly dynamic.
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Figure 9.6: Gross torque acting on the system..
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The simulated controller was discretized in order to determine how fast the system needs
to be sampled for achieving sufficient bandwidth.As it turns out the angular velocity
needs a sampling rate of 3.5-8 kHz for stable position or very low velocity control. If the
position encoder had a factor of 400-1000 more steps per revolution it would be possible
to sample at the simulated rate. Such an extremely high resolution encoder would in
turn either limit the maximum angular velocity or require even higher sampling of the
position in order not to miss a change in magnetic pole pairs on the encoder ring.
9.3 Results
9.3.1 Step Response Angle
Position control was not possible to achieve with any satisfactory performance. In Figure
9.7 a step response from 0− 180◦ is shown. Angular velocity controller and the torque
controlled by iq are seen in Figures 9.8 and 9.9, receptively. The position controller
struggles to reduce the error to zero. Problems occur when the angular velocity controller
is not able to operate under a certain velocity. Position error is integrated giving a
ramp angular velocity reference. Angular velocity control is not able to respond to the
low reference values. When the torque produced is large enough to overcome friction
and cogging torque the motor will move. The amplitude of the resulting torque is so
great that the position control overshoots. At some point a rather stable position at
t = [9, 13]s is found but there is still some error giving a reference to the angular velocity
controller ωref 6= 0 which in its turn integrates to be able to respond to the commanded
velocity. This again results in position overshoot. The behavior originates from the
angular velocity controller. Running at very low angular velocity is not possible without
modifying the control method.
Even though steady state error is significantly higher than the system requirements it
is worth noting that the rise time of the initial movement is less than one second.
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Figure 9.7: Position step 0-180◦. The dot-dashed line is position reference and the
continuous line is position measurement.
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Figure 9.8: Velocity control during position step 0-180◦. The dot-dashed line is
velocity reference and the continuous line is velocity measurement
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Figure 9.9: Current control during position step 0-180◦. The dot-dashed line is
quadrature current reference and the continuous line is quadrature current measurement
9.3.2 Constant Low Angular Velocity
Running at very low angular velocity as low as 0.05◦/s is not possible in this config-
uration. Problems with measuring angular velocity described in Section 5.6 becomes
evident when trying to control at low velocity. Sampling the angular velocity at 20 Hz
it was possible to run at 90 ◦/s which is 1800 times faster than the slowest operation
point specified as critical. Lowering the sample rate even further to measure even slower
angular velocity was pointless as cogging and friction torque prohibits very low angu-
lar velocity operation. In previous Section 9.3.1 results show poor performance at low
angular velocity. The bandwidth of the angular velocity controller is not sufficient to
compensate for the nonlinear behavior that the cogging and friction torque contributes
to the system.
9.3.3 Step Response Angular Velocity
This control method have been successfully implemented for angular velocities higher
than 360 ◦/s. In Figures 9.10 and 9.11, a step response of angular velocity control is
shown. The angular velocity controller was sampled at 32.25 Hz.
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During operation at 360 ◦/s it can be seen that the velocity oscillates with 1 Hz. The
cause is not related to the control. Possible causes are uneven friction during the revo-
lution or that the position senor suffers from a nonlinearity.
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Figure 9.10: Speed step response 0− 720− 360− 0◦/s. Dashed line is controller set
point and solid line is measured value.
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Figure 9.11: Currents iq and id during the velocity step response 0−720−360−0◦/s.
Dashed line is controller set point and solid line is measured value

Chapter 10
Synchronous Control
An interesting phenomena was observed during software testing and debugging of the
DQ-transform, SVM and PWM blocks. When feeding the motor with a constant quadra-
ture current and at the same time increasing the angle fed into the DQ-transform and
its inverse counterpart, a considerably slower rotation was achieved compared to what
later would be achieved with the field-oriented control. Naturally the rotation was not
smooth since the process was open loop, but a precedence had been set to continue
investigating the performance in closed loop. Simulation of this control law was omitted
since successful operation on the prototype was near at hand.
10.1 Theory
In principle, the controller varies the offset angle between induced magnetic field and
permanent magnet rotor instead of forcing it to ±90 degrees as in constant torque angle
control. It is a moderate solution that is less sensitive to load disturbances. In return
however it is slower in response of reference changes as the torque angle has to ramp
up from a stable low value for each position step response. Of note is that the resulting
torque angle should never exceed 90 degrees or else rotor slipping would occur. This
could either be solved by implementing a tracking feature for limiting the control output
or, as in this case, by low pass filtering the position reference.
Further work with the idea led to the following control scheme, see Figure 10.1 for a
main level block diagram and Figure 10.2 for the inner current control loop in detail.
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Low Pass
Filter
Σ
Position
Controller
Subsystem
ωm,ref
Reference
Generator
θm,ref θm, ωm
iq,ref
−
θm
Figure 10.1: General structure of the synchronous controller.
The reference generator gives the quadrature current as
iq,ref = |θm,error| ·Kerror + |ωm,ref | ·Kω
iq,ref =
0.1, if iq,ref < 0.10.2, if iq,ref ≥ 0.2
(10.1)
Σ
IQ
Controller
id
Controller
Σ
DQ to ABC
SVM
& PWM
Process
ABC to DQ
z
z−1 · Ts
iq,ref
id,ref = 0
id, iq
θm,u
ωm,u
−
−
Figure 10.2: Contents of the subsystem block. The process constitutes both the
voltage source inverter and motor.
It is intuitive to think that there should be an induced magnetic field present as long
as there exists a position error and/or a velocity reference in order for actuation of the
rotor. Even if there exists no such signal there still needs to be a lower limit on the
quadrature current otherwise load disturbances would interfere. The upper limit ensures
that power consumption remains within reason.
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10.2 Results
The results in this section has been gathered with the main loop and data logger running
at 125 Hz. The step responses are done in panning mode making the load unbalance of
little or no significance on the measurement.
10.2.1 Step Response Angle
In Figure 10.3 a position measurement is shown. Rise time is considerably slower than
the simulated step for field-oriented control. Furthermore with an error band of ±1
degree the settling time is 2.5 seconds with no overshoot. The lowest possible angle that
could be differentiated from zero is 5.9 milli-degrees and as such numerical errors are
present in the data processing. The steady state error is still considered excellent as it
is well below the positional accuracy of 0.1 degrees listed in the system requirements.
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Figure 10.3: Filtered step reference (dashed) and rotor angle (line). Rise time from
10 % to 90 % is 0.74 seconds and steady state error is 0.001 degrees.
In Figure 10.4 quadrature current reference adapts as described in Equation (10.1).
When steady state is achieved current is once again lowered corresponding to a minimum
holding torque value.
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Figure 10.4: The current reference (dashed) and measurement (line) for direct and
quadrature current.
The benefit of this control method is clearly visualized in Figure 10.5. As steady state
position is achieved torque angle simply rises to compensate for the lowered quadrature
current. This oﬄoading is possible to a maximum of 90 degrees before slipping occurs.
0 1 2 3 4 5 6 7 8 9 10
−5
0
5
10
15
20
25
30
Time (seconds)
To
qu
e 
An
gl
e 
(el
ec
tric
al 
de
gre
es
)
Figure 10.5: Resulting torque angle from the interaction between stator field and
rotor magnetic field.
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10.2.2 Constant Low Angular Velocity
When running the angular velocity control in open loop the performance meets the
specified minimum rotation velocity set in the system requirements, see Figure 10.6.
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Figure 10.6: Open loop velocity control operating at 0.05 ◦/s.
10.2.3 Step Response Angular Velocity
Comparing the steady state ripple in Figure 10.7 shows that increased rotational mo-
mentum reduces the impact of cogging torque. Overshoots in step response are due to
the low pass filtering of the reference. This specific filter was originally intended for
processing position references and as such there is room for improvement in designing a
specific velocity reference filter which has no overshoot.
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Figure 10.7: Angular velocity reference (dashed), filtered reference (line) and mea-
sured value (line).
Chapter 11
Compensation Methods
A number of compensation methods have been identified that could possibly improve
performance of the field-oriented controller. All of them will be accounted for in this
chapter. Those that were tested on the prototype will also be included in the result
section at the end of this chapter.
11.1 Estimation of Speed
The straight forward method of Equation (5.3) is not always preferable. To use this
estimate in applications a low pass filter needs to be applied to smoothen the measure-
ments. However, a low pass filter introduces a phase lag which degrades performance in
the controller. To overcome unwanted delay a Kalman Filter (KF) can be introduced.
In the case with the PMSM the system transfer function Equation (6.17) is nonlinear.
To apply KF to a nonlinear system linearization of the system can be done as in the
Extended Kalman Filter (EKF) [31]. The EKF uses in most cases a first order lineariza-
tion. There are second-order implementations but implementation and computational
complexity make them hard to use [32]. The approximations made in the EKF can
lead to non-optimal performance and the filter can also diverge [32][33]. To overcome
the problems that arise from linearization in the EKF a method called the unscented
Kalman filter (UKF) can be used [32][33]. The difference between EKF and UKF is in
how the information is propagated. In the EKF the information is propagated through
the linearized system and in the UKF the nonlinear system is used making it possible
to capture nonlinear dynamics by the linearized system.
Compared to the KF, the UFK has a similar structure where a covariance and a gain
matrix is predicted. The information is then used in a predictor/corrector scheme. In
[34] UKF has been tested on a PMSM with some success.
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Unfortunately Equation (5.4) implies that neither EKF nor UKF is helpful when oper-
ating at very low velocities. Accuracy of position measurement is considered to be very
good and not using this measurement as input to the estimator can be considered as
rash. The model also needs to include friction and cogging torque in order to approxi-
mate well at very low velocity. Taking these points into consideration it is doubtful that
the EKF or UKF will improve velocity estimation.
11.2 Friction
When operating from zero to low velocities static friction creates an unwanted nonlinear
behavior of the torque that needs to be applied to put the motor into motion and puts
a high demand on bandwidth properties of the velocity controller. Compensation of
friction can be done as in Figure 11.1. With the feedback of Pˆfriction the nonlinearity
can be reduced. Parameters of the friction can be estimated as a constant, with an
observer [20] or adaptive control.
PC
∑
Pfriction
Pˆfriction
∑
−
ωref τ ω
τˆf
τf
Figure 11.1: Closed loop system with process P modeled with friction separately as
Pfriction. Friction compensation is achieved through Pˆfriction.
The effects of cogging torque was dominating friction and it was of no use to evaluate
friction compensation. If problem of cogging torque was solved then this compensation
method would be of special interest.
Chapter 11. Compensation Methods 63
11.3 Cogging Torque
11.3.1 Iterative Learning Control
In [35] an adaptive compensating controller in a form of angle based iterative learning
control (ILC) has been proven to reduce the influence of cogging torque. The concept of
the ILC is that the angular velocity error at a current rotor angle is filtered together with
the angular velocity control output. This output will then be added as a compensation
in the next revolution to reduce error introduced from the cogging torque, see Figure
11.2. An implementation of ILC described in [35] was tested. The output u of the next
revolution is given by
u(i+ 1, θm) = Q(u(i, θm) + Le(i, θm)), i = iteration index (11.1)
where e is the control error, Q a low pass filter and L a transfer function.
P
∑
ILC ∑
ωm
−
ωm,u iq,ref
ωm,ilc
ωm,ref
θm
Figure 11.2: Block diagram of angle based ILC to reduce cogging torque. P includes
both current feedback control and process.
11.3.2 Simulated Counter Torque
A heuristic approach is to simulate the cogging toque. The simulation result was im-
plemented in a look-up table in the control solution. Dependent on rotor position this
look-up table would inject a current that would, in theory, counteract the effect of the
cogging torque at any given position. This solution demands that the estimated data
would be precisely lined up with the actual cogging torque. For this reason cogging
torque as a function of angular position was mapped in Section 11.3.3.
Simulation is done with MotorSolve BLDC from Infolytica. The software has a premade
template for an outer rotor PMSM that is customizable in several ways. Naturally the
accuracy of the simulation is dependent on the input data, most of which is unknown.
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Educated guesses have been made whenever possible. 1280 data points have been gath-
ered for a full electrical rotation, see Figure 11.3. This corresponds to the resolution
of the sensor and storing any more values in the table is unnecessary. Having the data
represented with fixed point and 16 bit resolution gives a total space requirement of 2.56
kB for the look-up table.
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Figure 11.3: Output data from the finite element analysis. The period is 7.5 mechan-
ical degrees indicating that this phenomenon occurs 48 times per revolution.
11.3.3 Angular Position Mapping
It is possible to visualize the nonlinear dynamics of the actual friction and cogging torque
by moving the reference magnetic field and measure the torque angle, that is the relative
error between the field and rotor position, see Figure 11.4. The main benefit of this
measurement is to map rotor angle to cogging torque for use with detailed simulation.
The resulting field vector is set so that it is barely strong and fast enough to continuously
move the rotor. The error in torque is then estimated as
τ = Jrotor · ∆
2δ
(∆t)2
(11.2)
The very same magnetic field that makes it possible to move the rotor also introduces
an error in the measurement that alternates between dampening and amplification of
the perceived cogging torque depending on where the rotor is. Filtering of measurement
data also contributes to the degradation of data reliability.
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Figure 11.4: The mean value of position error is to be expected due to friction but a
varying mean value across a rotation indicates some non-ideality in motor construction
or that the sensor is nonlinear. The torque error plot is low pass filtered and the
waveform has 48 periods per full revolution which corresponds to the simulation.
11.3.4 Sinusoidal Counter Torque
Assume that the actual and unknown cogging torque of the motor is described by Figure
11.3. Consider also that the position and frequency of cogging ripples for a full revolution
is identified by measurements described in Figure 11.4. Then applying a counteracting
sinusoidal waveform with correct frequency and phase in relation to the actual cogging
torque gives the net torque in Figure 11.5. Since the maximum value of the actual
cogging torque is unknown tuning should be done until ripple amplitude is minimized
and its frequency has doubled. The scenario presented in this case gives a 47.7 %
reduction of the cumulative absolute error.
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Figure 11.5: Imagined cogging torque (dashed) and difference torque (line).
11.4 Results
11.4.1 Iterative Learning Control
To allow the low angular velocity measurements sampling rate was set to 50 Hz not
allowing the ILC to operate at a frequency where it was able to fully compensate for
the highly dynamic cogging torque. However, some success was made with this method.
A small angular velocity reference value of 10◦/s was given, leaving the ILC operating
while the angular velocity controller was disabled. Successively the ILC completed a
few revolutions before disabling the updating. In Figure 11.6 the output from the ILC
after one revolution is shown. There is clearly a symmetry and a strong relation to
the cogging torque. The difference is friction. Output from the ILC is generated from
running in one direction only. The ILC will have to keep the output above the friction
torque to enable motion. That is the reason for the offset from zero. The mean value is
i¯q,ILC = 0.0120mA which converted to torque is τ¯ilc = 0.116mNm ≈ kc.
With this permanent ILC curve it was not possible to run as slow as 1 ◦/s. Control
was very oscillatory but a great improvement from 90◦/s that was achieved without
compensation from ILC.
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During tests with ILC it was noted that stability was not guaranteed for all values of L
and Q [36]. Setting of these filters are critical for successful operation of the ILC. No
further stability analysis was made.
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Figure 11.6: Output of ILC after one revolution.
In Figures 11.7, 11.8 and 11.9 a comparison between no compensation and compensation
with ILC of a step response from 0-180◦ is shown. It is clear that angular velocity control
has less transients in angular velocity and thus resulting in a step response for position
which is much smoother but about 0.2 seconds slower.
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Figure 11.7: Position step response from 0-180◦. Dashed line is reference value and
solid line is measured value. The top plot is without compensation from ILC and the
bottom plot with ILC enabled.
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Figure 11.8: Angular velocity controller when acting on a position step response from
0-180◦. Dashed line is reference value and solid line is measured value. The top plot is
without compensation from ILC and the bottom plot with ILC enabled.
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Figure 11.9: Current controller when acting on a position step response from 0-180◦.
Dashed line is reference value and solid line is measured value. The top plot is without
compensation from ILC and the bottom plot with ILC enabled.
11.4.2 Simulated and Sinusoidal Counter Torque
The look-up tables based on these methods where tuned in phase and amplitude in
relation to the cogging torque. However, the net effect of the compensation resulted
in a somewhat smooth motion in parts of a mechanical rotation but a choppy motion
in other parts. This behavior indicates most likely that the motor has uneven torque
characteristics for a full mechanical rotation, as such this method was unsuccessful in
solving the cogging torque problem.

Chapter 12
Discussion
One of the goals of this project was to derive a model of the PMM and then to investigate
model parameters. The model is not an exact replication of the real world process, which
of course is impossible. It does, however, mirror the behavior of the process to a high
degree when comparing simulations with real world behavior. The process of identifying
all the necessary model parameters has also been elaborated upon.
The work of determining a suitable control method ended up in two different solutions,
each with its respective strengths and weaknesses. They are both equal in the fact that
they are portable to a micro-controller.
FOC could not be successfully implemented for the application. Still simulations of the
control law promises substantial improvements in rise time for position step responses.
A greater understanding of what limits FOC in position applications has been gained
by developing a detailed model of the process. From this model it is possible to eval-
uate the necessary sampling rate for the angular velocity controller, with or without
cogging torque compensation. By determining the necessary sampling rate then hard
requirements can be set on the position encoder resolution or gearing between rotor
and encoder ring to increase the sampling rate. Without taking such requirements into
account then future improvements on the prototype would be futile.
It remains uncertain whether or not the problems associated with this specific motor is
common among other similar sized motors due to for example non-ideality introduced
in production. However, if that is the case then attempts to nullify the cogging torque
by simulation would prove ineffective. Actual torque measurements on the motor would
most certainly be beneficial, but doing so in mass production would naturally increase
production costs.
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ILC would then seem to have the best of both worlds. It has potential to vastly improve
low velocity performance of the FOC, while at the same time require no special consid-
eration for characteristics of individual motors as the algorithm is adaptive. Therefore it
can handle production variations of motors. The drawback is then that the motors need
a number of low angular velocity rotations to tune its adaptive look up table. This could
be done either during installation and setup of a camera or better yet during fabrication
where the process could be automated. However, care has to be taken to verify stability
of the algorithm or results can be disastrous.
The synchronous control method is slow although operationally stable in comparison
to the FOC. It fulfills almost all the requirements set on the prototype. One should
therefore carefully consider whether or not it is worth the hassle of overcoming the
problems with the FOC. In addition to engineering hours for implementing the FOC it
is also a more expensive method in manufacturing as it requires current sensing whereas
the synchronous controller should be able to run current control in open loop.
The fact that the FOC can measure current is the main reason for its responsiveness.
Current feedback enables it to maximize torque output per used ampere, making it
highly efficient compared to the synchronous controller.
Chapter 13
Conclusion
The derived model for system simulation does replicate the fundamental behavior of the
process. The motor driver designed for this project is functioning and serves as a plat-
form for evaluating different control algorithms. The two control algorithms developed
for the project are considered to be portable to MCU.
FOC is fast in step responses while being incapable of low speed operation as it requires
faster sampling of velocity than is currently possible. The method does, however, show
potential for improvement when ILC compensation is introduced.
The synchronous control method is slow although operationally stable in comparison to
the FOC. Results were meeting almost all of the design criteria while leaving room for
performance improvements regarding step response time and power consumption.
The performance of the two control methods are compared to the system requirements,
see Table 13.1. The maximum and continuous power consumption requirements have
been deliberately neglected as they were unable to be measured on the prototype.
Table 13.1: FOC and synchronous control performance compared to requirements
Description FOC Synchronous control
Minimum rotation velocity Not fulfilled Fulfilled
Time needed for half rotation Almost fulfilled Not fulfilled
Steady state position error without load Not fulfilled Fulfilled
Steady state position error with load Not fulfilled Fulfilled
The main contribution of this project is that it has shed light upon possibilities and
limitations of two alternative control methods when applied to an unusual application.
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13.1 Future Work
The following recommendations are made for future research for the FOC:
• Investigate solutions for measuring very low velocity while maintaining a high
sample rate;
• Combine one or more cogging torque compensation methods with a higher resolu-
tion position encoder and determine stability conditions for the ILC.
As for synchronous controller research needs into the following subjects have been iden-
tified:
• Optimization of the oﬄoading between quadrature current and torque angle for
minimizing steady state power consumption;
• Determine performance impact of different types of reference filtering.
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