Abstrac-This paper addresses the design of anti-windup gains for obtaining larger regions of stability for linear systems with saturating inputs. Considering that a linear dynamic output feedback has been designed to stabilize the linear system (without saturation), a method is proposed for designing an anti-windup gain that maximizes the estimation of the hasin of attraction of the dosed-loop system. It is shown that tbe closed-loop system obtained from the controller plus the antiwindup gain can he modeled by a linear system with a deadzone nonlinearity. A modified sector condition is then used to obtain stability conditions based on quadratic Lyapunov functions. Differently of previous works these conditions are directly in LMI form. Several examples illustrate the effectiveness of the proposed design technique when compared \ria tbe previous ones.
I. INTRODUCTION
The basic idea underlying anti-windup designs for linear systems with saturating actuators is to introduce control modifications in order to recover, as much as possible, the p f o n n a n c e induced by a previous design carried oot on the basis of the unsaturated system. First results on anti-windup consisted on &-hoc methods intended to work with standard Recently, in [Ill and [12] , theoretical results have been developed in order to fill in this gap by providing design algorithms that explicitly optimize a criterion aiming at maximizing a stability domain of the closed-loop system. In [ l l l , the modeling of the nonlinear behavior of the system under saturation is made by using a polytopic differential inclusion and quadratic Lyapunov functions. On the other hand, in [12] , based on a transformation of the saturation term in a deadzone nonlinearity, classical sector condition and S-procedure techniques are used to derive stability conditions considering both quadratic and Lure type Lyapunov functions. The main drawback of the approaches above is that the conditions allowing to compute the anti-windup gains are given in terms of bilinear matrix inequalities (BMIs). In order to overcome this difficulty, iterative algorithms based on linear matrix inequalities (LMIs) are proposed to solve the synthesis problem. It is well known that, in general this kind of approach leads only to local optimal solutions and are very sensitive to the initialization [13] .
In this note we propose a new approach for synthesizing anti-windup gains taking into account an associated region of asymptotic stability for the closed-loop system. As pointed in [ I l l and [I21 this problem is implicitly related to the problem of enlarging the region of attraction by means of anti-windup schemes. The main feature of our approach is that the synthesis conditions can be directly formulated in LMI form and no iterative algorithm is needed. The results are based on the use of a modified sector condition for the case of deadzone nonlinearities. It is shown that the results of 1121 appears as a particular case of the new conditions. On the other hand, the results are potentially less conservatives than the ones of [ll] .
The paper is organized as follows. The problem to be treated is formally stated in section 2. The theoretical results allowing to determine the anti-windup gain and an associated region of stability are presented in section 3. Section 4 is devoted to the presentation of a convex optimization problem in order to compute the anti-windup gain aiming at enlarging the basin of attraction of the closed-loop system. The effectiveness of the proposed approach is illustrated by means of examples in section 5. Some concluding remarks end the paper.
Notations. For any vector x E E", z ? 0 means that all the components of x, denoted x(;), are nonnegative. For two vectors x, y of E", the notation x 2 y means that Considering system (I), we assume that an n,-order dynamic output stabilizing compensator
where q ( t ) E %*= is the controller state, U . = y ( t ) is the controller input and c,(t) is the controller output, has been designed in order to guarantee some performance requirements and the stability of the closed-loop system in the absence of control saturation.
Suppose now that the input vector U is subject to amplitude limitations as follows:
In consequence of the control bounds, the actual control signal to be injected in the system is a saturated one, that is,
where each component of sat (v,(t) ) are defined V i = 1, ..., m by:
In order to mitigate the undesirable effects of windup, caused by input saturation, an anti-windup term E, (sat(o,(t) ) -vc(t)) can be added to the controller [SI. Thus, considering the dynamic controller and this anti-windup strategy, the closed-loop system reads:
and the following matrices
The matrix A is supposed to be Hurwitz, i.e., in the absence of control hounds, the closed-loop system would he globally stable. The problem we aim to solve throughout this paper is then summarized as follows.
Probleni 1: Determine the anti-windup gain matrix E, and a region of asymptotic stability, as large as possible, for the closed-loop system (6).
Of course, the implicit objective in Problem 1 is to optimize the size of the basin of attraction for the closed-loop system (6) over the choice of the gain matrix E,. This can be accomplished indirectly by searching for an anti-windup gain E, that leads to a region of stability for the closed-loop system as large as possible.
STABILITY CONDITIONS
Consider a matrix G E RmX("+"'). and define the following polyhedral set
Regarding the nonlinearity (7) and the set S, the following
is verified for any matrix T E Rmxm diagonal and positive definite.
Lemma can be stated.
Proof. Consider the three cases bellow.
(a): -u o (~) 5 K ( i ) t 5 "~( i ) .
In this case, by definition, $(K(;)<) = 0 and then
In this case, $(
and, since in this case $(K(i)E) > 0, one gets
From the 3 cases above, provided that < E S, we
. , , m, whence follows (9). 0 Consider now, as Lyapunov candidate function, the quadratic function:
Theorem I : If there exist a symmetric positive definite mat,.ix 1~ E R(n+n=)X(n+n=), a ma& y E R m x ( n + 4 and a matrix Z E R"~x7", a diagonal positive definite matrix S E RmYm satisfying: Proof. The satisfaction of relations (12) implies that the set E(P) is included in the polyhedral set S defined as in (8) with G = Y P [14] , [13] . Hence, from Lemma 1, for all
satisfies the sector condition (9). By considering the quadratic candidate Lyapunov function as defined in (IO) and by computing its time-derivative along the trajectories of system (6) one gets:
V ( < ( t ) ) = F ( t ) ' ( A ' P + P A ) E ( t ) -2 < ( t ) ' P ( B + R E~) Q (~( t ) )
Thus, by using the sector condition (9) it follows that for any E E &(P). The right term of the inequality (13) Hence if relation (1 1) is satisfied one has V ( < ( t ) ) < 0.
Since this reasoning is valid V<(t) E & ( P ) , <(t) # 0, it follows that & ( P ) is a positively invariant and contractive region for system (6) which means that for any <(a) E & ( P ) , the corresponding trajectory converges asymptotically to the origin, i.e., & ( P ) is a region of asymptotic stability for the closed-loop system (6). 0 Theorem 1 gives a condition for the local stability of system (5) inside an ellipsoidal region in the state space. On the other hand, the following corollary, concerning a global stability condition, can he stated.
Corollary I : If there exist a symmetric positive definite matrix IY E R("+"=)X("+n*), a diagonal positive definite matrix S E RmXm and a matrix Z E Rncxm satisfying:
then, for E, = ZS-', system (6) is globally asymptotically stable.
Proof. Consider G = K. It follows that (9) is verified for all 5 E W"+"*. In this case, (14) corresponds to ( is a polyhedral set defined as follows:
Following a similar procedure to the one applied in the proof of Theorem 1, the following conditions are obtained
Note that these matrix inequalities are bilinear in variables IY and A. It is easy to see that (16) and (17) corresponds to the conditions of Theorem 1 by taking G = KA. Hence all the solutions obtained considering (16) and (17) are also feasible solutions for (11) and (12).
IV. ANTI-WINDUP GAIN COMPUTATION
Based on the result stated in Theoi-em 1, in this section we aim to present a convex optimization problem in order to obtain anti-windup gain matrix that ensures the local stability of the closed-loop system in a region of the state space W'+"<. In this case, we are interested in one of the following cases: 1) A set of admissible initial conditions, ZO C W"+"=, for which asymptotic stability must be ensured, is given. 2 ) We aim to design the anti-windup gain in order to maximize the estimation of the basin of anraction associated to it. In other words, we want to compute E, such that the associated region of asymptotic stability is as large as possible considering some size criterion.
Both cases can be addressed if we consider a set ZO with a given shape and a scaling factor 0. For example, let EO be defined as a polyhedral set described by its vertices:
-a =o = CO{Vl,.UZ:. . .
Recalling Theorem 1, we aim at searching for matrices Iti, Y , S, Z in order to obtain EO C € ( P ) . In case 1, mentioned above, this problem reduces to a feasibility problem with = 1 whereas in case 2, the goal will he to maximize p. 
B Eo c € ( P ) is ensured by the LMI (i).
It should be noted that other criteria associated to the size of the set E ( P ) , (e.g.
the volume or the size of the minor axis) can be adopted in order to maximize the stability region.
A. Gain Constraints
to the optimization problem (18) as follows.
Hence, if
A constraint of anti-windup gain limitation can be added
by the Schur's complement one has By the same reasoning, structural constraints on E, can be taken into account in (18) by fixing some of the elements of matrix Z(z,31 as zero. 
V. ILLUSTRATIVE EXAMPLES
and the stabilizing PI controller Let the shape set Eo be defined as a square region in the space 8': 
The control bounds are given by uo = 
VI. CONCLUDING REMARKS
Given a dynamic output compensator that stabilizes the original system in the absence of saturation, we have proposed a method that allows to compute an anti-windup gain and an associated region of asymptotic stability for the closed-loop system with control saturation. In particular, we have focused on the problem of enlargement of the basin of atb-action of the closed-loop system by using anti-windup gains. This problem has been indirectly addressed through a convex optimization problem that allows to compute the antiwindup gain that leads to the maximization of an estimate of the hasiu of attraction.
The obtained stability conditions are based on a modified sector condition, that at our knowledge is new and original.
The main advantage of the proposed approach with respect to the previous ones ([ill and [12] ), is that the conditions are directly in an LMI form. Considering a criterion associated to the maximization of the stability region (estimate of the basin of attraction) is then possible to formulate the antiwindup synthesis problem directly as a convex optimization problem, avoiding the iterative schemes present in the previous approaches. Furthermore, it is shown that the results obtained with a classical sector condition are particular cases of the present one. On the other hand, compared with the approach that uses polytopic differential inclusions. the proposed condition is less complex since only two LMIs need to he verified, independently of the number of inputs. The effectiveness of the approach is illustrated in a numerical ex amp I e.
The proposed approach can he easily extended to treat the discrete-time case. On the other hand, following the ideas in
