Given the importance of the Prophet's Hadith for Muslims all over the world, where it is the second source of Islam after the Qur'an and the fundamental resource of legislation in the Islam community. This study is focused on the Classification of hadith automatically into different categories according to its content, based on Hadith text. The objective of this study is to build a classifier model can classify and differentiate hadith categories, to predict its topic like prayer, fasting, and zakat; using data mining and machine learning techniques. In this study, many supervised learning algorithms plus combination methods such as the stacking algorithm was used to improve classification accuracy. The best three classifiers were evaluated mainly: the Decision Tree (DT), Random Forest (RF), and Naïve Bayes (NB), which achieved higher accuracy reached up to 0.965%, 0.956, and 0.951% respectively. Also, Binary (Boolean algebra) and TF-IDF methods as term weighting was applied to determine the frequency of each word in the hadith text, and identify the most significant features in training dataset using Information Gain (IG), and Chi-square (CHI). The experimental results showed that re-train these classifiers after applying IG and CHI as features selection; gave better accuracy compared to the previous results. Additional to, the best classifier gave high accuracy was DT, it has achieved higher accuracy in most test cases whether in the Boolean algebra or TF-IDF because it can deal with missing values and identifying the most essential features from the training dataset, known as features engineering.
I. INTRODUCTION
The data mining is becoming an important technique, especially recently because increasing the numbers of electronic data available on the World Wide Web. Data mining aims to extract the knowledge from a large amount of data; one of the most important techniques of data mining is the classification [10] . In this study, the classification technique and supervised learning algorithms plus combination methods have been used to classify the hadith into different categories, according to its topic. Based on the Sahih al-Bukhari book [5] which contains more than 7500 hadith divided into 96 topics [2] , [16] . Also, in this study the combination methods are used such as the Stacking algorithm to improve the classification accuracy using 10-fold crossvalidation method, it includes two levels of classification, The associate editor coordinating the review of this manuscript and approving it for publication was Amjad Mehmood .
in the first level is used some of the base classifiers and always is more than classifier, but the second level is one classifier, is known as the Meta classifier. Therefore this algorithm takes more time than individual classifiers, but this method is improving the classification accuracy.
Each hadith contains two main parts mainly: text of hadith (Matn) and the Sanad (hadith narrators). This classification is based on the text only, which more relevant to target data, and the Sanad was ignored because it is irrelevant to the target data, also does not affect the classification of hadith according to its topic. The Hadith is distinguished with unique linguistic features and clear relationship between the word and its meaning, which can be used as a source in knowledge discovery [23] , [25] Therefore, the hadith has classified into different categories (Tawheed\ al-Tawhid, Fasting\ alsuwm, Prayer\ alsalat, Zakat\ alzakat, and Hajj\ alhaju), using three classifiers, to identify the best algorithm in hadith classification. In addition to evaluating the accuracy of these classifiers correctly according to Sahih al-Bukhari book, which Muslims view as one of two most trusted books of hadith along with Sahih Muslim, https://www.islamicfinder.org/hadith/bukhari/ These hadiths have been collected and classified manually, therefore there is an urgency to reclassify them automatically using automated learning techniques and compared the results of the automatic classification to manual classification. Hadiths classification process consists of four main stages: the first one is text pre-processing [27] . Then the term weighting is used, known as text representation, term weighting was applied in this study using two approaches, the first is the Boolean algebra and the second is term frequencyinverse document frequency (TF-IDF). After that, the features selection is used for finding the important features that are relevant to target data and ignore the data that is irrelevant to the target data, using Information gain and Chi-square techniques. Finally, the classification model building and evaluating, this stage we re-trained these algorithms after adding these features that we got them after applying feature selection, and the classifier was tested on a different set of unseen hadith we got better results compared to previous results.
This paper is arranged as follows: section 2, presents previous researches on hadith classification. The Hadith text classification process is shown in section 3. Section 4 presents the research methodology. Experimental results of hadith classification are displayed in section 5. Finally, the conclusions and future works are presented in the last section.
II. RELATED WORKS ON HADITH CLASSIFICATION
Many types of research have been implemented to solve the texts classification problem, whether Arabic or English; while very few types of researches were applied to classify the Hadith. Overview of previous works related to Hadith classification by different methods and techniques, as shown in table 1 and figure 1, which collected by [16] .
III. HADITH TEXT CLASSIFICATION
Classification of Hadith is a process of deriving a classifier model; this model can describe and distinguish hadith classes. The derived model is based on the analysis of a set of training data whose class label is known [10] using some methods as text pre-processing, vector space model known as term weighting, and feature selection to select the most important features, which are more related to target data. Then classifier learning process, this process aims to classify the hadith into different categories, these categories are Tawheed, Fasting, Prayer, Zakat, and Hajj, according to the content of hadith, this classification is one of the most classifications for hadith, according to the Sahih al-Bukhari book. [http://islamport.com/Al-Bokhary.pdf].
In this study, we used the supervised learning, in this learning the data set of hadith is divided into two parts, training and testing [20] , two-thirds of the data are training, and the remaining one-third is to the test (the training and testing data consist of 70% and 30% respectively). The training set is used to build the classifier model [3] , while the testing set is used to evaluate the accuracy, figure 2, shows the outline of the hadith classification process.
IV. RESEARCH METHODOLOGY
The methodology of this study is based on hadith classification according to its content; starts with hadith collect, text preprocessing, and indexing. The first step requires to scale the features in the data before applying the classifier; therefore the data is transformed into the unit scale (mean = 0 and variance = 1), which is a requirement for the optimal performance of many machine learning algorithms. Next, feature extraction and features selection are done to achieve efficient data reduction, which is useful to increase classification accuracy [29] . After that, it should apply the classification algorithm using supervised learning algorithms. The final step is to evaluate and test the classifier using unseen examples of hadith. The Block Diagram of Hadith Classification Processes is illustrated in figure 3 .
A. HADITH COLLECTION
Hadith was collected from Sahih al-Bukhari book, this book includes 96 topics, and each topic contains a set of hadith. In this study, we used 677 hadith from five different topics as a dataset, and each hadith of them belong to a specific topic. These topics were selected especially because they are of the most topics containing a large number of hadith according to Sahih Bukhari book and thus enable us to collect enough number of hadith to be divided into the training and the testing set, Furthermore; they represent the five pillars of Islam. The dataset of hadith is split into training and testing set using cross-validation method. In this method, the training data is divided randomly into a number of n blocks, each block of them is held out once and the classifier is trained on the remaining (n-1). This method is the best to evaluate the performance of the model [10] .
B. HADITH TEXT PRE-PROCESSING
The prophetic hadith contains a main two parts the Matn (hadith text) and the Sanad (narrator of hadith) [16] , [14] . The Sanad of hadith has been ignored, and we focused on the preprocessing of text. The first step of text classification is to convert the text into clear words format, then into a vector [26] , [28] , After that, identifying the most common words and the most informative features in the dataset of hadith.
C. TERM WEIGHTING
Term weighting is used to reduce the complexity of the documents and make them easier to handle, known as text representation. It also helps to determine the important terms in a collection of text for ranking purposes [22] . Therefore the text have to be transformed from the full text version to a vector space, with parameters (min_df=10, max_df=0.75, ngram_range= (1, 3)) [21] . This means to ignore all the words that appear in less than 10 of the texts, ignore the words that appear in more than 75% of the texts and the number of words in a sequence is (Uni, Bi, Tri) respectively. The Boolean algebra and TF-IDF have been used in this study as term weighting [15] .
1) BOOLEAN ALGEBRA
A Boolean approach is the simplest retrieval approach based on Boolean algebra; it indicates to the absence (0) or presence (1) of a word in the dictionary of words that contained from the dataset [15] . Table 2 illustrates a sample of the final format file after applying Boolean algebra as term weighting.
2) TF-IDF
Term Frequency-Inverse Document Frequency (TF-IDF) is the product of two statistics TF and IDF [10] , [30] ; it used to determine the frequency of each word in a hadith text according to equation 3, TF-IDF value increases proportionally to the number of times a word appears in the text. TF i,j is to calculate the term frequency using equation 1
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where N is the total number of texts t in the dataset of hadith n is the number of texts t that contains a word w.
Feature selection is an effective method to solve high dimensional data problem by removing undesirable and redundant data to improve the classification [24] . It also helps to select a subset of features from the original documents for finding the important features that are relevant to target data and ignore the data that is irrelevant to the target data [1] .
The main reasons to use the features selection in text classification is to enable the machine learning algorithm to train faster and improves the accuracy of the classification [9] . There are many methods to select the best features mainly: Information Gain, Symmetrical uncertainty, probability ratio, odds ratio, Fisher score, Chi-Square, Gini Index, Principal Component Analysis, etc. In this study, the Information Gain and Chi-Square have been used as features selection.
1) INFORMATION GAIN
Information Gain (IG) is used to measure the dependence between features and labels and calculates the gain between the (i-TH) feature f i and the class labels according to equation 4, after calculating both of the expected information needed to classify a tuple in D is given by equation 5, and the expected information required for each feature according to equation 6 [31] .
where info (D) the expected information is needed to classify a tuple in D and Info f (D) is the expected information required for each feature f
where P i: the probability that an arbitrary tuple in D belongs to a class of hadith, and i is the total number of classes [8] , [10] .
2) CHI-SQUARED Chi-square (x 2 ) is a statistical method used as a technique evaluates the correlation between two variables and determines whether these variables are independent or correlated. It used to locate the difference between the expected and observed values in one or more classes; to determine how closely actual data fit expected data using Equation 7 [32] .
x 2 Is the square of the difference between the observed (O) and expected (E) values and divide it by the expected value into one or more classes (C).
E. SUPERVISED LEARNING ALGORITHMS
More than classifier is trained such as Naïve Bayes, Decision Tree, and Random forest, to identify the best classifier that has high accuracy, to classify the hadith according to its content (topic). The parameters that we set to learn these classifiers as the following, in Naïve Bayes classifier we used MultinomialNB (alpha=0.1), and BernoulliNB (alpha=1.0, binarize=0.0, class_prior=none, fit_prior=True).Decision Tree (min_samples_leaf=1, min_samples_split=2, min_ weight_fraction_leaf=0.0, presort=False, random_state =none, splitter='best'). Random Forest (bootstrap=True, min_samples_leaf=1, min_samples_split=2, min_weight_ fraction_leaf=0.0, n_estimators=10, n_jobs=1, oob_score =False).
F. CLASSIFIER MODEL EVALUATING
This stage is the evaluation of classifier is typical; its capability to differentiating and classify the data classes to take the right categorization decisions. The classification accuracy is evaluated using different measures; mainly the Recall, Precision, and F-measure. The recall is the number of correct hadith extracted by the system divided by the number of total hadith extracted by the human. Precision is the number of correct hadith extracted by the system divided by the number of all hadith extracted by the system. F-measure is the combines precision and recall; it is used to calculate the performance of text classifier [5] . The recall and precision can be got after computing the true-positives (TP), true-negatives (TN), false-negative (FN) and false-positive (FP); [13] [5] . Where: TP: is the number of hadith which are correctly specified to the given class. TN: is the number of hadith which are correctly specified not to belong to the class. FP: is the number of hadith which are incorrectly defined to the class and finally, FN: is the number of hadith which are incorrectly not defined to the class.
The accuracy is the number of correct classifications divided by a total number of classifications; it is calculated by using Equation 8 . Also, the precision and the recall could be computed by using Equations 9 and 10, respectively. Finally, the F-measure is used to calculate the performance of classifiers according to Equation 11 [10] , [30] . 
Precision: Number of correct hadith extracted by the system divided by Number of all hadith extracted by the system. Recall: Number of correct hadith extracted by the system divided by Number of total hadith extracted by the human. F-measure: Combines precision and recall; it is used to calculate the performance of text classifier [5] .
G. CLASSIFIER MODEL TESTING
The final stage of the hadith classification process is a classifier model testing, using unseen hadith (hadith without a label), to validate the accuracy of classification. The results have already been verified using examples of all hadiths don't have labels; the result was good and exactly matching with Sahih al-Bukhari book.
V. EXPERIMENTAL RESULTS
Many classifiers have been used in this study, to identify the best classifier gives high accuracy to classify the hadith into different categories according to its content, for ease identify the hadith topic, according to Sahih al-Bukhari book based on supervised learning algorithms. In our experiments, these classifiers have been evaluated in two cases before and after implementing the (CHI, IG) as feature selection methods, each case of them we applied two methods as term weighting (Boolean algebra, TF-IDF). The Experimental results have been evaluated and tested by Python Program.
A. EXPERIMENTAL RESULTS FOR TF-IDF AS TERM WEIGHTING BEFORE AND AFTER APPLYING THE FS
The average of these classifiers accuracy was 89.76 % before applying features selection and reached up to 91.65 % after applying features selection method, by computing the sum of classifiers accuracy divided by the total number of classifiers, as shown in Table 3 , and figure 4, shows the comparison between classification accuracy before and after applying the FS method.
The Decision tree, Random forest, and Naive Bayes were evaluated as the best three classifiers, which have given high accuracy, as shown in figure 5 . Each classifier of them was tested by cross-validation method, which is the best method to evaluate the classifier [10] . The performance of these classifiers has been measured using three main measures: mainly: Precision, Recall, and F-measure according to equation 9, equation 10 and equation 11 respectively, based on the confusion matrix as shown in below figure, for Random forest classifier as an example. 
Confusion Matrix for Random forest classifier
where the primary diameter of the matrix is represents the number of hadiths that are correctly classifications, while the remainder of this matrix represents the number of hadith that are incorrectly classifications using cross-validation method.
These measures are used to compute the classification accuracy for each individual category (Tawheed, Zakat, Fasting, Hajj, and Prayer), for the Decision tree, Random forest, and Naive Bayes classifiers as shown in figure 6, 7, and 8 respectively.
To evaluate the performance of Random forest classifier and determine the number of properly classified and incorrectly classified Hadiths, must we understand the confusion matrix, to determine the no of hadith that belong to TP, TN, FP or FN for each class. Each row of the matrix represents the number of instances in a predicted class while each column represents the number of instances in an actual class, according to equation 8, 9, 10, and 11.
From the confusion matrix, we can compute the TP rate, Precision, Recall, and F-measure for each class, according to The overall accuracy can be computed after compute the TP, TN, FP and FN rate according to equation 8, as shown in figure 5 Overall accuracy = TP + TN TP + TN + FP + FN = (37+57+28+42+31)\204 = 0.956 From these figures, we note that there no bias between these values of precision, recall and, F1-measure of each category, which are close to each other, which increase the efficiency of the models and making them more generalize.
B. IMPROVING CLASSIFICATION ACCURACY AFTER APPLYING FEATURES SELECTION METHOD
We show the different results between before and after applying the feature selection method and its effect on improving classification accuracy, as shown in Table 4 , and figure 9.
C. EXPERIMENTAL RESULTS FOR BOOLEAN ALGEBRA AS TERM WEIGHTING BEFORE AND AFTER APPLYING THE FS
In this method, we converted the texts of hadith by tokenization technique into words, reached up to 6646 words as a dictionary of words. After applying text pre-processing and extract the words that have the most common, reached up to 2092 words. Then we take 70% of dataset (677 samples), to train the best classifiers mainly: Decision Tree, Random forest, and Naive Bayes. The rest of the data set (227 samples) is used to test these classifiers, as shown in Table 5 and extract the most Informative Features for each class, as shown in Table 6 .
Finally, these classifiers are evaluated using many measures mainly: Precision, Recall, and F-measure, after computing the true-positives rate, true-negatives rate, falsenegative rate, and false-positive rate. The accuracy of these classifiers (Decision Tree, Random Forest, and Naive Bayes) reached up to 94.1%, 94.3 and 90.4% respectively, before applying the information gain and Chi-square techniques as features selection, after using the features selection. The accuracy of these classifiers reached up to 96.5%, 95.6% and 94.3% for Decision Tree, Random Forest, and Naive Bayes Classifiers respectively as shown in Table 8 , which computed according to equation 8. Figure 10 shows the comparison between the classification accuracy before and after applying the feature selection.
VI. CONCLUSION AND FUTURE WORK
The hadith is the second source of Islam after the Qur'an; it is the fundamental resource of legislation in the Islamic community. In this study, three classifiers are built based on supervised learning algorithms. These classifiers are able to classify and differentiate the classes of hadith according to its content. Findings of this study show that using feature selection technique helps to improve the performance of these classifiers. The experimental results showed that the best classifier given highest accuracy was Decision tree, it achieved higher accuracy in most test cases whether in Boolean algebra or TF-IDF, reached up to 96.5%, followed by Random Forest, reached up to 95.6%, and finally, Naïve Bayes reached up to 94.3%. We Notice that the Decision Tree and Random Forest give better results compared to the other classifiers because of them are able to identify the most important features from the training dataset, called as features engineering, and they avoid the over-fitting and under-fitting problems.
The results of this study will be a reference for all researchers that concerned with knowledge discovery in the prophetic hadith, which can be used as a source of knowledge and data mining. In future work, we plan to extend this work by increasing the dataset to include a large number of hadith, and therefore to cover a most significant number of hadith topics, which Up to 96 topics, according to the book of Sahih al-Bukhari. Addition to combining these classifiers to improve classification accuracy.
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