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Abstract
In this paper, we develop a local rank correlation measure which quantifies the performance
of dimension reduction methods. The local rank correlation is easily interpretable, and robust
against the extreme skewness of nearest neighbor distributions in high dimensions. Some
benchmark datasets are studied. We find that the local rank correlation closely corresponds
to our visual interpretation of the quality of the output. In addition, we demonstrate that the
local rank correlation is useful in estimating the intrinsic dimensionality of the original data,
and in selecting a suitable value of tuning parameters used in some algorithms.
KEYWORDS: Rank correlation, Manifold, Dimension reduction, Isomap, Local tangent space align-
ment, Maximum variance unfolding, Principal component analysis.
1 Introduction
With recent advances in data collection and storage capabilities, researchers across a wide variety
of fields are facing larger datasets with increasing dimensionality, arising from images, videos,
text documents, etc. Dimensionality reduction methods have been developed and applied as pre-
processing tools to deal with such high-dimensional datasets.
In dimensionality reduction, we assume that the observed data in high-dimensional space lie on
(or near) an embedded submanifold with lower dimensionality. With this fundamental assumption,
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it is often possible to represent the high-dimensional data in a low-dimensional space without losing
important information from the original data.
Unless stated otherwise, in this paper all vectors are assumed to be column vectors. For a vector
x, its transpose is denoted by x′. Formally, we state the dimension reduction problem as follows.
Suppose that there are n points in a q-dimensional space Rq, denoted individually by {y1, . . . ,yn},
or collectively by an n×q matrix Y with the j-th row being y′j . Furthermore, we assume y1, . . . ,yn
are mapped into a higher-dimensional space Rp by an unknown isometry ϕ : Rq →Mq ⊂ Rp (p > q)
possibly with added random error:
xj = ϕ(yj) + j , (1)
where j ∈ Rp, j = 1, . . . , n are i.i.d. with mean 0, andMq is a differentiable embedded submanifold.
We represent {x1, . . . ,xn} collectively as an n× p matrix X. The vectors {y1, . . . ,yn} are not
observed, and we only observe {x1, . . . ,xn}. We say {x1, . . . ,xn} lie on (or near) the manifoldMq
with intrinsic dimensionality q, or we say the intrinsic dimensionality of X is q. By “case j” we
shall mean the index of the corresponding points xj and yj .
The purpose of dimensionality reduction algorithms is to reconstruct the inverse mapping ψ =
ϕ−1 up to an arbitrary isometry, and to reconstruct y by ŷ = ψ̂(x), again up to an arbitrary
isometry. Some dimension reduction methods do not reconstruct ψ directly, but just y. We denote
a given dimensionality reduction method as a mapping ψ̂ : Rp → Rq, and we also write the low-
dimensional configuration Ŷ as Ŷ = ψ̂(X) for convenience.
Dimension reduction algorithms can be broadly classified into two types: linear and nonlinear,
depending on whether ψ̂ is a linear mapping or not. When M is assumed to be a q-flat in Rp,
it is natural to use a linear method. Well-known linear techniques include principal component
analysis [Jolliffe, 1986] and metric multidimensional scaling [Cox and Cox, 1994]. Nonlinear dimen-
sion reduction methods cover all other cases, and they will typically be used when M is assumed
to have some extrinsic curvature, which means M is not a flat. Over the last two decades, many
nonlinear methods have been introduced in the literature. These include Kernel PCA [Scho¨lkopf
et al., 1998], Local Linear Embedding (LLE) [Roweis and Saul, 2000], Isometric Feature Mapping
(Isomap) [Tenenbaum et al., 2000], Laplacian Eigenmap [Belkin and Niyogi, 2003], Maximum Vari-
ance Unfolding (MVU) [Weinberger and Saul, 2006] and Local Tangent Space Alignment (LTSA)
[Zhang and Zha, 2005], among others. Summaries and surveys can be found in many books and
papers [Carreira-Perpinan, 1997; Friedman et al., 2001; Fodor, 2002].
There is no universal agreement on how to assess and compare the performance of these different
methods. In the supervised learning problems, such as regression or classification, a performance
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measure can be defined on the response variable (such as prediction error or classification error).
But dimensionality reduction, as we formulated here, is an unsupervised learning problem without
such a measure. Therefore, a performance measure is needed to quantify the quality of different
dimension reduction algorithms. Ideally, we expect this
• to be easily interpretable,
• to be applicable to most algorithms and datasets,
• to have the property that any tuning parameters of the measure can be easily selected by a
simple method.
In addition to these broad criteria, other considerations are necessary. For example, data which
arise in high dimensional contexts will often have interpoint distance distributions which are highly
skewed, even locally for nearest neighbor distances. This is part of the so-called “curse of dimension-
ality.” When this occurs, standard multivariate methods, such as arise from Gaussian assumptions
used in low dimensions, are not suitable. Distances with heavily skewed distributions can be trans-
formed to more symmetric variables on an ad hoc basis. An alternative, which we choose here,
is to use ranking methods for nearest neighbor distances. Therefore we can add the following
requirement.
• We expect this method to avoid the problems associated with the curse of dimensionality.
In this paper, we develop a local rank-correlation measure to accomplish these goals.
In equation (1), we have assumed that ϕ is an isometry. It follows that the neighboring points
in the input space should be mapped to neighbors in the output space, and vice versa for the
inverse mapping ψ. This can be called “neigborhood preservation.” Early attempts to quantify
the neigborhood preservation of a dimension reduction method were made in the study of Self-
Organizing Maps [Kohonen, 1982]. where measures such as the topographic product [Bauer and
Pawelzik, 1992], topographic function [Villmann et al., 1997] and quantization error [Kaski and
Lagus, 1996] were developed. Advantages and disadvantages of each method are discussed in detail
by Po¨lzlbauer [Po¨lzlbauer, 2004].
More recently, a few rank-based measures have been proposed. These include mean relative
rank errors (MRREs) [Lee and Verleysen, 2007], trustworthiness and continuity (T&C) [Venna and
Kaski, 2001], local continuity meta criterion (LCMC) [Chen and Buja, 2009], and the agreement
rate metric (AR) [France and Carroll, 2007]. Measures MRREs and T&C are restricted to the
interval [0, 1] and order outcomes of algorithms in such a way that larger values of these measures
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are desirable. Both of these measures try to quantify two types of errors that occur during the
dimension reduction procedures,
(i) non-neighboring points in Rp are mapped by ψ̂ to be neighboring points in Rq,
(ii) neighboring points in Rp are mapped by ψ̂ to be non-neighboring points in Rq.
These two types of errors create a discrepancy between nearest neighbor ranks in the input
and output spaces. Therefore they can be measured by calculating the change of nearest neighbor
ranks. Measure AR
J
is the average size of the overlap of J-nearest neighborhoods between the low-
dimensional reconstruction and the original data, while LCMC
J
accounts for the expected random
overlap. Besides the neighborhood preservation measures, Goldberg and Ritov [2009] proposed a
Procrustes measure that evaluates how well each local neighborhood matches its corresponding
embedding under an optimal linear transformation.
The rest of the paper is organized as follows. In Section 2, we introduce a new class of local rank
correlation measures. In Section 3, we provide some applications on benchmark datasets. Finally,
in Sections 4 and 5, we employ local rank correlations to choose suitable values of parameters used
in modelling and tuning.
2 Local rank correlation
For an observed high-dimensional dataset {x1, . . . ,xn} ⊂ M and a low-dimensional representation
{ŷ1, . . . , ŷn}, we have the following notation:
• ‖·‖: the Euclidean norm.
dM(x1, x2): the geodesic distance from x1 to x2 on the Riemannian manifold M.
• s
ij
: the rank of ‖xi − xj‖ in ascending order, counting outward from xi, that is
s
ij
= # {1 ≤ k ≤ n : ‖xi − xk‖ ≤ ‖xi − xj‖}
rij : the rank of ‖yi − yj‖ in ascending order, counting outward from yi, that is
r
ij
= # {1 ≤ k ≤ n : ‖yi − yk‖ ≤ ‖yi − yj‖}
r̂ij : the rank of ‖ŷi − ŷj‖ in ascending order, counting outward from ŷi, that is
rij = # {1 ≤ k ≤ n : ‖ŷi − ŷk‖ ≤ ‖ŷi − ŷj‖}
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• N I
J
(i): the index set of J-nearest neighbors of xi, that is N
I
J
(i) =
{
j | 1 ≤ s
ij
≤ J}.
N
O
J
(i): the index set of J-nearest neighbors of yi, that is N
O
J
(i) =
{
j|1 ≤ r̂
ij
≤ J}.
Here the superscripts I/O stand for input/output spaces of the algorithms.
• #A: the cardinality of the set A.
In the problem setup (1), where ϕ is assumed to be an isometry, we can suppose that geodesic
distances are well approximated by Euclidean distances on the local level. Therefore, we might
ideally assume that for any point xi, there exists a set N(i) of neighboring cases such that the
nearest neighbor ranks of the latent low-dimensional data Y are preserved in X, i.e.
r
ij
= s
ij
.
Therefore, a low-dimensional representation Ŷ can be said to have rank fidelity if Ŷ also pre-
serves such ranks, i.e.
r̂
ij
= s
ij
.
This identity assumes that there is a bijection between the data points in the input and output
neighborhoods. In practice when perfect rank fidelity is not achieved then no bijection can be
assumed. Therefore two types of errors could occur due to the mapping ψ̂.
• Output error: The changes of nearest neighbor ranks r̂ij from the output space to the input
space.
• Input error: The changes of nearest neighbor ranks s
ij
from the input space to the output
space.
These two types of errors can be measured by a local rank correlation between the nearest
neighbor distances in the input and output spaces. For a given i, and all j in N IJ (i)
⋃
NOJ (i), define
the trimmed rank
S
ij
=
δij , j ∈ N
I
J (i)
⋂
NOJ (i)
ζ+J+1
2 , j /∈ N IJ (i)
⋂
NOJ (i) ,
(2)
R̂ij =
δ̂ij , j ∈ N
I
J (i)
⋂
NOJ (i)
ζ+J+1
2 , j /∈ N IJ (i)
⋂
NOJ (i) ,
(3)
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where
δij = #
{
k ∈ N I
J
(i)
⋂
NO
J
(i) : ‖xi − xk‖ ≤ ‖xi − xj‖
}
δ̂
ij
= #
{
k ∈ N I
J
(i)
⋂
NO
J
(i) : ‖ŷi − ŷk‖ ≤ ‖ŷi − ŷj‖
}
ζ = #
(
N IJ (i)
⋂
NOJ (i)
)
.
The trimming in (2) and (3) is to make the ranks comparisons local. To measure the output error,
we can define the following.
Definition 1. Local rank correlation for output error :
For a given point xi, define the local output Spearman correlation as
ρO
J
(i,X, Ŷ) = 1−
6
 ∑
j∈NO
J
(i)
{(
S
ij
− r̂
ij
)2}+ U

J(J2 − 1) , (4)
where U =
[
(J − ζ)3 − (J − ζ)] /12 is the adjustment made for the appearance of ties [Kendall,
1948]. Define the local output Kendall correlation as
τO
J
(i,X,Y) =
∑
j<k∈NO
J
(i)
2 sign
{
(S
ij
− S
ik
) · (r̂
ij
− r̂
ik
)
}
J(J − 1) . (5)
For a given input dataset X and a given dimensionality reduction method ψ̂ : X 7→ ψ̂(X), an
overall goodness measure can be defined by averaging the local correlation over all cases in the
sample.
GO
J
(ψ̂,X) = 1
n
n∑
i=1
ΓO
J
(
i,X, ψ̂(X)
)
, (6)
where ΓO
J
can be either ρO
J
, or τO
J
.
The local rank correlations ρO
J
(i) or τO
J
(i) measure the similarity, in terms of output errors,
between the corresponding neighborhoods, N I
J
(i) and NO
J
(i). Similarly, we can define local rank
correlations to measure the input error.
Definition 2. Local rank correlation for input error :
Given an input dataset X and a low-dimensional representation Ŷ, the local Spearman correla-
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tion and local Kendall correaltion for the input error at the i-th case are defined as
ρI
J
(i,X, Ŷ) = 1−
∑
j∈NI
J
(i)
{(
s
ij
− R̂
ij
)2}
+ U
1
6 (J3 − J)
, (7)
τ I
J
(i,X, Ŷ) =
∑
j<k, j, k∈NI
J
(i)
sign
{
(R̂ij − R̂ik) · (sij − sik)
}
1
2J(J − 1)
. (8)
The overall goodness measure of a given method ψ̂ and input data X is defined as
GI
J
(ψ̂,X) = 1
n
n∑
i=1
ΓI
J
(
i,X, ψ̂(X)
)
, (9)
where ΓI
J
can be either ρI
J
, or τ I
J
.
2.1 Remark
The proposed local rank correlations have some nice properties. The higher values of local measures
ΓI
J
(i) and ΓO
J
(i) indicate a higher degree of similarity between the original data and the low-
dimensional configuration in the neighborhood of case i, while values close to 0, or negative values
indicate that low-dimensional configuration fails to preserve the local structure of the input data
in certain neighborhoods. Two special situations are:
• ΓI
J
(i) = ΓO
J
(i) = 1 if all the ranking relationships of the observed data X in the neighborhood
of case i are preserved exactly in the corresponding neighborhood in the output data Ŷ.
• The expected values E [ΓI
J
(i)
]
and E
[
ΓO
J
(i)
]
are both zero, for any case i, where the output
Ŷ is generated by an algorithm which is stochastically independent of the input data X.
These two facts hold for both local Spearman and Kendall correlations. Notice that the second
situation is worse than we can have in practice. Moreover, the local measures ΓI
J
(i) and ΓO
J
(i),
can achieve negative values for some i. Nevertheless, the overall goodness measures GO
J
and GI
J
,
for sensible algorithms, will take values between 0 and 1. We remind the reader that the use of
ranks is to protect against non-normality and extreme skewness of distance distributions in high
dimensions.
The computational complexity is also of interest. To calculate the goodness measure, we first
construct the J-nearest neighbor graph for both X and Ŷ. This step scales as O(n2p). In the
next step, we calculate the local rank correlation in each neighborhood. This scales (in each
neighborhood) as O(J) for Spearman ρ
J
and O(J log J) for Kendall τ
J
. Therefore, since J ≤ n,
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the total complexity of calculating GI
J
(or GO
J
) for ρ
J
scales as O(n2p). The total complexity of
calculating GI
J
(or GO
J
) for τ
J
scales as O(n2p+ nJ log J).
To use the proposed goodness measureG
J
for assessing the performance of a dimension reduction
method, four local measures can be chosen. We may choose either ΓI
J
or ΓO
J
, and we may also choose
to use either Spearman ρ
J
or Kendall τ
J
. The measures ΓI
J
and ΓO
J
quantify different types of errors
in dimension reduction. Although these two types of errors usually occur together, having both GI
J
and GO
J
provides more complete information about the performance of a given method.
2.2 Choice of J
In the proposed measures, J is a user-specified tuning parameter, which specifies the neighborhood
size for local rank comparisons. Notice that some nonlinear dimensionality reduction methods start
with a K-nearest neighbors graph, and K is also a user-specified parameter. The choice of J in the
local rank correlation does not have to depend on the value of K. Ideally, J is chosen sufficiently
small that there exists a q-flat F q such that the data points in N I
J
(i) lie approximately on F q.
In addition, J is ideally chosen sufficiently large that each N I
J
(i) is informative about the local
geometrical characteristics of the data. In practice, we expect G
J
(ψ̂,X) to be large and stable
for values of J sufficiently small to satisfy the former condition. So we can choose J by plotting
G
J
(ψ̂,X) against J and choosing the largest value of J for which the stability is observed.
2.3 Adjustments for output-normalized methods
Normalization of the output, as used in algorithms such as Local Linear Embedding [Roweis and
Saul, 2000], Laplacian Eigenmap [Belkin and Niyogi, 2003], and Local Tangent Space Alignment
[Zhang and Zha, 2005], affinely transforms the geometrical structure of neighborhoods, so that the
distance relationships will not be preserved between the input and the output configurations. It is
not adequate to check the correspondence of nearest neighbor ranks between X and ψ̂(X) for those
output-normalized methods. Instead, we will look for a transformation matrix Âq×q, and assess
the performances of output-normalized methods by an adjusted measure
GA
J
(ψ̂,X) = 1
n
n∑
i=1
Γ
J
(i,X, ψ̂A(X)) , (10)
where ψ̂A(X) = ψ̂(X) · Â, and ΓJ can be ρIJ , ρOJ or τ IJ , τOJ .
It is hoped that after the affine transformation Â, ψ̂A(X) can preserve the proximities between
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neighboring points as much as possible, i.e. Â will minimize the least squared error
n∑
i=1
∑
j∈NI
J
(i)
[(xi − xj)′(xi − xj)− (yi − yj)′A′A(yi − yj)]2 ,
where xi and yi are the corresponding points in the original data and in the output of the algorithm
ψ̂, respectively.
3 Experiments
In this section, we conduct numerical examples on some benchmark datasets to illustrate the effec-
tiveness of the local rank correlation.
Example 1. The Swiss roll and the S-curve: In this experiment, n = 1000 data points are gener-
ated randomly from two manifolds, the Swiss roll and the S-curve. They are both 2-dimensional
manifolds embedded into R3 (Figure 1). The data points are colored to help readers recognize the
structure of the manifolds. Among many dimension reduction methods, we choose four diverse
methods, namely ISOMAP, LTSA, MVU, and PCA. Figure 2 and Figure 3 show four output con-
figurations in R2 from these methods for the Swiss roll and the S-curve, respectively. We evaluate
the performance of four methods by the local rank correlations GI
J
(ψ̂,X) and GO
J
(ψ̂,X) with both
Spearman ρ
J
and Kendall τ
J
. Notice that LTSA is an output-normalized method, and therefore,
its performance is assessed by the adjusted measures (10).
The goodness measures are calculated under different values of J . Figure 4 and Figure 5 show
the values of G
J
(ψ̂,X) for each method as functions of J .
−10 0 10 0
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5
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−1
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1
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4
S−curve
Figure 1: Data on the Swiss roll and the S-curve.
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Figure 2: Two-dimensional output configurations of different methods for the Swiss roll.
As can be seen from Figure 2 and Figure 3, in the 2-dimensional configurations from PCA in both
the Swiss roll and the S-curve, the points with different colors are mixed together, because PCA
fails to recover the nonlinear structure of the embedded data. Among three nonlinear methods, the
configurations from MVU preserve the structure to some extent. Points with different colors are
reasonably separated in the middle, but they mix a little at boundaries. Both LTSA and ISOMAP
preserve the color level well, indicating a better embedding than MVU and PCA. These facts are
all correctly reflected by the four goodness measures G
J
(ψ̂,X) in Figure 4 and Figure 5. Also, both
figures show that all the four measures are stable within a reasonable range of J .
We also compare the local rank correlation (LRC) with the goodness measures, MRREs, T&C,
and LCMC (all with J = 6). The results are reported in Table 1 and Table 2.
We now turn to the analysis of the Swiss roll data. We examine the output visually first.
As expected, PCA works poorly. This is a consequence of the many-to-one nature of a linear
projection of the Swiss roll. All three of the other algorithms separate colors well. However, an
ideal output should be perfectly rectangular or square. Visually, we prefer LTSA to ISOMAP and
prefer ISOMAP to MVU.
10
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−4 −2 0 2 4
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0
2
4
PCA
Figure 3: Low-dimensional configurations of different methods for S-curve.
Methods
LRC MRREs T & C
LCMC
ρI
J
ρO
J
τ I
J
τO
J
M
O
M
I
T C
ISOMAP 0.787 0.782 0.701 0.698 0.999 0.999 0.999 0.999 0.894
LTSA 0.988 0.978 0.981 0.975 0.999 0.998 0.993 0.998 0.609
MVU 0.703 0.623 0.653 0.578 0.999 0.999 0.996 0.999 0.828
PCA 0.594 0.198 0.483 0.171 0.998 0.997 0.883 0.995 0.415
Table 1: Assessing ISOMAP, LTSA, MVU, PCA in Swiss Roll data (J = 6).
We next turn to the performance measures for the Swiss roll output. The LCMC performance
measure has identified the failure of PCA to account for the nonlinearity of the Swiss roll. However,
it also ranks the outcome of MVU as superior to LTSA, which is not visually supported in Figure 2.
The ISOMAP algorithm is ranked highest by LCMC, but only slightly higher than MVU. Despite
the fact that the output from LTSA and ISOMAP are visually close, the LCMC measures are quite
11
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Figure 4: Local Spearman correlation as functions of J .
Methods
LRC MRREs T & C
LCMC
ρI
J
ρO
J
τ I
J
τO
J
M
O
M
I
T C
ISOMAP 0.816 0.804 0.763 0.803 0.999 0.999 1.000 1.000 0.891
LTSA 0.994 0.993 0.983 0.979 0.999 0.999 0.999 0.999 0.867
MVU 0.721 0.646 0.695 0.617 0.999 0.998 0.993 0.997 0.754
PCA 0.673 0.375 0.388 0.369 0.998 0.998 0.963 0.998 0.584
Table 2: Assessing ISOMAP, LTSA, MVU, PCA in S-curve data (J = 6).
distinct. It would seem reasonable to assume that if LCMC is picking up problems with these
algorithms, the problems are not visually obvious.
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Figure 5: Local Spearman correlation as functions of J .
The trustworthiness and continuity measures, present a more complex picture. As expected, all
algorithms perform reasonably well on the continuity criterion. For example, the linear projection
defining the outcome of PCA is a continuous mapping of the Swiss roll, and therefore satisfies the
continuity criterion well with a high value of C. That is also the case for the other algorithms. The
trustworthiness measure clearly separates out PCA as the least desirable algorithm, as expected.
Other algorithms perform very well and similarly to each other. Once again, MVU is ranked higher
than LTSA, in contrast to our visual interpretation.
Turning to MRREs, we see that very little separation can be seen among the algorithms. Since
these measures are not standardized, we must be wary of drawing too many conclusions from the
proximity of these values to one. Nevertheless, MVU is again ranked higher than LTSA and is not
separated in performance from ISOMAP.
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We are happy with the correspondence between LRC and our conclusions based upon visual in-
spection. The LTSA algorithm is ranked highest by all four measures of LRC, followed by ISOMAP,
MVU and PCA. We find it especially helpful that there is no inconsistency in ranking between the
four measures of LRC.
Our conclusions, both visual and quantitative, for the S-curve trend in a similar direction to
the Swiss roll. Visually, we rank ISOMAP and LTSA best with little to choose between them.
The MVU algorithm works very well, but performs poorly close to the boundary, where a mixing
of colors can be seen. The PCA algorithm is, once again, the worst of the four, but within an
acceptable standard as the output is not from a many-to-one projection.
Next, we examine the performance measures for the S-curve output. Note that LCMC performs
in close correspondence with our visual analysis. Similar remarks hold for T & C. Although conti-
nuity ranks PCA better than MVU, we should note that PCA is a continuous algorithm and that
this is reasonable. Trustworthiness rankings correspond to the visual rankings. The discrimination
provided by MRREs is, again, unclear. Nevertheless it is consistent with visual conclusions. It is
reasonable to conclude from the Swiss roll data and S-curve data that MRREs are less useful for
these two benchmark examples. Under the LRC measures, LTSA is consistently the best, followed
by ISOMAP, MVU and PCA in that order. This agrees with the visual analysis.
4 Choosing tuning parameters for algorithms
Many nonlinear dimension reduction methods start with constructing theK-nearest neighbor graph.
The success of graph-based nonlinear dimensionality reduction methods depends heavily on the
selection of K. If K is chosen to be too small, the local geometric structure cannot be accurately
represented in the neighborhood graph. On the other hand, if K is chosen to be too large, the
K-nearest neighbor graph will contain shortcuts, i.e. two points will be mistakenly considered as
neighbors when they are in fact far away on the manifold. In practice, K is usually chosen by
experience or trial and error.
The local rank correlation can help in choosing K, because G
J
(ψ̂,X) measures the performance
of ψ̂. We may apply the algorithm over a range of values of K, and calculate G
J
(ψ̂,X) as a function
of K (as shown in Figure 7). We then pick the K that corresponds to the largest G
J
(ψ̂,X).
Example 2. Selecting neighborhood size K in ISOMAP: Here we consider the performance of
ISOMAP on the Swiss roll manifold. We demonstrate that it is risky to make a desultory choice
of K, and how local rank correlation can solve this problem. The data are generated randomly on
the Swiss roll manifold with sample size n = 1500. The ISOMAP algorithm is applied on the data
14
with different values of K, and Figure 6 shows the respective low-dimensional configurations. In
each case, the performance is evaluated by the local rank correlation and displayed as a function of
K in Figure 7.
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Figure 6: Low-dimensional configurations with different values of K.
In Figure 7, the left panel shows GI
J
and GO
J
with Spearman ρ
J
, and the right panel shows GI
J
and GO
J
with Kendall τ
J
. As can be easily noticed in Figure 6, the performance of ISOMAP gets
better as K increases from K = 7 to K = 13. A crucial change has happened at points K = 13
and K = 14. In these two situations, the neighborhood sizes only differ by 1 but the corresponding
configurations suddenly become unsatisfactory (at K = 14). The fact is correctly captured by the
local rank correlation and reflected in Figure 7. In all four measures, we observe a peak at K = 13,
and a steep drop at K = 14. For nonlinear methods which contain the neighborhood size K as
a tuning parameter, it is often desirable to choose a relatively large value of K to get a better
embedding. On the other hand, a value of K which is too large will invalidate the procedure.
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Figure 7: Local rank correlation as a function of K (J = 6).
5 Estimating the intrinsic dimensionality of a manifold
Another key parameter in dimension reduction algorithms is the intrinsic dimensionality q. The
local rank correlation can be applied to help in estimating the intrinsic dimensionality. The idea is
that if the dimensionality of the low-dimensional representation is chosen to be too small, important
features of the original data might be “collapsed” onto the same dimensions so that the topological
structure cannot be preserved very well. As the dimensionality of the representation increases,
while remaining below the correct dimension q of the manifold, the local rank correlation should
increase. On the other hand, when the dimensionality of the representation is greater than q, the
only additional information in the data provided by the additional dimensions would be noise.
Therefore, provided that the noise is small, the local rank correlation would become stable at
values larger than q. This is similar to the scree plot (Cattell [1966]), but in reverse, used for
choosing dimensionality of linear manifolds in PCA. In practice, for a given dataset X and a chosen
method ψ̂, we may apply the method with different dimensions, and evaluate the performance of
ψ̂ by G
J
(ψ̂,X). We estimate the intrinsic dimensionality by plotting G
J
(ψ̂,X) as a function of
dimension, and choosing the value q, beyond which G
J
(ψ̂,X) becomes stable.
Example 3. Estimating the intrinsic dimensionality of the sculpture face data: The sculpture
face dataset (Tenenbaum et al. [2000]) includes 698 images, each image having 64 × 64 pixels of
a sculpture face while varying three free parameters: left-right pose, up-down pose, and lighting
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direction. So the data are originally in R64×64. The sculpture face images are recorded as 64× 64
vectors. Since images are taken from the same sculpture face by varying three parameters, the
intrinsic dimensionality of the manifold on which these data vectors lie is three. We apply the
ISOMAP algorithm with different values of q having chosen the neighborhood size K = 8. The
local rank correlations are calculated as functions of q. In Figure 8, the left panel shows GI
J
and
GO
J
with Spearman ρ
J
, and the right panel shows GI
J
and GO
J
with Kendall τ
J
. As can be seen, all
four curves become stable beyond q = 3, based on which we estimate the intrinsic dimensionality
to be q̂ = 3.
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Figure 8: Local rank correlation as a function of dimensionality q (J = 6).
6 Conclusions
To quantify the performance of a dimension reduction method, we introduced a family of local rank
correlation measures, which are easily interpretable and motivated by their robustness properties for
nearest neighbor distributions in high dimensions. We found that the local rank correlation closely
corresponds to our visual interpretation of the quality of the output in benchmark examples. We
also demonstrated that the local rank correlation can be applied to the problems of estimating the
intrinsic dimensionality of the original data, and selecting appropriate values for tuning parameters.
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