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Optimizing computing unit for on-device neural network accelerator can bring less
energy and latency, more throughput, and might enable unprecedented new applica-
tions. This dissertation studies on two specific optimization opportunities of multiply-
accumulate (MAC) unit for on-device neural network accelerator stem from precision
quantization methodology.
Firstly, we propose an enhanced MAC processing unit structure efficiently process-
ing mixed-precision model with ‘majority’ operations with low precision. Precisely,
two essential works are: (1) MAC unit structure supporting two precision modes is de-
signed for fully utilizing its computation logic when processing lower precision data,
which brings more computation efficiency for mixed-precision models whose major
operations are in lower precision; (2) for a set of input CNNs, we formulate the ex-
ploration of the size of a single internal multiplier in MAC unit to derive an ‘econom-
ical’ instance, in terms of computation and energy cost, of MAC unit structure across
the whole network layers. Experimental results with two well-known CNN models,
AlexNet and VGG-16, and two experimental precision settings showed that proposed
units can reduce computational cost per multiplication by 4.68∼30.3% and save en-
ergy cost by 43.3% on average over conventional units.
Secondly, we propose an acceleration technique for processing multiplication op-
erations using stochastic computing (SC). MUX-FSM based SC, which employs a
MUX controlled by an FSM to generate a bit sequence of a binary number to count up
for a MAC operation, considerably reduces the hardware cost for implementing MAC
operations over the traditional stochastic number generator (SNG) based SC. Never-
theless, the existing MUX-FSM based SC still does not meet the multiplication pro-
cessing time required for a wide adoptation of on-device neural networks in practice
even though it offers a very economical hardware implementation. Also, conventional
i
enhancements have their limitation for sub-maximal cycle reduction, parameter con-
version cost, etc. This work propose a solution to the problem of further speeding up
the conventional MUX-FSM based SC. Precisely, we analyze the bit counting pattern
produced by MUX-FSM and replace the counting redundancy by shift operation, re-
sulting in reducing the length of the required bit sequence significantly, theoretically
speeding up the worst case multiplication processing time by 2X or more. Through
experiments, it is shown that our enhanced SC technique is able to shorten the average
processing time by 38.8% over the conventional MUX-FSM based SC.
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1.1 Neural network accelerator and its optimizations
Deep learning, which have been (re-)growing explosively from the AlexNet [1] of the
ImageNet challenge in 2012, continues having spotlight as it successfully solved var-
ious problems starting with image classification problems. The early impractical ex-
pectation that it could solve all problems that human cannot solve or “strong” artificial
intelligence will arrive much soon had subsided. However, based on high performant
computing silicon which has improved rapidly, many difficult problems that have been
believed impossible are solved with the deep learning and active research such as in-
novative new models.
Regardless of models one can choose, the very basic computation of deep learning
is Multiply-ACcumulate (MAC) operation (illustrated in Fig. 1.1), which (repeatedly)
multiplies pairs of a weight parameter of model and an (activation) input value, then
accumulate those results. Those operations, relatively simple but massive multiplica-
tions and accumulations, are unsuitable for processing on conventional CPU archi-
tecture. Instead, the (GP)GPU (General Purpose Graphic Processing Unit), which has
high parallelism for image processing and redesigned for utilizing that parallelism for












































Figure 1.2: Illustration of cloud-based vs. on-device neural network computing
But the (GP)GPU is not designed solely for deep learning computations, there exist
inefficiencies in performance and power.
Along with limitations of existing GPU-based solutions, there exist demands for
on-device inference operation and moreover training operation in a device of an end
user or IoT devices instead of a data center. But there exists networking cost connecting
between a user device and a remote server, and we cannot ignore latency or disconnect
problems. For example in autonomous automotive driving solution it might lead to a
serious safety problem if high latency or connection loss happens, even regarding that
latest standards such as 5G and future standards tried hard to reduce a latency most.
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Moreover, there is a privacy problem, which is that the user data might be sniffed dur-
ing network transfer or it can be issue itself that (temporary) storing collected user
data. On-device neural network accelerator with suitable performance might the rem-
edy for above problems, and top SoC design companies all over the world are being
tried hard to include neural network computation blocks in their SoC and to increase
computation performance.
On-device accelerator should be designed to achieve suitable computation perfor-
mance and rapid processing time, within limitations of smaller logic area, low power
consumption in mind. With major components divided into two categories: compu-
tation unit and memory, following optimizations to reduce cost of accelerator and
model are being extensively studied all over the academy and industry. From here on,
we briefly introduce various optimization methodologies for achieving neural network
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Figure 1.3: Precision bit-width quantization
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Figure 1.4: Primitive mixed-precision example: each layer of CNN can have different
precision based on their influence to the output result.
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The most direct optimization methodology to reduce memory space and compu-
tation logic is the precision bit-width quantization, which reduces numerical preci-
sion from conventional 32-bit full precision floating point (FP32) to 8-bit (FXP8) or
less fixed point or binary number. Reduction of model size lessen the memory burden
and simplifies computational logic for processing smaller bit-width. However, achiev-
ing 5-bit or less beyond 8-bit was a barrier difficult to achieve for years, for model
accuracy degradation which was too bad to be acceptable. Hence, many methodolo-
gies for compensating accuracy degradation are proposed recently and successfully
mitigate that problem, for example mixed precision, step-by-step quantization, learn-
able quantization parameter, non-uniform quantization, etc. Meanwhile, implementing
those techniques into on-device accelerator is another problem. In this paper we keep
an eye on conventional implementations of mixed-precision MAC computation unit,






Figure 1.5: (Unstructured) pruning
Other way is the compressing model itself. Pruning technique, removing each neu-
ron or weight, kernel in each layer, or other components which is less contributing to
the final model output, is introduced by [2] in 2015 and gained immense popularly over
the academy and industry for its effective computational cost reduction. Regardless of
structured or unstructured pruning, sparsity should be handled in hardware accelerator
efficiently for achieving computation reduction merit from pruning, and many studies
that targets pruned model have efficient sparsity handling in mind. Other way is re-















Figure 1.6: Basic example of Stochastic Computing circuit. Two numbers x, y are con-
verted to stochastic number, multiplied two with AND gate, then the result is converted
back to binary number.
[3] and its variants try to reduce computation by introducing ”separable convolution”,
which divides single convolution layer of a convolutional neural network model into
convolution in feature step and in channel step. But in this paper we won’t cover works
related to the model compression.
Another method is the optimization of computation unit itself. One way of that
optimization is introducing different numerical representation such as log domain,
power-of-2, or else, which simplify the computation unit much with the cost of con-
verting model parameters and adding conversion logic for input or output data. In this
paper, we proposed another way to reducing computation cycle for stochastic comput-
ing based MAC computation logic. Optimizing computation unit itself might not affect
directly to memory pressure reduction, which is stated as major cause of computation
cost, but it could indirectly but eventually reduce cost according to the statements de-
scribed in next section.
1.2 Necessity of optimizing computational block of neural
network accelerator
We can categorize the major operations of deep neural network computations with two
layer types, which are the fully connected (FC) layer and convolution (CONV) layer.

























Figure 1.7: Major two layers in (convolutional) neural networks
operations with those two computation layers. Each output of the FC layer is computed
from every input of the layer with dedicated weight values for each input and output.
Meanwhile in the convolution layer, the outputs are not computed directly from all
inputs. The kernels (or filters), which are smaller matrices containing weight values,
are placed to connect between inputs and outputs. Each output is computed from MAC
operation between a kernel and a small portion of inputs determined by the kernel di-
mension. The applied portion of input with a kernel is slid through all input dimension.
More than one kernel is used to capture or extract different features from inputs.
Regarding the computation properties, it was said that FC layer is memory-driven
computation, for each computation requires excessive data transfer of inputs and ded-
icated weights values. Meanwhile, CONV layer was said computation-driven com-
putations. In convolution operation, it requires fetching smaller kernel weights than
much large number of weights in FC layer, and different kernels are loaded and used
for each input channel. Also, same kernel weights are reused through sliding kernel-
window whole over input dimensions, careful design of computation order and cache
structure can effectively reduce memory transfer cost. But with modern models which
also have a huge number of weight kernels and large dimension of (activation) input
and outputs, the cost of utilizing memory itself and performing memory transfer still
takes up most of the computation cost [4]. Hence, there is a saying that careful data
transfer optimization is more important than optimizing computation logic.
Nonetheless, the job of optimizing the computational logic could bring indispens-
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able merits. We can expect logic optimization appropriately performed can give com-
putational cost reduction or more responsive system to the end user. Basically we can
expect that computational logic optimization will reduce logic area or power consump-
tion retaining same computation throughput, then we can also expect that we could
achieve more computation throughput utilizing same logic area or same power con-
sumption. The more throughput can reduce the total required memory transfer to save
a computation cost.
1.3 Contributions of This Dissertation
In this dissertation, design of performant computing units for on-device neural network
accelerators is studied, which brings better throughput or reduced computation cycles.
In Chapter 2, we propose Multiply-ACcumulate (MAC) processing unit design
which reflects considerations of mixed-precision model compression. Conventional
MAC units supporting mixed-precision showed their efficiency lowered when com-
puting models with their majority operations in lower precision, from that not all of
the computation logic of conventional units is utilized when processing data with lower
precision. Proposed MAC unit supporting two precision modes is designed for fully
utilizing its computation logic when processing lower precision data, which brings
more computation efficiency for mixed-precision models whose major operations are
in lower precision. We also proposed the cost model which takes target model, com-
putational unit, and precision for each layer in model and determines a precision of an
internal multiplier which also decides lower or higher precision supported. That cost
model can be applied not only proposed unit but conventional units, and is used for
determination of precision for proposed and conventional units in experiments. Ex-
perimental results with two well-known CNN models, AlexNet and VGG-16, and two
experimental precision settings showed that proposed units can reduce computational
cost per multiplication by 4.68∼30.3% and save energy cost by 43.3% on average over
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conventional units.
In Chapter 3, we propose method and related hardware units for reduction of
computation cycle of stochastic computing based MAC processing unit. Conventional
stochastic computing based unit has its limitation in (1) expensive stochastic number
generators and (2) high computation cycles requirement. Recent stochastic computing
based MAC unit introduces deterministic stochastic number generator (SNG) which
hugely reduces SNG logic cost problem, but because the number of cycles is still de-
termined from the magnitude of weight value, there still remains sharp computation
cycle increase issue if targeting higher accuracy or more bit-width. Lots of methods to
decrease required cycles were proposed but each has its limitations. Proposed method
tries to solve this problem by combining stochastic computing with traditional binary
computation. If we divide weight in binary term by two, we can find out a regular
pattern from bitstream related to upper weight portion. Rather than computing upper
weight portion with conventional stochastic computing which requires too much clock
cycles, we can introduce bit shift operation to a counter which effectively reduces re-
quired number of cycles, with careful control rules found from that regular pattern.
Although additional hardwares such as bit shift enabled counters and a controller for
counting upper weight bits are required but those overhead could be compensated with
the effect of computation cycle reduction. Experimental results showed that in average
the number of cycles reduced by 38.8%.
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Chapter 2
MAC Design Considering Mixed Precision
2.1 Motivation
In machine learning, convolutional neural network (CNN) is a class of deep, feed-
forward artificial neural networks, most commonly applied to analyzing visual im-
agery. A CNN employs two types of layers: convolutional layers, which are used to
learn and extract features from data and fully connected layers, which correspond to
the traditional multi-layer perceptron (MLP). Note that the operations in convolutional
layers occupies 91% (AlexNet)∼ 99% (VGG-16) of total multiplication operations for
CNNs while the weight parameters in fully connected layers consume 96% (AlexNet)
∼ 89% (VGG-16) of total weight storage for CNNs [5].
As the CNN applicability has been spreading across diverse fields, deploying CNNs
on on-devices1 becomes a challenging task. Since on-devices require energy-efficiency
and light weight (i.e., fast) computation for the installed CNNs, compressing CNNs is
essential to reduce the computational cost (mostly for the convolutional layers) as well
as the storage cost (mostly for the fully connected layers).
The value quantization by limiting the size of bit-width for representation is one
of the most effective techniques for CNN compression. In general, 8-bit or less fixed-





























Figure 2.1: The changes of classification accuracy for various CNN models as the bit-
width for representing weight values in models is constrained.

































































(b) GoogLeNet with 11 layers
Figure 2.2: The changes of prediction accuracy as the numerical precision of weight
values on each layer changes [14].
point quantization becomes industry standard for image processing neural networks
since it provides compressed models amenable to on-devices which require an ac-
ceptable performance while using a limited storage at the expense of a little loss of
classification accuracy [5, 7]. The classification accuracy curves plotted in Fig. 2.1
for various well-known CNN models by varying the representation precision of their
weight values imply that around 8-bit quantization is the most economical choice with
no or very little loss of the prediction accuracy.
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Table 2.1: Layer-by-layer precision-variable quantization under 0.1%∼1% accuracy
degradation tolerance [14, 16]
†Prediction error tolerance: 1% for [14], 0.1% for [16]








The methods of quantizing values2 on CNNs can be classified into two groups:
(1) single-precision quantization [8, 9, 10], in which it uses a single bit-width size to
represent all the values in all layers, and (2) mixed-precision quantization, also called
precision-variable quantization [11, 12, 13, 14, 15], in which it may use different bit-
width size for different layer. That is, it uses a layer-by-layer single precision. Since
the precision-variable quantization is able to selectively allocate more bits to highly
sensitive layers while fewer bits to highly insensitive ones, it can mitigate the loss
of prediction accuracy more effectively than the use of single-precision quantization.
Fig. 2.2 shows how the prediction accuracy increases as the numerical precision of
weight values on each layer increases for AlexNet with 8 layers and GoogLeNet with
11 layers. In addition, Table 2.1 shows a set of the best combinations of the weight pre-
cision, explored by [14, 16], for various CNN models under certain tolerance bounds
on prediction error.
This work addresses the problem of designing multiply-and-accumulate (MAC)
unit architecture that is able to perform the convolutional operations in CNNs com-
pressed by the mixed-precision quantization. Here, an important consideration encoun-
2In this work, by quantization it means to quantize not only the weight values but also the input and
output values in the layers.
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tered in MAC unit design is that MAC unit structure should be as efficient as possible
in terms of its internal resource utilization, thereby saving the computation time and
energy consumption per multiplication operation. Note that the conventional approach
allocates a sufficiently large sized MAC unit structure (e.g., [17]), so that on a single
MAC, it can perform a single multiplication of high precision while it can also pack
and simultaneously perform multiple multiplications of (very) low precision. However,
this approach does not fully utilize the internal resources on MAC unit. For example,
suppose the operations required for inferencing an image using a compressed CNN
consists of 10% 16-bit×16-bit multiplications and 90% 8-bit×8-bit multiplications.
Then, the approach like Double MAC (DMAC in short) in [17] requires to install a set
of MACs of 16-bit inputs to perform a 16-bit×16-bit multiplication on a single MAC
or to perform two 8-bit×8-bit multiplications on a single MAC. However, it does not
fully utilize the internal MAC resources since one MAC of 16-bit inputs can be seen
as internally containing four 8-bit×8-bit multipliers, resulting in 45% (= 0.5·90%) re-
source waste in performing all the multiplications.
A better strategy for the example is to allocate MACs of 8-bit inputs (mode-0) to
perform the majority of multiplications with no resource waste. When (mode-1) per-
forming every 16-bit×16-bit multiplication in a layer, theoretically requiring at least
four 8-bit multipliers, it restructures four 8-bit internal multipliers in a MAC unit to
perform the high precision multiplication on the layer. Thus, no resource waste oc-
curs. This work is about designing a composable MAC unit structure that supports two
operations modes (mode-0 and mode-1) in the convolutional layers.
The works in [18] and [19] are the noticeable ones among the works that have
addressed the allocation of MAC unit structures targeting the CNNs with precision-
variable quantization across layers. The works in [18] proposed a MAC unit called
a bit-serial compute unit (Bit-serial in short) that computes a single multiplication
operation (e.g., Ai[N − 1:0]×Wj) with a serial accumulation of partial-products (e.g.,
iterating (Acc + Ai[l] ·Wj)k, l = N − 1, · · · , 0). Thus, the MAC unit can scale
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the computation time proportionally with the numerical precision of input neurons (but
not weights). Clearly, the MAC unit is inefficient in the internal resource utilization for
multiplication with low precision on weights. In addition, the work in [19] proposed a
MAC unit (called ASM in short) that is able to perform three modes of multiplications:
(1) four 4-bit×16-bit multiplications, (2) two 8-bit×16-bit multiplications, and (3) one
16-bit×16-bit multiplication. Even though ASM fully utilizes its internal resources
for such operations of 4-bit×16-bit, 8-bit×16-bit, and 16-bit×16-bit, performing the
multiplications with 16-bit×n-bits, n = 8, 7, · · · is inefficient since it does not fully
utilize the internal logic corresponding to the high-end on precision or to the upper
bits on operand with fixed precision. We found that the work in [20] shares a similar
concept of ours (i.e., using small size internal multipliers) in designing their multiplier
unit for digital signal processor. It used four small sized multipliers to support all of the
five different input bit sizes on multiplication. As a result, it added a considerable glue
logic. Moreover, like the ASM structure, a substantial waste of computing resource
occurs for a multiplication even with a slight difference between input bit sizes (e.g.,
9-bit×7-bit multiplication).
For a compressed CNN C with mixed-precision neurons and weights across layers,
this work solves, based on the precision profile in C, two tasks: (task 1) determining
the size (i.e., precision) of every multiplier in a given MAC unit structure which leads
to a fully utilizing MAC unit for C (Sec. 2.2); (task 2) proposing a MAC unit struc-
ture called PV-MAC which uses much lower computation and energy cost over the
existing structures (e.g., ASM, DMAC, Bit-serial) (Sec. 2.3). Sec. 2.4 then provide a
set of experimental data tested on CNN models of AlexNet and VGG-16 with mixed-
precision layers to assess the size determination accuracy in task 1 for input CNNs and
the computation and energy efficiency of PV-MAC in task 2.
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2.2 Internal Multiplier Size Determination
We accept a MAC unit structure and a CNN as inputs, and determines the input bit size
of internal multipliers in the MAC unit, which leads to the most efficient utilization of
MAC’s internal resources and execution cycles for the multiplication operations on
running the CNNs. The accuracy curves in Fig. 2.1 hint on deciding the most ‘bene-
ficial’ bit size. For example, SqueezeNet maintains the high accuracy as long as the
weight bit-width is no less than 6 bits while AlexNet, GoogLeNet and VGG-16 keep
the accuracy if the weight bit width is no less than 7 or 8.
In the following, we start with definitions followed by cost formulation and our
strategy of determining the input bit size of an internal multiplier based on the cost
function. (Our MAC unit structure will be presented in Sec. 2.3.)
Definitions and cost formulation: Let M(i, j) be the number of i-bit×j-bit multi-
plications in an input CNN C and Mtot be the total number of multiplications in C,
and suppose the information M(i, j), i = bl, · · · , bh, j = b′l, · · · , b′h in C is available
where bl (b′l) and bh (b
′
h) indicate the bit size of the lowest and highest activation
(weight) input precisions of the multiplication in C, respectively.
Definition 1. For the allocation of k-bit×k′-bit internal multipliers, its MAC resource













in whichNmac(k, k′, i, j) represents the number of k-bit×k′-bit multipliers required in
order to perform a multiplication operation of i-bit×j-bit input size, andMacArea(k, k′)
is the implementation area of a k-bit×k′-bit multiplier.
Example 1. Consider a CNN C which hasMtot = 100 multiplications, each layer input
represented with 10-bit, M(10, 6) = 10 multiplications, M(10, 7) = 30, M(10, 8) =
14
54, M(10, 9) = 4, M(10, 10) = 2, and MacArea(10, 10) = 200 unit area and
MacArea(10, 8) = 120 unit area. Then, a naive MAC unit structure will include
internally 10-bit×10-bit multipliers so that a single multiplier should exactly perform
a multiplication of the largest input size. Consequently, Nmac(10, 10, i, j) = 1, for i
= 10, j = 6, 7, 8, 9, 10, resulting in µmac/op(10, 10) = 200·R(10, 10) = 200·((10 +
30 + 54 + 4 + 2) · 1)/100 = 200·1 = 200. On the other hand, if an elaborated MAC
structure includes 8-bit×8-bit multipliers internally, Nmac(10, 8, i, j) = 1, for i = 10, j
= 6, 7, 8 and Nmac(10, 8, 10, 9) = Nmac(10, 8, 10, 10) = 4, resulting in µmac/op(10, 8)
= 120·((10 · 1 + 30 · 1 + 54 · 1 + 4 · 4 + 2 · 4) / 100) = 120 · 1.18 = 141.
Definition 2. Let Dtot(k, k′,M(i, j)) be the total computation delay required to exe-
cute the M(i, j) multiplications by using a k-bit×k′-bit multiplier. Then, the average
computation time, called time utilization, µdelay/op(k, k′) required for a k-bit×k′-bit











Clearly, the amount of energy consumption required to execute the multiplication oper-
ations in an input CNN C is directly and linearly proportional to the value of µmac/op.
On the other hand, the computational efficiency depends not only on the µdelay/op
value but also the parallel structure of multiple k-bit×k′-bit multipliers in a MAC unit
for multiplications.3 Since the parallel structure in a MAC unit may vary subject to
the design goal and constraints, the µdelay/op value is a good indicator in assessing the
computational efficiency of our work. We provide the values of µdelay/op (i.e., Delay/-
multop and Davg/multop columns on tables) in our experiments.
Cost function and determining input size of an internal multiplier: We iteratively
perform the following four steps to produce an instance of the input MAC unit structure
which consumes a minimum energy for the multiplication operations in the (inference)
3Implicitly, the µmac/op and µdelay/op values are normalized by using the largest and smallest values,
so that they are always in [0, 1].
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processing on input CNN C.
1. Initially, k = bl, k′ = b′l and Costmin =∞.
2. Design or scale k-bit×k′-bit multiplier(s) in the MAC unit while reconfiguring
the control and accumulation logic to enable the multiplications in C to work.
3. Compute the value of Cost(k, k′):
Cost(k, k′) = α · µmac/op(k, k′) + (1− α) · µdelay/op(k, k′) (2.4)
where α is a control parameter to balance the energy consumption and compu-
tation time.
4. If theCost(k, k′) value is less thanCostmin,Costmin is reset to theCost(k, k′)
value.
5. If k < bh, k = k + 1; if not, but k′ < b′h, k
′ = k′ + 1; and go to Step 2.
Otherwise, return the input sizes k and k′ corresponding to Costmin.
Setting α close to 1 implies that a more importance is placed on minimizing energy
consumption while α close to 0 means a more importance is placed on speeding up
the computation. Note that the values of M(i, j) and Mtot are constant for an input
CNN C, and MacArea(k, k′) is also given by a single multiplier implementation. It
should be noted that besides the determination of an efficent multipler size based on
µmac/op(·) and µdelay/op, since a MAC unit structure which contains a set of multiple
multiplers should contain additional (glue) logic (e.g., accumulation), it is essential to
build an internal structure of MAC unit which is as simple but efficient as possible in
terms of energy consumption and computation delay.
2.3 Proposed hardware structure
We propose an delay and energy efficient MAC unit structure which is highly suitable
for CNNs with precision-variable quantization across layers. With the consideration
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of high utilization of the internal multipliers in the MAC unit while simplifying the
subsidiary overhead as much as possible, we propose to explore instances of MAC
unit structure, which contains four multipliers of k-bit×k′-bit input size and supporting
two operation modes: (mode-0) running one multiplier in the MAC unit for a single
multiplication of low precision of up to k-bit×k′-bit and (mode-1) running all four
multipliers in the MAC unit for a single multiplication of high precision of over k-
bit×k′-bit. Fig. 2.3 shows the instance of proposed MAC unit structure for k = 10 and
k′ = 8.
The MAC unit consists of three blocks:
1. (Multiplier block) It is composed of four k-bit×k′-bit multipliers M0, M1, M2,
and M3 in parallel. As illustrated in Fig. 2.4, in mode-0 it simultaneously per-
forms four multiplications of low precision (≤ k, ≤ k′) while in mode-1 it
performs a single multiplication of high precision (> k, > k′).
2. (Adder-tree block) A tree of adders is formed by using carry-save adders (CSAs)
(e.g., [21, 22]) to exploit the constant and fast propagation delay of CSA regard-
less of its input bit width. In mode-0, it performs the additions of the four outputs
of the multiplications in Fig. 2.4(a) together with the currently accumulated sum
stored in register Acc of Accumulator block, i.e., P0 + P1 + P2 + P3 + Acc. On
the other hand, in mode-1, it concatenates P3 and P0 and realign P1 and P2,
and adding them up together with the value in Acc of Accumulator block, i.e.,
(P3||P0) + (P1  k′) + (P2  k) +Acc. In both modes, the block produces two
outputs, S0 and S1, which will be summed by the final adder in Accumulator
block.
Let Γ(g) be the arrival time of a signal or a vector of signals g at the Adder-tree
block and Delay(b) be the delay of an arithmetic or logical block b. Let P ′0,
P ′1 and P
′
3 denote the vector signals coming from the pre-MUXes in Adder-tree
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Figure 2.3: The instance of our proposed MAC unit for k = 10 and k′ = 8, which
is composed of Multiplier block containing four multipliers of k-bit×k′-bit input size,
Adder-tree block using carry-save adders, final Accumulator block, and operates two
operation modes mode-0 and mode-1. The vertical blue lines indicate the range of
blocks performing a single multiplication operation (without accumulation) for mode-
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(b) Mode-1: one multiplication of input size over k-bit (k = 10) and over k′-bit (k′ = 8).
Figure 2.4: The setting of operations to be carried out in operation modes mode-0 and
mode-1 on Multiplier block for k = 10, k′ = 8 in Fig. 2.3.
the input arrival times Γ(P ′0) = Γ(P2) = Delay(mult) + Delay(mux), Γ(P
′
1) =
Γ(P ′3) = Delay(mult) + 2·Delay(mux), and Γ(Acc) = 0, we form a CSA-tree
with the fastest delay and its computation flows in mode-0 and mode-1 are shown
in Fig. 2.5. Thus, the output timings of Adder-tree block, Γ(S0) and Γ(S1), are:
Γ(S0) = Γ(S1) = Delay(mult) + 2 ·Delay(mux)
+ 3 ·Delay(fa)
in which fa represents one-bit full adder (FA).
3. (Accumulator block) It consists of a final (normal and non-CSA) adder and a
register. The final adder receives two outputs S0 and S1 of Adder-tree block and
produces the final sum, which is then stored to the register. Since (k + k′)-bit































































































































(b) Mode-1 (k = 10, k′ = 8)
Figure 2.5: The computation flows in mode-0 and mode-1 on Adder-tree block for
k = 10 and k′ = 8 in Fig. 2.3. The red heavy and black dotted lines represent the
flows, in which the critical delay paths are shown with the black dotted lines.
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the rightmost k bits in the register will be disabled by clock gating in this mode
to save energy.
The implementation details on PV-MAC in Fig. 2.3 for various values of k′ for
weights assuming k = k′ for activations in comparison with the existing MAC unit
structures (ASM, DMAC, Bit-serial) will be provided in the following section.
2.4 Experiments
We express the instances of our proposed MAC unit structure PV-MAC in Verilog
HDL code and use Synopsys Design Compiler (v2016.03) for synthesis and IC Com-
piler (ICC) (v2016.03) for physical implementation with industrial 28nm cell library
and physical design kit (PDK). We set the clock frequency to 500MHz, library prop-
erties are worst corner, 0.9V supply voltage, 25◦C temperature, otherwise we applied
default tool options. We then extract the power, timing, area, wirelength numbers from
the post-layout circuits. (Note that since it is hard to make a fair comparison based on
the total wire length among the layouts of MAC structures, the wire length comparison
is just for reference.)
The following is the procedure carried out for measuring power, energy, and delay.
1. From the circuits implemented, we extract the power consumption and timing
data for random inputs. We used set case analysis and set switching activity
commands in IC Compiler.
2. Then, for each CNN model with mixed input precision, we calculate the num-
ber of computation cycles required by a MAC unit structure, from which we
compute the energy values consumed by the MAC unit.
3. To obtain the delay value per multiplication operation, we extract the timing
path from Q pin of input register to the output net of multiplication logic or






































(b) Mode-1: summing S0 and S1 of 2(k + k′)-bit inputs (k = 10, k′ = 8).
Figure 2.6: The setting of final addition in mode-0 and mode-1 on Accumulator block
for k = 10 and k′ = 8 in Fig. 2.3. The clock signals to the leftmost 8 bits and the
rightmost 8 bits in the register is disabled by clock gating in mode-0 to save energy
and the shaded yellow parts indicate the clock gated region.
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is also considered as multiplication logic in processing multiplication with input
of high precision.
For comparison, we also implement the instances of the existing MAC unit struc-
tures: ASM (Assemble) [19] which assembles the internal multipliers of low precision
to produce a multiplication result of high precision. DMAC (Double MAC) [17] which
performs two multiplications of low precision on a multiplier with high precision, and
Bit-serial [18] which consists of bit-serial multipliers. The details on the implemen-
tation of the existing MAC units (ASM, DMAC, and Bit-serial) are given in the next
subsection.
2.4.1 Implementation of Reference MAC units
Fig. 2.7 shows the structure of the reference MAC units: ASM in DNPU accelerator
[19], DMAC [17], and Bit-serial [18]. To make a fair comparison with our PV-MAC,
we update the original MAC units of ASM, DMAC, and Bit-serial by considering the
followings:
1. Since the accumulation part of every reference MAC unit was not explicitly
specified, we include it in the structure to complete the convolution operations
in CNNs.
2. We equally match up the number of multiplication of high precision (mode-
1) for fair comparison. That is, for an execution of every type of MAC units
PV-MAC, ASM, Bit-serial, and DMAC, single multiplication output of full pre-
cision will be produced in mode-1, but the number of multiplication outputs (of
low precision) in mode-0 varies depending on its MAC unit structure. (For exam-
ple, DMAC produces two multiplication outputs in mode-0 while our PV-MAC
produces four outputs in mode-0.)
3. The original ASM handles multiplications of three levels of precision. Internal
multipliers of the original ASM is implemented with 4-input LUTs. We replace
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all LUTs with random logic multipliers.
4. Since the original DMAC does not have the precision controllability, we include
multiplexers and extra control logic to carry out the process of grouping the
lower precision inputs and then dividing the concatenated multiplication result
into dedicated internal outputs.
5. The original DMAC requires a supplemental logic to support the inputs of neg-
ative sign, but we exclude the logic from the implementation.
6. We replicate the internal multiplier block in Bit-serial by 4 to occupy an area
similar to that of our PV-MAC. For Bit-serial which suffers a long output la-
tency, we increase the parallelism to increase the throughput.
7. Clock gating is applied to PV-MAC, ASM, and DMAC to save dynamic power.
Bit-serial does not have a time interval on registers long enough for clock gating.
The comparison of power saving by clock gating is shown in Sec. 2.4.4.
Table 2.2 summarizes the implementation specification of PV-MAC, ASM, Bit-serial,
and DMAC. Although there are differences between PV-MAC and reference MAC
units, we can replace other MAC units with PV-MAC, retaining underlying archi-
tectures, such as datapath, buffer. If we use ASM and Bit-serial, we have to fix the
precision of one operand to the highest (supporting full) precision.
2.4.2 Area, Wirelength, Power, Energy, and Performance of MAC units
for AlexNet
Fig. 2.8(a) shows the changes of design cost (i.e., the quantity ofCost(k, k′) in Eq.2.4)
for inferencing an image using AlexNet with five convolution layers of 8-, 9-, 9-, 10-,
and 9-bit input precision of multiplications as the size (k and k′) of a single multiplier
in MAC units PV-MAC, ASM [19], DMAC [17], and Bit-serial [18] changes. The
input precision on the convolutional layers are taken from [16], which has referenced





























































































































(d) MAC unit using (c)
Figure 2.7: The structure of reference MAC units. The vertical blue lines indicate the


















































Figure 2.8: The changes of the design cost or total energy consumed by the MAC
unit implementations for various input sizes of its internal multipliers for inferencing
an image using AlexNet [23] with five convolution layers of 8-, 9-, 9-, 10-, and 9-bit

























































Figure 2.9: The changes of the design cost or total energy consumed by the MAC unit
implementations for various input sizes of its internal multipliers for inferencing an
image using AlexNet [23] with five convolution layers of 3-, 4-, 4-, 5-, and 4-bit input
precision of multiplications.
26
Table 2.2: Specification of our PV-MAC and reference MAC units with multiplication
inputs A and B











A, B B, but A in always full precision A, B
Splitting
inputs
A, B B only A, B B only
Throughput in
low precision
4× 2× - 2×
Delay variation No No Yes No
to put a more emphasis on MAC energy saving. We implement all instances of PV-
MAC, ASM, DMAC, and Bit-serial by varying the value of k and k′.
Fig. 2.8(b) shows the total energy curves consumed by the MAC unit instances for
the convolution computations on AlexNet. The comparison of the two curves namely
cost curve in Fig. 2.8(a) and energy curve in Fig. 2.8(b) for every MAC unit of PV-
MAC, ASM, DMAC, and Bit-serial shows that the k′ value of bending points on the
curves exactly match, which implies that our cost formulation is very reliable in decid-
ing the input size of minimal-energy (internal) multiplier in a MAC unit for AlexNet.
Table 2.3 compares the area and the power (per cycle), total execution cycles,
and energy consumption of the MAC unit instances corresponding to the k′ values of
minimal-cost on the curves in Fig. 2.8(a) for convolution computation on AlexNet.
PV-MAC significantly reduces the total execution cycles by which the total energy is
saved by 46.4% on average over the conventional MAC units. More specifically, the
implementation areas of ASM, DMAC, and Bit-serial are 42.6%, 74.4%, and 70.0%
smaller than that of PV-MAC, but the total execution cycles are 2.0×, 2.0×, and 9.1×






























































































































































































































































































































































































































































































































































































































































































































































































MAC, respectively. The high energy consumption by Bit-serial is caused by its internal
implementation of sequential multipliers. Precisely, though it has a smaller area than
the parallel multipliers in ASM, DMAC, and PV-MAC, it requires much more cy-
cles while consuming a significant power by the internal logic and registers for every
addition-and-shift operation. The Delay/multop column indicates the logic delay of
a single multiplication operation on the corresponding mode (not including the logic
delay for accumulation) by the internal multiplier(s) in a MAC unit. For this large
bit sized multiplications on AlexNet, logic delay of PV-MAC is a little longer than
DMAC, but much shorter than ASM (for using low precision path rather than higher
precision path) and Bit-serial (for intrinsic nature of bit-serial multiplication).
In the result from the first environment, reference units were chosen to have all
operations in their highest precision mode, whereas proposed PV-MAC processes all
operations in its lower precision mode, those are different from other results whose
tendencies were utilizing multiple precision modes in better balance. This results ref-
erence units have much smaller logic area, number of cells and wirelength than PV-
MAC, but those choices make up from less throughput than proposed unit. One can
consider duplicating the number of instances of reference units to match their through-
put with PV-MAC, but those require slightly larger area and other hardware costs than
proposed unit. Meanwhile, chosen units in following results were showed less logic
area differences.
On the other hand, Fig. 2.9(a) and Fig. 2.9(b) show the changes of the quantity of
Cost(k, k′) in Eq.2.4 and the energy consumption of MAC unit implementations for
inferencing an image using AlexNet with five convolution layers of 3-, 4-, 4-, 5-, and
4-bit input precision of multiplications as the size (k′) of a single multiplier in MAC
units PV-MAC, ASM [19], DMAC [17], and Bit-serial [18] changes. The comparison
between the cost and energy curves shows that the k′ values of bending points exactly
match. Table 2.4 compares the area and the power (per cycle), total execution cycles,
and energy consumption of the MAC unit instances corresponding to the k′ values of
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minimal-cost on the curves in Fig. 2.9(a) for convolution computation on AlexNet. PV-
MAC reduces the total execution cycles by which the total energy is saved by 38.6%
on average over the conventional MAC units. For this small bit sized multiplications
on AlexNet, logic delay of PV-MAC is shorter than Bit-serial, but longer than ASM
and DMAC.
2.4.3 Area, Wirelength, Power, Energy, and Performance of MAC units
for VGG-16
We carry out the same analyses as we do in Sec. 2.4.2 while inferencing on VGG-16
[24] with thirteen convolution layers of varying input precision (8,6,8,8,9,8,8,8,8,8,8,8,9)
of multiplications for the convolution computations. We take the varying precision on
the layers from [16] except a slight update on the largest precision. We perform the
same procedure of deciding the multiplier size in PV-MAC, ASM, DMAC, and Bit-
serial using our cost curves in Fig. 2.10(a). We can see that the k′ values of bending
points on the cost curves in Fig. 2.10(a) coincide with the k′ values of bending points
on the energy curves in Fig. 2.10(b). Table 2.5 summarizes the implementation details
and performance of the MAC unit instance of minimal-energy in Fig. 2.10(a). In short,
the energy saving by PV-MAC over the conventional ones is by 50.6% on average. For
this large bit sized multiplications on VGG-16, logic delay of PV-MAC is comparable
to other MAC units.
On the other hand, Fig. 2.11(a) and Fig. 2.11(b) show the changes of the quantity
ofCost(k, k′) in Eq.2.4 and the energy consumption of MAC unit implementations for
inferencing an image using VGG-16 with thirteen convolution layers of varying input
precision (4,3,4,4,5,4,4,4,4,4,4,4,5) of multiplications as the size (k′) of a single mul-
tiplier in MAC units PV-MAC, ASM [19], DMAC [17], and Bit-serial [18] changes.
The comparison between the cost and energy curves shows that the k′ values of bend-
ing points exactly coincide. Table 2.6 summarizes the implementation area, power,


























































Figure 2.10: The changes of the design cost or total energy consumed by the MAC
unit implementations for various input sizes of its internal multipliers for inferenc-
ing an image using VGG-16 [24] with thirteen convolution layers with varying input






















































Figure 2.11: The changes of the design cost or total energy consumed by the MAC
unit implementations for various input sizes of its internal multipliers for inferenc-
ing an image using VGG-16 [24] with thirteen convolution layers with varying input













































































































































































































































































































































































































































































































































































































































































































































































































































on running VGG-16, in which the MAC unit instances are implemented according to
the cost curves in Fig. 2.11(a). In short, PV-MAC reduces the total energy by 37.8% on
average over the conventional MAC units. Similar to that on AlexNet, for this small bit
sized multiplications on VGG-16, logic delay of PV-MAC is longer than other MAC
units.
2.4.4 Power Saving by Clock Gating










PV-MAC {4, ..., 10} N/A 12.9% 3.3% 8.1%
ASM [19] {2, 3, 4} -2.5% -2.0% -9.4% -5.4%
DMAC [17] {4, ..., 8} N/A -7.1% 10.6% 1.7%
We applied RTL-level clock gating flow with Synopsys DC, which can detects
registers that can be gated, and automatically inserts integrated clock gating (ICG)
cells as generated clock signals, and with Synopsys ICC, which optimizes by merging
or dividing ICG cells in P&R flow. To make appropriate registers in PV-MAC and
other units detected by DC or ICC, we added ”enable” signals driven by precision
mode signals to appropriate registers in MAC units. For PV-MAC, in mode-0 upper
and lower portion of output registers or in mode-1 upper portion of input register can
be gated, those registers were emphasized in Figs. 2.4, 2.6. For ASM and DMAC,
upper portion of input register in mode-0 can be gated. As stated before, we did not
apply clock gating on Bit-serial.
Table 2.7 compares the power saving on MAC units, measured from the post-
layout implementation through simulation. Both PV-MAC and DMAC are able to re-
duce the power by 8.1% and 1.7%, respectively. However, ASM uses 5.4% more power
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by the power gating, which is due to the relatively small power saving by the registers




Speeding up MUX-FSM based Stochastic Computing
Unit Design
3.1 Motivations
On-device (or edge device) neural networks accelerator is being gained popularity
mainly thanks to no network latency in processing data and privacy safety such as no
need to send sensitive data to the cloud. For example, autonomous automotive driving
solution requires very low processing latency and no failures, which might not be
attained with current or near future wireless networking standards. Smartphone and
other handheld devices utilize machine learning solutions for many applications e.g.
photo processing and text translation, which should clearly take into account privacy
issue.
On-device processing cost should be minimized for limited power budget, logic
area, and demands of higher performance for enabling advanced applications. The
methods for speeding up the neural network processing can be classified as: (1) quan-
tizing bit-width or lowering down computation precision, which directly reduce logic
area and power consumption at the expense of accuracy degradation; (2) pruning











𝑥 ∗ 𝑦 = 𝑚 ≈
2
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(a) Multiplication as AND gate
0
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(b) (Scaled) Addition as MUX gate
Figure 3.1: Multiplication as AND gate, (Scaled) Addition as MUX gate in Stochastic
Computing
tribute to the final results; (3) alternating computing methods such as log-scale and
stochastic computing. This work belongs to stochastic computing for further reducing
the processing cost.
Stochastic computing (SC) [26] is a collection of techniques that represent contin-
uous values by streams of random bits. For example, if we represent the number 3/8
in unipolar representation with 8-bit streams, possible stochastic number bit stream
representing that number might be one of ”11100000”, ”10101000”, ”00100110”, etc.
Complex computations can then be computed by simple bit-wise operations on the
streams. Like in Fig. 3.1, multiplication logic can be substituted with one AND gate,
addition logic substituted with MUX logic with additional selection input signal as SN
representing a number 0.5 (or the probability of bit 1 appearance is 0.5).
Fig. 1.6 illustrates an architecture for SC based multiplication, in which the two
SNG (stochastic number generators) generates bit streams such that the ratios of 1-bits
of the streams should be or very closely approximate to the values of multiplication
inputs x for activation and y for weight in neural network. Then, bit-wise AND oper-
ations are applied to the bit streams coming out from SNGs in Fig. 1.6, producing a
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bit stream corresponding to the value of x × y, from which its binary representation
is obtained by counting the number of 1-bits in the bit stream. Though the supporting
hardware logic for bit-wise operations in SC is simple, it entails a couple of limita-
tions, which are (1) a considerable logic area for SNGs and (2) a very long bit stream
to maintain no accuracy loss in operation as well as representation. Two operands in
each stochastic operation should be uncorrelated, which is the necessary condition for
the accurate computation. To achieve sufficiently uncorrelated stochastic numbers, one
should prepare carefully designed random number generator, and the implementation
cost of which is not that small. A bit stream with the length of up to 2n should be
prepared to be probabilistically exact to represent a value that uses n bits in binary
representation. Consequently, the long bit streams, particularly for the values close to
0, affects unfavorably on the SC’s ultimate objective of fast processing time through
the simple bit-wise operations.
In 2010s, stochastic computing received spotlight once again for deep learning ac-
celerator optimization. Many studies [27, 28] contributed that stochastic computing
based neural network accelerators which implement all computations, convolution,
pooling, etc., and utilize merits of smaller computation logic to enhance computation
throughput. But aforementioned issues still remains in stochastic computing, hence
reducing SNG cost is still actively in research for lowering barrier to stochastic com-
puting.
To overcome the limitations, recently a number of deterministic SC structures [29,
30] have been proposed. One noticeable structure, called SC-DNN, is shown in Fig. 3.2
[30]. SC-DNN replaces the two expensive SNGs in Fig. 1.6 with a MUX and a simple
counter-based FSM, in which the MUX inputs are the bit values of activation input x
and the bit stream is formed by an iterative selection of MUX inputs that is controlled
by the FSM. However, since this SC structure still requires the counter in FSM to
operate 2n clock cycles at the worst case corresponding to the values of y close to
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Figure 3.2: FSM-MUX based SC (SC-DNN) unit structure [30].
it is able to reduce the averaged processing time significantly in comparison with the
processing time used by SNG based SC. (The details on the semantics of counter-based
FSM in Fig. 3.2 will be described in Sec. 3.1.1.)
Fig. 3.3(a) [33] and Fig. 3.3(b) [30] show the architectures that enhance the multi-
plication processing time of the MUX-FSM based SC in Fig. 3.2. (Note that for brevity
of presentation, we assume the multiplication inputs are all unsigned numbers. Han-
dling signed numbers done in all existing architectures can be naturally migrated into
our proposed architecture with no special modification.)
The structure in Fig. 3.3 called MUX-FSM based SC with pre-counting exploits the
fact that the MSB (i.e. the highest-order bit) of x in the MUX inputs should be selected
every two clock cycles in a row to form a bit sequence if the structure in Fig. 3.2 is used
and it is possible to know the total count of the MSB’s 1-bits in the sequence by merely
examining the MSB value in advance. Thus, the structure of MUX-FSM based SC
with pre-counting instantaneously sets the initial value of its counter in Fig. 3.3(a) to a
constant (preprocessed) value and then starts to count up the rest as does the structure
in Fig. 3.2, thereby reducing the processing time roughly by half at the expense of
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(b) Structure of MUX-FSM based SC with bit-parallel processing [30].
Figure 3.3: Enhanced structures of MUX-FSM based SC.
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On the other hand, the structure in Fig. 3.3(b) called MUX-FSM based SC bit-
parallel processing performs the counting process with repetition for the 1-bits in the
MUX inputs corresponding to multiple high-order bits in x concurrently with addi-
tional hardware, which amounts to the two new sub-blocks placed immediately after
the MUX inputs in Fig. 3.3(b).
One common rule that governs the 1-bit counting process in the MUX-FSM base
SC structures in [30, 33] is that total counting time in a multiplication (x×y) is tightly
bounded by the absolute value of y. This work proposes a method of lowering down
this bound without accuracy loss to speed up the counting process. Precisely, (1) we
introduce a novel concept of split-counting and apply it to y on the various MUX-FSM
based SC structures of MUX-FSM based SC in Fig. 3.2 and, MUX-FSM based SCs
with pre-counting and MUX-FSM based SCs with bit-parallel processing in Fig 3.3,
intermixed with inexpensive shift operations. (2) Theoretically, for every structure, we
show that the worst case counting process of a multiplication can be sped up by 2X.
3.1.1 MUX-FSM based SC and previous enhancements
In this section we introduce how the existing MUX-FSM based SCs work, which helps
understand our work in the next section.
MUX-FSM based SC: The upper part in Fig. 3.4 shows how MUX-FSM based SC in
[30] calculate x× y where x = W = 0110102(= 26) and y = I = [I5I4T3I2I1I0] =
001010. To calculate W × I by SC, MUX-FSM based SC assigns the bit values of I5,
I4, T3, I2, I1, and I0 to the MUX inputs and produces a sequence of MUX outputs by
applying the sequence, S, of MUX inputs’ index values [5 4 5 3 5 4 5 2 5 4 5 3 5 4
5 1 5 4 5 3 5 4 5 2 5 4], shown in green box in the middle of Fig. 3.4. It should be
noted that the index sequence S, coming out from an FSM, is known in advance and
constant independently of the values of W and I . In addition, the length of S exactly
equals the value of W . Thus, the bit stream corresponding to the S is [1 0 1 1 1 0 1 1
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S indicates Ī5 in the MUX input, the first element in the bit stream is Ī5 = 0̄ = 1 while
the second and third elements are I4 = 0 and Ī5 = 0̄ = 1, and so on. MUX-FSM based
SC then counts the number of 1-bit values in the bit stream, for one cycle at a time,
taking total of 26 (= W ) clock cycles.
The rationale of using the fixed index sequence S, shown in ‘FSM, I#’ in Fig. 3.3,
is the following. For n-bit W and n-bit I , the outcome of W · I can be approximated
by evaluating
W · I = W ·
n∑
j=1
2−j · In−j ≈
n∑
j=1
dW ∗ 2−je · In−j . (3.1)
Thus, Eq.3.1 tells us that W · I can be approximated by counting the value of each
In−j dW ∗ 2−je times. For example, for n = 6, the right term in Eq.3.1 becomes
dW ∗ 2−1e · I5 + dW ∗ 2−2e · I4 + · · ·+ dW ∗ 2−6e · I0 (3.2)
which means that the number of counting Ij , j = 5, · · · 1 is twice more than that of
Ij−1. Thus, the W value can be distributed into W bits (i.e. index sequence) of I5,
· · · , I0 such that total sum of the bit values is the value in Eq.3.2. The details of the
construction of index sequence can be found in [30], in this paper we briefly describe
the process. For each cycle in the countdown from weight (magnitude), or counting up
to the weight as in Fig. 3.5, we should choose the best input bit to be counted. We can
see that for each increment, there is one digit whose number is incremented by one
and best one to be newly counted, regarding a denominator number (derived from its
basis value) for each digit. Observing patterns and let each digit of n-bit (activation)
input as Id, d ∈ {n−1, n−2, ..., 0}, each digit appears first when the number of cycle
is 2n−d/2 and reappear every 2n−d cycles. From this pattern we can generate a FSM
to select appropriate digit of input for each cycle. Thus, the number of clock cycles
required in the worst case is bounded by 2n.
In Fig. 3.6, we showed the color map of output values from multiplication of 6-bit










































































































































































































































































































































Cycles 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 . .




























































Figure 3.5: FSM input bit selection pattern in SC-DNN [30]: for each weight increment
by 1 (or each cycle), only one of the required number of input bit increased, and that
input bit has to be counted.
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(b) Errors versus 32-bit float-point
Figure 3.6: Values and errors over 6-bit weight, input multiplication with FSM-MUX
based SC (SC-DNN)
point precision. We can see almost smooth transition in value map which shows neg-
ligible error, and the magnitude of error is at most 3 and 0.64 on average, which tells
that approximated outputs from SC-DNN have negligible error.
The problem of exhaustive clock cycles required to achieve appropriate accuracy
still exists. To cope with this problem by reducing the number of computation cycles,
enhanced architectures are being proposed to utilize observations from the input bit
counting pattern to merge duplicated bit counts. Among many architectures, we com-
pared following two architectures which are not require changing operand values for
their architectures.
MUX-FSM based SC with pre-counting: MUX-FSM based SC with pre-counting
[33], shown in Fig. 3.3(a) and Fig. 3.4(2), makes use of the fact that the most signifi-
cant bit (MSB) of I appears in the index sequence for every other position (e.g. I5 in
Fig. 3.4(2)), initially setting the counter to the half of the weight magnitude (e.g. initial
value to 26/2 = 13 = 1101(2) in Fig. 3.4(2). Consequently, the required number of
clock cycles is dW/2e which is bounded by 2(n−1).
Introducing pre-counting requires small additional preprocessing logic only, as
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its authors suggest, but you cannot utilize output counter as an accumulator because
(re)initializing counter for each new operands requires an additional adder that per-
forms summation of the previous counter value with new initialization value.
MUX-FSM based SC with bit-parallel processing: MUX-FSM based SC bit-parallel
processing [30], shown in Fig. 3.3(b) and Fig. 3.4(3), selects and counts r bits all
together (in a single cycle) at the price of expensive hardware rather than one bit at
a time, thereby reducing the processing clock cycles by dW/re, equivalently up to
d2n/re (e.g., for r = 4 in Fig. 3.4(3), dW/re = d26/4e = 7 clock cycles). The
additional hardware is a counter with accumulation capability, whose responsibility is
to take appropriate r bits from I and count the number of 1-bits in a cycle.
There are other noticiable methods to reduce clock cycles exist, but they were not
compared with our work due to those requiring restructuring computation order or
converting model parameters, which are not performed in our proposed method. Here
we briefly point out some of those previous works. In [31], just computing difference
of weight adjacent in clock cycle rather than each weight fully is proposed. With same
(activation) input, we can observe that successive multiplication can be computed from
previous multiplication result plus placing difference of current and previous weights.
But for best effect the weights have to sorted by magnitude order and requires extra
index information.
The work in [32] proposed applying log quantization to FSM-MUX based SC. Log
quantization is proposed to achieve larger representation range with same bit numbers,
which is effective with extremely smaller 5 or less bit quantization. With applying
log quantization scheme by those authoers, higher weight bits larger than predefined
threshold becomes one bit from log function. Hence required number of cycles is re-
duced, but it requires additional pre-converting weight parameters into log domain and
one should keep errors from log quantization in mind.
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3.2 The Proposed MUX-FSM based SC
3.2.1 Refined Algorithm for Stochastic Computing
A common concept used in the MUX-FSM based SCs in computing W × I is to count
the number of 1-bits in a bit stream, S, of size W where S is composed of the bits I
in two’s complement binary representation. Our key idea of speeding up the counting
process is to split W in n-bit binary representation into two parts, WH ||WL, of equal
bit length (i.e. |WH | = |WL| = n/2) and count the bits in S corresponding to WH
very efficiently by exploiting the existence of common bit sub-streams in S.
For example, Fig. 3.7(a) shows the index sequence of I corresponding to S for
W = WH ||WL = [011]||[010] = 26. We partition the linear sequence from the left-
most to the right so that each group has 8 (= 2|WL|) elements. We can observe that every
group except the last one has a common index subsequence [5453545]. We call the 7-
length bit sub-streams of the common index subsequence in S common bit streams
for WH and the last (single) bits right after the common bit streams in S tail bits for
WH . In addition, we call the bit stream of the last group whose bit length is WL bit
stream for WL. For W = 26 = [011]||[010] and I = [I5I4I4I3I2I1I0], its common
bit streams for WH , tail bits for WH , and bit stream for WL are shown in blue, red,
and yellow boxes in Fig. 3.7(a), respectively while Fig.3.7(b) shows the common bit
streams and tail bits for WH , and the bit stream for WL when W = [101]||[100].
Our 1-bit counting algorithm for MUX-FSM based SC is performed in three steps:
(1) counting common bit streams, (2) counting tail bits and (3) counting the rest. The
overall flow of our algorithm is shown in Figs. 3.9,3.10.
Step 1 (Counting common bit streams for WH ): Since the common bit stream has
already been known when the multiplication input bit width n is given, we count the
number of 1-bit values very efficiently. For example if n = 6, [5453545] is the com-
mon input bit index stream, for which we have to count the value of I5 4 times, I4
2 times, and I3 once. Consequently, it suffices to count up the value of I5 one time
48
𝑾 = 𝟐𝟔 = 𝟎𝟏𝟏𝟎𝟏𝟎 = 𝑾𝑯||𝑾𝑳 = 𝟎𝟏𝟏 ||[𝟎𝟏𝟎]
Index 
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(1) Common bit stream of groups of 𝑾𝑯
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(2) Tail bits of 𝑾𝑯
(a) Split example 1: W = 26
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(c) Splitting of weight bits by two, grouping input bit stream regarding upper weight bits.
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Figure 3.8: Counting and shift operations for each cycle and step in this example
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and then shift, followed by counting up the value of I4 one time and then shift, and
finally counting up the value of I3 once. Thus, the counting process for one common
bit stream takes 3 clock cycles. The previous count value obtained can be doubled by
one shift operation performed simultaneously with next count operation. Since there
are three common bit streams in the example for WH = 011, the total time is 7 = (3
+ 1 (of shift operation for preparing counter value for processing one more common
bit stream) + 3 (for processing one more common bit stream)). In comparison with the
conventional MUX-FSM SC in [30], which needs 21 (= 7 ) clock cycles, we are able
to reduce the number of clock cycles from 21 to 7. The blue shaded part in Fig. 3.7(c)
illustrates how the three common bit streams for WH are counted when W = 011010.
Step 2 (Counting tail bits for WH ) Since the bit index of I of the tail bits has already
been known, we can store the index value in a lookup table (LUT), and fetch the
index value according to the position of common bit streams. For example, the yellow
numbers 2, 1, and 2 in Fig. 3.7(c) are the tail bit indices of the 1st, 2nd, and 3rd 8-bit
groups in S, respectively. Thus, for the example in Fig. 3.7(c), it needs 3 (=WH ) clock
cycles to count up the values of the input bits I2, I1, and I2.
Step 3 (Counting the bit stream for WL) It is to count up the values of the input bits
corresponding to the last group in S. Since the bit length of the group is exactly WL,
for the example in Fig. 3.7(c), it requires 2 (= WL) clock cycles to count up all bit
values.
It should be noted that our split-shift based algorithm can be easily extended to
support the MUX-FSM based SC with pre-counting [33] and MUX-FSM based SC
with bit-parallel processing [30] since there is no conflict in their counting algorithms.
Table 3.1 summarizes the time complexity (i.e. the number of clock cycles required)
used by the existing three MUX-FSM based SCs and our MUX-FSM using split-shift
concept in SC. The curves in Fig. 3.11 shows the increase of worst case clock cycles
required as the input bit width of multiplication changes.






















SC + serial SC + precounting
SC + parallel Ours + serial



















Ours + serial Ours + precounting
Ours + parallel
(b) Combined with references
Figure 3.11: Increase in worst case clock cycles by operand bit-width n. Bit-parallel
processing level r is fixed as 4-bit.
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∗Assume n-bit operands weight W =WH ||WL =WH ∗ 2n/2 +WL,
split point n/2, (3) r-bit parallelism
†Omitted pre-counting cycle(s)
Scheme Cycles∗
SC + serial [30] |W |
SC + pre-counting [33]† dW/2e
SC + parallel [30] dW/re
Ours + serial log2|WH | · (2 · n/2− 1) + d|WH |e+ d|WL|e
Ours + pre-counting† log2|WH | · (2 · (n/2−1)− 1) + d|WH |e+ dWL/2e
Ours + parallel log2|WH | · (2 · dn/(2∗r)e − 1) + dWH/re+ dWL/re
Table 3.1: Upper bound computation cycles of proposed and reference schemes
clude three terms which reflect each step explained above. Second and third terms,
related to step 2 and 3, are just same as ‘SC + serial’ case, targeting WH or WL for
each step. The first term or step 1 term assumes that every bit of WH is 1, therefore for
each WH bit of total log2WH bits it requires preparation shift-right then shift-count
operations for common bits in group. For the simplicity, it was ignored in this term that
processing leading bit does not require preparation shift-right operations, etc. Note that
changes from combining proposed method with references are in bold.
With this formula, we see that (1) if WH is 0 or smaller proposed method cannot
give cycle reduction benefits. (2) Moving split point to LSB direction (or right) can
bring more number of group which can be processed in less cycle with weight bit
split-shift procedure. But those movement diminishes the number of bits in group and
might reduce chances to reducing cycle when counting input bits in a group with shift
operation. After exploring over possible split points and its cycle merits for different
bit-widths such as 5,6,7,8-bit, choosing a split point other than bn/2c has no merit in
reducing computation cycle because of the trade-off mentioned above.
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3.3 The Supporting Hardware Architecture
Fig. 3.12 shows the hardware architecture that supports our MUX-FSM based SC with
split-shift processing, which upgrades the conventional architecture in Fig. 3.2. Our
architecture has three features: (1) installing a logic circuit for one bit shift operation,
(2) a master FSM that controls our three-step algorithm of counting 1-bits in the bit
stream, and (3) three worker FSMs which are guided by the master FSM and carry out



















































































Figure 3.12: The architecture supporting our MUX-FSM SC.
3.3.1 Bit Counter with shift operation
For supporting proposed counting with shift operation, we added simple shift operation
to a bit counter like in Fig. 3.13. This counter design supports just one-bit shift rather
than supporting variable-bit shift operation (such as barrel shifter) for supporting more
bits is expensive. Counting up/down is happened after that shift is enabled or not, for
obeying the computation procedure in previous section. Although not expressed in




















































Figure 3.13: Up/down Counter with shift (and load) operation
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Figure 3.14: Additional registers for valid shift operation
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for implementing [33], initializing counter with preprocessed weight value with input
MSB. And there is lower-digit backup registers, for preserving bits after (successive)
shift-right, then restoring them when (successive) shift-left (See Fig. 3.14). Repetitive
shift-right, shift-left happens in proposed unit for efficiently processing upper portion
part of weight bits rather than just counting one by one. For single multiplication,
lower backup registers might not required because when processing higher digits of
upper weight bits there are yet unused bits in the register. But to use the counter as an
accumulator for successive computation for processing one neuron of FC layer or an
value of output (feature) map in CONV layer, etc., we cannot expect that there are safe
empty registers we can freely use for shift operation.
3.3.2 Controller
Proposed unit requires more complicated FSMs and additional internal counters to
perform procedures in Sec. 3.2.1, which adds hardware cost but can save unnecessary
cycles. Proposed controller is structured with:
i. master FSM handles which step to be computed now,
ii. worker FSM and related logics handle step 1 computation,
iii. another worker primitive FSMs shared for step 2 and 3, and
iv. a control signal generator for input MUX and (main) counter..
Firstly, master FSM (i.) organizes which step to be processed now and executes
counting stages for chosen steps. If upper weight bits WH (step 1, 2) or lower weight
bits WL (step 3) is all zero, it can skip corresponding stages for avoiding cycle waste.
FSM for step 1 (ii.) performs appropriate counting with shift operation, its proce-
dure described in Sec. 3.2.1 and Fig. 3.10, brings most complexity to the design. It
performs (1) finding leading 1 bit position over WH , (2) scanning WH bit from lead-
ing bit (found in 1) to WH LSB, then chooses whether to count common bit stream
of groups, (3) for counting common bits in group with shift operation, inner FSM to
provide appropriate pre-shift-right operation signal (if required), then supplies valid I
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bit selection and shift operation signal (signals encoded in LUT to reduce area cost)
to the (main) counter. Above structure is essential to reduce cycle in our work, with
unavoidable area cost.
FSM for step 2 and 3 (iii.) is same as an original FSM-MUX based SC controller,
which has shared (down) counter sized as larger one of WH or WL, and LUTs for
each step. Lastly, input MUX and counter control signal generator (iv.) gets current
stage from (i.) then forward appropriate MUX selection signal regarding that stage
and prepare appropriate signal {count, shift, load} to the (main) counter.
3.3.3 Combining with preceding architectures
We can combine proposed method with mentioned other cycle reduction methods.
First, we can adopt MUX-FSM base SC with pre-counting to our split-counting method
with slight changes. Applying pre-counting method means that we won’t count input
MSB bit in the main stage, and that bit is counted in the preprocessing stage. There-
fore, from observing Fig. 3.7, we can see that among three stages, stage 1 (upper group
counting) and stage 3 (lower weight portion counting) are adjustment targets to elim-
inate counting the input MSB bit. Removing input MSB of common bits in group
(stage 1) and bits of lower weight portion (stage 3), the upper bound of computation
cycles is changed as in Table 3.1. In the first term of formula, split point n/2 or the
number of common bits in each group is subtracted by 1, and the last term is divided
by 2, those changes reflect removal of the input MSB bit.
Initializing counter required to apply preprocessed weight does not match with the
proposed method, for requiring repeated shift-right to prepare category (1) computa-
tion. Instead, we can (1) make a shift-counter can shift n − n/2 bits (or n − d bits if
we split at d bit position) at once for initialization or (2) send preprocessed input MSB
values directly into (additionally placed) accumulators behind the counters. The upper
bound of required cycles reported in Table 3.1 is based on assumption that we take first
method to combine proposed method with preprocessing counter method.
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We can also adopt MUX-FSM base SC with bit-parallel processing to our split-
counting method. Adopting bit-parallel processing to our method affects all three
stages, and requires ‘1’s counter’ logics modified for each stage: In stage 1, we will
count r bit from group common bits at once, but not affecting upper weight WH bit
scan process. And in stage 2, 3, uncommon bits of each group, and bits from lower
weight portion WL is now counted by r-bit per cycle but parallel counting now re-
quires another ‘1’s counter’ logic. In Table 3.1 we also reported the estimated cycles
of combined scheme of ours and bit-parallel processing. Different from ‘1’s counter’ of
bit-parallel processing scheme only, uncommon bits in the bit groups of upper weight
WH are not counted simultaneously with group common bits due to our stage 1 hav-
ing a benefit from the shift operation, but we could not utilize the shift operation in
the current stage 2 design which degradates cycle reduction merit when the magnitude
of WH is small. Hence, there is a trade-off between stage 1 cycles reduction and ad-
ditional (reduced) stage 2 cycles which was not existed in the bit-parallel processing
only. Note that we might adjust split point d and r-bit parallelism differently to achieve
slightly more cycle saving.
3.4 Experiments
3.4.1 Experiments Setup
First, we analytically calculate the number of clock cycles required to complete the
multiplication following the step in Eq.3.2 by using the conventional models of MUX-
FSM based SC, MUX-FSM based SC with pre-counting, and MUX-FSM based SC
with bit-parallel processing as well as our proposed model of MUX-FSM based SC
with split and shift. It should be noted that all the models exhibit the same approxi-
mation accuracy since every model exactly computes the formulation in Eq.3.2. More-
over, besides referring to the theoretical analysis in Sec. 3.1 and Sec. 3.2, depending
on the models applied we include the clock cycles spent on their auxiliary circuits (via
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circuit simulation) in the total count of clock cycles. Then, we implement this cycle
counting process for n− bit by n− bit multiplication in Eq.3.2 using Python script.
Then, we implement our MUX-FSM SC model and the conventional three MUX-
DSM SC models with Verilog HDL and synthesize them into RTL design by using
Synopsys Design Compiler (version L-2016.03-SP5-5) with industrial 28nm cell li-
brary. Cell area and (vectorless) estimated power consumption are extracted from the
synthesized designs by using Design Compiler. Target frequency or clock period is 500
MHz or 2 ns. Note that the selection sequence of MUX input bits is generated using the
Python script. Note that because our work did not approximate the computation result
from the original FSM-MUX based SC, we did not check model accuracy degradation
from applying our work.
3.4.2 Generating input bit selection pattern
Following rules in Sec. 3.1.1 and Sec. 3.2.1, we generated input bit selection look-
up tables (LUT) then use synthesis tool to minimize those LUT logics. From 3.1 and
3.5, we can tell that for each input digit when that digit appears first and how many
cycles between the appearances of that digit regarding weight magnitude (or clock
cycle). For brevity without losing generality, we assume using unipolar (or unsigned)
representation. Let us have each input digit of n-bit input as Ij , j ∈ {n − 1, n −
2, ..., 1, 0}, and count clock cycle starting from 1. Then the first apperance cycle of
digit Ij is 2(n−j−1), and the appearance intervals is 2(n−j), and we can fill LUT, with
its length as 2n, based on above properties.
LUTs for step 2 and 3 in Sec. 3.2.1 can also be filled with properties similar to
above basic one. Let the division point or LSB position of upper weight portion as k.
Generation for LUT for step 2 starts from regarding input MSB as (n − k − 1)th bit,
other properties are same as above, the length of genearted LUT is 2(n− k− 1). LUT
for step 3 is also same as above basic case, but because the magnitude of lower weight
WL is no more than 2k the LUT length for this case is just 2k − 1.
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3.4.3 Performance Comparison
n MUX-FSM SC models #cycles reduction
6
SC + serial [30] 16.00 -
SC + pre-counting [33] 9.25 -
SC + parallel [30] 4.38 -
Ours + serial 8.64 46.0%
Ours + pre-counting 7.09 23.3%
Ours + parallel 4.22 3.6%
8
SC + serial [30] 64.00 -
SC + pre-counting [33] 33.25 -
SC + parallel [30] 8.44 -
Ours + serial 18.93 70.4%
Ours + pre-counting 15.67 52.9%
Ours + parallel 5.34 36.7%
Table 3.2: The comparison of the number of average clock cycles used by the MUX-
FSM SC models and ours for multiplication of input bit-width n = 6 and 8.
Table 3.2 shows the comparison of the number of average clock cycles used by
the conventional MUX-FSM based SC (SC + serial), MUX-FSM based SC with bit-
parallel (SC + parallel) and MUX-FSM SC with pre-counting (SC + pre-counting),
and our models. The cycle reductions by our models are consistent and more effective
as the input bit width of multiplication increases. The reduction ratios from the original
SC + serial are 46% of 6-bit or 70% of 8-bit averaged over whole weight range, which
reflects that more operand bits give more reduction opportunities.
The cycle number of proposed method is placed between two referenced cycle re-
duction methods, as described in previous cycle equation. Combining proposed method
with reference methods can give more cycle saving if the bitwidth of input operand is
not short. Although there are minor additional cycle reduction in 6-bit operation if




































Figure 3.15: The changes of the number of clock cycles used by our and existing SC
models as the bit width of weight input changes in multiplication.
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n Model Area Power (uW) Energy (pJ) Min. clk pd (ns)
6
Non-SC 97.93 38.45 0.077 1.89
SC + serial [30] 90.67 38.36 1.228 1.57
SC + pre-counting [33] 95.12 37.14 0.687 1.62
SC + parallel [30] 115.95 46.53 0.407 1.52
Ours + serial 153.86 48.97 0.846 1.89
8
Non-SC 152.10 58.21 0.116 1.76
SC + serial [30] 110.56 47.90 6.131 1.87
SC + pre-counting [33] 121.21 48.28 3.211 1.69
SC + parallel [30] 211.77 64.77 1.093 1.89
Ours + serial 222.65 60.09 2.275 1.86
Table 3.3: Comparison of hardware area and energy consumed by our MUX-FSM
based SC model and the conventional models for processing a single multiplication:
W × I .
SC + bit-parallelism. But in 8-bit operation we can see that combining methods give
additional saving, 53% of SC + pre-counting or 37% of (8-bit) SC + bit-parallelism.
Fig. 3.15(a) and (b) show the distribution of the number of clock cycles as the
(weight) input value changes in multiplication of n = 6 and 8, respectively. It clearly
reveals that the bigger the weight magnitude is, the more the number of clock cycles to
be required is, but the gap by our models is much shorter than that of the conventional
models. As an exception in the case of bit-parallelism with 6-bit operand, there are
not much difference with or without proposed method, for there are small chance to
reduce cycle with shift opeartion.
3.4.4 Hardware Area and Energy Comparison
Table 3.3 compares the hardware area, the amount of power and energy consumed by
the conventional MUX-FSM based SCs, non-SC i.e. the conventional fast multiplier
with inputs in fixed point binary representation, and ours for computing a single mul-
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n Model Area Power (uW) Energy (pJ) Min. clk pd (ns)
6
Non-SC 1,551.54 600.91 1.202 1.90
SC + serial [30] 603.25 272.75 8.728 1.88
SC + pre-counting [33] 616.36 261.50 4.838 1.71
SC + parallel [30] 775.71 274.27 2.400 1.84
Ours + serial 812.1 277.13 4.789 1.90
8
Non-SC 2,661.05 935.69 1.871 1.89
SC + serial [30] 829.65 365.11 46.734 1.89
SC + pre-counting [33] 868.96 369.93 24.601 1.86
SC + parallel [30] 1,577.51 391.78 6.611 1.90
Ours + serial 1,318.94 387.04 14.653 1.90
Table 3.4: Comparison of hardware area and energy consumed by our MUX-FSM
based SC model and the conventional models for processing the summation of 16
multiplications: W × I1 + W× I2 + · · · + W × I16.
tiplication W × I . Our architecture includes a new shift module as well as one more
FSM in comparison with MUX-FSM based SC + serial [30], the area increases by
67% for a 6-bit multiplication, causing more power consumption from 38.36uW to
48.97uW. However, due to the drastic reduction of clock cycles, the energy consump-
tion drops by 31%, from 1.228pJ to 0.846pJ. Moreover, for 8-bit multiplication, the
energy saving by ours is considerable, from 6.131pJ to 2.275pJ, reducing the energy
consumption by 63%.
Table 3.4 compares the hardware area, the amount of power and energy consumed
by the conventional MUX-FSM based SCs, non-SC, and ours for computing the sum-
mation of 16 multiplications in which one inputs to the multiplications are allW . Thus,
not only our SC but also the existing MUX-FSM SCs are able to deploy just one FSM
based controller to select the inputs of 16 MUXes in parallel. This leads to a signifi-
cant area saving in comparison with the non-SC model. Since our model reduces the
number of clock cycles 8 times more than that for single multiplication, the energy
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saving by our model for the architecture processing 16 multiplications in parallel is
more significant, reducing by about 1/2 for 6-bit multiplication and about 1/3 saving





4.1 MAC Design Considering Mixed Precision
The section proposed a simple but efficient MAC processing unit structure which is
highly suitable for on-device CNNs. By observing that the bit-lengths to represent the
numerical values on the neurons and weight parameters in on-device CNNs are small
and vary across layers, we proposed a layer-by-layer composable MAC unit structure
that was best suited to the majority of the operations with low precision while being
sufficiently effective in MAC unit resource utilization for the rest of operations. Pre-
cisely, two essences of this work were: (1) our MAC unit structure supports two oper-
ation modes: (mode-0) operating a single multiplier for every majority multiplication
of low precision and (mode-1) operating multiple multipliers for the rest of multiplica-
tions of high precision; (2) for an input CNN, we formulate the exploration of the size
of a single internal multiplier in MAC unit to derive a delay and energy economical
instance of MAC unit structure across all network layers. We showed that our MAC
unit structure with the exploration of its instances was very effective, reducing com-
putation cost per multiplication operation by 4.68% (excluding Bit-serial) and 30.3%
(including Bit-serial) and saving energy cost by 43.3% on average for the convolu-
tional operations in AlexNet and VGG-16 over the use of the conventional MAC unit
67
structures in ASM, DMAC, and Bit-serial.
4.2 Speeding up MUX-FSM based Stochastic Computing
Unit Design
The section proposed an alternative method to reduce computation cycles in Stochastic
Computing based Multiply-ACcumulate (MAC) unit for neural network computation.
Recently enhanced stochastic computing based MAC units still require many compu-
tation cycles and conventional solutions are their limitation for sub-maximal reduc-
tion, conversion cost, etc. Proposed method tries to solve this problem by combining
stochastic computing with reintroduced traditional binary computation principle, espe-
cially shift operation. Division weight (magnitude binary) bits by two and processing
upper weight bits and counting its related input bitstream with shift operation can re-
duce additional cycles required effectively. Although additional hardwares such as bit
shift enabled counters and a controller for counting upper weight bits are required but
those overhead could be compensated with the effect of computation cycle reduction
and sharing controller over multiple units as original did.
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연시간, 높은 처리량, 그리고 이전에 불가하였던 새로운 응용을 가능케 할 수 있다.
본논문에서는온-디바이스인공신경망연산가속기의곱셈-누적합연산기(MAC)
에 대해 정밀도 양자화 기법 적용 과정에서 파생한 두 가지 특정한 최적화 문제에
대해논의한다.
첫 번째로, 낮은 정밀도 연산이 대다수를 차지하도록 준비된 다중 정밀도가 적
용된 모델을 효율적으로 처리하기 위해 개선된 MAC 연산 유닛 구조를 제안한다.
구체적으로, 다음 두 가지 기여점을 제안한다: (1) 제안한 두 가지 정밀도 모드를
지원하는 MAC 유닛 구조는 낮은 정밀도 데이터를 연산할 때 유닛의 연산 회로를
최대한활용하도록설계되며,낮은정밀도연산비율이대다수를차지하는다중정
밀도 연산 모델에 더 높은 연산 효율을 제공한다; (2) 연산 대상 CNN 네트워크에
대해, MAC유닛의내부곱셈기의 ‘경제적인’ (비트)크기를탐색하기위한비용함
수를,전체네트워크레이어를연산대상으로하여연산비용과에너지비용항으로




위한 기법 및 연관된 하드웨어 유닛 구조를 제안한다. FSM으로 제어되는 MUX를
통해 입력 이진수에서 만든 비트 수열을 세어 MAC 연산을 구현하는 MUX-FSM
기반 SC는기존스토캐스틱숫자생성기기반 SC대비하드웨어비용을상당히줄
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일 수 있다. 그러나 현재 MUX-FSM 기반 SC는 효율적인 하드웨어 구현과 별개로
여전히 다수의 연산 사이클을 요구하여 온-디바이스 신경망 연산기에 적용되기 어
려웠다. 또한, 기존에 제안된 대안은 제각기 절감 효과에 한계가 있거나 모델 변수
변환 비용이 있는 등 한계점이 있었다. 제안하는 방법은 기존 MUX-FSM 기반 SC
의 추가 성능 향상을 위한 방법을 제시한다. MUX-FSM 기반 SC의 비트 집계 패턴
을파악하고,중복집계를시프트연산으로교체하였다.이로부터필요비트패턴의
길이를크게줄이며,곱셈연산중최악의경우의처리시간을이론적으로 2배이상
향상하는결과를얻었다.실험결과에서제안한개선된 SC기법이기존MUX-FSM
기반 SC대비평균처리시간을 38.8%줄일수있었다.
주요어:합성곱인공신경망,곱셈-누적합연산기,다중정밀도,스토캐스틱연산
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