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ABSTRACT
Most time-series models assume that the data come from observations that are equally spaced in time. However, this assumption does
not hold in many diverse scientific fields, such as astronomy, finance, and climatology, among others. There are some techniques
that fit unequally spaced time series, such as the continuous-time autoregressive moving average (CARMA) processes. These models
are defined as the solution of a stochastic differential equation. It is not uncommon in astronomical time series, that the time gaps
between observations are large. Therefore, an alternative suitable approach to modeling astronomical time series with large gaps
between observations should be based on the solution of a difference equation of a discrete process. In this work we propose a novel
model to fit irregular time series called the complex irregular autoregressive (CIAR) model that is represented directly as a discrete-
time process. We show that the model is weakly stationary and that it can be represented as a state-space system, allowing efficient
maximum likelihood estimation based on the Kalman recursions. Furthermore, we show via Monte Carlo simulations that the finite
sample performance of the parameter estimation is accurate. The proposed methodology is applied to light curves from periodic
variable stars, illustrating how the model can be implemented to detect poor adjustment of the harmonic model. This can occur when
the period has not been accurately estimated or when the variable stars are multiperiodic. Last, we show how the CIAR model, through
its state space representation, allows unobserved measurements to be forecast.
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1. Introduction
Time-series theory is vast and provides a myriad of methods to
model the serial correlation of a temporal sequence. Most of
these methods assume that the observed values are measured
regularly in time. However, there are many cases where this
assumption is not valid. When this happens, we say that the time
series is sampled irregularly.
An irregular time series is defined as a real valued sequence
{yti }ni=1 measured at observational times t1, . . . , tn, such that
the sequence t1, . . . , tN is strictly increasing and the distance
between consecutive times t j − t j−1 is not constant.
Irregular time series can be observed in many disciplines.
For example, natural disasters such as earthquakes do not occur
regularly in time. Paleoclimate data are often sampled irregularly
due to the difficulty in obtaining historical information. In as-
tronomy, objects can be observed irregularly in time because of,
for example, the dependency of optical telescopes on clear skies.
Analyzing irregular time series is challenging because there
are still few robust statistical tools available. In astronomy,
some efforts have been made that attempt to model irregular
time series. One approach is to transform the irregular times
into regular ones by interpolation (Rehfeld et al. (2011)). Other
approaches implement Gaussian processes to fit the light curves
in the time domain (Foreman-Mackey et al. (2017)), but this so-
lution can be computationally expensive. In some cases, regular
time-series models have also been used to model astronomical
data (for a review of such methods see e.g., Feigelson et al.
(2018)). Alternatively, the CARMA family of models has been
popular for fitting astronomical time series (Kelly et al. (2014)),
however these models are defined as the solution of a differential
stochastic equation, underlying the assumption of small time
gaps between observations. Therefore, we consider it important
to develop alternative models that can fit irregularly spaced time
series under the assumption of discrete time gaps.
In Eyheramendy et al. (2018) we introduced a new model
called the Irregular Autoregressive (IAR) model to fit unequally
spaced time series. The IAR model is a discrete representation
of the continuous autoregressive model of order 1 (CAR(1)),
which is strictly stationary and ergodic. The IAR has some
extra flexibility when compared with the CAR(1). In the model
assumptions, the IAR can assume distributions other than
Gaussian1.
1 We use the term Gaussian data to make reference to normally dis-
tributed time-series data.
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The IAR model has two parameters that need to be estimated
from the observed series. One parameter represents the variance
of the process and the other one the value of the autocorrelation
function (ACF). A limitation of the IAR model (and also of
the CAR(1) model) is that the ACF derived from the estimated
model parameters - via eq.(1) - is positive only. This is a
limitation that the regular autoregressive model does not have;
the latter can detect both positive and negative values of the ACF.
Negative values of the ACF appear often in some disci-
plines. For instance, they have been detected in some physical
phenomena, such as the velocity for hard spheres (e.g., Williams
et al. 2006; Alder & Wainwright 1970). In financial time series,
it is common to find significant negative autocorrelation for
weekly and monthly stock returns (further discussion can be
found in Sewell (2011)). Negative values of the ACF are also
generally observed in stocks with a high trading frequency (e.g.,
Conrad et al. 1994; Campbell et al. 1997).
Well-known examples of time series with negative values
for the ACF are the antipersistent processes, which are charac-
terized as having negative values of the ACF for all positive lags
(Bondon & Palma (2007)). One of the best known anti-persistent
processes is the Kolmogorov energy spectrum of turbulence
(Gao et al. (2007)). There are several examples of antipersistent
processes in meteorology. For instance, Ausloos & Ivanova
(2001) detect antipersistence in the fluctuations of the Southern
Oscillation Index, such as the sea level pressure. Carvalho et al.
(2007) also detected antipersistence in temperature anomalies.
Other examples are in financial data; for example, the electricity
prices in some Canadian provinces show an antipersistent
behavior (e.g., Uritskaya & Uritsky 2015).
The problem of detecting negative values of the ACF in
irregularly sampled time series has scarcely been addressed in
the literature. Chan & Tong (1987) showed that a discrete-time
regular autoregressive model of order 1 (AR(1)) with negative
coefficient can always be embedded in a suitably chosen
continuous-time ARMA(2,1) process, but this is not necessarily
a parsimonious solution. Alternatively, when an irregular time
series has an antipersistent behavior it can be fitted by the
continuous-time ARFIMA (CARFIMA) process (Tsai (2009))
with an intermediate memory,that is, the Hurst parameter H
is such that 0 < H < 1/2. In this work we propose another
alternative that corresponds to an extension of the IAR model.
We call this model the Complex Irregular Autoregressive
(CIAR) model because it needs complex numbers to represent
the series.
Complex stochastic processes have been addressed by
several authors, such as Miller (1974) and Picinbono & Bondon
(1997). These processes are often used in signal-processing
analyses since for example in telecommunication systems it is
common to find complex signals. In addition, Dubois & Glanz
(1986) and Sekita et al. (1991) introduced a complex extension
of a regular autoregressive model, where they proposed to
use the coefficients of these models for shape recognition.
Furthermore, Martin (1999) proposed a method to estimate
the parameters of the CAR(1) model in a complex time series.
However, in these studies it is assumed that both the real
and the imaginary part of the complex process are observed.
The model proposed here assumes that only the real part of
the process is observed and the imaginary part is a latent process.
In this study, we apply the CIAR model to astronomical
data, but the model can be applied in any other field in which
irregular time series are available. In astronomy, the analysis of
the temporal behavior of variable stars, transients, or supernovae
attracts significant interest because several properties of the
objects can be obtained from the analysis of their light curves
(e.g., Richards et al. 2011; Kelly et al. 2014; Elorrieta et al.
2016).
In particular, in the analysis of variable stars the temporal
modeling of the light curves is an important step to classify
them. From a harmonic model fitted to the light curves of
periodic variable stars, several features are extracted which
describe the physical behavior of a specific class of variable
stars. We implement the CIAR model on the residuals of the
harmonic model fitted on variable stars from OGLE (Udalski
et al. 1999) and Hipparcos (Perryman et al. 1997). Under this
scenario, our aim is to assess whether the harmonic model
is capable of describing the temporal structure of the light
curves of variable stars or some autocorrelation remains on the
residuals.
The structure of this paper is as follows. In Sect. 2 we
present the irregular discrete time series models: the IAR model
proposed by Eyheramendy et al. (2018) and the CIAR model.
In both cases the maximum likelihood estimation procedure
is described. In the case of the CIAR model, we also provide
expressions for forecasting unobserved measurements. In Sect.
3 we assess the variance and bias of the estimated parameters of
the CIAR model using Monte Carlo simulations. Furthermore,
we perform simulations in order to compare the performance
in fitting negative values of the ACF of well-known time series
models and the CIAR model. In Sect. 4 we apply the CIAR
model to light curves of variable stars from the OGLE and
Hipparcos surveys. We also implement the CIAR model on an
AGN to demonstrate the forecasting procedure. We compare
the results obtained with the IAR model and illustrate some
applications for these data. The article ends with a discussion
and proposals for future work in Sect. 5.
2. Methods
2.1. Irregular Autoregressive (IAR) model
Letting {yt j } be a time series observed at irregular times, where{t j} is an increasing sequence of observational times for j =
1, . . . , n, the irregular autoregressive (IAR) process is defined as
yt j = φ
t j−t j−1 yt j−1 + σy
√
1 − φ2(t j−t j−1) εt j , (1)
where φ is the parameter of the ACF and εt j is a white noise
sequence2 with zero mean and unit variance. We note that
E(yt j ) = 0 and V(yt j ) = σ
2
y ∀t j.
The autocovariance function between two observational
times, s and t, with s < t, is given by γ(t−s) = E(yt ys) = σ2y φt−s,
and the ACF, ρ(t − s) = γ(t−s)
γ(0) = φ
t−s. Therefore, if 0 < φ < 1
2 A white noise is an uncorrelated weakly stationary process.
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the sequence {yt j } corresponds to a second-order or weakly
stationary process, that is, the time series has constant mean and
finite second moment, and possesses an autocovariance function.
Furthermore, under some regularity conditions, the process
{yt j } is strictly stationary and ergodic (Eyheramendy et al.
(2018)).
We note that the IAR process is an extension of the regular
autoregressive process. If t j − t j−1 = 1 is assumed, the IAR pro-
cess becomes the autoregressive model of order 1 (AR(1)). Also,
the IAR process is equivalent to the continuous autoregressive
process of order 1 (CAR(1)) when a Gaussian distribution is
assumed on the white noise sequence εt j . However, the IAR
process is more flexible since it allows also nonGaussian data
(Eyheramendy et al. (2018)).
The finite past predictor of the process at time t j is given by,
ŷt j = φ
t j−t j−1 yt j−1 , for j = 2, . . . , n, (2)
where the initial value is ŷt1 = 0. Consequently, et1 = yt1 and
νt1 = Var(et1 ) = σ
2
y. Furthermore, et j = yt j − ŷt j is the innovation
with variance νt j = Var(et j ) = σ
2
y[1 − φ2(t j−t j−1)].
The estimation of the model parameters θ = (σ2y, φ) can be
performed by maximum likelihood. Minus the log-likelihood of
the process when a Gaussian distribution is assumed on εt j is
given by
`(θ) =
n
2
log(2pi) +
1
2
n∑
j=1
log νt j +
1
2
n∑
j=1
e2t j
νt j
. (3)
For other distributional assumptions it can be written similarly.
We can obtain the maximum likelihood estimator of σ2y by di-
rectly maximizing the log-likelihood (3),
σˆy
2 =
1
n
n∑
j=1
(yt j − ŷt j )2
τt j
, where τt j = νt j/σ
2
y, (4)
but it is not possible to find a closed form expression for the
maximum likelihood estimator of φ. However, iterative methods
can be used.
A drawback of this model is that φ can only take values in the
interval [0, 1], since a negative φ to the power of a real (and not
integer) number is a complex number. Therefore, the IAR model
only allows us to estimate positive values of the autocorrelation.
To detect negative values of the ACF, the IAR model must be
extended. In the following section we introduce the CIAR which
allows for negative as well as positive autocorrelation to be mod-
eled.
2.2. Complex Irregular Autoregressive (CIAR) model
To derive a complex extension of model (1), we follow the ap-
proach of Sekita et al. (1991), which builds a complex autore-
gressive model for regular times. Supposing that xt j is a complex
valued sequence, such that, xt j = yt j + izt j ∀ j = 1, . . . , n, and
likewise, φ = φR + iφI is the complex coefficient of the model
and εt j = ε
R
t j + iε
I
t j is a complex white noise, we define the CIAR
process as,
yt j + izt j = (φ
R + iφI)t j−t j−1 (yt j−1 + izt j−1 ) + σt j (ε
R
t j + iε
I
t j ), (5)
where σt j = σ
√
1 − |φt j−t j−1 |2 and |.| is the modulus of a complex
number. We assume that only the real part yt j is observed and
that the imaginary part zt j is a latent process. In addition,
εRt j and ε
I
t j , the real and imaginary part of εt j , respectively,
are assumed to be independent with zero mean and positive
variance V(εRt ) = 1 and V(ε
I
t ) = c, respectively, where c is a
fixed parameter that takes values in R+. Generally, we assume
c = 1, and the initial values are yt1 = σε
R
t1 and zt1 = σε
I
t1 . In the
following lemma we state some of the properties of this process.
Lemma 1: Consider the CIAR process xt j described by Eq.
(5). Define γ0 = E(xt j xt j ), γk = E(xt j+k xt j ), and ρk as the variance,
autocovariance, and autocorrelation, respectively, of the process
xt j . Subsequently, the expected value, the variance, the autoco-
variance, and autocorrelation of the process respectively satisfy
a) E(xt j ) = 0,
b) V(xt j ) = γ0 = E(xt j xt j ) = σ
2(1 + c),
c) γk = E(xt j+k xt j ) = φ∆kσ
2(1 + c),
d) ρk = φ∆k ,
where ∆k = t j+k − t j denotes the time differences between the
observational times t j+k and t j. In addition, xt j is the complex
conjugate of xt j . See Appendix A for a proof of this lemma.
If |φ| = |φR + iφI | < 1, the results on Lemma 1 above show
that the complex sequence xt j is a weakly stationary process.
We note that the ACF ρk of the CIAR process decays at a rate
φt j+k−t j (the so-called exponential decay). This autocorrelation
structure is different to an antipersistent or intermediate memory
CARFIMA process, since the ACF of the latter decays more
slowly than an exponential decay. Thus, although both models
can fit irregular time series with negative values of the ACF, the
appropriate use of these models will depend on the correlation
structure of the data. To make a decision about the most suitable
model for the data, techniques based on the likelihood of the
data, such as AIC, BIC, and so on, can be used.
In what follows, we express the CIAR model in terms
of a state-space system. This representation allows us: i) to
implement the Kalman filter to obtain maximum likelihood
estimators of the parameters of the model; and ii) to forecast
unobserved measurements.
2.3. State-space system
A linear state-space system may be described by the following
equations.
Xt = FtXt−1 + Vt, (6)
Yt = GXt + Wt, (7)
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where (6) is known as the state equation which determines
a v−dimensional state variable Xt. Equation (7) is called the
observation equation, which expresses the w−dimensional ob-
servation Yt. In addition, Ft is a sequence of v × vmatrices called
the transition matrices, and G ∈ Rw×v is the observation linear
operator of the observation matrix. Finally, Wt ∼ WN(0,Rt),
Vt ∼ WN(0,Qt) and Vt is uncorrelated with Wt.
In order to represent the CIAR model in a state-space system
we need to rewrite equation (5). In the following lemma an
alternative way of writing the CIAR model is proposed.
Lemma 2: The CIAR process described by Eq. (5) can be
expressed by the following equation.
yt j + izt j = (α
R
t j + iα
I
t j ) (yt j−1 + izt j−1 ) + σt j (ε
R
t j + iε
I
t j ), (8)
where
αRt j = |φ|δ j cos(δ jψ), αIt j = |φ|δ j sin(δ jψ), δ j = t j − t j−1,
ψ = arccos
(
φR
|φ|
)
and φ = φR + iφI . See Appendix B for a proof
of this lemma.
By following the representation of the CIAR model de-
scribed in Lemma 2, we can express the observed process as
yt j = α
R
t jyt j−1 − αIt jzt j−1 + σt jεRt j , (9)
and the latent process as
zt j = α
I
t jyt j−1 + α
R
t jzt j−1 + σt jε
I
t j . (10)
We note that the observed process yt j is an IAR with
parameter φ, if we assume αIt j = 0 and α
R
t j = φ
t j−t j−1 . In addition,
it is straightforward to show that αIt j = 0 is equivalent to φI = 0.
Another important consideration is that the observed process
yt j does not depend directly on ε
I
t j . Consequently, the variance
of the imaginary part c is a nuisance parameter, in the sense that
it takes any value in R+ and does not cause significant changes
in the model.
Equation (8) can be represented by the state-space system
of Eq. (6) - (7) assuming t = t j and Xt j =
(
yt j
zt j
)
. Given that
only yt j are actually observed, we obtain Yt = yt j . Therefore,
G =
(
1 0
)
is the observation matrix under this representa-
tion.
To complete the specification we define the transition matrix
as Ft j =
(
αRt j −αIt j
αIt j α
R
t j
)
and the noise of equations (6) and (7) as
Vt j = σt j
(
εRt j
εIt j
)
and Wt j = 0, respectively. Finally, the observa-
tion and state equations of the state-space representation of the
CIAR model are,
(
yt j
zt j
)
=
(
αRt j −αIt j
αIt j α
R
t j
) (
yt j−1
zt j−1
)
+ σt j
(
εRt j
εIt j
)
, (11)
yt j =
(
1 0
) ( yt j
zt j
)
. (12)
We note that in this representation, the transition matrix and
the variance of noise term of the state equation Qt j = |σt j |2V
(
εt j
)
depend on time.
Lemma 3: Now we let αt j = αRt j + iα
I
t j . If sup |αt j | < 1, the
process in Eqs. (11)-(12) is stable and has a unique stationary
solution given by
Xt j = Vt j +
∑∞
k=1 Vt j−k
∏k−1
i=0 Ft j−i (13)
where Vt j−k = σt j−k
(
εRt j−k
εIt j−k
)
. Appendix C presents a proof of this
lemma.
2.4. Estimation
For the state-space model of Eq. (6) - (7), the one-step predic-
tors Xˆt j = Pt j−1 (Xt j ) and their error covariance matrices Ωt j =
E[(Xt j − Xˆt j )(Xt j − Xˆt j )′] are unique and determined by the initial
values: Xˆt1 =
(
0
0
)
and Ωt1 = E[(Xt1 − Xˆt1 )(Xt1 − Xˆt1 )′]. Using
the properties of model (5) we can rewrite Ωt1 as,
Ωt1 = σ
2
(
1 0
0 c
)
.
The Kalman recursions, for j = 1, . . . , n − 1 are defined as
follows.
Λt j = Gt jΩt jG
′
t j ,
Θt j = Ft jΩt jG
′
t j ,
Ωt j+1 = Ft jΩt jF
′
t j + Qt j − Θt jΛ−1t j Θ′t j ,
νt j = yt j −Gt j Xˆt j ,
Xˆt j+1 = Ft j Xˆt j + Θt jΛ
−1
t j νt j , (14)
where {νt j } is called the innovation sequence.
The maximum likelihood estimators of the CIAR model param-
eters φR and φI can be obtained by minimizing the reduced like-
lihood defined as,
`(φ) ∝ 1
n
n∑
j=1
log(Λt j ) + ν2t jΛt j
 ,
where Λt j and νt j come from the Kalman recursion. We devel-
oped scripts in the statistical language/software R and in Python
to perform the estimation of the parameters of the model using
Kalman recursions.
Another feature of this model is that it allows forecasting,
the process of which is explained below.
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2.5. Forecasting
Using the space-state equations (11) - (12) it is straightforward to
define a forecasting expression for the CIAR model. We note that
from the Kalman filter recursions (14) we obtain the estimates
of the state Xˆt j , Λt j , Θt j and νt j at the last time point tn. A one-
step forecasting for the CIAR model can be obtained from the
following equations.
Xˆtn+1 = Ftn+1 Xˆtn + ΘtnΛ
−1
tn νtn
Yˆtn+1 = Gtn+1 Xˆtn+1 , (15)
where Ftn+1 = |φ|δ
(
cos(δψ) − sin(δψ)
sin(δψ) cos(δψ)
)
and δ = tn+1 − tn.
In addition, a confidence interval for the forecast Yˆtn+1 can be
defined by,
Yˆtn+1 ± z1−α/2
√
V(etn+1 ), (16)
where etn+1 = Ytn+1 − Yˆtn+1 is the forecast error with variance
V(etn+1 ) = σ
2(1 − ∣∣∣φt j−t j−1 ∣∣∣2) and z1−α/2 is the 1 − α/2 quantile of
the standard normal distribution.
3. Simulation results
3.1. Assessing the estimation performance of the CIAR
model
In this section, we assess the performance of the estimation pro-
cedure proposed for the CIAR model. We perform Monte Carlo
experiments based on 1000 repetitions of each simulation. In
each repetition we generate a CIAR sequence from the model
(5) using coefficients with different positive and negative values
for the real part φR. In addition, both the imaginary part of the co-
efficient and the imaginary variance are set to φI = 0 and c = 1,
and the real and imaginary errors are assumed to follow a Gaus-
sian distribution with a mean equal to zero and a variance of one.
The irregular times are generated using the following mixture of
two exponential distributions,
f (t|λ1, λ2, ω1, ω2) = ω1g(t|λ1) + ω2g(t|λ2). (17)
We choose λ1 = 15 and λ2 = 2 as the means of each
exponential distribution, respectively, and ω1 = 0.15 and
ω1 = 0.85 as their respective weights. Under these parameters,
the mean of the time differences in the simulated data is
≈ 3.95. The rationale for choosing this distribution came from
mimicking time gaps observed in surveys such as the VVV
(https://vvvsurvey.org/) where some observations are
very close to each other followed by observations that are more
separated from each other.
Table 1 shows the results of the Monte Carlo simulations,
which suggest that the finite-sample performance of the pro-
posed methodology is accurate, both for positive and negative
values of the parameter φR. In addition, we also estimate the pa-
rameter φ of the IAR model in each simulation. A precise IAR
coefficient estimate is obtained when φR is positive, but when the
CIAR process is generated with negative φR the estimation of the
IAR coefficient is close to zero. This result is important since it
shows that the IAR model cannot detect negative values of the
ACF, unlike the CIAR model. Finally, we note that the accuracy
of the estimated values does not depend on the magnitude of the
coefficient.
Another method commonly used for estimating autocor-
relation in irregular time series is the discrete correlation
function (DCF;(Edelson & Krolik 1988)). This method is based
on computing a Pearson correlation coefficient between data
pairs. Each data pair is composed by observations with a time
difference in the interval (τ − δ/2, τ + δ/2) where τ is the order
of the autocorrelation and δ is the bin window size. In order
to assess whether this method can detect the autocorrelation of
the CIAR process, we implement the DCF using the package
sour of R (Edelson et al. 2017). The last two columns in Table
1 correspond to the mean of the DCF estimates of order τ = 1
and its standard deviation, respectively. We note that the DCF
estimates are close to the φR parameter when it is positive, but
with a large standard deviation. On the other hand, when φR is
negative, the DCF estimates are not accurate.
3.2. Comparison of the CIAR with other time series models
We perform a simulation experiment to compare the perfor-
mance of well-known time series models, that is, IAR, AR(1),
ARFIMA and CAR(1), in fitting a CIAR process. This experi-
ment consists in generating 1000 sequences of the CIAR process
{y1, . . . , yn} with length n = 300. In order to generate positive
and negative values of the ACF, φR = 0.99 and φR = −0.99 are
used. The remaining parameters are set as φI = 0, c = 1 and the
irregular times are generated with a mixture of two exponential
distributions. We then fit each sequence using the different
time-series models, and the CIAR model. The AR(1), ARFIMA,
and CAR(1) models were estimated by maximum likelihood
using the functions arima, arfima, and cts, respectively,
from the statistical software R. To compare its performance
we compute the root mean squared error (RMSE). Figure 1 a)
shows that the RMSE estimated by the irregular time-series
models is smaller in comparison with that of either the AR or
ARFIMA model which assume regular sampling. However, as
can be seen in Figure 1b the CIAR model shows significantly
better performance in fitting the negatively correlated processes
than the other implemented models. Therefore, we verify that
a CIAR process with a large and negative value of φR cannot
be correctly modeled with the conventional time-series models,
including those that assume irregular sampling.
3.3. Computation of the autocorrelation in a harmonic model
An important advantage of the CIAR process over other time-
series models for unequally spaced observation is its ability
to model weakly stationary time series with negative as well
as positive values of the ACF. A well-known example of a
time series that can be negatively correlated is the following
harmonic process,
yti = A sin( f ti + ψ) + ti , (18)
where f is the frequency of the process and ti is a Gaussian
sequence with a mean of zero and a variance of σ2. In addition,
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Table 1.Maximum likelihood estimation of complex φ computed by the CIAR model in the real part of the simulated CIAR data. The observational
times are generated using a mixture of exponential distribution with λ1 = 15 and λ2 = 2, ω1 = 0.15 and ω2 = 0.85.
Case N φR φ̂R SD(φ̂R) φI φ̂I SD(φ̂I) φ̂IAR SD(φ̂IAR) DCF SD(DCF)
1 300 0.999 0.9949 0.0036 0 0.0009 0.0030 0.9949 0.0036 0.9743 0.1273
2 300 0.9 0.8960 0.0187 0 0.0116 0.0413 0.8950 0.0188 0.8809 0.1315
3 300 0.7 0.6967 0.0412 0 0.0557 0.0819 0.6948 0.0406 0.6909 0.1279
4 300 0.5 0.4942 0.0596 0 0.0849 0.1111 0.4965 0.0569 0.5004 0.1240
5 300 -0.999 -0.9984 0.0012 0 0.0001 0.0009 0.0626 0.0265 -0.6260 0.1038
6 300 -0.9 -0.8991 0.0154 0 0.0014 0.0134 0.0643 0.0299 -0.5644 0.1166
7 300 -0.7 -0.6991 0.0414 0 0.0061 0.0354 0.0628 0.0289 -0.4382 0.1114
8 300 -0.5 -0.4971 0.0717 0 0.0091 0.0607 0.0589 0.0283 -0.3152 0.1089
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Fig. 1. Boxplot of the root mean squared error computed for the fitted models on the 1000 sequences simulated of the real part of the CIAR
process. In a) each CIAR process was generated using φR = 0.99. In b) each CIAR process was generated using φR = −0.99. The other parameters
of the models are defined as φI = 0, c = 0 and length n = 300. The observational times are generated using a mixture of Exponential distribution
with λ1 = 15 and λ2 = 2, ω1 = 0.15 and ω2 = 0.85 .
the amplitude A is a fixed parameter and the phase ψ is a random
variable with uniform distribution between −pi and pi. We note
that the weakly stationarity of the process yti is guaranteed when
this distribution for ψ is assumed (for more details, see e.g.,
Lindgren et al. (2013)). Assuming regular observational times,
the one-step autocorrelation is given by ρ1 = cos( f ) (Broersen
(2006)). This result is also satisfied under irregular times. We
note that this autocorrelation is negative for f ∈ (pi/2, pi). In
addition, we note that for higher-frequency values the harmonic
process (18) becomes more anti-persistent (Alperovich et al.
(2017)).
We performed a simulation study in order to assess whether
the CIAR model can detect the correlation structure of an irreg-
ular harmonic model. We generated the irregular observational
times ti with i = 1, . . . , n using the mixture of exponentials dis-
tributions (Eq. (17)). The process yti is simulated with length
n = 300, amplitude A = 20, and a unit variance for ti . Simula-
tions using (18) are run with k = 200 different frequencies taken
equally spaced from the interval (0, pi). We fit a CIAR model to
each simulated sequence. In Figure 2 the parameters estimated
(y-axis) from the CIAR model for each of the 200 frequencies
(x-axis) are shown as the black line, and the mapping of the
frequency values to the theoretical autocorrelation cos( f ) is de-
picted as a red line. We note that the φR parameter estimated by
the CIAR model fits the theoretical values almost perfectly.
4. Application of the CIAR model to astronomical
data
In this section we show some results of the implementation
of the CIAR model in astronomical time series. Astronomical
data are naturally irregularly sampled since it is not always
possible to get observational data from optical telescopes due to
a dependency on clear skies. Many astronomical objects, such as
variable stars, transients, and supernovae, can be characterized
by their brightness. Generally, this brightness is represented by
a time series (light curve) of this object. We apply the CIAR
model to the residuals of a harmonic model fitted to the light
curves of variable stars.
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Fig. 2. Estimated coefficients φR (y-axis) by the CIAR model in k = 200
harmonic processes generated using frequencies (x-axis) in the interval
(0, pi). The black line corresponds to the coefficients estimated by the
CIAR model. The red line is the theoretical autocorrelation of the pro-
cess yti
4.1. Modeling light curves
One of the most important challenges in the analysis of variable
stars is to classify them based on their temporal behavior. The
pulsating variables represent a particular class of variable stars
that are characterized by having a periodical behavior. Therefore,
the light curves of pulsating variable stars are generally fitted
by a harmonic model (see e.g.(Debosscher et al. 2007; Richards
et al. 2011; Elorrieta et al. 2016, e.g.)).The p-harmonic model is
defined as
y(t) = β0 +
p∑
j=1
(α1 jsin(2pi f1 jt) + β1 jcos(2pi f1 jt)) + (t), (19)
where f1 corresponds to the dominant frequency estimated by
the generalized Lomb-Scargle periodogram (GLS; Zechmeister
& Kürster (2009)). Following Debosscher et al. (2007),for
example, p = 4 is assumed to fit the light curves. The main goal
of implementing the irregular time series models in light curves
from periodic variable stars is to detect whether the harmonic
model is sufficient to capture all the temporal dependency in
the light curve. Otherwise, the residuals of the harmonic model
remain with autocorrelation.
We apply the CIAR model to the residuals of the harmonic
model fitted on light curves of variable stars from the optical
surveys OGLE and Hipparcos. We use these data since many
classes of variable stars are available in the catalogue of these
surveys.
In order to fit both models on these data, each light curve of
the OGLE and Hipparcos surveys was fitted by a four-harmonic
model (equation (19)). The residuals of each harmonic model
are then fitted using both the IAR and CIAR models. In Figure
3, we note that there is a high correlation between the estimated
coefficients φˆIAR and φˆR of the IAR and CIAR models, respec-
tively, on the light curves when both values are positive, which
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Fig. 3. Plot of φR vs. φIAR, the parameter coefficients estimated by the
CIAR and IAR models, respectively, from light curves in OGLE and
HIPPARCOS.
is consistent with the results of the Monte Carlo simulations.
However, we observe that several cases identified as uncor-
related by the IAR model, that is, φIAR ≈ 0, have a high but
negative autocorrelation estimated by the CIAR model. In other
words, these light curves remain with negative dependency
structure on the residuals after fitting the harmonic model.
Double-mode cepheids (DMCEP) and eclipsing binaries (EB)
make up the majority of these variable stars.
The time structure detected can be due to the fact that a light
curve was incorrectly fitted by the harmonic model, for example
when using an incorrect period. Also the CIAR model can detect
a correlation structure in the residuals of a harmonic model fitted
to the light curve of a multiperiodic variable star. Intuitively, if
the light curve has two or more periods, a harmonic model fitted
using only the dominant frequency is not sufficient to account
for all its temporal dependency structure.
It is also important to assess the goodness of fit performance
of the IAR and CIAR models on these data. We compute the
RMSE after fitting each irregular model on the residuals of the
harmonic model. These results do not vary significantly when
φR is positive. However, if this coefficient is negative, the RMSE
estimated by the CIAR model is smaller than the one obtained
when we fit these data using the IAR model, as can be seen in
Figure 4. This result is consistent with those obtained in Section
3.2.
4.2. Statistical test for the autocorrelation parameter
The magnitude of the coefficients estimated by the irregular time
series models depends on the period of the light curve. Light
curves with short periods have, in general, smaller estimated
coefficients. In other words, a small value of the estimated coef-
ficient does not always imply uncorrelated residuals. If the light
curve has a large period, a small coefficient could mean uncorre-
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Fig. 4. Kernel Density of the RMSE computed for the residuals of har-
monic fit in the light curves when the CIAR coefficient is negative. The
red density corresponds to the RMSE computed using the CIAR model,
and the blue density corresponds to the RMSE computed using the IAR
model.
lated residuals. However, if the variable star has a shorter period,
it could mean the opposite. Therefore, we cannot make decisions
based only on the value of the parameter estimated by the model.
To overcome this problem we designed a statistical test that
can assess when a value of φ is significantly different from
(larger than) the values that can arise by chance. To do that,
we estimated the distribution of the parameter φ̂R for time se-
ries with autocorrelation. We then assessd how likely it is to ob-
serve a particular value of φ̂R under this distribution. Following
the methodology proposed by Eyheramendy et al. (2018) we se-
lected 38 different frequencies to fit each light curve incorrectly,
where each of them is a variation of the correct period in the in-
terval ( f1−0.5 f1, f1+0.5 f1). The factor f1 corresponds to the cor-
rect frequency of the light curve. To develop the test we assumed
that the log(|̂φR|) follows a Gaussian distribution, estimated us-
ing the 38 φ̂Ri , i = 1, . . . , 38 obtained from the CIAR fit of the
time series that each assume a different incorrect frequency from
the interval. Consequently, the null hypothesis here is that the
log(|̂φR|) belongs to this Gaussian distribution. We note that the
test is formulated so that each estimated coefficient is compared
only with the estimated ones in the same light curve fitted incor-
rectly.
Using this test, there are some examples in which the IAR
model cannot distinguish if the model is correctly fitted or not,
but the CIAR model can always do this. Figure 5 shows an ex-
ample of a RRc star observed by the HIPPARCOS survey. Fig-
ure (5)(a) shows the perfect fit of the harmonic model to the
light curve. Figures (5) (b) and (c) show that the CIAR and IAR
models, respectively, have an estimate of the parameter close to
zero on the residuals of the 39 fitted models. However, the CIAR
model gives a value of |̂φR| significantly smaller than the remain-
ing ones when the light curve is correctly fitted, giving a p-value
close to zero (Figure (5) (b).
4.3. Classification features estimated from the irregular
time-series models
One of the most important aims in the light curve analysis from
variable stars is to find features that can discriminate one class
of variable star from another. Finding a good feature is the key
to building a classifier with good performance to detect stars of
a given class. Generally, these features are extracted from the
temporal behavior of the brightness of each variable star.
In this study, we propose to use the parameter estimated by
the CIAR model as a feature. For example, for a multiperiodic
variable star, it can then be expected that a harmonic model
fitted using only the dominant frequency will not be enough to
describe its temporal dependency structure. In other words, if we
fit the CIAR and IAR models to the residuals of the harmonic
model in (19) we should obtain values for the parameter of
the ACF that are significantly different from zero. Therefore,
it is natural to think that these coefficients are capable of
distinguishing multiperiodic variable stars from other classes.
In the OGLE and HIPPARCOS catalogs there are two classes
of multiperiodic variable stars: the double-mode RR Lyraes
(RRDs) and the double-mode Cepheids (DMCEPs).
We implement the IAR and the CIAR models on the
residuals after fitting a harmonic model with only one period
to the light curves of these classes. We found several examples
of negative autocorrelation in the residuals of the harmonic
model, which cannot be detected using the IAR model. One of
these examples is a bi-periodic double-mode Cepheid (OGLE
ID:175210) in which the IAR and the CIAR coefficients esti-
mated on these residuals are φˆR = −0.561 and φˆIAR = 0.011.
Consequently, we focus on the CIAR model estimates.
The features that can be extracted from the CIAR model
are the parameter φR and the p-value associated to the test
performed on φR. It is interesting to assess whether these
features can separate the multiperiodic classes from the other
RR-Lyraes and Cepheids, respectively. Figures 6 (a) and (b)
show the distribution of the p-values computed by the CIAR
model. As can be seen from these figures there are significant
differences between the classes of RR-Lyraes and Cepheids in
the distributions of the computed p-values. We note that the
RRD and DMCEP classes take larger values in comparison to
the other classes.
The use of the p-value as a feature reflects the multiperiodic
behavior of the RRD and DMCEP classes.
4.4. Forecasting astronomical data
In this section, we illustrate the forecasting procedure imple-
mented for the CIAR model. For this we use the light curve of
the AGN MCG-6-30-15 (Lira et al. (2015)) measured in the
K-band. The time series of this object has n = 237 observations
taken over a period of approximately 4.5 years.
Initially, we normalize the time series and use the first 90%
of the data to estimate the parameters of the CIAR model.
We forecast the next observation at the time t j+1 given the
observational times t1, . . . , t j corresponding to the first 90% of
the data. Later, we include the observation at the moment t j+1
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Fig. 5. a) Light curve of a RRc star observed by the HIPPARCOS survey. The continuous blue line is the harmonic best fit. b) Natural logarithm
of the absolute value of the estimated parameter φˆR by the CIAR model on the residuals of the harmonic model fitted with different frequencies;
x-axis shows percentage variation from the correct frequency, y-axis shows the natural logarithm of φˆR. c) Natural logarithm of the estimated
parameter φˆIAR by the IAR model on the residuals of the harmonic model fitted with different frequencies; x-axis shows the percentual variations
from the correct frequency, y-axis shows the natural logarithm of φˆIAR.
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Fig. 6. a) Boxplot of the p-value estimated from the CIAR model in the RR-Lyraes variable stars separated by subclass. b) Boxplot of the p-value
estimated from the CIAR model in the Cepheids variable stars separated by subclass.
and re-estimate the model to forecast the observation at the
following time t j+2. This procedure is repeated iteratively until
the remaining 10% of the data is forecasted, obtaining the vector
of one-step forecasted values (yˆ j+1, . . . , yˆn). Figure 7 (a) shows
the normalized MCG-6-30-15 light curve and the forecasted
values represented with red dots.
The parameters estimated for this light curve were
φ̂R = 0.9859 and φ̂I ≈ 0 for the first 90% of the data and
φ̂R = 0.9863 and φ̂I ≈ 0 for all the data. In addition, we
also compute the confidence interval at a 90% level for each
forecasted value, which is shown in Figure 7 (b). We note that
the interval size is larger for larger time gaps.
5. Discussion
In this work we present an extension of the irregular autore-
gressive (IAR) model (Eyheramendy et al. (2018)), that we
call the Complex Irregular Autoregressive (CIAR) model. As
opposed to the IAR model that can only estimate positive values
of the ACF, the CIAR model can estimate both positive and
negative values of the ACF. We have shown that this model is
weakly stationary and its state-space representation is stable
under regular assumptions. We propose a maximum likelihood
estimation procedure for the parameters of this model, where
the solution is reached using Kalman recursions. We developed
a code in R and Python to perform an estimation of the model.
There is a strong connection between the three models:
CAR(1), IAR, and CIAR. Assuming a null imaginary part and
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Fig. 7. a) Normalized K-band MCG-6-30-15 light curve. The red dots are the forecasted values. b) Zoom of the last 10% of the MCG-6-30-15
light curve. The red dots are the forecasted values using the CIAR model and the gray bars are the confidence intervals at the 90% level.
positive real part of the complex autocorrelation parameter,
the CIAR model becomes the IAR model. The connection
between both models is verified by Monte Carlo simulations in
Section 3.1. Also, when Gaussian data is fitted in the models,
the IAR and the CAR(1) are equivalent. Both the IAR and
the CIAR models fit the irregularity of the time gaps between
observations as discrete times as opposed to the CAR(1) model
which considers time as a continuous variable. At this stage,
only the IAR model can fit data that is not Gaussian; the CIAR
and the CAR models can only fit Gaussian data.
We illustrate the contribution of the CIAR model in two
applications. First, the CIAR process can fit irregular time series
with negative values of the ACF, the shape of which is an expo-
nential decay. Second, the CIAR process can identify series with
negative values of the ACF such as a high frequency harmonic
model or an antipersistent process. In both applications, we
show with simulated data that the CIAR model performs better
than other popular time-series models.
A negative autocorrelated time series is characterized by
more fluctuations (Box et al. (2015)). Take for example ∆t =
yt − yt−1 and the variance Var(∆t) = 2σ2y(1 − φ). This variance is
larger for φ < 0 than for positive values of φ. Figure 8 illustrates
the behavior mentioned above from a CIAR process simulated
with φR = 0.99 and φR = −0.99. We note that there are more
oscillations in the CIAR process generated with negative auto-
correlation.
The application of the proposed model is performed on as-
tronomical data. Particularly, we use the light curves of variable
stars observed by the OGLE and HIPPARCOS surveys. As
many variable stars show periodical behavior in terms of their
brightness, it is common to fit the light curves by a harmonic
model. We have discussed that the irregular time series models
are useful to determine whether or not the residuals of the
harmonic fit are still autocorrelated. When a time dependency
structure remains on the residuals, we can conclude either that
the light curve was not correctly fitted or that it corresponds to
a multiperiodic variable star. Furthermore, we noticed that the
estimated coefficients are highly related to the frequency of the
light curves. In order to interpret the coefficient correctly, we
have developed a statistical test.
After fitting both models to the light curves, we can see a
strong relationship between the IAR and CIAR models when
the coefficient φR of the CIAR model is positive. However,
we have also found several cases of negative values of the
ACF of light curves that the IAR model is not capable of
identifying. In addition, we show examples where the inability
to estimate negative values of φ from the IAR model prevents us
from finding multiperiodic variable stars or correctly detecting
whether the harmonic model is incorrectly specified.
It is expected that negative values of the ACF will be less
frequent than positive values. This hypothesis is reflected in
the astronomical datasets analyzed. However, there are several
examples of negative values obtained from time series of light
curves from the OGLE and HIPPARCOS surveys. This result
shows how important it is to have a model that can identify
the negative as well as the positive time dependencies in
an irregular time series. Among the time-series models that
assume irregular sampling, only the CARFIMA process can fit
a negative autocorrelated time series if this has an antipersistent
behavior. The contribution of the model proposed here is that it
can model series with negative exponential decay in the ACF.
In other words, both processes can be negatively autocorrelated,
but still have different correlation structures.
In addition, we have shown that the p-values obtained from
the test proposed in this work for the CIAR model are useful for
characterizing the multiperiodic classes of RR-Lyraes (RRDs)
and Cepheids (DMCEPs). This result indicates that the p-value
can be an important feature for a machine-learned classifier
implemented on these classes. In a future study, a classifier
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Fig. 8. a) CIAR process with positive autocorrelation generated using parameters φR = 0.99, φI = 0, c = 0 and length n = 300 . b) CIAR process
with negative autocorrelation generated using parameters φR = −0.99, φI = 0, c = 0 and length n = 300.
for multiperiodic variable stars will be implemented using this
feature.
The main aim of this work is to continue developing models
for irregularly observed time series where time is considered
discrete as opposed to continuous. This will allow us to extend
the popular ARMA models for regular observations to the irreg-
ular case. We have shown that the CIAR model extends the IAR
model by allowing negative as well as positive autocorrelations
to be captured. We will continue working on expanding the
scope of irregularly observed time series.
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Appendix A: Proof of Lemma 1
Consider the CIAR process xt j described by Eq. (5). We note
that E(yt j ) = 0 and E(zt j ) = 0. Therefore, xt j = yt j + izt j is such
that E(xt j ) = 0. According to the definition of the model, we have
xt j xt j =
(
φδ j xt j−1 + σt j εt j
) (
φδ j xt j−1 + σt j εt j
)
=
∣∣∣φδ j ∣∣∣2 ∣∣∣xt j−1 ∣∣∣2 + . . . + ∣∣∣σt j ∣∣∣2 ∣∣∣εt j ∣∣∣2 .
Applying expectation E and using the properties of the model
(5)
γ0 =
∣∣∣φδ j ∣∣∣2 γ0 + ∣∣∣σt j ∣∣∣2 (1 + c),
from which we obtain
γ0 =
(1 + c)
∣∣∣σt j ∣∣∣2
1 − ∣∣∣φδ j ∣∣∣2
=
(1 + c)σ2
(
1 − ∣∣∣φδ j ∣∣∣2)
1 − ∣∣∣φδ j ∣∣∣2 = (1 + c)σ2.
The autocovariance of the process is defined by γk =
E(xt j+k xt j ), such that
E(xt j+k xt j ) = E
((
φδ j+k xt j+k−1 + σt j+k εt j+k
)
xt j
)
= φδ j+kE
(
xt j+k−1 xt j
)
= φδ j+kE
((
φδ j+k−1 xt j+k−2 + σt j+k−1 εt j+k−1
)
xt j
)
= φt j+k−t j+k−2E
(
xt j+k−2 xt j
)
.
It can be shown that by recursion the autocovariance function is
given by
γk = φt j+k−t jσ2(1 + c) = φ∆kσ2(1 + c),
and therefore, the autocorrelation can be expressed as ρk = φ∆k
.
Appendix B: Proof of Lemma 2
The CIAR model is defined as yt j + izt j = (φ
R + iφI)t j−t j−1 (yt j−1 +
izt j−1 ) + σt j (ε
R
t j + iε
I
t j ). Let us focus on the term (φ
R + iφI)t j−t j−1 ,
(φR + iφI)t j−t j−1 = (φR + iφI)δ j = |φ|δ j
(
φR + iφI
|φ|
)δ j
.
Using the polar representation for complex numbers we obtain
(
φR + iφI
|φ|
)δ j
= (cos(ψ) + i sin(ψ))δ j(
φR + iφI
)δ j
= |φ|δ j (cos(ψ) + i sin(ψ))δ j .
Using the De Moivre formula, we have(
φR + iφI
)δ j
= |φ|δ j (cos(δ jψ) + i sin(δ jψ))
= |φ|δ j cos(δ jψ) + i|φ|δ j sin(δ jψ)
= αRt j + iα
I
t j .
Finally, the Complex IAR model can be represented by the ex-
pression
yt j + izt j = (α
R
t j + iα
I
t j ) (yt j−1 + izt j−1 ) + σt j (ε
R
t j + iε
I
t j ).
Appendix C: Proof of Lemma 3
At a fixed time t j, the eigenvalues of the transition matrix of the
CIAR process Ft j =
(
αRt j −αIt j
αIt j α
R
t j
)
satisfy the following equa-
tion.
|(Ft j − λI)| =
∣∣∣∣∣∣
(
αRt j −αIt j
αIt j α
R
t j
)
−
(
λ 0
0 λ
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
(
αRt j − λ −αIt j
αIt j α
R
t j − λ
)∣∣∣∣∣∣
= (αRt j − λ)2 + αI2t j
= λ2 − 2αRt jλ + (αR2t j + αI2t j )
= 0,
⇒ λ = 2α
R
t j
±
√
4αR2t j −4(αR2t j +αI2t j )
2 = α
R
t j ± iαIt j .
Since |αRt j + iαIt j | = |αRt j − iαIt j | = |αt j |, then the process is
stable if sup |αt j | < 1. Therefore, under this assumption the CIAR
process has the unique stationary solution (Brockwell & Davis
(2002)) given by
Xt j = Ft jXt j−1 + Vt j
= Ft j (Ft j−1Xt j−2 + Vt j−1 ) + Vt j
= Ft jFt j−1Xt j−2 + Ft jVt j−1 + Vt j
= Ft jFt j−1 (Ft j−2Xt j−3 + Vt j−2 ) + Ft jVt j−1 + Vt j
= Ft jFt j−1Ft j−2Xt j−3 + Ft jFt j−1Vt j−2
+ Ft jVt j−1 + Vt j .
Therefore, the general form can be written as,
Xt j = Xt j−n
n−1∏
k=0
Ft j−k + Vt j +
n−1∑
k=1
Vt j−k
k−1∏
i=0
Ft j−i .
Since
∣∣∣∏n−1k=0 Ft j−k ∣∣∣ = ∏n−1k=0 ∣∣∣Ft j−k ∣∣∣ and |Ft j−k | < 1 due to the
stability of the process, then lim
n→∞
∏n−1
k=0 Ft j−k = 0. Finally, if n →
∞ then the unique stationary solution is given by,
Xt j = Vt j +
∞∑
k=1
Vt j−k
k−1∏
i=0
Ft j−i.
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