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Le but de cette the`se est d’estimer la transition d’une chaˆıne de Markov observe´e
ou cache´e. Les chaˆınes de Markov que nous conside´rons e´tant a` espace d’e´tats continu,
la densite´ de transition apparaˆıt comme une fonction. L’estimation d’une telle quantite´
rele`ve donc des statistiques non parame´triques, qui ont pour but d’estimer une fonction,
plutoˆt qu’un parame`tre de Rd.
En statistique, toute quantite´ calculable a` partir des observations est appele´e estima-
teur. Il s’agit ensuite de mesurer la qualite´ de cet estimateur. Pour cela, on e´value une
distance entre l’estimateur et l’objet a` estimer. Dans le cadre de l’estimation d’une fonc-
tion, les distances les plus couramment employe´es sont la distance ponctuelle ou bien les
normes Lp. Plus pre´cise´ment, si sˆ est un estimateur de s : Rd 7→ R, les fonctions de perte




|s(x)− sˆ(x)|pdx avec A ⊂ Rd.
L’erreur d’estimation est alors Eρ(s, sˆ) ; elle est appele´e erreur ponctuelle dans le premier
cas, erreur Lp(A) dans le second. Dans ce travail, nous ne nous inte´resserons qu’a` la norme
L2 (L2(A) ou L2(Rd) avec d = 1 ou 2 selon les cas)(1). L’erreur est alors appele´e risque
quadratique, ou MISE, abre´viation pour mean integrated squared error, et s’e´crit
E‖s− sˆ‖22.
Pour appre´cier la qualite´ de nos estimateurs, nous nous plac¸ons dans cette the`se dans le
cadre minimax de´crit ci-dessous.
Si n est le nombre d’observations, il est naturel d’espe´rer que le risque de´croisse en
fonction de n : plus on dispose d’information, mieux on estime la fonction. Mais on souhaite
quantifier la vitesse de de´croissance du risque en fonction de n. Si V est une classe de
fonctions a` laquelle s est suppose´e appartenir, la quantite´ d’inte´reˆt est





ou` l’infimum est pris sur tous les estimateurs sˆn = sˆn(X1, . . . , Xn) de s. Ce nombre est
appele´ risque minimax pour des raisons e´videntes. On dit que l’estimateur sˆ atteint la
vitesse rn s’il existe une constante C strictement positive telle que
sup
s∈V
E‖s− sˆ‖22 ≤ Crn.
(1)En effet nous utilisons le cadre hilbertien des estimateurs par projection. Le lecteur inte´resse´ par
des risques Lp avec p ≥ 1 peut se reporter a` Cle´menc¸on (1999). A la diffe´rence de ces travaux, nous
nous sommes davantage inte´resse´s a` la faisabilite´ des proce´dures d’estimation ainsi qu’a` l’obtention d’un
estimateur sans perte logarithmique dans la vitesse.
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Cette vitesse est dite optimale s’il n’existe pas d’estimateur ayant une meilleure vitesse,
c’est-a`-dire s’il existe une constante C ′ strictement positive telle que
Rn(V ) ≥ C ′rn.
La notion de vitesse optimale n’est donc de´finie qu’a` une constante pre`s. Dans ce travail,
on conside`re diffe´rentes classes de re´gularite´ V :
– Des boules de l’espace de Besov Bα2,∞ en dimension 1 ou 2 selon les cas. En effet
cet espace contient l’espace de Sobolev W α2 et tous les espaces de Besov B
α
2,q pour
q ≥ 1. De plus on a Bαp,∞ ⊂ Bα2,∞ pour tout p ≥ 2 (on peut se re´fe´rer a` DeVore et
Lorentz (1993) pour une de´finition des espaces de Besov et a` Triebel (1983) pour les
inclusions entre espaces de Besov).
– Des classes de re´gularite´s de type
Aδ,r,a(l) =
{
f : R 7→ R,
∫
|f ∗(x)|2(x2 + 1)δ exp(2a|x|r)dx ≤ l
}
et leur e´quivalent en dimension 2. Lorsque r = 0, il s’agit d’une classe de Sobolev.
Pour r > 0, la fonction est dite super re´gulie`re ; elle est infiniment diffe´rentiable et
analytique de`s que r > 1.
En re`gle ge´ne´rale, nous n’estimerons s que sur un compact A, ce qui revient a` estimer
s1A a` la place de s. Dans ce cas, on utilise la norme L
2 sur A.
Adaptation et se´lection de mode`les
Dans cette the`se, tous les estimateurs conside´re´s sont des estimateurs par projection.
Le principe de ce type d’estimation est d’estimer une fonction s en approchant sa projec-
tion sur un espace d’approximation appele´ mode`le. Si Sm est un sous-espace du Hilbert
L2 de dimension Dm engendre´ par une base orthonormale (e1, . . . , eDm), on note sm la
projection orthogonale de s sur Sm : sm =
∑Dm
j=1 ajej avec aj =< s, ej >. L’estimateur de
s est alors de la forme sˆm =
∑Dm
j=1 aˆjej . Le risque peut s’e´crire




Cette de´composition divise le risque quadratique en deux termes :
– le biais ou erreur d’approximation ‖s − sm‖22 due a` la me´thode d’approximation
utilise´e,
– la variance ou erreur stochastique E‖sm − sˆm‖22 due au caracte`re ale´atoire des ob-
servations.
6 Introduction
Le terme de biais de´croˆıt en fonction de Dm car la fonction est de mieux en mieux appro-
che´e par sm. En revanche le terme de variance augmente en fonction de Dm parce que le
nombre de coefficients a` estimer est de plus en plus grand. Il y a donc un arbitrage a` faire
sur Dm pour que l’erreur soit minimale, le D
∗
m optimal e´tant celui qui re´alise le meilleur
compromis biais-variance. Si D∗m = argminDm E‖s − sˆm‖22, l’estimateur sˆD∗m est appele´
oracle.
En re`gle ge´ne´rale, le biais est de l’ordre de D−2αm ou` α est la re´gularite´ de la fonction
s estime´e, et la variance est de l’ordre d’une fonction croissante de Dm (par exemple une
puissance) divise´e par le nombre d’observations n. Le Dm optimal est donc fonction de
n et de la re´gularite´ α. Cependant, puisque la fonction s n’est pas connue (on cherche a`
l’estimer a` partir des observations), sa re´gularite´ α ne l’est a priori pas non plus. On ne
peut donc pas choisir leD∗m optimal e´voque´ pre´ce´demment. On retrouve le meˆme proble`me
de choix optimal, cette fois de la feneˆtre, dans les me´thodes d’estimation par noyau.
Pour pallier cette difficulte´, de nouvelles proce´dures se sont de´veloppe´es dans les anne´es
quatre-vingt-dix. Ces proce´dures permettent de trouver un estimateur ayant les meˆmes
performances que l’oracle mais construit seulement a` partir des donne´es, c’est-a`-dire ne
ne´cessitant aucune connaissance pre´alable de la re´gularite´ de la fonction. Ces estimateurs
sont appele´s adaptatifs car ils s’adaptent a` la re´gularite´ de la fonction a` estimer.
Les deux grandes familles de proce´dures adaptatives sont le seuillage en ondelettes et
la se´lection de mode`les. La premie`re se fonde sur un estimateur par projection sur un
espace d’ondelettes. Mais les coefficients d’ondelettes de l’estimateur les plus petits sont
abandonne´s pour ne garder que ceux qui de´passent un certain seuil (on peut se reporter a`
Donoho et al. (1996) ou Ha¨rdle et al. (1998) par exemple). C’est cette me´thode qui a e´te´
utilise´e par Cle´menc¸on (1999). Elle a cependant le de´sagre´ment de produire un estimateur
qui en ge´ne´ral n’est pas exactement minimax car on observe une perte logarithmique dans
la vitesse de convergence.
Dans cette the`se, nous avons utilise´ la proce´dure plus ge´ne´rale de se´lection de mode`les
(voir Birge´ et Massart (1997), Barron et al. (1999) ou encore Massart (2007)). Expliquons
en quoi elle consiste. On estime la fonction s par projection sur diffe´rents mode`les Sm
(dont le nombre peut de´pendre de n) en e´crivant
sˆm = arg min
t∈Sm
γn(t).
Ici γn est un certain contraste, c’est-a`-dire que la fonction t 7→ E[γn(t)] atteint son mi-
nimum au point s. On dispose ainsi d’une famille d’estimateurs (sˆm)m∈Mn . Puisqu’on ne
peut pas minimiser directement le risque des estimateurs de cette famille (seul l’oracle peut
le faire), la premie`re ide´e pour trouver le meilleur estimateur serait de minimiser en m la
version empirique du risque γn(sˆm). Le proble`me est que γn et sˆm sont e´troitement lie´s.
En effet chaque Sm contient les estimateurs sˆm′ pour Sm′ ⊂ Sm et donc γn(sˆm) ≤ γn(sˆm′).
Cela montre que le risque empirique de´croˆıt en fonction de la taille du mode`le, ce qui
n’est pas le cas du vrai risque. Pour les gros mode`les, le risque empirique sous-e´value le
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vrai risque. On va donc compenser en pe´nalisant le risque empirique. On choisit un mˆ (ne
de´pendant que des donne´es) qui minimise le crite`re
crit(m) = γn(sˆm) + pen(m).
ou` pen :Mn 7→ R+ est une fonction de pe´nalite´.
Si la pe´nalite´ est bien choisie, on peut alors prouver que l’estimateur s˜ = sˆmˆ ve´rifie
E‖s− s˜‖22 ≤ C inf
m
{‖s− sm‖22 + pen(m)}+Rn (1)
ou` C est une constante strictement positive que l’on espe`re proche de 1, et Rn est un
reste. Si le reste est d’ordre faible et si la pe´nalite´ a le meˆme ordre que le terme de
variance, on obtient pour l’estimateur s˜ la meˆme vitesse de convergence que celle de
l’oracle, qui est souvent la vitesse minimax optimale. Pour obtenir (1) on utilise des
ine´galite´s de concentration car Rn correspond ge´ne´ralement au controˆle d’un processus
empirique. Dans ce travail, nous utilisons fre´quemment l’ine´galite´ suivante, adapte´e des
travaux de Talagrand (1996) et prouve´e au chapitre 4 section 4.7.8.
Lemme 1 Soient T1, . . . , Tn des variables ale´atoire inde´pendantes. Pour tout r appar-
tenant a` une classe de´nombrable de fonctions R, on pose νn(r) = (1/n)
∑n
i=1[r(Ti) −
E(r(Ti))]. Alors, pour ǫ > 0,
E[sup
r∈R
































Des arguments de densite´s classiques permettent d’e´tendre ce re´sultat a` une classe non-
de´nombrable de fonctions R.
En ce qui concerne le choix des mode`les Sm, il est important qu’ils ve´rifient une
hypothe`se de connexion de normes du type
∃φ0 > 0 ∀t ∈ Sm ‖t‖∞ ≤ φ0
√
Dm‖t‖2 (2)
ou` Dm de´signe la dimension de Sm. Dans cette the`se, nous avons conside´re´ diffe´rents types





Puisque notre travail consiste a` estimer la transition d’une chaˆıne de Markov, rappelons
ici ce qu’est une chaˆıne de Markov et quelles sont ses proprie´te´s. Pour une re´fe´rence
ge´ne´rale sur les chaˆınes de Markov, on peut citer Meyn et Tweedie (1993) ou Revuz
(1984).
Une chaˆıne de Markov est un processus stochastique a` temps discret(2) dont la de´-
pendance entre les e´le´ments est traduite de la fac¸on la plus simple mais cependant tre`s
riche.
De´finition Une suite de variables ale´atoires (Xi)i≥0 a` valeurs dans un espace d’e´tats
mesurable (E, E) est une chaˆıne de Markov si pour tout Y ∈ σ(Xi, i ≥ n)
E(Y |X0, . . . , Xn) = E(Y |Xn).
Autrement dit, l’e´tat du processus a` l’instant n + 1 ne de´pend que de l’instant n pre´ce´-
dent et non de tout le passe´ (« le futur est inde´pendant du passe´ conditionnellement au
pre´sent »). On repre´sente ge´ne´ralement une chaˆıne de Markov par un sche´ma du type
Xk Xk+1
Parmi les chaˆınes de Markov, nous allons conside´rer en particulier des chaˆınes de
Markov homoge`nes, c’est-a`-dire telles que la probabilite´ de passage d’un e´tat a` l’autre ne
de´pende pas de l’instant n mais seulement des e´tats conside´re´s. Le comportement de la
chaˆıne est alors entie`rement de´fini par son noyau de transition (et la loi initiale).
De´finition Une fonction P de E × E dans [0, 1] est appele´e noyau de transition si
– pour tout A ∈ E , P (., A) est une fonction mesurable sur E,
– pour tout x ∈ E, P (x, .) est une mesure de probabilite´ sur E.





P k−1(x, dy)P (y, A).
Une chaˆıne de Markov de noyau de transition P est de´finie de la fac¸on suivante
(2)Le terme de « chaˆıne » renvoie selon les auteurs a` un processus a` temps discret ou a` un espace d’e´tats
discret. Ici le temps sera discret et l’espace d’e´tat continu et on parlera indiffe´remment de chaˆıne de
Markov ou de processus de Markov.
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De´finition Le processus (Xi)i≥0 est une chaˆıne de Markov homoge`ne de loi initiale µ et
de noyau de transition P (., .) si pour tout n et tous ensembles A0, A1, ..., An,






µ(dy0)P (y0, dy1)...P (yn−1, An).





Dans la the´orie des chaˆınes de Markov, deux cas sont a` distinguer : le cas d’un espace E
discret, et le cas d’un espace E continu. Si E est discret, la transition est une matrice (finie
si E est finie, de´nombrable sinon) de coefficients pij = P (Xn+1 = j|Xn = i). L’estimation
d’une telle quantite´ est alors parame´trique. C’est par exemple le cas des travaux sur la
ge´nomique en biologie, l’ADN e´tant construit sur un alphabet fini. On peut trouver un
aperc¸u des travaux en statistiques parame´triques des chaˆınes de Markov dans Cle´menc¸on
(1999). Dans cette the`se, on conside`re le cas ou` E est continu, et plus pre´cise´ment E = R.
b/ Irre´ductibilite´
De´finissons ici la notion d’irre´ductibilite´. Une chaˆıne est irre´ductible si tous ses e´tats
communiquent. Dans le cas d’une chaˆıne a` e´tats discrets, il est facile de de´finir la notion
de communication entre e´tats et par suite d’irre´ductibilite´. Un e´tat y est accessible depuis
x s’il existe un n ≥ 0 tel que P(Xn+k = y|Xn = x) = P n(x, y) > 0, c’est-a`-dire s’il
existe un chemin depuis x vers y. On dit alors que deux e´tats x et y communiquent si
x est accessible depuis y et re´ciproquement. Une chaˆıne est dite irre´ductible si tous ses
e´tats communiquent entre eux. Pour une chaˆıne a` espace d’e´tats continu, on ne peut pas
de´finir l’irre´ductibilite´ de la meˆme fac¸on. En effet la probabilite´ d’atteindre un point fixe´
de E e´tant nulle pour une variable a` densite´, il faut plutoˆt conside´rer P n(x,A) avec A un
ensemble non ne´gligeable.
De´finition On dit que X est irre´ductible s’il existe une mesure ϕ sur E telle que
∀A ∈ E ϕ(A) > 0⇒ ∀x ∈ E ∃n > 0 P n(x,A) > 0. (3)
Comme dans le cas discret, une chaˆıne est irre´ductible si elle ne peut pas eˆtre « coupe´e
en morceaux se´pare´s ». De`s qu’un ensemble est assez gros (en terme de ϕ-mesurabilite´),
il peut eˆtre atteint depuis n’importe quel e´tat x. De plus (the´ore`me 4.0.1 dans Meyn et
Tweedie (1993)), siX est irre´ductible, il existe une mesure d’irre´ductibilite´ maximale ψ qui
domine toutes les autres et telle que pour tout A de mesure ψ(A) = 0, l’ensemble des e´tats
permettant d’acce´der a` A est de mesure nulle (il s’agit en quelque sorte de la re´ciproque
de (3)). On se restreint maintenant a` l’e´tude des chaˆınes de Markov irre´ductibles.
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c/ Re´currence et stationnarite´
La communication entre e´tats est pre´cise´e par la notion de re´currence.
De´finition Une chaˆıne de Markov est dite re´currente si elle est irre´ductible et si pour




Une chaˆıne est re´currente si pour tout A, le nombre moyen de visites en A est infini, quel
que soit l’e´tat initial x. D’apre`s le the´ore`me 10.4.4 dans Meyn et Tweedie (1993), toute
chaˆıne de Markov re´currente admet une mesure invariante, c’est-a`-dire qui reste inchange´e
sous l’action de P :
De´finition Une mesure σ-finie µ sur E est dite invariante si
∀A ∈ E µ(A) =
∫
µ(dx)P (x,A).
Si cette mesure invariante est finie, la chaˆıne est dite re´currente positive, sinon elle est
dite re´currente nulle. En conse´quence,
De´finition Une chaˆıne de Markov est dite re´currente positive si elle admet une probabilite´
invariante.
Dans ce travail nous e´tudions des chaˆınes de Markov re´currentes positives, mais aussi
stationnaires.
De´finition Un processus est stationnaire si pour tout k la loi du vecteur (Xn, . . . , Xn+k)
est la meˆme quel que soit n.
Il est important de remarquer que si la mesure initiale est la mesure invariante alors la





µ(dy)P (y, dx)P (x,A)
=
∫
µ(dy)P 2(y, A) = ... =
∫
µ(dx)P n(x,A)
= Pµ(Xn ∈ A).
C’est pourquoi la probabilite´ invariante est aussi appele´e loi stationnaire du processus.
d/ Ergodicite´ et me´lange
Dans cette the`se, la plupart des de´monstrations s’appuient sur des ine´galite´s expo-
nentielles qui controˆlent la de´viation de processus empiriques issus de la chaˆıne (voir
lemme 1). Ces de´monstrations ne´cessitent une convergence rapide de la loi de Xn vers la
loi stationnaire.
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L’ergodicite´ traduit la convergence des ite´re´s du noyau de transition vers la mesure
stationnaire. Dans le chapitre 1, la chaˆıne est suppose´e ge´ome´triquement ergodique, c’est-
a`-dire qu’il existe ρ ∈]0, 1[ et une fonction V > 0 finie tels que pour tout n ≥ 1,
∀x ∈ E ‖P n(x, .)− µ‖TV ≤ V (x)ρn (4)
ou` ‖.‖TV est la norme en variation totale. Plusieurs travaux ante´rieurs (Roussas (1969),
Prakasa Rao (1978), Gillert et Wartenberg (1984)) concernant l’estimation de la tran-
sition ou de la loi stationnaire d’une chaˆıne de Markov conside`rent une chaˆıne satisfai-
sant la condition de Doeblin. En re´alite´, cette condition e´quivaut a` l’ergodicite´ uniforme
supx∈E ‖P n(x, .)−µ‖TV → 0, qui implique l’ergodicite´ ge´ome´trique (the´ore`me 16.0.2 dans
Meyn et Tweedie (1993)).
Une autre fac¸on tre`s re´pandue de traiter les processus de´pendants est d’utiliser le
concept de me´lange. La notion de me´lange permet de quantifier la de´pendance des va-
riables ale´atoires d’un processus par des coefficients appele´s coefficients de me´lange. Un
processus X est me´langeant si la de´pendance entre Xn et Xn+k tend vers 0 quand k tend
vers l’infini. De tre`s nombreux types de me´langes existent : α-me´lange, β-me´lange, ρ-
me´lange, φ-me´lange, etc.. On se re´fe`re a` Doukhan (1994) pour la de´finition et l’utilisation
de ces diffe´rents me´langes.
Pour estimer la densite´ de la loi stationnaire, Rosenblatt (1970) et Basu et Sahoo
(1998) emploient une hypothe`se note´e (G2) e´quivalente a` du ρ-me´lange. Un processus
markovien me´langeant a d’ailleurs la proprie´te´ d’eˆtre automatiquement ge´ome´triquement
me´langeant, c’est-a`-dire que si les coefficients de me´lange tendent vers 0, ils le font a`
vitesse ge´ome´trique.
Bosq (1973) impose une condition de φ-me´lange. Dans le cas d’un processus de Markov
stationnaire, les coefficients de φ-me´lange ve´rifient
1
2
φn ≤ sup essµ‖P n(x, .)− µ‖TV ≤ φn
Le φ-me´lange correspond donc a` l’ergodicite´ uniforme. Un processus φ-me´langeant est
ainsi ge´ome´triquement φ-me´langeant, c’est-a`-dire ge´ome´triquement ergodique. C’est la
condition requise au chapitre 1, mais aussi dans Cle´menc¸on (1999), Doukhan et Ghinde`s
(1983).
Dans ce travail, a` partir du chapitre 2, nous avons choisi d’utiliser le β-me´lange. En
effet, celui-ci ne permet pas seulement d’avoir des ine´galite´ de covariance (voir le lemme 4.6
section 4.7.8), il fournit aussi des variables d’approximation qui permettent de se ramener
au cas inde´pendant. Suivant les travaux de Viennet (1996), on construit des variables
ale´atoires X∗i qui sont inde´pendantes par blocs et ont meˆme loi que les Xi. La diffe´rence
entre Xi et X
∗
i est controˆle´e par les coefficients de β-me´lange. De nombreux travaux
statistiques utilisent le β-me´lange pour ge´rer la de´pendance, on peut citer entre autres
Baraud et al. (2001), Comte et Genon-Catalot (2006), Tribouley et Viennet (1998). Dans
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‖P n(x, .)− µ‖TV µ(dx).
Nummelin et Tuominen (1982) ont de´montre´ que si la chaˆıne est ge´ome´triquement ergo-
dique alors les quantite´s ρ et V dans (4) peuvent eˆtre choisies de telle sorte que V soit
µ-inte´grable. La chaˆıne est alors ge´ome´triquement β-me´langeante. On peut retrouver ce
re´sultat en remarquant que l’on a toujours βn ≤ φn et donc le φ-me´lange implique le
β-me´lange. Ainsi la condition de β-me´lange est plus faible que l’ergodicite´ ge´ome´trique.
e/ Hypothe`ses
Dans cette e´tude, on suppose que le noyau de transition de la chaˆıne de Markov
conside´re´e admet une densite´ Π par rapport a` la mesure de Lebesgue. On a alors




On suppose e´galement que la loi stationnaire admet une densite´ f par rapport a` la mesure
de Lebesgue. Les hypothe`ses requises dans ce travail sont les suivantes :
H1 La chaˆıne de Markov (Xi)i≥0 est irre´ductible, re´currente positive et stationnaire.
H2 La chaˆıne de Markov est ergodique. Plus pre´cise´ment, on utilisera l’une ou l’autre des
hypothe`ses suivantes :
H2a La chaˆıne de Markov est ge´ome´triquement ergodique et fortement ape´riodique.
H2b La chaˆıne de Markov est ge´ome´triquement ou arithme´tiquement β-me´langeante.
Dans le cadre de l’ergodicite´ ge´ome´trique, l’hypothe`se supple´mentaire d’ape´riodicite´ forte
est ne´cessaire pour utiliser la technique de scission de Nummelin (de´taille´e au chapitre 1).
L’ape´riodicite´ forte signifie qu’il existe une fonction h : E 7→ [0, 1] avec ∫ hdµ > 0 et une
distribution strictement positive ν telle que, pour tout e´ve`nement B de E et pour tout x
de E,
P (x,B) ≥ h(x)ν(B).
Pour l’e´tablissement des the´ore`mes limites pour les chaˆınes de Markov, on peut s’affranchir
de cette condition de minoration car il suffit qu’elle soit ve´rifie´e pour un ite´re´ P k, ce qui
est le cas de toutes les chaˆınes de Markov irre´ductibles. Mais ce n’est pas le cas ici.
On estime la densite´ stationnaire sur R ou sur un intervalle compact A1 de R, et la
densite´ de transition sur un pave´ compact A = A1 × A2 de R2. On supposera en ge´ne´ral
que ces fonctions sont borne´es et de carre´ inte´grable sur ces compacts.
H3 La densite´ stationnaire et la densite´ de transition ve´rifient l’une ou l’autre des condi-
tions suivantes :
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H3a f ∈ L∞(A1)
H3b Π ∈ L∞(A)
H3c f ∈ (L2 ∩ L∞)(R)
H3d F = fΠ ∈ (L2 ∩ L∞)(R2)
H3e Π ∈ L2(A)
Il est a` noter que, si f (resp. Π) appartient a` un espace de Besov de re´gularite´ α >
1/2 (resp. α > 1), alors elle est continue. Dans ce cas, l’hypothe`se H3a (resp. H3b) est
automatiquement satisfaite.
Une dernie`re hypothe`se est ne´cessaire pour mettre en oeuvre l’estimation de la densite´
de transition Π (mais inutile pour l’estimation de f), que ce soit par une me´thode quotient
(chapitres 1 et 4) ou par une me´thode de re´gression (chapitres 2 et 5) :
H4 Il existe un re´el f0 strictement positif tel que ∀x ∈ A1 f(x) ≥ f0.
Cette hypothe`se, bien que restrictive (c’est essentiellement pour cette raison que l’esti-
mation de Π n’est assure´e que sur un compact), est cruciale ici. Il s’agit cependant d’une
condition classique dans un cadre de re´gression.
De nombreuses chaˆınes de Markov ve´rifient ces hypothe`ses, des exemples sont de´taille´s
au chapitre 1 section 1.2.2.
f/ Chaˆıne de Markov cache´e
Dans la partie B, nous traitons le cas des chaˆınes de Markov cache´es.
De´finition Un processus bivarie´ (Xi, Yi)i≥0 est une chaˆıne de Markov cache´e si (Xi)i≥0
est une chaˆıne de Markov et, conditionnellement a` (Xi)i≥0, (Yi)i≥0 est une suite de va-
riables ale´atoires inde´pendantes et telle que pour tout n la loi conditionnelle de Yn ne
de´pende que de Xn.






Du fait de ses multiples applications, en biologie, the´orie de la communication, re-
connaissance de la parole ou encore en finance, ce mode`le a e´te´ amplement e´tudie´. De
nombreuses e´tudes se placent dans le cadre d’un espace d’e´tats fini et supposent que la
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distribution des Yi appartient a` une famille parame´trique. Nous ne de´velopperons pas ici
l’importance de ce mode`le et pour plus de de´tails, nous renvoyons a` Cappe´ et al. (2005).
En effet, on ne conside`re dans cette the`se que les chaˆınes de Markov cache´es par bruit
additif. Dans ce cas, la chaˆıne de Markov cache´e est de´crite par
∀i ≥ 0 Yi = Xi + εi
ou` (Xi) est une chaˆıne de Markov et (εi) est une suite de variables ale´atoires inde´pen-
dante de (Xi). Ce mode`le est une classe importante des mode`les de Markov cache´s car
il rend compte de tous les phe´nome`nes alte´re´s par une erreur de mesure. Par passage au
logarithme, il permet e´galement de traiter des cas multiplicatifs et meˆme des mode`les a`
volatilite´ stochastique (voir les exemples donne´s au chapitre 4 section 4.5).
Re´sume´ de la the`se
Chapitre 1 (3)
Dans le premier chapitre, on cherche a` estimer la densite´ de transition Π d’une chaˆıne





ou` f est la densite´ stationnaire de Xi et F la densite´ du couple (Xi, Xi+1). Si l’on parvient





On proce`de donc dans ce chapitre en trois e´tapes : estimation de f , estimation de la
densite´ jointe F et enfin estimation de la transition Π.
- Estimation de f : il s’agit d’estimer la densite´ de variables de´pendantes. On proce`de
par minimisation de contraste et se´lection de mode`le comme explique´ ci-dessus. Tribouley
et Viennet (1998) ont traite´ le cas de variables β-me´langeantes. Dans ce cas, on observe
l’apparition dans la pe´nalite´ d’un terme de me´lange, plus pre´cise´ment de la somme
∑
k βk
des coefficients de β-me´lange. Mais ce terme n’est a priori pas connu. Le but initial e´tait,
dans le cas d’une chaˆıne de Markov, de remplacer ce terme inconnu par une quantite´
connue dans la pe´nalite´. Pour cela nous avons utilise´ des me´thodes propres aux chaˆınes de
Markov : de´composition par temps d’entre´e dans un atome pour se ramener a` des blocs
(3)Ce chapitre est une version modifie´e de l’article Nonparametric estimation of the stationary density
and the transition density of a Markov chain accepte´ pour publication a` Stochastic Processes and their
Applications.
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de variables i.i.d. On obtient alors dans la pe´nalite´ un terme diffe´rent, mais e´galement
inconnu : il s’e´crit E(eτ ) ou` τ est un temps d’arreˆt the´orique introduit par la me´thode
de scission de Nummelin utilise´e. Bien qu’en pratique ce terme ne soit nullement geˆnant,
il justifie notre choix d’utiliser des me´thodes de me´lange dans les chapitres suivants. En
effet, ces me´thodes permettent e´galement de se ramener a` des blocs de variables ale´atoires
inde´pendants, mais cette fois de taille fixe´e et non ale´atoire, ce qui est plus simple a` traiter.
On obtient dans la section 1.3 un tre`s bon estimateur de f , puisqu’il est adaptatif et
atteint la vitesse de convergence optimale n−
2α
2α+1 (the´ore`me 1.1). C’est donc une ame´liora-
tion des travaux pre´ce´dents sur la question (Cle´menc¸on (1999) avait obtenu un estimateur
adaptatif par seuillage d’ondelettes mais avec une perte logarithmique dans la vitesse).
De plus, l’estimateur obtenu est imple´mentable et donne des re´sultats tre`s satisfaisants
(voir section 1.5) compte tenu de la de´pendance des observations.
- Estimation de F : l’estimation de la densite´ jointe se fait de la meˆme fac¸on que celle
de f . Le contraste est modifie´ en






La se´lection de mode`les s’effectue sur les produits tensoriels Sm des mode`les de dimension
1 utilise´s pour l’estimation de f . En re´alite´, il n’y a aucun changement conceptuel au
passage a` la dimension 2. On obtient donc (the´ore`me 1.2) le meˆme type de re´sultat qu’en
dimension 1. Si la pe´nalite´ est supe´rieure a` une certaine constante multiplie´e par D2m/n,
l’estimateur F˜ atteint la vitesse de convergence optimale.
- Estimation de Π : la formule (5) doit eˆtre le´ge`rement remanie´e car f˜ peut s’annuler.






si |F˜ (x, y)| ≤ n|f˜(x)|
0 sinon .
En restreignant le´ge`rement le nombre de mode`les utilise´s, on obtient (the´ore`me 1.3)






ce qui permet d’obtenir une vitesse de convergence en fonction de la re´gularite´ de f et F . Si
la chaˆıne vit sur A1 et que Π est de re´gularite´ α, alors f et F sont de re´gularite´ α e´galement.
On obtient dans ce cas la vitesse de convergence optimale n−
2α
2α+2 pour l’estimation de Π.
Si le support de Π n’est pas inclus dans A, f et Π n’ont plus ne´cessairement la meˆme
re´gularite´. L’obtention de la vitesse de convergence optimale dans ce cas fait l’objet du
chapitre 2.
Puisque notre proce´dure est entie`rement imple´mentable, on pre´sente en section 1.5 des
simulations pour divers processus de Markov. Ce chapitre se termine (section 1.6) par les
de´monstrations des re´sultats e´nonce´s.
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Chapitre 2 (4)
Le deuxie`me chapitre est consacre´ a` l’estimation de la densite´ de transition d’une
chaˆıne de Markov mais par une me´thode diffe´rente de celle employe´e au chapitre 1. En
effet, la me´thode quotient comporte des inconve´nients. L’erreur d’estimation est la somme
de deux erreurs, celle faite en estimant la densite´ invariante f , et celle due a` l’estimation
de la densite´ jointe F . Il est alors naturel d’essayer d’estimer Π de fac¸on plus directe pour
ne pas cumuler les erreurs. On peut exprimer cet inconve´nient en terme de vitesse de
convergence. Dans la me´thode quotient, cette vitesse de´pend de la re´gularite´ de la fonction
f . Or cette re´gularite´ peut eˆtre tre`s faible ce qui entraˆıne une vitesse de convergence
trop lente. En effet, la densite´ de transition peut eˆtre plus re´gulie`re que f et il est alors
inte´ressant de disposer d’un estimateur convergeant a` une vitesse ne de´pendant pas de
f . On pourrait penser que la densite´ stationnaire, en tant que limite des ite´re´s de Π,
est ne´cessairement au moins aussi re´gulie`re que Π mais, cette convergence e´tant de type
L1, ce n’est pas le cas, tout du moins localement. Plus pre´cise´ment, si Π appartient
a` l’espace de Besov Bα2,∞(R
2) alors f appartient a` Bα2,∞(R), mais si Π ∈ Bα2,∞(A), on
peut avoir f de re´gularite´ plus faible sur A1. Ste´phan Cle´menc¸on a ainsi exhibe´ dans sa
the`se un exemple de chaˆıne de Markov de densite´ de transition constante sur [0, 1] et de
densite´ stationnaire discontinue ! Une me´thode plus directe peut e´galement permettre de
s’affranchir du caracte`re asymptotique du the´ore`me 1.3.
Dans ce chapitre 2, nous avons donc construit un autre estimateur de Π. Cet estimateur







T 2(Xi, y)dy − 2T (Xi, Xi+1) (6)
qui utilise l’aspect re´gressif du proble`me. En minimisant ce contraste sur diffe´rents espaces
de projection, on construit une collection d’estimateurs Πˆm. On proce`de alors par se´lection
de mode`les comme au chapitre 1. On minimise le crite`re pe´nalise´ suivant
γn(Πˆm) + pen(m)
pour obtenir le mode`le mˆ, l’estimateur final e´tant Π˜ = Πˆmˆ.
On souhaite estimer au mieux des transitions anisotropes, c’est-a`-dire ayant des re´gu-
larite´s diffe´rentes dans les deux directions du plan. Pour ce faire, on introduit des mode`les
anisotropes, produits tensoriels d’un mode`le de dimension Dm1 et d’un mode`le de dimen-
sion Dm2 . L’estimateur construit est adaptatif et converge a` la vitesse n
− 2α¯
2α¯+2 ou` α¯ est la
moyenne harmonique des deux re´gularite´s α1 et α2 de Π.
L’erreur d’estimation est d’abord e´value´e en une norme empirique apparaissant natu-
rellement dans le proble`me. Dans la section 2.5, on passe a` la norme L2. Pour cela, on
(4)Ce chapitre est une version modifie´e de l’article Adaptive estimation of the transition density of a
Markov chain a` paraˆıtre aux Annales de l’Institut Henri Poincare´, Probabilite´s et Statistiques.
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tronque l’estimateur si sa norme L2 de´passe un certain seuil de´pendant de n. On obtient
pour la norme L2 le meˆme re´sultat que pour la norme empirique.
On e´nonce dans ce chapitre un re´sultat de borne infe´rieure qui prouve que la vitesse
n−
2α¯
2α¯+2 est optimale. Il nous a e´galement paru inte´ressant d’explorer le cas de la borne
infe´rieure en norme Lp pour 1 ≤ p < ∞ qui met en e´vidence un phe´nome`ne de coude
dans la vitesse d’estimation. Ce re´sultat est prouve´ en de´tail en annexe, section 2.8.
Des simulations pour ce nouvel estimateur sont expose´es et compare´es avec celles du
chapitre 1. Il s’ave`re que les re´sultats obtenus avec cet estimateur ne sont pas seulement
meilleurs du point de vue the´orique mais aussi du point de vue pratique, ce qui est en
particulier duˆ a` l’utilisation de l’anisotropie.
Chapitre 3 (5)
Avant de se consacrer au proble`me plus complexe de l’estimation de la transition d’une
chaˆıne de Markov cache´e, nous passons en revue au chapitre 3 les vitesses de convergence
que l’on peut obtenir dans le cas d’une estimation avec des observations bruite´es. Le mo-
de`le e´tudie´ dans ce chapitre est celui dit de convolution. On observe des donne´es Y1, . . . , Yn
ou` pour chaque i ∈ {1, . . . , n}, Yi = Xi + εi avec (Xi) et (εi) des suites inde´pendantes de
variables i.i.d. Le signal (Xi) est observe´ a` travers un bruit (εi) de loi entie`rement connue.
On cherche a` estimer la densite´ g de Xi a` partir des observations Y1, . . . , Yn. On suppose
que la densite´ q du bruit (εi) ve´rifie l’hypothe`se suivante
H5 Il existe s ≥ 0, b ≥ 0, γ ∈ R (γ > 0 si s = 0) et k0, k1 > 0 tels que
k0(x
2 + 1)−γ/2 exp(−b|x|s) ≤ |q∗(x)| ≤ k1(x2 + 1)−γ/2 exp(−b|x|s)
ou` q∗(x) =
∫
e−itxq(t)dt est la transforme´e de Fourier de q.
Le bruit est dit ordinairement re´gulier si s = 0 et super re´gulier sinon. De meˆme, on
conside`re deux types de re´gularite´ pour la fonction g a` estimer. On suppose en effet que
celle-ci appartient a` l’espace suivant
Aδ,r,a(l) =
{
f densite´ sur R et
∫
|f ∗(x)|2(x2 + 1)δ exp(2a|x|r)dx ≤ l
}
avec r = 0 (re´gularite´ ordinaire) ou bien r > 0 (super re´gularite´). On a alors quatre cas
distincts, selon la re´gularite´ (inconnue) de g et la re´gularite´ (connue) de q.
Dans la section 3.2, on pre´sente les estimateurs classiques utilise´s pour ce mode`le.
Les performances de l’estimateur a` noyau e´tablies par Butucea et Tsybakov (2006) sont
donne´es dans la proposition 3.1. La proposition 3.2 rappelle quant a` elle les re´sultats
obtenus pour l’estimateur par projection de Comte et al. (2006b). On re´capitule alors dans
(5)Ce chapitre est une version modifie´e de l’article Rates of convergence for nonparametric deconvolution
paru aux Comptes Rendus de l’Acade´mie des Sciences, vol. 342.
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la section suivante les vitesses de convergence optimales pour le risque inte´gre´ comme pour
le risque ponctuel. Parmi les quatre cas e´voque´s pre´ce´demment, trois sont bien connus. Le
quatrie`me cas (fonctions g et q super re´gulie`res), pour lequel les vitesses de convergence
explicites n’avaient jamais e´te´ donne´es jusqu’a` pre´sent, fait l’objet du the´ore`me 3.1. On y
obtient des vitesses de convergence peu courantes et tout a` fait inte´ressantes. Ce the´ore`me
est de´montre´ dans la dernie`re section.
Chapitre 4 (6)
Le quatrie`me chapitre est consacre´ a` l’estimation de la transition d’une chaˆıne de
Markov lorsque celle-ci est observe´e avec un bruit additif. Il s’agit du mode`le de Markov
cache´ suivant :
Yi = Xi + εi i = 1, . . . , n + 1 (7)
ou` (Xi)i≥1 est la chaˆıne de Markov et (εi)i≥1 un bruit inde´pendant de (Xi)i≥1. On suppose
que les variables ale´atoires ε1, . . . , εn sont inde´pendantes et identiquement distribue´es de
densite´ connue q. Cette forme du mode`le rapproche ce chapitre des proble´matiques de
de´convolution, on y trouve en particulier les meˆmes types de vitesse de convergence.
Comme dans le chapitre 1, nous avons choisi d’estimer la densite´ de transition par
le quotient (5) d’un estimateur de F et d’un estimateur de f . L’estimation de f rele`ve
typiquement du mode`le de convolution pour des variables de´pendantes. En effet la densite´
fY des observations Yi est e´gale au produit de convolution f ∗ q. Pour estimer la densite´














ou` t∗ de´signe la transforme´e de Fourier de t. Ainsi, en posant vt la transforme´e de Fourier









vt(x)fY (x)dx = E[vt(Yi)].
La proce´dure d’estimation est largement fonde´e sur le calcul pre´ce´dent. Dans le cas ou`
lesXi e´taient directement observe´es, on avait estime´ f a` l’aide du contraste (1/n)
∑n
i=1[‖t‖22−
2t(Xi)]. Maintenant que seules les donne´es bruite´es Yi sont observe´es, la remarque pre´ce´-





(6)Ce chapitre est une version modifie´e de l’article Adaptive estimation of the transition density of a
particular hidden Markov chain accepte´ pour publication a` Journal of Multivariate Analysis.
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de´ja` utilise´ par Comte et al. (2006b). Une collection d’estimateurs de f est alors calcule´e
par minimisation de ce contraste sur les espaces
Sm = Vect{x 7→
√
mϕ(mx− j)}j∈Z avec ϕ(x) = sin(x)
x
.
Ces espaces ont des proprie´te´s tre`s inte´ressantes car ϕ∗ = 1[−π,π], ce qui permet de localiser
en fre´quence. On estime finalement f par fˆmˆ ou` mˆ est le mode`le qui minimise un certain
crite`re pe´nalise´.
Dans un deuxie`me temps, il faut estimer F , la densite´ du couple (Xi, Xi+1). On proce`de
de manie`re similaire. L’ope´rateur vt est remplace´ par Vt transforme´e de Fourier inverse
de T ∗(x, y)/q∗(x)q∗(y). Il ve´rifie la proprie´te´ E[t(Xi, Xi+1)] = E[Vt(Yi, Yi+1)] pour toute




[‖t‖22 − 2Vt(Yi, Yi+1)]
et l’estimateur F˜ .
L’inte´reˆt principal de ce chapitre re´side dans les vitesses obtenues. Ces vitesses de´-
pendent conjointement de la re´gularite´ de la transition estime´e et de celle du bruit. Le
bruit peut eˆtre ordinairement re´gulier (de´croissance polynomiale de q∗) ou super re´gulier
(de´croissance exponentielle de q∗). On conside`re que la densite´ stationnaire appartient a`
l’espace Aδ,r,a(l) e´voque´ au chapitre 3. La fonction f est dite super re´gulie`re si r > 0 et
ordinairement re´gulie`re si r = 0. On peut alors conside´rer quatre cas, selon que le bruit
est ordinairement ou super re´gulier et que la fonction estime´e est ordinairement ou super
re´gulie`re. Si la densite´ du bruit et f sont toutes deux ordinairement re´gulie`res, la vitesse
de convergence est polynomiale en n. Si la densite´ f reste ordinairement re´gulie`re mais que
l’erreur εi devient super re´gulie`re, la vitesse de convergence devient logarithmique. Cela
s’explique par le fort lissage effectue´ par le bruit, qui rend tre`s de´licate la reconstruction
du signal. Une de´convolution efficace est possible dans ce cas de bruit tre`s re´gulier si la
fonction a` estimer est elle aussi super re´gulie`re. On obtient alors les vitesses singulie`res
de´veloppe´es au chapitre 3. Si la fonction est super re´gulie`re et le bruit est ordinairement
re´gulier, la de´convolution peut eˆtre re´alise´e facilement et la vitesse de convergence est tre`s
proche de la vitesse parame´trique 1/n.
Le meˆme phe´nome`ne se reproduit pour la densite´ jointe F . Que ce soit pour l’estima-
tion de f ou celle de F , notre proce´dure permet d’atteindre la vitesse optimale de fac¸on
adaptative dans presque tous les cas.






si |F˜ (x, y)| ≤ n|f˜(x)|
0 sinon.
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Son risque est majore´ par la somme des erreurs d’estimations ‖f − f˜‖22 et ‖F − F˜‖22. Des
exemples de processus sont expose´s en section 4.5 pour illustrer les vitesses de convergence
varie´es qui peuvent apparaˆıtre dans ce proble`me.
Chapitre 5
Etant donne´ les inconve´nients de la proce´dure quotient explique´s pre´ce´dement, il e´tait
naturel de chercher une proce´dure semblable a` celle du chapitre 2, mais dans le cadre d’une
chaˆıne de Markov cache´e. C’est l’objet de ce dernier chapitre. On modifie le contraste (6)







[QT 2(Yk)− 2VT (Yk, Yk+1)]
ou` VT est l’ope´rateur de´ja` utilise´ au chapitre 4 et QT est la transforme´e de Fourier inverse
de T ∗(., 0)/q∗. La construction pre´cise du contraste γn(T ) est explique´e en section 5.3.2.
Le choix des mode`les est de´licat. L’estimation directe de la densite´ de transition re-
quiert l’utilisation de bases a` support compact a` cause de l’hypothe`se H4. De plus, les
fonctions de bases doivent eˆtre plus re´gulie`res que la densite´ du bruit. Ces contraintes
nous ont amene´ a` choisir des bases d’ondelettes a` support compact, de´crites en section
5.3.1, et a` se restreindre au cas d’un bruit ordinairement re´gulier.
On souhaite alors de´finir une collection d’estimateurs de Π par minimisation du contraste.
Cependant la minimisation de γn(T ) pour T appartenant a` un espace Sm e´quivaut a` l’e´qua-
tion matricielle GmAm = Zm ou` Am est le vecteur des coefficients d’un minimiseur dans




















Comme la matrice Gm n’est pas ne´cessairement inversible, on se place sur l’ensemble
Γ =
{




ou` Sp de´signe l’ensemble des valeurs propres. Pour chaque mode`le Sm, l’estimateur est
alors de´fini par
Πˆm = arg min
T∈Sm
γn(T )1Γ.
On se´lectionne ensuite le mode`le








ou` K est une constante et γ de´signe la re´gularite´ du bruit. Comme au chapitre 2, l’esti-
mateur Πˆmˆ est tronque´ pour pouvoir controˆler la norme L
2.
L’estimateur Π˜ obtenu atteint la vitesse de convergence n−
2α
2α+4γ+2 lorsque la densite´
de transition appartient a` l’espace de Besov Bα2,∞(A). Cet estimateur est adaptatif et sa
vitesse de convergence ne de´pend pas de la re´gularite´ de f . Un sche´ma de la preuve est
donne´ en section 5.4.2, suivi d’une de´monstration de´taille´e.
Notations
Dans toute la the`se, f de´signe la densite´ de la loi stationnaire µ de la chaˆıne de
Markov conside´re´e et Π la densite´ de transition. La lettre F renvoie a` la densite´ du couple
(Xi, Xi+1). On note q la densite´ du bruit additionnel le cas e´che´ant (chapitres 4 et 5).
Le nombre d’observations sera toujours n ou n + 1. Le compact d’estimation est note´
A = A1 × A2.
Par souci de clarte´, on utilise en ge´ne´ral des lettres minuscules pour la dimension 1 et
des majuscules pour la dimension 2. Pour une fonction t : R 7→ R, on note ‖t‖ sa norme
L2 : ‖t‖2 = ∫
R
t2(x)dx et
L2(R) = {t : R 7→ R, ‖t‖ <∞}.
Si S est un sous-espace de L2(R) et g ∈ L2(R) une fonction, on note
d(g, S) = inf
t∈S
‖g − t‖.
Pour un compact A1 de R, on de´finit
L2(A1) =
{








L∞(A1) = {t : R 7→ R, ‖t‖∞,A1 = sup
x∈A1
|t(x)| <∞}.
La notation D(A1) de´signe l’ensemble des fonctions a` support compact inclus dans A1.
De la meˆme manie`re, pour une fonction T : R2 7→ R, ‖T‖2 = ∫∫
R2
T 2(x, y)dxdy et
L2(R2) = {T : R2 7→ R, ‖T‖ <∞}.
Pour un compact A de R2, on de´finit
L2(A) =
{









L∞(A) = {T : R2 7→ R, ‖T‖∞,A = sup
(x,y)∈A
|T (x, y)| <∞}.




1 si x ∈ B
0 sinon.
Enfin, la notation [x]+ de´signe max(x, 0), la partie positive de x.
Premie`re partie
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1.1 Introduction
Nonparametric estimation is now a very rich branch of statistical theory. The case of
i.i.d. observations is the most detailed but many authors are also interested in the case
of Markov processes. Early results are stated by Roussas (1969), who studies nonpara-
metric estimators of the stationary density and the transition density of a Markov chain.
He considers kernel estimators and assumes that the chain satisfies the strong Doeblin’s
condition (D0) (see Doob (1953) p.221). He shows consistency and asymptotic normality
of his estimator. Several authors tried to consider weaker assumptions than the Doeblin’s
condition. Rosenblatt (1970) introduces another condition, denoted by (G2), and he gives
results on the bias and the variance of the kernel estimator of the invariant density in this
weaker framework. Yakowitz (1989) improves also the result of asymptotic normality by
considering a Harris-condition. The study of kernel estimators is completed by Masry and
Gyo¨rfi (1987) who find sharp rates for this kind of estimators of the stationary density and
by Basu and Sahoo (1998) who prove a Berry-Esseen inequality under the condition (G2)
of Rosenblatt. Other authors are interested in the estimation of the invariant distribu-
tion and the transition density in the non-stationary case: Doukhan and Ghinde`s (1983)
bound the integrated risks for any initial distribution. In Herna´ndez-Lerma et al. (1988),
recursive estimators for a non-stationary Markov chain are described. Liebscher (1992)
gives results for the invariant density in this non-stationary framework using a condition
denoted by (D1) derived from the Doeblin’s condition but weaker than (D0). All the
above papers deal with kernel estimators. Among those who are not interested in such
estimators, let us mention Bosq (1973) who studies an estimator of the stationary density
by projection on a Fourier basis, Prakasa Rao (1978) who outlines a new estimator for
the stationary density by using delta-sequences and Gillert and Wartenberg (1984) who
present estimators based on Hermite bases or trigonometric bases.
The recent work of Cle´menc¸on (1999) allows to measure the performance of all these
estimators since he proves lower bounds for the minimax rates and thus gives the optimal
convergence rates for the estimation of the stationary density and the transition density.
Cle´menc¸on also provides another kind of estimator for the stationary density and for the
transition density, that he obtains by projection on wavelet bases. He presents an adaptive
procedure which is ”quasi-optimal” in the sense that the procedure reaches almost the
optimal rate but with a logarithmic loss. He needs other conditions than those we cited
above and in particular a minoration condition derived from Nummelin’s (1984) works.
In this chapter, we will use the same condition.
The aim of this chapter is to estimate the stationary density of a discrete-time Markov
chain and its transition density. We consider an irreducible positive recurrent Markov
chain (Xn) with a stationary density denoted by f . We suppose that the initial density
is f (hence the process is stationary) and we construct an estimator f˜ from the data
X1, . . . , Xn. Then, we study the mean integrated squared error E‖f˜ − f‖2 and its conver-
gence rate. The same technique enables to estimate the density F of (Xi, Xi+1) and so to
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provide an estimator of the transition density Π = F/f , called the quotient estimator.
An adaptive procedure is proposed for the two estimations and it is proved that both
resulting estimators reach the optimal minimax rates without additive logarithmic factor.
We will use here some technical methods known as the Nummelin splitting technique
(see Nummelin (1984), Meyn and Tweedie (1993) or Ho¨pfner and Lo¨cherbach (2003)).
This method allows to reduce the general state space Markov chain theory to the countable
space theory. Actually, the splitting of the original chain creates an artificial accessible
atom and we will use the hitting times to this atom to decompose the chain, as we would
have done for a countable space chain.
To build our estimator of f , we use model selection via penalization as described in
Barron et al. (1999). First, estimators by projection denoted by fˆm are considered. The
index m denotes the model, i.e. the subspace to which the estimator belongs. Then
the model selection technique allows to select automatically an estimator fˆmˆ from the
collection of estimators (fˆm). The estimator of F is built in the same way. The collections
of models that we consider here include wavelets but also trigonometric polynomials and
piecewise polynomials.
This chapter is organized as follows. In Section 1.2, we present our assumptions on
the Markov chain and on the collections of models. We also give examples of chains and
models. Section 1.3 is devoted to estimation of the stationary density and in Section 1.4
the estimation of the transition density is explained. Some simulations are presented in
Section 1.5. The proofs are gathered in the last section, which contains also a presentation
of the Nummelin splitting technique.
1.2 The framework
1.2.1 Assumptions on the Markov chain
We consider an irreducible Markov chain (Xn) taking its values in the real line R. We
suppose that (Xn) is positive recurrent, i.e. it admits a stationary probability measure
µ. We assume that the distribution µ has a density f with respect to the Lebesgue
measure and it is this quantity that we want to estimate. The function f is estimated
on a compact set A1 only. More precisely, the Markov process is supposed to satisfy the
following assumptions:
H1 The chain (Xn) is irreducible, positive recurrent and stationary.
H2a (i) The chain is strongly aperiodic, i.e. it satisfies the following minorization
condition: there is some function h : R 7→ [0, 1] with ∫ hdµ > 0 and a positive
distribution ν such that, for all event B and for all x,
P (x,B) ≥ h(x)ν(B)
where P is the transition kernel of (Xn).
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(ii) The chain is geometrically ergodic, i.e. there exists a function V > 0 finite and
a constant ρ ∈ (0, 1) such that, for all n ≥ 1
‖P n(x, .)− µ‖TV ≤ V (x)ρn
where ‖.‖TV is the total variation norm.
H3a The stationary density f belongs to L∞(A1) i.e. supx∈A1 |f(x)| <∞.
We can remark that condition H3a implies that f belongs to L2(A1).
Notice that, since the chain is irreducible, condition H2a(i) holds for some m-skeleton
(i.e. a chain with transition probability Pm) (see Theorem 5.2.3 in Meyn and Tweedie
(1993)). This minorization condition is used in the Nummelin splitting technique and is
also required in Cle´menc¸on (1999).
The Assumption H2a(ii), which is called geometric regularity by Cle´menc¸on (2000),
means that the convergence of the chain to the invariant distribution is geometrically
fast. In Meyn and Tweedie (1993), we find a slightly different condition (replacing the
total variation norm by the V -norm). This condition, which is sufficient for H2a(ii), is
widely used in Monte Carlo Markov Chain literature because it guarantees central limit
theorems and enables to simulate laws via a Markov chain (see for example Jarner and
Hansen (2000), Roberts and Rosenthal (1998) or Meyn and Tweedie (1994)).
For the estimation of the joint density F on the compact A = A1 × A1, we need the
additional assumption:
H3b Π belongs to L∞(A).
A last assumption is required for the estimation of the transition Π:
H4 There exists a positive constant f0 such that ∀x ∈ A1, f(x) ≥ f0.
The following subsection gives some examples of Markov chains satisfying hypotheses
H1–H4.
1.2.2 Examples of chains
Many processes verify the previous assumptions, as (classical or more general) autoregres-
sive processes, or diffusions. Here we give a nonexhaustive list of such chains.
Diffusion processes
We consider the process (Xi∆)1≤i≤n where ∆ > 0 is the observation step and (Xt)t≥0 is
defined by the equation
dXt = b(Xt)dt+ σ(Xt)dWt, t ≥ 0, X0 ∼ µ (1.1)
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where W is the standard Brownian motion, b is a locally bounded Borel function and
σ an uniformly continuous function. We suppose that the drift function b and the dif-
fusion coefficient σ satisfy the following conditions, given in Pardoux and Veretennikov
(2001)(Proposition 1):
1. there exists λ−, λ+ such that ∀x 6= 0, 0 < λ− < σ2(x) < λ+,
2. there exists M0 ≥ 0, α ≥ 0 and r > 0 such that
∀|x| ≥M0, xb(x) ≤ −r|x|α+1.
Then, Equation (1.1) has a unique strong solution. Moreover the discretized process
(Xi∆)1≤i≤n satisfies Assumptions H1 and H2a. The continuity of the transition density













with M such that
∫
f = 1. Consequently Assumption H3a and H4 are verified with




















Let us consider the following process
Xn = ϕ(Xn−1) + εXn−1,n
where εx,n has a positive density lx with respect to the Lebesgue measure, which does not
depend on n. We suppose that the following conditions are verified:
1. There exist M > 0 and ρ < 1 such that, for all |x| > M , |ϕ(x)| < ρ|x| and
sup|x|≤M |ϕ(x)| <∞.
2. There exist l0 > 0, l1 > 0 such that ∀x, y l0 ≤ lx(y) ≤ l1.
Then Mokkadem (1987) proves that the chain is Harris recurrent and geometrically er-
godic. It implies that Assumptions H1 and H2a are satisfied. Moreover Π(x, y) =
lx(y − ϕ(x)) and f(y) =
∫
f(x)Π(x, y)dx and then Assumptions H3a,b-H4 hold with
f0 ≥ l0 and ‖f‖∞,A1 ≤ ‖Π‖∞ ≤ l1.
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ARX(1,1) models
The nonlinear process ARX(1,1) is defined by
Xn = H(Xn−1, Zn) + ξn
where H is bounded and (ξn), (Zn) are independent sequences of i.i.d. random variables
with E|ξn| < ∞. We suppose that the distribution of Zn has a positive density l with
respect to the Lebesgue measure. Assume that there exist ρ < 1, a locally bounded and
mesurable function h : R 7→ R+ such that Eh(Zn) <∞ and positive constants M, c such
that
∀|(u, v)| > M |H(u, v)| < ρ|u|+ h(v)− c and sup
|x|≤M
|H(x)| <∞.
Then Doukhan (1994) proves (p.102) that (Xn) satisfies H1 and H2a. We can write
Π(x, y) =
∫
l(z)fξ(y − F (x, z))dz
where fξ is the density of ξn. So, if we assume furthermore that there exist a0, a1 > 0
such that a0 ≤ fξ ≤ a1, then Assumptions H3a,b-H4 are verified with f0 ≥ a0 and
‖f‖∞,A1 ≤ ‖Π‖∞ ≤ a1.
ARCH processes
The model is
Xn+1 = H(Xn) +G(Xn)εn+1
where H and G are continuous functions and for all x, G(x) 6= 0. We suppose that the
distribution of εn has a positive density l with respect to the Lebesgue measure and that
there exists s ≥ 1 such that E|εn|s < ∞. The chain (Xn) satisfies Assumptions H1 and




|x| < 1. (1.2)
In addition, we assume that ∀x l0 ≤ l(x) ≤ l1. Then Assumption H3b is verified with






1.2.3 Assumptions on the models
In order to estimate f , we need to introduce some collections of models. We recall that
D(A1) denotes the set of functions with support included in A1. The assumptions on the
models are the following:
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M1. Each Sm is a linear subspace of L









There exists a real φ0 such that for all m, φm ≤ φ0.
This assumption (L2-L∞ connexion) is introduced by Barron et al. (1999) and can be
written:
∀t ∈ Sm ‖t‖∞ ≤ φ0
√
Dm‖t‖. (1.3)
We get then a set of models (Sm)m∈Mn where Mn = {m, Dm ≤
√
n}. Now we need a
last assumption regarding the whole collection, which ensures that, for m and m′ in Mn,
Sm + S
′
m belongs to the collection of models.
M3. The models are nested, that is for all m,m′ ∈Mn, Dm ≤ Dm′ ⇒ Sm ⊂ Sm′ .
1.2.4 Examples of models
We show here that the assumptions M1-M3 are not too restrictive. Indeed, for A1 = [0, 1],
they are verified for the models spanned by the following bases (see Barron et al. (1999)):




[ for j = 1, . . . , 2
m.
Here Dm = 2
m, φ0 = 1 and Mn = {1, . . . , ⌊log n/2 log 2⌋} where ⌊x⌋ denotes the
floor of x, i.e. the largest integer less than or equal to x.









• Regular piecewise polynomial basis: Sm is spanned by polynomials of degree 0, . . . , r
(where r is fixed) on each interval [(j − 1)/2D, j/2D[, j = 1, . . . , 2D. In this case,
m = (D, r), Dm = (r+1)2
D andMn = {(D, r), D = 1, . . . , ⌊log2(
√
n/(r+1))⌋}.We
can put φ0 =
√
r + 1.
• Regular wavelet basis: Sm =< ψjk, j = −1, . . . , m, k ∈ Λ(j) > where ψ−1,k points
out the translates of the father wavelet and ψjk(x) = 2
j/2ψ(2jx − k) where ψ is
the mother wavelet. We assume that the support of the wavelets is included in
[0, 1] and that ψ−1 = ϕ belongs to the Sobolev space W r2 . In this framework Λ(j) =
{0, . . . , K2j−1} (for j ≥ 0) where K is a constant which depends on the supports of
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ϕ and ψ: for example for the Haar basisK = 1. We have thenDm =
∑m
j=−1 |Λ(j)| =













(K ∧ |Λ(−1)|)2m+1 ≤
‖ϕ‖∞ ∨ ‖ψ‖∞
K ∧ |Λ(−1)| =: φ0
1.3 Estimation of the stationary density
1.3.1 Decomposition of the risk for the projection estimator






[‖t‖2 − 2t(Xi)]. (1.4)
Notice that E(γn(t)) = ‖t− f‖2− ‖f‖2 and therefore γn(t) is the empirical version of the




where Sm is a subspace of (L
∞ ∩ D)(A1) which satisfies M2. Although this estimator
depends on n, no index n is mentioned in order to simplify the notations . It is also the
case for all the estimators in this chapter and thereafter.














< f, ϕλ > ϕλ,
which is the projection of f on Sm.
In order to evaluate the quality of this estimator, we now compute the mean integrated
squared error E‖f − fˆm‖2A1 (often denoted by MISE).
Proposition 1.1 Let Xn be a Markov chain which satisfies Assumptions H1-H2a-H3a
and Sm be a subspace of (L
∞ ∩D)(A1) with dimension Dm ≤ n. If Sm satisfies condition
M2, then the estimator fˆm defined by (1.5) satisfies
E‖f − fˆm‖2A1 ≤ d2(f1A1, Sm) + CDm/n
where C is a constant which does not depend on n.
1.3. Estimation of the stationary density 33
To compute the bias term d(f1A1, Sm), we assume that f (actually the restriction of
f to A1) belongs to the Besov space B
α
2,∞(A1). We refer to DeVore and Lorentz (1993)
p.54 for the definition of Bα2,∞(A1). Notice that when α is an integer, the Besov space
Bα2,∞(A1) contains the Sobolev space W
α
2 (see DeVore and Lorentz (1993) p.51–55).
Hence, we have the following corollary.
Corollary 1.1 Let Xn be a Markov chain which satisfies Assumptions H1-H2a-H3a. As-
sume that the stationary density f belongs to Bα2,∞(A1) and that Sm is one of the spaces
mentioned in Section 1.2.4 (with the regularity of polynomials and wavelets larger than
α− 1). If we choose Dm = ⌊n 12α+1 ⌋, then the estimator defined by (1.5) satisfies
E‖f − fˆm‖2A1 = O(n−
2α
2α+1 ).
We can notice that we obtain the same rate as in the i.i.d. case (see Donoho et al.
(1996)). Actually, Cle´menc¸on (1999) proves that n−
2α
2α+1 is the optimal rate in the minimax
sense in the Markovian framework. With very different theoretical tools, Tribouley and
Viennet (1998) show that this rate is also reached in the case of the univariate density
estimation of β-mixing random variables by using a wavelet estimator.
However, the choice Dm = ⌊n 12α+1 ⌋ is possible only if we know the regularity α of
the unknown f . But generally, it is not the case. It is the reason why we construct an
adaptive estimator, i.e. an estimator which achieves the optimal rate without requiring
the knowledge of α.
1.3.2 Adaptive estimation
Let (Sm)m∈Mn be a collection of models as described in Section 1.2.3. For each Sm, fˆm is




where pen is a penalty function to be specified later. We denote f˜ = fˆmˆ and we bound
the L2-risk E‖f − f˜‖A1 as follows.
Theorem 1.1 Let Xn be a Markov chain which satisfies Assumptions H1-H2a-H3a and
(Sm)m∈Mn be a collection of models satisfying Assumptions M1–M3. Then the estimator
defined by
f˜ = fˆmˆ where mˆ = argmin
m∈Mn





for some K > K0 (1.8)
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(where K0 is a constant which depends on φ0, ‖f‖∞,A1, h and ν) satisfies
E‖f˜ − f‖2A1 ≤ 3 infm∈Mn{d
2(f1A1, Sm) + pen(m)}+
C
n
where C does not depend on n.
The constant K0 in the penalty only depends on the distribution of the chain and can
be chosen equal to max(φ20, 1)(C1+C2‖f‖∞,A1) where C1 and C2 are constants depending
on the quantities h and ν introduced in Assumption H2a. These are theoretical constants
provided by the Nummelin splitting technique. The number φ0 is known and depends
on the chosen base (see Section 1.2.3). The mention of ‖f‖∞,A1 in the penalty term
seems to be a problem, seeing that f is unknown. Actually, we could replace ‖f‖∞,A1
by ‖fˆ‖∞,A1 with fˆ an estimator of f . This method of random penalty is successfully
applied in Birge´ and Massart (1997) or Comte (2001) for example. But we choose not
to use this method here, since the constants C1 and C2 in K0 are not computable either.
Notice that Cle´menc¸on (2000) handle with the same kind of unknown quantities in the
threshold of his nonlinear wavelet estimator. Actually it is the price to pay for dealing
with dependent variables (see also the mixing constant in the threshold in Tribouley and
Viennet (1998)). But this annoyance can be circumvented for practical purposes. Indeed,
for the simulations the computation of the penalty is hand-adjusted. Some techniques
of calibration can be found in Lebarbier (2005) in the context of multiple change point
detection. In a Gaussian framework the practical choice of the penalty for implementation
is also discussed in Section 4 of Birge´ and Massart (2007).
Corollary 1.2 Let Xn be a Markov chain which satisfies Assumptions H1-H2a-H3a and
(Sm)m∈Mn be a collection of models mentioned in Section 1.2.4 (with the regularity of
polynomials and wavelets larger than α−1). If f belongs to Bα2,∞(A1), with α > 1/2, then
the estimator defined by (1.7) and (1.8) satisfies
E‖f˜ − f‖2A1 = O(n−
2α
2α+1 ).
Remark 1.1 When α > 1
2
, Bα2,∞(A1) ⊂ C(A1) (where C(A1) is the set of the continuous
functions with support in A1) and then the assumption H3a ‖f‖∞,A1 <∞ is superfluous.
We have already noticed that it is the optimal rate in the minimax sense (see the lower
bound in Cle´menc¸on (1999)). Note that here the procedure reaches this rate whatever the
regularity of f , without needing to know α. This result is thus a improvement of the one
of Cle´menc¸on (1999), whose adaptive procedure only achieves the rate (log(n)/n)
2α
2α+1 .
Moreover, our procedure allows to use more bases (not only wavelets) and is easy to
implement.
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1.4 Estimation of the transition density
We now suppose that the transition kernel P has a density Π. In order to estimate Π, we
remark that Π can be written F/f where F is the density of (Xi, Xi+1). Thus we begin
with the estimation of F . As previously, F and Π are estimated on a compact set only,
this compact is A = A1 ×A2 and here we consider that A2 = A1.
1.4.1 Estimation of the joint density F
We consider now the following subspaces.












hypothesis M2 implies that Φm is bounded by φ
2
0. The condition M1 must be replaced by
the following condition:
M1’. Each Sm is a linear subspace of (L









{‖T‖2 − 2T (Xi, Xi+1)}




and Mˆ = argmin
m∈Mn
[Γn(Fˆm) + Pen(m)] where Pen(m) is a penalty function which would be
specified later. Lastly, we set F˜ = FˆMˆ .
Theorem 1.2 Let Xn be a Markov chain which satisfies Assumptions H1-H2a-H3a,b and
(Sm)m∈Mn be a collection of models satisfying Assumptions M1’-M2-M3. Then the esti-
mator defined by
F˜ = FˆMˆ where Mˆ = argmin
m∈Mn





for some K(2) > K
(2)
0 (1.10)
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(where K
(2)
0 is a constant which depends on φ0, ‖F‖∞,A, h and ν) satisfies
E‖F˜ − F‖2A ≤ 3 inf
m∈Mn
{d2(F1A, Sm) + Pen(m)}+ C
n
where C does not depend on n.
The constantK
(2)
0 in the penalty is similar to the constantK0 in Theorem 1.1 (replacing φ0
by φ20 and ‖f‖∞,A1 by ‖F‖∞,A). We refer the reader to the remark following Theorem 1.1
on page 34 for considerations related to these constants.
Corollary 1.3 Let Xn be a Markov chain which satisfies Assumptions H1-H2a-H3a,b
and (Sm)m∈Mn be a collection of models mentioned in Section 1.2.4 (with the regularity
of polynomials and wavelets larger than β − 1). If (the restriction to A of) F belongs to
Bβ2,∞(A), with β > 1, then
E‖F˜ − F‖2A = O(n−
2β
2β+2 ).
This rate of convergence is the minimax rate for density estimation in dimension 2 in the
case of i.i.d. random variables (see for instance Ibragimov and Has′minski˘ı (1980)). Let
us now proceed to the estimation of the transition density.
1.4.2 Estimation of Π






if |F˜ (x, y)| ≤ kn|f˜(x)|
0 else
with kn = n.
Theorem 1.3 Let Xn be a Markov chain which satisfies Assumptions H1-H2a-H3a,b-H4
and (Sm)m∈Mn be a collection of models mentioned in Section 1.2.4 (with the regularity
of polynomials and wavelets larger than α − 1). We suppose that the dimension Dm of
the models is such that, ∀m ∈ Mn,
for the estimation of f logn ≤ Dm ≤
√
n/(logn),
for the estimation of F D2m ≤
√
n.
If f belongs to Bα2,∞(A1), with α > 1/2, then for n large enough
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• there exists C1 and C2 such that





• if furthermore F belongs to Bβ2,∞(A) with β > 1, then





Cle´menc¸on (2000) proved that n−2β/(2β+2) is the minimax rate for f and F of same
regularity β. Notice that in this case the procedure is adaptive and there is no logarithmic
loss in the estimation rate contrary to the result of Cle´menc¸on (2000).
But it should be remembered that we consider only the restriction of f or Π since the
observations are in a compact set. And the restriction of the stationary density to A1
may be less regular than the restriction of the transition density. The previous procedure
has thus the disadvantage that the resulting rate does not depend only on the regularity
of Π but also on the one of f .
However, if the chain lives on A1 and if F belongs to B
β
2,∞(A) (that is to say that
we consider the regularity of F on its whole support and not only on the compact of
the observations) then equality f(y) =
∫
F (x, y)dx yields that f belongs to Bβ2,∞(A1)
and then E‖Π − Π˜‖2 = O(n− 2β2β+2 ). Moreover, if Π belongs to Bβ2,∞(A), formula f(y) =∫
f(x)Π(x, y)dx implies that f belongs to Bβ2,∞(A1). Then, by using properties of Besov
spaces (see Runst and Sickel (1996) p.192), F = fΠ belongs to Bβ2,∞(A). So in this case
of a chain with compact support the minimax rate is achieved as soon as Π belongs to
Bβ2,∞(A) with β > 1.
1.5 Simulations
The computation of the previous estimator is very simple. We use the following procedure
in 3 steps:
First step:





where βˆλ is defined by (1.6) and is quickly computed.
• Select the argmin mˆ of γn(fˆm) + pen(m).
• Choose f˜ =∑λ∈Λmˆ βˆλϕλ.
Second step:
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• For each m such that D2m ≤
√
n compute Γn(Fˆm) + Pen(m), with Γn(Fˆm) =
−∑λ,µ∈Λm aˆ2λ,µ where aˆλ,µ = (1/(n− 1))∑n−1i=1 ϕλ(Xi)ϕµ(Xi+1).
• Select the argmin Mˆ of Γn(Fˆm) + Pen(m).
• Choose F˜ (x, y) =∑λ,µ∈Λ
Mˆ
aˆλ,µϕλ(x)ϕµ(y).
Third step: Compute Π˜(x, y) = F˜ (x, y)/f˜(x) if |F˜ (x, y)| ≤ kn|f˜(x)| and 0 otherwise.
We consider 2 different bases (see Section 1.2.4): trigonometric basis and histogram
basis(1). The bases are here adjusted with an affin transform in order to be defined on the
estimation interval [c, d] instead of [0, 1].
We found that a good choice for the penalty functions is pen(m) = 5Dm/n and
Pen(m) = 0.02D2m/n.
We consider several kinds of Markov chains :
• An autoregressive process denoted by AR and defined by:
Xn+1 = aXn + b+ εn+1
where the εn+1 are independent and identical distributed random variables, with
centered Gaussian distribution with variance σ2. For this process, the stationary
distribution is a Gaussian with mean b/(1−a) and variance σ2/(1−a2). By denoting
by ϕ(z) = 1/(σ
√
2π) exp(−z2/2σ2) the Gaussian density, the transition density can
be written Π(x, y) = ϕ(y − ax− b). We consider the following parameter values :
(i) a = 2/3, b = 0, σ2 = 5/9, estimated on [−2, 2]2. The stationary density of this
chain is the standard Gaussian distribution.
(ii) a = 0.5, b = 3, σ2 = 1, and then the process is estimated on [4, 8]2.
• A radial Ornstein-Uhlenbeck process (in its discrete version). For j = 1, . . . , δ, we




n where the ε
j
n are i.i.d. standard Gaussian.





2. The transition density is given in
Chaleyat-Maurel and Genon-Catalot (2006) where this process is studied in detail:
















and Iδ/2−1 is the Bessel function with index δ/2−1. The invariant density is f(x) =
C1x>0 exp(−x2/2ρ2)xδ−1 with ρ2 = β2/(1 − a2) and C such that
∫
f = 1. This
(1)Although the rates of convergence given in this chapter are valid only if the bases are regular enough,
we can consider the estimators when the basis is less regular. Actually it is known that a very regular basis
does not necessarily improve the performance of the estimator for practical purposes and an histogram



























Figure 1.1: Estimator (light surface) and true transition (dark surface) for the process
CIR(iii) estimated with a trigonometric basis, n=1000.
process (with here a = 0.5, β = 3, δ = 3) is denoted by
√
CIR since its square
is actually a Cox-Ingersoll-Ross process. The estimation domain for this process is
[2, 10]2.
• A Cox-Ingersoll-Ross process, which is exactly the square of the previous process. It
follows a Gamma density for invariant distribution with scale parameter l = 1/2ρ2



















The used parameters are the following:
(iii) a = 3/4, β =
√
7/48 (so that l = 3/2) and δ = 4, estimated on [0.1, 3]2.
(iv) a = 1/3, β = 3/4 and δ = 2. This chain is estimated on [0, 2]2.
• An ARCH process defined by Xn+1 = sin(Xn) + (cos(Xn) + 3)εn+1 where the εn+1
are i.i.d. standard Gaussian. The transition density of this chain is







and we estimate this process on [−5, 5]2.
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n 50 100 250 500 1000 basis
AR(i) 0.728 0.544 0.277 0.187 0.177 H
0.526 0.468 0.222 0.180 0.148 T
AR(ii) 0.480 0.325 0.225 0.116 0.084 H
0.287 0.239 0.177 0.134 0.108 T√
CIR 0.305 0.232 0.172 0.152 0.128 H
0.216 0.194 0.145 0.128 0.082 T
CIR(iii) 0.509 0.308 0.211 0.176 0.148 H
0.417 0.396 0.284 0.257 0.227 T
CIR(iv) 0.338 0.210 0.121 0.076 0.046 H
0.227 0.221 0.172 0.134 0.133 T
ARCH 0.317 0.301 0.242 0.212 0.161 H
0.255 0.254 0.208 0.188 0.169 T
Table 1.1: MISE E‖Π − Π˜‖2 averaged over N = 200 samples. H: histogram basis, T:
trigonometric basis.
For this last chain, the stationary density is not explicit. So we simulate n + 500
variables and we estimate only from the last n to ensure the stationarity of the process.
For the other chains, it is sufficient to simulate an initial variable X0 with density f .
n 50 100 250 500 1000 basis
AR(i) 0.066 0.060 0.033 0.014 0.012 H
0.057 0.054 0.025 0.004 0.003 T
AR(ii) 0.039 0.035 0.031 0.015 0.008 H
0.034 0.034 0.033 0.020 0.005 T√
CIR 0.013 0.012 0.011 0.010 0.010 H
0.017 0.017 0.017 0.016 0.011 T
CIR(iii) 0.034 0.027 0.023 0.022 0.021 H
0.063 0.039 0.022 0.021 0.019 T
CIR(iv) 0.032 0.025 0.022 0.019 0.010 H
0.087 0.073 0.057 0.052 0.046 T
Table 1.2: MISE E‖f − f˜‖2 averaged over N = 200 samples. H: histogram basis, T:
trigonometric basis.
Figure 1.1 illustrates the performance of the method and Table 1.1 shows the L2-risk
for different values of n.
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The results in Table 1.1 are roughly good and illustrate that we can not pretend that
a basis among the others gives better results. We can then imagine a mixed strategy, i.e.
a procedure which uses several kinds of bases and which can choose the best basis or, for
instance, the best degree for a polynomial basis. These techniques are successfully used
in regression frameworks by Comte and Rozenholc (2002, 2004).
The results for the stationary density are given in Table 1.2 and illustrated in Figure
1.2.














n = 100 n = 250








Figure 1.2: Estimator (solid line) and true function (dotted line) for a Gaussian distribu-
tion estimated with a trigonometric basis.
We can compare results of Table 1.2 with those of Dalelane (2005) who gives results
of simulations for i.i.d. random variables. For density estimation, she uses three types
of kernel: Gauss kernel, sinc-kernel (where sinc(x) = sin(x)/x) and her Cross Validation
optimal kernel (denoted by Dal). Table 1.3 gives her results for the Gaussian density
and the Gamma distribution with the same parameters that we used (2 and 3/2). If we
compare the results that she obtains with her optimal kernel and our results with the
trigonometric basis, we observe that her risks are about 5 times less than ours. However
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n 50 100 500 1000 kernel
0.012 0.007 0.001 0.001 Dal
Gaussian 0.017 0.013 0.003 0.002 Gauss
(=AR(i)) 0.022 0.011 0.003 0.001 sinc
0.027 0.015 0.005 0.003 Dal
Gamma 0.028 0.021 0.006 0.003 Gauss
(=CIR(iii)) 0.062 0.040 0.017 0.004 sinc
Table 1.3: MISE obtained by Dalelane (2005) for i.i.d. data, averaged over 50 samples
this kernel is particularly effective and if we consider the classical kernels, we notice that
the results are almost comparable, with a reasonable price for dependency.
1.6 Proofs
1.6.1 The Nummelin splitting technique
This whole subsection is summarized from Ho¨pfner and Lo¨cherbach (2003) p.60–63 and
is detailed for the sake of completeness.
The interest of the Nummelin splitting technique is to create a two-dimensional chain
(the ”split chain”), which contains automatically an atom. Let us recall the definition of
an atom. Let A be a set such that ψ(A) > 0 where ψ is an irreducibility measure. The set
A is called an atom for the chain (Xn) with transition kernel P if there exists a measure
ν such that P (x,B) = ν(B), for all x in A and for all event B.
Let us now describe the splitting method. Let E = R the state space and E the
associated σ-field. Each point x in E is splitted in x0 = (x, 0) ∈ E0 = E × {0} and
x1 = (x, 1) ∈ E1 = E × {1}. Each set B in E is splitted in B0 = B × {0} and B1 =
B×{1}. Thus, we have defined a new probability space (E∗, E∗) where E∗ = E0∪E1 and








Notice that λ∗(B0 ∪ B1) = λ(B). Now the aim is to define a new transition probability
P ∗(., .) on (E∗, E∗) to replace the transition kernel P of (Xn). Let




1− h(x)(P − h⊗ ν)
∗(x, .) if i = 0 and h(x) > 1
ν∗ else
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where ν is the measure introduced in H2a(i) and h⊗ ν is a kernel defined by
h⊗ ν(x, dy) = h(x)ν(dy).
Consider now a chain (X∗n) on (E
∗, E∗) with one-step transition P ∗ and with starting law
µ∗. The split chain (X∗n) has the following properties:
P1. For all (Bp)0≤p≤N ∈ EN and for all measure λ
Pλ(Xp ∈ Bp, 0 ≤ p ≤ N) = Pλ∗(X∗p ∈ Bp × {0, 1}, 0 ≤ p ≤ N).
P2. The split chain is irreducible positive recurrent with stationary distribution µ∗.
P3. The set E1 is an atom for (X
∗
n).
We can also extend functions g : E 7→ R to E∗ via g∗(x0) = g(x) = g∗(x1). Then, the
property P1 can be written: for all function E-measurable g : EN 7→ R
Eλ(g(X1, .., XN)) = Eλ∗(g
∗(X∗1 , .., X
∗
N)).
We can say that (Xn) is a marginal chain of (X
∗
n). When necessary, the following proofs
are decomposed in two steps: first, we assume that the Markov chain has an atom, next
we extend the result to the general chain by introducing the artificial atom E1.
1.6.2 Proof of Proposition 1.1
First step: We suppose that (Xn) has an atom A.
Let fm be the orthogonal projection of f on Sm. Pythagoras theorem gives us:
E‖f − fˆm‖2A1 = d2(f1A1, Sm) + E‖fm − fˆm‖2A1 .
We recognize in the right member a bias term and a variance term. According to the
expresssion (1.6) of fˆm the variance term can be written:







where νn(t) = (1/n)
∑n
i=1[t(Xi)− < t, f >]. By denoting τ = τ(1) = inf{n ≥ 1, Xn ∈ A}




n (t) + ν
(2)
n (t) + ν
(3)
n (t) + ν
(4)
n (t) (1.12)
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[t(Xi)− < t, f >]1τ≤n,
and ln =
∑n
i=1 1A(Xi) (number of visits to the atom A). Hence,
νn(t)
2 ≤ 4{νn(1)(t)2 + νn(2)(t)2 + νn(3)(t)2 + νn(4)(t)2}.
We set Bm = {t ∈ Sm, ‖t‖ = 1}.
• To bound ν(1)n (t)2, notice that |νn(t)| ≤ 2‖t‖∞. And then, by using M2 and (1.3),










• We bound the second term in the same way. Since |ν(2)n (t)| ≤ 2(τ/n)‖t‖∞, we obtain










• Let us study now the fourth term. As
|ν(4)n (t)| ≤ 2
n− τ(ln)
n





we get E(supt∈Bm ν
(4)
















(n− k)2PA(X1 /∈ A, .., Xn−k /∈ A)µ(A)
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2) ≤ 8φ20µ(A)EA(τ 4)
Dm
n2






2 + ν(2)n (t)
2 + ν(4)n (t)
2
)








2 + ν(2)n (ϕλ)
2 + ν(4)n (ϕλ)
2
) ≤ 8φ20Eµ(τ 2) + µ(A)EA(τ 4)n .




(t(Xi)− < t, f >). (1.14)
We remark that, according to the Markov property, the Sj(t) are independent identically











Lemma 1.1 For all m ≥ 2, Eµ|Sj(t)|m ≤ (2‖t‖∞)m−2‖f‖∞,A1‖t‖2EA(τm).

















4)) + ‖f‖∞,A1EA(τ 2)].
Let C = 4[8φ20(Eµ(τ
2) + µ(A)EA(τ
4)) + ‖f‖∞,A1EA(τ 2)]. We obtain with (1.11)




Second step: We do not suppose any more that (Xn) has an atom.






[‖t‖2 − 2t∗(X∗i )]. (1.15)
We define also
fˆ ∗m = argmin
t∈Sm
γ∗n(t). (1.16)
Then the property P1 in Section 1.6.1 yields E‖f − fˆ ∗m‖2A1 = E‖f − fˆm‖2A1. The split
chain having an atom (property P3), we can use the first step to deduce E‖f − fˆ ∗m‖2A1 ≤
d2(f1A1, Sm) + CDm/n. It follows that
E‖f − fˆm‖2A1 ≤ d2(f1A1, Sm) + CDm/n.

Proof of Lemma 1.1: For all j, Eµ|Sj(t)|m = Eµ|S1(t)|m = Eµ|
∑τ(2)
i=τ+1 t¯(Xi)|m
























(∣∣t¯(Xi)∣∣2|τ = k, τ(2) = l
)
P (τ = k, τ(2) = l)








(2‖t‖∞)m−2(l − k)m‖f‖∞,A1‖t‖2P (τ = k, τ(2) = l)
≤ (2‖t‖∞)m−2E(|τ(2)− τ |m)‖f‖∞,A1‖t‖2.
We conclude by using the Markov property. 
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1.6.3 Proof of Corollary 1.1
According to Proposition 1.1 E‖f− fˆm‖2A1 ≤ d2(f1A1, Sm)+CDm/n. Then we use Lemma
12 in Barron et al. (1999) which ensures that (for piecewise polynomials or wavelets having
a regularity larger than α−1 and for trigonometric polynomials) d2(f1A1, Sm) = O(D−2αm ).
Thus,




In particular, if Dm = ⌊n 11+2α ⌋, then E‖f − fˆm‖2A1 = O(n−
2α
1+2α ). 
1.6.4 Proof of Theorem 1.1
First step: We suppose that (Xn) has an atom A.
Let m in Mn. The definition of mˆ yields that γn(fˆmˆ) + pen(mˆ) ≤ γn(fm) + pen(m).
But for all t, s,





= ‖t− f‖2 − ‖s− f‖2 − 2νn(t− s)
= ‖t− f1A1‖2 − ‖s− f1A1‖2 − 2νn(t− s)
where νn(t) = (1/n)
∑n
i=1[t(Xi)− < t, f >]. This leads to
‖fˆmˆ − f‖2A1 ≤ ‖fm − f‖2A1 + 2νn(fˆmˆ − fm) + pen(m)− pen(mˆ). (1.17)




We set B(m,m′) = {t ∈ Sm + Sm′ , ‖t‖ = 1}. Let us write now













by using inequality 2xy ≤ 1
5
x2 + 5y2. Thus,
2E|νn(fˆmˆ − fm)| ≤ 1
5
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[t(Xi)− < t, f >]. (1.19)











where p(., .) is a function to be specified later. Then, the bound (1.13) combined with
M1, (1.17) and (1.18) give
E‖fˆmˆ − f‖2A1 ≤ ‖fm − f‖2A1 +
1
5
E‖fˆmˆ − fm‖2 + 160φ20










+E(20p(m, mˆ) + pen(m)− pen(mˆ)).
We choose p(m,m′) such that 20p(m,m′) ≤ pen(m) + pen(m′). Thus 20p(m, mˆ) +
pen(m)− pen(mˆ) ≤ 2pen(m). Let
W (m,m′) = [ sup
t∈B(m,m′)
Z2n(t)− p(m,m′)]+. (1.20)
We use now the inequality
1
5






E‖fˆmˆ − f‖2A1 ≤
1
3
E‖fˆmˆ − f‖2A1 +
3
2
‖fm − f‖2A1 + 20
∑
m′∈Mn




E‖fˆmˆ − f‖2A1 ≤
9
4
‖fm − f‖2A1 + 30
∑
m′∈Mn




We need now to bound EW (m,m′) to complete the proof. Proposition 1.2 below
implies
EW (m,m′) ≤ K ′e−Dm′ (φ0 ∨ 1)2K3 1 +K2‖f‖∞,A1
n




(φ0 ∨ 1)2K3(1 +K2‖f‖∞,A1). (1.21)
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−Dm′ ≤∑k≥1 e−k = 1/(e− 1). Thus, by summation
on m′ in Mn ∑
m′∈Mn
EW (m,m′) ≤ K ′ 1





It remains to specify the penalty, which has to satisfy 20p(m,m′) ≤ pen(m)+pen(m′).
The value of p(m,m′) is given by (1.21), so we set
pen(m) ≥ 20KDm
n
(φ0 ∨ 1)2K3(1 +K2‖f‖∞,A1).
Finally
∀m ∈Mn E‖fˆmˆ − f‖2A1 ≤ 3‖fm − f‖2A1 + 3pen(m) +
C1
n
where C1 depends on φ0, ‖f‖∞,A1, µ(A),Eµ(τ 2),EA(τ 4), K2, K3. Since it is true for all m,
we obtain the result.
Second step: We do not suppose any more that (Xn) has an atom.
The Nummelin splitting technique allows us to create the chain (X∗n) and to define
γ∗n(t) and fˆ
∗






and f˜ ∗ = fˆ ∗mˆ∗ . The property P1 in Section 1.6.1 gives E‖f − f˜‖2A1 = E‖f − f˜ ∗‖2A1 . The
split chain having an atom, we can use the first step to deduce
E‖f − f˜ ∗‖2A1 ≤ 3 infm∈Mn{d




And then the result is valid when replacing f˜ ∗ by f˜ .

Proposition 1.2 Let (Xn) be a Markov chain which satisfies H1-H2a-H3a and (Sm)m∈Mn
be a collection of models satisfying M1–M3. We suppose that (Xn) has an atom A. Let
Zn(t) and W (m,m




(φ0 ∨ 1)21 + ‖f‖∞,A1EA(s
τ )
(log s)2
(where K is a numerical constant and s is a real depending on the chain). Then
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Proof of Proposition 1.2: We can write Zn(t) = (1/n)
∑ln−1
j=1 Sj(t) where Sj(t) is
defined by (1.14). According to Lemma 1.1:
Eµ|Sj(t)|m ≤ (2‖t‖∞)m−2‖f‖∞,A1‖t‖2EA(τm).
Now, we use condition H2a(ii) of geometric ergodicity. The proof of Theorem 15.4.2 in
Meyn and Tweedie (1993) shows that A is a Kendall set, i.e. there exists s > 1 (depending
on A) such that supx∈A Ex(s































) ≤ 2P ( n∑
j=1





















) ≤ 2P ( n∑
j=1
Sj(t) ≥ y − 2
√
n‖t‖M/ log s)






































We will now use a chaining technique used in Barron et al. (1999). Let us recall first
the following lemma (Lemma 9 p.400 in Barron et al. (1999), see also Proposition 1 in
Birge´ and Massart (1998)).










Then, for all δ > 0, we can find a countable set T ⊂ S¯ and a mapping π from S¯ to T
such that :
• for all ball B with radius σ ≥ 5δ
|T ∩ B| ≤ (5σ/δ)D (1.24)
• ‖u− π(u)‖ ≤ δ, ∀u ∈ S¯ and supu∈π−1(t) ‖u− t‖∞ ≤ rδ, ∀t ∈ T.
We apply this lemma to the subpace Sm + Sm′ with dimension Dm ∨Dm′ denoted by








where (ϕλ)λ∈Λ(m′) is an orthonormal basis of Sm + Sm′ . Notice that this quantity satisfy
φm” ≤ r(m′) ≤
√




We consider δ0 ≤ 1/5 , δk = δ02−k, and the Tk = T ∩ B(m,m′) where T is defined by
Lemma 1.2 with δ = δk and B(m,m
′) is the unit ball of Sm+Sm′ . Inequality (1.24) gives
us |T ∩B(m,m′)| ≤ (5/δk)D(m′). By letting Hk = log(|Tk|), we obtain
Hk ≤ D(m′)[log( 5
δ0
) + k log 2]. (1.25)
Thus, for all u in B(m,m′), we can find a sequence {uk}k≥0 with uk ∈ Tk such that
‖u− uk‖ ≤ δk and ‖u− uk‖∞ ≤ r(m′)δk. Hence, we have the following decomposition:








D(m′) and for all k ≥ 1,
‖uk − uk−1‖ ≤ δk + δk−1 = 3δk−1/2,
‖uk − uk−1‖∞ ≤ 3r(m′)δk−1/2 ≤ 3φ0
√
D(m′)δk−1/2.























P (Zn(uk − uk−1) > ηk)
with η0 +
∑∞
k=1 ηk ≤ η. We use the exponential inequality (1.23) to obtain∑
u0∈T0

































Let us choose now the (xk)k≥0 such that nx0 = H0 +Dm′ + v and for k ≥ 1,




Zn(u) > η) ≤ 2e−Dm′−v(1 +
∑
k≥1
e−kDm′ ) ≤ 3.2e−Dm′−v.
















































(6δ0 + 2) ≤ c1(δ0)
M√
n
with c1(δ0) = 6δ0 + 2.



















k=1 δk−1 = 2δ0 and
∑∞
k=1 kδk−1 = 4δ0 and using (1.25), we get






with c2(δ0) = c1(δ0) + log(5/δ0)(2 + 12δ0) + 6δ0(2 + 3 log 2).












with c3(δ0) = 2
√



























































c5(δ0) = (6/5) sup(c2, c3 + c1)
2.
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where
p(m,m′) = c5(φ0 ∨ 1)2D(m
′)
n
1 + ‖f‖∞,A1EA(sτ )
(log s)2
.












≤ P ( sup
u∈B(m,m′)






Zn(u) < −η) ≤
∑
u0∈T0





















































































By replacing M2 by its value, we get so
EW (m,m′) ≤ K ′(φ0 ∨ 1
log s
)2e−Dm′
1 + ‖f‖∞,A1EA(sτ )
n
where K ′ is a numerical constant 
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1.6.5 Proof of Corollary 1.2
According to Theorem 1.1, E‖f˜−f‖2A1 ≤ C2 infm∈Mn{d
2(f1A1, Sm)+Dm/n}. Since d2(f1A1, Sm)
= O(D−2αm ) (see Lemma 12 in Barron et al. (1999)),







In particular, if m0 is such that Dm0 = ⌊n
1
1+2α ⌋, then






≤ C4n− 2α1+2α .
The condition Dm ≤
√
n allows this choice of m only if α > 1/2. 
1.6.6 Proof of Theorem 1.2
The proof is identical to the one of Theorem 1.1. 
1.6.7 Proof of Corollary 1.3
It is sufficient to prove that dA(F, Sm) = infT∈Sm ‖F − T‖A ≤ CD−αm if F belongs to
Bα2,∞(A). It is done in the following lemma. 
Lemma 1.3 Let F in the Besov space Bα2,∞(A). We consider the following spaces of
dimension D2 :
• S1 is a space of piecewiwe polynomials of degree bounded by s > α− 1 based on the
regular partition with D2 squares,
• S2 is a space of of orthonormal wavelets of regularity s > α− 1,
• S3 is the space of trigonometric polynomials.
Then, there exist positive constants Ci such that
dA(F, Si) ≤ CiD−α for i = 1, 2, 3.
Proof of Lemme 1.3: Let us recall the definition of Bα2,∞(A). Let








F (x+ kh1, y + kh2)
56 Chapitre 1. Estimation de la densite´ de transition par quotient
the rth difference operateur with step h and ωr(F, t) = sup
|h|≤t
‖∆rhF‖A the rth modulus of
smoothness of F. We say F is in the Besov space Bα2,∞(A) if supt>0 t
−αωr(F, t) < ∞ for
r = ⌊α⌋+ 1, or equivalently, for r an integer larger than α.
DeVore (1998) proved that dA(F, S1) ≤ Cωs+1(F,D−1) , so
dA(F, S1) ≤ CD−α.
For the wavelets case, we use the fact that f belongs to Bα2,∞(A) if and only if
sup
j≥−1
2jα‖βj‖ < ∞ (see Meyer (1990) chapter 6, section 10). If FD is the orthogonal
projection of F on S2,








2−2jα ≤ C ′D−jα
where m is such that 2m = D.
For the trigonometric case, it is proved in Nikol′ski˘ı (1975) (p. 191 and 200) that
dA(F, S3) ≤ Cωs+1(F,D−1) so that dA(F, S3) ≤ C ′D−α. 
1.6.8 Proof of Theorem 1.3
Let us prove first the first item. Let En = {‖f − f˜‖∞,A1 ≤ f0/2} and Ecn its complement.






















and Π˜(x, y) =
F˜ (x, y)
f˜(x)
. For all (x, y) ∈ A,
|Π˜(x, y)−Π(x, y)|2 ≤
∣∣∣∣∣ F˜ (x, y)− f˜(x)Π(x, y)f˜(x)
∣∣∣∣∣
2
1En + (‖Π˜‖∞ + ‖Π‖∞,A)21Ecn







[E‖F − F˜‖2A + ‖Π‖2∞,AE‖f − f˜‖2A1] + (kn + ‖Π‖∞,A)2|A|P (Ecn).
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It remains to bound P (Ecn). To do this, we observe that
‖f − f˜‖∞,A1 ≤ ‖f − fmˆ‖∞,A1 + ‖fmˆ − fˆmˆ‖∞.
Let γ = α− 1
2
, then Bα2,∞(A1) ⊂ Bγ∞,∞(A1) (see DeVore and Lorentz (1993) p.182). Thus
f belongs to Bγ∞,∞(A1) and Lemma 12 in Barron et al. (1999) gives
‖f − fmˆ‖∞,A1 ≤ CD−γmˆ ≤ C(logn)−γ .
Thus ‖f − fmˆ‖∞,A1 decreases to 0 and ‖f − fmˆ‖∞,A1 ≤ f0/4 for n large enough. So




But ‖fmˆ− fˆmˆ‖∞ ≤ φ0
√




n(ϕλ) = supt∈Bmˆ |νn(t)|2.
Thus,

































We need then to bound two terms. For the first term, we use a Markov inequality:
P ( sup
t∈Bm
























|ν(1)n (t)|6 + |ν(2)n (t)|6 + |ν(4)n (t)|6
)





|ν(1)n (t)|6 + |ν(2)n (t)|6 + |ν(4)n (t)|6
)
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Besides, for all v, using (1.26),
P ( sup
t∈Bm





] + p(m,m)) ≤ 6.4e−Dm−v
with p(m,m) = c5(φ0∨1)2(Dm/n)(1 + ‖f‖∞,A1EA(sτ ))/(log s)2. Thus, letting c6 = c5(φ0∨
1)2(1 + ‖f‖∞,A1EA(sτ ))/(log s)2,
P ( sup
t∈Bm

































) ≤ 6.4 sup
m∈Mn








And then, for n large enough, (kn + ‖Π‖∞,A)2P (Ecn) = o(k2nn−3). So, since kn = n,
(kn + ‖Π‖∞,A)2P (Ecn) = o(n−1).
Following result in Theorem 1.3 is provided by using Corollary 1.2 and 1.3. 
Chapitre 2
Estimation de la densite´ de
transition par contraste moindres
carre´s
Version modifie´e de l’article Adaptive estimation of the transition density of a Markov
chain paru aux Annales de l’Institut Henri Poincare´, Probabilite´s et Statistiques,
vol. 43 (5).
59
60 Chapitre 2. Estimation de la densite´ de transition par contraste moindres carre´s
2.1 Introduction
We consider (Xi) a homogeneous Markov chain. The purpose of this chapter is to estimate
the transition density of such a chain. This quantity allows to comprehend the form of
dependence between variables and is defined by Π(x, y)dy = P (Xi+1 ∈ dy|Xi = x). It
enables also to compute other quantities, like E[g(Xi+1)|Xi = x] for example. As many
authors, we choose for this a nonparametric approach. Roussas (1969) first studies an
estimator of the transition density of a Markov chain. He proves the consistency and the
asymptotic normality of a kernel estimator for chains satisfying a strong condition known
as Doeblin’s hypothesis. In Bosq (1973), an estimator by projection is studied in a mixing
framework and the consistence is also proved. Basu and Sahoo (1998) establish a Berry-
Essen inequality for a kernel estimator under an assumption introduced by Rosenblatt,
weaker than the Doeblin’s hypothesis. Athreya and Atuncar (1998) improve the result of
Roussas since they only need the Harris recurrence of the Markov chain. Other authors are
interested in the estimation of the transition density in the non-stationary case: Doukhan
and Ghinde`s (1983) bound the integrated risk for any initial distribution. In Herna´ndez-
Lerma et al. (1988), recursive estimators for a non-stationary Markov chain are described.
More recently, Cle´menc¸on (2000) computes the lower bound of the minimax Lp risk and
describes a quotient estimator using wavelets. In the first chapter of this thesis, we
found an estimator by projection with model selection that reaches the optimal rate of
convergence.
All these authors have estimated Π by observing that Π = F/f where F is the density
of (Xi, Xi+1) and f the stationary density. If Fˆ and fˆ are estimators of F and f , then an
estimator of Π can be obtained by writing Πˆ = Fˆ /fˆ . But this method has the drawback
that the resulting rate of convergence depends on the regularity of f . And the stationary
density f can be less regular than the transition density.
The aim here is to find an estimator Π˜ of Π from the observations X1, . . . , Xn+1 such
that the order of the L2 risk depends only on the regularity of Π and is optimal.
Cle´menc¸on (2000) introduces an estimation procedure based on an analogy with the
regression framework using the thresholding of wavelets coefficients for regular Markov
chains. We propose in this chapter an other method based on regression, which improves
the rate and has the advantage to be really computable. Indeed, this method allows to
reach the optimal rate of convergence, without the logarithmic loss obtained by Cle´menc¸on
(2000) and can be applied to β-mixing Markov chains (the notion of ”regular” Markov
chains in Cle´menc¸on (2000) is equivalent to φ-mixing and is then a stronger assumption).
We use model selection via penalization as described in Barron et al. (1999) with a new
contrast inspired by the classical regression contrast. To deal with the dependence we use
auxiliary variablesX∗i as in Viennet (1997). But contrary to most cases in such estimation
procedure, our penalty does not contain any mixing term and is entirely computable.
In addition, we consider transition densities belonging to anisotropic Besov spaces,
i.e. with different regularities with respect to the two directions. Our projection spaces
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(piecewise polynomials, trigonometric polynomials or wavelets) have different dimensions
in the two directions and the procedure selects automatically both well fitted dimensions.
A lower bound for the rate of convergence on anisotropic Besov balls is proved, which
shows that our estimation procedure is optimal in a minimax sense.
The chapter is organized as follows. First, we present the assumptions on the Markov
chain and on the collections of models. We also give examples of chains and models.
Section 2.3 is devoted to estimation procedure and the link with classical regression. The
bound on the empirical risk is established in Section 2.4 and the L2 control is studied in
Section 2.5. We compute both upper bound and lower bound for the mean integrated
squared error. In Section 2.6, some simulation results are given. The proofs are gathered
in Section 2.7.
2.2 Assumptions
2.2.1 Assumptions on the Markov chain
We consider an irreducible Markov chain (Xn) taking its values in the real line R. We
suppose that (Xn) is positive recurrent, i.e. it admits a stationary probability measure µ.
We assume that the distribution µ has a density f with respect to the Lebesgue measure
and that the transition kernel P (x,A) = P (Xi+1 ∈ A|Xi = x) has also a density, denoted
by Π. This transition density Π is estimated on a compact set A = A1 × A2 only. More
precisely, the Markov process is supposed to satisfy the following assumptions:
H1 (Xn) is irreducible and positive recurrent and stationary.
H2b The chain is geometrically β-mixing (βq ≤ e−θq), or arithmetically β-mixing (βq ≤ q−θ).
H3a The stationary density f verifies ‖f‖∞,A1 := supx∈A1 |f(x)| <∞.
H3b The transition density Π is bounded on A, i.e. ‖Π‖∞,A := sup(x,y)∈A |Π(x, y)| <∞.
H4 There exists a positive real f0 such that, for all x in A1, f(x) ≥ f0.
Since (Xi) is a stationary Markov chain, the β-mixing is very explicit, the mixing
coefficients can be written:
βq =
∫
‖P q(x, .)− µ‖TV f(x)dx (2.1)
where ‖.‖TV is the total variation norm (see Doukhan (1994)).
Notice that we distinguish the sets A1 and A2 in this work because the two directions
x and y in Π(x, y) do not play the same role, but in practice A1 and A2 will be equal and
identical or close to the value domain of the chain.
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Many processes verify the previous assumptions, as autoregressive processes or diffu-
sions. A list of such chains is given in Chapter 1 (it is valid since the Assumption H2a is
stronger than H2b).
2.2.2 Assumptions on the models
In order to estimate Π, we need to introduce a collection {Sm, m ∈ Mn} of spaces, that
we call models. For each m = (m1, m2), Sm is a space of functions with support in A
defined from two spaces: Fm1 and Hm2 . Fm1 is a subspace of (L
2 ∩ L∞)(R) spanned by
an orthonormal basis (ϕmj )j∈Jm with |Jm| = Dm1 such that, for all j, the support of ϕmj
is included in A1. In the same way Hm2 is a subspace of (L
2 ∩ L∞)(R) spanned by an
orthonormal basis (ψmk )k∈Km with |Km| = Dm2 such that, for all k, the support of ψmk is
included in A2. Here j and k are not necessarily integers, it can be couples of integers as
in the case of a piecewise polynomial space. Then, we define










The assumptions on the models are the following:
M1. For all m2, Dm2 ≤ n1/3 and Dn := maxm∈Mn Dm1 ≤ n1/3.
M2. There exist positive reals φ1, φ2 such that, for all u in Fm1 , ‖u‖2∞,A1 ≤ φ1Dm1
∫
u2,
and for all v in Hm2 , ‖v‖2∞,A2 ≤ φ2Dm2
∫
v2. By letting φ0 =
√
φ1φ2, that leads to
∀T ∈ Sm ‖T‖∞ ≤ φ0
√
Dm1Dm2‖T‖ (2.2)
where ‖T‖2 = ∫
R2
T 2(x, y)dxdy.
M3. Dm1 ≤ Dm′1 ⇒ Fm1 ⊂ Fm′1 and Dm2 ≤ Dm′2 ⇒ Hm2 ⊂ Hm′2 .
The first assumption guarantees that dimSm = Dm1Dm2 ≤ n2/3 ≤ n where n is
the number of observations. The condition M2 implies a useful link between the L2
norm and the infinite norm. The third assumption ensures that, for m and m′ in Mn,
Sm + Sm′ is included in a model (since Sm + Sm′ ⊂ Sm′′ with Dm′′1 = max(Dm1 , Dm′1) and
Dm′′2 = max(Dm2 , Dm′2)). We denote by S the space with maximal dimension among the
(Sm)m∈Mn . Thus for all m in Mn, Sm ⊂ S.
2.2.3 Examples of models
We show here that a lot of models are suitable. Indeed, Assumptions M1–M3 are verified
for the spaces Fm1 (and Hm2) spanned by the following bases (see Barron et al. (1999)):
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• Trigonometric basis: for A1 = [0, 1], < ϕ0, . . . , ϕm1−1 > with ϕ0 = 1[0,1], ϕ2j(x) =√
2 cos(2πjx) 1[0,1](x), ϕ2j−1(x) =
√
2 sin(2πjx)1[0,1](x) for j ≥ 1. For this model
Dm1 = m1 and φ1 = 2 hold.
• Histogram basis: for A1 = [0, 1], < ϕ1, . . . , ϕ2m1 > with ϕj = 2m1/21[(j−1)/2m1 ,j/2m1 [
for j = 1, . . . , 2m1 . Here Dm1 = 2
m1 , φ1 = 1.
• Regular piecewise polynomial basis: for A1 = [0, 1], polynomials of degree 0, . . . , r
(where r is fixed) on each interval [(l − 1)/2D, l/2D[, l = 1, . . . , 2D. In this case,




• Regular wavelet basis: < Ψlk, l = −1, . . . , m1, k ∈ Λ(l) > where Ψ−1,k points out the
translates of the father wavelet and Ψlk(x) = 2
l/2Ψ(2lx− k) where Ψ is the mother
wavelet. We assume that the support of the wavelets is included in A1 and that Ψ−1
belongs to the Sobolev space W r2 .
2.3 Estimation procedure
2.3.1 Definition of the contrast









T 2(Xi, y)dy − 2T (Xi, Xi+1)]. (2.3)
We choose this contrast because






Therefore γn(T ) is the empirical counterpart of the ‖.‖f -distance between T and Π and
the minimization of this contrast comes down to minimize ‖T −Π‖f . This contrast is new
but is actually connected with the one used in regression problems, as we will see in the
next subsection.









k (y) a function in Sm. Then, if Am denotes the matrix (aj,k)j∈Jm,k∈Km,
∀j0∀k0 ∂γn(T )
∂aj0,k0
= 0⇔ GmAm = Zm,

















































We cannot define a unique minimizer of the contrast γn(T ), since Gm is not necessarily
invertible. For example, Gm is not invertible if there exists j0 in Jm such that there is no
observation in the support of ϕj0 (Gm has a null column). This phenomenon happens when
localized bases (as histogram bases or piecewise polynomial bases) are used. However, the
















where PW denotes the orthogonal projection on W = {(T (Xi, y))1≤i≤n, T ∈ Sm}.
Thus the minimization of γn(t) leads to a unique vector (Πˆm(Xi, y))1≤i≤n defined as
the projection of (
∑
k ψk(Xi+1)ψk(y))1≤i≤n on W . The associated function Πˆm(., .) is not
defined uniquely but we can choose a function Πˆm in Sm whose values at (Xi, y) are fixed
according to Proposition 2.1. For the sake of simplicity, we denote
Πˆm = arg min
T∈Sm
γn(T ).
This underlying function is more a theoretical tool and the estimator is actually the vector












This norm is the natural distance in this problem and we can notice that if T is deter-
ministic with support included in A1 × R
f0‖T‖2 ≤ E‖T‖2n = ‖T‖2f ≤ ‖f‖∞,A1‖T‖2
and then the mean of this empirical norm is equivalent to the L2 norm ‖.‖.
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2.3.2 Link with classical regression
Let us fix k in Km and let
Yi,k = ψ
m
k (Xi+1) for i ∈ {1, . . . , n}
tk(x) =
∫
T (x, y)ψmk (y)dy for all T in L
2(R2).
Actually, Yi,k and tk depend on m but we do not mention this for the sake of simplicity.
For the same reason, we denote in this subsection ψmk by ψk and ϕ
m
j by ϕj . Then, if T
belongs to Sm,






























































[tk(Xi)− Yi,k]2 − Y 2i,k.
We recognize, for all k, the least squares contrast, which is used in regression problems.
Here the regression function is πk =
∫
Π(., y)ψk(y)dy which verifies
Yi,k = πk(Xi) + εi,k (2.6)
where
εi,k = ψk(Xi+1)− E[ψk(Xi+1)|Xi]. (2.7)
The estimator Πˆm can be written as
∑
k∈Km πˆk(x)ψk(y) where πˆk is the classical
least squares estimator for the regression model (2.6) (as previously, only the vector
(πˆk(Xi))1≤i≤n is uniquely defined).
This regression model is used in Cle´menc¸on (2000) to estimate the transition density.
In the same manner, we could here use the contrast γ
(k)
n (t) = 1n
∑n
i=1[ψk(Xi+1)−t(Xi)]2 to
take advantage of analogy with regression. This method allows to have a good estimation
of the projection of Π on some Sm by estimating first each πk, but does not provide an
adaptive method. Model selection requires a more global contrast, as described in (2.3).
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2.3.3 Definition of the estimator
We have then an estimator of Π for all Sm. Let now
mˆ = arg min
m∈Mn
{γn(Πˆm) + pen(m)}
where pen is a penalty function to be specified later. Then we can define Π˜ = Πˆmˆ
and compute the empirical mean integrated squared error E‖Π − Π˜‖2n where ‖.‖n is the
empirical norm defined in (2.5).
2.4 Calculation of the risk
For a function h and a subspace S, we recall that
d(h, S) = inf
g∈S
‖h− g‖ = inf
g∈S
(∫∫
|h(x, y)− g(x, y)|2dxdy
)1/2
.
With an inequality of Talagrand (1996), we can prove the following result.
Theorem 2.1 We consider a Markov chain satisfying Assumptions H1-H2b-H3a,b-H4
(with θ > 14 in the case of an arithmetical mixing). We consider Π˜ the estimator of the
transition density Π described in Section 2.3 with models verifying Assumptions M1–M3




where K0 is a numerical constant. Then
E‖Π1A − Π˜‖2n ≤ C inf
m∈Mn
{d2(Π1A, Sm) + pen(m)}+ C
′
n
where C = max(5‖f‖∞,A1, 6) and C ′ is a constant depending on φ1, φ2, ‖Π‖∞,A, f0,
‖f‖∞,A1, θ.
The constant K0 in the penalty is purely numerical (we can choose K0 = 45). We
observe that the term ‖Π‖∞,A appears in the penalty although it is unknown. Actually
this term ‖Π‖∞,A in the penalty can be replaced by f−10 if we use an isotropic estimator
(see Remark 2.2 in the proof 2.7.3). In the anisotropic case the infinite norm of Π can
be replaced by any bound of ‖Π‖∞,A. Moreover, it is possible to use ‖Πˆ‖∞ where Πˆ is
some estimator of Π. This method of random penalty (specifically with infinite norm) is
successfully used in Birge´ and Massart (1997) and Comte (2001) for example, and can be
applied here even if it means considering Π regular enough. More precisely, we can write
the following theorem.
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Theorem 2.2 We consider the following penalty :
pen(m) = K0‖Πˆ‖∞Dm1Dm2
n
where K0 is a numerical constant and Πˆ = Πˆm∗ with Sm∗ a space of trigonometric poly-
nomials such that
logn ≤ Dm1∗ = Dm2∗ ≤ n1/6.
If the restriction of Π to A belongs to B
(α1,α2)





then, under assumptions of Theorem 2.1, for n large enough,











Remark 2.1 The condition on the regularity of Π is verified for example if α1 > 2 and
α2 > 2. If α1 = α2 = α, it is equivalent to α > 2.
It is relevant to notice that the penalty term does not contain any mixing term and is
then entirely computable. It is in fact related to martingale properties of the underlying
empirical processes. The constant K0 is a fixed universal numerical constant; for practical
purposes, it is adjusted by simulations.
We are now interested in the rate of convergence of the risk. We consider that Π
restricted to A belongs to the anisotropic Besov space on A with regularity α = (α1, α2).
Note that if Π belongs to Bα2,∞(R
2), then Π restricted to A belongs to Bα2,∞(A). Let us
recall the definition of Bα2,∞(A). Let e1 and e2 be the canonical basis vectors in R
2 and










the rth difference operator with step h. For t > 0, the directional moduli of smoothness
are given by















for ri integers larger than αi. The transition density Π can thus have different smoothness
properties with respect to different directions. The procedure described here allows an
adaptation of the approximation space to each directional regularity. More precisely, if
α2 > α1 for example, the estimator chooses a space of dimension Dm2 = D
α1/α2
m1 < Dm1 for
the second direction, where Π is more regular. We can thus write the following corollary.
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Corollary 2.1 We suppose that Π restricted to A belongs to the anisotropic Besov space
Bα2,∞(A) with regularity α = (α1, α2) such that α1 − 2α2 + 2α1α2 > 0 and α2 − 2α1
+2α1α2 > 0. We consider the spaces described in Subsection 2.2.3 (with the regularity r
of the polynomials and the wavelets larger than αi − 1). Then, under the assumptions of
Theorem 2.1,
E‖Π1A − Π˜‖2n = O(n−
2α¯
2α¯+2 ).
where α¯ is the harmonic mean of α1 and α2.
The harmonic mean of α1 and α2 is the real α¯ such that 2/α¯ = 1/α1 + 1/α2. Note
that the condition α1 − 2α2 + 2α1α2 > 0 is ensured as soon as α1 ≥ 1 and the condition
α2 − 2α1 + 2α1α2 > 0 as soon as α2 ≥ 1.
Thus we obtain the rate of convergence n−
2α¯
2α¯+2 , which is optimal in the minimax sense
(see Section 5.3 for the lower bound).
2.5 L2 control
2.5.1 Estimation procedure
Although the empirical norm is the more natural in this problem, we are interested in a
L2 control of the risk. For this, the estimation procedure must be modified. We truncate
the previous estimator in the following way :
Π˜∗ =
{
Π˜ if ‖Π˜‖ ≤ kn
0 else
(2.9)
with kn = n
2/3.
2.5.2 Calculation of the L2 risk
We obtain in this framework a result similar to Theorem 2.1.
Theorem 2.3 We consider a Markov chain satisfying Assumptions H1-H2b-H3a,b-H4
(with θ > 20 in the case of an arithmetical mixing). We consider Π˜∗ the estimator of the
transition density Π described in Section 2.5.1. Then
E‖Π˜∗ − Π‖2A ≤ C inf
m∈Mn




where C = max(36f−10 ‖f‖∞,A1 + 2, 36f−10 ) and C ′ is a constant depending on φ1, φ2,
‖Π‖∞,A, f0, ‖f‖∞,A1, θ.
If Π is regular, we can state the following corollary:
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Corollary 2.2 We suppose that the restriction of Π to A belongs to the anisotropic Besov
space Bα2,∞(A) with regularity α = (α1, α2) such that α1−2α2+2α1α2 > 0 and α2−2α1+
2α1α2 > 0. We consider the spaces described in Subsection 2.2.3 (with the regularity r
of the polynomials and the wavelets larger than αi − 1). Then, under the assumptions of
Theorem 2.3,
E‖Π− Π˜∗‖2A = O(n−
2α¯
2α¯+2 ).
where α¯ is the harmonic mean of α1 and α2.
The same rate of convergence is then achieved with the L2 norm instead of the em-
pirical norm. And the procedure allows to adapt automatically the two dimensions of
the projection spaces to the regularities α1 and α2 of the transition density Π. If α1 = 1
we recognize the rate n
− α2
3α2+1 established by Birge´ (1983) with metrical arguments. The
optimality is proved in the following subsection.
If α1 = α2 = α (”classical” Besov space), then α¯ = α and our result is thus an
improvement of the one of Cle´menc¸on (2000), whose procedure achieves only the rate
(log(n)/n)
2α
2α+2 and allows to use only wavelets. We can observe that in this case, the
condition α1 − 2α2 + 2α1α2 > 0 is equivalent to α > 1/2 and so is verified if the function
Π is regular enough.
Actually, in the case α1 = α2, an estimation with isotropic spaces (Dm1 = Dm2) is
preferable. Indeed, in this framework, the models are nested and so we can consider
spaces with larger dimension (D2m ≤ n instead of D2m ≤ n2/3). Then Corollary 2.1 is valid
whatever α > 0. Moreover, for the arithmetic mixing, assumption θ > 7 is sufficient.
2.5.3 Lower bound
We set
B = {Π transition density on R of a positive recurrent
Markov chain such that ‖Π‖Bα2,∞(A) ≤ L}
and EΠ the expectation corresponding to the distribution of X1, . . . , Xn if the true tran-
sition density of the Markov chain is Π and the initial distribution is the stationary
distribution.





EΠ‖Πˆn − Π‖2A ≥ Cn−
2α¯
2α¯+2
where the infimum is taken over all estimators Πˆn of Π based on the observationsX1, . . . , Xn+1.
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So the lower bound in Cle´menc¸on (2000) is generalized for the case α1 6= α2. It
shows that our procedure reaches the optimal minimax rate, whatever the regularity of
Π, without needing to know α.
A more general theorem of lower bound for the Lp norm is proved in Annex 2.8.
2.5.4 Applications and prospects
• An easy application of our result is the computation of λ(x) = E[g(Xi+1)|Xi = x] for
x in A1, where g is a borelian function belonging to L











The Schwarz inequality leads to :
E‖λ− λ˜∗‖2A1 ≤ ‖g‖2E‖Π− Π˜∗‖2A = O(n−
2α¯
2α¯+2 ).
If Π belongs to the anisotropic Besov space Bα2,∞(A), then λ belongs to the Besov B
α1
2,∞(A1).
So the minimax rate for this regression function is n
− 2α1
2α1+1 . Here the convergence is a little
slower but tends to the minimax rate if we make α2 tend to infinity.
In the same way, we can estimate the random variables E[g(Xi+1)|Xi] = λ(Xi) by
λ˜(Xi) where λ˜(x) =
∫
A2









≤ ‖g‖2E‖Π1A − Π˜‖2n = O(n−
2α¯
2α¯+2 ).
• The estimation of Π allows us to estimate the density of P q(x, .), the law of Xi+q





Π(x, z1)Π(z1, z2)...Π(zq−1, y)dz1dz2...dzq−1.
We can define an estimator of Π(q) recursively by setting Π˜(1) = Π˜ and
Π˜(q)(x, y) =
∫
Π˜(q−1)(x, z)Π˜(z, y)dz q ≥ 2.
•With an estimator of the iterates of Π, it is possible to introduce an estimator of the








To evaluate the performance of our method, we simulate a Markov chain with a known
transition density and then we estimate this density and compare the two functions for
different values of n. The estimation procedure is easy, we can decompose it in some
steps:
• find the coefficients matrix Am for each m = (m1, m2),
• compute γn(Πˆm) = Tr(tAmGmAm − 2tAmZm) = −Tr(tAmZm),
• find mˆ such that γn(Πˆm) + pen(m) is minimum,
• compute Πˆmˆ.
For the first step, we use two different kinds of bases : the histogram bases and the
trigonometric bases, as described in subsection 2.2.3. We renormalize these bases so that
they are defined on the estimation domain A instead of [0, 1]2. For the third step, we




We consider the same Markov chains as in Chapter 1 (see page 38 for a precise de-
scription):
• An autoregressive process denoted by AR and defined by:
Xn+1 = aXn + b+ εn+1
where the εn+1 are independent and identical distributed random variables, with
centered Gaussian distribution with variance σ2. We consider the following param-
eter values :
(i) a = 2/3, b = 0, σ2 = 5/9, estimated on [−2, 2]2.
(ii) a = 0.5, b = 3, σ2 = 1, and then the process is estimated on [4, 8]2.
• A radial Ornstein-Uhlenbeck process (in its discrete version). For j = 1, . . . , δ, we




n where the ε
j
n are i.i.d. standard Gaussian.





2. This process (with here a = 0.5,
β = 3, δ = 3) is denoted by
√
CIR. The estimation domain for this process is
[2, 10]2.
• A Cox-Ingersoll-Ross process. The used parameters are the following:
(iii) a = 3/4, β =
√
7/48 (so that l = 3/2) and δ = 4, estimated on [0.1, 3]2.
(iv) a = 1/3, β = 3/4 and δ = 2. This chain is estimated on [0, 2]2.




Figure 2.1: Estimator (light surface) and true fonction (dark surface) for a
√
CIR process
estimated with a histogram basis, n = 1000.






















x = 4.6 y = 5
Figure 2.2: Sections for AR(ii) process estimated with a trigonometric basis, n = 1000,
dark line: true function, light line: estimator.
• An ARCH process defined by Xn+1 = sin(Xn) + (cos(Xn) + 3)εn+1 where the εn+1
are i.i.d. standard Gaussian. We estimate this process on [−5, 5]2.
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Figure 2.3: True function E[Xi+1|Xi = x] (dark line) and its estimator (light line) for
ARCH process estimated with a trigonometric basis, n = 1000
We can illustrate the results by some figures. Figure 1 shows the surface z = Π(x, y)
and the estimated surface z = Π˜(x, y). We use a histogram basis and we see that the
procedure chooses different dimensions on the abscissa and on the ordinate since the
estimator is constant on rectangles instead of squares. Figure 2.2 presents sections of this
kind of surfaces for the AR(ii) process estimated with trigonometric bases. We can see the
curves z = Π(4.6, y) versus z = Π˜(4.6, y) and the curves z = Π(x, 5) versus z = Π˜(x, 5).
The second section shows that it may exist some edge effects due to the mixed control
of the two directions. These edge effects are also observable on the last figure where
we can see an estimator of E[Xi+1|Xi = x] (application presented in subsection 2.5.4
with g(y) = y) for the ARCH process. Here we have estimated Π on a larger domain
(theoretically it should be R2 since the function g is defined on R).
For more precise results, empirical risk and L2 risk are respectively given in Table 2.1
and Table 2.2.
We observe that the results are better when we consider the empirical norm. It was
expectable, given that this norm is adapted to the studied problem. Actually the better
norm to evaluate the distance between Π and its estimator is the norm ‖.‖f . Table 2.3
shows that the errors in this case are very satisfactory.
We can compare these results with the one obtained by the quotient method in Chap-
ter 1. Table 2.4 gives the ratio between the risk presented previously and the risk obtained
in this chapter with the least-square type estimator. The errors are always lower with
the regression method for an estimation by histograms. For the trigonometric basis, it
depends more on the simulated processes. We can imagine that in some cases the two









50 100 250 500 1000 basis
AR(i) 0.088 0.079 0.059 0.044 0.036 H
0.096 0.083 0.063 0.055 0.047 T
AR(ii) 0.067 0.055 0.043 0.038 0.033 H
0.096 0.081 0.063 0.054 0.045 T√
CIR 0.026 0.023 0.019 0.016 0.014 H
0.019 0.015 0.009 0.007 0.006 T
CIR(iii) 0.097 0.091 0.067 0.057 0.047 H
0.163 0.132 0.101 0.087 0.074 T
CIR(iv) 0.118 0.115 0.095 0.089 0.078 H
0.344 0.272 0.185 0.149 0.118 T
ARCH 0.029 0.026 0.021 0.017 0.017 H
0.019 0.017 0.010 0.009 0.008 T
Table 2.1: Empirical risk E‖Π − Π˜‖2n for simulated data with pen(m) = 0.5Dm1Dm2/n,









50 100 250 500 1000 basis
AR(i) 0.440 0.379 0.270 0.181 0.136 H
0.537 0.440 0.315 0.276 0.239 T
AR(ii) 0.242 0.189 0.132 0.109 0.085 H
0.438 0.357 0.253 0.213 0.180 T√
CIR 0.152 0.130 0.094 0.066 0.054 H
0.152 0.123 0.072 0.052 0.046 T
CIR(iii) 0.297 0.273 0.185 0.148 0.108 H
0.599 0.477 0.338 0.282 0.239 T
CIR(iv) 0.172 0.155 0.104 0.084 0.053 H
0.844 0.635 0.410 0.323 0.250 T
ARCH 0.267 0.243 0.167 0.125 0.117 H
0.223 0.187 0.115 0.094 0.092 T
Table 2.2: L2 risk E‖Π− Π˜∗‖2 for simulated data with pen(m) = 0.5Dm1Dm2/n, averaged
over N = 200 samples. H: histogram basis, T: trigonometric basis.
errors that we made by quotient estimation balance each other instead of add up. In
the other cases the regression method is 1.5 to 2 times better. The improvement is in










50 100 250 500 1000 basis
AR(i) 0.087 0.072 0.049 0.033 0.024 H
0.091 0.073 0.048 0.041 0.033 T
AR(ii) 0.052 0.038 0.026 0.020 0.015 H
0.081 0.069 0.046 0.037 0.031 T√
CIR 0.016 0.014 0.010 0.006 0.004 H
0.018 0.012 0.008 0.006 0.004 T
CIR(iii) 0.086 0.077 0.051 0.040 0.029 H
0.147 0.113 0.077 0.062 0.050 T
CIR(iv) 0.058 0.023 0.034 0.027 0.016 H
0.297 0.224 0.146 0.115 0.089 T
Table 2.3: L2(f(x)dxdy) risk E‖Π − Π˜∗‖2f for simulated data with pen(m) =
0.5Dm1Dm2/n, averaged over N = 200 samples. H: histogram basis, T: trigonometric
basis.
the histogram basis which divides the space in rectangles more or less large and which
allows to adapt locally the estimator. Thus the least-square type estimator has not only









50 100 250 500 1000 basis
AR(i) 1.65 1.44 1.03 1.03 1.30 H
0.98 1.06 0.70 0.65 0.62 T
AR(ii) 1.98 1.72 1.70 1.06 0.99 H
0.66 0.67 0.70 0.63 0.60 T√
CIR 2.01 1.78 1.83 2.30 2.37 H
1.42 1.58 2.01 2.46 1.78 T
CIR(iii) 1.71 1.13 1.14 1.19 1.37 H
0.70 0.83 0.84 0.91 0.95 T
CIR(iv) 1.97 1.35 1.16 0.90 0.87 H
0.27 0.35 0.42 0.41 0.53 T
ARCH 1.19 1.24 1.45 1.70 1.38 H
1.14 1.36 1.81 2.00 1.84 T
Table 2.4: ratio L2 risk with quotient method/ L2 risk with regression method.
76 Chapitre 2. Estimation de la densite´ de transition par contraste moindres carre´s
2.7 Proofs
2.7.1 Proof of Proposition 2.1


































If we multiply this equality by a′j0,kψ
m






























(y)]u(Xi, y) = 0






k (y))1≤i≤n is orthogonal to
each vector in W . Since T (Xi, y) belongs to W , the proposition is proved. 
2.7.2 Proof of Theorem 2.1
For ρ a real larger than 1, let
Ωρ = {∀T ∈ S ‖T‖2f ≤ ρ‖T‖2n}
In the case of an arithmetical mixing, since θ > 14, there exists a real c such that







We set in this case qn =
1
2
⌊nc⌋. In the case of a geometrical mixing, we set qn = 12⌊c log(n)⌋
where c is a real larger than 7/3θ.
For the sake of simplicity, we suppose that n = 4pnqn, with pn an integer. Let for




Al = (U2lqn+1, ..., U(2l+1)qn) l = 0, . . . , pn − 1,
Bl = (U(2l+1)qn+1, ..., U(2l+2)qn) l = 0, . . . , pn − 1.
We use now the mixing assumption H2b. As in Viennet (1997) we can build a sequence




l have the same distribution,
A∗l and A
∗
l′ are independent if l 6= l′,
P (Al 6= A∗l ) ≤ β2qn .









, ..., U∗(2l+2)qn) so that the sequence
(U∗1 , . . . , U
∗
n/2) and then the sequence (X
∗
1 , . . . , X
∗
n) are well defined.
Let now Vi = (X2i, X2i+1) for i = 1, . . . , n/2 and{
Cl = (V2lqn+1, ..., V(2l+1)qn) l = 0, . . . , pn − 1,
Dl = (V(2l+1)qn+1, ..., V(2l+2)qn) l = 0, . . . , pn − 1.
We can build (V ∗∗1 , . . . , V
∗∗
n/2) and then (X
∗∗






l have the same distribution,
C∗∗l and C
∗∗
l′ are independent if l 6= l′,
P (Cl 6= C∗∗l ) ≤ β2qn .
We put X∗n+1 = Xn+1 and X
∗∗
1 = X1. Now let
Ω∗ = {∀i Xi = X∗i = X∗∗i } and Ω∗ρ = Ωρ ∩ Ω∗.










To bound the first term, we observe that for all S, T
γn(S)− γn(T ) = ‖T −Π‖2n − ‖S −Π‖2n − 2Zn(T − S)









T (Xi, y)Π(Xi, y)dy
}
.
Since ‖T − Π‖2n = ‖T − Π1A‖2n + ‖Π1Ac‖2n, we can write
γn(T )− γn(S) = ‖T −Π1A‖2n − ‖S − Π1A‖2n − 2Zn(T − S).
The definition of mˆ gives, for some fixed m ∈Mn,
γn(Π˜) + pen(mˆ) ≤ γn(Πm) + pen(m)
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And then
‖Π˜−Π1A‖2n ≤ ‖Πm − Π1A‖2n + 2Zn(Π˜−Πm) + pen(m)− pen(mˆ)
≤ ‖Πm − Π1A‖2n + 2‖Π˜− Πm‖f sup
T∈Bf (m,mˆ)
Zn(T ) + pen(m)− pen(mˆ)
where, for all m′, Bf(m,m′) = {T ∈ Sm + Sm′ , ‖T‖f = 1}. Let κ a real larger than 2ρ
and p(., .) a function such that κp(m,m′) ≤ pen(m) + pen(m′). Then














But ‖Π˜−Πm‖2f1Ω∗ρ ≤ ρ‖Π˜− Πm‖2n1Ω∗ρ ≤ 2ρ‖Π˜−Π1A‖2n1Ω∗ρ + 2ρ‖Π1A −Πm‖2n.
















































We now use the following proposition:
Proposition 2.2 Let p(m,m′) = 10‖Π‖∞,A
D(m,m′)
n
where D(m,m′) denotes the dimen-


























The penalty term pen(m) has to verify pen(m) + pen(m′) ≥ 30ρ‖Π‖∞,A
D(m,m′)
n





To bound the second term in (2.10), we recall (see Section 2.3) that (Πˆmˆ(Xi, y))1≤i≤n
is the orthogonal projection of (
∑
k ψk(Xi+1)ψk(y))1≤i≤n on
W = {(T (Xi, y))1≤i≤n, T ∈ Smˆ}
where ψk = ψ
mˆ
k . Thus, since PW denotes the orthogonal projection on W , using (2.6),















We denote by ‖.‖Rn the Euclidean norm in Rn, by X the vector (Xi)1≤i≤n and by εk
the vector (εi,k)1≤i≤n. Thus























































But Assumption M2 implies ‖∑k∈Kmˆ ψ2k‖∞ ≤ φ2Dmˆ2 . So, using (2.7),












‖Π1A − Πˆmˆ‖2n ≤ ‖Π‖∞,A + 4φ2Dmˆ2 ≤ ‖Π‖∞,A + 4φ2n1/3 (2.15)
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≤ (‖Π‖∞,A + 4φ2n1/3)P (Ω∗cρ ).
We now remark that P (Ω∗cρ ) = P (Ω
∗c) + P (Ωcρ ∩ Ω∗). In the geometric case β2qn ≤
e−θc log(n) ≤ n−θc and in the other case β2qn ≤ (2qn)−θ ≤ n−θc. Then
P (Ω∗c) ≤ 4pnβ2qn ≤ n1−cθ.
But we have choosed c such that cθ > 7/3 and so P (Ω∗c) ≤ n−4/3. Now we will use the
following proposition:
Proposition 2.3 Let ρ > 1. Then, under the assumptions of Theorem 2.1 or Theorem
2.3, there exists C2 > 0 such that P (Ω
c










. Now we use (2.14) and
we observe that this inequality holds for all m in Mn, so
E‖Π˜−Π1A‖2n ≤ C inf
m∈Mn
(‖Π1A −Πm‖2 + pen(m)) + C4
n
with C = max(5‖f‖∞,A1, 6). 




Γi(T ) = T (Xi, Xi+1)−
∫
T (Xi, y)Π(Xi, y)dy,






T (X∗i , y)Π(X
∗
i , y)dy,






T (X∗∗i , y)Π(X
∗∗
i , y)dy.















































We use the following lemma, proved in Chapter 4 Section 4.7.8:
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Lemma 2.1 Let U1, . . . , UN be independent random variables and G(r) = (1/N)
∑N
i=1
[r(Ui)−E(r(Ui))], for r belonging to a class R of measurable functions. We suppose that
(1) sup
r∈R













Then, there exists K > 0, K1 > 0, K2 > 0 such that
E[sup
r∈R












Here N = pn and for l ∈ {0, . . . , pn − 1}, Ul+1 = (X∗4lqn+1, .., X∗2(2l+1)qn),







T (xi, y)Π(xi, y)dy










Γ∗i (T ) = 4Z
∗
n,1(T ).
We now compute M1, H and v.


























(2) Since A0 and A
∗






i (T ) has the
same distribution than 1
qn
∑2qn−1
i=1,i odd Γi(T ). We observe that E(Γi(T )|Xi) = 0 and then
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In particular










































































where we used the independence of the A∗l . Now we can replace Γ
∗
i by Γi in the sum
because Al and A
∗
l have the same distribution and we use as previously the martingale













































|G(rT )|) ≤ 4‖Π‖∞,A
D(m,m′)
n




















using property M2. So we could choose H2 = 4φ20f
−1
0 dim(Sm′′)/n where Sm′′ has dimen-
sion max(Dm1 , Dm′1)max(Dm2 , Dm′2). It is a bad choice for an anisotropic estimation but
in the case of an isotropic estimation, the spaces Sm are nested so that dim(Sm + Sm′) =
dim(Sm′′) and it allows to avoid the term ‖Π‖∞,A in H2 and then in the penalty.

















































































2.7.4 Proof of Proposition 2.3
First we observe that




|νn(T 2)| > 1− 1/ρ
)






[T (X∗i , y)− E(T (X∗i , y))]dy and B = {T ∈ S ‖T‖f = 1}.

















[u(X∗i )− E(u(X∗i ))]. (2.17)





1/2, then |νn(T 2)| ≤
∑























and L(ϕ) = max{ρ¯2(V ), ρ¯(B)}. Then, if M2 is satisfied, L(ϕ) ≤ φ1D2n.
This lemma is proved in Baraud et al. (2001).
Let x =











On the set ∆:
sup
T∈B










































|νn(T 2)| > 1− 1
ρ
)





















[u(X∗i )− E(u(X∗i ))].
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To bound P (ν¯n,1(ϕjϕl) ≥ Bj,lx+Vj,l
√
2‖f‖∞,A1x), we will use the Bernstein inequality



























since X∗i = Xi on Ω
∗ and the Xi have the same distribution than X1. Thus






With u = ϕjϕj′, E|Yl,1(ϕjϕj′)|m ≤ 2m−2(Bj,j′)m−2(
√‖f‖∞,A1Vj,j′)2. And then
P (|ν¯n,r(ϕjϕl)| ≥ Bj,lx+ Vj,l
√
2‖f‖∞,A1x) ≤ 2e−pnx.


























But L(ϕ) ≤ φ1D2n ≤ φ1n2/3 and qn ≤ n1/6 so
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2.7.5 Proof of Theorem 2.2
We recall that ‖Π‖∞,A denotes ‖Π1A‖∞ and we introduce the following set:
Λ =

















We have already dealt with the third term. For the first term, we can proceed as in the
proof of Theorem 2.1 as soon as
κp(m,m′) ≤ pen(m) + pen(m′)













It is sufficient to set K0 = 20κ.





≤ (‖Π‖∞,A + 4φ2n1/3)P (Ω∗ρ ∩ Λc).
It remains to prove that P (Ω∗ρ ∩ Λc) ≤ Cn−4/3 for some constant C.
P (Ω∗ρ ∩ Λc) = P (|‖Πˆ‖∞ − ‖Π1A‖∞|1Ω∗ρ ≥ ‖Π‖∞,A/2) ≤ P (‖Πˆ−Π1A‖∞1Ω∗ρ ≥ ‖Π‖∞,A/2)









+ P (‖Πm∗ −Π1A‖∞ ≥ ‖Π‖∞,A/4)
since ‖Πˆ−Πm∗‖∞ ≤ φ0
√
Dm∗1Dm∗2‖Πˆ−Πm∗‖.
Furthermore the inequality γn(Πˆ) ≤ γn(Πm∗) leads to
‖Πˆ−Π1A‖2n ≤ ‖Πm∗ −Π1A‖2n +
1
κ′










≤ 4ρ‖Πm∗ −Π1A‖2n + 2ρκ′ sup
T∈Bf (m∗)
Z2n(T )
so ‖Πˆ− Πm∗‖2 ≤ 4ρκ
′f−10




κ′ − 2ρ supT∈Bf (m∗)
Z2n(T )
≤ 12ρf−10 |A2|‖Πm∗ − Π1A‖2∞ + 18ρ2f−10 sup
T∈Bf (m∗)
Z2n(T )
with κ′ = 3ρ and by remarking that for T with support A, ‖T‖2n ≤ |A2|‖T‖2∞. Thus















+ P (‖Πm∗ − Π1A‖∞ ≥ ‖Π‖∞,A/4)





) + P (Dm1∗Dm2∗‖Πm∗ − Π1A‖2∞ ≥ b)















We will first study the two last terms in (2.20). Since the restriction ΠA of Π belongs
to B
(α1,α2)
2,∞ (A), the imbedding theorem proved in Nikol
′ski˘ı (1975) p.236 implies that ΠA
belongs to B
(β1,β2)∞,∞ (A) with β1 = α1(1 − 1/α¯) and β2 = α2(1 − 1/α¯). Then the approx-
imation lemma 2.3 (which is still valid for the trigonometric polynomial spaces with the
infinite norm instead of the L2 norm) yields to
‖Πm∗ − Π1A‖∞ ≤ C(D−β1m1∗ +D−β2m2∗).
And then, since Dm1∗ = Dm2∗,
Dm1∗Dm2∗‖Πm∗ − Π1A‖2∞ ≤ C ′(D2−2β1m1∗ +D2−2β2m1∗ )
≤ C ′((logn)2−2β1 + (log n)2−2β2)→ 0.
Indeed
{
2− 2β1 < 0⇔ 2α1α2 − 3α2 − α1 > 0
2− 2β2 < 0⇔ 2α1α2 − 3α1 − α2 > 0
and this double condition is ensured




2α1−1). Consequently, for n large enough,
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and then using (2.20), we will have P (Ω∗ρ ∩Λc) ≤ Cn−4/3. We remark that, if (ϕj ⊗ψk)j,k











n,r(T ) (see the proof of Proposition 2.2). So
we are interested in
P
(





Let x = Bn−2/3 with B such that 2f−20 B
2 + 4‖Π‖∞,AB ≤ a/4 (for example B =
























































































Thus the Bernstein inequality gives




































2.7.6 Proof of Corollary 2.1
To control the bias term, we use the following lemma
Lemma 2.3 Let ΠA belong to B
α
2,∞(A). We consider that S
′
m is one of the following
spaces on A:
• a space of piecewise polynomials of degrees bounded by si > αi − 1 (i = 1, 2) based
on a partition with rectangles of vertices 1/Dm1 and 1/Dm2,
• a linear span of {φλψµ, λ ∈ ∪m10 Λ(j), µ ∈ ∪m20 M(k)} where {φλ} and {ψµ} are
orthonormal wavelet bases of respective regularities s1 > α1 − 1 and s2 > α2 − 1
(here Dmi = 2
mi , i = 1, 2),
• the space of trigonometric polynomials with degree smaller than Dm1 in the first
direction and smaller than Dm2 in the second direction.
Let Π′m be the orthogonal projection of ΠA on S
′
m. Then, there exists a positive constant




≤ C0[D−α1m1 +D−α2m2 ].
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Proof: It is proved in Hochmuth (2002) for S ′m a space of wavelets or polynomials and




≤ C[ωs1+1,1(Π, D−1m1) + ωs2+1,2(Π, D−1m2)].




)1/2 ≤ C0[D−α1m1 +D−α2m2 ]. 
If we choose for S ′m the set of the restrictions to A of the functions of Sm and ΠA the
restriction of Π to A, we can apply Lemma 2.3. But Π′m is also the restriction to A of Πm
so that
‖Π1A −Πm‖ ≤ C0[D−α1m1 +D−α2m2 ].
According to Theorem 2.1










In particular, if m∗ is such that Dm∗1 = ⌊n
α2
α1+α2+2α1α2 ⌋ and Dm∗2 = ⌊(Dm∗1)
α1
α2 ⌋ then



















The condition Dm1 ≤ n1/3 allows this choice of m only if α2α1+α2+2α1α2 < 13 i.e. if
α1 − 2α2 + 2α1α2 > 0. In the same manner, the condition α2 − 2α1 + 2α1α2 > 0 must be
verified. 
2.7.7 Proof of Theorem 2.3
We use the same notations as for the proof of Theorem 2.1. Let us write
















To bound the first term, we observe that for all m ∈ Mn, on Ω∗ρ, ‖Π˜ − Πm‖2 ≤
f−10 ρ‖Π˜− Πm‖2n. Then
‖Π˜− Π1A‖21Ω∗ρ ≤ 2‖Π˜− Πm‖21Ω∗ρ + 2‖Πm − Π1A‖2
≤ 2f−10 ρ‖Π˜− Πm‖2n1Ω∗ρ + 2‖Πm −Π1A‖2












But, using (2.14), we obtain




Since ρ = 3/2, by setting C = max(36f−10 ‖f‖∞,A1 + 1, 36f−10 ),




for all m ∈Mn.









But ‖Π˜‖21Ω∗ρ ≤ ρf−10 ‖Π˜‖2n ≤ 2ρf−10 (‖Π˜− Π1A‖2n + ‖Π1A‖2n). Now we use (2.15) to state
‖Π˜‖21Ω∗ρ ≤ 2ρf−10 (‖Π‖∞,A + 4φ2n1/3 + ‖Π1A‖2n)








≤ 2ρf−10 (2‖Π‖∞,A + 4φ2n1/3).
Then, since kn = n
2/3, (2.21) becomes
B2 ≤ ‖Π‖2A















≤ 2(k2n + ‖Π‖2A)P (Ω∗cρ ).
We now remark that P (Ω∗cρ ) = P (Ω
∗c) + P (Ωcρ ∩ Ω∗). In the geometric case β2qn ≤
e−θc log(n) ≤ n−θc and in the other case β2qn ≤ (2qn)−θ ≤ n−θc. Then
P (Ω∗c) ≤ 4pnβ2qn ≤ n1−cθ.
But, if θ > 20 in the arithmetic case, we can choose c such that cθ >
10
3
and so P (Ω∗c) ≤
n−7/3. Then, using Proposition 2.3,
B3 ≤ 2(n4/3 + ‖Π‖2A)
1 + C2
n7/3
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2.8 Annex: Lower bound for the estimation of the
transition density






the norm in Lp(A). We set
B = {Π transition density on R of a positive recurrent
Markov chain such that ‖Π‖Bαr,q(A) ≤ L}
where Bαr,q is the anisotropic Besov space on A with regularity r, q,α. For all set C
(included in R or R2), we denote by |C| the Lebesgue measure of C. We recall that α¯





Last EΠ means the expectation corresponding to the distribution of X1, . . . , Xn if the true
transition density of the Markov chain is Π and the initial distribution is the stationary
distribution.
The following theorem is a generalization of the one of Cle´menc¸on (2000).
Theorem 2.5 Let 1 ≤ q ≤ ∞, 1 ≤ p, r < ∞. Then, there exists a positive constant C





(EΠ‖Πˆn − Π‖pp,A)1/p ≥ Cn−
α¯
2α¯+2
where the infimum is taken over all estimators Πˆn of Π based on the observationsX1, . . . , Xn+1.
If moreover α¯(1− 1/α1) > 2/r and B′ = B ∩ {
∑









) α¯2 + 1p− 1r
α¯+1−2/r
We can reword the theorem :
Theorem 2.6 Let 1 ≤ q ≤ ∞, 1 ≤ p <∞, 2/[α¯(1− 1/α1)] < r <∞ and
B′ = {Π transition density on R of a positive recurrent Markov chain
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) α¯2 + 1p− 1r
α¯+1−2/r
if r ≤ p
α¯ + 1
.
We have then a lower bound on the minimax risk over the anisotropic Besov classes.
The obtained result is the same as the one of Cle´menc¸on (2000) by replacing the single
regularity by the harmonic mean of the two regularities. As in the case of the estimation
of a probability density, we observe a noteworthy phenomenon : an “elbow” for the rate
of convergence. It divides the space of values (r, p) into two zones :
1. regular zone : r > p/(α¯ + 1)
2. sparse zone : r ≤ p/(α¯+ 1)
An explanation concerning the names “regular” or “sparse” can be found in Ha¨rdle et al.
(1998).
Proof of Theorem 2.5:
2.8.1 Regular case
We use the method described in detail in Ha¨rdle et al. (1998) and the proof of Theorem
54 in Cle´menc¸on (1999). Let ψ be a very regular wavelet with compact support. For
J = (j1, j2) ∈ Z2 to be chosen below and K = (k1, k2) ∈ Z2, we set
ψJK(x, y) = 2
(j1+j2)/2ψ(2j1x− k1)ψ(2j2y − k2).
Let Π0(x, y) = c01B(y) with B a compact set such that
• A ⊂ B × B
• |B| ≥ 2|A|1/r/L
and c0 = |B|−1. So Π0 is a transition density with ‖Π0‖Bαr,q(A) ≤ L/2 , since ‖1‖Bαr,q(A) =
‖1‖r,A = |A|1/r. Actually Π0 is the transition of i.i.d. random variables with uniform
distribution on B. Now we set RJ the maximal subset of Z
2 such that
Supp(ψJK) ⊂ A ∀K ∈ RJ
Supp(ψJK) ∩ Supp(ψJK ′) = ∅ if K 6= K ′
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The cardinal of RJ is |RJ | = c2j1+j2, with c a positive constant which depends only on A
and the support of ψ. Let, for all ε = (εK) ∈ {−1, 1}|RJ |






Let us denote by G the set of all such Πε. We remark that, since the ψJK have disjoint
supports, the sum in the previous equality is actually composed of a single term for all
x, y. Since
∫
ψ = 0 and Π0 is a transition density,
∀x ∈ R
∫
Πε(x, y)dy = 1.
Additionally Πε(x, y) = Π0(x, y) ≥ 0 if (x, y) /∈ A, and if (x, y) ∈ A:












Thus, if (2.22) holds, Πε(x, y) ≥ (c0/2)1B(y) for all x, y. It implies that the underlying
Markov chain is Doeblin recurrent and then positive recurrent. We observe that f = c01B
is the stationary density since∫
f(x)Πε(x, y)dx =
∫
f(x)Π0(x, y)dx = f(y).
To prove that Πε ∈ B, it remains to compute ‖Πε‖Bαr,q(A),















for r <∞ and ψ smooth enough. Since
‖∑K∈RJ εKψJK‖rr,A =∑K∈RJ |εK|r ∫ |ψJK |r
=
∑
K∈RJ |εK |r2(j1+j2)(r/2−1)‖ψ‖2rr = c2j1+j22(j1+j2)(r/2−1)‖ψ‖2rr ,
















It entails in particular that (2.22) holds if j1 and j2 are great enough.Then for all ε,
Πε ∈ B.
Now we denote by Λn(Πε′,Πε) the likelihood ratio between Πε′ and Πε. We use the
following Lemma.
Lemma 2.4 Ha¨rdle et al. (1998) p.160
Let δ = infε 6=ε′ ‖Πε − Πε′‖p,A/2. For ε ∈ {−1,+1}|RJ |, put ε∗K = (ε′I)I∈RJ such that:
ε′I =
{
−εI if I = K,
εI else .
If there exists λ > 0 and p0 > 0 such that
∀ε ∀n PΠε(Λn(Πε∗K ,Πε) > e−λ) ≥ p0
then, for any estimator Πˆn and for n large enough,
max
Πε∈G




So we now prove that there exists λ > 0 and p0 such that
∀ε, ∀n, ∀K ∈ RJ PΠε(Λn(Πε∗K ,Πε) > e−λ) ≥ p0. (2.23)
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= un + vn − wn
with θ the function defined by θ(u) = log(1 + u)− u + u
2
2
. Now we will prove the three
following assertions
1◦ EΠε(|un|) = EΠε
(∣∣∣∑ni=1 θ ( 2√nUJK(Xi, Xi+1))∣∣∣) →n→∞ 0
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dxdy ≤ 2. (2.24)









3◦ : We observe that





ψJK(Xi, y)dy = 0
and thus
∑n






























Now we deduce from the three previous assertions 1◦, 2◦ and 3◦ that there exists
λ > 0 and p0 such that PΠε(Λn(Πε∗K ,Πε) > e
−λ) ≥ p0. Since EΠε(|un|)→ 0, there exists
a positive constant M such that for all n ≥ 1, EΠε(|un|) ≤M . Now













































































α1+α2+2α1α2 ≤ 2j2 ≤ c2n
α1
α1+α2+2α1α2
with c1 and c2 such that
(2j1α1 + 2j2α2)2(j1+j2)/2√
n

























α1+α2+2α1α2 ≥ Cn −pα¯2α¯+2 .
And then for all estimator
sup
Π∈B
EΠ‖Πˆn − Π‖pp,A ≥ Cn−
pα¯
2α¯+2
with C = ce−λp0‖ψ‖2pp (c1c2)p/2/2p+1.
2.8.2 Sparse case
In this case, let d a positive real small enough and G the set of functions





for K in RJ . Let us prove that G ⊂ B.
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First
∫
ΠK(., y)dy = 1. Now if (x, y) ∈ A,













If the Condition D is verified, the underlying Markov chain is positive recurrent with
stationary density f = c01B.
Let us now prove that ‖ΠK‖Bαr,q(A) ≤ L.


























From now on, we suppose that Condition E is verified where


































































Since 2/r − α¯ < 0, the condition D holds for n sufficiently large and the conditions E is
verified if d is small enough.
We use now the following Lemma.
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Lemma 2.5 Korostele¨v and Tsybakov (1993)
Let B contain the functions (ΠK)K∈RJ such that
1◦ : ‖ΠK − ΠK ′‖p,A ≥ δ > 0, for K ∈ RJ , K 6= K ′,
2◦ : |RJ | ≥ exp(λn), for some λn > 0,
3◦ : Λn(Π0,ΠK) = exp(zKn − vKn ) where zKn is a random variable such that there exists
p0 with PΠK(z
K
n > 0) ≥ p0, and vKn are constants,





















for an arbitrary estimator Πˆn.
Let us verify the four points of this lemma




‖ψJK−ψJK ′‖p. But ψJK and ψJK ′ have disjoint supports.
So
‖ψJK − ψJK ′‖pp = ‖ψJK‖pp + ‖ψJK ′‖pp = 2.2(j1+j2)(p/2−1)‖ψ‖2pp .
And









)‖ψ‖2p =: δ (2.25)
2◦ : We have already observed that |RJ | = c2j1+j2. So




















α¯ + 1− 2/r [log n− log logn] ≥ λn
for n large enough and with
λn =
logn
2(α¯ + 1− 2/r) (2.26)































by setting VJK(Xi, Xi+1) = −
ψJK(Xi, Xi+1)
ΠK(Xi, Xi+1)


































































We have to prove that there exists p0 with PΠK (z
K
n > 0) ≥ p0. We split zKn into four






































We show that EΠK
∣∣∣∣ zn,j√log n
∣∣∣∣→ 0 for j = 1, 2, 3 and zn,4d√log n L(PΠK )−→ N (0, 1).








































































• Next we remark that EΠK [V 2JK(Xi, Xi+1) − EΠK (V 2JK(Xi, Xi+1)|Xi)|Xi] = 0. This
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So we use the following lemma.
Lemma 2.6 (Volkonski˘ı and Rozanov (1959)) Let (Ti) a strictly stationnary process with
β-mixing coefficients βk. Then, for all function ψ (such that E[ψ








































since α¯(1− 1/α1) > 2/r.











L(PΠK )−→ N (0, 1).
Lemma 2.7 (Theorem 2.8.41 in Dacunha-Castelle and Duflo (1983))
Let M be a square integrable martingale adapted to a filtration (Fk) with square bracket
process < M >. We assume that, for a deterministic positive sequence (an) growing to
infinity,
K1) a−1n < M >n tends to Γ in probability;





tends to 0 in probability.
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Then a−1n Mn
a.s.−→ 0 and a−1/2n Mn L−→ N (0,Γ).





Then the process (Mn) is a martingale adapted to (Fn). By setting an = n, Assumption





EΠK [|VJK(Xi, Xi+1)|21|VJK(Xi,Xi+1)|≥εn1/2 |X1, . . . , Xi]
PΠK−→ 0.









































































2|X1, . . . , Xi].
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PΠK−→ 1, i.e. (1/n)∑ni=1Φ(Xi)→ 1 where Φ is defined

























































Now we remark that
∫∫ ψ2JK(x, y)
Π0(x, y)






















































i=1Φ(Xi)) − 1|2 → 0 and (1/n)
∑n
i=1Φ(Xi)→ 1. Thus K1) in
Lemma 2.7 is satisfied and n−1/2
∑n
i=1 VJK(Xi, Xi+1)
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Thus, for n large enough,





































Then Λn(Π0,ΠK) = exp(z
K
n − vKn ) with vKn constant and PΠK(zKn > 0) ≥ 1/3 and the
third point is verified.




















And then, using (2.26),
sup
K
vKn ≤ d2 log n ≤ λn
if d2 ≤ 1/2(α¯+ 1− 2/r).
Finally Lemma 2.5 and Markov inequality yield
sup
Π∈B



















Then we use (2.25) to write
sup
Π∈B































)p α¯2 + 1p− 1r
α¯+1−2/r








Vitesses de convergence en
de´convolution
Version modifie´e de l’article Rates of convergence for nonparametric deconvolution
paru aux Comptes Rendus de l’Acade´mie des Sciences, vol. 342.
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3.1 Introduction
We consider the following deconvolution problem:
Yi = Xi + εi i = 1, . . . , n
where the Xi’s are independent and identically distributed random variables with an
unknown density g and the random variables εi are i.i.d with known density q. Moreover
(Xi) and (εi) are independent. The aim is to estimate g from data Y1, . . . , Yn.
The hypothesis framework is the following. Denote, for all function u, u∗ the Fourier
transform of u: u∗(x) =
∫
e−ixtu(t)dt. We suppose that noise is such that for all x in R,
q∗(x) 6= 0 and that it satisfies the following assumption:
H5 There exist s ≥ 0, b ≥ 0, γ ∈ R (γ > 0 if s = 0) and k0, k1 > 0 such that
k0(x
2 + 1)−γ/2 exp(−b|x|s) ≤ |q∗(x)| ≤ k1(x2 + 1)−γ/2 exp(−b|x|s)
We assume that g belongs to the space
Aδ,r,a(L) = {g : R 7→ R,
∫
|g∗(x)|2(x2 + 1)δ exp(2a|x|r) ≤ L}
with r ≥ 0, a ≥ 0, δ ∈ R (δ > 1/2 if r = 0), L > 0. When r > 0 the function is known as
supersmooth, and as ordinary smooth else. The terminology is the same for noise.
This problem has been extensively studied for a function g belonging to a Sobolev
or Ho¨lder class (i.e. r = 0): see among others Carroll and Hall (1988), Devroye (1989),
Fan (1991, 1993), Liu and Taylor (1989), Stefanski (1990). The bad rates of convergence
(power of log n) for supersmooth noise (and then in particular for Gaussian distributions)
lead to consider supersmooth functions. First Pensky and Vidakovic (1999) and more
recently Butucea (2004), Butucea and Tsybakov (2007) and Comte et al. (2006b) studied
estimators in this context.
The contribution of this chapter is to provide exact and explicit rates of convergence,
even in the case r > 0 and s > 0 where up to now the rates were not explicitly available
except in very particular cases.
3.2 Estimators and preliminar results
3.2.1 Estimators
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where K is the function defined as the inverse Fourier transform of
K∗(x) = 1{|x|≤1}/q
∗(−x/h).
The pointwise mean squared error (denoted by MSE) and mean integrated squared error
(denoted by MISE) are established in Butucea and Tsybakov (2007):
Proposition 3.1 If g belongs to Aδ,r,a(L), then under Assumption H5,
MISE = E‖g − gˆn‖2 = O
(






MSE = E|g(x)− gˆn(x)|2 = O
(





This estimator has the advantage to be optimal in the sharp asymptotic minimax sense
(see Butucea and Tsybakov (2007)) but provides an adaptive estimator only in particular
cases. That is why we present the projection estimator introduced in Comte et al. (2006b).
Let ϕ(x) = sin(πx)/(πx) and ϕm,j(x) =
√
Lmϕ(Lmx − j). Consider vt the inverse
Fourier transform of
v∗t (x) = t
∗(x)/q∗(−x).










For this estimator, the following result is proved in Comte et al. (2006b):
Proposition 3.2 Assume that q ∈ L2 (i.e. γ > 1/2 when s = 0) and that g is a L2
function which verifies
∫
x2g2(x)dx ≤ M . If g belongs to Aδ,r,a(L), then under Assump-
tion H5,







Then, an adaptive estimator can be defined using a model selection method (see Comte
et al. (2006b) for details).
3.2.2 Rates of convergence
We can observe that both estimators have the same L2 rate of convergence (take h−1 =
πLm). To compute this rate, we have to minimize the risk orders in h (or Lm). By setting









hα = O(n) (3.1)
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where α = r−2δ−2γ−1 if we consider the integrated error and α = −2δ−2γ+(s−1)+ if
we consider the pointwise error. In most cases, the solution of this equation is well known
and leads to Tables 3.1 and 3.2 where different regularities for g and q are examined.
s = 0 s > 0











Table 3.1: Rates of convergence for the MISE.
s = 0 s > 0











Table 3.2: Rates of convergence for the MSE.
Except for the bottom right cells (to be completed in the next section), these rates
are known to be optimal minimax rates: see Fan (1991) and Butucea (2004) for the lower
bounds.
3.3 Results
The rates of convergence in the case (r > 0, s > 0) depend on the integer k such that r/s
or s/r belongs to the interval (k/(k + 1), (k + 1)/(k + 2)]:
Theorem 3.1 We assume r > 0 and s > 0. Let k ∈ N and λ = µ−1 = r/s. Then












• if r < s and k
k + 1
< λ ≤ k + 1
k + 2



















• if r > s and k
k + 1
< µ ≤ k + 1
k + 2






















The coefficients bi and di are computable, see Section 3.4 for the exact form of reals bi.
Notice that these original rates have the property to decrease faster than any logarithmic
function. Moreover, they are optimal in the cases where the corresponding lower bounds
are known, i.e r = s = 1 (see Tsybakov (2000)) and r < s (see Butucea and Tsybakov
(2007)). We can also remark that, given the complexity of these rates, it is worth finding
adaptive estimators, i.e. estimators whose risk automatically achieves the minimax rates.
3.4 Proof









look for the optimal h∗ such that W (h∗) = O(n). Now let




the order of the integrated risk and




the order of the pointwise risk.
• case r = s. Let
h =
(
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This h = h∗ is thus appropriate whatever α. We can now compute the corresponding





































































































































• case r < s ⇔ λ = r/s < 1. Let c = 2a
(2b)λ
. The optimal h∗ depends on the value of λ.













where the bi’s are reals to be specified later. Let us calculate W (h) :





































































(i+1)λ−(i+1) = o(1). Then


















+A1 + ..+ Ak+1 + o((log n)
λuk+1n )]
where Aj = c
λ . . . (λ− j + 1)
j!






































Aj = o (1) + c
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By writing together the terms before (logn)(i+1)λ−i, we obtain








M0 = b0 + c,
















We observe that for all i, Mi depends only on b0, b1, . . . , bi. We can thus define the
coefficients bi by setting the conditions M0 = 0,M1 = 0, ..,Mk = 0. We have then
W (h) = O(n) exp[Mk+1(log n)
(k+2)λ−(k+1) + o((log n)(k+2)λ−(k+1))].
If λ ≤ (k + 1)/(k + 2) then W (h) = O(n). So we choose this h = h∗ if k/(k + 1) <













Now we have to compute the corresponding risk:



























= K1(1 + o(1))(logn)
−2δ








But, using the previous calculations
c(log n)λ(1 + un)











































Regarding the pointwise risk:






































Now we use that in this case α = −2δ − 2γ + (s− 1)+ and so
L(h∗) = O
(





















• case r > s ⇔ µ = s/r < 1. Let q = 2b
(2a)µ
. We can proceed as in the case r < s. For
k/(k + 1) < µ ≤ (k + 1)(k + 2), let


















dp1−1...dpj−1 for 1 ≤ i ≤ k.




We compute the L2 risk for k/(k + 1) < µ ≤ (k + 1)/(k + 2):
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But, as previously, q(logn)µ(1 + vn)














It remains to compute L(h∗).
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4.1 Introduction
Let us consider the following model:
Yi = Xi + εi i = 1, . . . , n + 1 (4.1)
where (Xi)i≥1 is an irreducible and positive recurrent Markov chain and (εi)i≥1 is a noise
independent of (Xi)i≥1. We assume that ε1, . . . , εn are independent and identically dis-
tributed random variables with known distribution. This model belongs to the class of
hidden Markov models.
The Hidden Markov Models constitute a very famous class of discrete-time stochastic
processes, with many applications in various areas such as biology, speech recognition or
finance. For a general reference on these models, we refer to Cappe´ et al. (2005). Here,
we study a simple model of HMM where the noise is additive (which allows to deal also
with multiplicative noise by use of logarithm). In standard HMM, it is assumed that the
joint density of (Xi, Yi) has a parametric form and the aim is then to infer the parameter
from the observations Y1, ..., Yn, generally by maximizing the likelihood. For this type of
study, we can cite among others Baum and Petrie (1966), Leroux (1992), Bakry et al.
(1997), Bickel et al. (1998), Jensen and Petersen (1999), Douc et al. (2004).
Here, we are interested in a nonparametric approach of the estimation of the hidden
chain transition. A nonparametric model is particularly useful in the financial field (for
instance in stochastic volatility model) where the form of the chain, which is usually de-
rived from a diffusion, can be entirely unknown. So we assume that the Markov chain
law is entirely unknown. Matias (2002) and Butucea and Matias (2005) considered the
semiparametric problem where Xi follows an unknown distribution and the emission dis-
tribution has an unknown variance. The identifiability requires then for the signal density
to be less regular than the density of the noise. Here, we assume that all regularities (in
the sense defined below) for both distributions are possible but the noise distribution is
completely known.
Our model is then a convolution model but with dependent variables Xi. The es-
timation of the density of Xi from the observations Y1, . . . , Yn when the Xi’s are i.i.d.
(the so-called convolution model) has been extensively studied, see e.g. Carroll and Hall
(1988), Fan (1991), Stefanski (1990), Pensky and Vidakovic (1999), Comte et al. (2006b).
However, very few authors study the case where (Xi) is a Markov chain. We can cite
Dorea and Zhao (2002) who estimate the density of Yi in a very general context of HMM,
Masry (1993) who is interested in the estimation of the multivariate density in a mixing
framework and Cle´menc¸on (2003) who estimates the stationary density and the transition
density of the hidden chain in the model (4.1). More precisely he introduces an estimator
of the transition density based on the thresholding of a wavelet-vaguelette decomposition
and he studies its performance in the case of an ordinary smooth noise, that is with a
polynomial decay of its Fourier transform.
Here, we are also interested in the estimation of the transition density of (Xi) but we
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consider a larger class of noise distributions. In Cle´menc¸on (2003) there is no study of
supersmooth noise (i.e. with exponentially decreasing Fourier transform), as the Gaussian
distribution. However, the study of such noise is essential for the applications and gives
interesting rates of convergence, in particular when the chain density is also supersmooth.
In the present chapter, the four cases (ordinary smooth or supersmooth noise with ordinary
smooth or supersmooth chain) are considered.
The aim of this chapter is to estimate the transition density Π of the Markov chain (Xi)
from the observations Y1, . . . , Yn. To do this, we assume that the regime is stationary and
we note that Π = F/f where F is the density of (Xi, Xi+1) and f the stationary density.
The estimation of f comes down to a problem of deconvolution, as does the estimation of
F . We use contrast minimization and a model selection method inspired by Barron et al.
(1999) to find adaptive estimators of f and F . Our estimator of Π is then the quotient
of the two previous estimators. Note that it is worth finding an adaptive estimator, i.e.
an estimator whose risk automatically achieves the minimax rate, because the regularity
of the densities f and F is generally very hard to compute, even if the chain can be fully
described (as it is the case for a diffusion or an autoregressive process).
We study the performance of our estimator by computing the rate of convergence of the
integrated risk. We improve the result of Cle´menc¸on (2003) (case of an ordinary smooth
noise) since we obtain the minimax rate without logarithmic loss. Moreover, we observe
noticeable rates of convergence when both the noise and the chain are supersmooth.
The chapter is organized as follows. Section 4.2 is devoted to notations and assump-
tions while the estimation procedure is developed in Section 4.3. After describing the
projection spaces to which the estimators belong, we define separately the estimator of
the stationary density f , the one of the joint density F and in the end the estimator Π˜
of the transition density. Section 4.4 states the results obtained for our estimators. To
illustrate the theorems, some examples are provided in Section 4.5 as the AR(1) model,
the Cox-Ingersoll-Ross process or the stochastic volatility model. Some simulations are
presented in Section 4.6 and the proofs are to be found in Section 4.7.
4.2 Notations and Assumptions
For the sake of clarity, we use lowercase letters for dimension 1 and capital letters for
dimension 2. For a function t : R 7→ R, we denote by ‖t‖ the L2 norm that is ‖t‖2 =∫
R




Note that the function t is the inverse Fourier transform of t∗ and can be written t(x) =
1/(2π)
∫
eixut∗(u)du. The convolution product is defined by (t ∗ s)(x) = ∫ t(x− y)s(y)dy.
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In the same way, for a function T : R2 7→ R, ‖T‖2 = ∫∫
R2
T 2(x, y)dxdy and
T ∗(u, v) =
∫∫
e−ixu−iyvT (x, y)dxdy, (T ∗ S)(x, y) =
∫∫
T (x− z, y − w)S(z, w)dzdw.
We denote by t⊗ s the function: (x, y) 7→ (t⊗ s)(x, y) = t(x)s(y).
The density of εi is named q and is known. We denote by p the unknown density of
Yi. We have p = f ∗ q and then p∗ = f ∗q∗.
Now the assumptions on the model are the following:
H1 The chain is irreducible, positive recurrent and stationary with (unknown) density f .
H2b The chain is geometrically β-mixing (βq ≤Me−θq), or arithmetically β-mixing (βq ≤
Mq−θ) with θ > 8.
H3: H3c f ∈ (L2 ∩ L∞)(R)
H3d F ∈ (L2 ∩ L∞)(R2)
H5 Function q∗ never vanishes and there exist s ≥ 0, b > 0, γ ∈ R (γ > 0 if s = 0) and
k0, k1 > 0 such that
k0(x
2 + 1)−γ/2 exp(−b|x|s) ≤ |q∗(x)| ≤ k1(x2 + 1)−γ/2 exp(−b|x|s).
The condition H2b is verified as soon as the chain is uniformly ergodic. A definition
of the β-mixing coefficients (in general and in the case of a Markov chain) can be found
in Doukhan (1994). A lot of Markov chains satisfy these assumptions A4, see examples
in Section 1.2.2 in Chapter 1.
In the sequel we consider the following smoothness spaces:
Aδ,r,a(l) = {f : R 7→ R,
∫
|f ∗(x)|2(x2 + 1)δ exp(2a|x|r)dx ≤ l}
with r ≥ 0, a > 0, δ ∈ R (δ > 1/2 if r = 0), l > 0 and
A∆,R,A(L) = {F : R2 7→ R,
∫∫
|F ∗(x, y)|2(x2 + 1)∆(y2 + 1)∆ exp(2A(|x|R + |y|R))dxdy ≤ L}
with R ≥ 0, A > 0, ∆ ∈ R (∆ > 1/2 if R = 0), L > 0.
When r > 0 (respectively R > 0) the function f (resp. F ) is known as supersmooth,
and as ordinary smooth otherwise. In the same way, the noise distribution is called
ordinary smooth if s = 0 and supersmooth otherwise. The spaces of ordinary smooth
functions correspond to classic Sobolev classes, while supersmooth functions are infinitely
differentiable. It includes for example normal (r = 2) and Cauchy (r = 1) densities.
It is worth noting that as F is the density of (Xi, Xi+1), the two directions play a
similar role. Thus, there is no use considering more general functional spaces for F, like
anisotropic ones (see Lepski and Levit (1999)).
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4.3 Estimation procedure
Since Π = F/f we proceed in 3 steps to estimate the transition density Π. First we find
an estimator f˜ of f (see Section 4.3.2). Then we estimate F by F˜ (see Section 4.3.3).
And finally we estimate Π with the quotient F˜ /f˜ (Section 4.3.4).
All estimators defined here are projection estimators. We therefore start with describ-
ing the projection spaces.
4.3.1 Projection spaces
Let us consider the function
ϕ(x) = sin(πx)/(πx)
and, for m in N∗, j in Z, ϕm,j(x) =
√
mϕ(mx−j). Note that {ϕm,j}j∈Z is an orthonormal
basis of the space of integrable functions having a Fourier transform with compact support
included into [−πm, πm]. In the sequel, we use the following notations:
Sm = Span{ϕm,j}j∈Z; Sm = Span{ϕm,j ⊗ ϕm,k}j,k∈Z
These spaces have particular properties, which are a consequence of the first point of
Lemma 4.3 (see Section 4.7.8):
∀t ∈ Sm ‖t‖∞ ≤
√
m‖t‖; ∀T ∈ Sm ‖T‖∞ ≤ m‖T‖ (4.2)
where ‖t‖∞ = supx∈R |t(x)| and ‖T‖∞ = sup(x,y)∈R2 |T (x, y)|.
4.3.2 Estimation of f
Here, we estimate f , which is the density of the Xi’s. It is the classic deconvolution
problem. We choose to estimate f by minimizing a contrast. The standard contrast in
density estimation is (1/n)
∑n
i=1[‖t‖2−2t(Xi)]. It is not possible to use this contrast here
since we do not observe X1, . . . , Xn. Only the noisy data Y1, . . . , Yn are available. That
is why we use the following lemma.









Then, for all 1 ≤ k ≤ n,
1. E[vt(Yk)|X1, ..., Xn] = t(Xk)
2. E[vt(Yk)] = E[t(Xk)]
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The second assertion in Lemma 4.1 is an obvious consequence of the first one and leads






[‖t‖2 − 2vt(Yi)] with v∗t (u) =
t∗(u)
q∗(−u) . (4.3)
Indeed, since t(Xi) and vt(Yi) have the same expectation, it is natural to replace the
unknown quantity t(Xi) in the contrast by vt(Yi).
We can observe that Eγn(t) = (1/n)
∑n
i=1[‖t‖2 − 2E[vt(Yi)]] = (1/n)
∑n
i=1[‖t‖2 −
2E[t(Xi)]] = ‖t‖2 − 2
∫
tf = ‖t − f‖2 − ‖f‖2 and then minimizing γn(t) comes down to
minimizing the distance between t and f . So we define













It is sufficient to differentiate the contrast to obtain this expression of the estimator.
Actually, we should define fˆm =
∑
|j|≤Kn aˆjϕm,j because we can estimate only a finite
number of coefficients. If Kn is suitably chosen, it does not change the rate of convergence
since the additional terms can be made negligible. For the sake of simplicity, we let the
sum over Z. For an example of detailed truncation see Comte et al. (2006b).










Conditionally to (Xi), the variance or stochastic error is
E[‖fˆm − fm‖2|X1, . . . , Xn] = E[
∑
j













since Y1, . . . , Yn are independent conditionally to (Xi). Then, it follows from Lemma 4.3
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with q∗ the characteristic function of the noise (εi). This implies that the order of the
variance is ∆(m)/n. That is why we introduce
Mn =
{





To complete the estimation, we choose the best estimator among the collection (fˆm)m∈Mn .




where pen is a penalty term to be specified later (see Theorem 4.1). Finally, we define
f˜ = fˆmˆ our estimator of the stationary density.
4.3.3 Estimation of the density F of (Xi, Xi+1)
We proceed similarly to the estimation of f . To define the contrast to minimize, we use
the following lemma:
Lemma 4.2 For all function T , let VT be the inverse Fourier transform of T
∗/(q∗ ⊗
q∗)(−.), i.e.







Then, for all 1 ≤ k ≤ n,
1. E[VT (Yk, Yk+1)|X1, ..., Xn+1] = T (Xk, Xk+1)
2. E[VT (Yk, Yk+1)] = E[T (Xk, Xk+1)]







[‖T‖2 − 2VT (Xi, Xi+1)]
whose expectation is equal to ‖T‖2 − 2/n∑nk=1 E[T (Xk, Xk+1)] = ‖T − F‖2 − ‖F‖2. As
previously, we can define an estimator by minimizing the contrast function.
Fˆm = arg min
T∈Sm
Γn(T ) (4.7)










126 Chapitre 4. Estimation de la densite´ de transition par quotient
We choose again not to truncate the estimator for the sake of simplicity.
We have defined a collection of estimators {Fˆm}m∈Mn where we set
Mn =
{






with ∆(m) defined by (4.6). Indeed, as Vt⊗s(x, y) = vt(x)vs(y), the variance of the
estimator Fˆm is now of order ∆
2(m)/n (see (4.5)). To define an adaptive estimator we




where Pen is a penalty function which is specified in Theorem 4.2. Finally, we consider
the estimator F˜ = FˆMˆ .
4.3.4 Estimation of Π
Whereas the estimation of f and F is valid on the whole real line R or R2, we estimate
Π on a compact set A = A1 × A2 only, because we need a lower bound on the stationary
density. More precisely, we need to set some additional assumptions:
H4 There exists a positive real f0 such that ∀x ∈ A1, f(x) ≥ f0
H3b ∀(x, y) ∈ A, Π(x, y) ≤ ‖Π‖A,∞ <∞






if |F˜ (x, y)| ≤ n|f˜(x)|,
0 otherwise.
(4.8)
Here, the truncation allows to avoid the too small values of f˜ in the quotient. Now we
evaluate upper bounds for the risk of our estimators.
4.4 Results
Our first theorem regards the problem of deconvolution. This result may be put together
with results of Comte et al. (2006b) in the i.i.d. case and of Comte et al. (2006a) in
various mixing frameworks.
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Theorem 4.1 Under Assumptions H1-H2b-H3c-H5, consider the estimator f˜ = fˆmˆ where
for each m, fˆm is defined by (4.4) and mˆ = argmin
m∈Mn




where k is a constant depending only on k0, k1, b, γ, s. Then there exists C > 0 such that
E‖f˜ − f‖2 ≤ 4 inf
m∈Mn
{‖fm − f‖2 + pen(m)}+ C
n
where fm is the orthogonal projection of f on Sm.
The penalty is close to the variance order. It implies that the obtained rates of
convergence are minimax in most cases. More precisely, the rates are given in the following
corollary where ⌈x⌉ denotes the ceiling function, i.e. the smallest integer larger than or
equal to x.
Corollary 4.1 Under Assumptions of Theorem 4.1, if f belongs to Aδ,r,a(l), then
• If r = 0 and s = 0 E‖f˜ − f‖2 ≤ Cn− 2δ2δ+2γ+1
• If r = 0 and s > 0 E‖f˜ − f‖2 ≤ C(log n)−2δ/s
• If r > 0 and s = 0 E‖f˜ − f‖2 ≤ C (log n)
(2γ+1)/r
n
• If r > 0 and s > 0
– if r < s and k = ⌈(s/r − 1)−1⌉ − 1 , there exist reals bi such that





– if r = s, if ξ = [2δb+ (s− 2γ − 1− [s− (1− s)+/2]+)a]/[(a+ b)s]
E‖f˜ − f‖2 ≤ Cn−a/(a+b)(log n)−ξ
– if r > s and k = ⌈(r/s− 1)−1⌉ − 1, there exist reals di such that
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These rates are the same as those obtained in the case of i.i.d. variables Xi; they are
studied in detail in Comte et al. (2006b). In this case, the rates n−
2δ
2δ+2γ+1 (r = s = 0),
(log n)−2δ/s (r = 0, s > 0) and (logn)(2γ+1)/r/n (s = 0, r > 0) are proved to be optimal
by Fan (1991) (first two cases) and Butucea (2004) (third case) for i.i.d. variables. If
r > 0 and s > 0, we find the original rates obtained in the third chapter, proved as
being optimal for 0 < r < s in Butucea and Tsybakov (2007). In the other cases, we can
compare the results of Theorem 4.1 to the one obtained with a nonadaptive estimator.
There is a loss only in the case r ≥ s > 1/3 where a logarithmic term is added. But in
this case, the rates are faster than any power of logarithm.
Now let us study the risk for our estimator of the joint density F .
Theorem 4.2 Under Assumptions H1-H2b-H3d-H5, consider the estimator F˜ = FˆMˆ
where for each m, Fˆm is defined by (4.7) and Mˆ = argmin
m∈Mn




where K is a constant depending only on k0, k1, b, γ, s. Then there exists C > 0 such that
E‖F˜ − F‖2 ≤ 4 inf
m∈Mn
{‖Fm − F‖2 + Pen(m)} + C
n
where Fm is the orthogonal projection of F on Sm.
The bases derived from the sine cardinal function are adapted to the estimation on the
whole real line. The proof of Theorem 4.2 actually contains the proof of another result
(see Proposition 4.2 in Section 4.7): the estimation of a bivariate density in a mixing
framework on R2 and not only on a compact set. In this case of the absence of noise




limit case gives the mixing coefficients back in the penalty, as it always appears in this
kind of estimation (see e.g. Tribouley and Viennet (1998)).
It is then significant that in the presence of noise the penalty contains neither any
mixing term nor any unknown quantity. It is entirely computable since it only depends
on the characteristic function q∗ of the noise which is known.
Theorem 4.2 enables us to give rates of convergence for the estimation of F .
Corollary 4.2 Under Assumptions of Theorem 4.2, if F belongs to A∆,R,A(L), then
• If R = 0 and s = 0 E‖F˜ − F‖2 ≤ Cn− 2∆2∆+4γ+2
• If R = 0 and s > 0 E‖F˜ − F‖2 ≤ C(logn)−2∆/s




• If R > 0 and s > 0
– if R < s and k = ⌈(s/R− 1)−1⌉ − 1, there exist reals bi such that





– if R = s if ξ = [4∆b+ (2s− 4γ − 2− [s− (1− s)+]+)A]/[(A+ 2b)s]
E‖F˜ − F‖2 ≤ Cn−A/(A+2b)(log n)−ξ
– if R > s and k = ⌈(R/s− 1)−1⌉ − 1, there exist reals di such that








The rates of convergence look like the one of Corollary 4.1 with modifications due to
the bivariate nature of F . We can compare this result to the one of Cle´menc¸on (2003)
who studies only the case where R = 0 and s = 0. He shows that the minimax lower
bound in that case is n−
2∆
2∆+4γ+2 , so our procedure is optimal, whereas his estimator has a
logarithmic loss for the upper bound. We remark that if s > 0 (supersmooth noise), the
rate is logarithmic for F belonging to a classic ordinary smooth space. But if F is also
supersmooth, better rates are recovered.
Except in the case where R = 0 and s = 0 , there is, to our knowledge, no lower
bound available for this estimation. We can, however, evaluate the performance of this
estimator by comparing it with a nonadaptive estimator. If the smoothness of F is known,
a value ofm depending on R and ∆ which minimizes the risk ‖F−Fm‖2+∆(m)2/n can be
exhibited and then some rates of convergence for this nonadaptive estimator are obtained.
As soon as s ≤ 1/2 (i.e. [s−(1−s)+]+ = 0), the penalty is ∆(m)2/n and then the adaptive
estimator recovers the same rates of convergence as those of a nonadaptive estimator if the
regularity of F were known. It automatically minimizes the risk without prior knowledge
on the regularity of F and there is no loss in the rates. If s > 1/2 a loss can appear but is
not systematic. If R < s, the rate of convergence is unchanged since the bias dominates.
It is only when R ≥ s > 1/2 that an additional logarithmic term appears. But in this
case the risk decreases faster than any logarithmic function so that the loss is negligible.
We can now state the main result regarding the estimation of the transition density Π.
Theorem 4.3 Under Assumptions H1-H2b-H3b,c,d-H4-H5, consider the estimator Π˜ de-
fined in (4.8). We assume that f belongs to Aδ,r,a(l) and that we browse only the models
m ∈Mn such that
m ≥ log logn and m∆(m) ≤ n
(logn)2
(4.9)
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to define f˜ . Then Π˜ verifies, for n large enough,







Note that, unlike in Theorems 4.1 and 4.2, this result is asymptotic. It states that the
rate of convergence for Π is no larger than the maximum of the rates of f and F . The
restrictions (4.9) do not modify the conclusion of Theorem 4.1 and the resulting rates of
convergence. Thus if f and F have the same regularity, the rates of convergence for Π
are those of F , given in Corollary 4.2.
If s = 0 i.e. if εi is ordinary smooth, then the rates of convergence are polynomial;
moreover they are near the parametric rate 1/n if R and r are positive. In the other
hand the smoother the error distribution, the harder the estimation. In the case of a
supersmooth noise, the rates are logarithmic if f or F is ordinary smooth but faster than
any power of logarithm if the hidden chain has supersmooth densities. The exact rates
depend on all regularities γ, s, δ, r, ∆, R and are very tedious to write. That is why we
prefer to give some detailed examples.
4.5 Examples
In this section, we give some examples to illustrate the previous results. In nonparametric
examples, the quantities that allow to compute the rates of convergence, i.e. the regular-
ities of the densities, remain unknown. It is besides an advantage of the procedure, not
to need such information to reach good rates.
So the following models are parametric, but it is well-known that in the case where
the state spaces of the hidden chains are not finite, nor bounded, classical parametric
estimation is not proved to perform well.
4.5.1 Autoregressive process of order 1
Let us study the case where the Markov chain is defined by
Xn+1 = αXn + β + ηn+1
where the ηn’s are i.i.d. centered Gaussian with variance σ
2. This chain is irreducible,
Harris recurrent and geometrically β-mixing. The stationary distribution is Gaussian with
mean β/(1− α) and variance σ2/(1− α2). So













and then bias computing gives δ = 1/2, r = 2. The function F is the density of a Gaussian
















2 + v2 + 2αuv)
]
and ∆ = 1/2, R = 2.
We can compute the rates of convergence for different kinds of noise ε. If ε has a
Laplace distribution, q∗(u) = 1/(1 + u2) so s = 0, γ = 2. In this case, Corollary 4.1 gives




with A1 = A2 an interval [−d, d]. This rate is close to the parametric rate 1/n; it is due
to the great smoothness of the chain compared with that of error.
If now ε has a normal distribution with variance τ 2, then we compute






Another example is given by Xn = Rnτ with τ a fixed sampling interval and Rt the
so-called Cox-Ingersoll-Ross process defined by




RtdWt θ < 0, κ ∈ {2, 3, ...}.
Calculation of f and its regularity
Since θ > 0 and κ ≥ 2, Rt is positive recurrent on ]0,∞[. Following Chaleyat-Maurel and
Genon-Catalot (2006) Appendix A.3, the stationary distribution is a gamma distribution











and the characteristic function
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Now we compute the bias to determine the regularity of f . Given that |f ∗(u)|2 = (1 +
4ρ4u2)−κ/2, we obtain∫
|u|>πm
|f ∗(u)|2 = 2
∫ ∞
πm
















Therefore, r = 0 and 1− κ = −2δ, so




Calculation of F ∗ and its regularity
It is shown in Chaleyat-Maurel and Genon-Catalot (2006) that Rt is the square of the Eu-
clidean norm of a κ-dimensional vector (ξ1t , . . . , ξ
κ






t , j = 1, . . . , κ.




2 + · · ·+ (ξκnτ )2.






with (ηjn) i.i.d. sequences of N (0, 1) and




Knowing ξj(n−1)τ = xj , each variable ξ
j
nτ follows a Gaussian distribution with mean αxj












The distribution of β−2Xn knowing ξ
j

















(1)It involves that ξjnτ admits a centered Gaussian with variance β
2/(1 − α2) = ρ2 for stationary
distribution. Then ρ−2Xn is a chi-square χ
2(κ) and we find again Xn ∼ Γ(κ/2, 1/(2ρ2)).
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We use Appendix A.2 in Chaleyat-Maurel and Genon-Catalot (2006) (equation (71)) to
write







This formula allows to compute F ∗. Indeed F ∗(u, v) = E[e−iuXn−1−ivXn ] and then
F ∗(u, v) =
∫
E[e−ivXn |Xn−1 = x]e−iuxf(x)dx.
We explicitly know all the terms of the right member, so we can do the computation.
F ∗(u, v) =
∫ ∞
0


























F ∗(u, v) =
(1 + ivβ2)−κ/2
(2ρ2)κ/2Γ(κ/2)
Γ(κ/2)A(u, v)−κ/2 = [2ρ2(1 + ivβ2)A(u, v)]−κ/2.
Now we rewrite A(u, v):
A(u, v) =
2ρ2ivα2 + 2ρ2(1 + 2ivβ2)iu+ 1 + 2ivβ2
2ρ2(1 + 2ivβ2)
=
1− 4ρ2β2uv + 2ρ2iu+ 2(α2ρ2 + β2)iv
2ρ2(1 + 2ivβ2)
.
But α2ρ2 + β2 = α2ρ2 − ρ2(α2 − 1) = ρ2 and then
A(u, v)2ρ2(1 + 2ivβ2) = 1− 4ρ2β2uv + 2ρ2i(u+ v).
Then we obtain
F ∗(u, v) = [1− 4ρ2β2uv + 2ρ2i(u+ v)]−κ/2.
Now we compute the bias to find R and ∆. First
|F ∗(u, v)|2 = [(1− 4ρ2β2uv)2 + 4ρ4(u+ v)2]−κ/2.
This expression being symmetric in u and v, it is sufficient to evaluate∫
v∈R
∫
|u|>πm |F ∗(u, v)|2dudv. To do this, we write
|F ∗(u, v)|2 = [a(v)u2 + b(v)u+ c(v)]−κ/2
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with
∣∣∣∣∣∣
a(v) = 16ρ4β4v2 + 4ρ4,
b(v) = −8ρ2β2v + 8ρ4v = 8ρ4α2v,
c(v) = 1 + 4ρ4v2.
Then, for m large enough,
∫
|u|>πm

































Calculation of the rates of convergence
If (εi) is Gaussian, then s = 2 and γ = 0. We use Corollary 4.1: it is the case (r = 0, s > 0)
where the rate is n−2δ/s. So, using (4.10), E‖f − f˜‖2 ≤ Cn(1−κ)/2. In the same way, using
Corollary 4.2 and (4.11), E‖F − F˜‖2 ≤ Cn(1−κ)/2. Finally
E‖Π− Π˜‖2A ≤ Cn(1−κ)/2.
In the case of a noise with distribution Γ(α, λ), the smoothness coefficients of the noise
are γ = α and s = 0. It is the case (r = 0, s = 0) in Corollary 4.1:
E‖f − f˜‖2 ≤ Cn− 2δ2δ+2γ+1 ≤ Cn− κ−1κ+2α .
Corollary 4.2 gives
E‖F − F˜‖2 ≤ Cn− 2∆2∆+4γ+2 ≤ Cn− κ−1κ+4α+1
and then




4.5.3 Stochastic volatility model
Our work allows to study some multiplicative models as the so-called stochastic volatility
model in finance (see Genon-Catalot et al. (2000) for the links between the standard




where (Un) is a nonnegative Markov chain, (ηn) a sequence of i.i.d. standard Gaussian
variables, the two sequences being independent. Setting Xn = log(Un) and εn = log(η
2
n)
leads us back to our initial problem.
The noise distribution is the logarithm of a chi-square distribution and then verifies
q∗(x) = 2−ixΓ(1/2− ix)/√π. Van Es et al. (2005) show that |q∗(x)| ∼+∞
√
2e−π|x|/2 and
then s = 1, γ = 0.
In the general case, the logarithm of the hidden chain Xn derives from a regular
sampling of a diffusion process with unknown drift and diffusion coefficients. Then the
rate of convergence for the estimation of the transition depends on the smoothness of f
and F . If R = r = 0, then E‖Π˜−Π‖2A ≤ C(logn)−2δ. But if r and R are positive, better
rates are recovered.
For example, we assume that the logarithm of the hidden chain Xn derives from a
regular sampling of an Ornstein-Uhlenbeck process, i.e. Xn = Vnτ where Vt is defined by
the equation
dVt = θVtdt+ σdBt
with Bt a standard Brownian motion. Then all the assumptions are satisfied. Similarly
to Section 4.5.1, the stationary distribution is Gaussian with mean 0 and variance σ2/2|θ|
and then δ = 1/2, r = 2. In the same way F is the density of a centered Gaussian vector





and then ∆ = 1/2, R = 2. We obtain the
following rate of convergence on some interval A1 = A2 = [−d, d]







with β2 = σ2(e2θτ − 1)/(2θ).
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for j = 0, ..., N − 1. For j < 0, it is sufficient to replace hm(x) by hm(−x) = hm(x), i.e.
H by H . Following Comte et al. (2006b), we choose Kn = N − 1 = 28 − 1.
To compute f˜ , we use then the following steps:
• For each m and for each j, compute aˆmj .
• For each m compute γn(fˆm) + pen(m) = −
∑
j |aˆmj |2 + pen(m).
• Select the mˆ which minimize γn(fˆm) + pen(m).
• Compute f˜ =∑|j|≤Kn aˆmˆj ϕmˆ,j.
To compute the estimator of F , the procedure is identical:
• For each m and for each j, k, compute Aˆmj,k (using a multivariate IFFT).
• For each m compute Γn(Fˆm) + Pen(m) = −
∑
j,k |Aˆmj,k|2 + Pen(m).
• Select the Mˆ which minimize Γn(Fˆm) + Pen(m).








if |F˜ (x, y)| ≤ 0.01n|f˜(x)|,
0 otherwise.
The processes are those described in the section Simulations of Chapter 1. We consider
two different noises:







; λ = 5.






















































2λ2 ; q∗(x) = e−
λ2x2
2 ; λ = 0.3.
So γ = 0, b = λ2/2 and s = 2. The penalties have to verify pen(m) ≥ k(πm)2∆(m)/n








































3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0
Y
Figure 4.1: Estimator (light surface) and true transition (dark surface) for the process














3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0
Y
Figure 4.2: Estimator (light surface) and true transition (dark surface) for the process
AR(i) observed with a Laplace noise, n = 500.
As in Comte et al. (2006b), we consider that m can be fractional. More precisely, we
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take πm = k/2 with k ∈ N∗. Figures 4.1, 4.2 illustrate the result for the process AR(i).
We can also observe on Figure 4.3 the estimator of the transition density of the process
ARCH when the noise is Gaussian. Figure 4.4 shows sections of the previous surfaces. We
can see the curves z = Π(−3.2, y) versus z = Π˜(−3.2, y) and the curves z = Π(x,−4.2)
























−1 0 1 2 3 4
Y
Figure 4.3: Estimator (light surface) and true transition (dark surface) for the process
ARCH observed with a Gaussian noise, n = 500.


















x = −3.2 y = −4.2
Figure 4.4: Sections for ARCH process, n = 500, dark line: true function, light line:
estimator.
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n 100 250 500 1000 noise
AR(i) 0.305 0.139 0.047 0.031 Lapl
0.066 0.047 0.021 0.009 Gauss
AR(ii) 0.598 0.174 0.049 0.031 Lapl
0.065 0.064 0.044 0.017 Gauss√
CIR 0.821 0.443 0.120 0.057 Lapl
0.060 0.021 0.011 0.007 Gauss
CIR(iii) 0.545 0.453 0.185 0.104 Lapl
0.853 0.793 0.776 0.771 Gauss
CIR(iv) 0.379 0.143 0.104 0.079 Lapl
0.410 0.225 0.122 0.115 Gauss
ARCH 0.283 0.178 0.098 0.065 Lapl
0.334 0.239 0.100 0.047 Gauss
Table 4.1: MISE E‖Π− Π˜‖2 averaged over N = 100 samples.
We remark in Table 4.1 that the number of observations must be great enough to have
good results, which is usual in deconvolution problems. But, when n is large, the results
are very satisfactory, sometimes better than in the case without noise. We can explain
this fact by the performance of the basis derived from the sine cardinal. As expected
after theoretical study, the decrease of the risk is faster when the noise follows a Laplace
distribution. This phenomenon is underlined on the following graph.














Figure 4.5: Mean of the MISE for the 6 processes when n increases.
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4.7 Proofs
Here, we do not prove the results concerning the estimation of f . Indeed, they are similar
to the ones concerning F (but actually simpler) and the ones of Comte et al. (2006b). It
is then sufficient to use corresponding proofs for F mutatis mutandis.
For the sake of simplicity, all constants in the following are denoted by C, even if they
have different values.
4.7.1 Proof of Lemma 4.2
It is sufficient to prove the first assertion. First we write that





E[VT (Yk, Yk+1)|X1, ..., Xn+1] = 1
4π2
∫
E[eiYku+iYk+1v|X1, ..., Xn+1] T
∗(u, v)
q∗(−u)q∗(−v)dudv.
By using the independence between (Xi) and (εi), we compute
E[eiYku+iYk+1v|X1, .., Xn+1] = E[eiXku+iXk+1veiεku+iεk+1v|X1, .., Xn+1]

















eiXku+iXk+1vT ∗(u, v)dudv = T (Xk, Xk+1).
4.7.2 Sketch of proof of Theorem 4.2:
Let m ∈Mn. The definitions of Fˆm and mˆ lead to the inequality
Γn(FˆMˆ) + Pen(Mˆ) ≤ Γn(Fm) + Pen(m). (4.12)
Let






T (x, y)F (x, y)dxdy
}
. (4.13)
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It is easy to see that
Γn(FˆMˆ)− Γn(Fm) = ‖FˆMˆ − F‖2 − ‖Fm − F‖2 − 2Zn(FˆMˆ − Fm)
so that (4.12) becomes
‖FˆMˆ − F‖2 ≤ ‖Fm − F‖2 + 2Zn(FˆMˆ − Fm) + Pen(m)− Pen(Mˆ)
≤ ‖Fm − F‖2 + 2‖FˆMˆ − Fm‖ sup
T∈B(m,Mˆ)
Zn(T ) + Pen(m)− Pen(Mˆ)
where B(m,m′) = {T ∈ Sm + Sm′ , ‖T‖ = 1}. The main step of the proof is then to
control the term supT∈B(m,Mˆ) Zn(T ),
To deal with the supremum of the empirical process Zn(T ), we will use an inequality
of Talagrand stated in Lemma 4.5 (Section 4.7.8). This inequality is very powerful but
can be applied only to sum of independent random variables. That is why we split Zn(T )
into two processes.





















For the first process Zn,1(T ), we return to independent variables remarking that, con-
ditionally to X1, . . . , Xn+1, the variables (Y2i−1, Y2i) are independent (see Proposition 4.1).
For the other processes, we use the mixing assumption H2b to build auxiliary variables
X∗i which are approximation of the Xi’s and which constitute independent clusters of
variables (see Proposition 4.2).
4.7.3 Detailed proof of Theorem 4.2
First, we introduce some auxiliary variables whose existence is ensured by Assumption
H2b of mixing. In the case of arithmetical mixing, since θ > 8, there exists a real c such
that 0 < c < 1/2 and cθ > 4. We set in this case qn =
1
2
⌊nc⌋. In the case of geometrical
mixing, we set qn =
1
2
⌊c log(n)⌋ where c is a real larger than 4/θ.
For the sake of simplicity, we suppose that n+ 1 = 4pnqn, with pn an integer. Let for
i = 1, . . . , (n+1)/2, Vi = (X2i−1, X2i) and for l = 0, . . . , pn−1, Al = (V2lqn+1, ..., V(2l+1)qn),
Bl = (V(2l+1)qn+1, ..., V(2l+2)qn). As in Viennet (1997), by using Berbee’s coupling Lemma,
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l have the same distribution,
A∗l and A
∗
l′ are independent if l 6= l′,
P (Al 6= A∗l ) ≤ β2qn .









, ..., V ∗(2l+2)qn) so that the sequence (V
∗
1 , . . . , V
∗
n/2)
and then the sequence (X∗1 , . . . , X
∗
n) are well defined. We can now define
Ω∗ = {∀i, 1 ≤ i ≤ n + 1 Xi = X∗i }.
Then we split the risk into two terms:
E(‖F˜ − F‖2) = E(‖F˜ − F‖21Ω∗) + E(‖F˜ − F‖21Ω∗c).
To pursue the proof, we observe that for all T, T ′
Γn(T )− Γn(T ′) = ‖T − F‖2 − ‖T ′ − F‖2 − 2Zn(T − T ′)
where Zn(T ) is defined by (4.13). Let us fix m ∈ Mn and denote by Fm the orthogonal
projection of F on Sm. Since Γn(F˜ ) + Pen(Mˆ) ≤ Γn(Fm) + Pen(m), we have
‖F˜ − F‖2 ≤ ‖Fm − F‖2 + 2Zn(F˜ − Fm) + Pen(m)− Pen(Mˆ)
≤ ‖Fm − F‖2 + 2‖F˜ − Fm‖ sup
T∈B(m,Mˆ)
Zn(T ) + Pen(m)− Pen(Mˆ)
where, for all m,m′, B(m,m′) = {T ∈ Sm + Sm′ , ‖T‖ = 1}. Then, using inequality
2xy ≤ x2/4 + 4y2,
‖F˜ − F‖2 ≤ ‖Fm − F‖2 + 1
4
‖F˜ − Fm‖2 + 4 sup
T∈B(m,Mˆ )
Z2n(T ) + Pen(m)− Pen(Mˆ). (4.15)
Using Lemma 4.2, Zn(T ) can be split into two terms :
Zn(T ) = Zn,1(T ) + Zn,2(T )
with Zn,1(T ) and Zn,2(T ) defined by (4.14). Now let P1(., .) be a function such that for
all m,m′,
16P1(m,m
′) ≤ Pen(m) + Pen(m′). (4.16)
Then (4.15) becomes
‖F˜ − F‖2 ≤ ‖Fm − F‖2 + 1
2
(‖F˜ − F‖2 + ‖F − Fm‖2) + 2Pen(m)
+8[ sup
T∈B(m,Mˆ)
Z2n,1(T )− P1(m, Mˆ)] + 8[ sup
T∈B(m,Mˆ)
Z2n,2(T )− P1(m, Mˆ)]
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which gives, by introducing a function P2(., .),
1
2
‖F˜ − F‖21Ω∗ ≤ 3
2
















We now use the following propositions:
Proposition 4.1 Let P1(m,m
′) = C(q)(πm′′)[s−(1−s)+]+∆2(m′′)/n where ∆(m) is defined
in (4.6) and m′′ = max(m,m′) and C(q) is a constant. Then, under assumptions of


















′′/n where m′′ = max(m,m′). Then,















The definitions of the functions P1(m,m
′) and P2(m,m′) given in Propositions 4.1
and 4.2 imply that there exists m0 such that ∀m′ > m0 P1(m,m′) ≥ P2(m,m′). (If
s = 0 = γ (case of a null noise), it would be wrong and the penalty would then be
P2(m,m















And finally, combining (4.19) and Propositions 4.1 and 4.2,
E(‖F˜ − F‖21Ω∗) ≤ 4(‖Fm − F‖2 + Pen(m)) + C
n
.

































V 2ϕm,j⊗ϕm,k‖∞ ≤ ‖
∑
j
v2ϕm,j‖2∞ ≤ ∆2(m) (4.20)
using Lemma 4.3 (see Section 4.7.8). Then ‖FˆMˆ‖2 ≤ ∆2(Mˆ) ≤ n since Mˆ belongs to Mn.
And
E‖F˜ − F‖21Ω∗c ≤ E(2(‖F˜‖2 + ‖F‖2)1∗cΩ ) ≤ 2(n+ ‖F‖2)P (Ω∗c).
Using Assumption A4 in the geometric case, β2qn ≤ Me−θc log(n) ≤ Mn−θc and, in the
other case, β2qn ≤ M(2qn)−θ ≤ Mn−θc. Then P (Ω∗c) ≤ 2pnβ2qn ≤ nMn−cθ. Since cθ > 4,
P (Ω∗c) ≤ Mn−3, which implies E(‖F˜ − F‖21Ω∗c) ≤ C/n2.
Finally we obtain
E‖F˜ − F‖2 ≤ E(‖F˜ − F‖21Ω∗) + E(‖F˜ − F‖21Ω∗c)
≤ 4(‖Fm − F‖2 + Pen(m)) + C
n
.
This inequality holds for each m ∈ Mn, so the result is proved. 
4.7.4 Proof of Proposition 4.1





















{VT (Yi, Yi+1)− EX [VT (Yi, Yi+1)]} .
denoting by EX the expectation conditionally to X1, . . . , Xn+1. It is sufficient to deal with






{VT (Ui)− EX [VT (Ui)]} .
Let us remark that conditionally to X1, . . . , Xn, the Ui’s are independent. Thus we can
use the Talagrand inequality recalled in Lemma 4.5 (see Section 4.7.8). Note that if T
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belongs to Sm+Sm′ , then T can be written T1+T2 where T
∗
1 has its support in [−πm, πm]2
and T ∗2 has its support in [−πm′, πm′]2. Then T belongs to Sm′′ where m′′ is defined by
m′′ = max(m,m′). (4.21)
Now let us compute M1, H and v of the Talagrand’s inequality.
1. If T belongs to B(m,m′),







Thus |VT (x, y)|2 ≤
∑










By using Lemma 4.3, M1 = ∆(m
′′).































































3. We still have to find v. On the one hand
















and so v ≥ ∆(m′′)2. On the other hand

























E2X [vϕm′′ ,k1vϕm′′,k2 (Yk+1)], (4.22)
using conditional independence. Now we use Lemma 4.3 to compute
EX [vϕm′′,j1vϕm′′,j2 (Yk)] =
∫




























If we set W (u, v) = m′′eiXk(u+v)m
′′
q∗(−(u+ v)m′′)/[q∗(−vm′′)q∗(−um′′)], then
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Hence, coming back to (4.22), VarX [VT (Yk, Yk+1)] ≤ ‖T‖2‖q‖2∆2(m′′) which yields
v ≥ ‖q‖2∆2(m′′). Finally we write v = min(‖q‖2∆2(m′′),∆2(m′′)).


















And then, if P1(m,m

























To bound these terms, we use Lemma 4.4 which yields to








































We have to distinguish three cases
case s < (1− s)+ ⇔ s < 1/2. In this case we choose ǫ = 8b/(K1c4) and then











which implies that I(m) is bounded. Moreover the definition of Mn and Lemma 4.4
give |Mn| ≤ Cnζ with C > 0 and ζ > 0. So II(m) ≤ C|Mn|e−K ′2
√
n is bounded too.
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The term II(m) is also bounded since ǫ is a constant.
case s > (1− s)+ ⇔ s > 1/2. Here we choose ǫ such that




























In any case ǫ = [8b/K1c4](πm
′′)[s−(1−s)+]+ , so that
P1(m,m
′) = C(q)(πm′′)[s−(1−s)+]+∆2(m′′)/n
where C(q) is a constant depending only on k0, k1, b, γ, s.

4.7.5 Proof of Proposition 4.2











































. The second term can be
bounded in the same way. We write Zon,2(T ) = (2/n)
∑n/2
i=1 {T (Vi)− E[T (Vi)]} with Vi =





























{T (V ∗i )− E[T (V ∗i )]} .
Since Xi = X
∗
i on Ω
∗, we can replace Zon,2 by Z
o∗











So we compute the bounds M1, H and v of Lemma 4.5.















using the first point of Lemma 4.3. Then ‖1/qn
∑(2l+1)qn
i=2lqn+1
T‖∞ ≤ ‖T‖m′′ and M1 =
m′′.








































ϕm′′,j ⊗ ϕm′′,k(V ∗i )),






















































































































































4.7.6 Proof of Corollary 4.2
Let us compute the bias term. Since F ∗m = F
∗
1[−πm,πm]2,
















|F ∗(u, v)|2dudv ≤ L((πm)2 + 1)−∆e−2A(πm)R .
Thus ‖F − Fm‖2 = O((πm)−2∆e−2A(πm)R) and














Next the bias-variance trade-off is performed similarly to the chapter 3.

4.7.7 Proof of Theorem 4.3
Let
En = {‖f − f˜‖∞ ≤ f0/2}.
On En and for x ∈ A1, f˜(x) = f˜(x)− f(x) + f(x) ≥ f0/2. Since F˜ belongs to SMˆ , using
(4.2), ‖F˜‖∞ ≤ Mˆ‖F˜‖. Now (4.20) gives ‖F˜‖ ≤ ∆(Mˆ) so that
‖F˜‖∞ ≤ Mˆ∆(Mˆ).
Since Mˆ belongs to Mn, ∆(Mˆ) ≤
√
n and Lemma 4.4 gives Mˆ ≤ C∆(Mˆ)1/(2γ+1) if
s = 0 or Mˆ ≤ C(log∆(Mˆ))1/s otherwise. So, for n large enough, (2/f0)‖F˜‖∞ ≤ n and
Π˜(x, y) = F˜ (x, y)/f˜(x).
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For all (x, y) ∈ A,
|Π˜(x, y)− Π(x, y)|2 ≤
∣∣∣∣∣ F˜ (x, y)− f˜(x)Π(x, y)f˜(x)
∣∣∣∣∣
2
1En + (|Π˜(x, y)|+ |Π(x, y|)21Ecn
≤ |F˜ (x, y)− F (x, y) + Π(x, y)(f(x)− f˜(x))|
2
f 20 /4




Π2(x, y)dy ≤ ‖Π‖A,∞
∫
A2




[E‖F − F˜‖2 + ‖Π‖A,∞E‖f − f˜‖2] + 2|A1|(|A2|n2 + ‖Π‖A,∞)P (Ecn).
We still have to prove that P (Ecn) ≤ Cn−3. Given that ‖f−f˜‖∞ ≤ ‖f−fmˆ‖∞+‖fmˆ−fˆmˆ‖∞
we obtain
P (Ecn) ≤ P (‖f − fmˆ‖∞ > f0/4) + P (‖fmˆ − fˆmˆ‖∞ > f0/4).
Let us now prove that if f belongs to Aδ,r,a(l), ‖f − fm‖∞ = O(m1/2−δ−r/2e−a(πm)r). Since
f ∗m = f
∗
1[−πm,πm] and using the inverse Fourier transform,





If r > 0, let 0 < α < a. By considering that function x 7→ (x2+1)δ/2e(a−α)|x|r is increasing
and using the Schwarz inequality, we obtain
























If r = 0, we use the increasing fonction x 7→ (x2 + 1)(δ−δ′)/2 with δ′ < δ and we obtain
‖f − fm‖∞ = O(m1/2−δ). Thus, since mˆ ≥ log logn, ‖f − fmˆ‖∞ → 0 and for n large
enough P (‖f − fmˆ‖∞ > f0/4) = 0. Next
P (‖fmˆ − fˆmˆ‖∞ > f0/4) ≤ P (Ω∗c) + P
(






Since cθ > 4, P (Ω∗c) ≤ Mn1−cθ ≤Mn−3. We still have to prove that
P
(
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First, we observe that






























































































































i )− E[vt(Y ∗i )]


















































































Lemma 4.3 For each m ∈Mn
1. ‖∑j ϕ2m,j‖∞ = m






3. ‖∑j |vϕm,j |2‖∞ = ∆(m)
where ∆(m) is defined in (4.6).













































meixvm|2dv = m. The first point is




























But ϕ∗(v) = 1[−π,π](v) and thus the second point is proved. Moreover vϕm,j (x) can be
















Therefore ‖∑j |vϕm,j |2‖∞ = 1/2π ∫ πm−πm |q∗(−u)|−2du = ∆(m). 
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Lemma 4.4 If q verifies |q∗(x)| ≥ k0(x2 + 1)−γ/2 exp(−b|x|s), then
1. ∆(m) ≤ c1(πm)2γ+1−se2b(πm)s ,
2. ∆2(m) ≤ c2(πm)4γ+1−se4b(πm)s .
Moreover if |q∗(x)| ≤ k1(x2 + 1)−γ/2 exp(−b|x|s), then ∆(m) ≥ c′1(πm)2γ+1−se2b(πm)s .
The proof of this result is omitted. It is obtained by distinguishing the cases s > 2γ+1
and s ≤ 2γ + 1 and with standard evaluations of integrals.





for r belonging to a countable class R of measurable functions. Then, for ǫ > 0,
E[sup
r∈R
































Usual density arguments allow to use this result with non-countable class of functions R.
Proof of Lemma 4.5: We apply the Talagrand concentration inequality given in Klein
and Rio (2005) to the functions si(x) = r(x)− E(r(Ti)) and we obtain
P (sup
r∈R




2(v + 4HM1) + 6M1λ
)
.

















To conclude we set η =
√
1 + ǫ− 1 and we use the formula E[X]+ =
∫∞
0
P (X ≥ t)dt with
X = supr∈R |νn(r)|2 − 2(1 + 2ǫ)H2. 
Lemma 4.6 (Viennet (1997) Theorem 2.1 and Lemma 4.2) Let (Ti) a strictly stationary
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5.1 Introduction
In this chapter we consider the following additive hidden Markov model:
Yi = Xi + εi i = 1, . . . , n + 1 (5.1)
with (Xi)i≥1 a real-valued Markov chain, (εi)i≥1 a sequence of independent and identically
distributed variables and
(Xi)i≥1 and (εi)i≥1 independent. (5.2)
Only the variables Y1, ..., Yn+1 are observed. Besides its initial distribution, the chain
(Xi)i≥1 is characterized by its transition, i.e. the distribution of Xi+1 knowing Xi. We
assume that this transition has a density Π, defined by Π(x, y)dy = P (Xi+1 ∈ dy|Xi = x),
and it is this quantity that we want to estimate.
This model belongs to the class of hidden Markov models. For a general reference on
these models, we refer to Cappe´ et al. (2005). Here, we study a simple model of HMM
where the noise is additive.
This model is also similar to the so-called convolution model (for which the aim is to
estimate the density of (Xi)i≥1 ). As proceeded for this model, we use extensively the
Fourier transform. The restrictions on the error distribution and the rate of convergence
obtained for our estimator are also of the same kind. Related works include Stefanski
(1990), Fan (1993), Masry (1993) (for the multivariate case), Pensky and Vidakovic (1999),
Comte et al. (2006b).
The estimation of the transition density of a hidden Markov chain is studied by Cle´-
menc¸on (2003). His estimator is based on thresholding of a wavelet-vaguelette decom-
position. The drawback of this estimator is that it does not achieve the minimax rate
because of a logarithmic loss. In the chapter 4, we described an estimation procedure by
quotient of an estimator of the joint density F and an estimator of the stationary density
f . The minimax rate is reached by this estimator if we assume that f and Πf have the
regularity α. But this smoothness condition on f raises a problem. Indeed Cle´menc¸on
(2000) exhibits an example where the stationary density f is not continuous, whereas
the transition density Π is constant. It shows that f can be much less regular than Π.
Our aim is then to find an estimator of the transition density which does not have these
disadvantages.
To estimate Π, we use an original contrast inspired by the mean square contrast. The







where ηi+1 = g(Xi+1)−E[g(Xi+1)|Xi]. Then, for all function g, we can consider
∫
Πg as a
regression function. The mean square contrast to estimate this regression function, if the
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g2 = 1, this contrast




T 2(Xi, y)dy−2T (Xi, Xi+1)] by setting T (x, y) = t(x)g(y) i.e.
T such that
∫
T (x, y)g(y)dy = t(x). It is this contrast that is used in the second chapter
but in our case, only the Y1, . . . , Yn+1 are known. So we introduce in this paper two op-
erators Q and V such that E[QT 2(Yi)|Xi] =
∫
T 2(Xi, y)dy and E[VT (Yi, Yi+1)|Xi, Xi+1] =






[QT 2(Yi)− 2VT (Yi, Yi+1)]. (5.3)
A collection of estimators is then defined by minimization of this contrast on wavelet
spaces. Indeed, wavelets have many useful properties and in particular they can have a
compact support and can be regular enough to balance the smoothness of the noise. A
general reference on the subject is the book of Meyer (1990).
A method of model selection inspired by Barron et al. (1999) and based on contrast
(5.3) is used to build an adaptive estimator. A data driven choice of model is performed via
the minimization of a penalized criterion. The chosen model is the one which minimizes
the empirical risk added to a penalty function. In most cases in estimation of mixing
processes, a mixing term appears in this penalty. In the same way, some unknown terms
derived from the dependence between the Xi appears in the thresholding constant used
to define the estimator of Cle´menc¸on (2003). Here a conditioning argument allows to lead
us back to independent variables and thus to avoid such a mixing term in the penalty.
Our penalty contains only known quantities or terms that can be estimated and is then
computable.
For an ordinary smooth noise with regularity γ, the rate of convergence n−α/(2α+4γ+2)
is obtained if the transition Π is supposed to belong to a Besov space with regularity
α. Our estimator is then better than those of Cle´menc¸on which achieves only the rate
(log(n)/n)α/(2α+4γ+2). Moreover this rate is obtained without supposing known the regu-
larity α of f , our estimator is then adaptive.
This chapter is organized as follows. In Section 5.2 we present the model and the
assumptions. Section 5.3 is devoted to the definitions of the contrast and of the estimator.
The main result and a sketch of proof are to be found in Section 5.4. Numerical illustration
through simulated examples is reported in Section 5.5. The detailed proofs are gathered
in Section 5.6.
5.2 Study framework
We consider the model defined by (5.1) and (5.2) where (Xi)i≥1 is an irreducible and
positive recurrent Markov chain with values in the real line R. We assume that ε1, . . . , εn
are independent and identically distributed random variables with known distribution.
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The purpose of this chapter is to estimate the transition density Π of the hidden chain
from the data Y1, . . . , Yn+1. We estimate Π on a compact set A = A1 × A2 only.




And for a bivariate function T ,
T ∗(u, v) =
∫∫
e−ixu−iyvT (x, y)dxdy.
Assumptions on the noise
The density of εi is denoted by q and is assumed to be known. We assume that the
Fourier transform of q never vanishes and that q is ordinary smooth. More precisely the
assumption on the error density is the following.
H5 q is uniformly bounded and there exist γ > 0 and k0 > 0 such that ∀x ∈ R |q∗(x)| ≥
k0(x
2 + 1)−γ/2.
This assumption restrains the regularity class of the noise. Among the so-called ordinary
smooth noises, we can cite the Laplace distribution, the exponential distribution and all
the Gamma or symmetric Gamma distributions. A noise follows a Gamma distribution
with scale parameter λ and shape parameter ζ if q(x) = λζxζ−1e−λx/Γ(ζ) for x > 0 with








So q is bounded if ζ ≥ 1 and verifies H5 with γ = ζ . The case ζ = 1 corresponds to an
exponential distribution and if λ = 1/2, ζ = p/2, it is a chi-square χ(p). A Laplace noise




e−λ|x−µ| and |q∗(x)| = λ
2
x2 + λ2
Then H5 is satisfied with γ = 2. More generally, we can define the symmetric gamma

















so that H5 is verified with γ = ζ + 1 if ζ is an odd integer and γ = ζ otherwise.
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Remark 5.1 We have to notice that the Gaussian noise does not verify Assumption H5.
Indeed, an exponential decreasing of the Fourier transform of the error density is more
difficult to control and a supersmooth noise makes the denoising more difficult. For that
reason, many authors have considered only ordinary smooth noise, one can cite among
others Butucea (2004), Koo and Lee (1998) or Youndje´ and Wells (2002). The method
used in this chapter does not allow to deal with supersmooth noise. Indeed, it requires a
basis more regular than the noise and also with compact support (because of Assumption
H4), which is impossible.
Assumptions on the chain
The assumptions on the hidden Markov chain are the following.
H1 The chain is irreducible, positive recurrent and stationary.
H2b The process (Xk) is geometrically β-mixing (βq ≤ e−θq), or arithmetically β-mixing
(βq ≤ q−θ with θ > 8) where
βq =
∫
‖P q(x, .)− µ‖TV f(x)dx
with P q(x, .) the distribution of Xi+q given Xi = x and µ the stationary distribution
and ‖.‖TV the total variation distance.
H3a The stationary density f verifies ‖f‖∞,A1 := supx∈A1 |f(x)| <∞
H3e The transition density Π is integrable on A.
H4 There exists a positive real f0 such that, for all x in A1, f(x) ≥ f0.
Assumption H2b implies that the process (Yk) is β-mixing with β-mixing coefficients
smaller than those of (Xk). Assumption H4 is common (but restrictive) and is crucial
to control the empirical processes brought into play. Many processes verify Assumptions
H1–H4, as autoregressive processes, diffusions or ARCH processes. These examples are
detailed in Chapter 1.
5.3 Estimation procedure
5.3.1 Projection spaces
Here we describe the projection that we use in this paper to estimate the transition Π.
We will consider an increasing sequence of spaces, indexed by m, to construct a collection
of estimators. For the sake of simplicity, we assume in this section that A = [0, 1]2.
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We use a compactly supported wavelet basis on the interval [0, 1], described in Cohen
et al. (1993). The construction furnishes a set of functions (φk) for k = 0, . . . , 2
J − 1
with J a fixed level, and for all j > J a set of functions (ψjk), k = 0, . . . , 2
j − 1. The
collection of these functions forms a complete orthonormal system on [0, 1]. Then , for u














2J/2φ0(2Jx− k) if k = 0, . . . , N − 1
2J/2φ(2Jx− k) if k = N, . . . , 2J −N − 1
2J/2φ1(2Jx− k) if k = 2J −N, . . . , 2J − 1
where φ is a Daubechies father wavelet with support [−N + 1, N ] and φ0, φ1 are edge
wavelets explicitely constructed in Cohen et al. (1993). The functions φjk have support
[(k − N + 1)/2J , (k + N)/2J ] ∩ [0, 1]. For r a positive real, N is chosen large enough so
that φ has regularity r (it is possible since it is a property of the Daubechies wavelets that
the smoothness of φ increases linearly in N). We choose J such that 2J ≥ 2N so that
the two edges do not interact (no overlap between φ0 and φ1). The construction ensures
that φ0 and φ1 are also of regularity r. In the same way, for each level j, the ψjk’s are
dilatations and translations of functions ψ, ψ0 and ψ1 with regularity r.
Now we construct a wavelet basis of L2([0, 1]2) by the tensorial product method (see
Meyer (1990) Chapter 3 Section 3). The father wavelet is φ⊗ φ and the mother wavelets
are φ⊗ ψ, ψ ⊗ φ, ψ ⊗ ψ. A function T in L2([0, 1]2) can then be written




















For the sake of simplicity, we adopt the following notation






where ϕjk = 2
j/2ϕ(2jx − k) with ϕ = φ, φ0, φ1, ψ, ψ0 or ψ1 according to the values of j
and k. For j > J , Λj is a set with cardinal 3.2
2j and ΛJ is a set with cardinal 2
2J . In the
sequel we will use the following property of ϕ deriving from the regularity of the initial
Daubechies wavelet: there exists a positive constant k3 such that
∀u ∈ R |ϕ∗(u)| ≤ k3(u2 + 1)−r/2 (5.4)
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Now , for m ≥ J , we can consider the space






Note that the functions in Sm are all supported in the interval [0, 1]
2. The dimension of






2j ∈ [22m, 22m+2]. We denote by S the space Sm0
with the greatest dimension D2m0 = D2 smaller than n1/(4γ+2). It is the maximal space
that we will consider. The spaces Sm have the following properties:
P1 m′ ≤ m⇒ Sm′ ⊂ Sm
P2 ‖∑jkl ajklϕjk ⊗ ϕjl‖2 =∑jkl a2jkl.
This property derives from the orthonormality of the basis.









This operator is introduced because it verifies E[vt(Yk)|Xk] = t(Xk) for all function t. We
can write the following lemma :
Lemma 5.1 If r > γ + 2, there exists Φ1 > 0 such that
P3 ‖∑mj=J∑k ϕ2jk‖∞ ≤ Φ1Dm
P4 ‖∑k |vϕjk |2‖∞ ≤ Φ1(2j)2γ+2
P5
∑
k ‖vϕjk‖2 ≤ Φ1(2j)2γ+1




∫ |vϕjkϕjk′ |2 ≤ Φ1(2j)2γ+2
This lemma is proved in Section 5.6.
5.3.2 Construction of a contrast
We will estimate the transition density of the Markov chain by minimizing a contrast.
This section is devoted to the definition of this contrast. We explain here how we can
obtain it by considering first the case without noise.
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First step: if the Xi’s were observed
We present here an heuristic to understand why we choose the contrast, by assuming that
the (Xi) are known.
For all function g, the definition of the transition density implies E[g(Xi+1)|Xi] =∫






where ηi = g(Xi+1)−E[g(Xi+1)|Xi] is a centered process. We recognize then a regression
model. A contrast to estimate
∫







It is the classic mean square contrast to estimate a regression function. But we want to
estimate Π(., y) and not only
∫
Π(., y)g(y)dy.




Π(., y)ϕλ(y)dy for each λ. This heuristic is detailed in the second
chapter. A second approach is to observe that if
∫
g2 = 1 and T (x, y) = u(x)g(y), then
u(.) =
∫
T (., y)g(y)dy. So if u(.) =
∫
T (., y)g(y)dy estimates
∫
Π(., y)g(y)dy, we can hope
that T estimates Π. Since
∫








T 2(Xi, y)dy − 2T (Xi, Xi+1)]
It is the contrast studied in the second chapter and it allows a good estimation of Π in
the case where the Markov chain is observed. We can observe that
Eγn(T ) =
∫
T 2(x, y)f(x)dxdy − 2
∫
T (x, y)f(x)Π(x, y)dxdy = ‖T −Π‖2f − ‖Π‖2f






Then this contrast is an empirical counterpart of the distance ‖T −Π‖f .
Second step: the Xi’s are unknown, the observations are the Yi’s
The aim of this step is to modify the previous contrast, to take into account that the Xi’s
are not observed. To do this, we use the same technique as in the convolution problem
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(see Comte et al. (2006b)). Let us denote by FX the density of (Xi, Xi+1) and FY the
density of (Yi, Yi+1). We remark that FY = FX ∗ (q ⊗ q) and F ∗Y = F ∗X(q∗ ⊗ q∗) and then














by using the Parseval equality. The idea is then to define V ∗T = T
∗/(q∗ ⊗ q∗) so that








VTFY = E[VT (Yi, Yi+1)].
Then we will replace the term T (Xi, Xi+1) in the contrast by VT (Yi, Yi+1). In the same
way, we find an operator Q to replace the term
∫
T 2(Xi, y)dy. More precisely, for all
function T , let VT be the inverse Fourier transform of T
∗/(q∗ ⊗ q∗)(−.), i.e.
















V and Q have been chosen so that the following lemma holds.
Lemma 5.2 For all k ∈ {1, . . . , n+ 1}
1. E[VT (Yk, Yk+1)|X1, ..., Xn+1] = T (Xk, Xk+1)
2. E[VT (Yk, Yk+1)] =
∫∫
T (x, y)Π(x, y)f(x)dxdy
3. E[QT (Yk)|X1, ..., Xn+1] =
∫
T (Xk, y)dy
4. E[QT (Yk)] =
∫∫
T (x, y)f(x)dxdy
Points 1 and 3 are proved in Section 5.6, the other assertions are immediate consequences.




By using the operators V and Q, we define now the contrast, depending only on the






[QT 2(Yk)− 2VT (Yk, Yk+1)].
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With Lemma 5.2, we compute E(γn(T )) =
∫∫
T 2(x, y)f(x)dxdy − 2 ∫∫ T (x, y)Π(x, y)
f(x)dxdy = ‖T −Π‖2f−‖Π‖2f . So we want to estimate Π by minimizing γn. The definition







The term empirical norm is used because EΨn(T ) = ‖T‖2f , but Ψn is not a norm in the
common sense.
5.3.3 Definition of the estimator





ajklϕjk ⊗ ϕjl =
∑










aλQωλωλ0 (Yi)− Vωλ0 (Yi, Yi+1)
)
.
And then, by denoting by Am the vector of the coefficients aλ of T ,
∀λ0 ∂γn(t)
∂aλ0




















But the matrix Gm is not necessarily invertible. That is why we introduce the set
Γ =
{





where Sp denotes the spectrum, i.e. the set of the eigenvalues of the matrix and f0 is the
lower bound of f on A1. On Γ, Gm is invertible and γn is convex so that the minimization
of γn is equivalent to Equation (5.5) and admits the solution Am = G
−1






γn(T ) on Γ,
0 on Γc.
Remark 5.2 The construction of Πˆm described here requires the knowledge of f0. Never-
theless, when f0 is unknown, we can replace it by an estimator fˆ0 defined as the minimum
of an estimator of f (for an estimator of the density of a hidden Markov chain, see chap-
ter 4). The result is then unchanged if f is regular enough and the mixing rate strong
enough.
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We have then an estimator of Π for all Sm. But we have to choose the best model
m to obtain an adaptive estimator, i.e. an estimator which achieves the best rate of
convergence whatever the regularity of Π. So we set
mˆ = arg min
m∈Mn
{γn(Πˆm) + pen(m)}
where pen is a penalty function to be specified later and
Mn = {m ≥ J,D4γ+2m ≤ n}.
Then we can define our definitive estimator:
Π˜ =
{
Πˆmˆ if ‖Πˆmˆ‖ ≤ kn with kn = n1/2,
0 else.
5.4 Result
5.4.1 Risk and rate of convergence
For a function G and a subspace S, we define
dA(G, S) = inf
T∈S
‖G− T‖A.
For each estimator Πˆm, we have the following decomposition of the risk.
Proposition 5.1 We consider a Markov chain and a noise satisfying Assumptions H1-
H2b-H3a,b-H4-H5 with γ ≥ 3/4. For m fixed in Mn, we consider Πˆm the estimator of
the transition density Π previously described. Then there exists C > 0 such that






We do not prove this proposition because this result is included in those of Theorem
5.1 below, which is proved in Section 5.6.
Now if Π belongs to a Besov space with regularity α, it is a common approximation
property of the wavelets spaces that d2A(Π, Sm) ≤ CD−2αm . So, choosing m1 such that
Dm1 = ⌊n1/(2α+4γ+2)⌋, we can obtain the minimum risk
E‖Πˆm1 − Π‖2A ≤ Cn−
2α
2α+4γ+2 .
But this choice of m1 is impossible if α is unknown (it is a priori the case since Π is
unknown). That is why we have built an adaptive estimator via model selection. For our
estimator Π˜, we can state the following theorem.
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Theorem 5.1 We consider a Markov chain and a noise satisfying Assumptions H1-H2b-
H3a,b-H4-H5 with γ > 3/4. We consider Π˜ the estimator of the transition density Π




for some K > K0
where K0 is a constant depending on Φ1, ‖q‖∞ and f0. Then there exists C ′ > 0 such
that
E‖Π˜−Π‖2A ≤ C inf
m∈Mn
{d2A(Π, Sm) + pen(m)}+
C ′
n
with C = max(2 + 72f−10 ‖f‖∞,A1(1 + 2‖Π‖2A), 12f−10 (1 + 2‖Π‖2A)).
Note that this result is non-asympotic, it is an advantage of the least square method
with respect to a quotient method.
All constants on which the penalty depends do not have the same status. The constants
Φ1 and ‖q‖∞ are known, since the wavelets basis and the noise distribution are known.
The constant f0 is unknown but it can be estimated (see Remark 5.2). Then, even if it
means replacing f0 by an estimator fˆ0, the penalty is computable, especially since the
dependence coefficients of the sequence do not appear at all in the penalty.
The condition γ > 3/4 is due to an additional term of order D
2γ+7/2
m /n (coming
from the term (1/n)
∑n
i=1QT 2(Yi) in the contrast) inside the penalty. If γ > 3/4, then
2γ + 7/2 < 4γ + 2 and D4γ+2m /n is the dominant term. If γ = 3/4, the result is still true
but the constant in the penalty also depends on ‖Π‖A. In the other cases the estimation
is possible but the term D2γ+4m /n is not negligible any more and the order of the variance
(and consequently the rate of convergence) must be changed. This constraint γ > 3/4
is not restrictive since γ must be larger than 1/2 in order that q be square integrable.
Moreover in the case of a Gamma noise, q is not bounded if γ < 1.
We can now evaluate the rate of convergence of our estimator.
Corollary 5.1 We suppose that the restriction of Π to A belongs to the Besov space
Bα2,∞(A) with r > α− 1. Then, under the assumptions of Theorem 5.1,
E‖Π˜− Π‖2A = O(n−
2α
2α+4γ+2 ).
There is to our knowledge no lower bound for our precise estimation problem and
such a study is beyond the scope of the present work. But Cle´menc¸on (2003) proves the
optimality of the rate n−
2α
2α+4γ+2 in the case where f belongs to Bα2,∞(R) and fΠ belongs
to Bα2,∞(R
2).
Nevertheless we remark that we obtain then the same rate of convergence with Π˜
than those obtained with Πˆm1 where Dm1 = ⌊n1/(2+4γ+2α)⌋, but whitout requiring the
knowledge of α. That is why we can assert that this estimator is adaptive. Moreover
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our estimator is better than the one of Cle´menc¸on (2003), which achieves only the rate
(log(n)/n)
2α
2α+4γ+2 . It is also an improvement of the result of the chapter 4 because this
rate is obtained without requiring that f has a regularity α.
5.4.2 Sketch of proof of Theorem 5.1
We give in this section a sketch of proof of Theorem 5.1.
Let m ∈ Mn. We denote by Πm the orthogonal projection of Π on Sm. We have the
following bias-variance decomposition
E‖Π˜−Π‖2A = E‖Π˜− Πm‖2A + ‖Πm −Π‖2A
The term ‖Π˜− Πm‖2A can be written in the following way
‖Π˜−Πm‖2A = ‖Π˜− Πm‖2A1{‖Πˆmˆ‖≤kn} + ‖Π˜− Πm‖2A1{‖Πˆmˆ‖>kn}
≤ ‖Πˆmˆ − Πm‖2A + ‖Πm‖2A1{‖Πˆmˆ‖>kn}
since Π˜ = 0 on the set {‖Πˆmˆ‖ > kn} and Π˜ = Πˆmˆ on the complementary. The term
‖Πm‖2A1{‖Πˆmˆ‖>kn} is easy to deal with, the main term is ‖Πˆmˆ − Πm‖2A. But, on Γ, the
definitions of Πˆm and mˆ lead to the inequality
γn(Πˆmˆ) + pen(mˆ) ≤ γn(Πm) + pen(m). (5.7)




k=1[VT (Yk, Yk+1)−QTΠm(Yk)], a fast computation gives
γn(Πˆmˆ)− γn(Πm) = Ψn(Πˆmˆ − Πm)− 2Zn,m(Πˆmˆ −Πm)
so that (5.7) becomes
Ψn(Πˆmˆ −Πm) ≤ 2Zn,m(Πˆmˆ −Πm) + pen(m)− pen(mˆ)
≤ 2‖Πˆmˆ − Πm‖f sup
T∈Bf (m,mˆ)
Zn,m(T ) + pen(m)− pen(mˆ)
where Bf(m, mˆ) = {T ∈ Sm + Smˆ, ‖T‖f = 1}. The main steps of the proof are then
1. to control the term supT∈Bf (m,mˆ) Zn,m(T ),
2. to link the empirical “norm”Ψn with the L
2 norm ‖.‖A.
• To deal with the supremum of the empirical process Zn,m(T ), we will use an inequality
of Talagrand stated in Lemma 5.5 (Section 5.6.8). This inequality is very powerful but can
be applied only to sum of independent random variables. That is why we split Zn,m(T )
into three processes plus a bias term.
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Zn,m(T ) = Z
(1)
n (T )− Z(2)n (T ) + Z(3)n (T ) +
∫∫
T (x, y)(Π−Πm)(x, y)f(x)dxdy
with 






VT (Yk, Yk+1)− E[VT (Yk, Yk+1)|X1, . . . , Xn+1]











T (Xk, Xk+1)− E[T (Xk, Xk+1)]
For the first process Z
(1)
n , we get back to independent variables by remarking that,
conditionally to X1, . . . , Xn+1, the couples (Y2i−1, Y2i), i = 1, ..., (n+1)/2, are independent
(see Proposition 5.3).
For the other processes, we use the mixing assumption H2b to build auxiliary variables
X∗i which are approximation of the Xi’s and which constitute independent clusters of
variables (see Proposition 5.4).
• To pass from Ψn to the L2 norm, we introduce the following set




We can easily prove (see Section 5.6.3) that ∆ ⊂ Γ. Then,
‖Πˆmˆ − Πm‖A1∆ ≤ 3
2
f−10 Ψn(Πˆmˆ − Πm)1Γ
It remains to prove that P (∆c) = P (∃T ∈ S,Ψn(T ) < (2/3)E[Ψn(T )]) is small enough.
It is done in Proposition 5.2.
5.5 Simulations
To illustrate the method, we compute our estimator Π˜ for different Markov processes with
known transition density. The estimation procedure contains several Fourier transforms,
which can seem heavy, but the computation of vϕjk for all the basis functions can be done
beforehand. Next, to compute Π˜ from data Y1, . . . , Yn+1, we use the following steps (see
Section 5.3.3):
• For each m, compute matrices Gm and Zm,
• Deduce the matrix Am,
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• Select the mˆ which minimize γn(Πˆm) + pen(m) = −tAmZm + pen(m),
• Compute Π˜ using matrix Amˆ.
We consider the different kinds of Markov chains described in Section 1.5 of Chapter 1.
We consider two different noises:







; λ = 5.












n 50 100 250 500 1000 noise
AR(i) 0.579 0.407 0.270 0.230 0.209 Lapl
0.599 0.480 0.313 0.272 0.245 Gauss
AR(ii) 0.389 0.294 0.195 0.155 0.139 Lapl
0.339 0.304 0.280 0.273 0.271 Gauss√
CIR 0.171 0.138 0.123 0.118 0.111 Lapl
0.199 0.169 0.150 0.142 0.139 Gauss
CIR(iii) 0.420 0.345 0.237 0.195 0.175 Lapl
0.337 0.302 0.276 0.245 0.209 Gauss
CIR(iv) 0.525 0.403 0.337 0.304 0.292 Lapl
0.369 0.345 0.344 0.327 0.321 Gauss
ARCH 0.312 0.287 0.261 0.185 0.150 Lapl
0.337 0.319 0.296 0.290 0.183 Gauss
Table 5.1: MISE E‖Π− Π˜‖2 averaged over N = 200 samples.








2λ2 ; q∗(x) = e−
λ2x2
2 ; λ = 0.3.
This noise does not verify Assumption H1 but it is interesting to see if this assump-
tion is also necessary for practical purposes. Given the exponential regularity of this


















Figure 5.1: True Π (black) and estimator Π˜ (white) for process ARCH observed through
a Laplace noise, n = 500



















Figure 5.2: Sections for the process AR(i) observed through a Laplace noise, n = 500
5.6. Detailed proofs 173
Table 5.1 presents the L2 risk of our estimator of the transition density for the 6
Markov chains and the 2 noises. These results can be compared with those of Chapter 2
(Table 2.2) where the processes were directly observed, i.e. without noise. The risk values
are then higher in our case, but with the same order, which is satisfactory. It is noticeable
that the estimation works pretty much the same with the Gaussian noise, but with a
slower decrease of the risk. It is a classical phenomenon in deconvolution problems, since
the Gaussian noise is much more regular than the Laplace noise.
Figure 5.5 allows to visualize the result for the process ARCH observed through a
Laplace noise: the surfaces z = Π(x, y) and z = Π˜(x, y) are presented. We also give figures
of sections of this kind of surfaces. We can see on Figure 5.5 the curves z = Π(x,−0.44)
versus z = Π˜(x,−0.44) and the curves z = Π(1.12, y) versus z = Π˜(1.12, y) for the
process AR(i). Generally, for a multidimensional estimation, the mixed control of the
directions does not allow to do as well as a classical one-dimensionnal function estimation.
Nevertheless the curves are here very close.
5.6 Detailed proofs
5.6.1 Proofs of Lemma 5.1






Proof of Property P3









ϕ2jk(x)| ≤ C(ϕ)2j/2‖ϕjk‖∞ ≤ C ′(ϕ)2j (5.8)
and |∑jk ϕ2jk(x)| ≤∑mj=J C ′(ϕ)2j ≤ 2C ′(ϕ)Dm. Then the property holds if Φ1 ≥ 2C ′(ϕ).
Proof of Property P4
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that establishes P4 with Φ1 ≥ 3C21,γk−20 /(4π2).
Proof of Property P5










































Then P5 holds with Φ1 ≥ 3C2,2γk−20 /(2π).
Proof of Property P6
We begin with computing |vϕjkϕjk′ (x)| by using the fact that (ϕjkϕjk′)∗ is equal to the
convolution product ϕ∗jk ∗ ϕ∗jk′.





























|ϕ∗(y)ϕ∗(x− y)|(x2 + 1)γ/2dxdy.














Then, since r > γ + 2, there exists C > 0 such that
|vϕjkϕjk′ (x)| ≤ C(2j)γ+1.
Now we observe that ϕjk and ϕjk′ have disjoint supports if k + N ≤ k′ − N + 1 or








C2(2j)2γ+2 ≤ 3.2j(4N − 3)C2(2j)2γ+2.
Hence, if Φ1 ≥ 3(4N − 3)C2, P6 is proved.























We use Lemma 5.4 to write
|(ϕjkϕjk′)∗(2jv)| ≤ Cr
[|v|1−r1|v|>1 + 1|v|≤1] . (5.9)










































≤ 3.2j(4N − 3)C(2j)2γ+1 ≤ 3C(4N − 3)(2j)2γ+2
which concludes the proof, if Φ1 ≥ 3C(4N − 3).

5.6.2 Proof of Lemma 5.2
We have already proved the first two points in Chapter 4 Section 4.7.1.




E[QT (Yk)|X1, . . . , Xn+1] = 1
2π
∫
E[eiYku|X1, . . . , Xn+1]T
∗(u, 0)
q∗(−u) du.
By using the independence between (Xi) and (εi), we compute
E[eiYku|X1, . . . , Xn+1] = E[eiXkueiεku|X1, . . . , Xn+1] = eiXkuE[eiεku] = eiXkuq∗(−u).
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Thus










By denoting by Ty the function x 7→ Ty(x) = T (x, y), we obtain





















5.6.3 Proof of Theorem 5.1
We start with introducing some auxiliary variables whose existence is ensured by Assump-
tion H2b of mixing. In the case of arithmetical mixing, since θ > 8, there exists a real c
such that 0 < c < 3/8 and cθ > 3. We set in this case qn = ⌊nc⌋. In the case of geometrical
mixing, we set qn = ⌊c log(n)⌋ where c is a real larger than 3/θ.
For the sake of simplicity, we suppose that n + 1 = 2pnqn, with pn an integer. Let
for l = 0, . . . , pn − 1, Al = (X2lqn+1, ..., X(2l+1)qn), Bl = (X(2l+1)qn+1, ..., X(2l+2)qn). As in





l have the same distribution,
A∗l and A
∗
l′ are independent if l 6= l′,
P (Al 6= A∗l ) ≤ βqn .
(5.11)









, ..., X∗(2l+2)qn) so that the sequence
(X∗1 , . . . , X
∗
n) is well defined. We can now define
Ω∗X = {∀i, 1 ≤ i ≤ n+ 1 Xi = X∗i }.
Let us recall that S is the space Sm with maximal dimension D2 ≤ n
1
4γ+2 . We now
adopt the notations
∆ = {∀T ∈ S ‖T‖2f ≤
3
2
Ψn(T )}; Ω = ∆ ∩ Ω∗X .
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Let us fix m ∈ Mn. We denote by Πm the orthogonal projection of Π on Sm. Then we
have the decomposition

























+ 2‖Πm − Π‖2A.
Now, using the Markov inequality and the definition of Π˜,







+4(k2n + ‖Π‖2A)E (1Ωc) + 2‖Πm − Π‖2A.
But E(‖Πˆmˆ‖21Ω) ≤ 2E(‖Πˆmˆ −Πm‖21Ω) + 2‖Πm‖2 and kn =
√
n, so




(1 + 2‖Π‖2A) +
4‖Π‖4A
n
+4(n+ ‖Π‖2A)P (Ωc) + 2‖Πm − Π‖2A.
We now state the following proposition :
Proposition 5.2 There exists C0 > 0 such that












(‖Π‖4A + C0(1 + ‖Π‖2A)).
(5.12)




. The estimators Πˆm are defined by mini-
mization of the contrast on a set Γ defined in (5.6). Let us prove that this set Γ includes
Ω. More precisely, we prove that ∆ ⊂ Γ. For T =∑λ aλωλ ∈ Sm, the vector Am = (aλ)
of its coefficients in the basis (ωλ(x, y)) verifies Ψn(T ) =
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Now, using P2, ‖T‖2 = tAmAm and then tAmGmAm ≥ (2/3)f0tAmAm. If λ0 is an eigen-
value of Gm, there exists Am 6= 0 such that GmAm = λ0Am and then tAmGmAm =
λ0






Consequently λ0 ≥ (2/3)f0. So ∆ ⊂ Γ and Πˆmˆ minimizes the contrast on ∆.
We now observe that, for all functions T, S





Then, since on ∆, γn(Πˆmˆ) + pen(mˆ) ≤ γn(Πm) + pen(m),






≤ 2Zn,m(Πˆmˆ −Πm) + pen(m)− pen(mˆ)
≤ 2‖Πˆmˆ − Πm‖f sup
T∈Bf (m,mˆ)








and, for all m′, Bf(m,m′) = {T ∈ Sm + Sm′ , ‖T‖f = 1}. Now let p(., .) be a function
such that for all m,m′, 12p(m,m′) ≤ pen(m) + pen(m′). Then
Ψn(Πˆmˆ − Πm) ≤ 1
3
‖Πˆmˆ −Πm‖2f + 3[ sup
T∈Bf (m,mˆ)
Z2n,m(T )− 4p(m, mˆ)] + 2pen(m).
So, using the definition of ∆ ⊃ Ω,
























Z2n,m(T )− 4p(m,m′)]1Ω + 3pen(m).
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And using Assumption H4,





Z2n,m(T )− 4p(m,m′)]1Ω + 6f−10 pen(m). (5.13)
Now, by denoting EX the expectation conditionally to X1, . . . , Xn+1, the process
Zn,m(T ) can be split in the following way :
Zn,m(T ) = Z
(1)
n (T )− Z(2)n (T ) + Z(3)n (T ) +
∫∫
T (x, y)(Π−Πm)(x, y)f(x)dxdy
with 






VT (Yk, Yk+1)− EX [VT (Yk, Yk+1)]











T (Xk, Xk+1)− E[T (Xk, Xk+1)]
Then, by introducing functions p1(., .), p2(., .) and p3(., .)
sup
T∈Bf (m,m′)











+4((p1 + p2 + p3)(m,m
′)− p(m,m′)) + 4 sup
T∈Bf (m,m′)
‖(Π− Πm)1A‖2f‖T‖2f
We now employ the following propositions.
Proposition 5.3 Let p1(m,m
′) = K1D
4γ+2
m′′ /n where m
′′ = max(m,m′). Then, if r >















Proposition 5.4 Let p2(m,m
′) = p(1)2 (m,m
′) + p(2)2 (m,m












′′ = max(m,m′). Then, if
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′′ = max(m,m′). Then,
















The two first propositions are proved in Sections 5.6.6 and 5.6.7. The last proposition is













≤ 4C1 + C2 + C3
n
+4‖(Π− Πm)1A‖2f + 4
∑
m′∈Mn
((p1 + p2 + p3)(m,m
′)− p1(m,m′)).
But, if γ > 3/4, 4γ + 2 > 2γ + 7/2 and there exists m2 such that for all m
′ > m2,
p1(m,m
′) > p2(m,m′) + p3(m,m′). That implies that∑
m′∈Mn
(p1(m,m





′) + p3(m,m′)− p1(m,m′)) ≤ C(m2)
n
.















If γ = 3/4, we choose p = 2(p1+p
(1)
2 ). Since there exists m2 such that for all m
′ > m2,
p1(m,m
′) + p(1)2 (m,m
′) > p(2)2 (m,m
′) + p3(m,m′), we can write∑
m′∈Mn
(p1(m,m











182 Chapitre 5. Estimation de la densite´ de transition par contraste moindres carre´s
Finally, combining (5.12), (5.13) and (5.14), we obtain
E‖Π˜− Π‖2A ≤ 2‖Πm −Π‖2A +
4
n








+2(1 + 2‖Π‖2A)6f−10 pen(m).
Then, by letting C = max(2 + 72f−10 ‖f‖∞,A1(1 + 2‖Π‖2A), 12f−10 (1 + 2‖Π‖2A)),
E‖Π˜− Π‖2A ≤ C inf
m∈Mn
(‖Πm − Π‖2A + pen(m)) +
C ′
n








≤ pen(m) + pen(m′)
with pen(m) ≥ 24K1D4γ+2m /n. And if γ = 3/4,
12p(m,m′) = 24(K1 +K2‖Π‖2A)
D5m′′
n
≤ pen(m) + pen(m′)
with pen(m) ≥ 24(K1 +K2‖Π‖2A)D4γ+2m /n.

5.6.4 Proof of Corollary 5.1















2−4jα ≤ C ′D−2αm
Since d2A(Π, Sm) = O(D
−2α
m ), Theorem 5.1 becomes






with C ′′ a positive constant. By setting Dm1 the integer part of n
1/(4γ+2α+2), then
E‖Π˜−Π‖2A ≤ C ′′{D−2αm1 +
D4γ+2m1
n
} = O(n− 2α4γ+2α+2 ).

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5.6.5 Proof of Proposition 5.2
We first remark that P (Ω∗cρ ) ≤ P (Ω∗cX ) + P (∆c ∩ Ω∗X). In the geometric case βqn ≤
e−θc log(n) ≤ n−θc and in the other case βqn ≤ (qn)−θ ≤ n−θc. Then
P (Ω∗cX ) ≤ 2pnβqn ≤ n1−cθ.
But, cθ > 3 and so P (Ω∗cX ) ≤ n−2.
We still have to bound P (∆c ∩ Ω∗X). To do this, we observe that if ω ∈ ∆c, then







T 2(Xk, y)dy. So P (∆
c ∩ Ω∗X) ≤ P (∆′c ∩ Ω∗X) with




















[T (Xi, y)− E(T (Xi, y))]dy.
Hence
P (∆′c ∩ Ω∗X) ≤ P (sup
T∈B
|νn(T 2)|1Ω∗X > 1/3)
with B = {T ∈ S ‖T‖f = 1}.
A function T in S can be written T (x, y) = ∑m0j=J∑kl ajklϕjk(x)ϕjl(y) where m0 is












[u(X∗i )− E(u(X∗i ))]. (5.15)





1/2, then |νn(T 2)| ≤
∑
















For the sake of simplicity, we denote λ = (j, k) and λ′ = (j, k′) so that
sup
T∈B
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and L(ϕ) = max{ρ¯2(V ), ρ¯(B)}. Then there exists Φ0 > 0 such that L(ϕ) ≤ Φ0D2.
This lemma is proved in Baraud et al. (2001) for an orthonormal basis verifying
‖∑λ ϕ2λ‖∞ ≤ Φ0D, that is ensured by property P3.


























































|νn(T 2)| > 1/3
)





















[u(X∗i )− E(u(X∗i ))].
To bound P (ν¯n,1(ϕλϕλ′) ≥ Bλ,λ′x + Vλ,λ′
√
2‖f‖∞,A1x), we will use the Bernstein in-
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since X∗i = Xi on Ω
∗












With u = ϕλϕλ′, E|Yl,1(ϕλϕλ′)|p ≤ 2p−2(Bλ,λ′)p−2(
√‖f‖∞,A1Vλ,λ′)2. And then
P (|ν¯n,s(ϕλϕλ′)| ≥ Bλ,λ′x+ Vλ,λ′
√
2‖f‖∞,A1x) ≤ 2e−pnx.
Let C = f 20 [48‖f‖∞,A1]−1, so that x = 2C/L(ϕ). Given that P (∆c ∩ Ω∗X) ≤ P (Dc) ≤∑
λ,λ′ P
(
















But L(ϕ) ≤ Φ0D2 ≤ Φ0n1/(2γ+1) and qn ≤ n1/2 so











because γ > 1/2.

5.6.6 Proof of Proposition 5.3
First we need to isolate even terms from odd terms in Z
(1)
n (T ) to avoid overlaps: Z
(1)





n (T ) + Z
(1,2)
n (T )) with







VT (Yi, Yi+1)− EX [VT (Yi, Yi+1)]





VT (Yi, Yi+1)− EX [VT (Yi, Yi+1)]
It is sufficient to deal with the first term only, as the second one is similar. For each i, let
Ui = (Y2i−1, Y2i), then





{VT (Ui)− EX [VT (Ui)]} .
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Notice that conditionally to X1, . . . , Xn, the Ui’s are independent. Thus we can use the











We first remark that Property P1 entails Bf(m,m
′) ⊂ Sm′′ with m′′ = max(m,m′). Then,
if T belongs to Bf (m,m
′),










jkl = ‖T‖2 ≤ f−10 .
• Let us bound ‖VT‖∞ for T in Bf(m,m′). If T (x, y) =
∑
jkl ajklϕjk(x)ϕjl(y),







Then, since Vs⊗t(x, y) = vs(x)vt(y),
sup
T∈Bf (m,m′)




But, according to Property P4, ‖∑k |vϕjk |2‖∞ ≤ Φ1(2j)2γ+2. So
sup
T∈Bf (m,m′)
‖VT‖2∞ ≤ f−10 Φ21
m′′∑
j=J









24γ+4/(24γ+4 − 1)D2γ+2m′′ .
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Here VarX denotes the variance conditionally to X1, . . . , Xn+1. Now, for any function G,
the following relation holds
EX [|G|2(Y1, Y2)] = EX [|G|2(X1 + ε1, X2 + ε2)]
=
∫∫
|G|2(X1 + z1, X2 + z2)q(z1)q(z2)dz1dz2
=
∫∫
|G|2(u1, u2)q(u1 −X1)q(u2 −X2)du1du2 ≤ ‖q‖2∞‖G‖2



































using P5. Then H2 = Φ21f
−1




• We still have to find v. First
VarX(VT (Yi, Yi+1)) ≤ EX |VT (Yi, Yi+1)|2 ≤ ‖q‖2∞‖VT‖2
We now observe that ‖VT‖2 = ‖V ∗T ‖2/(4π2) and then
‖VT‖2 = 1
4π2
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We can now apply inequality (5.19)
E[ sup
T∈Bf (m,m′)
































Moreover, since Dm′′ ≤ n
1
4γ+2 , D4γ+4m′′ e
−k′2
√





n/Dm′′/n2 ≤ K ′/n.















and the proposition is proved.

5.6.7 Proof of Proposition 5.4












j′k′l′ = ‖Πm‖2 ≤ ‖Π‖2A. From the embedding Bf (m,m′) ⊂ Sm′′ (where
m′′ = max(m,m′)), we have, if T belongs to Bf(m,m′),










jkl = ‖T‖2 ≤ f−10 .
We use the Talagrand inequality (5.19) in Lemma 5.5. But the variables Yi are not
independent. We shall use the following approximation variables
∀1 ≤ i ≤ n+ 1 Y ∗i = X∗i + εi.
These variables have the same properties (see (5.11)) that the X∗i ’s. More precisely,
let, for l = 0, . . . , pn − 1, Cl = (Y2lqn+1, ..., Y(2l+1)qn), Dl = (Y(2l+1)qn+1, ..., Y(2l+2)qn), C∗l =
(Y ∗2lqn+1, ..., Y
∗
(2l+1)qn
), D∗l = (Y
∗
(2l+1)qn+1
, ..., Y ∗(2l+2)qn). Then, since Al and A
∗
l have the same
distribution and the sequences (εi) and (Xi) are independent,
Cl and C
∗
l have the same distribution.
Moreover the construction of A∗l via Berbee’s coupling Lemma implies that
C∗l and C
∗
l′ are independent if l 6= l′.
Now we split Z
(2)
n into two terms: Z
(2)
n (T )1Ω = (1/2)Z
(2,1)
n (T ) + (1/2)Z
(2,2)
n (T ) where












i )− E[QTΠm(Y ∗i )]











i )− E[QTΠm(Y ∗i )]
Then we apply Talagrand’s inequality to Z
(2,1)
n (T ).









Then, since Qs⊗t(x) = vs(x)
∫
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since the ϕjl are orthonormal. The property P6 then gives








Φ122γ+4/(22γ+4 − 1)Dγ+2m′′ .
• Now, we compute H2. For T ∈ Bf(m,m′),
































































But, on Ω, C1 and C
∗



























[(ϕjk ⊗ ϕjl)Πm]∗(u, 0)
q∗(−u)







E(eiXi1ue−iXi2v)[(ϕjk ⊗ ϕjl)Πm]∗(u, 0)[(ϕjk ⊗ ϕjl)Πm]∗(−v, 0)dudv




(ϕjk ⊗ ϕjl)Πm(Xi1, y)dy,
∫
(ϕjk ⊗ ϕjl)Πm(Xi2, y)dy).


















































(ϕjk ⊗ ϕjl)Πm(Xi, y)dy
]
(5.17)





















(ϕjk ⊗ ϕjl)Πm(Xi, y)dy|2‖∞
But∫


































Then we have bound the second term in (5.17) by 2f−10
∑
k βk‖Π‖2AΦ21D3m′′/n.
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But E|vϕjkϕjk′ (Y1)|2 =
∫ |vϕjkϕjk′ (x)|2p(x)dx where p is the density of Y1. Since p = q ∗ f ,
|p(x)| ≤ ‖q‖∞ for all x. Then










































Since the order of nH2 has to be larger than the one of v, we choose









































We have already proved that ‖QTΠm‖∞ ≤ f−1/20 ‖Π‖A
√
Φ122γ+4/(22γ+4 − 1)Dγ+2m′′ .










5.6. Detailed proofs 193



















































by taking account of the superposition of the supports. Using now (5.8)∫
|(TΠm)∗(u, 0)|2du ≤ 2πf−10 ‖Π‖2A
∑
j
2jC ′(ϕ)2j(4N − 3)






















Hence, inequality (5.9) and Assumption H5 show that
∫ |(TΠm)∗(u, 0)|2







[|v|2(1−r)1|v|>1 + 1|v|≤1] k−40 ((2jv)2 + 1)2γdv
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with C =
∫ [|v|2(1−r)1|v|>1 + 1|v|≤1] (v2 + 1)2γdv <∞ as soon as r > 2γ + 3/2. Then
∫ |(TΠm)∗(u, 0)|2






































Then replacing n by pn in inequality (5.19) gives
E[ sup
T∈Bf (m,m′)








































k βk. But there
































with K2 = 12f
−1




′) with p(1)2 (m,m
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5.6.8 Technical Lemmas
Lemma 5.4 If |ϕ∗(x)| ≤ k3(x2 + 1)−r/2 for all real x then
• if s and α are reals such that sr > α + 1∫
|ϕ∗(x)|s(x2 + 1)α/2dx ≤ Cs,α <∞
• if r > 1 ∫
|ϕ∗(y)ϕ∗(x− y)|dy ≤ Cr(|x|1−r1|x|>1 + 1|x|≤1)
Proof of Lemma 5.4:
• For the first point, it is sufficient to observe that the function (x2 + 1)(−rs+α)/2 is
integrable if −rs+ α > −1.




































r − 1 |x|
1−2r + 22−r3r−1|x|1−r
]
Thus, if |x| > 1, ∫ |ϕ∗(y)ϕ∗(x−y)|dy ≤ Cr|x|1−r and if |x| ≤ 1, ∫ |ϕ∗(y)ϕ∗(x−y)|dy ≤ Cr
with Cr = k
2
3(2.3
2r−1/(r − 1) + 22−r3r−1).






for r belonging to a countable class R of measurable functions. Then, for ǫ > 0,
E[sup
r∈R













with k1 = 1/6, k2 = 1/(21
√
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Usual density arguments allow to use this result with non-countable class of functions R.
This lemma is proved in Chapter 4 Section 4.7.8.
Lemma 5.6 (Viennet (1997)) Let (Ti) a strictly stationary process with β-mixing coeffi-
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Re´sume´ : Dans cette the`se, on conside`re une chaˆıne de Markov (Xi) a` espace d’e´tats
continu que l’on suppose re´currente positive et stationnaire. L’objectif est d’estimer la
densite´ de transition Π de´finie par Π(x, y)dy = P (Xi+1 ∈ dy|Xi = x). On utilise la
se´lection de mode`les pour construire des estimateurs adaptatifs. On se place dans le cadre
minimax sur L2 et l’on s’inte´resse aux vitesses de convergence obtenues lorsque la densite´
de transition est suppose´e re´gulie`re. Le risque inte´gre´ de nos estimateurs est majore´ graˆce
au controˆle de processus empiriques par une ine´galite´ de concentration de Talagrand. Dans
une premie`re partie, on suppose que la chaˆıne est directement observe´e. Deux estimateurs
diffe´rents sont pre´sente´s, l’un par quotient, l’autre minimisant un contraste moindres
carre´s et prenant e´galement en compte l’anisotropie du proble`me. Dans une deuxie`me
partie, on aborde le cas d’observations bruite´es Y1, . . . , Yn+1 ou` Yi = Xi + εi avec (εi) un
bruit inde´pendant de la chaˆıne (Xi). On ge´ne´ralise a` ce cas les deux estimateurs pre´ce´dents.
Des simulations illustrent les performances des estimateurs.
Mots-clefs : estimation adaptative, densite´ de transition, chaˆıne de Markov, se´lection
de mode`les, contraste pe´nalise´, mode`le de Markov cache´.
Adaptive nonparametric estimation for Markov chains
and hidden Markov chains
Abstract : In this thesis, we consider a Markov chain (Xi) with continuous state space
which is assumed positive recurrent and stationary. The aim is to estimate the transition
density Π defined by Π(X, y)dy = P (Xi+1 ∈ dy|Xi = x). We use model selection to
construct adaptive estimators. We work in the minimax framework on L2 and we are
interested in the rates of convergence obtained when transition density is supposed to be
regular. The integrated risk of our estimators is bounded thanks to control of empirical
processes by a concentration inequality of Talagrand. In a first part, we suppose that the
chain is directly observed. Two different estimators are introduced, one by quotient, the
other minimizing a least squares contrast and also taking into account the anisotropy of
the problem. In a second part, we treat the case of noisy observations Y1, . . . , Yn+1 where
Yi = Xi+εi with (εi) a noise independent of the chain (Xi). We generalize to this case the
two previous estimators. Some simulations illustrate the performances of the estimators.
Keywords : adaptive estimation, transition density, Markov chain, model selection,
penalized contrast, hidden Markov model.
