In this paper, we derive a Singleton bound for lattice schemes and obtain Singleton bounds known for binary codes and subspace codes as special cases. It is shown that the modular structure affects the strength of the Singleton bound. We also obtain a new upper bound on the code size for non-constant dimension codes. The plots of this bound along with plots of the code sizes of known non-constant dimension codes in the literature reveal that our bound is tight for certain parameters of the code.
I. INTRODUCTION
In [1] , a model for error correction for random network coding is proposed. In the proposed model, subspaces of a vector space are transmitted and the network acts like a channel which corrupts the transmitted subspace and a different subspace can be possibly received. The codes constructed in this framework are called subspace codes.
In [1] , only codes where all subspaces have the same dimension are considered. Further, a Singleton bound, and sphere packing bounds are derived and a code construction is presented. In this paper, we generalize the results presented in [1] .
Let q be a prime power, n a natural number and W a n-dimensional vector space over F q . The class of all subspaces of W , denoted by P(W ) and called a projective space, is the input alphabet and the output alphabet for the operator channel [1] . This channel is used to model errors and erasures arising in network communication while employing random network coding (RNC). A channel encoder maps incoming messages to subspaces. Subspaces are transmitted through the operator channel and received by the sink. The operator channel model for RNC is shown in Fig. 1 where V is a transmitted subspace and U is a received subspace, k = dim(U ∩ V ) and E is called the error subspace. We say that the operator channel introduces ρ = dim(V ) − k erasures and t = dim(E) errors.
A subspace code is a subset of P(W ). A metric, called the subspace distance d S , is defined on a projective space in [1] . Given two elements A, B ∈ P(W ), subspace distance is defined as 
On the other hand, in binary coding, binary vectors are transmitted and Hamming distance serves as a metric on a binary vector space. It was noted in [3] that the model for subspace codes is similar to the model of binary codes. The similarity is captured using lattices. The author of [3] points out that the lattice of subsets can be used to represent binary codes and the lattice of subspaces can be used for subspace codes. Motivated by this observation, we define the concept of 'lattice schemes' in this paper, which serves as an analogue for both binary codes and subspace codes. A Singleton bound for constant height codes in a modular lattice was derived in [4] . The technique of 'puncturing a code' used to prove Singleton bound in that paper is very similar to the one used in [1] . It is shown that every time one 'punctures' a code, the minimum distance of the code can drop by at most two units.
In this paper, we generalize the Singleton bound to non-constant height lattice schemes in a geometric modular lattice. It turns out that the Singleton bound derived for constant dimension codes in [1] is not tight [5] . On the other hand, the classical Singleton bound for binary codes is tight at least in certain cases. Our main motivation of this paper was to investigate this difference in behavior. The binary codes are schemes in a distributive lattice and the subspace codes are schemes in a modular lattice. We show that the lack of distributivity in subspace codes causes the Singleton bound to weaken.
Our contributions in this paper can be summarized as follows:
1) We modify the definition of puncturing given in [4] . Under the modified definition of puncturing, we show that the drop in minimum distance after puncturing a scheme in a geometric modular lattice can be at most two units. However, we show that the drop in minimum distance after puncturing a scheme in a geometric distributive lattice is at most one unit.
2) According to a theorem in lattice theory, any distributive lattice cannot have the lattice M 3 , shown in Fig.   2 , as its sub-lattice [6, Chapter 2, Theorem 13]. We show that the minimum distance of a lattice scheme drops by two units after puncturing any non-distributive modular geometric lattice and this is due to the M 3 structure.
3) We derive a Singleton bound for lattice schemes in a geometric modular lattice (called the 'Lattice Singleton Bound'). Lattice schemes is not assumed to be of a constant height as in [4] . The classical Singleton bound is derived as a corollary. The paper is organized as follows: In Section II we give an introduction to lattices. Section III defines a lattice scheme and shows that binary codes and subspace codes are equivalent to lattice schemes for some lattices. We modify the definition of puncturing in [4] in Section IV. A Singleton bound for geometric modular lattice is then derived and its applications are presented in the same section.
Notations: A set is denoted by a capital letter and its elements will be denoted by small letters (For example,
x ∈ X). All the sets considered in this paper will be finite. Given a set X, |X| denotes the number of elements in the set and for a subset A of X, A c denotes the complement of the set A in X. . A lattice will be denoted by (L, ∨, ∧) and sometimes we will drop the join and the meet notation, simply calling it L. F q denotes the finite field with q elements where q is a power of a prime number. F * q denotes all the non zero elements of F q . The symbol V denotes a vector space (generally over F q ). For a subset S of V , S denotes the linear span of all the elements in S. Given two subspaces A and B, A + B denotes the smallest subspace containing both A and B. Let V be a n dimensional space over F q . Then the symbol G(n, l) denotes the Grassmanian, i.e. the set of all l dimensional subspaces of V . The number of elements in G(n, l) is denoted as n l q . F n q denotes the n dimensional vector space of n-tuples over F q . Given a vector x ∈ F n q , x i denotes the i-th co-ordinate of x. The support of x ∈ F 
II. INTRODUCTION TO LATTICES
This section serves as a quick introduction to lattice theory. All the lattice theory definitions and theorems required for the rest of the paper are given in this section. We follow notations and definitions from [6] .
Definition 1:
A poset is a pair (P, ≤), where P is a set and ≤ is a binary relation (called the order relation) on the set P satisfying:
For the remainder of the paper, P denotes a poset with ≤ as the order relation. If x ≤ y and x = y, then we use the shorthand x < y. x ≤ y is read as "x is less than y" or "x is contained in y". Definition 2: An upper bound (lower bound) of a subset X of P is an element a ∈ P containing (contained in) every x ∈ X. The least upper bound (greatest lower bound) of X is the element of P contained in (containing) every upper bound (lower bound) of X.
If a least upper bound, or a greatest lower bound of a set exists, it is unique due to the antisymmetry property of the order relation (Definition 1). The least upper bound of a set X is denoted by sup X and the greatest lower bound is denoted by inf X.
Definition 3:
A lattice L is a poset which has the property that ∀a, b ∈ L, the sup{a, b} exists and inf{a, b} exists. The sup{a, b} is denoted by a ∨ b (read as "a join b") and the inf{a, b} is denoted by a ∧ b (read as "a meet b"). The lattice itself is denoted by (L, ∨, ∧).
We will assume, for the purposes of the paper, that all the lattices are finite and have a unique greatest element denoted by I, and a unique least element denoted by O.
Definition 4:
A sub-lattice of a lattice L is a subset K of L that satisfies the following condition:
A map ψ from L to K is said to be a lattice homomorphism if it satisfies the following conditions:
Further, if ψ is bijective, then we say that L and K are isomorphic.
Example 1: Let X = {1, 2, 3} and P(X) denote the power set of X. We can view (P(X), ⊆) as a poset where set inclusion is the order relation. The power set under this order is a lattice. For any subsets A and B, A ∨ B = A ∪ B and A ∧ B = A ∩ B. Further, the lattice generated by subsets of {1, 2} is a sub-lattice. Notice that
One can completely specify an order of a poset (finite ones) by a Hasse diagram, like the one shown in Fig. 3 .
If a ≤ b and there is no t such that a ≤ t ≤ b, we say that "b covers a". In the Hasse diagram of a lattice, a and b are joined iff b covers a or a covers b. The diagram is drawn in such a way that if b covers a, then b is written above a. Clearly, a ≤ b iff there exists a path from a moving up to b. The order relation is completely specified by such a diagram. Naturally, I will be the topmost element and O will be the lowest element.
For a set X, (Pow(X), ∪, ∩) will denote lattice of the power set of X with union and intersection as join and meet of the lattice respectively.
It is immediate that for any set X, (Pow(X), ∪, ∩) is a distributive lattice. However all lattices are not distributive, as seen in the examples below. 
The above lattice is not distributive, i.e. A ∩ (B + C) = A ∩ B + A ∩ C fails for three distinct subspaces A, B, C.
If A ⊆ C, one can prove that A + (B ∩ C) = (A + B) ∩ C and thus it behaves partly distributively. This property is captured in the following definition:
is modular if the following condition holds:
If the lattice is distributive, the modularity condition holds. This means that any distributive lattice is modular.
However (Sub(V ), +, ∩) is a modular lattice that is non distributive. It turns out that the M 3 lattice characterizes 
for some real-valued function v on the lattice. This is indeed true and in turn, such a function helps characterize modular lattices. We need the following few definitions and results to make the characterization precise.
Definition 8:
An isotone valuation on a lattice L is a real valued function v on L that satisfies:
Additionally, the isotone valuation is called positive, if
said to be the distance induced by v. 
In a lattice (L, ∨, ∧), a chain C is a subset of L with the property that for all a, b ∈ C, a ≤ b or b ≤ a. We say that in a chain, any two elements are comparable. Given two elements a, b ∈ L, a chain {x 1 , x 2 , · · · , x l } of L with the property a = x 0 < x 1 < · · · < x l = b is called a chain between a and b. The length of the chain is defined as l.
Definition 9:
The height of an element x in a lattice L is the maximum length of a chain between O and x. It
The number h L (I) is called the height of the lattice L or the dimension of L. Note that the chain from O to O contains only one element, and thus h L (O) = 0. We need an additional property to characterize modular lattices. 2) L has the Jordan-Dedekind property and h is a valuation.
The N 5 lattice shown in Fig. 5 does not satisfy the Jordan-Dedekind property and therefore, due to Theorem 3,
The height function h is a positive isotone evaluation for modular lattices. Therefore from Theorem 2, the distance function induced by h is a metric on the modular lattice. All the lattices, considered in this paper, will be modular.
We will use this observation in the next section to define a coding metric for the definition of lattice schemes. We, therefore, have the following proposition which follows from Theorem 2. Definition 11: A geometric modular lattice is a modular lattice of finite height in which every element is a join of atoms. Further, if the geometric modular lattice is distributive, then it will be called geometric distributive. The lattice of subsets is a an example of a geometric distributive lattice and the lattice of subspaces is an example of a geometric modular lattice.
However, all modular (distributive) lattices are not geometric. For example, consider the sublattice (in fact, a chain)
of (Pow({1, 2, 3}), ∪, ∩) (shown in part (A) of Fig. 6 ). L 1 is not geometric because {1, 2, 3} cannot be obtained as a join of atoms of L 1 (since there is only one atom in L 1 ). L 1 is distributive since it is a sublattice of distributive lattice viz. (Pow({1, 2, 3}), ∪, ∩). Therefore L 1 is an example of non-geometric distributive lattice.
In order to construct a non-geometric non-distributive modular lattice, we will consider a sublattice of (Sub (F   3 2 ), +, ∩). For the sake of presentation, we will represent a vector (a, b, c) by the natural number a + 2b + 4c. For example,
(1, 0, 1) will be represented as 5. Consider the sublattice 2 ), +, ∩). L 2 is not distributive because it contains a copy of M 3 as a sublattice (M 3 is non-distributive). It can be verified that {3, 5} cannot be obtained as a join of atoms of L 2 and thus L 2 is non-geometric. Therefore L 2 is an example of nongeometric non-distributive modular lattice.
III. LATTICE SCHEMES
In order to develop a lattice based framework for Singleton bounds, we need a definition of a code in this framework. In this section, we define 'Lattice Schemes' which will serve as analogues of codes. This idea is motivated by the coding-like theory, introduced in [3] . We will show that Hamming space, and the projective spaces are examples of lattice schemes. Henceforth, all the lattices are assumed to be geometric modular of finite height unless otherwise mentioned.
A lattice scheme, which is analogous to a code, is defined as follows:
Definition a, b) .
The dimension of a lattice scheme is defined as n := h(I).
A coding space (X, d X ) is a metric space where X is a set and d X is a metric on X. A code C in a coding space (X, d X ) is a subset of X. The connection between lattice schemes and codes is made precise in the following definition.
Definition 13: Let C be a lattice scheme in (L, d h ) andC be a code in a coding space (X, d X ). We say that the codeC is equivalent to a lattice scheme C, if there exists a function T : X → L, that satisfies the following conditions:
T is called a transform for the codeC. When a lattice scheme is equivalent to a code, we also say the code is equivalent to the scheme. A transform for a code preserves the distance between any pair of codewords. Therefore whenever a lattice scheme is equivalent to a code, the lattice scheme will have the same minimum distance as the code. The following proposition follows from Definition 13, Proposition 1: Let C be a lattice scheme with minimum distance d that is equivalent to codeC with minimum distanced, then 1) d =d.
2) ifÃ ⊆C, then there exists A ⊆ C such that the lattice scheme A is equivalent to the codeÃ.
Proof: Since 'C is equivalent toC', the first part follows from the definition. For the second part, since C is equivalent toC, there exists a transform T . We define A := T (Ã). Clearly A ⊆ C and the function T still serves as a lattice transform for the codeÃ. Thus A is equivalent toÃ. Due to the above proposition, given a lattice scheme equivalent to a code, we can talk of the minimum distance without specifying whether it is the minimum distance of the code or the minimum distance of the scheme. From the second part of the Proposition 1, we can infer that the subsets of codes are equivalent to certain subsets of schemes.
Therefore, if we prove that a coding space itself is equivalent to some lattice, then any code in the coding space is equivalent to a scheme in the lattice. We use this observation to establish that every binary code is equivalent to a scheme in the power set lattice. We claim that the entire coding space F n 2 is equivalent to the power set lattice L. To see this let,
It can be verified that φ(x + y) = φ(x) φ(y) (where represents the symmetric difference of sets) and that φ is
The number of elements in φ(a+b) will be the Hamming
. Therefore, φ is the power set lattice transform for the binary code.
Since the map is onto, φ is a bijective map. By application of the second part of Proposition 1, we see that every binary code is equivalent to a power set lattice scheme.
The lattice of subspaces, discussed in the previous section, also provide examples of lattice schemes. In a projective lattice, the metric induced by the height function is the subspace distance. Therefore, any subspace code is equivalent to a lattice scheme in the projective lattice. 
, the metric induced by the height function is the subspace distance. The identity map can be a transform in this case. And thus, subspace schemes are equivalent to subspace codes.
IV. SINGLETON BOUND
We derive the Singleton bound for geometric modular lattices in this section. We use the notion of puncturing a scheme from [4] and investigate the effects of puncturing on the minimum distance of a lattice scheme. It will be proved that, after puncturing a scheme in a geometric modular lattice, the maximum drop in minimum distance will be two. However, if the lattice is known to be distributive, it is shown that the maximum drop in minimum distance is one. This observation will be applied repeatedly until the minimum distance drops to zero so that a bound can be derived on the cardinality of the scheme.
We will need the following definition of Whitney number of the second kind, from [7] , to state the lattice Singleton bound:
Definition 14: The Whitney numbers W k (L) of a lattice L in a lattice with height h is defined as
The Whitney numbers of a lattice count the total number of elements in the lattice of a given height.
Definition 15: A scheme C in L is said to be punctured to C if C = {w ∧ a|a ∈ C} for some w ∈ L. If w has a height of h(I) − 1, the scheme C is said to be punctured by a dimension.
We need the following lemma (called the 'distance drop lemma') to establish the proof of the main theorem later.
Lemma 1 (Distance drop lemma): Let C be a scheme in (L, d h ) with minimum distance d, and let C be punctured
Proof:
Proof of 1): We assume L is distributive. We have to show that
Since the lattice is distributive, we can write it as,
The height function is a valuation and thus satisfies h[
. We use this in the above equation to obtain,
Using this inequality and h[w] = n − 1, we get
Using this, the definition of d h (a, b) and the fact that d is the minimum distance of the scheme C, we finally get
Proof of 2): We have to show that
Repeatedly using the fact that the height function is a valuation and thus satisfies h[
we get,
Using this inequality and h[w] = n − 1, we get the following:
Using the definition of d h (a, b) and the fact that d is the minimum distance of the scheme C, we finally get,
The distance drop lemma states that in a non-distributive lattice, the drop in the minimum distance after puncturing a dimension, can be at most two units. So it would be interesting to know if it is possible that the drop of two units is exhibited by some scheme in a non-distributive lattice. The following example constructs such a scheme.
Example 5: Let V be a three dimensional space, over F 2 , spanned by {e 1 , e 2 , e 3 }. Let A 1 = {e 1 , e 2 } , A 2 = {e 2 , e 3 + e 1 } and W = {e 2 , e 3 } . We have
that is, the sub-lattice generated by A 1 , A 2 and W is M 3 ) as expected. If our scheme contained A 1 , A 2 and W , then puncturing the scheme with W would have left W as it is and punctured only the remaining two subspaces.
The above example clearly illustrates that the lack of distributivity in a lattice can drop the distance of a punctured scheme by two units. In fact, whenever a scheme has two elements, a and b, which along with a third lattice element c generates a sub-lattice isomorphic to M 3 , we can puncture by a dimension so that the distance between a and b drop by two units. This is established in the Lemma 2.
Lemma 2: If the sub-lattice generated by a, b, c ∈ L is isomorphic to M 3 , then there exists a w ∈ L with
Proof: We will refer to |d(a,
. From the proof of the second part of Theorem 1, the drop in distance is two units if and only if all the inequalities in the that proof are equalities. That is, the drop in distance is two units if and only if It is given that the sub-lattice generated by {a, b, c} is isomorphic to M 3 . In other words, 
But this means
Therefore, since L is a geometric lattice, we can find a w such that c ∨ x ≤ w and h[w] = h[I] − 1. If we pick this w to puncture the lattice L by a dimension, we will show that the drop in distance is two units by proving the relations (2) and (3). Fig.7 shows a depiction of the complement x of a ∨ b and the construction of w.
To establish 2, we use a height calculation:
Therefore we establish that a ∨ w = I. In a similar manner, we can establish b ∨ w = I. Since a ∧ b ≤ c and c ≤ c ∨ x = w, 3 is also proved. Hence the drop in distance is two units between a and b.
Next, we show that this happens in all non-distributive lattices since every non-distributive lattice has a M 3 sub-lattice.
and only if L is a non-distributive lattice.
Proof: Again, we will refer to |d(a,
From the first part of Theorem 1, the drop in distance is at most one unit in a distributive lattice. This means that if the drop in distance is two units, the sub-lattice M generated by {a, b, w} is modular non-distributive and therefore L is non-distributive.
On the other hand, suppose L is a non-distributive lattice. Then by Theorem 1 L contains a sub-lattice M , isomorphic to M 3 , generated by {a, b, c} for some a, b, c ∈ L. Therefore, by Lemma 2, there exists a w ∈ L with
We will now derive a Singleton bound for lattice schemes, that establishes an upper bound on the cardinality of the scheme, for a given minimum distance for geometric modular lattices.
is a geometric modular lattice with height h and h(I) = n, d h is the metric induced by the height function, and C is a scheme of L with minimum distance d, then
where L = [0, w] for an element w ∈ L and h(w) = n − α L . The constant α L depends on the lattice as follows:
, when L is modular.
Proof: Given the lattice L, pick an element w 1 of height n − 1 (which always exists in a geometric modular lattice). Now puncture the lattice by a dimension to get a new geometric modular lattice L with height n − 1 and suppose that drop in minimum distance of the scheme, after puncturing a dimension, is at most β. If d is the minimum distance of the punctured scheme C , then
, then all elements in the punctured scheme C are still distinct. We repeat the puncturing operating on the new lattice. Suppose w i is used to puncture the at the 'i'th step, then the height of w i in the lattice is n − i. The puncturing is repeated maximum number of times so that the minimum distance of the punctured scheme does not drop to zero. In other words, we keep puncturing the lattice, until the minimum distance of the punctured scheme is just short of zero. Let us say that the lattice was punctured α L times. Since the minimum distance of the punctured scheme is still non zero, the punctured scheme contains exactly the same number of elements as C. At this stage, the minimum distance of the scheme is non-zero and all the elements of the punctured scheme are in an interval of [0, w] where w is an element of height n − α L . Clearly the number of elements in the scheme C is upper bounded by the total number of elements in the punctured lattice. Thus
If the minimum distance of the scheme, after being punctured . This completes the proof.
According to Theorem 5, when puncturing by a dimension, the distance between elements of non-distributive lattice scheme will decrease by at most two units. However, if the distance between a and b in a scheme is the minimum distance of the scheme and the sub-lattice generated by {a, b, w} is distributive, then the drop in the distance between a and b is not more than one unit. In the proof of Theorem 6, when we repeatedly puncture by a dimension, we use a drop of two units to obtain the bound. Therefore if there is a non-distributive lattice scheme such that the elements that are at a minimum distance after each puncture form a non-distributive sub-lattice with the puncturing element, then the Singleton bound would be tighter for non-distributive lattices. However, we have not been able to construct such schemes.
We will now apply Theorem 6 to two important lattice schemes (namely the power set lattice and the projective lattice) and derive the corresponding LSB. The LSB that we obtain coincides with the Singleton bound found in the literature. First, we derive the classical Singleton Bound in as a corollary to Theorem 6.
is the number of subsets of size k in the scheme C, given that
Applying the LSB theorem, we get,
which is the Singleton bound for (F n Bounds for q = 2 and d = 4
Dimension of the code (n) Size of the code (in log2 scale) Fig. 8 . A plot that compares code sizes of different non-constant dimension codes and a lower bound on the code size. Note that the KhKs code sizes are within three bits from our upper bound. The subspaces are assumed to be over F 2 and the minimum distance is fixed at 4.
A new bound for non-constant dimension subspace codes can be derived by applying Theorem 6. This Singleton bound in projective spaces will be specified using Gaussian numbers (they are the q-analogues of binomials [8] ). is the total number of K-dimensional subspaces of an N -dimensional space over F q and thus by Theorem 6,
Although this is a new upper bound, the tightness of the bound is not apparent. Therefore we investigate the behavior of our bounds, at such ranges, by plotting it with other bounds in the literature. We will compare our bound (LSB) to the Gilbert Varshamov bound (EV-GVB) proposed in [5] for various values of the minimum distance.
Further, we will plot points achieved by various codes in the literature.
The plot is shown in Fig. 8 . The minimum distance of the projective code and the finite field size has been fixed at 4 and 2 respectively, throughout this section. The plot clearly shows our upper bound above the lower bound EV-GVB. The points marked 'EtzSilb codes' and 'KhKs code' are the code parameters reported in [10] and [9] respectively, for q = 2 and d = 4. Fig. 8 shows that the EtzSilb codes and KhKs codes are close to optimal for q = 2 and d = 4. The KhKs code sizes are roughly 3 bits away from the upper bound.
V. CONCLUSION
We introduced the notion of lattice schemes which serve as analogues of codes. We showed that binary codes and projective codes are special cases of lattice schemes. We derived a general notion of Singleton bound for lattices from which the classical Singleton bound for binary codes was derived as a corollary. We have proved that in any non-distributive modular lattices, a distance drop of two can be achieved by choosing an appropriate puncturing element. We proved that puncturing a dimension gives a tight bound for distributive lattices but not for projective lattices. The upper bound for non-constant dimension projective codes is also obtained. It is demonstrated that this bound is tighter when the minimum distance is much smaller than the dimension of the ambient space of the code.
It is not known whether there are lattice schemes that achieve the LSB for any lattice. It is not clear whether the Singleton bounds for rank metric codes, non-binary codes and quantum codes can be included in this framework.
It would be useful to investigate interesting lattice schemes other than projective codes and binary codes. In [10] , Ferrers diagrams are used to construct projective codes and a bound similar to Singleton bound for rank-metric codes is also derived. Ferrers diagrams form a non-geometric distributive lattice. Therefore generalization of the LSB for non-geometric lattices is also an interesting direction for further research. It would be interesting if the bound presented in [10] can be presented from the point of view of lattices.
