Abstract-Using a clustered system of sensors able to measure 03, NO/N02, CO and CO2, we want to compare the performance of several calibration methods. Based on the outcome of the single sensor's evaluation, the suitability of this cluster is investigated using deterministic or statistical methods such as multivariate regression and neural networks. The objective of the study is to assess if the measurement uncertainty of sensors can reach the Data Quality Objective of the European Air Quality Directive for indicative methods.
I. INTRODUCTION
Compared to the reference methods defined in the Air Quality Directive [1] , the use of low-cost gas sensors would reduce air pollution monitoring costs and allow larger spatial coverage even in remote areas. However, calibrating these sensors for monitoring air quality keeps on being a challenge. The selectivity and stability of sensors are generally found problematic [2, 3, 4] . Consequently, more sophisticated algorithms for quantifying air pollution are being developed. Among the studied methods, the temperature cycle operation was shown to limit cross sensitivities and aging of sensors [5] under laboratory conditions. This method is also relevant for the identification of organic compounds [6] . Other authors reported the use of several metal oxides (MOx) sensors operated at different heating temperature [7, 8] . Theses multi sensors were either calibrated against standard gas mixtures or using artificial neural network under field conditions. The latter method resulted mixed results either satisfactory for short periods or generally weak for longer data series. Neural network calibration has mainly been implemented for the identification of organic compounds and smell [9, 10] or for monitoring compounds such as CO or CH4 at high levels [II] . Few attempts have been made to use neural network for the calibration of sensor for monitoring in the low ppb range [12, 13] . One of these studies looked at neural network calibration for benzene at ppb levels [14] . However, the Muralto (TI), Switzerland fausto. bonavitacola@ingpec.eu majority of the studies cited before used the sole MOx-type sensors which are known to suffer from a lack of stability and long response times [15] . A recent study describes a new real time field calibration by comparing mobile sensor responses with reference measurements of existing reference monitoring stations [16] .
Recently, within the EURAMET MACPoll project [17] , the performance of single commercial sensors has been evaluated [18, 19, 20, 21] according to a precise protocol [22] . This study produced large datasets of measurements for several compounds under laboratory conditions and field campaigns. Such data sets were not previously available in literature, especially considering the number of controlled parameters (NOx, 03, CO, S02, CO2 temperature, relative humidity, wind and pressure).
In this study, an analysis of the performance of different calibration models over a great number of sensors tested in the same conditions was performed. The study considered the calibration of single sensor and of a cluster of sensors able to measure a broad range of pollutants. The performance of the calibration methods were compared taking as indicator the measurement uncertainty of each method. An example is given in this paper for the estimation of hourly 03 values. It was then evaluated if the uncertainty could meet the Data Quality Objective (DQO) of the European Air Quality Directive [1].
II.

EXPERIMENTS
Experiments were carried out in collaboration with the European Reference Laboratory for Air Pollution (ERLAP) at the EMEP station of the Joint Research Centre (45°48.881 'N, 8°38.165'E). The station is located in a semi-rural area at the NW edge of the Po valley (Italy) and it is equipped with meteorological sensors (temperature, relative humidity, wind and pressure) and reference gas analyzers for NOx, 03, CO, CO2 and S02. These reference measurements were used for data validation, comparison and data treatment of sensor responses. Based on the evaluation and validation of low-costs sensors carried out within the EURAMET MACPoll project [18] [19] [20] [21] , several sensors were chosen to be grouped in a clustered system able to detect 03, NOIN02 and CO. These pollutants are regulated in the air quality Directive 2008/S0JEEC [I] . It was decided to keep the most efficient sensors with shortest response time, highest sensitivity, and smallest repeatability. To extend the range of species, CO2 sensors were added. The cluster consisted of S N02 sensors and 2 CO sensors, both electrochemical and metal oxide type, 1 NO and 3 03 electrochemical sensors and 2 infrared CO2 sensors (see Table 1 ). For NOb MOx and electrochemical sensors were used in order to benefit from the different inherent cross sensitivities of both types of sensors.
III. CALIBRATION METHODS AND CHOICE OF V ARlABLES
Three calibration methods were tested: simple linear regression (LR), multivariate linear regression (MLR) established within MACPolI [18] [19] [20] [21] and artificial neural networks (ANN) with raw, standardized and calibrated sensor responses.
A. Linear regression (LR)
Calibration functions were established by ordinary linear regression, using the minimization of residuals of the sensor responses vs. reference measurement (UV photometry analyzer for 03, chemiluminescence for NOx, non-dispersive infrared gas-filter correlation spectroscopy for CO and differential non dispersive infrared for CO2). Thus, the calibration functions were of the type Rs = a.x +b where Rs represents sensor responses and X is the corresponding reference measurements. Finally, the measuring function, the converse equation X = f(Rs) was applied to each sensor. The coefficient of determination (R2) of each calibration is given in Table l.
B. Multivariate linear regression (MLR)
The calibration was carried out using the least square method taking into consideration more than one explanatory variables. Models were established during the MACPolI studies (see Table 2 ). As for the LR, the calibration functions consisted of equations of the type Rs = f(X,Yi), where f(X,Yi) is a function of multiple reference measurements. The resulting measuring function, X = f(Rs,Yi), was applied to each sensor. The coefficient of determination (R2) of each calibration is given in Table 2 . An artificial neural network was designed based on a multilayer perceptron (MLP) with feedback, input bias and one hidden layer of variable number of nodes [23] . The input consisted of sensor responses and meteo data. The output of the ANN consisted in the estimate of 03 reference values.
Initially, all sensors which were correlated with 03 and found independent between each other were selected. Using sensitivity analysis, variables that were not found significant were discarded. Sensitivity analysis was performed by the estimation of the effect of one parameter (also called predictor) on the model residuals when this one is significantly modified. For the analysis, we computed the sums of squares residuals for the model when the parameter was eliminated from the neural network and we estimated the ratio of the reduced model against the full one. In this method called Custom Neural Networks (CNN) , we defined individual network architectures and training algorithms. Several networks were designed to solve the model and then we selected those networks that best represented the relationship between the sensor input and the target reference measurements.
Three studies have been performed by changing the input data: raw, standardized and calibrated by MLR sensors data. To realize the study, the dataset was divided in three periods: a training period (I week), a test period (I week) and a validation period (3 weeks). The output of ANN consisted in the average of an ensemble of the S best networks within 100 tested networks with different MLP architectures.
IV. RESULTS
A. Linear regression
The linear regression was performed using data of the first week in order to calibrate. As we focused on ozone, we selected the sensor that showed the best correlation factor: the 03_3EIF sensor with R 2 = 0.87 (see Table 1 ). This sensor will be used throughout the whole document.
The measuring equation was applied to the extrapolation set of data, the remaining 4 weeks. Fig. 1 gives the scatterplot of the estimated sensor values vs. the reference measurements. It shows that although the strength of association remain similar to calibration (R2 = 0.86 compared to 0.87), the sensor responses drifted both in slope (l.13) and intercept (-7).
B. Multivariate linear estimation
During the MACPolI evaluations the 03_3EIF sensor was not affected by meteorological parameters such as temperature or humidity but it showed cross-sensitivity to N02. As needed in the MLR model (see Table 2 ), the other input (gaseous or meteorological) have been selected within the reference measurements to maximize the benefits of the calibration.
The constants a, b and c of the sensor model were fitted during the first week of measurements. Subsequently, the equation was applied to the extrapolation set of data. Fig. 2 shows the scatterplot of the calibrated sensor data using the MLR method against the reference measurement. The use of N02 reference values improved R 2 from 0.87 to 0.9l.
C. Artificial neural network
For the estimation of 03 with ANN, the significant input parameters were found by sensitivity analysis and consisted in 3 sensors without meteo data: one 03 electrochemical (03_3EIF) and 2 N02 MOx (2710 and 4514). The combination of electrochemical!metal oxide and 03/N02 sensors appears to be the most efficient. Table 3 gives the regression parameters for the three types of input data for the validation period. The R 2 of the three models are equivalent. The ANN based on calibrated data (MLR) gave the best slope and intercept (nearer to I and 0, respectively) and the lower root mean square error (RMSE). However, the improvement of the ANN, even on raw data, is significant as shown by the increase of R 2 from 0.87 to 0.95. Fig. 3 gives the sensor values vs. reference UV-photometry values data using the ANN on raw data.
D. Comparing the different models
To assess the performance of each calibration method, we calculated the measurement uncertainty using orthogonal regression of the estimated outputs against reference data. The uncertainty was compared with the DQO for indicative method that corresponds to a relative expanded uncertainty of 30%. . . . .
., " . e., ,.
.
• ".. r. Ozone, UV-photometry nmoVmol Ozone, UV-photometry nmoLimol OZOrle, UV-photometry nmol/mol Fig. 3 . Scatterplot of the calibrated sensor data using the ANN based on raw sensor's data against reference measurements. calculated using the following equation [24] .
The LR model met the DQO with an uncertainty of 20% at the 03 limit value of 60 nmol/mol [1] . Even if at low levels the MLR is similar to the LR, it slightly raised up to a value of 25% at high concentration. Compared to LR, MLR gave a better association with reference data (higher R2), a slope of I for the regression line. However, the high intercept that suggests a drift from calibration increased the measurement uncertainty. The major drawback of this model was that it needed meteo and reference data for the calibration of most sensors. The artificial neural network gave the lowest uncertainty especially for the ANN based on MLR calibrated measurements. Though, as it was based on MLR data, it required the use of reference values. ANN on raw data gave the most interesting results with an uncertainty of 10% at 60 nmol/mol, with the combination of only I electrochemical 03 sensor and 2 MOx N02 un-calibrated sensors.
The ANN method increased the strength of association between estimated and reference data (higher R2 and lower RMSE). Moreover, it also allowed the decrease of the bias to reference data, with the slope and intercept of orthogonal regression being nearest to I and 0 respectively.
V.
CONCLUSION
Based on the measurement uncertainty estimated by orthogonal regressions of the sensor outputs versus reference data, the most suitable calibration method appeared to be ANN using raw sensors data. Simple LR and MLR were shown to produce the highest measurement uncertainty. While MLR needed meteo data for calibration of most sensors, ANN using only 3 sensors of different types (l 03 chemical and 2 N02 resistive sensors) was able to solve the main interferences of the 03 sensor without the need for reference data after calibration.
It is likely that by combining electrochemical 03 and N02 MOx sensors, the ANN can solve the 031N02 interference of chemical sensors. The humidityltemperature dependence was also corrected, we suppose thanks to the difference of influence of these parameters on chemical and MOx sensors. Finally, using a cluster of sensors for calibration purpose, the data quality objectives of the European Directive for indicative methods could be met for 03 (uncertainty, Un of 30 %).
