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ROMS with horizontal grid spacing of 3.5 km for the region off Central California was compared to RAFOS
float observations and satellite altimetry on meso/submesoscales. The approach introduced and used two
new metrics for model-data comparison, as well as suggested how to calculate these metrics for different
spatio-temporal scales. The first metric consisted of the first two moments of exit time and was used to
compare ROMS against RAFOS float observations at mid-depths (between 300 m and 350 m). Exit time is
the time a float launched at a point takes to leave a domain for the first time. The second metric was spec-
tral entropy and was used to estimate how well ROMS reproduced variability of the sea surface height
(SSH) anomaly field extracted from an AVISO data set (1992–2007) for specified temporal and spatial
scales. Calculations showed that ROMS reproduced the mid-depth mesoscale/submesoscale currents next
to the coast in a very accurate manner (low-order exit time statistics of floats were reproduced by ROMS
with an accuracy better than 95%); but ROMS overestimated the speed of westward drift of floats by as
much as 20–30% at distances greater than 350 km from the coastline. ROMS predicted the variability of
the mesoscale (100–400 km) SSH anomaly field for temporal scales of 1–12 months with a reasonable
accuracy. A wavelet transform modulus maxima technique applied to the spectral entropy of SSH anom-
aly also demonstrated good agreement between ROMS and satellite altimetry for mesoscales character-
ized by singular exponents and multi-fractal spectra for 1–12 month time scales.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Currents along ocean eastern boundaries have a broad range of
temporal and spatial scales and include waves and wave-eddy
structures, meso- and submesoscale eddies, tides, and inertial mo-
tions. Progress towards better understanding of this variability is
closely linked to the development of (a) high-resolution models
with good physical parameterizations which are able to predict
coastal flows on time scales ranging from days to months, and
(b) adequate signal processing tools for multi-scale analysis of pre-
dicted flows characterized by a hierarchy of spatial and temporal
scales. The latter is very important for the analysis of high-resolu-
tion model simulations because understanding of three-dimen-
sional (3D) mesoscale and submesoscale features (eddies, fronts,
filaments, etc.) and their variability will most likely come from
three-dimensional numerical simulations at progressively finer
resolution (Capet et al., 2008, among others). Clearly, these high-
resolution models need to be validated using all available observa-ll rights reserved.tions of mesoscale/submesoscale features collected in a region of
interest.
A high-resolution model provides forecasts of flows that are not
fully replicated by in-situ data within a range of variables, parame-
ters or scales. Howcan results of thesemodels be compared to ocean
observations?Opposite views are expressed inmodern scientific lit-
erature. Oreskes et al. (1994) noted the impossibility of validation of
complex models because ‘‘natural systems are never closed and
model results are always non-unique.” This reinforces the view that
direct comparison of ocean models and observations is difficult
since neither the dynamics of numericalmodels nor themodel input
(bathymetry, external forcing and subscale parameterizations) are
identical to nature. This view is popular among oceanographers
and geophysicists (for example, see Wunsch and Heimbach, 2007,
among others), and it allows only for model verification (model ver-
ification is done to ensure that the model is programmed correctly,
algorithms have been implemented properly, and the model does
not contain errors, oversights, or bugs). But without correct physics
and clearly formulated requirements for what the model should
reproduce, ‘‘impossibility of validation” (Oreskes et al., 1994) seems
strained. There are many examples demonstrating that forecasting
210 L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225may simply depend on finding the right level for describing the sys-
tem. It is essential to determine if the model-data differences come
from deficiency in modeling ocean physics, from some unessential
imperfection, or from unrepresentative data.
Another point of view (for example, see Sornette et al., 2007) is
that because our goal is to predict coarse-grained properties of a
flow, model-data comparison is possible only for coarse-grained
scales which should be predicted from finer scale modeling. This
should be achieved through the use of appropriate metrics and
for specified spatio-temporal scales.
Three possible scenarios of model-data comparison can be intro-
duced (Chu et al., 2004a). First, the model reproduces the pattern of
the real circulation attractor (the attractor is a robust dynamical re-
gime of a flow) including its small-scale details, and may also pre-
dict flow behavior for long time intervals (global predictability).
The model is comparable to observations at any spatio-temporal
scales and for long time periods. This situation is probably impossi-
ble to achieve in oceanographic practice, and the ‘‘impossibility”
statement from Oreskes et al. (1994) is applicable here.
Second, the circulation attractor is correctly reproduced but not
all small-scale details of the circulation topology and scales are re-
solved. Here the predictability of exact flow dynamics exists only
for short and intermediate time intervals (local predictability).
However, the model is able to predict coarse-grained properties
of the flow in the statistical sense. This case is most typical in
oceanographic practice and here model-data comparison is possi-
ble for specified spatio-temporal scales and specified properties
using a number of appropriate metrics.
Third, the predicted attractor pattern differs from the observed
one even in large-scale details and the model approximates the
flow only within very short time intervals (partial predictability).
Data-model comparison is also possible for this case but only for
short time intervals.
This paper develops an approach for comparison of high-resolu-
tion model output against different types of data for the last two
scenarios. New metrics are introduced for comparison on meso/
submesoscales, and a technique is suggested to calculate these
metrics for specified spatio-temporal scales. This approach is then
used to validate the meso/submesoscale variability produced by
ROMS off Central California (Marchesiello et al., 2003). Earlier, Cen-
turioni et al. (2008) analyzed the same ROMS configuration but
with larger horizontal grid spacing of 5 km and in a larger domain;
the time-averaged circulation and associated eddy energy were
used as metrics for comparison and the ability of the model to pro-
duce four permanent large-scale flow meanders was determined.
The present study analyses the ability of ROMS to reproduce smal-
ler temporal and spatial scales.
The rest of the paper is organized as follows. Section 2 intro-
duces metrics for the ROMS-data comparison and explains their
benefits. A double (both spatial and temporal) spectral analysis
for sea surface height (SSH) anomaly field reproduced by ROMS
and extracted from satellite altimeter observations is discussed
in Section 3. Section 4 describes observations and ROMS output
fields used for the ROMS-data comparison. Sections 5 and 6 de-
scribe results of ROMS–RAFOS float data and ROMS-satellite altim-
etry data comparisons. Conclusions are given in Section 7.
Boundary conditions for calculation of basis functions (modes)
used in the double spectral analysis are discussed in Appendix A.
Appendix B explains a multi-fractal formalism for the ROMS-satel-
lite altimetry data comparison.2. Metrics for model-data comparison
The quality of model simulations relative to observations is usu-
ally assessed by means of basic statistics such as bias, root meansquare error (RMSE), correlation coefficients and some skill scores
[see Joliffe and Stephenson (2003) for a general review]. The pres-
ent study also uses RMSE to quantify model accuracy for reproduc-
tion of ocean currents but only within specified spatio-temporal
scales. This differs from the traditional ocean model-data compar-
ison and allows for better understanding the contribution of differ-
ent scales to model predictability.
There are recent attempts to apply more advanced techniques
for model-data comparison, e.g. a Bayesian approach (see Furrer
et al., 2007, as an example). However, the Bayesian analysis does
not take into account non-linear characteristics of the data which
are important for understanding dynamic processes. That is why
the Bayesian approach is not used in the present study.
In general RMSE or correlation coefficients are not robust to
observational sampling because the length of sampling is typically
not long and observational errors may not be small. This means
that the model-data comparison is within observational error.
RAFOS float data is an example of this situation. To compare ROMS
against RAFOS float observations, new metrics are introduced and
used here. These metrics are mean exit time hTi and its variance
hdT2i. Following Gardiner (2004), the exit time T is the length of




ðt > 0jXo; X R X [ @XÞ; ð1Þ
where R denotes that a point is outside of domain X or its boundary
@X, X are float coordinates, [ shows that domain of interest in-
cluded both X and @X. Oceanographic applications of the mean exit
time are given by Artale et al. (1997), La Casce and Bower (2000),
Lacorata et al. (2001), d’Ovidio et al. (2004), among others. Both
hTi and hdT2i were used by Ivanov et al. (1994) and Ivanov and
Chu (2007a,b) to quantify Lagrangian and Eulerian predictability.
These characteristics are robust to variations in observational sam-
pling or small statistical ensembles (Ivanov and Chu, 2007a,b). This
allows calculating the exit time when the number of floats in a re-
gion of interest is not large. Another explicit benefit of hTi and hdT2i
is that they can be used as criteria to distinguish diffusive from
advective processes (Ivanov et al., 2008).
Historically, the float means and variances are widely used for
the analysis of Lagrangian data [see examples in Griffa et al.
(2007)]. However exit time seems to be preferable to these statis-
tics when the sample size is small. Note also the traditional means
and variances are easily calculated from knowledge of the exit time
statistics (Gardiner, 2004). These arguments support use of the exit
time moments instead of the float means and variances.
The spectral analysis from Ivanov and Collins (in press) was
used to decompose the SSH anomaly field within single-connected





where x is the horizontal space coordinate, the basis functions wk
(also calledM-modes) are eigenfunctions of the plane Laplace oper-
ator for mixed boundary conditions (see Appendix A for details). A
system of basis functions composed fromM-modes is complete and
orthogonal within a computational domain. The basis functions de-
pend only on basin geometry and may be used many times for the
same basin geometry.
The spectral entropy SðKÞ may be applied to understand the
complexity of spectrum ak (k ¼ 1; . . . ;K) and the redistribution of
SSH signals among different modes (Aubry et al., 1991). The entro-
py is calculated as








kðtÞ. S ¼ 1 (0) for a uniform
distribution of a signal among all K modes (the signal accumulated
in only one mode).
Using the spectral entropy for the analysis of SSH variability has
two explicit advantages. First, this simplifies the analysis of SSH
variability because there is only one variable S instead of K vari-
ables ak. Second, S is a measure to quantify temporal behavior of
fðx; tÞ and not only steady states.
The standard multi-fractal formalism (Muzzy et al., 1991; Pav-
lov and Anishenko, 2007; see also Appendix B) is used to under-
stand and estimate how well the spectral entropy calculated by
ROMS simulation results agrees with that calculated directly from
observations. The key characteristic(s) estimated here are the scal-





jSðK; t þ DtÞ  SðK; tÞjqdt  DthðqÞ; ð4Þ
where q is a real value parameter, T  Dt is length of a ROMS run or
observational series, and Dt1 is sampling frequency. If q ¼ 2, Z2 is
the classical structure function which is widely used in the statisti-
cal theory of turbulence (Monin and Yaglom, 1971).
The q-order structure function allows essential statistical fea-
tures (correlations, scaling and non-linearity) in the behavior of en-
tropy to be quantified, and thus provides understanding of the
statistical similarity between surface elevations simulated by
ROMS and extracted from satellite altimetry. The principle advan-
tage of the approach is that the scaling exponents can be calculated
for very small samples as well as when the observed signal is not
stationary in the statistical sense.3. Double spectral approach
To understand dominant spatial scales for SSH, fðx; tÞ is decom-
posed using Eq. (2). The spectral density Efðk; tÞ for SSH is defined
as
Z Z






fðx; tÞwkðxÞdx; Efðk; tÞ ¼ a2kðtÞ: ð6Þ
The basis functions wk cannot mix contributions of different
scales of a general circulation pattern as empirical orthogonal func-
tions do, but modal decomposition (2) composed from these func-
tions converges more slowly than similar ones for EOFs. However,
since the basis functions wk are quickly calculated because the ma-
trix of the plane Laplace operator is sparse, and only groups of
modes represent the physical meaningful current structures, the
slower convergence of decomposition (2) is not a disadvantage
for practical applications.
The dominant temporal scales of the flow are extracted from
the spectral coefficients akðtÞ using continuous or discrete wavelet
transformations (Kumar and Foufoula-Georgiou, 1997). The former
can be applied to specify energy-dominant scales but the latter is
more convenient for filtering a multi-scale signal. It is always pos-
sible to select the coefficients with respect to the specified time
scale and to reconstruct a filtered version of the flow from them,
selecting only the energy-dominating scales (ridges on a scalo-
gram). To perform this decomposition, a set of objective thresholds
is used for selection. These thresholds are defined in terms of the
spectral coefficients. Note the present study uses only a discrete
wavelet transform because the inverse of a continuous wavelet
transform may excessively smooth the reconstructed functions.4. Data for ROMS-data comparison
4.1. RAFOS float data
Isobaric RAFOS float data were used in this study (Rossby et al.,
1986). The ensemble of trajectories included 68 floats tracked dur-
ing 1992–2007. The length of the float mission varied from 10 days
to 1195 days, and a total of 26,054 float days were analyzed.
Float data may be visualized and downloaded at http://
www.oc.nps.edu/npsRAFOS/. Technical details regarding the float
observations are available inMargolina et al. (2006). Visual analysis
of RAFOS float trajectories showed two types of westward drift.
First, floats were be trapped by coherent mesoscale eddies, usually
anti-cyclones with diameters less than 100 km, or coherent sub-
mesoscale vortices with diameters of 20–30 km, and subsequently
transported southwestward within these eddies (Fig. 1a). If the
speed ofwestward transportwas estimated as a ratio of the distance
between the initial and final positions of a float to the observational
period, the mean drift velocity was equal to 2.0–3.0 cm/s (Garfield
et al., 1999). These estimates were approximate because the drift
velocity strongly varied across-shore and from season to season.
Second, other floats exhibited stochastic movements both near-
shore and offshore (Fig. 1b). Float dispersion seemed to be similar
to that observed in quasi-two-dimensional turbulent flows (Car-
doso et al., 1996) where particle trajectories represent a combina-
tion of loops (‘‘traps”) and streaks (‘‘flights”) between loops. The
zonal dispersion of floats in the mean was characterized by an
effective diffusion coefficient of about 107 cm2/s (Collins et al.,
2004). The largest number of floats demonstrated this second type
of westward drift.4.2. Satellite altimetry
A SSH anomaly field using merged altimeter data sets has been
produced by the AVISO Project (Archiving Validation and Interpre-
tation on Satellite Data in Oceanography) for the period from Octo-
ber 10, 1992, toMay 23, 2007. A typical SSH anomaly field extracted
from the AVISO product is presented in Fig. 2. Details on the optimal
interpolation and processing steps used to merge the different
altimeter products (TOPEX/Poseidon, ERS-1/2, ENVISAT, Geosat Fol-
low-On and Jason-1 altimeters) into a single map are given in Le
Traon and Dibarboure (1999), Ducet et al. (2000) and Collecte Local-
isation Satellites (2006), and are not discussed here.
A goal is to find the spatio-temporal scales (if they exist) for
which there is statistical similarity between the SSH anomaly field
simulated by ROMS and those extracted from satellite altimetry.
Preliminary calculations demonstrated that the dominant tempo-
ral scales were easily detected and selected in the SSH anomaly
field using a discrete wavelet transform. As an example, an original
SSH anomaly field (Fig. 3a) is decomposed into bi-annual and
slower oscillations (Fig. 3b) and annual and faster oscillations
(Fig. 3c). Note the quasi-zonal structures existing in Fig. 3b; the
dynamics of these structures is studied in a separate paper (Ivanov
et al., 2009).4.3. ROMS configuration
The Regional Oceanic Modeling System (ROMS) has been devel-
oped by Shchepetkin and McWilliams (2003, 2005, 2008). The
computational domain for the model extended in latitude from
Cape Mendocino (about 41oN) to Pt. Conception (about 34oN)
(Fig. 2). This domain included the most energetic eddy regions
off Central California (Mackas, 2005). Horizontal grid spacing of
the ROMS was 3.5 km; 20 vertical levels were used. This model
was nested within another ROMS with 5 km horizontal grid















Fig. 1. Offshore transport shown by RAFOS floats launched between 300 m and 350 m. White dots are initial float positions. (a) Westward transport by coherent anti-cyclonic
mesoscale eddies and submesoscale vortices, (b) turbulent-like float motions. The float trajectories in (b) are similar to those observed in 2D turbulent flow (Cardoso et al.,
1996).




























Fig. 2. A snapshot of the SSH anomaly field in the region off Central California (denoted by B) and the computational domain for ROMS (denoted by A). The SSH anomaly field
was extracted from an AVISO product. Black dots show observational coverage for SSH.
212 L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225spacing (Marchesiello et al., 2003). The model run used in the pres-
ent study had a length of 5.5 years.
The model was forced by climatological seasonal wind stress,
and heat and freshwater fluxes derived from the Comprehensive
Ocean-Atmosphere data set (CODAS) taken from Da Silva et al.
(1994). The model reached a spin-up state after 2 years of model
integration when the surface kinetic energy oscillated quasi-peri-
odically around an equilibrium state. The volume-integratedkinetic energy did not show a clear seasonal cycle, although it
did exhibit inter-annual variability as an indication of intrinsic var-
iability (Marchesiello et al., 2003). Marchesiello et al. (2003) has
additional details of the ROMS configuration as well as oceano-
graphic analysis of model results.
A typical SSH snapshot reproduced by ROMS is shown in Fig. 4.
Note that although most large-scale coherent structures are clearly
detected in the SSH, smaller eddy structures, which are easily
km
(cm)













































Fig. 3. Decomposition of the SSH anomaly field. (a) A snapshot of the SSH anomaly
field, (b) SSH components with periodicity of 2 years and slower, and (c) SSH
component with periodicity of 1 year and faster. Here and in Figs. 8–10 the
computational domain was rotated clockwise 21, and Cartesian coordinates were
used instead of the geographic coordinates.
L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225 213detected in circulation and temperature patterns, are masked in
the SSH (Fig. 4). This effect was found earlier for an idealized sub-mesoscale model of the California Current System (CCS) by Capet
et al. (2008).
Since the computational grid step is equal to 3.5 km, the ROMS
was able to reproduce submesoscale currents with spatial scales of
10–30 km. These currents consist of a chain of vortices along the
coastline (as in Fig. 4) and single coherent vortices outside of meso-
scale structures. Therefore submesoscale currents contributed con-
siderably to westward transport off Central California within a
150–200 km zone, near the coastline, but not at large distances
from the coastline.5. ROMS–RAFOS float comparison
To compare ROMS results with RAFOS float observations, 1000
synthetic particles were launched in the ROMS simulated circula-
tion field and tracked for 1 year. Particle trajectories were then
used to estimate the westward transport and eddy diffusivity in
the CCS. The same characteristics were calculated from the original
RAFOS float data and compared to the synthetic particles using dif-
ferent techniques: a bin technique (Davis, 1991) and a technique
for identification of float behavior through exit time statistics
(see Artale et al., 1997; Ivanov et al., 2008, among others).
5.1. Bin technique
In principal, a flow can be represented as a mean circulation
(usually assumed to be steady) and an eddy field (characterized
by mean eddy kinetic energy), which are referred to centers of geo-
graphic bins. Mean velocity vectors and standard deviation ellipses
computed from binned drifter velocities and high-resolution mod-
el simulations were compared to understand statistical similarity
between the model and data (Garraffo et al., 2001; McClean
et al., 2002, among others). Note that this approach is applicable
only if the scale of the mean circulation is considerably larger than
the energy-dominant scale of the eddy field (Corrsin, 1974).
This techniquewas applied to 0:5
  0:5 binned RAFOS float and
synthetic particle velocity fields. Results for the ROMS and float
data are shown in Fig. 5a and b, respectively. Comparison of these
two figures leads to the following conclusion: although the Califor-
nia Undercurrent (a nearshore poleward flow) was clearly observed
in both the fields, the mean current was spatially intermittent off-
shore. The floats indicated strongwestward transport, but themean
circulation pattern for ROMS was more chaotic. Chaotic orientation
of ROMS mean velocity vectors was observed in Fig. 5b and eddy
variability was often comparable or larger than mean velocities.
However, the large difference between ROMS and RAFOS obser-
vations offshore (near 126W) in Fig. 5a and b had a synthetic nature
due to sampling errors of RAFOS float observations offshore and
inaccuracyof thebin techniquewhenvelocities along all float trajec-
tories are summarized within a bin, e.g. the geographic bins may on
occasion split an eddy in half. No explicit gapswere found in the spa-
tial spectrum of kinetic energy of mesoscale flow at mid-depth and
accurate summation was needed to get the phase of Rossby wave-
like perturbations traveling offshore (Ivanov and Collins, in press).
Using the traditional approach (Davis, 1991), the RAFOS float
mean errors for estimates of mean velocities were 0.6 cm/s and
0.7 cm/s for zonal and meridional components, respectively. For
ellipsoid axes, the mean error was about 0.4 cm/s. The correspond-
ing errors estimated from ROMS were considerably smaller in part
due to the larger sample size.
5.2. Exit time statistics
To quantify the transport processes in a more accurate manner
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Fig. 4. Typical SSH field produced by ROMS in domain A (defined in Fig. 2). Non-dimensional black isolines correspond to the stream function. They indicate the spatial
structure of the meso/submesoscale field.
214 L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225time concept (Gardiner, 2004; Ivanov et al., 1994) and the random
displacement model with the diffusion limit (Thomson, 1984) were
applied, the latter without any assumption regarding the homoge-
neity of diffusion process. The velocity uðyÞ and effective across-
shore diffusion coefficient vðyÞ averaged along-shore were intro-
duced and used to characterize the westward transport simulated
by ROMS and estimated from RAFOS float data. Hereafter, the over-
bar denotes along-shore averaging, and y is the distance from the
coastline.
Since long-term correlations should accompany mesoscale
flows reproduced by ROMS off Central California, parameterization
of mesoscale transport as eddy diffusion seems to be not strictly
justifiable. However, our previous experience (Ivanov et al., 2008)
and results obtained by other researchers [see Pasquero (2005),
as an example] have shown that if the effective diffusion coeffi-
cients are properly introduced, this parameterization is quite rea-
sonable in many cases.
Using Lagrangian statistics calculated from the RAFOS float data
for the CCS, Collins et al. (2004) demonstrated the existence of sev-
eral correlation time scales for mesoscale oceanic flow off Central
California: 9, 16 and 100–120 days. Therefore the displacement
model should describe motions corresponding to first two scales
and the last one as diffusion and advection, respectively, for time
periods shorter than 100 days. If the period is considerably longer
than 100 days, the displacement model should describe motion as
diffusion.
To specify across-shore velocity uðyÞ and effective diffusivity
vðyÞ from RAFOS float observations, M equidistant boundaries
(@X1; . . . ; @XM) were introduced, which were parallel to thesmoothed coastline @Xo between 32N and 47N (Fig. 6a). The dis-
tance ym from the mth boundary to the coastline satisfies a recur-
rent relationship: ym ¼ mDy; where Dy is a spatial step. Then a set
of exit times (Tm; m ¼ 1; . . . ;M) was calculated, each of which
had the length of time for a float to cross an appropriate boundary
for the first time. Statistics of these exit times characterizes across-
shore variability of the westward transport.
Since the number of floats was not large, in order to estimate
moments of exit time as accurately as possible, the following ap-
proach was suggested. First, probability weighted moments
(PWMs) (Greenwood et al., 1979) were used to reconstruct the
probability density function of exit time and then to estimate the




XðPmÞð1 PmÞldPm; l ¼ 1; . . . ; L; ð7Þ
where XðPmÞ is the quantile function, i.e. the inverse of cumulative
distribution function for exit time TðXmÞ, which is more robust rel-
ative to sampling errors and data outliers than convenient moments
(Hosking and Wallis, 1997). In practice, the moments al were esti-
mated from an ordered random sample fTðXmÞgSs¼1 of size S (Hos-
king and Wallis, 1997) by





CSsl fTðXmÞgSs : ð8Þ
where Csl are the binomial coefficients.
Ivanov and Chu (2007a,b) suggested an iterative process to esti-
mate T-PDF from small observational samples using PWMs and the
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Fig. 5. Spatially binned (0.5  0.5) mean velocity and standard deviation ellipses. (a) RAFOS float observations. (b) Synthetic particles deployed in the ROMS simulated
circulation. Velocity scale is indicated in the upper left hand corner. The total number of floats or particle observations for each box is indicated in small fonts.
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Fig. 6. Sub-domains for exit time analysis. (a) Xm (m = 1,. . .,M). Xm are bounded by @Xm [ @Xo [ A [ B. (b) Two sets of reduced sub-domains used for sensitivity analysis X0m




m are bounded by @Xm [ @Xo [ A [ B1 and @Xm [ @Xo [ A [ B2, respectively. x- and y-axes are along and across-shore directions,
respectively.
216 L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225maximum entropy principle. Numerical details of the procedure
were discussed in the aforementioned papers. It was noted that
this procedure can be applied to observational sample sizes as
small as 10–20, and a three-parametrical Weibull distribution
was used as the first guess for the iterative process. This approach
sometimes specified the mean exit times hTmi in a very accurate
manner even if only 10 float trajectories were used.
Second, to estimate the variance of exit time from float data,
additional information regarding variance is required because its
estimate is more sensitive to length of observational sampling
than the mean exit time. Following Ivanov et al. (2008), it was
suggested that the mean exit time averaged along-shore grew
as a power law
hTi ¼ lyb þ c; ð9Þ
where y is the distance from the coastline (Fig. 5a) and b, l and c are
parameters. Eq. (9) is the best fit to results obtained from RAFOS
float observations. The same data were used in this study to com-
pare ROMS to the RAFOS data.
The power law assumption for the mean exit time (9) implies a
similar dependence for the drift and diffusivity vðyÞ ¼ voy1b (cm/
s), vðyÞ ¼ voy2b (cm2/s), where vðyÞ=vðyÞ ¼ coy1=2 (cm1), and
co ¼ 2vo=vo is a non-dimensional and positive parameter. Here,
vðyÞ ¼ uðyÞ þ 12rvðyÞ is float velocity, r is the across-shore gradi-
ent operator, and rv is additional drift induced by inhomogeneity
of the mesoscale field (Monin and Yaglom, 1971).
Ivanov et al. (2008) analytically found that if condition (9)
holds, then
hTi ¼ lðyb  hrbiÞ; ð10Þ
hdT2i ¼ l
2
ðco þ 2b 1Þ
ðy2b  hr2biÞ; ð11Þwhere l ¼ 1vobðcoþb1Þ, r is the launch position of a float along the
y-axis, h. . .i is averaging over the initial distribution of floats foðrÞ
(determined from the RAFOS observations or initial distribution of
synthetic particles).
Using (10) and (11), the parameters b, l and c were estimated
in a two-step procedure. For the first step, hTi was smoothed to
hTmi in the least squares sense to obtain the first guess for vo, vo
and b. For the second step, parameters vo, vo and bwere estimated







½hdT2mðnÞi  hdT2ðnÞidn; ð12Þ
where hdT2mi is the variance computed directly from float data by the









the transposed sensitivity vector Rtr . The variation problem (12) was
solved through the iteration procedure developed by Chu et al.
(2004b) where the first guess was vo, vo and b
.
The methods discussed above permit robust estimates of the
power exponent b (control parameter) and parameters vo and vo
from a small number of observations. Neither the mean exit time
nor its variance were sensitive to perturbations of parameters vo
and vo.
Theoretical model (10) and (11) allow diffusion to be distin-
guished from advection. If vo ¼ 0 (no diffusion), then hdT2i ¼ 0,
and float motion is an advective process. In the opposite case, when
u ¼ 0 (no advection), co ¼ 12vorv, and l ¼ 1vob, i.e. float motion is a
diffusive process characterized by two parameters, vo and b. For
homogenous diffusion with a constant diffusion coefficient vo,
b ¼ 2 and l ¼ 12vo. Therefore, homogeneous diffusion is distin-
guished from inhomogeneous diffusion by the value of l, and an
advective process distinguished from a diffusion process by the
behavior of T  variance with y. If advective processes dominate
float motion between boundaries @Xm1 and @Xm, the value of
T  variance calculated for sub-domain Xm is the same as for Xm1.
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The mean exit time averaged along-shore from Cape Mendocino
to Pt. Sur is shown in Fig. 7a. Results demonstrated good agree-
ment between the ROMS simulated particles and the RAFOS floats
as far as 350 km from the coastline. In the mean, the particles and
floats move offshore in the same manner, and with similar kine-
matic characteristics. The mean cross-shore transport was charac-
terized by variable diffusion
vðyÞ ¼ voy; ð13Þ
where vo 	 0:7—0:8 cm/s and b 	 1.
The choice of b strongly affected the behavior of the variance of
exit time (a deviation greater than 10% of b from the optimal value
b 	 1 resulted in large variations of variance). Differences between
power exponents b estimated from the ROMS simulation and RA-
FOS observations did not exceed 5% for y 6 350 km. These differ-
ences were less than the confidence interval for estimates of b
obtained by Ivanov et al. (2008) directly from RAFOS float data.
The estimates of the diffusion coefficient are less sensitive to
the choice of parameters vo and vo. Therefore, a difference as large
as 25% between these parameters estimated from the ROMS simu-
lated particles and float data did not seem to be crucial.
For y > 350 km, ROMS overestimated the speed of across-shore
transport by a factor of approximately 1.2–1.3 as compared to RA-
FOS float observations (Fig. 7a). Two reasons explain the greater
across-shore transport for ROMS. First, estimates of kinematic
characteristics of the across-shore transport from RAFOS float data
were less accurate offshore because only a portion of the floats
travelled this far from the coast. Second, accuracy of ROMS hind-
cast near open boundaries was reduced due to limited domain size
and use of climatological conditions at the open boundary.
The variance of exit time shown in Fig. 7b also indicated that
coherent structures dominated the across-shore transport in ROMS

















95% confidence interval 
Fig. 7. Exit time statistics. Solid and dotted curves are estimates for RAFOS floats and synt
line is scaled law with a power exponent equal to 1. (b) Standard deviation of exit time.
lines.shore-averaged westward transport of the RAFOS floats. Note that
within the region between 180 km and 250 km, both ROMS and
float observations indicated the existence of a coastal transition
zone (CTZ) that separated coastal and deep ocean waters and with-
in which the westward transport is due to filamentary jets, i.e. the
transport was advective by nature [see Brink et al. (2000) among
others where the CTZ was identified in the upper ocean using other
observations]. In-situ and satellite observations have shown that
the westward transport across the CTZ is caused by filaments
and seems to be an advective process (Miller et al., 1999). Our re-
sults agreed with this conclusion.
For y > 250 km, ROMS when compared to RAFOS float data
underestimated the variability of across-shore transport because
the standard deviation of the exit time estimated from the float
data was 1.5–1.8 times larger than that calculated from ROMS. This
difference was probably due to the idealized external forcing used
in ROMS.
The mean exit time, in principle, can be parameterized differ-
ently than (9). However, no reasonable estimates for both the
mean exit time and its variance were found to be better than those
expressed by the power law. It was not possible to improve the
estimate of the mean exit time without degrading the accuracy
of the estimate of the variance and vice versa.
These results were sensitive neither to reduction of the length
of the along-shore dimension of the computational domain nor
to variations of Dy between 5 km and 50 km. Two sets of smaller
sub-domains, X0m and X
00
m, shown in Fig. 6b were used to make sure
that reduction of computational domain size Dy did not result in a
new dynamical regime of float dispersion or different values of b.
6. ROMS-satellite altimetry comparison
As noted above, comparison of ROMS with satellite altimetry is
possible only for specific spatio-temporal scales. If it is hypothe-



















hetic particles deployed in ROMS simulations, respectively. (a) Mean exit time. Black
The location of the coastal transition zone (CTZ) is indicated by the vertical dashed
218 L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225CCS is likely to be affected by inter-annual variability, ROMS and
satellite altimetry may be compared for the temporal scales of 1
year and faster because ROMS was forced only by seasonal winds
(Marchesiello et al., 2003).
On the other hand, variability of the SSH anomaly field ex-
tracted from the AVISO product cannot be faster than about
1 month due to observational constraints. Although the SSH anom-
aly field gridded to a 0:25
  0:25 . Mercator grid was represented
weekly, each time-point incorporated 6 weeks of observations
weighted to the central date and merged over multiple satellites
to reduce spatial error (Le Traon et al., 2003). Therefore, the real
temporal resolution is determined by the frequency of satellite
observations, which was no better than O (1/20 day1).
It seems reasonable to compare ROMS to satellite altimetry for
temporal scales ranging from 1 month to 6 months. The technique
discussed in Section 3 was used to detect and select such energy-
dominant scales in the SSH anomaly field.
6.1. Calculation of spatial modes
Basis functions fwkg1000k¼1 were calculated on an adaptive triangu-
lar grid in the computational domain X (Fig. 8). Using this grid al-
lows (a) a smaller number of computational grid knots (66,414)
than the original grid (71,440) used by Marchesiello et al. (2003),
and (b) more accurate representation of nearshore circulation be-
cause the smallest triangles were used close to the coastline. The
latter improved convergence of modal decomposition (2). Spectral
problems for the plane Laplace operator were numerically solved
using the MATLAB PDE toolbox (www.mathwork.com/r2007a). A
few basis functions (low-order, intermediate and high-order) are
shown in Fig. 9.
Note that these modes were easily computed, and required nei-
ther a large amount of computer time nor a high-performance
computer. Our estimate showed that less than 200 modes were re-
quired to reproduce the SSH anomaly field with reasonable accu-
racy. As an example, an SSH snapshot reproduced by ROMS
(Fig. 10a) and its counterpart represented by 200 modes
(Fig. 10b) were very close to one another. RMSE between the origi-Fig. 8. Domain X for calculation of the basis functions wk . A triangular adaptive grid was u
shown in the inset.nal and reconstructed fields was less than 2–3% (for points where
SSH was measured) and their residual was less than 0.01 cm.
Following Aubry et al. (1991), an estimate, Ko, of how many of
the largest coefficients should be retained to give an efficient,




Variations of Ko for the SSH anomaly field reproduced by ROMS and
that extracted from the AVISO product are shown in Fig. 11a and b,
respectively. Here, Ko was estimated for the different number of
modes in decomposition (2) to determine the convergence of (14)
as K !1. Independently of season and year, Ko < 35 and Ko < 80
for satellite altimetry and ROMS, respectively. This indicates an
accumulation of SSH signal in the lowest order modes.
ROMS evidently has more degrees of freedom than SSH obser-
vations due to the limited space-time resolution of satellite altim-
etry. This additionally supports the above conclusion that ROMS
results and altimetry data can be compared only within a specified
time-scale band.
6.2. Selection of spatio-temporal scales
SSH produced by ROMS was represented as
fðx; tÞ ¼ foðxÞ þ f1ðx; tÞ þ f2ðx; tÞ þ f3ðx; tÞ; ð15Þ
where fo, f1, f2 and f3 were steady (mean) circulation, low-fre-
quency (oscillations with periodicity slower than 1 year), middle-
frequency (oscillations with periodicity faster than 1 year but
slower than 1 month) and very-high frequency (oscillations with
periodicity faster than 1 month) currents, respectively.
As described above, ROMS-altimetry comparison can be possible
only for temporal scales from 1 month to 6 months. Therefore, sea-
sonal, inter-annual and very high-frequency variability were ex-
cluded from the analysis. To select appropriate scales, SSH
anomaly was represented in form (4) and a Daubechies wavelet
transform of 5th order with 6 levels (Daubechies, 1992) was used
tofilter appropriatemotions fromthe total altimetry signal.Detailed
explanations on how to use discrete wavelet transforms for signalsed for computation of basis functions; an example of the grid near Monterey Bay is

















































Fig. 9. Spatial distributions of wk modes. (a) k ¼ 2, (b) k ¼ 120 and (c) k ¼ 300. The contour interval is non-dimensional, with positive vorticity in dark and negative vorticity
in light.
Fig. 10. Modal representation of SSH anomaly field reproduced by ROMS. (a) SSH anomaly field. (b) Two-hundred mode decomposition of the SSH anomaly field. (c) Residual
field [difference between (a) and (b)]. The non-dimensional isolines indicate the structure of mesoscale field.
L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225 219filtering are given by Kumar and Foufoula-Georgiou (1997). The
capability of this approach is illustrated by Fig. 12a–c where differ-
ent temporal components of the SSH anomaly signal extracted from
AVISO products and averaged over 15 years are shown. Fig. 12a
shows that inter-annual oscillations (dashed curve) are comparable
to faster oscillations (solid curve) only for the largest spatial scales
corresponding to modes numbered from 1 to 4. It is reasonable to
hypothesize that these oscillations are excited by large-scale
components of windwhichmay pump energy for themost part into
low-order modes [see for example, Ivanov and Chu (2007b)].
The spectrum of signals with annual periodicity and slower is
shown in Fig. 12b (dashed curve). This spectrum decayed in an
exponential manner and discrete peaks were clear at k =1, 4, 6, 8,
11, 16, 19, 22 and 29. These oscillations dominated the altimetry
signal for all modes lower than Ko (denoted the by black arrowin Fig. 12b). Oscillations with semi-annual periodicity and faster
did not dominate the altimetry signal for lowest order modes,
but were comparable to annual oscillations for low-order modes
kP 14, and even became more intense than the annual oscilla-
tions for k > 30. High-frequency (1 month and faster) signals
(Fig. 12c, solid curve) looked similar to white noise in the spectral
band between k ¼ 2 and k ¼ 30 where the spectrum shape was
nearly flat. Therefore, these signals were not analyzed.
Filtered spectral coefficients a^k that corresponded to the f2 com-
ponent of SSH were used to calculate time-averaged SSH spectra
(here, averaging was done over length of the ROMS run or over
the length of the SSH observational series) and spectral entropy.
These results allow estimates of contributions from different tem-
poral scales to the total SSH signal as well as the distribution of
these contributions among different spatial modes.


























Fig. 11. Number of dominant modes Ko in modal decomposition (2) calculated for (a) ROMS simulation and (b) satellite observations. White circles and black curves
correspond to K = 200 and K = 100 modes, respectively.
220 L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225Fig. 13 shows the time-averaged SSH anomaly spectra calcu-
lated from the ROMS simulation results (solid curve) and AVISO
data (dashed curve) for temporal scales of 1–12 months. These
calculations indicated that (a) both mean spectra were similar
for 2 6 k 6 60, i.e. within a spectral band dk containing 59
modes and which corresponded to the dominant scales of SSHanomaly signals (Ko is denoted by a solid black arrow in
Fig. 13). A difference between the low-order modes is explained
by the climatological boundary conditions and forcing of ROMS;
(b) both spectra showed that the same scale, Kp  Oð100 kmÞ,
contained the most energy (Fig. 13) and (c) the spectra were
considerably different for higher-order modes (k > 60). The

















































Fig. 12. Time-averaged spatial spectra of different temporal components of the SSH anomaly field calculated from satellite altimetry and normalized by time-averaged Ef. (a)
For oscillations slower than 1 year (dashed curve) and oscillations of annual and faster periodicities (solid curve). (b) For oscillations of annual and lower periodicities (dashed
curve) and oscillations of semi-annual and faster periodicities (solid curve). Black arrow indicates the wave number Ko. Discrete sharp peaks are numbered from 4 to 29. (c)
For oscillations of 1 month and slower periodicities (dotted curve) and for oscillations of periodicity faster than 1 month (solid curve).
















Fig. 13. Comparison of time-averaged SSH spectra for a time scale range of 1 month to 12 months. Solid and dashed curves are from the ROMS simulation and satellite data,
respectively. Black arrows indicate the wave numbers Ko and Kp .
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222 L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225spectrum for the SSH anomaly field extracted from the AVISO
product decayed in a faster manner than the one obtained for
the ROMS simulations. This indicates that the SSH anomaly field
was smoothed at these shorter scales to reduce spatial errors
























Fig. 14. Spectral entropy calculated for a time scale range of 1 month to 16.3. Spectral entropy
Spectral entropies calculated from the ROMS simulation results
and from SSH anomaly fields for a range of temporal scales of 1–
12 months are shown in Fig. 14a and b. Although mean values
(variances) of the spectral entropy for these time series were3 4 5 6
ear
(a)
8 9 10 11 12 13 14 15
ear
(b)
2 months from (a) ROMS simulations, and (b) satellite altimetry data.
L.M. Ivanov et al. / Ocean Modelling 28 (2009) 209–225 2230.79 (0.01) and 0.68 (0.02), respectively, it is hard to understand
whether these entropies were statistically similar.
In Section 2 it was pointed out that highly variable signals such
as the spectral entropy for the sea level elevation reproduced by
ROMS and SSH derived from satellite altimetry can be compared
using the appropriate q-order structure function. From a computa-
tional perspective, it is more convenient if the structure functions
and hðqÞ are not calculated directly but instead the singular expo-
nent sðqÞ is estimated through a wavelet transform technique. The
following relationship between the scaling exponent of the struc-
ture function and the scaling singular exponent sðqÞ exists (Muzzy
et al., 1991):
hðqÞ ¼ 1þ sðqÞ: ð16Þ
By using the Legendre transformation (see Appendix B for
explanations), the multi-fractal spectrum DðhÞ can be obtained
from sðqÞ where h ¼ ds=dq is Hölder exponent. DðhÞ captures
how ‘‘frequently” a value h is found (Pavlov and Anishenko, 2007).
A multi-fractal formalism based on wavelet transforms [the
wavelet transform modulus maxima method (WTMM)] was ap-
plied to both spectral entropies to estimate sðqÞ and then to under-
stand their differences and similarities. Inspired by the early work
of Mallatt (1989) on the use of wavelet projections to provide a
multi-resolution representation of signals, the concept of WTMM
was originally introduced by Mallatt and Zhong (1992) in the con-
text of signal processing and later applied by Muzzy et al. (1991) to
the analysis of turbulent flows. Details of this approach can be
found in Appendix B.
Singular exponents sðqÞ and multi-fractal spectra DðhÞ are
shown in Fig. 15a and b. Using the same sliding windows for the
ROMS and satellite altimetry, S  1 sub-samples were obtained,
and then singular exponents and multi-fractal spectra were calcu-
lated for each of them. Then, results of averaging over the ensem-
ble of sub-samples allow estimates of the mathematical
expectation and confidence intervals for these characteristics. This
is, in essence, one of the re-sampling methods (Good, 1996).
Comparing results for ROMS and satellite altimetry leads to the
following conclusions:
(a) If the similarity of the spectral entropies calculated from
ROMS and satellite altimetry was estimated by scaling expo-
nents sðqÞ, then both the entropies seem to be very close for
8 < q < 4 (Fig. 15a). Differences between scaling expo-











Fig. 15. Comparison of ROMS simulation results (solid curves) and satellite altimetry (
confidence interval computed for the satellite altimetry data is shown in the upper leftin estimating high-order structure functions due to sampling
errors. The values q > 0 ðq < 0Þ corresponded to large
(small) fluctuations of the spectral entropy.
(b) There was a shift of Dh ¼ 0:15 between multi-fractal spectra
(Fig. 15b). However, for both the entropies DðhÞ reached its
maximum value as h > 0:5: 0.75 and 0.9 for satellite data
and ROMS results, respectively. This was a manifestation of
large correlations existing in the entropy behavior: the prob-
ability for a large value of entropy following a small value is
considerably less than the probability for a large (small)
value following a large (small) value (Pavlov and Anishenko,
2007). Difference between widths of the spectra (the width
of the spectrum characterizes the strength of multi-fractal
effects) is 0.03–0.05. This seems a small difference.
7. Conclusions
The present study compared ROMS simulations with a horizon-
tal grid spacing of 3.5 kmwith two different data sets (RAFOS floats
and satellite altimetry) to understand the ability of the model to
reproduce meso/submesoscale currents for the Pacific Ocean off
Central California. In contrast to the traditional oceanographic
comparisons, this paper introduced new metrics for model-data
comparison and suggested techniques to calculate them from short
observational series which are non-stationary in the statistical
sense. An important detail of this approach is that the double spec-
tral analysis (Ivanov and Collins, in press) was used so that domi-
nant scales could be detected and selected in complex SSH signals
produced by ROMS and the satellite altimetry data (AVISO prod-
uct). No explicit gaps to specify Nyquist ‘‘frequency” were found
in the spatial spectrum of SSH anomaly field but it was possible
to separate temporal scales.
The principal conclusion is that ROMS with sufficient resolution
reproduced the main statistical properties of the mesoscale circu-
lation field at surface and mid-depth (350 m). Specifically, ROMS
reproduced in an accurate manner the kinematic characteristics
of mean westward transport observed in RAFOS float motions at
mid-depth for distances to 350 km from the coastline. For dis-
tances larger than 350 km, the ROMS overestimated the speed of
westward transport and underestimated its variability. This differ-
ence between ROMS and RAFOS float data was likely due to the
idealized (climate) external forcing for ROMS and poor statistics

















white dots). (a) Scaling exponents. (b) Multi-fractal spectrum. Ninety-five percent
hand corner of the left panel.
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extracted from satellite altimetry (AVISO products) were similar
on the most dominant spatial scales for a temporal scale ranging
from 1 to 12 months. However, the spectrum extracted from the
data decayed more quickly with k than that calculated from the
ROMS simulation. This was explained by the fact that the AVISO
product was smoothed at small scales to reduce measurement er-
ror near the coastline.
Multi-fractal features of the spectral entropies (scaling exponents
andwidthof themulti-fractal spectrum) forROMSand satellite altim-
etry were compared. By analysis using the scaling exponent, it was
determined that both the entropies seemed to be very close for
8 < q < 4. This confirmed that large and small fluctuations in entro-
py behavior were scaled in a similar manner for both entropies. For
both the entropies, DðhÞ reachedmaximum value as h > 0:5, indicat-
ing the existence of long correlations in the entropy behavior.
To summarize, for the energy-dominant scales, ROMS simula-
tion results generally demonstrate good agreement with observed
RAFOS float and satellite observations for temporal scales of 1 to 12
months. Differences between ROMS and data, which were ob-
served at some spatio-temporal scales, were due to the idealized
(climatological) external forcing and open boundary conditions.
Finally, it is noted, that although ROMS has reproduced the
observations within observational error, it is unlikely that the re-
sults of the ROMS simulations do not exist in nature. All estimates
for the kinematic characteristics of the westward transport and
statistical features of SSH anomaly field (time-averaged spectra,
multi-fractal spectra and others) were robust to observational er-
rors (at least for small-perturbations inserted in the data and the
shortness of the length of observation series). The same property
is the main characteristic of a robust dynamical regime (attractor)
of a flow. Any model solution obtained with perturbations in exter-
nal forcing or/and initial conditions should tend to the attractor
with time [this property is called attractor stability (Kaneko,
1998)] and subsequently does not leave the attractor. It is likely
that robust characteristics of the flow indicate the existence of
an attractor. In this case, for any solution reproduced by ROMS
within observational error, an attractor exists and therefore this
solution is useful for scientific analysis of mesoscale/submesoscale
variability off Central California.
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A.1. Boundary conditions for basis functions
The boundary conditions to produce modal decomposition (2)
are briefly described. Necessary details of the approach can be
found in Ivanov and Collins (in press).
A.1.1. Rigid boundary
Irrotational and rotational components of velocity are chosen
such that the normal component of velocity along a rigid boundarywas equal to zero. Therefore, SSH should be constant on the same
boundary. This obviously is an approximate condition. However,
error accompanying this approximate condition does not seem to
affect ROMS-data comparisons. It quickly (exponentially) decays
on small distances from the coastline and is small for distances lar-
ger than 30–50 km.
A.1.2. Open boundary
Here, the irrotational component of velocity should be equal to
zero. This is an exact boundary condition. For the rotational com-
ponent of velocity, the following approach was applied. The open
boundary was moved along the external positive normal and a
new computational domain of larger size (extended domain) was
formed. Then, an approximate homogeneous boundary condition
was introduced at the open boundary of the extended domain.
The tangential component of velocity was assumed to be zero at
the open boundary. This immediately results in zero normal deriv-
atives for SSH at any point along the same boundary.
The basis functions were calculated in the extended domain and
applied to approximate SSH within the original (non-extended)
computational domain only. Errors of this approximation within
this domain did not exceed 1%, and therefore were negligible.Appendix B
B.1. Multi-fractal analysis of spectral entropy
The main disadvantage of using the structure participation
function (4) to characterize the singular structure of entropy is that
it often diverges for q < 0. A technique called the wavelet trans-
form modulus maxima (WTMM) method (Muzzy et al., 1991)
was used in order to avoid this effect. At a given scale, the partition
function was calculated as a sum over local maxima of the modu-
lus of the wavelet transform of the spectral entropy (W). The wave-









where LðaÞ is a set of all the maxima lines l existing at a scale a, and
xlðaÞ is the position, at a, of the maximum belonging to the line l.
Each line l ¼ fxlðaÞ; ag is oriented (when a goes to 0) toward a point
blð0Þ, which corresponds to a singularity of S.
Because one does not sum over places where the wavelet mod-
ulus is zero, the partition function is also defined for q < 0. If SðtÞ is
self-similar, then along the maxima line the partition function
behaves as
ZqðaÞ  asðqÞ; ðB:2Þ
A value of sðqÞ is calculated for some fixed q and determines the
slope of ln ZqðaÞðln aÞ. By varying q in (B.1), the spectrum of the scal-
ing exponents can be constructed. The Hölder exponent and multi-
fractal spectrum DðhÞ are,
h ¼ ds=dq; DðhÞ ¼ qh sðqÞ ðB:3Þ
respectively. If the Hölder exponent is constant, then h = 0.5, 1 and
1.5 corresponds to white noise, 1=f noise and a Weiner random
process, respectively (Feder, 1988).
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