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Abstract
Ultrasound-modulated optical tomography is an emerging biomedical imaging modality which uses the spatially localised
acoustically-driven modulation of coherent light as a probe of the structure and optical properties of biological tissues. In this
work we begin by providing an overview of forward modelling methods, before deriving a linearised diffusion-style model which
calculates the first-harmonic modulated flux measured on the boundary of a given domain. We derive and examine the correlation
measurement density functions of the model which describe the sensitivity of the modality to perturbations in the optical parameters
of interest. Finally, we employ said functions in the development of an adjoint-assisted gradient based image reconstruction method,
which ameliorates the computational burden and memory requirements of a traditional Newton-based optimisation approach. We
validate our work by performing reconstructions of optical absorption and scattering in two- and three-dimensions using simulated
measurements with 1% proportional Gaussian noise, and demonstrate the successful recovery of the parameters to within ±5% of
their true values when the resolution of the ultrasound raster probing the domain is sufficient to delineate perturbing inclusions.
Keywords: Ultrasound-modulated optical tomography, acousto-optic effects, inverse problems, finite element analysis, gradient
methods.
1. Introduction
The wavelength-dependent optical absorption and scattering
coefficients of biological tissues provide clinically valuable in-
formation regarding tissue function and composition. Purely
optical techniques such as diffuse optical tomography (DOT)
are capable of measuring these coefficients but suffer from lim-
ited spatial resolution due to the high degree of optical scatter-
ing encountered in typical biological media [1–3]. Ultrasound-
modulated optical tomography (UOT) is a hybrid technique
which aims to recover the coefficients with significantly im-
proved resolution by combining the optical contrast of near
infra-red light with the spatial resolution of focused or time-
gated ultrasound fields.
Much effort has been expended in advancing the experi-
mental technique in UOT. The problem of detecting the small
ultrasound-modulated optical flux against the large unmodu-
lated background has received significant attention. This prob-
lem is particularly challenging since the requisite use of a co-
herent source generates a spatially incoherent speckle pattern
on the boundary of the domain. The flux of individual coher-
ence areas must therefore be collected in parallel [4–6], or ma-
nipulated such that their contributions can be measured in sum-
mation [7–11].
In addition to the spatial incoherence of the generated
speckle pattern, the Brownian motion present in living tissues
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causes temporal decorrelation which can further complicate the
experimental technique. Some methods demonstrate inherent
immunity, such as the direct digital autocorrelation of the de-
tected speckle field [12], and spectral hole burning [10]. Other
methods which employ holographic techniques, such as the use
of photo-refractive crystals & polymers [7, 8, 11], require that
the response time of the medium is faster than the decay rate of
the tissues (in the order of milliseconds).
Less attention has been paid to the fundamental problem that
hybrid techniques such as UOT are only capable of producing
quantitative images under some form of model-based recon-
struction procedure. This was succinctly demonstrated by the
images produced by Lev and Sfez [13, 14] where the raw data
from a UOT measurement can be seen to resemble the optical
sensitivity functions [15] in a given domain.
Previous investigations have successfully recovered the opti-
cal absorption coefficient from simulated [16, 17] and experi-
mental data [18]. Simultaneous recovery of both the optical ab-
sorption and scattering coefficients raises the more subtle prob-
lem of non-uniqueness. The key idea is that the recovery of
the two coefficients requires at least two sets of internal data,
as has been demonstrated in a related incoherent formulation of
UOT [19, 20]. We recently demonstrated that uniqueness can
be restored by the use of multiple optical source and detector
locations [21].
UOT is often compared with photo-acoustic tomography
(PAT), another hybrid method which exploits the limited scat-
tering of ultrasound in biological tissues to enhance the spatial
resolution of recovered optical properties. In PAT a pulsed laser
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illuminates the tissue, and regions of optical absorption undergo
thermo-elastic expansion, generating an ultrasound wave which
is detected on the surface of the medium [22]. Techniques such
as acoustic time-reversal are then used to reconstruct the orig-
inal absorbed energy distribution. Measurements in PAT are
thus principally sensitive to the absorption coefficient inside the
medium, whereas UOT is sensitive to both absorption and scat-
tering perturbations [23]. PAT can achieve higher transverse
spatial resolution than UOT, as it is not dependent on the ability
to focus an acoustic field to a particular point in the medium,
though the achievable resolution is typically depth dependent
as high frequency components in the measured acoustic field
are attenuated by tissue [24]. Both techniques require recon-
struction methods to quantitatively map the optical properties
of tissues [25–28]. Accordingly, the practical capabilities of
PAT and UOT can be seen as largely complimentary: UOT of-
fers the potential to achieve the recovery of absorption and scat-
tering with millimetric resolution, at significant depth, and PAT
more readily achieves sub-millimetre resolution in the absorp-
tion coefficient at smaller depths.
1.1. Overview and contribution
This work is organised as follows. In section 2 we pro-
vide an overview of forward modelling techniques for UOT,
and derive an efficient model of the power-spectral density of
the UOT signal from a non-linear time-domain form presented
elsewhere in the literature. In section 3 we pose the inverse
problem of recovering the internal optical parameter distribu-
tions from measured data, deriving the correlation measurement
density functions which describe the sensitivity of our measure-
ments to pertubations in the parameters of interest. In section
4 we demonstrate the implementation of our techniques by the
finite-element method. We employ our reconstruction methods
in section 5 by performing, for the first time, simultaneous re-
construction of the optical properties in a simulated UOT exper-
iment in two- and three-dimensions. We close this work with a
discussion of our findings in section 6.
2. Forward model
2.1. The physical basis of UOT
As an acoustic wave propagates through a biological medium
it induces small changes in the refractive index of the medium
[29], and causes the displacement of optical scatterers from
their rest position [30, 31]. Under coherent illumination an oth-
erwise static (in the absence of Brownian motion) speckle pat-
tern is generated on the surface of the medium which changes in
time as the optical path lengths of the scattered waves travelling
through the medium are phase modulated by the acoustic field.
These changes may be measured as either a temporal decorre-
lation of the intensity autocorrelation function, or, equivalently,
as the modification of the power spectral density of the mea-
sured light [32].
2.2. Forward modelling techniques
Various models of this process have been presented in the
literature. The starting point in each case is a time-domain de-
scription of the phase perturbations applied to the scattered op-
tical waves propagating through the medium.
2.2.1. Path-integral methods
develop expressions for the total average phase perturba-
tion over an optical path of a given length by averaging the
phase perturbation expression over all free-paths and scatter-
ing events. Under an assumption of weak scattering the pertur-
bations applied to each optical path length are considered in-
dependent, and each provides an individual contribution to the
total field autocorrelation function. Integration of the contribu-
tions to the correlation function over a probability distribution
of path lengths, typically found analytically from the diffusion
equation, yields an estimate of the measured field autocorrela-
tion function. This approach is similar to some of the original
investigations into diffusing wave spectroscopy by Maret and
Wolf [33], and Pine et al. [34].
The principal limitation of path integral methods is that they
can only incorporate planar acoustic fields (owing to the av-
eraging over all potential paths). Despite this limitation, the
technique has offered significant insight into UOT for time-
harmonic acoustic fields in isotropically [29] and anisotrop-
ically scattering [35] media, and for acoustic pulses [36] in
which there are significant correlations in the phase perturba-
tions between successive scattering events.
2.2.2. Correlation transport
is an extension of radiative transport theory (a high-
frequency approximation for optics) to consider media in which
there is a temporal variation of the underlying medium. This
idea was originally investigated by Ackerson et al. [37] who
proposed a correlation transport equation (CTE) for use in the
field of diffuse correlation spectroscopy (DCS). Dougherty et
al. [38] later provided a more rigorous derivation based upon
analytic theory with moving scatterers, building on the work of
Ishimaru and Hong [39] and others [40, 41]. A similar approach
can be taken in UOT [42, 43] where the scattering objects now
move deterministically, and additional terms are introduced to
account for the modulation of the refractive index.
The only necessary assumption in a CTE based model is that
of weak scattering (ltr  λ, where ltr = (µa + µ′s)−1 is the op-
tical mean free path, µa is the optical absorption coefficient,
µ′s = µs(1 − g) is the reduced scattering coefficient, g is the
scattering anisotropy, and λ is the optical wavelength). Owing
to the complexity and high-dimensionality of the phase space
of the integro-differential form of the CTE in UOT, solutions
have to date only been presented using statistical approxima-
tions sought via the computationally expensive Monte-Carlo
(MC) method. We have previously presented GPU implementa-
tions of a CTE for UOT [44, 45] which demonstrate significant
improvements in speed over traditional implementations, but
even so, the computation requirements are such that at present
these models are only suitable for use as a ‘gold-standard’ by
which more approximate techniques may be validated.
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2.2.3. Correlation diffusion
is an approximation of correlation transport by a first order
expansion of a given CTE in spherical harmonics, valid under
a number of assumptions, principally that µ′s  µa. The diffu-
sion approximation is readily made for the RTE in the context
of DOT, and also the CTE which arises in DCS, see Boas [46]
for a full derivation. The process is more complicated in UOT,
principally due to correlations between phase increments at suc-
cessive scattering sites. By combining aspects of the statistical
averaging of the path-integral methods with the transport com-
ponent of the CTE, Sakadzˇic´ and Wang [47] developed a cor-
relation diffusion equation (CDE) for the field autocorrelation
function in UOT.
Approximations in the derivation of the CDE presented in
[40] require two conditions over those assumed in the deriva-
tion of the CTE. The first is that the phase increments between
successive scattering events are uncorrelated (kaltr  1, where
ka is the acoustic wavenumber). The second is that of mod-
erate ultrasound pressures (circa 105Pa for typical medical ul-
trasound frequencies). The flexibility and computational sim-
plicity of this model are highly attractive for application in an
image reconstruction method.
2.3. Linearised power-spectral correlation diffusion model
The CDE presented in ref. [47] describes the wide-sense sta-
tionary optical field autocorrelation function φ(r, τ) in a given
domain, and it can be written:[L(κ, µa) + η(r) (1 − cos(ωaτ))] φ(r, τ) = (1)
φ(r, τ) + 2Aκn · ∇φ(r, τ) = q−(r) (2)
with a lossy diffusion operator
L(κ, µa) = −∇ · κ∇ + µa, (3)
where κ = (3µ′s)−1, is the diffusion coefficient, q−(r) is a coher-
ent boundary flux source, A is related to the index of refraction
mismatch between the turbid and external media [48], n is a unit
vector normal to the boundary of the domain, ωa is the acoustic
angular frequency, τ is lag, η(r) ∝ P0(r)2 is the acousto-optic
modulation efficiency, which has weak dependence upon the
optical parameters, and P0(r) is the local acoustic pressure am-
plitude.
In previous work [17] we employed this approximation as
part of a linear reconstruction technique for UOT, neglecting
the weak dependence upon optical coefficients in η(r), success-
fully recovering absorption coefficients from boundary mea-
surements. This model is readily applicable to techniques in
which the intensity or field autocorrelation function are directly
recorded in the temporal lag domain. However, many interfer-
ometric detection methods in UOT directly record the power-
spectral density of outgoing modulated flux at the acoustic fre-
quency (the first harmonic flux). To calculate this value multi-
ple runs of the forward model must be made at difference values
of lag, τ. Given that the magnitude of η(r) is already limited by
the assumption of weak modulation, we are motivated to fur-
ther linearise the model of eq. (1) to arrive at a direct frequency
(power-spectral) domain representation.
Suppose we take two measurements of the same medium un-
der two acoustic pressures such that the field correlation func-
tion φ(r, τ) 7→ φb(r, τ) + φδ(r, τ), under η 7→ ηb + ηδ, then[L(κ, µa) + (ηb + ηδ) (1 − cos(ωaτ))]
× [φb(r, τ) + φδ(r, τ)] = 0. (4)
Subtracting from eq. (4) the expression for the ‘baseline’ mea-
surement made under ηb results in a non-linear expression for
the perturbed field under changing insonification,
L(κ, µa)φδ(r, τ) + ηb (1 − cos(ωaτ)) φδ(r, τ)
+ ηδ(1 − cos(ωaτ))φδ(r, τ) = −ηδ(1 − cos(ωaτ))φb(r, τ). (5)
In eq. (5) we identify the second order terms in the small
parameter ηδ, which we neglect to complete our linearisation:
L(κ, µa)φδ(r, τ) + ηb (1 − cos(ωaτ)) φδ(r, τ)
= −ηδ(1 − cos(ωaτ))φb(r, τ). (6)
This form has significant value since judicious choices of ul-
trasound pressures and a known pressure squared dependence
may permit η(r) to be identified experimentally. For now, we
choose our background measurement to be made in the absence
of an acoustic field such that ηb = 0, and ηδ = η. Inserting
these definitions and rewriting the expression as a set of cou-
pled equations,
L(κ, µa)φb(r, τ) = 0, (7)
L(κ, µa)φδ(r, τ) = −η(1 − cos(ωaτ))φb(r, τ). (8)
By inspection, it is evident that the linearised field autocor-
relation function φ¯(r, τ) = φb(r, τ) + φδ(r, τ) contains spectral
content only at DC and the frequency of the ultrasonic excita-
tion ωa. We may now find an expression for the power-spectral
density of the fluence in the domain by the Wiener-Khinchin
theorem. Taking the Fourier transform of the linearised field
autocorrelation function,
F [φ¯(r, τ)](ω) = φˆ(r, ω). (9)
We refer to the fluence at the ultrasonic frequency as the first
harmonic correlation fluence φ1(r) = φˆ(r, ωa), and the total flu-
ence rate, equivalent to the CW fluence in a DOT experiment,
φ(r) =
∫ ∞
−∞
φˆ(r, ω) dω = φ(r, 0). (10)
Performing the Fourier transform we find,
L(κ, µa)φ1(r) = η(r)φ(r) = q1(r), (11)
L(κ, µa)φ(r) = 0, (12)
φ1(r) + 2Aκn · ∇φ1(r) = 0, (13)
φ(r) + 2Aκn · ∇φ(r) = q−(r), (14)
The components at the fundamental, φ0(r) = φ(r) − φ1(r) =
φˆ(r, 0), and first harmonic, φ1(r), both contain spatially lo-
calised information related to the total fluence rate in the
3
medium by the presence of the modulation efficiency term.
In this model we may readily identify the oft-cited ‘virtual
acousto-optic source’ as the product η(r)φ(r).
We define our measurement as the power spectral flux across
the boundary at the ultrasound frequency. For a point detector
this is given by [2],
y1(r) = −κn · ∇φ1(r), r ∈ δΩ. (15)
Measurements of the first harmonic flux are a natural data
type produced by interferometric, holographic, or spectral-hole
burning instrumentation in the specified regime. This data type
can also be readily calculated from measurements of the auto-
correlation of the flux exiting the domain by application of a
Fourier transform.
Defining an extended measurement aperture d(r), r ∈ δΩ,
and combining the expression of the flux with the Robin bound-
ary condition allows us to define a measurement operator,
D[d(r)]φ1(r) =
∫
δΩ
1
2A
d(r)φ1(r) dr = 〈m, φ1(r)〉δΩ . (16)
Before proceeding to consider the inverse problem, we make
two comments on our model. First, we note that if η(r) =
δ(r− r0), the ‘internal data’ returned by a UOT measurement is
in fact a measurement of the diffuse optical absorption sensitiv-
ity function for a pointwise perturbation in the domain at δ(r0)
(though this is not in practice possible due to the inherently
finite nature of a practically realisable ultrasound field distribu-
tion). We will return to this point in the discussion. Second, a
model similar to that of equations 7 and 8 was previously devel-
oped by Allmaras and Bangerth [16] by the application of the
Born approximation to the modulated field in a path integral
formulation, the nature of those paths then being formalised in
the diffusion framework (similar to earlier works by [35]). Our
derivation shows that this model can be derived by reasoned
approximations to a correlation transport equation, and that it is
then amenable to a power-spectral representation.
2.4. Measurement protocol and notation
To this point we have considered the case of a single optical
source and detector, and ultrasound field distribution. To per-
form imaging we will probe the domain of interest with multi-
ple insonification profiles and optical source-detector pairs. We
define a measurement index ρ(i, j, k) = k + N j × j + N j × Ni × i
for optical sources i = 1, . . . ,Ni, detectors j = 1, . . . ,N j, and
acoustic field distributions k = 1, . . . ,Nk.
For a given experiment the data vector y1 ∈ RNm ,Nm =
Ni×N j×Nk contains data from all combinations of sources, de-
tectors and acoustic field profiles. The data vector is found by
application of a stacked set of projection operators which corre-
spond to all combinations of source, detector and acoustic field,
P =
(
P1, . . . ,PNm
)T
. The stacked projection operator applies
the identically ordered measurement operator D to a forward
operator, F , which implements eq. (11) under parametrisation
by the optical parameters of interest.
To refer to a single measurement the subscript ρ implies a
particular choice of the 3-tuple {i, j, k} which corresponds to
the appropriate subset of the forward operators, and potentially
their derivatives. That is to say that,
y1,ρ={i, j,k} = P{i, j,k}[µa, µ′s] = D{ j}F{i,k} = D[d{ j}]F{i,k}, (17)
F{i,k} = L(κ, µa)φ1,{i,k} = η{k}φ{i}, (18)
L(κ, µa)φ{i} = q−{i}. (19)
where we have now dropped the spatial dependence of the var-
ious fields and apertures. For convenience we also denote the
compound optical parameters x =
(
µa, µ
′
s
)T .
3. The inverse problem
To determine the parameters of our reconstructed image x∗
we take a regularised output least squares approach, corre-
sponding to the minimisation of the error functional [1]
x∗ = argmin
x
E(x) := 1
2
‖ym1 −P[x]‖2Γ−1e +
λ
2
R[x − xg], (20)
where we assume our measurements ym1 = y1 + n are corrupted
by noise n ∼ N(0,Γe) drawn from a normal distribution with
zero mean and covariance Γe, R is a suitable regularisation op-
erator, the hyper-parameter λ serves to control the relative con-
tribution of the data term and the regularisation term to the error
functional, and xg is an a priori reference parameter set. The na-
ture of xg could, for example, be determined from approximate
measurements of the domain through alternative modalities. In
our work we assume no such additional knowledge, such that
xg = 0 throughout.
3.1. The error functional gradient
Under the assumption that the error functional is convex,
minimisation of E(x) corresponds to the solution of the non-
linear equation E′(x) = 0. To find this expression we begin by
expanding equation 20,
E(x) = 1
2
(
ym1 −P[x]
)T
Γ−1e
(
ym1 −P[x]
)
+
λ
2
R[x∆], (21)
where x∆ = x − xg. Denoting the residual b =
(
ym1 −P[x]
)
and
taking the derivative with respect to x,
E′(x) = −P′∗[x]Γ−1e b + λR′[x∆], (22)
where P′ and R′ are the Fre´chet derivatives of the projection
operator and regularisation operators respectively, and the su-
perscript ∗ denotes the adjoint.
3.2. Sensitivity functions
The Fre´chet derivative of the projection operator is a linear
mapping which describes changes in our measurement result-
ing from perturbations in the optical parameters. To define the
operator we consider, for a particular optical source, detector,
and acoustic field, the perturbations φ 7→ φ + φδ, φ1 7→ φ1 + φδ1
which occur under µa 7→ µa + µδa, κ 7→ κ + κδ. After dropping
second order terms we have from eq. (11) that
L(κ, µa)φδ1 = ηφδ − L(κδ, µδa)φ1, (23)
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and from eq. (12) that
L(κ, µa)φδ = −L(κδ, µδa)φ. (24)
Application of the measurement operator to the perturbed first
harmonic field gives the value of the Fre´chet derivative of the
first harmonic correlation flux evaluated at some κ, µa,
yδ1.ρ =
〈
m, φδ1
〉
∂Ω
. (25)
Our task is to find an expression for this inner product which
can be calculated efficiently. Defining the DC adjoint field
L∗(κ, µa)φ+ = m, (26)
we proceed from eq. (25):〈
m, φδ1
〉
∂Ω
=
〈
L∗(κ, µa)φ+, φδ1
〉
∂Ω
=
〈
φ+,L(κ, µa)φδ1
〉
Ω
=
〈
φ+, ηφδ − L(κδ, µδa)φ1
〉
Ω
=
〈
ηφ+, φδ
〉
Ω
−
〈
φ+,L(κδ, µδa)φ1
〉
Ω
. (27)
The second term on the right hand side of eq. (27) involves the
inner product of the first harmonic correlation fluence and the
adjoint DC fluence from eq. (26). Inserting the lossy diffusion
operator, assuming κδ = 0 on the boundary, and applying the
divergence theorem,〈
φ+,L(κδ, µδa)φ1
〉
Ω
=
∫
Ω
µδaφ
+φ1 − φ+∇ · κδφ1 (28)
=
∫
Ω
µδaφ
+φ1 + κ
δ∇φ+ · ∇φ1. (29)
To develop the first term on the right hand side of eq. (27) we
define the first harmonic adjoint field,
L∗(κ, µa)φ+1 = ηφ+ , (30)
whence 〈
ηφ+, φδ
〉
Ω
=
〈
L∗(κ, µa)φ+1 , φδ
〉
Ω
=
〈
φ+1 ,L(κ, µa)φδ
〉
Ω
= −
〈
φ+1 ,L(κδ, µδa)φ
〉
Ω
. (31)
This term involves the inner product of the DC fluence and the
adjoint first harmonic fluence from eq. (30). As with eq. (29) we
can employ the divergence theorem to state this term explicitly
under the same assumptions:〈
φ+1 ,L(κδ, µδa)φ
〉
Ω
=
∫
Ω
µδaφ
+
1φ − φ+1∇ · κδ, (32)
=
∫
Ω
µδaφ
+
1φ + κ
δ∇φ+1 · ∇φ. (33)
The value of the mapping defined by the Fre´chet derivative of
the projection operator is thus given by,
yδ1,ρ = −
∫
Ω
µδa
(
φ+1φ + φ
+φ1
)
+ κδ
(∇φ+1 · ∇φ + ∇φ+ · ∇φ1) .
(34)
Noting the linearity of eq. (34) in the optical parameters, we
define the total derivatives of our measurement with respect to
the parameters of the forward model [2],
dy1,ρ
dµa
= Cµa1 = −
(
φ+1φ + φ
+φ1
)
, (35)
dy1,ρ
dµ′s
= Cµ′s1 = 3κ2
(∇φ+1 · ∇φ + ∇φ+ · ∇φ1) . (36)
Consistently with our previous work [17], we refer to these
functions as the first harmonic correlation measurement density
function (CMDF), in analogy with the associated photon mea-
surement density functions arising in DOT [15, 49]. We will
consider the form of these functions further in section 5. The
pairs of CMDFs for the complete set of measurements form
the kernel of the Fre´chet derivative of the projection operator, a
continuous to discrete linear mapping from perturbations in the
optical parameters to changes in the measurement,
yδ1 = P′[x]xδ =
∫
Ω
(
Cµa1 Cµ
′
s
1
) [µδa
µ′δs
]
dr. (37)
where Cµ1 = (Cµ1,1, . . . ,Cµ1,Nm )T for µ = µa, µ′s, is a set of stacked
CMDFs over each combination of source, detector and acous-
tic field. The adjoint Fre´chet derivative of the forward operator,
required in the error functional gradient, is a discrete to contin-
uous linear operator which back-projects changes in measure-
ments on the boundary to the parameter space,
h(r) =
(
hµa hµ
′
s
)T
= P′∗[x]yδ1 =
(
Cµa1 Cµ
′
s
1
)T
yδ1. (38)
4. Implementation
To proceed we must now redefine our problem in a finite-
dimensional setting suitable for solution using numerical meth-
ods, and decide upon a technique by which we solve the large
non-linear system resulting from the discretisation of the ex-
pression E′(x) = 0.
4.1. Finite element implementation of the forward model
The domain under consideration is subdivided into a mesh of
non-overlapping elements joined at Nn vertex nodes. On this
mesh we define a set of piecewise linear basis functions such
that ui(r j) = δi j for i, j = 1, . . . ,Nn where r j located at the jth
vertex node. We may then define finite dimensional approxima-
tions to the parameter distributions, solutions, and sources,
χ(r) ≈ χ˜(r) =
Nn∑
k
χkuk(r), (39)
where we take χk to represent the kth component of the
Nn × 1 vectors χ of nodal coefficients which define the dis-
crete approximation χ˜(r) of any of the continuous functions
µa, µ
′
s, κ, η, φ0, φ1, q0, q1, and x = (µa,µ′s)T is the 2Nn × 1 com-
pound vector of optical coefficients.
We solve the correlation diffusion equation by the finite ele-
ment method [49–51]. Equation (11) is multiplied by test func-
tions which obey the boundary conditions, and whose zeroth
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and first derivatives are integrable over the domain. The bound-
ary conditions of eqs. (13) and (14) are incorporated by sub-
sequent integration by parts. The Galerkin formulation results
from selecting the test functions in the weak formulation to be
the same as the basis in which we have defined our parameters,
and allows us to write the resulting linear system,
[K + M + F]φ1 = S[x]φ1 = q1 (40)
where
K =
∑
k
κkVκk, M =
∑
k
µa,kVµak , (41)
are the Nn × Nn matrices of system matrix integrals, formed by
the basis system matrices
Vκk,i j =
dS
dκ
=
∫
Ω
uk(r)∇ui(r) · ∇u j(r) dr, (42)
Vµak,i j =
dS
dµa
=
∫
Ω
uk(r)ui(r)u j(r) dr, (43)
and
Fi j =
1
2A
∫
∂Ω
ui(r)u j(r) dr, (44)
q1,i =
∫
Ω
q1(r)ui(r) dr. (45)
To find the vector of virtual source coefficients q1 we begin
by identifying the discrete form of the right hand side of eq.
(11):
q1(r) ≈
∑
i
ηiui(r)
∑
j
φ0, ju j(r), (46)
which we insert into eq. (45),
q1,k =
∑
i, j
ηiφ0, j
∫
Ω
ui(r)u j(r)uk(r) dr = ηTVµak φ. (47)
The vector of coefficients φ employed in the definition of q1
themselves come from the solution of the system
S[x]φ = q− (48)
which is the standard formulation of the continuous-wave DOT
problem with source term coefficients found by projection of
the boundary source profile into the basis. In this work we em-
ployed the Toast++ toolbox to manage mesh data, peform the
relevant elemental integrals, and assemble the system matrices
and right-hand-sides [52].
4.2. Discrete error functional, and its gradient
The discrete form of the error functional in eq. (21) is found
by replacing the operators and fields with their discrete approx-
imations,
E(x˜) =
1
2
(ym1 − P[x˜])T Γ−1e (ym1 − P[x˜]) +
λ
2
R[x˜∆], (49)
where for a given measurement
Pρ[x˜] = DT{ j}φ1{i,k} = D
T
{ j}S
−1[x˜]q1{i,k}. (50)
By the same procedure we find the discrete form of the deriva-
tive of the error functional of eq. (22),
E′(x˜) = −P′[x˜]T Γ−1e b + λR′[x˜∆], (51)
= −J[x˜]T Γ−1e b + λR′[x∆]. (52)
The derivative of the discrete projection operator P′[x˜] = J[x˜]
is the dense Nm×2Nn Jacobian matrix. Its transpose constitutes
the discrete approximation to the adjoint derivative projection
operator of eq. (38). Accordingly, J[x˜] consists of stacked pairs
of 1 × Nn correlation measurement density vectors Cµa1,ρ, and
Cµ
′
s
1,ρ, for each parameter µa and µ
′
s, for every measurement ρ,
J[x˜] =

Cµa1,1 C
µ′s
1,1
...
...
Cµa1,Nm C
µ′s
1,Nm
 . (53)
The discrete equivalents of the correlation measurement density
functions of eqs. (35) and (36) are:
Cµa1,ρ,i = −
(
φTVµai φ
+
1 + φ
T
1V
µa
i φ
+
)
, (54)
Cµ
′
s
1,ρ,i = 3κ˜
2
i
(
φTVκiφ
+
1 + φ
T
1V
κ
iφ
+
)
, (55)
where we understand the fields to be those corresponding to
measurement index ρ, the derivatives of the system matrix were
defined in eqs. 42 and 43. Corresponding to the continuous
forms of eqs. (26) and (30), the adjoint fields are found by so-
lutions of the systems,
Sφ+ = D, Sφ+1 = q
+
1 , q
+
1,k = η
TVµak φ
+. (56)
By employing the adjoint solutions to the forward problem
we have derived a method by which the Jacobian can be cal-
culated with at most four runs of the forward model for each
measurement index, ρ. In a UOT experiment, it is highly un-
likely that each ρwill consist of an entirely unique set of optical
sources, detectors, and acoustic field distributions. In this case
pre-computation of all optical solutions and adjoints φ and φ+
will result in significantly accelerated calculations.
A typical approach to minimising E(x˜) is via a Newton based
method such the Gauss-Newton and Levenberg-Marquardt
techniques. Whilst such techniques avoid computation of the
Hessian matrix by various approximations, the underlying Tay-
lor expansion of the objective function still calls for the storage
(and repeated inversion) of the complete Jacobian matrix. In
techniques such as DOT there are typically a limited number
of sources and detectors such that the viability of storing the
Jacobian is principally dependent upon the number of degrees
of freedom in the forward model, as determined by the finesse
and dimension of the discretisation. This is also true of UOT,
however in this application there may be an arbitrary number of
measurements corresponding to different acoustic field profiles
such that Jacobian matrix extends in both the row- and column-
space. We therefore take an alternative approach which is to
directly calculate the functional gradient on a row-by-row ba-
sis, and employ this in a gradient based optimisation technique
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which does not require storage of the explicit Jacobian. This
technique has been previously demonstrated in DOT [53] and
quantitative photoacoustics [27, 54].
To proceed we incorporate the error covariance matrix into
the residual such that b∗ = Γ−1e b, and rewrite eq. (52),
E′(x˜) = −
∑
ρ
P′ρ[x˜]
T b∗ρ + λR′[x∆]. (57)
We define two adjoint fields modified from eq. 56,
Sφ∗ρ = D
T
ρ b
∗
ρ, Sφ
∗
1,ρ = q
∗
1, q
∗
1,k = η
TVµak φ
∗
ρ, (58)
and the Nn × 1 vectors
zµai = −
∑
ρ
(
φTρV
µa
i φ
∗
1,ρ + φ
T
1,ρV
µa
i φ
∗
ρ
)
, (59)
zµ
′
s
i = 3κ˜
2
i
∑
ρ
(
φTρV
κ
iφ
∗
1,ρ + φ
T
1,ρV
κ
iφ
∗
ρ
)
, (60)
such that,
E′(x˜) = −(zµa , zµ′s )T + λR′[x∆], (61)
E′(x˜) = −z + λR′[x∆]. (62)
Equation (62) permits the direct calculation of the gradient of
the error functional without explicitly building the intermediary
Jacobian matrix.
4.3. Regularisation
In this work we employ first-order Tikhonov regularisation,
which encourages smooth solutions to the inverse problem. Ap-
plication of the regularisation operator and its derivative to the
parameters in their discrete representation is therefore imple-
mented as [55],
R[x∆] = xT∆Yx∆, R′[x∆] = Yx∆, (63)
where
Y =
[
µ¯−2a W 0
0 µ¯′−2s W
]
, Wi, j =
∫
Ω
∇ui(r) · ∇u j(r) dr, (64)
and µ¯a, µ¯′s are the mean values of the a priori reference param-
eters, µa,g, µ′s,g, defined previously.
4.4. Optimisation
To solve the non-linear system E′(x˜) = 0 we employed a
(Polak-Ribie´re) non-linear conjugate gradient method. The gra-
dients were preconditioned with the block mass matrix:[
B 0
0 B
]
, where Bi j =
∫
Ω
ui(r)u j(r) dr. (65)
For details of this optimisation technique, refer to standard
texts, e.g., Nocedal and Wright [56].
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Figure 1: Geometry of the two-dimensional mesh for CMDF inspection and
reconstructions of section 5.2. White dots indicate the location of the acoustic
focii.
5. Results
In this section we will examine the form of the CMDFs defin-
ing the sensitivity of our measurements, and demonstrate simu-
lated reconstructions in two- and three-dimensions.
Where we employ a two-dimensional domain, the three-
dimensional formation of the theory is employed. Such ‘two
and a half’ dimensional settings imply continuity through the
plane in the sources, optical properties, fields and sensitivity
functions. That is to say that, for example, point sources im-
plicitly represent infinitely extended line sources.
5.1. Correlation measurement density functions
The CMDFs which define the sensitivity of our measurement
to perturbations in the optical properties of the system offer sig-
nificant insight into this imaging modality. We will now con-
sider the form of the individual CMDFs, under variation of the
acoustic field and optical source-detector profiles.
For this purpose we consider a two-dimensional circular do-
main of diameter 50mm with homogeneous optical proper-
ties. The absorption and reduced scattering coefficients µa =
0.01mm−1, µ′s = 1mm−1, of the domain are typical of biologi-
cal tissues. The refractive index of the domain is matched to its
surroundings. Around the periphery of the domain are placed
three optical sources and three optical detectors two of which
are collocated, each having Gaussian profiles of full-width half-
maximum (FWHM) 5mm. Given the reciprocity of the problem
there exist a set of six source-detector combinations which re-
turn unique data. The domain is discretised into a set of 6, 840
linear triangular elements joined at 3, 511 vertex nodes. A set
of 349 focused acoustic fields probes the domain through the
two-dimensional plane. Each field has a Gaussian profile with
FWHM = 2mm, and the set are arranged over a rectangular grid
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with spacing 4mm, truncated at a radius of 22mm from the cen-
tre of the domain. The peak magnitude of η(r) = 0.25. The
discretised domain is depicted in figure 1, where each circle
represents an acoustic focal point.
Expressions for the discrete form CMDFs in µa and µ′s were
presented in eqs. (54) and (55). Each expression consisted of
four terms,
1. φ, the forward total fluence, equivalent to the CW DOT
fluence in the medium due to application of a given optical
source.
2. φ1, the first-harmonic UOT fluence which results from the
virtual acousto-optic source given by the product of the
light distribution from the optical source and the acousto-
optic efficiency term.
3. φ+, the adjoint total fluence, equivalent to the CW DOT
fluence in the medium due to an adjoint source found by
application of a given optical measurement operator.
4. φ+1 , the adjoint first-harmonic UOT fluence which results
from the adjoint virtual acousto-optic source given by the
product of the adjoint fluence distribution from the adjoint
optical source and the acousto-optic efficiency term.
In figure 2 we plot each of these terms for a specific acoustic
field distribution and optical source-detector pair. The sensitiv-
ity function in µa consists of the summation of two products,
which we also depict. The first product φ × φ+1 (depicted in the
fifth image of figure 2) represents the sensitivity of the measure-
ment due to attenuation of the input illumination which gener-
ates the first harmonic modulated fluence. We see a peak sen-
sitivity in the region of the acoustic focus: this is partially due
to our choice of a distributed optical source. Evidently if the
optical source were point-like, the sensitivity to a perturbation
in µa near this point could potentially be larger than that in the
region of the distributed acoustic field, since a reduction in the
strength of the optical source will cause a linear change in the
total fluence. The second product φ1 ×φ+ (depicted in the sixth
image of figure 2) represents the sensitivity of measurement due
to attenuation of the modulated field prior to detection. As be-
fore, the exact form of this term is determined by our choice
of detector profile. In summation, these two terms represent
the sensitivity of a measurement of the modulated fluence due
to a perturbation in the optical absorption profile. These figures
demonstrate significant similarities to those derived for the non-
linearised form of the forward model which we investigated in
[45]. However the use of a point source and small aperture de-
tector in the referenced work lead to increased sensitivity near
the source and detector regions (we will return to this point in
the discussion).
In figure 3 we plot the CMDFs for µa and µ′s which arise for
all six source detector pairs and a given ultrasound field distri-
bution. The form of the sensitivity functions of the absorption
coefficient follows our previous exposition; in each case a re-
gion of peak sensitivity is seen near the acoustic focus, extend-
ing outwards towards the given source and detector position for
that measurement. The form of the sensitivity functions for µ′s
retain the obvious dependence on the source and detector lo-
cation, but have a more complicated structure in the region of
the acoustic focus by virtue of their dependence upon the di-
vergence of the four fields from which they are generated. In
particular, we see a (spatially) fast reduction in sensitivity in
the region where the forward and adjoint optical sensitivities
are shadowed by the acoustic focus. We find areas of negative
sensitivity in the shadowed region, where an increase in scat-
tering will cause more of the input light to be modulated and
detected.
5.2. Two-dimensional reconstruction
To demonstrate our algorithm in the reconstruction of an im-
age we introduce perturbations in the absorption and scattering
coefficients of the two-dimensional domain utilised in section
5.1. Simulated measurements were performed for all source-
detector pairs and 1% proportional Gaussian noise added to the
data. The error covariance matrix Γ−1e was set to diag(1/y) in
accordance with our noise model. The regularisation hyper-
parameter was selected by inspection. The optimisation was
performed by the non-linear conjugate gradient method, and
was terminated when the change in the objective function fell
below ∆E′(x) ≤ 0.01, which resulted in convergence after 26
iterations. Figure 4 depicts the target optical parameters, the
results of our reconstruction, and the percentage error for each
coefficient. The reconstructed images can be seen to be in ex-
cellent agreement with their associated targets. The error in
µa appears to be correlated with the image insofar as there is
a slight under-reporting of the peak-positive and negative per-
turbations. The error does not exceed ±5% at any point in the
image. A similar result is seen in the error in the reconstruction
of µ′s.
5.3. Three-dimensional reconstruction
To demonstrate a three-dimensional reconstruction we con-
sider a cylindrical domain of diameter and height 50mm. The
µa
µ′s
Target [mm−1] Reconstruction [mm−1] Error [%]
Figure 4: Target (left), reconstruction (middle) and percentage error (right) im-
ages of µa (top) and µ′s (bottom) for two-dimensional reconstruction.
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Figure 2: Pictorial description of eq. (54). From left to right: φ, φ+1 , φ1, φ
+, φ × φ+1 , φ1 × φ+. The final summation is represented in the CMDF depicted in column
three of figure 3. Red inwards arrows indicates real source positions, blue inwards arrows indicate adjoint source positions. White dots indicates ultrasound field
focal point. The colour scale varies between plots.
µa
µ′s
Figure 3: A set of CMDFs in µa (top) and µ′s (bottom) for all optical source-detector pairs one (left) to six (right). Red arrows indicate source locations, blue arrows
indicate detector locations, white dots indicate the focal point of the acoustic field. Red regions indicate that increases in perturbations cause reductions in the
measured data, blue regions indicate the converse. The colour scale vary between plots.
absorption and scattering coefficients consist of an homoge-
neous background µa = 0.01mm−1, µ′s = 1mm−1, with numer-
ous perturbations in both parameters with a maximum mag-
Figure 5: Geometry of the three-dimensional mesh for the reconstructions of
section 5.3. Blue volumes indicate scattering perturbations, red volumes indi-
cate absorption perturbations, coloured dots indicate the location of the acoustic
focii, where the colour indicates the location of the focus in the z-axis for easier
visualisation.
nitude of 50% of the background value. A set of 1456 fo-
cused acoustic fields with three-dimensional Gaussian profiles
of FWHM = 3.5mm probe the domain. The focal points are ar-
ranged over a rectangular grid, truncated at a radius of 22mm.
The peak magnitude of η(r) = 0.25. The geometry of the prob-
lem, the location of the focal points of the ultrasound fields, and
isosurfaces of the optical parameter perturbations are depicted
in figure 5. Four sources and detectors were arranged around
the periphery of the domain. The first three sources and detec-
tors were located as per the two-dimensional problem, at z = 0.
The final source and detector were placed on the top and bottom
surfaces of the domain, respectively. Each source had a profile
corresponding to a cosine window of diameter 20mm. Sim-
ulated measurements were performed for all source detector
pairs and 1% proportional Gaussian noise was added to the data.
The error covariance matrix and regularisation hyper-parameter
were determined as per the two-dimensional case. The optimi-
sation was performed using the preconditioned non-linear con-
jugate gradient method, and was terminated when the change
in the objective function fell below ∆E′(x) ≤ 0.01, which re-
sulted in convergence after 61 iterations. Figure 6 compares the
target optical parameters, the results of the reconstruction, and
the percentage error for each coefficient for a slice through the
domain.
The reconstructed images successfully capture the location
and magnitude of the larger perturbations in the optical coeffi-
cients of the domain with excellent accuracy. The smaller per-
turbations are somewhat under-reported, especially in the case
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of the absorption coefficient.
This can be directly attributed to the use of a coarser grid
of ultrasound focal points, and the increased FWHM of the
fields, which in this case is comparable to the size of the smaller
inclusions. As such, this system is significantly more under-
determined than the two-dimensional case, as the number of
degrees of freedom has grown significantly compared to the
number of measurements (ultrasound field locations).
The result of this is that the weighting of the prior, which in
this case enforces smoothness, is relatively larger. This leads to
the small absorption perturbation ‘merging’ into the larger fea-
ture, which can be seen both in the isosurface and slice plots.
An edge preserving prior such as total variation may better re-
tain delineation between regions of differing optical properties.
6. Discussion & Conclusions
Before closing, we consider some points raised by this work,
and make suggestions for future investigations.
µa
µ′s
Target [mm−1] Reconstruction [mm−1] Error [%]
Figure 6: Isosurfaces of the target (top left), and reconstructed (top middle)
parameter distributions, red indicates perturbations in µa, blue indicates µ′s. The
top right figure indicates the plane through which the projections of µa and µ′s
in the lower rows is taken. Middle and bottom rows illustrate the target (left)
and reconstructed (middle) parameters, and the percentage error (right), for µa
(middle row), and µ′s (bottom row).
6.1. The coherent optical source, and uniqueness
We noted earlier that the use of a diffuse source term of sim-
ilar spatial extent to the detector profile resulted in UOT sensi-
tivity functions with a maximum sensitivity at the point of the
acoustic field, and that this differed from previous work [17]
in which a point source dominated the sensitivity of the sys-
tem for this measurement type. In another recent publication
which employed point sources [21] we noted that interchanging
of the source and detector locations lead to an improvement in
the spectrum (the number of significant singular values) of the
approximated Hessian which arises in a quasi-Newton optimi-
sation: this has significant implications regarding the unique-
ness of the reconstruction. This previously unexplained phe-
nomenon seems at odds with the symmetry which results from
the physical reciprocity of the system.
In this work, with identical source and measurement aper-
tures, no advantages were gained from taking measurements
with swapped source-detector locations. Thus, the extra infor-
mation found by transposing the source and detectors in [21]
was in fact achieved by virtue of their differing profiles. Whilst
this might initially suggest an advantage in using a point source
and diffuse detector, we must consider that the extreme sensi-
tivity near the source position may be deleterious: not only will
the increased dynamic range of the sensitivity function lead to
a deterioration of the condition number of matrices to be in-
verted, but any experimental system will become highly sensi-
tive to miss-location of the applied optical sources. Moreover,
a greater amount of total optical power can be delivered to a tis-
sue experimentally if it is illuminated by a diffuse large aperture
source.
In this work we gained sufficiently independent sets of inter-
nal data to permit the simultaneous recovery of µa and µ′s by
the use of multiple optical sources and detectors, but this may
be undesirable in practice. It is not at present evident the way
in which independence in the interior data can best be achieved
(the choice of multiple optical source and detector locations sig-
nifies the implicit assumption that the independence is funda-
mentally related to the spatial gradient of the internal fields).
This point is worthy of further consideration, since if indepen-
dence could be achieve by another means, for example, an ap-
propriate set of structured illumination patterns, this would have
significant experimental advantages.
6.2. Measurement types, and noise
In this work we presented the use of the first-harmonic flu-
ence as our measurement type. This data-type arises natu-
rally in a number of UOT detection mechanisms. In applying
these reconstruction techniques to experimental data the for-
ward model will need to be normalised in some way to match
the experimental observations. Like in the case of DOT, these
‘coupling-coefficients’ must remain constant through the exper-
iment, lest significant error be introduced to the reconstruction.
UOT offers a more robust measurement type, that of the
modulation depth, which in our linear formulation would be
found as the ratio of the first-harmonic fluence to the total flu-
ence. This measurement-type has the attractive advantage of
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being self-normalised, such that changes in the coupling coef-
ficients, providing they are consistent across the power spec-
trum, will not affect the measurement. We employed a modula-
tion depth measurement type in a lag-domain model presented
in a previous work [17], and found the sensitivity functions to
demonstrate improved spatial localisation, and complete sup-
pression of the optical source and detector locations. Similar
results were found experimentally by Gunadi and Leung [57].
This was manifested in improved reconstructions which were
insensitive to perturbation near the source location, even when
a point-source was employed. This is of importance in various
clinical applications where superficial changes in blood volume
during, for example, functional response, or therapy, may oth-
erwise come to dominate an image. For these reasons, it would
be of significant value to extend the analysis of this work to the
modulation depth measurement type.
For generality, we chose to apply proportional Gaussian
noise to our simulated measurements. This choice is equiva-
lent to shot noise in the limit of large signal levels and equal
intensity at each detector [1]: a fair model for interferometric
detection systems. Alternative noise models will be required
if these techniques are to be applied to true photon-counting
systems, appropriate examples can be found in the literature of
DCS [58].
6.3. Towards application
UOT is a young imaging modality, and there are currently
many different methods by which coherent light is measured:
each one has different constraints on the geometries to which it
can be applied, and more significantly, implies different noise
characteristics in the data. No single method has yet proven
itself to be the obvious candidate for the future development
of clinical technologies. The techniques we have developed in
this work are of sufficient generality to be applied to a wide
range of detection methods, but the performance that can be
expected, viz. spatial resolution, noise immunity, and the ability
to recover both absorption and scattering, will depend heavily
on the specific experimental configuration.
6.4. Summary
In this work we have provided an overview of forward mod-
elling techniques in UOT. We have demonstrated that a compu-
tationally efficient frequency-domain linearised diffusion model
can be found by the formal linearisation of a diffusion approx-
imation to a correlation transport equation for UOT. We have
derived and elucidated the form of the correlation measurement
density functions which arise for the first-harmonic measure-
ment type. These sensitivity functions were employed in the
derivation of the gradient of the an objective function. Em-
ploying this gradient in a non-linear optimisation technique per-
mitted the simultaneous reconstruction of images of the optical
absorption and scattering coefficients in both two- and three-
dimensions.
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