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A(qB , q˙C) which leave invariant the Lagrangian action: δS = div.
Manifest form of the symmetry and the corresponding Noether identities is obtained
in the first order formalism as well as in the Hamiltonian one. The identities has
very simple form and interpretation in the Hamiltonian framework. Part of them
allows one to express the symmetry generators which correspond to the primarily
expressible velocities through the remaining one. Other part of the identities allows
one to select subsystem of constraints with a special structure from the complete
constraint system. It means, in particular, that the above written symmetry implies
an appearance of the Hamiltonian constraints up to at least ([k] + 1) stage. It is
proved also that the Hamiltonian symmetries can always be presented in the form
of canonical transformation for the phase space variables. Manifest form of the
resulting generating function is obtained.
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1 Introduction
Formulation of the modern quantum eld theory models involves necessar-
ily an additional nonphysical variables. Their appearance is mostly due to
our desire to incorporate the manifest Poincare invariance and locality as
the leading principles of the formulation. To achieve this, the well known
and the standard method is an appropriate extension of the physical vari-
able space by the additional degrees of freedom, whose role is to supply the
desired properties of a theory [1-5]. In simple cases, one or more variables
of a transparent geometrical origin are needed (for example, for the case of
massive relativistic particle it is sucient to introduce only two variables).
In contrast, the modern theories incorporate a lot of additional variables,
whose nondynamical origin are supplied either by local symmetries pre-
sented in the Lagrangian action, or by algebraic character of equations of
motion for these variables. In the Hamiltonian framework it manifest him-
self in appearance of the constraint system with higher nontrivial algebraic
structure.
Presence of the additional variables leads to rather complicated prob-
lems on the classical as well as on the quantum level, and the Hamiltonian
methods [1-12] turn out to be well adapted for investigation of a the-
ory. Hamiltonization of a Lagrangian system can be formulated as proce-
dure of rewrittening of the initial dynamics in an equivalent form in terms
of extended (i.e. containing the Lagrangian multipliers) phase space [1].
The result of the procedure (besides the dynamical equations of motion in
the Hamiltonian form) is some system of algebraic equations, which de-
termines, in particular, physical sector of the theory. Advantage of the
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Hamiltonian methods is, in particular, that phase space description allows
one to separate authomatically dynamical part of the equations of motion
from the algebraic one as well as to analyse arbitrariness of the dynamics
for the degenerated theories [4]. It crucially simplies the problem and is
an essential step for the selfconsistent transition to the quantum theory.
In general case, the above mentioned algebraic system is a mixture of
the rst and the second class constraints as well as of equations for de-
termining of the Lagrangian multipliers. Also, it can be reducible (there
are exist identities between the equations). The aim of this work is to
study structure of the system in a general framework. We suppose that
there is known local symmetry of the Lagrangian action, which implies ap-
pearance of the corresponding Noether identities among the equations of
motion. Note that it seems to be natural formulation of the problem, since
the symmetries are usually known for concrete models. Note also that we
do not specify relation among rank of the Hessian and of the symmetry
generators. The theory under consideration can has rst and second class
constraints of any stage. We use the Hamiltonization procedure with the
aim to obtain Hamiltonian form of the symmetries and the corresponding
identities. As it will be shown, the resulting Hamiltonian identities do not
involve of the time derivatives. In other words, they contain information on
the algebraic system under consideration. An opposite problem (the prob-
lem of restoring of gauge generators from the known constraint system) is
discussed in [3, 13-22].
For our aims it turns out to be convenient to use the Hamiltonization
procedure in the form developed in [4]. According to this method, starting
from the Lagrangian action one obtains rst an equivalent description for
the system in the extended phase space (qA, pA, v
A) (rst order formalism).
Equations of motion which follows from the rst order action contain, in
particular, the algebraic one. Part of them can be solved in the form
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vi = vi(q, p, vα). Then the Hamiltonian form of the dynamics [1] can be
obtained by means of the direct substitution of this solution into all the
quantities of the rst order formalism.
In this work we repeat these steps for the local Lagrangian symmetry
and for the corresponding Noether identities with the aim to obtain their
form in the Hamiltonian framework. One advantage of this approach (as
compare with discussion based on the Legendre transformation [24-26]) is
that it turns out to be possible to obtain manifest form of the quantities
under discussion.
The work is organized as follows. In section 2 we review rst steps of
the Hamiltonization procedure [4] with the aim to introduce our notations.
Then we obtain some relations among the Lagrangian and the Hamiltonian
quantities which will be used systematically in the following sections. In
section 3 we illustrate our tricks on example of the symmetry with at
most one derivative acting on parameters (see also [23] for the case of the
symmetry without derivatives).
In the following sections the case of a general local symmetry (see
Eqs.(75),(76) below) is analysed. In subsections 4.1, 4.2 we obtain manifest
form for the corresponding identities in the rst order formalism as well
as in the Hamiltonian one. It is shown that the Noether identities in the
Hamiltonian form acquires very simple form, their meaning is discussed in
subsection 4.3. In particular, they allows one to select some subsystem of
constraints T of the complete constraint system (see Eqs.(95),(99)). We
prove also that local symmetry with [k] derivatives on parameters implies
appearance of the Hamiltonian constraints up to at least ([k] + 1) stage.
In subsections 5.1, 5.2 we obtain manifest form of the local symmetry
in the rst order formalism as well as in the Hamiltonian one. The rst
order action is invariant under the corresponding transformations as a con-
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sequence of the identities. The same is true for the Hamiltonian action.
We prove also that the Hamiltonian symmetries can be presented (mod-
ulo trivial symmetries of the Hamiltonian action) in the form of canonical
transformation for the phase space variables (see also [17-22]). The gen-
erating function is nd in a manifest form (see Eq.(114) below) and is a
combination of the above mentioned constraints T . Results of the work
are enumerated in the Conclusion.
2 Hamiltonization procedure and some relations among
the Lagrangian and the Hamiltonian quantities.




















 rankMAB = [i] < [A]. (3)
According to this equation, it is convenient to express the index A as
A = (i, α), i = 1    [i], α = 1    [α], where [α] = [A] − [i]. Without loss





where detMij(q, _q) 6= 0. An opposite matrix will be denoted as ~M ij(q, _q),




As the rst step of the Hamiltonization procedure, let us rewrite the
theory (1) in terms of the rst order action dened on the extended phase






L(qA, vA) + pA( _q
A − vA)] , (5)
where L = L(q, _q)jq˙A!vA. All the variables are considered on equal footing.
In particular, one writes equations of motion for all of them














= 0 () ∂H
∂vi
= 0, (8)
where f, g is the Poisson bracket and it was denoted
H(qA, pA, v
A)  pAvA − L(q, v). (9)
Actions S and Sv describe the same dynamics in the following sense.
a) If qA0 (τ) is some solution of the problem (2), then the set of functions
qA0 , v
A
0  _qA0 , p0A  ∂L∂vA jq0v0 will be solution for the system (6)-(8).
b) If the set (qA0 , p0A, v
A
0 ) is a solution of the system (6)-(8), then q
A
0 obeys
to Eq.(2). In accordance with the condition (3) one resolves Eq.(8) for the
multipliers vi algebraically
vi = vi(qA, pj, v
α). (10)
Hamiltonian form [1] of the initial dynamics can be obtained now by means
of substitution of the Eq.(10) into all the quantities of the rst order for-
malism. We use symbols with bar to denote quantities of the rst order
formalism and symbols without bar for the Hamiltonian quantities
RA  RA(q, _q)jq˙A!vA,
6
RA  RAjvi(qA,pj,vα). (11)
Consider rst equations of motion (6)-(8). Substitution of Eq.(10) into
Eq.(8) gives the identity










while Eq.(7) acquire the form





= pα − fα(qA, pj) = 0. (13)
Note that Eq.(13) do not contains the multipliers vα (in other case one
can use Eq.(13) and to express some of the multipliers vα
0
through the
remaining one, in contradiction with the condition (3)). Eq.(13) determines
the primary Hamiltonian constraints α.
To nd manifest form of equations (6) with the multipliers vi substi-
tuted, one introduces Hamiltonian
H(qA, pA, v
α)  H jvi = (pAvA − L(q, v))jvi. (14)
It obeys the equation
dH
dvα
= α(q, p), (15)















= α(q, p), (16)
where Eqs.(12),(13) were used. General solution of Eq.(15) is
H(qA, pA, v
α) = H0(q, p) + v
αα(q, p), (17)
where H0 can be nd by comparison of equations (17) and (14)
H0(q
A, pj) =






Nontrivial part of this statement is that H0 do not depends on the variables
vα (and pα). Thus we have obtained manifest form of the Hamiltonian
(17),(18) for an arbitrary Lagrangian action (1). Using the same triks as

















It allows one to substitute the functions vi(qA, pj, v
α) into Eq.(6). In the
result, Hamiltonian form of the dynamics is
_qA = fqA, Hg, _pA = fpA, Hg, (20)
α  pα − fα(qA, pj) = 0. (21)
Note that to obtain Eq.(20),(21) we have combined in fact Eq.(8) with
other equations of the system (6)-(8). It means that the systems (6)-(8)
and (20),(21) are equivalent to each other. The rst order action (5) can
also be rewritten in the Hamiltonian form. Namely, one notes that the
quantity
SH  Svjvi =
∫
dτ(pA _q
A −H0 − vαα), (22)
reproduces the equations of motion (20), (21).
In the following sections we repeat these steps for the local symmetries
and for the corresponding Lagrangian identities with the aim to obtain
manifest form for these quantities in the Hamiltonian framework. It is
now convenient to enumerate some relations among the Lagrangian and the
Hamiltonian objects which will be used systematically in the subsequent
sections.
Since Eq.(12) is identity, one has ∂Φi∂vα  0, which can be rewritten as
∂vi
∂vα = − ~M
ij
Mjαjvi = − ~M ijMjα. On other hand, from equations (6) and
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(20) it follows vi(qA, pj, v
α) = fqi, Hg. It can also be used for computation
of the derivative. Collecting these two results one has
∂vi
∂vα
= − ~M ijMjα = fqi, αg. (23)
Other derivatives can be obtained in a similar fashion
∂vi
∂pA
= ~M ijδAj = fqifqj, HggδAj , (24)
∂vi
∂qA





= −fpAfqi, Hgg. (25)



















Part of equations from (27), (28) is equivalent to Eqs.(23), (25). Also, for




























and for a set of functions CA
vAjviCA = fqA, HgCA. (31)
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Further, from the condition (3) it follows, in particular, that the matrix
MABjvi has [α] independent null vectors. Let us demonstrate that for an
















= MAα −MAi ~M ijMjα. (34)
For the case A = β the right hand side is zero according to Eq.(26), while
for A = k one has Mkα −Mki ~M ijMjα = Mkα − Mkα = 0, from which it
follows Eq.(33). From the right hand side of the equality (32) it follows
that these null vectors are linearly independent.
At last, by using of Eq.(25),(18),(19), some combinations of the La-






















Here RA(q, v) is any function. In particular, if it is null vector of the matrix
MAB : MAB R










= Rαfα, Hg. (37)
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3 Symmetries with at most one derivative acting on
parameters.
Hamiltonization of the local symmetries and the corresponding Noether
identities for the general case implies suciently tedious algebraic manip-
ulations. So, in this section we demonstrate all the necessary tricks on
example of a symmetry with at most one derivative acting on parameters
(symmetry without derivatives was considered in [23]). Namely, let us
consider innitesimal local transformations of the form
δq
A = aR0a
A(q, _q) + _aR1a
A(q, _q), (38)






where ω0a, ω1a are some functions. If Eq.(38) depends essentially on all the
parameters a(τ), a = 1, . . . , [a] (namely, if rankR1a
A = [a]), then [a]  [α],
as it can be seen from Eq.(47) below.
3.1 Lagrangian identities in the first order formalism.
Real consequence of the property (39) is appearance of identities among
the equations of motion for the theory. To obtain them let us write Eq.(39)
































a + (ω0a + _ω1a) _
a + ω1a¨
a).

























A = _ω0a. (42)








A = ω0a, (43)









A  0. (44)
Further, this expression can be presented in the form of a series on deriva-









where i = 1, 2. Then the series looks as[



























]  0. (46)
Since it is true for any qA(τ), the square brackets in Eq.(46) must be zero
separately. It gives the nal form of the Lagrangian identities for our
theory. Since they are fulled for any qA(τ), they will remain identities
after the substitution _qA(τ) −! vA(τ). In the result we obtain identities
of the first order formalism
MAB(q, v) R1a





K1a  0, (48)
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K0a − vB ∂
∂qB
K1a  0, (49)








 RiaA(q, v). (50)
Below we demonstrate that Eqs.(47)-(49) supply invariance of the rst or-
der action (5) under the corresponding local transformations (see Eq.(65)-
(67)).
3.2 Hamiltonian form of the identities.
Let us obtain Hamiltonian form of the identities, i.e. we perform substitu-
tion of the multipliers vi(qA, pj, v
α) into Eqs.(47)-(49).
In acordance with our division of the index: A = (i, α), Eq.(47) can be
rewritten as
R1a
i = − ~M ij Mjα R1aα, (51)
( Mαβ − Mαi ~M
ij
Mjβ) R1a
β = 0, (52)
and substitution of the multipliers vi gives
R1a
i = fqi, αgR1aα. (53)
Eq.(52) does not contain new information, see Eq.(26). Similarly, Eq.(48)
is equivalent to the pair
R0a





K1a  0, (55)
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where Eqs.(51),(52),(29),(30) were used. By using of Eqs.(23),(37) we nd
nally
R0a




αfα, Hg)  0. (57)
To substitute the multipliers vi(qA, pj, v
α) into the rst term of Eq.(49) we
















































where Eqs.(31),(37),(48) were used. Collecting equations (58) and (59) one
nds nally the Hamiltonian form of Eq.(49)
R0a
αfα, Hg − fR1aαfα, Hg, Hg  0. (60)
Thus, we have obtained Hamiltonian form of the identities. They can be
divided on two parts. The rst part means that in arbitrary theory the
generators R1a
ijvi, R0aijvi can be expressed through the remainig one
R1a
i = fqi, αgR1aα. (61)
R0a










αfα, Hg)  0, (63)
R0a
αfα, Hg − fR1aαfα, Hg, Hg  0. (64)
Remind that Ria
A  RiaA(qA, vA)jvi.
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3.3 Local symmetry of the first order action.
Let us return to discussion of the local symmetries structure. First we note
that the following transformations
δq
A = a R0a













leave invariant the first order action (5), as a consequence of the identites
(47)-(49). Actually, variation of the action Sv under Eqs.(65),(67) and
under some δpA can be presented as (up to total derivative)
δSv =
∫
dτ a K0a + _




 ( _qA − vA) (68)
=
∫
dτ _avA MAB R1a
B + a
(













+δpA − ∂2 L
∂qA∂vB
δq
B − a ∂
∂qA
K1a
 ( _qA − vA), (69)
where integration by parts for the second term in Eq.(68) was performed.
The rst and the second lines in Eq.(69) are zero according to Eqs.(47)-(49).
Then the variation δSv will be total derivative if we take δpA according to
Eq.(66).
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3.4 Local symmetry of the Hamiltonian action.
From the discussion in Section 2 one expects that the transformations (65)-
(67) with the multipliers vi substituted will be symmetry of the Hamilto-
nian action (22). Let us nd their manifest form. Using Eqs.(62),(61) one








) fqi, βg − a {qi, R1aβfα, Hg} . (70)
The variation δq
αjvi can be identically rewritten in a similar form
δq




) fqα, βg − a {qα, R1aβfβ, Hg} , (71)
since fqα, βg = δαβ and since the quantity R1aβfβ, Hg do not depends


























































α) fpA, αg − a fpA, R1aαfα, Hgg . (72)
where Eqs.(12),(13),(37),(47),(48) were used. Thus we have found Hamil-
tonian form of the local symmetry (38)
δq













α  aR0aα + _aR1aα. (74)
Hamiltonian action (22) is invariant under these transformations, as a
consequence of the identities (63),(64). Up to total derivative, variation of
the rst term in Eq.(22) can be expressed as follows
δ(pA _q
A) = α(δq




while for the second term one has
δ(−H) = −α(δqα).+
_aR1a
αfα, Hg+ a (R0aαfα, Hg − fR1aαfα, Hg, g) .
collecting these terms and using Eqs.(63),(64) one has δSH = div.
4 Hamiltonization of the identities for the general
local symmetry.
This section is devoted to Hamiltonization of the Lagrangian identities










 a  dk
dτk
a  ∂ka. It is supposed that the action (1) is invariant











with some functions ωka(q, _q).
1We show below that presence of the term
(k)
 in Eq.(75) implies appearance of k-tiary Hamiltonian
constraints. From this it follows that [k] < 1 for a mechanical system with finite number of degrees of
freedom. Also, with any transformation which involve variation of the evolution parameter: δ˜τ, δ˜qA one
associates unambiguosly the transformations of the form (75) as follows: δτ = 0, δqA = −q˙Aδ˜τ + δ˜qA. If
δ˜ is a symmetry of the action, the same will be true for δ. Thus, Eq.(75) incorporates this case also.
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4.1 Identites of the first order formalism.































Since it is fulled for any a(τ), we can compare terms which are pro-


















A = _ω0a, (77)
where k = 0, 1,    , [k], and it is implied R[k]+1 = ω[k]+1  0. We can
substitute rst equation of the system (77) into the second one and so on,
it gives manifest form of the functions ωka. Let us denote
S(i)a(q, _q, q¨)  δS
δqA
R(i)a














R([k]−k)aA = ω([k]−k)a, (79)
while the last equation of the system (77) gives the Noether identities
[k]∑
k=0
(−)[k]−k∂ [k]−kS([k]−k)a  0, a = 1, 2,    , [a]. (80)
Note that the S(i)a is at most linear on q¨
A and the maximum possible
degree of the time derivative in Eq.(80) is [k] + 2. Further, Eq.(80) can be
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presented in the form of a series which consist of the terms
∂k1qA1    ∂kpqApX(A1Ap)a(q, _q), where the possible values for p, ki are: p =





, ki  2, ∑ ki  [k] + 2, and all the coecients X(A1Ap)a
are symmetric on their indices Ai. Since Eq.(80) is fulled for an arbitrary
qA(τ) one concludes
X(A1Ap)a(q, _q)  0. (81)
Remarkable fact is that only a  [A]  ([k] + 1) + a functions X from Eq.(81)
turns out to be independent. Namely, the direct and tedious calculation









  0, k = 1, . . . , [k], (82)
[k]∑
k=0






This system can be expressed further in an equivalent form in terms of the
quantities K(i)a only. Actually, using the second equation of the system
(82) in the third one and so on, one convinces that all the terms which are
proportional to q¨A disappears. This form of the identities was obtained also
in [26] and used for analysis of constraint algebra in a theory without second
class constraints. Since the resulting equations are satised for an arbitrary
qA(τ), they will remain identites after the substitution _qA(τ) −! vA(τ).























(−)i−1vC1 . . . vCi−1 ∂
∂qC1











(−)i−1vC1 . . . vCi−1 ∂
∂qC1
   ∂
∂qCi−1
K(i)a
  0, (83)
[k]∑
k=0
(−)kvC1 . . . vCk ∂
∂qC1











 R(i)aA(q, v). (84)
Similarly to the case which was discussed in section 3, these identities
supply invariance of the rst order action under the corresponding local
transformations (see Eq.(102)-(104) below).
Eq.(83) promptes the following notation
Ta
(p)(q, p, v) 
p−1∑
i=1






Note that the quantities Ta













(p)  0, p = 1, 2, . . . , ([k] + 1), (87)
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Ta
([k]+2) = 0. (88)
Motivation of the "opposite" numeration is as follows: below we show that
the quantities Ta
(p)  Ta(p)jvi are some of the p-ary Hamiltonian constraints.
4.2 Hamiltonian form of the identities.
Since Eq.(87),(88) are fulled for an arbitrary vA(τ), they will remain iden-
tities after substitution of the multipliers vi(qA, pj, v
α) according to Eq.(10).
This procedure gives identities of the Hamiltonian formulation. In partic-
ular, they supply invariance of the Hamiltonian action (22) under the cor-
responding transformations (see Eq.(107)-(109) below) as well as contain
information on the structure of the Hamiltonian constraint system. Let
us obtain manifest form of the identities. The parts B = i and B = α of
Eq.(87) are(

















We can nd the generators Ri from Eq.(89) and substitute into Eq.(90),
the resulting equations are



























where Eq.(26) was used. Further, by using of Eqs.(23),(29),(30) one rewrites
Eq.(91) as




(p)  0. (93)
Note that Eq.(93) means, in particular, that T jvi do not depends on vα :
Ta
(p)jvi = Ta(p)(qA, pj). Thus we needs to nd manifest form for the quan-
tities Ta
(p)jvi. Starting from Eq.(86) one has
Ta
(p)jvi = K([k]+2−p)ajvi − vB ∂
∂qB

























as a consequence of Eqs.(84),(87). The rst term can be rewritten by means
of Eqs.(35),(36),(92) which gives the expression (note that the function
















as a consequence of Eq.(31). Collecting this terms one obtain the recur-
rence relation for determining of the quantities Ta
(p)
Ta
(p) = R([k]+2−p)aβfβ, Hg+ fH, T (p−1)a g, (94)
Since Ta





fHf. . . fH︸ ︷︷ ︸
(i-2)
, R([k]+i−p)aβfβ, Hgg . . .gg. (95)
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Thus, Hamiltonian form of the Lagrangian identities (82) which corre-
spond to the general local symmetry (75) is
R([k]+1−p)ai = fqi, αgR([k]+1−p)aα − fqi, Ta(p)g, (96)
∂
∂vα
T (p)a = 0, p = 2, . . . , ([k] + 1), (97)
T ([k]+2)a = 0, (98)
with the quantities Ta
(p) given by Eq.(95). Remind that R(k)a
A 
R(k)a
A(qA, vA)jvi. Note that the resulting expressions do not contain of
the time derivatives. So, they can be compared with the Hamiltonian
constraint system.
4.3 Hamiltonian identities and the complete constraint system.
The Hamiltonian identites (97) states, in particular, that the quantites
Ta
p, p = 2, 3, . . . , ([k]+1) are functions of the phase space variables (qA, pj)
only. Their manifest form is
T (2)a = R[k]a
αfα, Hg,
T (3)a = R([k]−1)a
αfα, Hg+ fH, T (2)a g,
T (4)a = R([k]−2)a
αfα, Hg+ fH, T (3)a g, (99)
. . .
Meaning of these quantites becames clear if we compare Eq.(99) with the
second, third . . . stages of the Dirac-Bergmann procedure. The second
stage is to investigate structure of the system fH, αg = 0. It can be
23
rewritten in the canonical form, one has schematically 2





 = 0, detQ 6= 0, (100)
where the part G(q, p, v) = 0 contains (if any) equations for determining of
the multipliers, while the part (2) = 0 determines secondary constraints
of the theory. From comparison of Eq.(100) with the rst equation of the
system (99) one concludes that the quantites Ta
(2) are some combinations












 = 0 (101)
which allows one to identity the quantites Ta
(3) with some of the tertiary
constraints (3), and so on.
Thus, the quantites Ta
(p), p = 2, 3, . . . , ([k] + 1) which appears in the
Hamiltonian identities (97) can be identified with some of the p-ary con-
straints. Then the identity (98) means that ([k]+1)-ary constraints do not
create neither ([k]+2)-ary constraints nor equations for determining of the
multipliers.
From this it follows, in particular, that a theory with the local symmetry
(75) necessarily has the Hamiltonian constraints up to at least ([k] + 1)-
stage.
Note that the subsystem of constraints Ta
(p) has very special structure.
Actually, the expression fH, Ta(p)g gives the constraint Ta(p+1) modulo the
surface α = fα, Hg = 0 only. Namely this remarkable structure of the
subsystem allows us to rewrite the Hamiltonian symmetries in the form of
canonical transformation (see the subsection 5.2 below).
2Note that the primary constraints can not appear on the r.h.s. of this equation, see Eqs.(13),(14).
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5 Hamiltonian form for the general local symmetry.
5.1 The symmetry in the first order formalism.























leave invariant the first order action (5) as a consequence of the first order
identities (87),(88). Here Ta
(p) is given by Eq.(85). Note that the transfor-
mations (75); (102)-(104) and the transformations (107)-(109) below are
equivalent sets of symmetries in the sense of denition which was given in
[21].
Variation δSv under an arbitrary δq
A, δpA and δv











 δqA − _vB MBAδqA+δpA − ∂2 L
∂qA∂vB
δqB
 ( _qA − vA). (105)









where the identity with p = 1 from Eq.(87) and Eq.(86) were used. After


















The intermediate terms form the identity with p = 2 from Eq.(87), while



























 a( K(k)a − _vB MBA R(k)aA)+
([k]−1)









( _qB − vB).
Except the last term this expression has the same structure as Eq.(106).
Thus, we can repeat these calculations. After [k] integrations by parts and












( _qB − vB).















 ( _qA − vA).
Then δSv = div if one takes δpA according to Eq.(103).
5.2 The symmetry in the Hamiltonian formalism.
In this subsection we present manifest form of the transformations (102)-
(104) with the multipliers vi substituted according to Eq.(10). Then we
prove that the resulting transformations is a symmetry of the Hamiltonian
action (22).
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(p) is given in Eq.(95). The variation δq
αjvi can be rewritten














βfqα, βg − fqα, T ([k]+1−k)a g
)
,
since fqα, βg = δαβ and since Ta(p) do not contains of the variable pα.
Note also that the last term in both equations is absent for k = [k], since
Ta
(1)  0.



































































The last term is zero according to Eq.(87) with p = 1. Collecting these












Thus, the Hamiltonian form for the general local transformations (75) is
δq




 afqA, T ([k]+1−k)a g, (107)
















and the quantities Ta
(p) are presented in Eqs.(94), (95).
The Hamiltonian identities supply invariance of the Hamiltonian action
(22) under these transformations. Actually, modulo of total derivative
terms, variation of the rst term in Eq.(22) can be presented as
δ(pA _q












while for the second term in Eq.(22) one nds




 aT ([k]+2−k)a .
Collecting these terms one concludes δSH = div as a consequence of
Eqs.(97),(98).
In conclusion of this subsection let us note that Eq.(107)-(108) can be





















It can be acompanied by the trivial transformation of the Hamiltonian
action (see [23])
δq
A = fqA, δqαgα,
δpA = fpA, δqαgα, (112)
δv
α = −(δqα). + fH, δqαg.
Combination of the equations (111) and (112) has the desired canonical
form.
Thus we have proved that the Hamiltonian symmetries which corre-
spond to a general local symmetry (75) of the Lagragian formalism can
be presented in the form of canonical transformation for the phase space
variables qA, pA
δq
A = fqA, Gg, δpA = fpA, Gg,
δv
α = fH, δqαg, (113)










 aT ([k]+1−k)a . (114)
6 Conclusion
Let us enumerate results of this work.
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we have obtained manifest form of the symmetry and of the corresponding
Noether identities in the rst order formalism (Eqs.(102)- (104),(87);(88))
as well as in the Hamiltonian one (Eqs.(107)- (109), (96)-(98)). The iden-
tities supply invariance of the rst order action and of the Hamiltonian one
under the corresponding transformations.
2. The Hamiltonian identities consist of two parts. The rst part
allows one to express the generators Ri through the others (remind that
now R(k)a
A  R(k)aA(qA, vA)jvi and RA = (Ri, Rα) in accordance with
Eq.(3))
R([k]+1−p)ai = fqi, αgR([k]+1−p)aα − fqi, Ta(p)g. (116)





fHf. . . fH︸ ︷︷ ︸
(i-2)
, R([k]+i−p)aβfβ, Hgg . . .gg. (117)
3. The second part of the Hamiltonian identities
∂
∂vα
T (p)a  0, p = 2, . . . , ([k] + 1), (118)
T ([k]+2)a  0, (119)
has the following interpretation. Eq.(118) means, in particular, that the
quantities Ta
(p) do not depend on vα. We have demonstrated also that the
quantities Ta
(p)(qA, pj) are some part of the p-ary Hamiltonian constraints.
Then Eq.(118) states that in a theory with the local symmetry (115) the
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complete constraint system contains subsystem of constraints Ta
(p)  0
of the special structure (117). Equation (119) means that ([k] + 1)-ary
constraints T do not create neither new constraints nor equations for de-
termining of the multipliers.
4. Local symmetry (115) for the Lagrangian theory implies appearance
of the Hamiltonian constraints up to at least ([k] + 1) stage.
5. We have proved that the Hamiltonian symmetry (107)-(109), which
corresponds to the Lagrangian one (115), can be presented in the form of
canonical transformation (for the phase space variables qA, pA)
δq
A = fqA, Gg, δpA = fpA, Gg,
δv
α = fH, δqαg, (120)
where the generating function is the following combination of the primary











 aT ([k]+1−k)a . (121)
Dierence among the equations (107)-(109) and the canonical transforma-
tions (120) is the trivial symmetry of the Hamiltonian action
δq
A = fqA, δqαgα, δpA = fpA, δqαgα,
δv
α = −(δqα). + fH, δqαg. (122)
From the previous discussion one expects that the constraints Ta
(p) are of
rst class in the complete constraint system. Also, from Eqs. (117)-(119)
it follows that for the simple cases (symmetry without derivative or with
one derivative only) the gauge generators R can be easily restored starting
from the Hamiltonian formulation. We hope that the results obtained
allows one to formulate a simplied procedure (as compare with [14, 21])
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