Linkable administrative data have facilitated research incorporating files from various government departments. Examples from Canada, Australia, and the United Kingdom highlight the possibilities for improving such work. After expanding on comparisons of linkable administrative data with several famous studies, we forward suggestions on improving research design and expanding use of family data. Certain characteristics of administrative data: large numbers of cases, many variables for each individual, and information on parents and their children, provide building blocks for implementing these proposals. Traditional longitudinal epidemiological approaches can be modified to facilitate a quasiexperimental perspective. Incorporating multiple research designs within the same project handles threats to validity more easily. Family data provide a number of opportunities for both samegeneration and intergenerational research. Risk factors associated with a number of conditions can be studied. Bad events can affect all family members, and cross-sectoral information can extend analyses beyond health to include educational outcomes. Parent/child linkages suggest several lines of research exploring within-family relationships. Complicated data call for family identification systems to estimate project practicality. Manitoba administrative data are presented to illustrate one such system. Problems in maintaining core data element -such as marital status -have been highlighted. The productivity and potential of crosssectional, longitudinal, and life course research using existing information have emphasised the value of investments in such work.
Introduction
Increasingly, scholars around the developed world use record linkage and data routinely collected by administrative bodies for service rather than research purposes to create information-rich environments. These are environments where researchers can leverage linkable, individual-level information on the health, socioeconomic, social, and biological characteristics of virtually the entire population of a jurisdiction to support a wide variety of studies (Brook, Rosman, & Holman, 2008; Jutte, Roos, & Brownell, 2011) . Information-rich environments have made it possible to study regional differences in health and health care delivery, specific diseases and interventions, child development, and aging. Policyrelevant issues associated with education, poverty, children taken into out-of-home-care by protective services, and social housing have also been explored (Public-Academic Research Colloquium Leveraging Administrative Data for Social Policy, 2016) . Epidemiology and pharmacoepidemiology have been emphasised in pioneering studies using linked registers from Sweden, Denmark, Norway, and Finland (Mortensen, 2013) . These information-rich environments are spreading. A recent listing noted 267 data linkage centers in 34 countries (International Population Data Linkage Network, 2016) . After supporting earlier studies using linked databases, United Kingdom funders have invested £100 million in four Centers of Excellence in health informatics, four Administrative Data Research Centers focusing on social and economic datasets, and a Clinical Practice Research Datalink (Lyons, Ford, Moore, & Rodgers, 2014) . Australia has made major efforts to develop appropriate linkage infrastructure for health research, policy and planning (Smith et al., 2011) . Analysts in various states and provinces have stressed the desirability of merging information across different government departments (Cowan, 2015; Williams, McClellan, & Rivlin, 2010) . State-level activity in Florida has led to new research on neonatal health and cognitive development (Figlio, Guryan, Karbownik, & Roth, 2014) . Recent work with American de-identified tax records has examined neighbourhood effects both on intergenerational mobility and on income and life expectancy (Chetty, Hendren, Katz, & Lawrence, 2016a; Chetty et al., 2016b) .
This expansion of research based on administrative data has provided analytic files which, for some applications, equal or outperform the best known primary data collection approaches (Johnson & Schoeni, 2011; Levy & Brink, 2005; Power, Kuh, & Morten, 2013) . Record linkage provides a costeffective means for creating 'wide' data files with many variables capturing information on significant aspects of individual lives across the life course. In addition, researchers using administrative data on the entire population have access to information on individuals difficult to include in routine survey research -e.g., those living in rural/remote regions, those residing in poor neighborhoods, etc. Because an entire population is typically available, a very large number of cases can be analysed, often over long periods of time. For example, by linking birth registers with a wide variety of administrative data, scholars can conduct sibling, twin, and family analyses, sometimes across generations, to study a wide range of health and social issues. Such characteristics of administrative data create possibilities for going considerably beyond the usual observational before/after comparisons.
Many strengths of administrative data are largely underutilised and not well understood. For example, several data linkage conferences highlighting a diverse set of projects included only six clinical trials, five natural and quasi-experiments, and just three sibling analyses out of approximately 700 presentations (Exploiting Existing Data for Health Research International Conference, 2013; International Data Linkage Conference, 2012; International Health Data Linkage Conference, 2014) . The number of (primarily observational) projects is encouraging but many additional opportunities could be explored. Following Hand (2016) , "sharing and linking behavioral data, both public and private, holds tremendous promise for improved public policy" and advancing medical and social science research.
This (Johnson & Schoeni, 2011; Levy & Brink, 2005; Power et. al., 2013) . As can be seen, administrative data have several strengths relative to longitudinal primary data collection. A central advantage is the ability to cost-effectively update files on a regular (often annual) basis. This automatically facilitates construction of birth cohorts, longitudinal follow-up, growth in the number of individuals available for study, and new information on life events and family relationships. New research opportunities follow such expanded information. Roos et al. (2008) .
Organising information The Whole Population
Because government departments typically collect data on everyone using their systems, researchers working with administrative data can benefit from having registries comprising the entire population (i.e., population-based), whether they are readily available (Canada, Wales) or have to be built more laboriously from multiple sites (Australia) (Ford et al., 2009; Stanley, Glaubert, McKenzie, & O'Donnell, 2011) . Information on population-based births, deaths, marital status, migration, and place of residence allows building such registries. A few groups, such as individuals in federal prison or in the military, may not be included.
Registries also enable population-based analyses of non-users, providing otherwise unavailable information about who does not receive preventive measures (cervical cancer screening, childhood immunisations, at-risk family screening) or who is not enrolled in school (Brownell et al., 2006; Gupta, Roos, Walld, Traverse, & Dahl, 2003) . With registries typically based on a whole (or good approximation to a whole) population, bias associated with dealing with unrepresentative population subsets is minimised. Figure 1 shows several types of data files linkable with a population registry. This Canadian provincial repository has been used for hundreds of published studies over the past forty years. 
Wide data files created through record linkage
Repositories such as Manitoba's have typically been started with health information and expanded as other data sets became available. Having many descriptors for each individual ('wide' data files) facilitates work in several ways (National Research Council, 2013) . Population-based indices can be created by combining files using techniques developed by Mosteller & Tukey (1977) . Data cleaning is a significant issue that has been treated elsewhere, and some general tools have been developed (Smith et al., 2015) . Close relations with data providers facilitate ensuring quality.
Merging with clinical databases containing details on diseases increases opportunities to build good measures and provide long-term follow-up (Bernstein et al., 2016) . Both sites based on linkable administrative data and those anchored in primary data have been continually working to add files and to expand the range of topics covered (Morris, 2015; Smith et al., 2011) . Bringing in new files from other agencies or clinical investigators increases research opportunities but, often takes years of negotiations ('smiling persistence') (Borghol et al., 2012) .
Large N
The large numbers of cases and variables available using administrative data facilitate both observational and interventional research. An investigator can focus on low prevalence conditions or rare events and still find enough cases for study.
Longitudinal nature
Both observational studies and quasi-experiments benefit from longitudinal data generated by the periodic updating of administrative files. Evaluating the long-term impact of health and educational interventions is an important application of such data (Murnane & Willett, 2011) . The large N and ability to track individuals over long periods can be most useful in studies of the developmental origins of adult disease.
Locating individuals
Information as to where each individual in a population resides is very valuable in judging exposure to many variables. A highly influential American research program has been built on geographic variation in medical care (Wennberg, 2010) , while Shadish (2013) has stressed the importance of control groups based on local conditions.
Sibling, twin, family analyses.
Parents, particularly mothers, can generally be specified through linkage of registries and hospital data to support more detailed work on families. Information on mothers and children allows specification of half-siblings. As discussed later, the more detailed the family information, the more possibilities for better casual inference. Particular unexploited characteristics of administrative data can strengthen analytic approaches. Murnane and Willett (2011) have emphasised using multiple perspectives in worrying about selection bias. There are many types of selection bias. In the causal inference literature, "selection bias" is concerned with threats to internal validity and refers to systematic differences (both observed and unobserved) between those who select into the exposure state and those who select into the unexposed state. Murname and Willett's (2011, p. 330) concern is that "selection into treatments is as likely to be based on unobserved variables as on observed variables, and this source of bias remains despite the best efforts at statistical adjustment". Better research depends on "pattern-matching", on probing hypotheses using designs with different limitations to deal with various threats to internal validity (Jaffee, Strait, & Odgers, 2012; Steiner, Cook, Shadish, & Clark, 2010) . Observational studies and quasi-experiments use design features to rule out many plausible, alternative explanations for an association but ensuring equivalence of the groups being compared is difficult, if not impossible. A pattern based on consistent results, a triangulation of evidence using different methods, allows more robust casual inference (Gage et al., 2016) .
Multiple perspectives are particularly important because biases posed by unmeasured variables affect almost all observational studies. Without special circumstances (such as autocorrelated variables), typically less than 30% of the variance in social outcomes is handled by measured predictors . Measured relationships between risk factors and outcomes of interest tend to be spuriously high because statistical adjustment to deal with potential confounders "will usually be incomplete. Not only must all confounders be measured, but confounders must suffer from no measurement error" (Gage et al., 2016, p. 569) ; moreover, confounders must be included in the model with the correct functional form (e.g., linear vs. higher-ordered terms or as an interaction term). The many possible predictors, family linkages, and 'wide' data files often available in administrative data increase the variables and approaches available to attempt "to control for selection bias in causal research based on observational data" (Murnane & Willett, 2011) . The different approaches to selecting comparison groups presented below are often relatively easy to implement with administrative data.
Comparison groups using geographical information
Several studies comparing randomised trials with different quasi-experiments have shown careful selection of covariates to often lead to better adjustment than using more covariates or relying on a particular form of data analysis (such as propensity scores or analysis of covariance) (Pearl, 2009; Shadish, Cook, & Campbell, 2002) . Such 'careful selection' may well involve choosing the closest available neighbours (Cook, Shadish, & Wong, 2008; Lyons et al., 2014) . Some jurisdictions will have geographic information that facilitates using such sophisticated methods as linear programming to select appropriate neighbours (Roos, Walld, & Witt, 2014) .
Comparison groups using propensity scoring
Propensity score methods use analytic techniques to compare individuals exposed to an event of interest to those unexposed but demonstrably comparable on a wide range of observed factors. These methods often "group individuals on a range of characteristics that pre-date their exposure to a given risk factor of 'treatment'" (Jaffee et al., 2012, p. 7) . One Manitoba project linking with Statistics Canada surveys used over 200 covariates to construct propensity scores which were then used to identify a group of smokers comparable to a group of nonsmokers on these covariates; these two groups were then compared vis-à-vis their health service use to identify those differences attributable to smoking . Propensity score methods have been steadily improving and provide many advantages. However, available covariates must well describe selection processes; Shadish (2013) also advocates the "use of comparison groups that are from the same location with very similar focal characteristics." Results from clinical trials often are found to diverge from those generated using propensity scores (Murnane & Willett, 2011; Sturmer, Glynn, Rothman, Avorn, & Schneeweiss, 2007) . For example, meta analyses of randomised clinical trials on invasive cardiac management found 8-21% improvements in survival after AMI; two propensity score methods using American Medicare data showed a substantially greater effect (a 50% improvement) (Stukel et al., 2007) .
Comparison groups using instrumental variables
Geographic information is also particularly useful for instrumental variable analyses, analyses "which identify an unconfounded proxy (an 'instrument') for the exposure of interest and assess the association between that and the outcomes to remove the biases of unmeasured confounding" (Gage et al., 2016, p. 580) . Geographic variation in rates often provides the instrument. Robust instrumental variable analysis has been shown to provide unbiased estimates of causal effects. For example, in the Stukel et al. (2007) research, instrumental variable analysis, with geographical variation in the rates of invasive cardiac management providing the instrument, produced results close to those of the clinical trials.
Comparison groups using family data
Often underutilised family data can facilitate incorporating multiple comparisons within a single project. Observational studies based on comparing family members represent stronger designs for causal inference than traditional epidemiological studies. These family fixed-effects approaches are able to adjust for unobserved family-level factors that may confound the relationship between exposure and outcome. "Confounds due to passive geneenvironment correlations" occur because "the same gene variants that influence how parents behave with their children may be transmitted to children and influence children's behaviour or abilities" (Jaffee et al., 2012, p. 274) . Since children typically grow up within the same family, sibling designs help correct for error from omitted parental variables (such as income, which may affect the outcomes) and substantially reduce confounding in tests of casual hypotheses (Lahey & D'Onofrio, 2010) . D'Onofrio, Lahey, Turkheimer, and Lichtenstein (2013) argue against traditional comparison of unrelated individuals in observational studies, explaining how details on family genetic relationships can help deal with different threats to interpretation.
Siblings share many experiences (and varying degrees of genetic similarity), but these experiences may occur at different times in the developmental process (Turkheimer & Waldron, 2000) . Such "natural experiments" based on family relationships rely on enough sibling pairs differing from each other on important, measured predictors. Analyses of human capital in Canada, Scandinavia, and Florida focusing on 'sibship' (defined as having the same mother) have used administrative data, information on siblings and twins, long periods of follow-up, and very large numbers of cases (Black, Devereaux, & Salvanes, 2007; Figlio et al., 2014; Oreopoulos, Stabile, Walld, & Roos, 2008) . As discussed later, specifying fathers is difficult in many administrative databases. This paper builds on information on mothers and children for the discussion of family relationships; thus, half-siblings form the basis for much of the discussion. The Scandinavian data have sometimes been able to study relatives "differing in both their genetic connectedness and the extent to which they were reared together" (Bjorklund et al., 2005) . The power of these family-based designs to rigorously examine casual inferences will vary with the amount of information available (D'Onofrio et al., 2013) .
For example, although smoking during pregnancy is a risk factor for offspring conduct issues, normal multivariable approaches appear insufficient. Several sibling fixed-effects analyses have shown that siblings "differing in their exposure to tobacco smoke in utero showed no differences in externalising behaviour" up through adolescence and into adulthood (Jaffee et al., 2012, p.10) . In another analysis, Mortensen (2013) compared birth weights of children of Danish women differing in education with birth weights of children of their sisters (and cousins) also differing in education. Education appeared to be a much less important influence than would have been thought without the "children of sisters and cousins" comparisons. (Brameld et al., 2014) . The Danish Family Relations Database has been used to study how a number of diseases cluster in families (Boyd et al., 2009; Oyen et al., 2012) .
Families and generations
Information across multiple generations may be gathered in at least two ways in administrative repositories. At the start of a government system (such as health insurance coverage) a defined population is typically entered into the database. If a registry organises individuals into families, older and younger family members will be noted. Wives and husbands are likely to be specified; informed assumptions about mothers and fathers can be made. Secondly, as a system continues over the years, children are born, individuals die, and people move in and out of the relevant jurisdiction. This presents the opportunity to develop birth cohorts and, in repositories combining registries and birth records, to specify mothers accurately. Figure 2 diagrams the three generations of available Manitoba data. Much of the family research using these data has analysed individuals labeled as Generation 2. However, recent hip fracture studies have gone back to Generation 1 (Yang et al., 2016) while ongoing analyses incorporate Generations 2 and 3. With fewer divorces and more parents being married, information on fathers (at least married male parents) is easier to obtain for work based on Generation 1. With each birth cohort averaging between 12 and 16 thousand individuals, and loss-tofollow-up from birth to age 65 ranging from 1-1.5% annually, large numbers of cases are readily accumulated for multi-generational research. New individuals entering the province increase the N available for shorter-term observational or interventional studies. 
Creatively identifying samples
Family data generated from a population registry can help with ethnic identification; Manitoba researchers have used such information to specify members of First Nations (North American Indian) communities, Metis (descendants of First Nations and Whites), and French Canadians. For example, registration of children in Status Verification files (to be considered First Nations benefitting from 'Treaty' status) often takes several years. Once a single family member has been specified from these files and registry data, parents and children could be noted as belonging to a particular minority group. In a 'mixed marriage', this would lead to errors but there has been no other way to proceed (Martens et al., 2011) . Another project used enrollment in Francophone schools (run by the Franco-Manitoban School Division) for identifying French Canadian children who could then be linked to their families.
Highlighting risk factors
Risk factors for many medical conditions have a family component. Linkable administrative data can advance such research by: 1) noting conditions for which parental history can help indicate risk of the condition in their children, and 2) including siblings in addition to parents. Administrative and survey data are generally comparable in predicting hip fracture risk among the adult children of parents checked for their fracture history (Lix et al., 2017) . Suggestions have been generated to help improve a widely adopted clinical tool (the World Health Organization's FRAX measure) to quantify patient fracture risk.
Framingham researchers have generated a number of cardiovascular risk algorithms, but administrative data allow looking at a wider range of conditions. Scandinavian investigators have been particularly active in studying atrial fibrillation, mental health, and cancer (D'Agostino et al., 2008; Mortensen, 2013) . Finally, risk might be incorporated in evaluation of screening programs, such as those for breast and prostate cancer. Administrative data may allow examining population coverage of such programs; a cost-benefit perspective suggests looking at how well screening works among those at higher risk (Gupta et al., 2003) .
Studying adverse events
Most families will experience adverse events over the years; linked files from various agencies can help define events and specify outcomes. Such events will impact the mental health, life chances, and financial prospects of other family members. The importance of such shocks seems likely to vary with a family's socioeconomic status, geographic location, and so forth. For example, although the effects of accidents (such as concussions) can be studied just using diagnostic information from individuals in one or more databases, adverse events probably have wider impacts. Death of one family member (by suicide or automobile) has been explored in terms of its impact on other family members (Bolton et al., 2013; Bolton et al., 2014 ). Children's injuries may (or may not) affect parental health (Enns et al., 2016) . Extending the research to examine longer-term effects would be very feasible. Additional worthwhile projects include looking at maternal and child outcomes when a child is taken into care by a government agency and examining family outcomes when one family member has had a serious medical diagnosis. Cross-sectoral information is particularly valuable; adverse events may affect the educational achievement (in addition to mental health) of younger family members.
Understanding child development
Population-based linkages directed toward studying parent-child interaction suggest many opportunities. In Manitoba, developmental patterns of mother and child can be studied from the birth of the mother and that of the child. Beginning in 1979, both health and educational information are present and accessible over 37 years. Various combinations of mother and child dyads can be constructed to assure adequate numbers of cases. For example, approximately 9,000 mother-child pairs can currently be followed up to age 15. This number will increase substantially over the coming years. Facilitated by the large N and many years of follow up, age comparisons can be coordinated. For example, a mother's health in her first ten years of life can be compared to that of her children during their first decade, expanding on the family history literature (Cunliffe, 2015; Dhiman, Kai, Horsfall, Walters, & Qureshi, 2014) .
More generally, the analysis of dyadic and triadic relationships within large numbers of families is becoming increasingly practical. Recent Manitoba work examines the associations among mothersibling1-sibling2; the influence of a mother's teen pregnancy is compared with that of an older sister's on the probability of a younger sister's teen pregnancy (Wall-Wieler, Roos, & Nickel, 2016a) . Propensity scoring created control groups as equivalent as possible. A second paper looks at the effects of an older sister's experience with pregnancy (terminated versus continued to child birth) on the outcomes of a younger sister's pregnancy. Additional parental variables can be incorporated into longitudinal observational studies using multiple birth cohorts (Currie, Stabile, Manivong, & Roos, 2010; Oreopoulos et al., 2008) . For example, maternal mental health at various developmental stages may well influence long-term outcomes, even after controlling for a number of other measures. Maternal participation in various perinatal programs can also be used in the analysis. Three major outcomes include: infant health at birth, one-year mortality, and health and educational achievement at age 15. As noted below, study design is sensitive to the availability of different data sets.
Limitations Tradeoffs
New data sets are always welcome but they typically provide new variables for only more recent years. Thus, in Manitoba, population-based information on Employment Income Assistance (similar to welfare) and on Child and Family Services (regarding serious family issues) is only available after 1995. Incorporating such information affects the birth cohorts chosen, the number of individuals studied, and the number of years of follow-up. Work examining the influence of an older sister's teenage pregnancy on a younger sister focused on younger sisters from age 16 to 19. Including adolescents aged 14 and 15 in the main analyses would have meant foregoing a grade nine educational achievement measure (girls were too young) and the Child and Family Services information (present for only a limited number of years). This decision did reduce the number of younger sisters available. However, sensitivity testing using only those covariates available in both samples showed few differences.
Practicality
Family identification mapping systems (developed by both the Panel Study of income Dynamics and the Manitoba Centre for Health Policy) can help assess project practicality by specifying the mean number of family members associated with any individual. On average, each 35-39 year old in Manitoba (approximately 80,000 in 2014) has almost five family members who can be linked to in the database-this includes one sibling, 1.5 children, a mother, and a father and approximately 40% to a spouse. Given the initiation of the registry in 1970, siblings over 19 could not be specified; this led to the 'disappearance' of siblings in the older age groups. Figure 3 suggests another problem: fathers of younger children are becoming increasingly difficult to identify. Roos et al., 2013; Wall-Wieler, Roos, Chateau, & Rosella, 2016b) .
Researchers have long discussed the substitution of small area data on socioeconomic status for (often unavailable) variables describing parental education and household income in considerable detail (Krieger, Waterman, Chen, Rehkopf, & Subramanian, 2016) . Area-based socioeconomic measures are widely available but their appropriateness depends on the topic under study, the size of the areas providing information, the heterogeneity of the area's population, and other factors. Canadian analyses may be based on census areas or six-digit postal codes (considerably smaller than American census tracts). In at least some provinces small area data have been shown to approximate individual level measurement. (Mustard, Derksen, Berthelot, & Wolfson, 1999; Pampalon, Hamel, & Gamache, 2009; Schuurman, Bell, Dunn, & Oliver, 2007; Roos et al., 2013; Subramanian, Chen, Rehkopf, Waterman, & Krieger, 2006) . One set of American researchers has used a group of individual measures plus neighbourhood income to create an index of family socioeconomic status that performs well (Figlio et al., 2014) .
Social change, government policy, and data quality
Recent changes in society and in government data collection have combined to present significant challenges to the Manitoba family data . With more couples having children outside of marriage, the meaning of such important measures as marital status may be changing. Moreover, since 1996 the role of marital status and family number has become deemphasised in managing the provincial Pharmacare reimbursements. The ability to readily identify fathers has steadily deteriorated ( Figure 4 ). Over 31% of recent mothers appear as Not Married on the registry but Not Single Parent on provincial Families First surveys. Statistics Canada tabulations suggest many of the mothers not responding to the surveys headed single parent families. Here, other linkable files such as various Manitoba surveys containing information on marital status or partners-plus better access to Vital Statistics filesmay allow improvements in these data. The maintenance of such 'core data elements'-elements used across studies and across disciplines -has been a critical feature of both the Panel Study of Income Dynamics and the Framingham Study. The inability to mandate such elements as part of the core information represents a real weakness of administrative data. 
Discussion
Administrative data provide a wide range of opportunities. The capacity to organise family structure, health, and residential mobility information for large numbers of cases across various intervals can expand 'life course epidemiology'. Tracking the occurrence of family events (deaths, divorces), diagnoses, and childhood moves can help assess their importance on later health and social outcomes (Currie et al., 2010) . Life course epidemiology pioneered in the United Kingdom has traditionally used survey information to evaluate the possible effects of changes in one or two variables (Viner et al., 2015) . Five time-varying measures have been incorporated in ongoing Manitoba work using administrative data to study high school graduation and externalising mental health conditions.
One analysis of the impact of early life events based on administrative data can be directly compared with work relying on primary data.
Manitoba short-and long-term outcomes have been tracked over 18 years incorporating several measures of health at birth (birth weight, Apgar scores, and gestational length) and different outcomes (education, health, employment assistance) (Oreopoulos et al., 2008) . Investigators using the Panel Study of Income Dynamics to study early life benefit from survey information on pregnancy intentions, family income data over the life course, and the ability to follow birth cohorts well into adulthood (Johnson & Schoeni, 2011) . PSID outcomes include health (both childhood and adult) educational achievement (total years of schooling), and several labor market measures (annual income, hours worked, and hourly wages). Full siblings (particularly in recent years) can be better distinguished by primary data collection. Administrative data research (in Manitoba and Scandinavia) has been able to incorporate twin analyses and information on child health at various life stages (Black et al., 2007; Currie et al., 2010; Oreopoulos et al., 2008) . Both administrative and primary data have the potential to measure important within-family differences (but using different variables).
Possibilities and missing pieces
Many linkable data sets are neglected or only partially utilised. Considerable research potential has been lost because of an inability to receive permission to link, or funding limitations. Expensive, large-scale surveys can be underused by researchers wanting to employ data linkage. For example, Statistics Canada has incorporated 'permission to link' items in many of its community health surveys; typically, over 90% of the responses are affirmative. Surveys (often including questions on respondent and parental education, obesity, and activity level) have been available for linkage to administrative data for many provincially approved projects for several years. Even in small provinces, combining these periodic surveys can provide over 50 thousand respondents. Although access for investigator-initiated research building on these high-quality data sets has been problematic, changes at the federal level may facilitate future studies. Political constraints can limit important research efforts. In Australia, a Population Health Research Network across states/territories has been funded "to facilitate linkage between jurisdictional data sets, and between these data sets and research data sets, using demographic data" (Smith et al., 2011) . However, Australian states do not automatically hold population registries and obtaining partial substitutes (such as voter registries) from the Dominion Bureau of Statistics has often been difficult. Under these constraints, much Australian work has focused on hospital information held by the states. This may change with recent efforts to make welfare data more accessible (Cowan, 2015) .
Information-rich environments excel in the breadth of data available for work across many disciplines. The demand for studies using these environments seems likely to grow. However, in Canada only three provinces have developed large, relatively accessible population databases. Several others have cooperated on specific projects such as CNODES, the Canadian Network for Observational Drug Effect Studies (Suissa et al., 2012) . Start-up costs are not inconsiderable; high levels of cooperation among ministries and university researchers are essential to provide both timely data and necessary economies of scale.
Linkable administrative data have generated widespread interest; international linkage networks continue to expand across fields (International Population Data Linkage Network, 2016) . In just one example noted by Gage et al. (2016) , if access to large cohort datasets continues to increase and such information can be linked to genomic research, existing information becomes more valuable. The breadth of possible work multiplies the possibilities.
