Introduction
Inverse synthetic aperture radar (ISAR) is a wellknown technique for high-resolution target image reconstruction. High bandwidth pulses are transmitted, target echoes are received at different aspect angles and are processed coherently to form the target image. One of the fundamental steps of the ISAR technique is the image focusing or motion compensation [1] [2] [3] [4] [5] [6] [7] [8] .
In real-world ISAR imaging scenarios, the target being imaged is often engaged in complicated maneuvers and the motion of the target can be divided into translational and rotational motion. The rotational motion contributes to imaging, whereas the translational motion introduces unwanted phase distortion, which is dependent on the target motion parameters [2, 3] . Uniform rotation is necessary to attain efficient cross-range resolution, while non-uniform rotation (angular acceleration or deceleration) may significantly degrade the acquired ISAR image quality. Polar reformatting [1] is a multi-step interpolation process to compensate for rotational motion impairments (range or cross-range migration), with considerable computational complexity. It is based on rotational motion parameters, which are unknown for non-cooperative radar targets and have to be iteratively found.
In the context of this paper, autofocusing is related to post-processing ISAR imaging techniques, which improve ISAR image quality before further target classification or identification procedures are applied. Usually, autofocusing is based upon an image entropy minimization criterion [3, 5] , which is also adopted in the present study. Alternatively, autofocusing can be achieved via image contrast maximization [6] .
In this paper, we concentrate on improving twodimensional ISAR image quality through a post-processing methodology that compensates for non-uniform rotational motion [9] . Small, rapidly maneuvering air targets (i.e. fighter aircrafts) are the typical ISAR imaging scenario we examine. The proposed autofocusing algorithm is named "CPI-split autofocusing", since it consists in the partition and the concatenation of the raw data matrices of two consecutive coherent processing intervals (CPIs). Based on an acceptable range of image entropy values, it neglects data leading to ISAR images of poor quality and uses only data leading to ISAR images of superior quality. Numerical results verify the capability of the proposed algorithm to produce well-focused ISAR images, with nearly optimum entropy values.
Image entropy is a metric of the degree of image readability, with respect to image focus and overall resolution. In this paper, we present numerical simulation results from various Monte-Carlo trials to quantify the variation of the ISAR image entropy with respect to the signal-to-noise ratio, the CPI index (i.e. aspect angle) and the target angular acceleration. This statistical analysis on synthetic ISAR data is considered to be the first step towards a fully automatic autofocusing algorithm, for application to real field data.
Proposed autofocusing algorithm
The conventional range-Doppler technique [1, 2] for ISAR image generation is adopted in the present study. In case of uniform target rotation, polar reformatting process [1] is usually employed to counteract the distortion induced by target rotation (range or cross-range migration). This process can also be applied to compensate nonuniform rotational motion, but it requires the knowledge of specific kinematic parameters of the target (iterative search for angular velocity and acceleration) and computationally intensive interpolation procedures.
In our study, we assume that the target size does not exceed the practical limit of blur radius [1]. Thus, polar reformatting can be avoided for the case of uniform rotation. In case of non-uniform target rotation (constant angular acceleration), we propose a novel, heuristic autofocusing algorithm to compensate for the ISAR image blurring. The entropy H of the power normalized ISAR image is calculated [8] , and, if it exceeds a certain threshold thr H , a post-processing methodology is followed to substitute the received signal part that is affected by the target angular acceleration. Small, maneuvering aircraft targets, that exhibit non-uniform rotation within the time period of one CPI, constitute the typical ISAR imaging scenario examined in this paper.
The diagram of Fig. 1 depicts the post-processing methodology of the proposed autofocusing algorithm. This algorithmic process is briefly named "CPI-split autofocusing", since it is based on the partition and the concatenation of the raw data matrices of two consecutive CPIs.
Naming the CPI during which accelerated rotational motion is exhibited as "unfocused CPI", two different raw data segments are formed. Concatenated parts of the unfocused CPI and the CPI preceding it ("previous CPI" in Fig. 1 ) form "segment 1". Similarly, "segment 2" is formed by concatenating parts of the unfocused CPI and the CPI following it ("next CPI" in Fig. 1 ).
The proposed CPI-split autofocusing algorithm consists of a variable number of stages ( stages N ), associated with the split depth as a fraction of CPI. In view of hardware implementation cost reduction, the CPI divisor is chosen to be a power-of-two number, increasing by a factor of two from stage to stage. Taking into account that the number of bursts is usually chosen to be a power-oftwo, raw data buffering and partition can be simplified. Furthermore, it is worth noticing that the proposed algorithm can also be applied to the range profile history data, instead of the raw data, except for ISAR scenarios for which translational motion compensation is necessary and is carried out in the range profile history data (i.e. coarse range alignment). Saving the first Fourier transform in conventional range-Doppler imaging significantly reduces the computational complexity of the algorithm. In Fig. 1 , the partition and concatenation methodology of the 3 rd stage ( The term combination refers to the concatenation of data parts of two consecutive CPIs. In general, the two data parts to be combined have different sizes in terms of number of bursts, with the exception of 2 CPI -stage.
Dashed ellipsoids denote those data combinations that are already examined in previous CPI-split stages, which are excluded for an efficient algorithm implementation. The number of possible combinations per segment for the i -th CPI-split stage is
In our simulations, we set stages N to 4, resulting in a total number of 30 examined data combinations. For each data combination (with duration equal to one CPI), an ISAR image is formed through two-dimensional Fourier transform and its respective entropy value is computed [8] .
At each CPI-split stage, the proposed algorithm can either pick the ISAR image with the minimum entropy value or the first ISAR image resulting in an entropy value within an acceptable range. Of course, by setting an appropriate range of acceptable ISAR image entropy values, the algorithm can be stopped at an early CPI-split stage, saving computational time while still satisfying ISAR image focus criteria.
In order to determine the appropriate values for the entropy threshold thr H , as well as the lower ( low H ) and
upper ( upp H ) bounds for the acceptable entropy range, we perform various Monte-Carlo simulations to quantify the variation of the ISAR image entropy with respect to the signal-to-noise ratio (SNR) and the angular acceleration. In our numerical simulations, we also quantify the entropy variation with respect to CPI index, i.e. aspect angle variation. Taking into account all these dependencies of ISAR image entropy, for the case of synthetic radar data, is considered to be the first step towards the automation of the proposed autofocusing algorithm, for application to real field data. In Fig. 2 , the probability distribution function (PDF) of the image entropy is plotted for both uniform and nonuniform rotation, for SNR equal to 15dB. The angular sector examined is approximately 18. 
Numerical results
The simulated target geometry is shown in Fig. 3 . It is a point scatterer model of a Mirage 2000C aircraft, consisting of 208 scatterers, with length of 14.5m and wingspan 9.0m. Radar and target motion parameters for our ISAR numerical simulations are included in Table 1 . Backscattered radar data   , x m n are simulated through the following formula [3]       
here 0   the initial aspect angle of the target, assumed to be at a distance of 10 Km;   the constant angular velocity;   the angular acceleration, varying for each period; start t  the time instant (as an integer multiple of burst duration) at which an angular acceleration period begins.
In our numerical simulations, CPI N raw data matrices are formed through Eq. (2), assuming uniform rotation, except for particular angular acceleration periods (4 th and 8 th CPI). Each of these periods is assumed less than the selected CPI, simulating in this way rapid angular maneuvers. Angular acceleration is induced over specific CPIs through Eq. (3), affecting the corresponding raw data matrices.
The simulated rotational motion profile is shown in Fig. 4 , zoomed in the region of the 4 th CPI, whose start and end time instants are noted by the blue vertical lines. Time is indexed in units of burst duration (slow-time). Angular variation between uniform and non-uniform rotation periods is smoothed by applying a moving average filter of size 8 N . The same profile is also simulated for the 8 th CPI. In our simulation scenario, the ISAR images for 10 CPIs are reconstructed through range-Doppler technique, and the entropy values of the power normalized images are computed [8] . For each CPI with image entropy greater than a certain threshold ( In Table 2 , the selected values of entropy bounds and entropy threshold are cited.
In Figs. 6 and 7 , reconstructed ISAR images are presented for SNR equal to 15dB and  set to 0.64 rad/sec 2 for the 4 th and 8 th CPI. A common set of images is included in both figures: previous CPI, unfocused CPI, next CPI and unfocused CPI after the application of CPI-split autofocusing algorithm. In both cases, we notice that the proposed autofocusing process eliminates the significant ISAR image smearing (Fig. 6, b and Fig. 7, b) . The entropy values for the presented ISAR images are included in the following table. Focus improvement is also validated through these results. It is remarkable that the algorithm reaches the optimum combination (minimum entropy) at different CPI-split stages for each unfocused CPI, due to aspect angle variation of image quality. . 7 . Reconstructed ISAR images: a -7 th CPI (previous CPI); b -8 th CPI (unfocused CPI); c -9 th CPI (next CPI); d -8 th CPI, after CPI-split autofocusing Fig. 6 . Reconstructed ISAR images: a -3 rd CPI (previous CPI); b -4 th CPI (unfocused CPI); c -5 th CPI (next CPI); d -4 th CPI, after CPI-split autofocusing
Conclusions
In this paper, an ISAR autofocusing method is developed for small, rapidly maneuvering air targets. Accelerated rotational motion is compensated through the proposed autofocusing algorithm and the computational complexity of the polar reformatting process can be avoided. The proposed post-processing methodology can be applied either to raw data or to range profile history data, depending on other motion compensation processes performed by the radar receiver. In a dynamically optimum way, based on image entropy minimization criterion, the proposed algortihm neglects data leading to ISAR images of poor quality and uses only data leading to ISAR images of superior quality. Simulation results verify the adaptiveness of the autofocusing procedure to different ISAR imaging conditions. Moreover, the ISAR image entropy variation with respect to aspect angle, signal-to-noise ratio and target rotation parameters is quantified. This is considered to be the first step towards the automation of the proposed autofocusing algorithm, for application to real field data.
