ABSTRACT We present a multidisciplinary approach for learning, visualizing, and assessing a model for the intrinsic value of a batted ball in baseball. The new methodology addresses one of the most fundamental problems in baseball analytics. Traditional outcome-based statistics for representing player skill on batted balls have been shown to have a low degree of repeatability due to the effects of multiple confounding variables, such as the defense, weather, and ballpark. New sensors have created the opportunity to define batted-ball descriptors that are invariant to these variables. We exploit this opportunity by using a Bayesian model to construct a continuous mapping from a vector of batted-ball parameters to an intrinsic value defined using a linear weights representation for run value. A kernel method is used to learn nonparametric estimates for the component probability density functions in Bayes theorem using a set of over 100 000 battedball measurements, while cross validation enables the model to adapt to the size and structure of the data. Properties of the mapping are visualized by considering reduced-dimension subsets of the batted-ball parameter space. The approach separates the intrinsic value of a batted ball at contact from its outcome and, as a result, allows the definition of batted-ball statistics for batters and pitchers that are less subject to systematic bias and random variation than traditional statistics. We use Cronbach's alpha to show that statistics derived from batted-ball intrinsic values have a higher reliability than the traditional outcome-based statistics and that this leads to more accurate estimates of player talent level that can be used for performance forecasting.
I. INTRODUCTION
The success of a sports team depends in part on its ability to predict the future performance of players. This has led to the development of forecasting systems that can inform personnel decisions which routinely result in player contracts worth tens of millions of dollars. Most forecasting systems are based on a process that estimates a player's talent level for a set of skills and another process that predicts how that talent level will change in the future [1] . The first process computes a set of statistics that represent player skills using weighted averages of past observations. Ideally, each statistic can be used to generate an accurate talent estimate for a specific skill without bias due to contextual factors. The second process utilizes a model for how the talent level for each skill changes as a player ages. While most skills tend to improve for young players and decline for older players there are significant differences in the aging curves for different skills [2] .
A baseball game consists of a series of matchups between pitchers who throw a ball and batters who attempt to hit the thrown ball with a bat. The batter is typically trying to hit the ball hard while the pitcher is trying to induce the batter to hit the ball softly or to swing and miss completely. The pitcher's team also includes fielders who attempt to catch balls that are hit by the batter. Traditional statistics for representing the batted-ball skill of a batter or pitcher are derived from outcomes such as whether a batted ball is caught by a fielder or how far a batter can run around a set of bases before fielders retrieve a batted ball. These statistics, however, have been shown to have a low degree of repeatability [3] , [4] because outcomes are influenced by random variation from sources such as the response time of fielders and the ambient weather conditions [5] , [6] . Outcome-based statistics are also subject to systematic bias due to factors such as the characteristics of a player's home ballpark. In addition, outcome-based statistics depend on a mixture of player skills. A batter's outcomes, for example, depend on both his ability to hit the ball hard and on his running speed. This dependence on multiple skills contributes bias when using outcome-based statistics to represent batted-ball skill and also increases the complexity of deriving appropriate aging models to project future performance. Unsurprisingly, the prediction of a player's future results on batted balls is often cited as the most challenging problem for a baseball forecasting system [1] , [7] .
Radar and optical sensors collect seven terabytes of data during every Major League Baseball (MLB) game [8] . This data can be used to estimate the initial speed and direction of a ball after contact with the bat. We might expect that statistics that are derived from these parameters will provide a more accurate measure of batted-ball skill than traditional statistics that are derived from outcomes. In order to test this hypothesis, we build a model for a batted ball's intrinsic value at contact. The model uses a Bayesian framework that employs a kernel method to generate probability density estimates using a large set of sensor data. A cross-validation scheme allows the algorithm to adapt to the data by learning the optimal vector of smoothing bandwidths for each density. The result is a continuous mapping from batted-ball parameters to intrinsic value. The mapping is interpreted by using visualizations that examine subsets of the parameter space. We use the mapping to define intrinsic batted-ball statistics that characterize the batted-ball skill for batters and pitchers. These statistics represent a distinct skill and are influenced less by systematic and random variation from contextual variables than traditional statistics that depend on outcomes.
Reliability [9] is a tool developed in the social sciences to assess the degree of repeatability of a statistic. The availability of efficient methods to estimate reliability allows the evaluation of statistics computed over large data sets. In this work, we use the Cronbach's alpha [10] estimate of reliability to demonstrate that the new intrinsic batted-ball statistics are less subject to random variation than traditional outcomebased statistics. We further show that this leads to more accurate estimates of a player's talent level that can be used by a predictive model.
II. BASEBALL
Baseball [11] has become a multi-billion dollar industry and is known as the national pastime in the United States. The sport is also popular in regions of Canada, Europe, Asia, and Latin America. A baseball game matches two teams that alternate between playing offense and defense. The goal of the offensive team is to score runs by having players advance around four bases that are arranged in a square which is ninety feet on each side. Advancement around the bases is typically enabled by a batter on the offensive team hitting a ball thrown by the pitcher on the defensive team into a region known as fair territory. Fielders on the defensive team attempt to prevent the offensive players from advancing around the bases. There are several ways, including catching a batted ball, that the defensive team can record an out which eliminates an offensive player as a potential run scorer until that offensive player's next turn as a batter. A batted ball can have several possible outcomes such as an out, single, double, triple, or home run depending on how many bases the batter advances. A batted ball can also result in an error when the ball is misplayed by a fielder.
III. SENSOR DATA
Technologies such as Trackman's component of the Statcast system [8] and Sportvision's HITf/x system [12] use sensors to estimate the initial speed s and direction of batted balls in three dimensions. The direction is specified by two angles. The vertical launch angle v shown in figure 1 is the angle that the batted ball's initial velocity vector makes with the plane of the playing field where a vertical angle of −90 • is straight down and a vertical angle of +90 • is straight up. The horizontal spray angle h shown in figure 2 specifies the direction of the projection of the batted ball's initial velocity vector onto the plane of the playing field. The three rays in figure 2 intersect at the base known as home plate where batted balls originate. The horizontal spray angles of h = −45 • , 0 • , and 45 • define the directions toward third base, second base, and first base, respectively, where the bases are shown as small white squares in the figure. Fair territory is the 90 • angular region with a vertex at home plate that is defined by moving clockwise from a horizontal angle of h = −45 • to h = 45 • . Figures 3 and 4 plot the distributions for the s, v, and h measurements as recorded by HITf/x for balls hit with a horizontal angle in fair territory during the 2014 MLB regular season. We see that the peak of the speed distribution occurs at about 93 mph and that the peaks of the vertical and horizontal angle distributions occur at about zero degrees.
The region of fair territory that includes the square defined by the four bases and a few meters beyond is called the infield. The white arc in figure 2 indicates the boundary of the infield. The region of fair territory beyond the infield is called the outfield. The outer boundary of the outfield is defined by a fence where the distance from home plate to the outfield fence is typically smaller near the boundaries of fair territory (h = −45 • or h = 45 • ) than near the center (h = 0 • ). The distance from home plate to the outfield fence as a function of h also depends on the particular ballpark where a game is played. The best outcome for the offense, a home run, occurs when the batter hits the ball over the outfield fence in fair territory. In addition to the pitcher, the defensive team has four fielders, called infielders, who are typically positioned in the infield when the pitcher throws the ball to the batter. The defensive team also has three outfielders who are positioned in the outfield. The configuration of the infielders and outfielders causes the expected outcome of a batted ball to have a strong dependence on the (s, v, h) vector.
IV. LEARNING ALGORITHM A. BAYESIAN FOUNDATION
Given a set of observed batted balls and their outcomes, we will develop a method for learning the dependence of a batted ball's value on its measured parameters. Using Bayes theorem, the posterior probability of an outcome R j given a measured vector x = (s, v, h) is given by
where p(x|R j ) is the conditional probability density function for x given outcome R j , P(R j ) is the prior probability of outcome R j , and p(x) is the probability density function for x. We will show in section IV-E that a weighted sum of the P(R j |x) values over outcomes provides a measure of the value of a batted ball.
B. KERNEL DENSITY ESTIMATION
The goal of density estimation for our application is to recover the conditional probability density functions p(x|R j ) in equation (1) from the observed batted-ball vectors and their outcomes. Given the typical positioning of fielders in fair territory and the various ways that an outcome can occur, we expect a conditional density p(x|R j ) to have a complicated multimodal structure. Thus, we use a nonparametric technique for density estimation.
. . , n be a set of n observed batted-ball vectors with outcome R j . Kernel methods [13] which are also known as Parzen-Rosenblatt [14] , [15] window methods are widely used for nonparametric density estimation. A kernel density estimate for p(x|R j ) is given by
where K (·) is a kernel probability density function that is typically unimodal and centered at zero. A standard kernel for approximating a d−dimensional density is the zero-mean Gaussian
where is the d × d covariance matrix. For this kernel, p(x|R j ) at any x is the average of a sum of Gaussians centered at the sample points x i and the covariance matrix determines the amount and orientation of the smoothing. is often chosen to be the product of a scalar and an identity matrix which results in equal smoothing in every direction. To recover a more accurate approximation p(x|R j ) the covariance matrix should allow different amounts of smoothing in different directions. We enable this goal while also reducing the number of unknown parameters by adopting a diagonal model for with variance elements (σ 2 s , σ 2 v , σ 2 h ). For our three-dimensional data, this allows K (x) to be written as a product of three one-dimensional Gaussians
which depends on the three unknown bandwidth parameters σ s , σ v , and σ h . We will see in section V-B that the optimal VOLUME 5, 2017
bandwidth parameters depend on the outcome R j and the direction of smoothing.
C. BANDWIDTH SELECTION
The accuracy of the kernel density estimate p(x|R j ) is highly dependent on the choice of the bandwidth vector σ = (σ s , σ v , σ h ) [16] . The recovered p(x|R j ) will be spiky for small values of the parameters and, in the limit, will tend to a sum of Dirac delta functions centered at the x i data points as the bandwidths approach zero. Large bandwidths, on the other hand, can induce excessive smoothing which causes the loss of important structure in the estimate of p(x|R j ). A number of bandwidth selection techniques have been proposed and a recent survey of methods and software is given in [17] . Many of these techniques are based on maximum likelihood estimates for p(x|R j ) which select σ so that p(x|R j ) maximizes the likelihood of the observed x i data samples. Applying these techniques to the full set of observed data, however, yields a maximum at σ = (0, 0, 0) which corresponds to the sum of delta functions result. To avoid this difficulty, maximum likelihood methods for bandwidth selection have been developed that are based on leave-one-out cross-validation [13] . The computational demands of leave-one-out crossvalidation techniques are excessive for our data set. Therefore, we have adopted a cross-validation method which requires less computation. From the set of n observed x i vectors for outcome R j , we generate M disjoint subsets S k of fixed size n v to be used for validation. For each validation set S k , we construct the estimate p(x|R j ) using the n − n v vectors that are not in S k as a function of the bandwidth vector σ = (σ s , σ v , σ h ). The optimal bandwidth vector σ * k = (σ * sk , σ * vk , σ * hk ) for S k is the choice that maximizes the pseudolikelihood [17] , [18] according to
where the product is over the n v vectors in the validation set S k . The overall optimized bandwidth vector
for the p(x|R j ) density estimate is obtained by averaging the M vectors σ * k . We will present specific details of our implementation of this cross-validation method in section V-B.
D. CONSTRUCTING THE ESTIMATE FOR P(R j |x)
An estimate for P(R j |x) can be derived from estimates of the quantities on the right side of equation (1) . The density estimate p(x|R j ) for each R j is obtained using the kernel method defined by equations (2) and (4) with the optimized bandwidth vector σ * (j) learned using the process described in section IV-C. Each prior probability P(R j ) is estimated as the fraction P(R j ) of the batted balls in the full data set with outcome R j . The density p(x) is estimated using
where the sum is over the six possible outcomes that will be described in the next section. The estimate for P(R j |x) is then constructed by combining the estimates for p(x|R j ), P(R j ), and p(x) according to Bayes theorem.
E. INTRINSIC VALUE USING WOBA
The posterior probabilities P(R j |x) can be combined into a measure of value. In 2007, Tango and his collaborators [19] defined weighted on base average (wOBA) as a weighted sum of the probability of outcomes where the weights are determined by the average run value of each outcome. The resulting formula for batted balls is
where the w j are the weights for the six outcomes R 0 = out,
and R 5 = batter reaches on error (ROE). Thus, wOBA(x) is a measure of run value that depends on s, v, and h but does not depend on outcome. We will refer to wOBA(x) as the intrinsic value of a batted ball.
V. IMPLEMENTATION AND VISUALIZATION A. SENSOR DATA AND wOBA COEFFICIENTS
Data acquired by Sportvision's HITf/x system was used for this study and includes measurements from every regularseason MLB game during 2014. The data set used for estimating wOBA(x) consists of all batted balls with a horizontal angle in fair territory (h ∈ [−45 • , 45 • ]) that were tracked by the system. This results in a set of 124364 batted balls which represents more than ninety-seven percent of the MLB total for 2014. The weights w j in equation (7) can change from year-to-year. Thus, for this 2014 data we use the coefficients w 0 = 0.000, w 1 = 0.892, w 2 = 1.283, w 3 = 1.635, w 4 = 2.135, and w 5 = 0.920 where w 0 , w 1 , w 2 , w 3 , and w 4 for 2014 were obtained from [20] and w 5 was obtained from [19] .
In the following subsections we present details of the algorithm described in section IV for learning wOBA(x) from this data.
B. CROSS-VALIDATION FOR DENSITY ESTIMATION
The Bayesian model given in section IV-A is used to estimate the posterior probabilities P(R j |x) from estimates of the conditional densities p(x|R j ). We use the Gaussian kernel described in section IV-B with the cross-validation method described in section IV-C to estimate the densities. Two validation sets S 1 and S 2 were used to select the optimized bandwidth vector σ * (j) for each p(x|R j ). Let O(R j ) be the number of batted balls in the data set with outcome R j that were hit in games starting on an odd day of the month and let E(R j ) be the number of batted balls in the data set with outcome R j that were hit in games starting on an even day of the month. For outcome R j , set S 1 contains the first n v batted balls from games starting on an odd day and set S 2 contains the first n v batted balls from games starting on an even day where n v is the smaller of O(R j ) and E(R j ).
For each validation set S k , a three-dimensional search is conducted with a step size of 0.1 in σ s , σ v , and σ h to find the optimized σ * k in equation (5) . For each S k and σ vector under consideration, we removed the ten x i vectors with the smallest value of p (x i |R j ) to prevent outliers from influencing the optimization. The sizes O(R j ) and E(R j ) and the optimized vector σ * (j) for each outcome R j are given in Table 1 . We see that the elements of the σ * (j) vector depend on both the outcome and the parameter. The smallest elements occur for the home run outcome for σ * s and σ * v since home runs tend to occur for a relatively small range of the s and v parameters [21] which reduces the need for smoothing. 
C. VISUALIZING THE wOBA (x) FUNCTION
We constructed the function wOBA(x) for 2014 HITf/x data using the methods described in the previous sections. The result is the wOBA cube shown in figure 5 that defines the mapping from (s, v, h) to intrinsic value. As a specific example, figure 6 displays wOBA(x) on the plane corresponding to a fixed initial speed s of ninety-three miles per hour which is near the peak of the s distribution shown in figure 3 . clear the fence and result in home runs. Batted balls hit at the same speed with the same vertical angle are less valuable at horizontal angles near zero degrees which correspond to larger field dimensions. For this initial speed, batted balls with vertical angles near twelve degrees tend to carry over the infielders and land in front of the outfielders and have a high value for all horizontal angles. Typical horizontal angle positions for the three outfielders are evident from the three cold zones for balls hit in the air to the outfield with v ∈ [15 • , 20 • ]. Typical horizontal positions for the four infielders are evident from the four cold zones for balls hit on the ground (v < 0) for which infielders are often able to record an out.
D. DEPENDENCE OF wOBA (x) ON BATTER HANDEDNESS
Players on the offensive team may bat either lefthanded or right-handed depending on which side of home plate they choose to stand on while batting. This choice affects the positioning of fielders on the defensive team which leads to significant wOBA(x) differences between left-handed and right-handed batters. Thus, we repeated the process described in the previous sections to obtain wOBAl(x) for left-handed batters (LHB) and wOBAr(x) for right-handed batters (RHB). The n = 124364 batted balls described in section V-A were first partitioned into the 54948 for LHB and 69416 for RHB. The method described in section V-B was then used to build the two validation sets for each outcome for each case. The sizes O(R j ) and E(R j ) and the optimized vector σ * (j) for each outcome R j are given in Table 2 for LHB and in Table 3 for RHB. We see that the σ * s (j) and σ * v (j) elements are larger for each outcome R j for wOBAl(x) than for wOBA(x) and for most outcomes for wOBAr(x) than for wOBA(x) since smaller samples, other things equal, tend to lead to more smoothing. Since the horizontal spray angles for a single batter handedness form tighter distributions than the horizontal spray angles for the full data set, we do not see the same trend for σ * h (j). Figures 7 and 8 illustrate differences between wOBAl(x) and wOBAr(x) for batted balls hit at 93 miles per hour for The three minima in each curve correspond to the typical positions of the three outfielders. We see that the minima are shifted about three degrees toward the third base line (h = −45 • ) for right-handed batters. We also see that righthanded batters have an advantage for batted balls hit in the direction of the outfielder positioned near h = −20 • since this outfielder is typically positioned at a greater distance from home plate for right-handed batters which allows additional batted balls hit at this speed to land safely. We observe the opposite effect for batted balls hit in the direction of the outfielder positioned near h = 20 • since this outfielder is typically positioned at a greater distance from home plate for left-handed batters.
E. COMPUTATIONAL FEASIBILITY 1) UPDATING THE MODEL
The time required to compute the product in (5) for a single bandwidth vector σ is proportional to n v (n − n v ) where n v is the number of observed vectors x i in validation set S k for outcome R j and n is the total number of observed vectors x i for outcome R j . The largest case shown in Table 2 or Table 3 has n v = 22146 and n = 45705 which corresponds to the outcome of R 0 = out for right-handed batters. Computing the product in (5) for this case requires 55 seconds on a 3.4 GHz Intel quad-core i5 processor. Thus, the optimal σ * (j) vectors shown in Tables 2 and 3 can be found over a large search space using the full 2014 season of HITf/x data in a few hours on modest computational hardware. If desired, therefore, the σ * (j) vectors shown in Tables 2 and 3 can be efficiently updated each day during an MLB season by using the most recent model's σ * (j) vectors to constrain the search space.
2) REAL-TIME INTRINSIC VALUES
Given the optimal σ * (j) vectors, the time required to evaluate the wOBAl(x) or wOBAr(x) model for a vector x is proportional to the number of observed vectors x i that are used to create the model. For the full 2014 season of HITf/x data, wOBAl(x) can be evaluated for a vector x in 6.5 msec and wOBAr(x) can be evaluated in 8.1 msec using the Intel processor described in section V-E.1. Thus, the intrinsic value for a vector x can easily be computed and disseminated in real-time during MLB games.
VI. INTRINSIC BATTED-BALL STATISTICS
Using the method developed in sections IV and V, a battedball parameter vector x can be assigned an intrinsic value given by either wOBAl(x) or wOBAr(x) depending on the handedness of the batter. A batted ball may also be assigned an outcome-based value given by the wOBA coefficient for its result. The outcome-based value depends on several factors that are beyond the control of the batter and the pitcher such as the fielders, the weather, the ballpark, and random luck. In early May 2014, for example, batter Evan Longoria hit a high fly ball with a small intrinsic value of 0.040 that is usually an easy out, but the outfielder lost the ball in the sky and the result was a triple with an outcome-based value of 1.635.
Analysts traditionally attempt to quantify the value of an offensive player's batted balls by using the average of his outcome-based values over a period of time. This average, O, is referred to as wOBA on contact or wOBAcon [22] .
Since outcome-based values depend on a number of contextual variables that are independent of the batter's quality of contact, the O statistic also depends on these variables. Thus, we propose the average I of a batter's intrinsic values as a more appropriate statistic for representing his batted-ball skill. Similarly, we can compute the I and O statistics for the batted balls allowed by a pitcher over a period of time. While batters are trying to generate large values for the statistics, pitchers are trying to induce small values. Since the I statistic for batters and pitchers is derived from parameters at contact, the effect of contextual variables such as the fielders, the weather, and the ballpark is removed. Thus, the I statistic for batters and pitchers should be more indicative of their skill on batted balls than the O statistic.
VII. RELIABILITY A. DEFINITION
An important goal in the social sciences is to assess the extent to which a theoretical concept can be represented by a measurement. A significant tool for this assessment is reliability [9] which quantifies the degree to which a measurement is repeatable and which, therefore, is inversely related to the amount of random error in the measurement. Reliability is derived from the premise that the measurement of an attribute is equal to talent level, which is a person's expected value for the measurement, plus random error. In the context of assessing the batted-ball skill of baseball players, a measurement is typically referred to as a statistic. The reliability of a statistic M over a sample of N batted balls is defined by
where σ 2 t is the variance of talent level across players for M and σ 2 o (N ) is the variance of the observed values across players for M as a function of the sample size N .
The observed value of a player statistic is influenced by both the player's talent level and sources of random variation such as whether a strong wind affected an outcome. As a result, the variance σ 2 o (N ) of observed values tends to be larger than the variance σ 2 t of talent level and reliability values are typically less than one. As a larger sample size N is used to compute M for each player, the variance of the random error in the observed values of M decreases. Thus, reliability tends to increase as the sample size increases. Statistics can also have different variances σ 2 t of talent level and some statistics are more susceptible to random error in σ 2 o (N ) than others. Thus, different statistics can have a different reliability even if the same sample size is used.
Carleton [23] showed that statistics for batters and pitchers that depend on the outcome of batted balls tend to have a lower reliability for a given sample size than statistics that do not [3] , [4] . His results have motivated the search for outcome-independent batted-ball statistics such as I that can provide a higher reliability than traditional outcome-based statistics for a given sample of batted balls.
B. ESTIMATING RELIABILITY
Suppose that we are given a data set that contains information about 2N batted balls for each of P players where the batted-ball skill of each player is assumed constant over the data. Split-half methods [9] are a popular way to estimate reliability. These methods partition the data into two halves where each half includes N batted balls for each player. For a statistic M , let x j denote the value of M for player j over his N batted balls in Half 1 and let y j denote the value of M for his N batted balls in Half 2. The correlation coefficient for the points (x 1 , y 1 ), (x 2 , y 2 ) , . . . , (x P , y P ) is a split-half correlation for the data set and is an estimate of the reliability R(N ) of statistic M for size N .
A limitation of using split-half methods is that the estimated R(N ) can change depending on how the data is partitioned into halves. An alternative approach is to compute Cronbach's alpha [10] which is an estimate of reliability that does not require partitioning the data. Let M (i, j) be the value of statistic M for batted ball i for player j. Given a data set with N batted balls for each player, Cronbach's alpha is defined by
where σ 2
M i
is the variance of M (i, j) across players for batted ball i and σ 2 M T is the variance of the variable
across players. Cronbach's alpha α(N ) gives an estimate of R(N ) that is an approximation to the average of all possible split-half correlations that would be computed from a full data set with 2N batted balls for each player. We used Cronbach's alpha to estimate reliability for the I and O statistics for batters. The analysis considered the 92 players who hit at least 400 batted balls that were tracked by the HITf/x system in 2014. For values of N ranging from 50 to 400 we computed α(N ) for I and O using the first N tracked batted balls of 2014 for each of the 92 batters. The resulting α(N ) functions are plotted in figure 9 . By using measurements at contact, I achieves higher reliabilities than the outcome-based O statistic.
An α(N ) curve is often summarized by the value of N for which the estimated reliability reaches 0.5. In section VIII we will show that this value has an important interpretation in the context of using reliability values to generate talent estimates. α(N ) reaches 0.5 at 107 batted balls for I and at 248 batted balls for O. This means, for example, that a splithalf correlation for a batter's I statistic with 107 batted balls in each half is expected to give a value of 0.5.
We repeated the analysis for the 112 pitchers who allowed at least 400 batted balls that were tracked by the HITf/x system in 2014. The results are plotted in figure 10 . Previous studies [24] , [25] have suggested that there is a smaller variance in the ability to control quality of contact across pitchers than across batters and, consistent with these studies, we see smaller α(N ) values for the batted-ball statistics for pitchers. The most accurate values of R(N ) that are estimated using Cronbach's alpha are those for the largest values of N . We see that α(N ) is noticeably larger for I than for O in figure 10 for values of N beyond 380. We observe that the estimated reliability values are still relatively small for pitchers at N = 400 where we reach the limits of the HITf/x data set. In cases like this, the Spearman-Brown [26] , [27] prophecy formula can be used to predict the values of the reliability for larger values of N .
VIII. TALENT LEVEL ESTIMATE
As explained in section 1, a first step in forecasting is to estimate a player's talent level for each of a set of skills. As in section VII-A, we define talent level as a player's expected value for the statistic that represents a skill. According to Stein's paradox [28] , the best estimate for talent level is not the observed value of a player statistic but rather a weighted sum of this value and the league average. We will demonstrate how this result follows from regression analysis [29] . Along the way, we will show that the talent level estimate depends on the observed value of a statistic and its reliability and that this estimate has less uncertainty for the intrinsic I statistic than for the outcome-based O statistic for both batters and pitchers.
As in section VII-B, we divide a data set with 2N batted balls for each of P players into two halves to generate the set of points (x 1 , y 1 ), (x 2 , y 2 ) , . . . , (x P , y P ) for statistic M . If x i is an observed value of M for player i, then we can generate an estimate y i of the expected value of y i by using the linear regression model
where e i = y i − y i is the error for player i.
Let µ x and σ x denote the mean and standard deviation for the x i and let µ y and σ y denote the mean and standard deviation for the y i . The values for the parameters that minimize the squared error over the P points are given by
where r is the correlation coefficient for the set of points and, as we pointed out in section VII-B, is a splithalf estimate of the reliability R(N ). The talent level estimate for player i is the height y i of the regression line defined by (11) and (12) for the observed value x i . The model errors e i for the regression line are zero-mean and have a standard deviation given by
Thus, σ e is a measure of the uncertainty in the talent level estimate y i . If r = 1, then the points all lie on the regression line and σ e = 0. If r = 0, then the regression line simplifies to the horizontal line y i = µ y which assigns the same talent level estimate µ y to each player i independent of the observed value x i . We see from (13) In section VII-B we noted that an estimate of r that does not depend on the partition of the data is given by Cronbach's alpha. Figures 13 and 14 plot the standard deviation σ e of the model errors e i as a function of N for batters and pitchers for the I and O statistics. These figures are generated from (13) by using the reliability estimate α(N ), as shown in figures 9 and 10, for r and σ o , as shown in figures 11 and 12, for σ y . We see that the standard deviation σ e of the errors is consistently smaller for I than for O for both batters and pitchers. Therefore, talent level for the I statistic can be estimated with less uncertainty than talent level for the O statistic. As a specific example, if we split the 400 batted balls for the 92 batters in 2014 into the 200 even-numbered and 200 odd-numbered batted balls and compute the I statistic for each batter for each half we obtain the points (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x 92 , y 92 ) shown in figure 15 where the regression line is plotted in red. The points in figure 15 have a correlation coefficient of r = 0.630 and an error standard deviation σ e of 0.036.
If we repeat the process for the same 400 batted balls for the O statistic we obtain the points shown in figure 16 . These points are scattered farther from the regression line with a reduced correlation coefficient of r = 0.325 due largely to variability introduced by the dependence of O on batted-ball outcomes. The model errors i are significantly larger for this case with a standard deviation σ e of 0.054. Thus, we see graphically in this example that talent level for I can be estimated with less uncertainty than talent level for O.
Under the often reasonable assumption that µ x = µ y and σ x = σ y , we can combine equations (11) and (12) to obtain where µ is the shared mean µ = µ x = µ y . Since α(N ) is the expected value of the correlation r over all possible splithalf partitions of the data, an expression for the talent level estimate that doesn't depend on the partition is given by
This relationship is known as regression to the mean [19] , [28] since the talent estimate y i is a weighted average of the observed x i and the mean µ. If α(N ) is zero, then the talent estimate is simply the mean µ. As the reliability α(N ) increases, we place more faith in the observed x i and regress less in the direction of µ. When α(N ) equals 0.5, the observed x i and the mean µ are weighted equally in the estimate.
IX. CONCLUSION
The amount of data that is available to support sports analytics is rapidly increasing [8] , [12] , [30] , [31] . These data have created an unprecedented opportunity to advance the knowledge base for a range of applications [32] - [36] . We use a multidisciplinary approach to address one of the most important and difficult tasks facing baseball analysts. This task, the measurement of a player's talent level on batted balls, has been difficult because traditional statistics depend on outcomes which are influenced by multiple variables that are beyond the control of the batter and the pitcher. The deployment of sensors that characterize batted balls at contact provides the opportunity to define new statistics that correspond specifically to batted-ball skill and which are influenced less by systematic and random variation from contextual variables than traditional outcome-based statistics. These new statistics also allow separation of the various skill components that contribute to a player's performance on batted balls. An offensive player, for example, can be represented by separate statistics that measure his intrinsic battedball skill and his running speed. An important advantage of generating separate statistics to represent distinct skills is that each statistic can be regressed and projected using its individual reliability and aging curve during forecasting. The new statistics will also allow us to investigate how players control quality of contact. Given the wealth of descriptors measured by the PITCHf/x [30] and Statcast [8] systems, we have the opportunity to characterize the relationship between the quality of a pitcher's opponent contact and his distribution and sequencing of pitches. Similarly, we can study the relationship between a batter's contact quality and his swing parameters [37] .
Our approach uses a Bayesian model that maps physical parameters at contact to a batted-ball intrinsic value. The model employs kernel density estimates that depend on smoothing vectors which are learned using cross-validation. Since leave-one-out cross-validation methods are not computationally feasible for this data, we use a more efficient method that maximizes the pseudolikelihood over validation sets. The result is a nonparametric learning algorithm that adapts to the size and structure of the data. The model can be updated efficiently and allows for the real-time computation of intrinsic values. The wOBA cube representation enables visualizations that provide insight into the mapping between batted-ball parameters and intrinsic value. Since the mapping has a significant dependence on the handedness of the batter, we consider separately the cases of left-handed and righthanded batters. The resulting mappings are used to define statistics that represent the batted-ball skill of batters and pitchers.
The Cronbach's alpha estimate of reliability is used to assess the repeatability of the statistics. This analysis shows that statistics for batters and pitchers that are derived from intrinsic values have a higher reliability than statistics derived from outcomes. We use this result to demonstrate that the uncertainty in the talent level estimate generated from intrinsic batted-ball statistics is significantly smaller than the corresponding uncertainty for traditional outcome-based statistics. The overall process of combining sensor data and machine learning techniques to generate statistics that are assessed using reliability estimates can be readily adapted for other applications.
