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In this paper, the Fornberg–Whitham (FW) equation is investigated by using the improved
qualitative method, which combines characteristics of several methods to solve equations.
We classify all travelling wave solutions of this equation in speciﬁed regions of the
parametric space. Besides already known solutions such as peaked and kink-like wave
solutions, this equation also admits looped and cusped wave solutions, especially some
composite waves including fractal-like waves and stumpons. What is more interesting is
that we give the limit behavior of all periodic solutions as the parameters trend to some
special values.
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1. Introduction
The Fornberg–Whitham equation
ut − uxxt + ux + uux = uuxxx + 3uxuxx, (1.1)
has appeared in the study of qualitative behaviors of wave breaking [1,2]. In 1978, Fornberg and Whitham obtained a peaked
solitary wave solution u(t, x) = Ae− 12 |x− 43 t| , where A is an arbitrary constant [3]. Since that time, little attention has been
paid to studying it. Recently, by the bifurcation method to dynamical systems, Zhou and Tian constructed some new types of
bounded travelling wave solutions of Eq. (1.1) [4,5], which are kink-like wave solutions and periodic peaked wave solutions.
However, its similar equation, the Camassa–Holm (CH) equation
ut − uxxt + 2ωux + 3uux = uuxxx + 2uxuxx, (1.2)
received more attention [6–19]. In fact, there is a great difference between these two equations; although, they seem to
only differ in coeﬃcients. Eq. (1.2) possesses the property of complete integrability and bi-Hamiltonian structure [6], while
Eq. (1.1) does not have such virtue, which implies that Eq. (1.1) is more complicated.
It is well known that the travelling wave solutions of nonlinear partial differential equations play an important role in
explaining some particular physical phenomena. Many powerful methods, such as the auxiliary equation method [20], the
general elliptic equation method [21], the F-expansion method [22], the bifurcation theory of the planar dynamical system
[23–27] and many others have been successfully used to search for travelling wave solutions. By using those methods many
travelling wave solutions under some parametric conditions have been derived, including some special nonsmooth wave
solutions, such as looped waves and peaked waves. But the nonsmooth wave solutions have not been checked in a weak
solution way. Lenells made great contribution in solving this problem. He gave a deﬁnition of weak solutions under which
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and some composite wave solutions [19]. However, some interesting solutions such as kink-like and looped forms were not
considered in his method. And the limit behavior of periodic solutions has not been studied yet.
It is clear that the results in [3–5] are incomplete for the FW equation. The aim of this paper lies in a more complete
study of the existence of smooth and nonsmooth travelling wave solutions of (1.1) in every parameter region of the pa-
rameter space. We will study the FW equation by using an improved method combining some characteristics of the above
mentioned methods. Our method has the following aspects: (i) More solutions are considered and their explicit expressions
are given. (ii) The parameter space is divided in further details. (iii) Some strange composite wave solutions in the weak
solutions sense are got. (iv) The limit behavior of all periodic solutions is given.
This paper is organized as follows. In Section 2, we give the deﬁnition of weak solutions and the theorem of the clas-
siﬁcation of travelling waves in the FW equation. In Section 3, we give the proof. In Section 4, we make some numerical
simulations. Last section is the conclusion.
2. Classiﬁcation of travelling waves
In this section we will give the classiﬁcation of travelling wave solutions of Eq. (1.1), which is stated in Theorem 1.
For a travelling wave u(x, t) = φ(x− ct), Eq. (1.1) takes the form
−cφx + cφxxx + φx + φφx = φφxxx + 3φxφxx, (2.1)
where c is the wave speed.
By integrating with respect to x, (2.1) is equivalent to the following integrated form
1
2
(
(φ − c)2)xx = 12φ2 − cφ + α, (2.2)
where α is an integral constant. Eq. (2.2) makes sense for all φ ∈ H1loc(R). The following deﬁnition is therefore natural.
Deﬁnition 1. A function φ ∈ H1loc(R) is a travelling wave solution of Eq. (1.1) if φ satisﬁes (2.2) in distribution sense for
some α ∈R.
By Deﬁnition 1 and Lemmas 4 and 5 in [19], we can give the following deﬁnition of weak traveling wave solutions.
Deﬁnition 2. Any bounded function φ belongs to H1loc(R) and is a travelling wave solution of Eq. (1.1) with speed c if and
only if the following two statements hold:
(A) There are disjoint open intervals Ei , i  1, and a closed set C such that R \ C =⋃∞i=1 Ei , φ ∈ C∞(Ei) for i  1, φ(x) = c
for x ∈⋃∞i=1 Ei and φ(x) = c for x ∈ C .
(B) There is an α ∈R such that:
(i) For each α ∈R, there exists β ∈R such that
φ2x = F (φ), x ∈ Ei, (2.3a)
where
F (φ) =
1
4 (φ − c)2(φ2 + 8−6c3 φ + 12α+4c−3c
2
3 ) + β
(φ − c)2 (2.3b)
and φ → c, at any ﬁnite endpoint of Ei .
(ii) If C has strictly positive Lebesgue measure μ(C) > 0, we have α = 12 c2.
Remark 1. Here we show how (2.3) are derived. Multiplying both sides in Eq. (2.2) by ((φ − c)2)x and integrating once, we
get (2.3).
We state our main result as follows.
Theorem 1. Let β1 and β2 be deﬁned as in (3.12). All travelling wave solutions φ(x− ct) of Eq. (1.1) are smooth except at points where
φ = c. Any travelling wave solution falls into one of the following categories:
(a) If α  12 c2 − c + 12 , there are no bounded travelling wave solutions of Eq. (1.1).
(b) If 12 c
2 − c + 49 < α < 12 c2 − c + 12 , there exists a smooth periodic wave solution φ of Eq. (1.1) for β ∈ (β2, β1). Moreover, as β
approaches β1 , the smooth periodic wave solution converges to a smooth solitary wave solution (see Fig. 1(a)).
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Fig. 1. Travelling waves in the FW equation.
(c) If α = 12 c2 − c+ 49 , there exists a smooth periodic wave solution φ of Eq. (1.1) for β ∈ (β2,0). Moreover, as β approaches zero, the
smooth periodic wave solution converges to a peaked solitary wave solution (see Fig. 1(b)).
(d) If 12 c
2 − c < α < 12 c2 − c + 49 , we obtain that:
(i) For β ∈ (0, β1), there exists a cusped periodic wave solution φ of Eq. (1.1). Moreover, as β approaches β1 , the cusped periodic
wave converges to a cusped solitary wave solution (see Fig. 1(c)).
(ii) For β ∈ (β2,0), there exists a smooth periodic wave solution φ of Eq. (1.1). Moreover, as β approaches zero, the smooth periodic
wave solution converges to a peaked periodic wave solution (see Fig. 1(d)).
(e) If α = 12 c2 − c, there exists a cusped periodic wave solution φ of Eq. (1.1) for β ∈ (0, β1). Moreover, as β approaches β1 , the cusped
periodic wave solution converges to a cusped solitary wave solution.
(f) If α < 12 c
2 − c, we obtain that:
(i) For β ∈ (0, β2), there exists a looped periodic wave solution φ of Eq. (1.1). Moreover, as β approaches β2 , the looped periodic
wave solution converges to a looped solitary wave solution (see Fig. 1(e)).
(ii) For β ∈ (β2, β1), there exists a cusped periodic wave solution φ of Eq. (1.1). Moreover, as β approaches β1 , the cusped periodic
wave solution converges to a cusped solitary wave solution.
(g) (Composite waves) A countable number of cusped, peaked and looped waves in the above cases corresponding to the same value
of α can be joined at points where φ = c to form composite waves. If μ(φ−1(c)) = 0, one can get travelling wave solution with
very strange proﬁles, such as the travelling waves with a fractal appearance (see Fig. 1(h)). For α = 12 c2 , the composite waves are
solutions of (1.1) even if μ(φ−1(c)) > 0. Hence we can obtain stumpons which contain intervals where φ = c (see Fig. 1(f)).
(h) (Non-symmetric waves) If φx does not change its sign, the solution φ of Eq. (1.1) is monotonic, and the above obtained solitary
wave solutions are kink-like wave solutions (see Fig. 1(g)).
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In this section, we will show that the functions satisfying (A) and (B) in Deﬁnition 2 consist exactly of the waves stated
in Theorem 1.
Let φ be a function satisfying (A) and (B). Then, by (A), we conclude that φ consists of a countable number of smooth
wave segments separated by a closed set C . In view of (B), each wave segment solves the equation
φ2x = F (φ), x ∈ E,
F (φ) =
1
4 (φ − c)2(φ2 + 8−6c3 φ + 12α+4c−3c
2
3 ) + β
(φ − c)2 , (3.1)
for some interval E and constants α, β . Furthermore, if we can ﬁnd all travelling wave solutions of Eq. (3.1) for different
intervals E , and different values of α, β , we can join the solutions deﬁned on intervals whose union is R\C for some closed
set C of measure zero. One can easily ﬁnd that the solution which is deﬁned on R will satisfy (A) and (B) if and only if all
wave segments satisfy Eq. (3.1) with the same α. Moreover, if we allow μ(C) > 0 for α = 12 c2, this procedure will give us
all solutions satisfying (A) and (B). This will ﬁnish the proof.
For determining the solutions of Eq. (3.1), we should give the following facts.
Lemma 1. The qualitative behavior of solutions of φ2x = F (φ) near points where F has a zero or a pole is as follows.
(1) Assume F (φ) has a simple zero at φ =m, i.e., F (m) = 0, F ′(m) = 0. Then the solution of φ2x = F (φ) satisﬁes
φ2x = (φ −m)F ′(m) + O
(
(φ −m)2) as φ →m. (3.2)
Hence
φ(x) =m + 1
4
(x− x0)2F ′(m) + O
(
(x− x0)4
)
as x → x0, (3.3)
where φ(x0) =m.
(2) Assume F (φ) has a double zero at φ =m, that is, F (m) = 0, F ′(m) = 0, F ′′(m) = 0. Then the solution of φ2x = F (φ) satisﬁes
φ2x = (φ −m)2F ′′(m) + O
(
(φ −m)3) as φ →m. (3.4)
Hence
φ(x) −m ∼ η exp(−x√∣∣F ′′(m)∣∣) as x → ∞ for some constant η. (3.5)
(3) Assume F (φ) has a double pole at φ = c, then we obtain
φ(x) = η|x− x0|1/2 + O (x− x0), x → x0. (3.6)
Hence
φx(x) =
{
2
3η|x− x0|−1/3 + O ((φ −m)1/3), x ↓ x0,
− 23η|x− x0|−1/3 + O ((φ −m)1/3), x ↑ x0,
(3.7)
where φ(x0) = c and η is some constant.
Now we apply the above analysis to
φ2x = F (φ) =
1
4 (φ − c)2(φ2 + 8−6c3 φ + 12α+4c−3c
2
3 ) + β
(φ − c)2 . (3.8)
For convenience, we deﬁne P (φ), Q (φ) and H(φ) by
P (φ) = 1
4
(φ − c)2Q (φ) + β, where Q (φ) = φ2 + 8− 6c
3
φ + 12α + 4c − 3c
2
3
, (3.9)
and
P ′(φ) = (φ − c)H(φ), where H(φ) = φ2 + (2− 2c)φ + 2α. (3.10)
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Fig. 3. The graph of P (φ) as 12 c
2 − c + 49 < α < 12 c2 − c + 12 .
We then deﬁne φ1, φ2, β1 and β2 by
φ1 = c − 1−
√
c2 − 2c + 1− 2α, φ2 = c − 1+
√
c2 − 2c + 1− 2α, (3.11)
β1 = −1
4
(φ1 − c)2Q (φ1), β2 = −1
4
(φ2 − c)2Q (φ2), (3.12)
where φ1 and φ2 are the roots of H(φ) = 0.
Remark 2. If α < 12 c
2 − c+ 12 , P (φ) has three distinct stationary points that occur at φ = φ1, φ = φ2 and φ = c, and comprise
two minimums separated by a maximum.
Remark 3. It is easy to observe that F (φ) has the same zero points as P (φ) except φ = c.
3.1. Existence of periodic wave solutions and their limit behavior
Now we consider the existence of periodic wave solutions and their limit behavior, which have different analytical forms
depending on the values of α and β .
Case A. α  12 c2 − c + 12 .
In this case, for any β , P (φ) only has a double zero c (see Fig. 2). Hence F (φ) has no zeros and there are no bounded
travelling wave solutions of Eq. (1.1).
Case B. 12 c
2 − c + 49 < α < 12 c2 − c + 12 .
We will ﬁrstly show the existence of smooth periodic wave solutions. If β ∈ (β2, β1), according to Remark 3, we can
observe that F (φ) has two simple zeros mp , Mp , and F (φ) > 0 for mp < φ < Mp < c (see Fig. 3(a)). Let φ be a solution in
this interval. We have φx → 0 as φ → mp and as φ → Mp , hence φ is strictly monotonic in any interval where F (φ) > 0.
By (3.3), we obtain that φ is symmetric with respect to x0, where φ(x0) =mp (or Mp), i.e. φ(x) = φ(x0 − (x− x0)). Note that
the domain of the solution never touch the pole point c. Hence the interval E in (3.1) must be the whole real line. Then,
there exists a smooth periodic wave solution φ with mp =minx∈R φ(x) and Mp =maxx∈R φ(x).
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Then, we will study the limit behavior of the smooth periodic wave solution. As β approaches β1, F (φ) has a double
zero φ1, a simple zero M , and F (φ) > 0 for φ1 < φ < M < c (see Fig. 3(b)). Let φ be a solution in this interval, according
to Lemma 1, it will have exponential decay to φ1 at inﬁnity by the above analysis in Lemma 1. Hence we deduce that,
as β → β1, the smooth periodic wave solution φ converges to a smooth solitary wave solution with φ1 = minx∈R φ(x),
M =maxx∈R φ(x) and φ → φ1 as |x| → ∞.
We will give the explicit representation of the smooth solitary wave solution. When β = β1, Eq. (3.8) becomes
φ2x =
1
4 (φ − φ1)2(M − φ)(φ3 − φ)
(φ − c)2 , (3.13)
where φ1 < M < c and φ3 > c. By solving (3.13), we obtain the explicit smooth solitary wave solution as follows:
φ(χ) = φ1 + 2A√
 cosh(
√
Aχ) − B ,
x(χ) = (c − φ1) − ln
∣∣∣∣
√(
φ3 − φ(χ)
)(
M − φ(χ))+ φ(χ) − 1
2
(φ3 + M)
∣∣∣∣+ ln
∣∣∣∣φ3 − M2
∣∣∣∣,
where A = Mφ3 − φ1(φ3 + M) + φ21 , B = −(φ3 + M − 2φ1) and  = B2 − 4A.
Case C. α = 12 c2 − c + 49 .
We will show the existence of smooth periodic wave solutions. If β ∈ (β2,0), F (φ) has two simple zeros mp , Mp , and
F (φ) > 0 for φ1 <mp < φ < Mp < c (see Fig. 4(a)). Hence there exists a smooth periodic wave solution φ of Eq. (3.8) with
mp =minx∈R φ(x) and Mp =maxx∈R φ(x).
Then, we will study the limit behavior of the smooth periodic wave solution. As β approaches zero, since P (φ) has two
double zeros φ1, c, F (φ) only has a double zero φ1. Because P (φ) > 0 for φ1 < φ < c (see Fig. 4(b)), F (φ) > 0 for φ1 < φ < c.
Let φ be a solution in this interval. If φ is decreasing, it will reach m1 and immediately turn back up. Note that it will
not stop or turn back anywhere because that would yield a zero or a singularity of φ at a point where φ = c. When φ
increases and reaches the point φ = c, according to (3.8), φ will suddenly changes direction at φ = c where φ(x0) = c, i.e.
limx↑x0 φx(x) = − limx↓x0 φx(x) = ±∞. Hence we deduce that, as β → 0, the smooth periodic wave solution φ converges to
a peaked solitary wave solution with φ1 =minx∈R φ(x), c =maxx∈R φ(x) and φ → φ1 as |x| → ∞.
We will give the explicit representation of the peaked solitary wave solution. When β = 0, α = 12 c2−c+ 49 and φ1 = c− 43 ,
Eq. (3.8) becomes
φ2x =
1
4
(φ − φ1)2. (3.14)
From (3.14), we obtain a peaked solitary wave solution as follows:
φ(x) = 4
3
exp
(
−1
2
|x− ct|
)
+ c − 4
3
. (3.15)
Obviously, taking c = 43 , we can see that (3.15) agrees with the result in [3].
Case D. 12 c
2 − c < α < 12 c2 − c + 49 .
(1) If β ∈ (0, β1), F (φ) has a simple zero mp and a double pole c, and F (φ) > 0 for mp < φ < c (see Fig. 5(a)). Let φ be
a solution in this interval. By (3.6) and (3.7), as φ reaches the pole point φ = c, it will make a sudden turn at this point
and yield a cusp at φ = c where φ(x0) = c, i.e., limx↑x0 φx(x) = − limx↓x0 φx(x) = ∞. So there exists a cusped periodic wave
solution φ of Eq. (3.8) with m =minx∈R φ(x) and c =maxx∈R φ(x).
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2 − c < α < 12 c2 − c + 49 .
As β approaches β1, F (φ) has a double zero φ1, a pole c, and F (φ) > 0 for φ1 < φ < c (see Fig. 5(b)). Let φ be a solution
in this interval. By the above analysis, the solution φ has a cusp where F (φ) has a pole at φ = c. Hence we deduce that, as
β → β1, the cusped periodic wave solution φ converges to a cusped solitary wave solution φ of (3.8) with φ1 =minx∈R φ(x),
c =maxx∈R φ(x) and φ → φ1 as |x| → ∞.
Remark 4. In this case of β approaches β1, we cannot give the explicit representation of the cusped solitary wave solution.
(2) If β ∈ (β2,0), F (φ) has two simple zeros mp , Mp , and F (φ) > 0 for mp < φ < Mp < c (see Fig. 5(c)). Hence there
exists a smooth periodic wave solution φ of Eq. (3.8) with mp =minx∈R φ(x) and Mp =maxx∈R φ(x).
As β approaches zero, P (φ) has a double zero φ1, a double pole c, and P (φ) > 0 for φ1 < φ < c (see Fig. 5(d)). Similarly
to the analysis in Case C, we obtain that, as β → 0, the smooth periodic wave solution φ converges to a peaked periodic
wave solution φ of Eq. (3.8) with m =minx∈R φ(x) and c =maxx∈R φ(x).
When β = 0, Eq. (3.8) becomes
φ2x =
1
4
(
φ + 4
3
− c
)2
+ α − 1
2
c2 + c − 4
9
. (3.16)
From (3.16), we obtain a peaked periodic wave solution as follows:
φ =
√
α − 1
2
c2 + c − 4
9
cosh(x) + c − 4
3
, (3.17)
where φ(x) is deﬁned in
x ∈
(
− cosh−1
( −3c + 4√−36α + 18c2 − 36c + 16
)
, cosh−1
( −3c + 4√−36α + 18c2 − 36c + 16
))
and extends periodically to the real line.
Case E. α = 12 c2 − c.
If β ∈ (0, β1), F (φ) has a simple zero mp and a double pole c, and F (φ) > 0 for mp < φ < c (see Fig. 6(a)). Hence there
exists a cusped periodic wave solution φ of Eq. (3.8) with mp =minx∈R φ(x) and c =maxx∈R φ(x).
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(a) β ∈ (0, β2) (b) β → β2
(c) β ∈ (β2, β1) (d) β → β1
Fig. 7. The graph of P (φ) as α < 12 c
2 − c.
As β → β1, F (φ) has a double zero φ1 and a double pole c, and F (φ) > 0 for φ1 < φ < c (see Fig. 6(b)). Hence, as β → β1,
the cusped periodic wave solution φ converges to a cusped solitary wave solution φ with φ1 =minx∈R φ(x), c =maxx∈R φ(x)
and φ → φ1 as |x| → ∞.
Case F. α < 12 c
2 − c.
(1) If β ∈ (0, β2), F (φ) has two simple zeros mp , Mp and a double pole c, and F (φ) > 0 for mp < c < φ < Mp (see
Fig. 7(a)). It looks like that there exists a smooth periodic wave solution of Eq. (3.8) with mp = minx∈R φ(x) and Mp =
maxx∈R φ(x). However, this is not true due to the fact that φ = c in the range mp < φ < Mp . When φ is near c, according
Lemma 1, we have φx(x) ∼ λ|x− x0|−1/3 and φ2(x) ∼ η|x− x0|. Hence φx(x) → ∞ as φ → c and the loop is formed. So there
exists a looped periodic wave solution φ of Eq. (3.8) with mp =minx∈R φ(x) and Mp =maxx∈R φ(x).
As β → β2, F (φ) has a simple zero m, a double zero φ2 and a double pole c, and F (φ) > 0 for m < c < φ < φ2 (see
Fig. 7(b)). Hence, as β → β2, the looped periodic wave solution φ converges to a looped solitary wave solution φ of Eq. (3.8)
with m =minx∈R φ(x),φ2 =maxx∈R φ(x) and φ → φ2 as |x| → ∞.
When β = β2, Eq. (3.8) becomes
φ2x =
1
4 (φ − φ2)2(φ −m)(φ − φ3)
2
. (3.18)(φ − c)
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φ(χ) = m − φ3n tanh
2 χ
1− n tanh2 χ , x(χ) = 2
φ2
p
χ − 4 tanh−1(√n tanhχ),
where χ = pχ ′ , p = 12
√
(φ2 −m)(φ2 − φ3) and n = φ2−mφ2−φ3 .
(2) If β ∈ (β2, β1), F (φ) has a simple zero mp and a double pole c, and F (φ) > 0 for mp < φ < c (see Fig. 7(c)). So there
exists a cusped periodic wave solution φ of Eq. (3.8) with mp =minx∈R φ(x) and c =maxx∈R φ(x).
As β → β1, F (φ) has a simple zero φ1 and a double pole c, and F (φ) > 0 for φ1 < φ < c (see Fig. 7(d)). Hence, as β → β1,
the cusped periodic wave solution φ converges to a cusped solitary wave solution φ of Eq. (3.8) with φ1 =minx∈R φ(x) and
c =maxx∈R φ(x) and φ → φ1 as |x| → ∞.
Remark 5. The stability of solitary waves is one of the fundamental qualitative properties of the solutions of nonlinear wave
equations. It is therefore of interest to decide whether they are stable or not because a small perturbation of a solitary
wave can yield another one with a different speed and phase shift. The stability of piecewise solutions, such as peakon
and periodic peakon, to the similar CH equation and the DGH has been studied [28–32]. It is found that the corresponding
conservation laws of the FW equation are much weaker than those of the CH equation. Therefore, the stability issue of
piecewise solutions of the FW equation is more subtle. Unlike the stability of piecewise solutions to the CH equation in H1
norm sense, for the FW equation in our coming work, we can expect to obtain the orbital stability of piecewise solutions in
the sense of L2 norm due to a weaker conservation law.
3.2. Existence of composite waves and non-symmetric waves
By Theorem 1, any countable number of cuspons and peakons in the above cases corresponding to the same value of
α can be joined at points where φ = c to form composite waves. If C = μ(φ−1(c)) = 0, the composite wave is a solution
to Eq. (1.1). For α = 12 c2, the composite waves are solutions to Eq. (1.1) even if μ(φ−1(c)) > 0. Consequently, we can
obtain stumpons which contain intervals where φ = c (see (f) of Fig. 1). Since any countable number of wave segments
can be joined together, one can get travelling waves with very strange proﬁles, such as the travelling waves with a fractal
appearance where μ(φ−1(c)) = 0 (see (h) of Fig. 1).
If we only consider φx taking the same sign, Eq. (3.8) becomes
φx =
√
F (φ) or φx = −
√
F (φ).
So the solution φ of Eq. (3.8) is monotonic and is deﬁned in a semiﬁnal bounded domain. Then the above obtained decay
solutions are kink-like waves (see (g) of Fig. 1) which possess some properties of kink waves. For example, the kink-like
wave only tends to one constant value at one end.
Remark 6. Those obtained solutions are the mathematical description of complex physical phenomena. New solutions may
help ﬁnd new phenomena. They give us a good help to readily understand the essentials of complex phenomenon, they
can provide much physical information and more insight into the physical aspects of the problem and thus lead to further
applications. It is noting that they can also be used in checking the accuracy of computational dynamics.
4. Numerical simulations
In this section, we make the numerical simulations for two types of traveling waves obtained in above section.
Example 1. Taking α = 2, c = 4 and β = (
√
5−1)2(√5−7)
6 , the proﬁle of looped solitary wave is shown in Fig. 8.
Example 2. Taking α = 2, c = 4 and β = 1, the proﬁle of looped periodic wave is shown in Fig. 9.
5. Conclusion
An improved method is used to classify the travelling wave solutions of the FW equation. The result shows that this
equation not only admits already known solutions, but also admits looped and cusped wave solutions, especially some
composite wave solutions. By this method, the limit behavior of all periodic solutions can also be given. Based on the study,
it might be concluded that the improved method is useful and eﬃcient. It can be widely applied to other nonlinear wave
equations.
142 J.L. Yin et al. / J. Math. Anal. Appl. 368 (2010) 133–143Fig. 8. Looped solitary wave.
Fig. 9. Looped periodic wave.
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