Abstract. Chambert-Loir and Ducros recently introduced real valued differential forms on Berkovich analytic spaces. We will prove a Poincaré lemma for these forms which also shows that some of the associated de Rham cohomology groups are actually topological invariants of the analytic space. To do this we first modify a standard argument to prove a Poincaré lemma for superforms on polyhedral complexes.
Introduction
To calculate intersection numbers in Arakelov geometry one uses algebraic intersection theory at finite places and complex analytic methods at infinite places. Chambert-Loir and Ducros recently introduced smooth differential forms with real coefficients on Berkovich analytic spaces [CLD12] . Their theory looks promising to allow the use of nonarchimedian analytic geometry in Arakelov geometry at finite places. There has also been recent work by Gubler and Künnemann [GK14] extending the class of smooth forms as introduced by Chambert-Loir and Ducros, analogous to the extension of smooth forms to forms of logarithmic type on complex mannifolds. We work with the differential forms introduced by Chambert- an . In section 2 we recall some facts about superforms (as introduced by Lagerberg in [Lag12] ) on polyhedral complexes. Afterwards we prove a Poincaré lemma with respect to the operator d ′ for these forms (Theorem 3.8). The crucial tool is the introduction of a pullback of superforms via C ∞ -maps, which we use to proof a homotopy formula in Theorem 3.5. This will be the key result to prove the d ′ -Poincaré lemma. In the fourth section we recall Gubler's formalism (as in [Gub13] ) for smooth differential forms with real coefficients on the Berkovich analytification of an algebraic variety. Then we use our result for polyhedral complexes to prove the Poincaré lemma in the algebraic case (Theorem 4.5). At the end of section 4 we sketch the argument for a generalization to a paracompact good analytic space (Theorem 4.7). This in particular shows that some of the cohomology groups are topological invariants of the analytic space since they agree with its singular cohomology. In the last sections we consider the operator d. We show that closed forms in high degrees are locally exact and explain why this is not to be expected in low degrees. Many thanks to Walter Gubler, Johann Haas, Klaus Künnemann and Philipp Vollmer for reading various drafts of this work and providing very useful advise.
Superforms on polyhedral complexes
Superforms were introduced by Lagerberg in [Lag12] . They are analogues on real vector spaces of (p, q)-forms on complex manifolds. We recall the definition in the following setting: N is a free abelian group of finite rank r and M := Hom Z (N, Z) is its dual. We further denote by N R := N ⊗ Z R and M R := M ⊗ Z R the corresponding real vector spaces. Definition 2.1. i) For an open subset U ⊂ N R denote by A p (U) the space of smooth real differential forms. Then the space of superforms of bidegree (p, q) on U is defined as
If we choose a basis x 1 , . . . , x r of N R we can formally write a superform α ∈ A p,q (U) as
where I = {i 1 , . . . i p } and J = {j 1 , . . . j q } are ordered subsets of {1, . . . , r}, α IJ ∈ C ∞ (U) are smooth functions and
which is given by D ⊗ id, where D is the usual exterior derivative. We also have A p,q (U) = Λ p M R ⊗ R A q (U) and can take the derivative in the second component. We put a sign on this operator and define d ′′ := (−1) p id ⊗D. In coordinates we have
We further define 
We will later define a pullback for a more general situation and use this in our proof of the Poincaré lemma. i) A polyhedral complex C in N R is a finite set of polyhedra (which we will always assume to be convex) in N R with the following two properties: (a) For a polyhedron σ ∈ C , if τ is a face of σ we have τ ∈ C .
(b) For two polyhedra σ, τ ∈ C we have that σ ∩ τ is a face of both. ii) The support |C | of C is the union of all polyhedra in C .
iii) A polyhedron σ spans an affine space and we denote by L σ the corresponding linear subspace of
To simplify the notation we will often write α| σ for α| σ∩Ω . ii) The polyhedra in C are partially ordered by the relation τ ≺ σ :⇔ τ is a face of σ.
We will always assume our polyhedral complex to be of dimension n, meaning that the maximal dimension of its polyhedra is n. In this case we have A p,q (Ω) = 0 for max(p, q) > n. We say a polyhedral complex is pure of dimension n if all maximal polyhedra are of dimension n. iii) Taking d ′ of a superform is compatible with restriction to polyhedra. Hence for
A partition of unity argument shows that A p,q is indeed a sheaf on |C | and hence for each q ∈ {0, . . . , n} we get a complex
of sheaves on |C |. The fact that this complex is exact in positive degrees will be the main result of the next section. v) The affine pullback as in Remark 2.3 is compatible with restriction to polyhedra. Hence if
⊂ Ω then the affine pullback induces a well defined pullback
d ′ -Poincaré lemma for superforms on polyhedral complexes
In this section we will prove a d ′ -Poincaré lemma for superforms on polyhedral complexes. C will always be a polyhedral complex of dimension n. 
the inclusions. Then for all p ∈ {0, . . . , n + 1} and q ∈ {0, . . . , n} there exists a linear map
Proof. Observe first that |C |×B is the support of a polyhedral complex in N R × R and hence it makes sense to talk about superforms on Ω × B.
. . , x r be a basis of N R and denote by t the coordinate of B. We write
Then we define
We show that this definition is independent of the choice of the basis x 1 , . . . , x r . Let therefore y 1 , . . . , y r be another basis. First of all we notice that the decompostion into the four summands as in (3) is not affected by our base change. We further notice that
where λ I,I ′ is the determinant of the I × I ′ minor of the base change matrix from x 1 , . . . , x r to y 1 , . . . , y r and similar for J and J ′ . Now we
and this term is mapped under K ′ to
which shows the independence on the choice of the basis. Given V we have the diagram
To get a well defined map on the bottom that makes this diagram commutative, we need that β| σ×B = 0 for all σ ∈ C implies K ′ (β)| σ = 0 for all σ ∈ C . Let therefore σ be a maximal polyhedron in C and
By what we did above we may choose a basis as we like. Let therefore x 1 , . . . , x m be a basis of L σ and x m+1 , . . . , x r a basis of a complement. Then from β| W ×B = 0 we get b IJ = 0 for all I, J ⊂ {1, . . . , m}. This means however that c IJ = 0 for all I, J ⊂ {1, . . . , m}. From that we get
as required in (1). We will now show that (2) holds. It is enough to check that
, where V is an open subset of N R . It suffices to check the following four cases:
Adding up these parts we have proven that (2) holds on V . Now if α ∈ A p,q (Ω × B) is given by β ∈ A p,q (V × B) then the equation holds for α simply because it holds for β.
In the classical proof of the Poincaré lemma for star shaped subsets U of R n the idea is to pull back the differential form via a contraction of U to its centre. This contraction is however not an affine map. So we will introduce in the following Defintion 3.2 a pullback for superforms along C ∞ -maps that still commutes with d ′ (as we will show in 3.4).
This will be a crucial ingredient in our proof of the Poincaré lemma for superforms.
Definition 3.2 (C ∞ -pullback of (p, q)-forms). We define a pullback for superforms on open subsets V ⊂ N R and show that under certain conditions, this pullback is compatible with restrictions to polyhedra. 
Remark 3.3. i) For the C ∞ -pullback to be well defined we have to check that if β| σ = 0 for all polyhedra σ ∈ C then (F * β)| σ ′ = 0 for all σ ′ ∈ C ′ . We first note that Remark 2.5 says that the forms on Ω are the same whether we regard Ω as a subset of |C | or |D| (and same for Ω ′ with |C ′ | and |D ′ |) and hence we may assume that D = C and
For σ ∈ C the fact that β| σ = 0 just means
and (c). Hence F * (β)| σ ′ = 0. This shows that if β| σ = 0 for all σ ∈ C then F * (β)| σ ′ = 0 for all maximal and hence all σ ′ ∈ C ′ . Thus the pullback is well defined.
ii) The pullback is functorial in the following sense: Let C ′′ be another polyhedral complex, 
Proof. Since A p,q (V ) = A p (V ) ⊗ Λ q M R and d ′ = D ⊗ id our assertion follows from the fact that usual pullback of smooth differential forms commutes with D via the calculation: 
for an operator K ′ as in Lemma 3.1.
Proof. We calculate
Now putting in α and using id * (α) = α gives the desired result.
Note that if Ω is an open subset of |C | for some polyhedral complex C in N R and F resp. G allow pullback from Ω to Ω resp. Ω × B, then the analogue formula also holds for α ∈ A p,q (Ω) since all operators are defined via restriction. 
Proof. We want to use Theorem 3.5 with s F the constant map to the centre z of Ω. Let L F = id, s G given by
and L G = pr 1 . It is easy to check that both F and G have the properties required in Theorem 3.5. We show that they allow smooth pullback from Ω to Ω resp. Ω × I. Since Ω is polyhedrally star shaped we know that there exists a polyhedral complex D such that Ω ⊂ |D| is an open set and such that σ ∩ Ω is star shaped with centre z for all maximal σ ∈ D. Again we know that the forms on Ω are the same whether we regard Ω ⊂ |C | or Ω ⊂ |D|. Hence we may assume D = C and take C × B to be a polyhedral complex whose maximal polyhedra are of the form σ × B for σ ∈ C a maximal polyhedron. Let σ ′ ∈ C × B be a maximal polyhedron. Then σ ′ = σ × B for a maximal polyhedron σ ∈ C . For (x, t) ∈ σ ′ we have s G (x, t) ∈ σ because σ ∩ Ω is star shaped with centre z. Since it is obvious that L G (L σ ′ ) ⊂ L σ , G allows a pullback from Ω to Ω × B. Since s F is constant and L F is the identity we also see that F allows a pullback from Ω to Ω. Now since α ∈ A p,q (Ω) with p > 0 we have F * α = 0 (since s F is a constant map). Together with our assumption d ′ α = 0, Theorem 3.5 yields
which proves the theorem. 
of sheaves on |C | is exact in positive degrees.
Proof. This is a direct consequence of Theorem 3.8 and Remark 3.9.
d ′ -Poincaré lemma for forms on Berkovich spaces
In this chapter K is a field which is algebraically closed and complete with respect to an absolute value. We work with a variety X over K, by which we mean a reduced irreducible separated scheme of finite type. We let n := dim(X) and denote by X an the Berkovich analytification of X. The notion of (p, q)-forms on Berkovich analytic spaces was introduced by Chambert-Loir and Ducros in [CLD12] . We follow Gubler's approach (as in [Gub13] ). This approach is equivalent in the case that the analytic space is in fact the analytification of an algebraic variety. The idea is to pull back superforms on N R to X an via tropical charts. We recall the definition and some facts about these tropical charts from [Gub13] . an : U an → T an is the analytification of ϕ U . It turns out that Trop(U) is the support of a polyhedral complex of pure dimension n = dim(X). ii) A tropical chart is a pair (V, ϕ U ), where V ⊂ X
an is an open subset in the analytic topology and ϕ U is the canonical moment map of a very affine Zariski open subset U ⊂ X, such that V ⊂ U an and
is a subchart of both. ii) Tropical charts form a basis of the topology of
is a subchart of (V, ϕ U ) then there is a canonical surjective affine map
iii) The α i agree on intersections in the sense that for all i, j ∈ I, we have
Another such family (V ′ j , ϕ U ′ j , β j ) j∈J defines the same form if there is a common refinement of the covers of V by tropical charts such that the affine pullbacks to the refined cover agree. Since affine pullbacks are compatible with d ′ , we can define d ′ α to be given by
Remark 4.4. It is obvious that d ′ is a differential. Hence for each q ∈ {0, . . . , n} we get a complex
of sheaves on X an . Theorem 4.5 will show that this complex is always exact in positive degrees. 
Proof. Let α be given by a family
is an open subset of Trop(U i ). Choose i such that x ∈ V i and let z := trop U i (x). By Remark 3.9 we may choose a polyhedrally star shaped neighbourhood Ω ′ of z in Ω i . We define W := trop 
Corollary 4.6. The complex
of sheaves on X an is exact. The cohomology of its complex of global sections
is isomorphic to the sheaf cohomology H * (X an , R) of the constant sheaf R and to the singular cohomology H * (X an , R). If X is a good analytic space which is Hausdorff and paracompact, then the cohomology of the complex
is equal to the sheaf cohomology H * (X, R) of the constant sheaf R, which is isomorphic to the singular cohomology H * (X, R).
Proof. Using [CLD12, Lemme 3.2.2] the same arguments as used in the proof of Theorem 4.5 work, since forms in the sense of [CLD12] are also locally given by forms on polyhedral complexes. If X is good, Hausdorff and paracompact, then [CLD12, Proposition 3.3.6] shows that there are partitions of unity and the arguments in the proof of Corollary 4.6 work. The details are left to the reader.
Results for the operator d
As observed in Remark 2.2 the corresponding statements to Theorem 4.5 and 4.6 are true for d ′′ . We will however see that a similar result is not to be expected for the differential operator d. By applying the Poincaré lemma 3.8 respectively 4.5 we will however get similar results on polyhedral complexes respectively analytic spaces, if the closed form is of high degree. Proof. The proof works the same as the proof of Theorem 4.5, using 5.3 instead of 3.8.
