The random connection model is a random graph whose vertices are given by the points of a Poisson process and whose edges are obtained by randomly connecting pairs of Poisson points in a position dependent but independent way. We study first and second order properties of the numbers of components isomorphic to given finite connected graphs. For increasing observation windows in an Euclidean setting we prove qualitative multivariate and quantitative univariate central limit theorems for these component counts as well as a qualitative central limit theorem for the total number of finite components. To this end we first derive general results for functions of edge marked Poisson processes, which we believe to be of independent interest.
Introduction
For many decades random graphs have attracted much interest because of both their mathematical beauty and the importance of complex networks, i.e., large graphs with a highly non-trivial structure, in many other sciences; see [1, 15, 18] and the references therein. Two prominent models for random graphs are Erdős-Rényi graphs and random geometric graphs. In the Erdős-Rényi model, which goes back to [9, 11] and has been studied extensively ever since (see e.g. [1, 15, 18] ), the vertex set is [n] := {1, . . . , n} for some n ∈ N, and pairs of distinct vertices are independently connected by an edge with probability p ∈ [0, 1]. While the Erdős-Rényi graph is a purely combinatorial object, the vertices of a random geometric graph are points in R d and are given by a random point sample or, more precisely, a point process ζ on R d . Two distinct vertices x, y ∈ ζ are connected by an edge whenever their Euclidean distance |x−y| does not exceed a given threshold r > 0. The random geometric graph was introduced in [12] and is also called Gilbert graph. For a comprehensive investigation of random geometric graphs we refer to the monograph [27] .
The random connection model (RCM) studied in the present paper can be seen as a combination of the Erdős-Rényi graph and the random geometric graph and is also known as soft random geometric graph. As in case of random geometric graphs we start with an RCM on R d as described above. Then
For an isotropic and monotone connection function Theorem 1.1 was proved in [2] . In the case k ≥ 2 the authors assumed the connection function to have bounded support. For the special case k = 1, i.e., the number of isolated vertices, a central limit theorem was stated in [31] , whose proof was erroneous as discussed in [2] . For a different asymptotic regime, Poisson and central limit theorems for component counts in some general RCMs are derived in [30, Theorem 2.3] .
Under the stronger assumption that there is a monotonously decreasing functioñ ϕ : [0, ∞) → [0, 1] such that ϕ(x) ≤φ(|x|), x ∈ R d , and
we shall prove the following quantitative version of Theorem 1.1. We use the Kolmogorov distance d K (X, Y ) between the distributions of two random variables X and Y (see (6.1)), which is the supremum norm of the difference of the distribution functions.
Theorem 1.2. Let the assumptions of Theorem 1.1 be satisfied and assume that (1.1) holds.
Then there exist constants C, τ > 0 only depending on β, ϕ,φ and k such that
for all W ∈ K d with r(W ) ≥ τ .
The rate of convergence in (1.2) seems to be quite good since in the classical central limit theorem for the sum of n i.i.d. random variables one obtains 1/ √ n and λ d (W ) and n play a similar role.
In later results we will not only consider the number of components of the RCM consisting of k vertices, but also count components that are isomorphic to a given finite connected graph. We will derive multivariate central limit theorems similar to those proved in [27, Theorem 3.11] in the special case of random geometric graphs. In the course of this we will show that the limits
exist and we will provide explicit formulas for these asymptotic covariances. Moreover, for all k ∈ N the asymptotic variance σ (k,k) ϕ,ϕ is positive and for all m ∈ N the asymptotic covariance matrix σ (i,j) ϕ,ϕ i,j∈ [m] is positive definite. We will also consider the total number of components of the RCM, for which a strong law of large numbers is established in [28, Theorem 2] . For W ∈ K d letη(W ) denote the number of finite components of Γ(η) whose vertices are all in W . In the case of random geometric graphs a central limit theorem for the total number of components is shown in Theorem 13.27 in [27] . Unlike [27] , our proof does not use percolation theory. Instead we are using a multivariate version of Theorem 1.1 and approximation arguments.
As opposed to the random geometric graph treated in [27] , in the RCM the edges are drawn randomly, whereby the connection function can inject far reaching dependencies. As a consequence our proofs require significant new ideas, even though there are several ways to embed a RCM into a marked Poisson process with a sufficiently rich state space.
To prove Theorems 1.1-1.3 we shall derive variance inequalities and normal approximation bounds in a much more general setting. As for the general RCM we let η be a Poisson process on a Borel space X with diffuse σ-finite intensity measure λ. Each pair of Poisson points is marked with a random element taking values in another Borel space M. Given η, these random elements are assumed to be independent and identically distributed. We call the resulting point process ξ an edge marking of η. For a square integrable random variable F depending measurably on ξ we introduce difference operators and derive a variance representation and a Poincaré inequality as well as quantitative versions of the central limit theorem from similar results for Poisson functionals. We achieve this by applying the results from [21] and [23] to alternative Poisson representations of edge marked Poisson processes with suitable monotonicity properties and by using some approximation arguments. We believe that our approach is of independent interest and can be applied to other problems as well. Here, we have, in particular, percolation models with underlying Poisson processes in mind. For example if one independently deletes or colours the edges of a Poisson-Delaunay tessellation, one also obtains an edge marking of a Poisson process. Moreover, we expect that our approach can be generalized to the case where for some k ∈ N all k-tuples of points of an underlying Poisson process are marked instead of pairs of points.
Our definition of the general RCM includes for X = R d × [0, ∞) the case of an Euclidean RCM with weights, where one has an underlying marked Poisson process in R d , i.e., the points are equipped with i.i.d. random weights, which are now considered in the connection function as well. For instance, vertices with larger weights have a higher probability to be connected by edges. An important example of a RCM with weights is the Boolean model (see e.g. [25] ), where balls with i.i.d. radii are put around the vertices and two distinct vertices are connected by an edge whenever the corresponding balls intersect. Another example of the RCM with weights is studied in [6] , as a continuous counterpart to the discrete scale-free percolation model considered in [4] . It is possible to use our general results to prove versions of Theorems 1.1-1.3 for the weighted case, but we confine ourselves to the unweighted case to avoid further technical issues in the proofs. The weighted case will be treated elsewhere.
The paper is organized as follows. In Section 2 we present rigorous definitions of an edge marking and the general RCM and fix some notation. In Section 3 we derive formulas for the first and second moments of the component counts of the general RCM. Section 4 gives another (distributionally equivalent) construction of the edge marking ξ of η in terms of an independent marking of the Poisson process η. This and a related construction are crucial for proving the results in Sections 5 and 6. In Section 5 we consider square integrable random variables F depending measurably on ξ and derive a variance representation in terms of conditional expectations and difference operators as well as a Poincaré inequality. In Section 6 we prove quantitative bounds for the Wasserstein and the Kolmogorov distance between a standardized F and a standard normal random variable. In the three final sections we study the RCM with respect to a stationary Poisson process on R d . In Section 7 we prove the existence and positive definiteness of the asymptotic covariance matrices for component counts, while Section 8 presents more general versions of Theorems 1.1 and 1.2. The final section is devoted to the proof of Theorem 1.3. In the appendix we provide a variance representation for functionals of Poisson processes, which could be of independent interest.
Preliminaries
Let (X, X ) be a Borel space, i.e., (X, X ) is a measurable space and there is a Borel measurable bijection T from X to a Borel subset of (0, 1] with measurable inverse. By λ we denote a diffuse and σ-finite measure on X. We assume that X is equipped with a transitive binary relation ≺ such that {(y, z) : y ≺ z} is a measurable subset of X 2 and such that x ≺ x fails for all x ∈ X. We also require that λ([x]) = 0, x ∈ X, where [x] := X \ {z ∈ X : z ≺ x or x ≺ z}. Note that x ∈ [x] for all x ∈ X. The diffuseness of λ and the existence of the partial order ≺ are no restrictions of generality. Indeed, let (X ′ , X ′ ) be an arbitrary Borel space equipped with a σ-finite measure λ ′ . Then we can extend the underlying space to X := X ′ × [0, 1] and ] is the restriction of the Lebesgue measure on R to the unit interval [0, 1], and define the order relation on X by (x ′ , s) ≺ (y ′ , t) if s < t.
All random objects ocurring in this paper are defined over a fixed probability space (Ω, F, P). A point process (on X) is a random element η of the space N(X) of all at most countably infinite subsets µ of X, equipped with the smallest σ-field N (X) making the mappings µ → µ(B) := card(µ ∩ B) measurable for all B ∈ X . Then η(B) (defined as the mapping ω → η(ω, B) := η(ω)(B)) is a random variable for each B ∈ X . In fact, η is a simple point process, i.e., η can be interpreted as a random counting measure without multiplicities; see e.g. [22, Chapter 6] . The intensity measure of a point process η is the measure X ∋ B → Eη(B) on X.
Throughout the paper η will denote a Poisson (point) process with intensity measure λ, which is defined by the following two properties (see e.g. Definition 3.1 and Proposition 6.9 in [22] or [20] ):
(i) For every B ∈ X the distribution of η(B) is Poisson with parameter λ(B).
(ii) For every n ∈ N and pairwise disjoint sets B 1 , . . . , B n ∈ X the random variables η(B 1 ), . . . , η(B n ) are independent.
Since X is a Borel space and λ is σ-finite, [22, Corollary 6.5] shows that η can be almost surely represented as
where the X n , n ∈ N, are random elements of X, κ := η(X) is a random element of N 0 ∪ {∞}, and the X n are measurable functions of η. The space X [2] := {e ∈ N(X) : e(X) = 2} is a measurable subset of N. When restricting the σ-field on N(X) to subsets of X [2] , this space becomes a Borel space; see [20, Lemma 1.7] . Later, any e ∈ X [2] is a potential edge of the RCM. Let (M, M) be a further Borel space and let Z m,n , m, n ∈ N, be independent random elements on M with common distribution M. Assume that the double sequence (Z m,n ) m,n∈N is independent of η. Then
is a point process on X [2] × M, namely an (independent) edge marking of η. Note that the Poisson process η can be reconstructed from ξ. 
is a point process on X [2] , namely the set of edges. The pair Γ(η) := (η, χ) is our RCM. If several connection functions occur, we indicate the dependence on the connection function by writing Γ ϕ (η) instead of Γ(η). Note that the random graph Γ(η) does not only depend on η but on the whole point process ξ. In the same way we define Γ(ζ) = Γ ϕ (ζ) for any simple point process ζ on X.
A component of Γ(η) is a set µ ⊂ η such that the graph with vertex set µ and edges induced by Γ(η) is connected and, moreover, no point of µ is connected to a point of η \ µ.
For any graph G = (V, E) let |G| := card(V ) denote the order of G. Two graphs G = (V, E) and G ′ = (V ′ , E ′ ) are isomorphic if there is a bijection T : V → V ′ such that {x, y} ∈ E if and only if {T (x), T (y)} ∈ E ′ for all x, y ∈ V with x = y. In this case we write G ≃ G ′ . For k ∈ N let G k be a set of connected graphs with vertex set [k], containing exactly one member of each equivalence class. Then G := ∞ k=1 G k is up to isomorphy the set of all finite connected graphs.
We denote by G k,ϕ and G ϕ the graphs of G k and G, respectively, which occur as components in the RCM Γ ϕ (η) with positive probability. Note that these can be strict subsets depending on the choice of ϕ. For example if ϕ(x, y) = 1{|x − y| ≤ r}, x, y ∈ R 2 , for some fixed r > 0, the resulting RCM in the plane, which is the random geometric graph, has almost surely no components that are isomorphic to the graph ( [7] , {{1, i} : i ∈ {2, . . . , 7}}). For m ∈ N we let
For k ∈ N and G ∈ G k let η G denote the point process
i.e., the point process of lexicographic minima of components of the RCM isomorphic to G.
be the point process of lexicographic minima of k-components of the RCM. We finish this section with some notation that is used in the sequel. Since we will often consider the probability that two vertices of our RCM are not connected by an edge, we introduce the abbreviationφ := 1 − ϕ.
For x ∈ R d and r > 0 we denote by B d (x, r) the closed d-dimensional ball with centre x and radius r. For x ∈ R d and a compact set A ⊂ R d we define d(x, A) := min y∈A |x − y|.
For a graph G, vertices x 1 and x 2 of G and m ∈ N we mean by x 1 ≤m ←→ x 2 in G that x 1 and x 2 are connected via a path in G with at most m edges. If m = 1, we write x 1 ↔ x 2 in G. Similarly, we write x 1 ↔ x 2 in G if x and y are not connected by an edge in G. For some set W and a vertex x of G let x ≤m ←→ W in G denote the event that there exists a vertex y of G such that y ∈ W and x ≤m ←→ y in G, or x ∈ W . For a vertex x of G let deg(x, G) be the degree of x in G, i.e., the number of edges incident to x in G.
First and second order properties
In this section we consider the RCM Γ(η) introduced in Section 2. We shall study first and second moment properties of the component counts. The next result shows that for G ∈ G k with k ∈ N the intensity measure of η G can be expressed in terms of the function
(3.1)
Recall thatφ := 1 − ϕ.
For the Euclidean case similar formulas as (3.2) for the expected number of k-components can be found in [28 Proof of Proposition 3.1. For k distinct points x 1 , . . . , x k ∈ η let G(x 1 , . . . , x k , Γ(η)) denote the graph with vertices x 1 , . . . , x k and edges induced by Γ(η). This graph is a component isomorphic to G if and only if G(x 1 , . . . , x k , η) ≃ G and none of the x i is connected to a point in η \ {x 1 , . . . , x k }. Given η, these two events are independent and have probabilities
and
respectively. Using the multivariate Mecke equation (see e.g. [22, Theorem 4.4] ) it follows that
The formula for the generating functional of a Poisson process (see [22, Exercise 3.6] ) implies the result.
Together with Γ ϕ (η) we consider a second RCM Γ ψ (η) based on another connection function ψ : X 2 → [0, 1]. The edges of Γ ψ (η) are defined by (2.2) with ψ in place of ϕ. As a result, the two random graphs Γ ϕ (η) and Γ ψ (η) are strongly coupled. If, for instance, ψ ≤ ϕ, then each edge of Γ ψ (η) is also an edge of Γ ϕ (η).
Proof. Let x 1 , . . . , x k+l ∈ η be such that x 1 , . . . , x k are distinct and x k+1 , . . . , x k+l are distinct.
) is a component isomorphic to H if and only if one of the following two cases occurs.
In the first case we have {x 1 , . . . ,
, and no point from {x k+1 , . . . , x k+l } is connected to η \ {x 1 , . . . , x k+l } via edges in Γ ψ (η). Given η, the conditional probability of this event equals
In the second case we have that k = l, {x 1 , . . . ,
The conditional probability of this event equals
The multivariate Mecke equation and the formula for the generating functional of a Poisson process (combined with a symmetry argument) yield the result similarly as in the proof of Proposition 3.1.
Another description of the RCM and difference operators
For our later purposes it is useful to define a version of ξ (see (2.1)) in terms of an independent marking η * of η and to use that η * is a Poisson process. As mark space we take Y := M N×N , that is the set of all double sequences (u m,n ) ∞ m,n=1 with values in M. We define Q := M N×N so that Q is the distribution of a double sequence of independent random elements with distribution M. Let η * be an independent Q-marking of η and note that η * is a Poisson process on X × Y with intensity measure λ ⊗ Q; see e.g. [22, Theorem 5.6 ].
We assert that for any ε ∈ (0, 1) there is a measurable partition {B ε k : k ∈ N} of the space X such that λ(B ε k ) ≤ ε for each k ∈ N. For a fixed ε ∈ (0, 1) this can be shown as follows. By the Borel property of X we may assume that X is a Borel subset of the interval (0, 1]. Since λ is σ-finite, there exists a measurable partition {C k : k ∈ N} of X such that λ(C k ) < ∞ for each k ∈ N. Now the assertion follows from the observation that one can choose for any Borel set A ⊂ (0, 1] with λ(A) < ∞ two disjoint Borel sets A 1 , A 2 ⊂ (0, 1] with A 1 ∪ A 2 = A and λ(A 1 ) = λ(A 2 ) = λ(A)/2. Indeed, the measure ν(B) := λ(A ∩ B) for Borel sets B ⊂ (0, 1] is diffuse and finite so that there exists a t ∈ (0, 1] such that ν((0, t]) = ν((t, 1]) = ν((0, 1])/2 = λ(A)/2. Thus, the Borel sets A 1 := A ∩ (0, t] and A 2 := A ∩ (t, 1] have the desired properties. For x ∈ X let B ε (x) be the unique element of the partition {B ε k : k ∈ N} containing x. We can assume that
for all x ∈ X and all 0 < ε 1 ≤ ε 2 < 1. This can be achieved as follows. First we refine the partitions such that B 1/(n+1) (x) ⊂ B 1/n (x) holds for all x ∈ X and all n ∈ N. Then we define
In the first case U ε (η * , x, x ′ ) and in the second U ε (η * , x ′ , x) is well defined by the above procedure. For all other x, x ′ ∈ X we let U ε (η * , x ′ , x) := u 0 for some fixed u 0 ∈ M.
Consider the edge marking ξ of the Poisson process η, defined by (2.1). Difference operators play a fundamental role in the stochastic analysis of Poisson functionals, see e.g. [21, 22, 26] . In the following we generalize these operators, so as to apply to functions of the point process ξ. Let L ξ denote the space of all σ(ξ)-measurable random elements of
We call f a representative of F . Our results will not depend on the choice of f .
We extend the (double) sequence (Z m,n ) ∞ m,n=1 featuring in (2.1) to a sequence (Z m,n ) m,n∈Z of independent M-valued random elements with distribution M, independent of the Poisson process η. Let k ∈ N, x 1 , . . . , x k ∈ X and I ⊂ [k]. We define a point process ξ (x i ) i∈I on
where X −i := x i , i ∈ I, and X i , i ∈ [κ], are the points of η. Note that ξ (x i ) i∈I = ξ if I = ∅. In the case I = [k] we write ξ x 1 ,...,x k instead of ξ (x i ) i∈I . Given x 1 , . . . , x k ∈ X and I ⊂ [k], the point process ξ (x i ) i∈I is a measurable function of ξ x 1 ,...,x k . The joint distribution of (η, ξ x 1 ,...,x k ) is a measurable function of x 1 , . . . , x k ∈ X that is invariant under permutations.
The multivariate Mecke equation for Poisson processes (see e.g. [22, Theorem 4.4] ) can easily be extended to measurable functions g :
where the sum on the left extends over all (
In particular, this gives us
The definition (4.4) is justified since for two representatives f 1 and f 2 of F by the Mecke equation (4.3) for any m ∈ N,
Note that this is the usual iterated difference operator for functions of the Poisson process η * , see e.g. [22, Equation (18.3) ]. In the following we link the difference operators D and ∆ in order to transfer results for the Poisson process η * to the edge marked Poisson process ξ. From now on let (Y n ) n∈N be independent random elements of Y with distribution Q which are independent from everything else. For ε > 0 and k ∈ N assume that x 1 ∈ B ε n 1 , . . . , x k ∈ B ε n k with distinct n 1 , . . . , n k ∈ N. Then we obtain from the preceding construction that [2] × M)} < ∞, and let g : R 2 k → R be measurable and bounded. Then (4.5) implies that
Note that (4.5) and (4.6) are both subject to the condition that B ε (x 1 ), . . . , B ε (x k ) are distinct. But because of λ(B ε (x)) → 0 as ε → 0 and the monotonicity property (4.1), we have that lim
Variance formulas
In order to deduce an exact variance representation for a function of an edge-marked Poisson process, we use a further construction to obtain an edge marking of a Poisson process. In the following letη be a Poisson process on
For a pointx ∈η we interpret the first component as a location in X, the second component as birth time and the third component as a double sequence of marks. For
we write µ t := µ [0,t) and E[·|η t ] stands for the conditional expectation with respect to the sigma-field generated byη t . For some ε ∈ (0, 1) let {B ε k : k ∈ N} be a measurable partition of X such that λ(B ε k ) ≤ ε for k ∈ N as in Section 4. Fromη we can derive an independent edge marking in the following way. For
i,j ) ∈η with 0 ≤ t 1 < t 2 ≤ 1, we mark the edge {x 1 , x 2 } according to the following rule. If x 1 ∈ B ε n , we order all points ofη in B ε n according to their birth times. Assume that x 1 is the m-th oldest of these points. Then we mark the edge {x 1 , x 2 } with u (2) n,m . Formally, we can think of this construction as a measurable map
we define T (µ) \ {x} as T (µ) without the point x and all corresponding edge marks.
Proof. It follows from Theorem A.1 in the appendix that ) and µ ∈ N X × [0, t) × M N×N it follows from the above construction of the edge marking that T (µ ∪ ζ) and T (µ ∪ ζ ∪ {(x, t, M )}) \ {x} have the same distribution. Thus, we obtain that
which completes the proof.
From Theorem 5.1 we can deduce the following Poincaré inequality for square integrable functionals of ξ. For the Poincaré inequality for Poisson functionals see e.g. [22, Theorem 18.7] .
Proof. Let f be a representative of F . Using the Jensen inequality and the fact that
has the same distribution as ∆ x F , we obtain from Theorem 5.1 that
which is the desired inequality.
Normal approximation
As before let ξ be the edge marking of the Poisson process η, defined by (2.1). We consider a random variable F ∈ L ξ with EF 2 < ∞ and denote by N a standard normal random variable. In this section we derive upper bounds for the Wasserstein distance
between F and N , where Lip (1) is the set of all functions h : R → R with a Lipschitz constant less than or equal to one. We also study the Kolmogorov distance
Our aim is to extend Theorems 1.1 and 1.2 from [21] , treating functions of Poisson processes, to the present (more general) setting of underlying edge marked Poisson processes. Our bounds on the Wasserstein distance are based on the following three terms:
The bounds on the Kolmogorov distance involve three more terms:
Since the quantities γ 1 , . . . , γ 6 depend basically only on the first two difference operators, the following result says that the first two difference operators are sufficient to control the closeness to a standard normal random variable N .
We prepare the proof of Theorem 6.1 with the following lemma.
Proof. The assertion for the Wasserstein distance is easy to see since
We define
in the following. If the difference is positive, we have that
where we used the Markov inequality in the last step. If P(Y ≤ t) − P(N ≤ t) ≤ 0, we obtain by similar arguments
n .
Altogether we see that
1/3 n so that taking the limit inferior for n → ∞ and the supremum over all t ∈ R completes the proof.
Proof of Theorem 6.1. We first assume that λ(X) < ∞ and that F is bounded. Let f be a representative of F satisfying f ∞ < ∞. Fix ε > 0. The identity (4.2) shows that
In the following we apply Theorems 1.1 and 1.2 in [21] to the Poisson functional F * ε := f * ε (η * ). Note that the required integrability condition
is obviously satisfied because of f ∞ < ∞ and λ(X) < ∞. Thus, Theorems 1.1 and 1.2 in [21] lead to
where the terms γ * i (ε) are suitably defined versions of the γ i with ∆ replaced by D and F replaced by F * ε . For instance we have that
By the Cauchy-Schwarz inequality we have γ * 1 (ε) ≤γ 1 (ε), wherẽ
Here and in the following, we denote by Y, Y 1 , Y 2 , Y 3 independent random elements of M with distribution M, which are independent of everything else. Similarly we can treat the other summands in (6.4) to obtain that
whereγ 2 (ε), . . . ,γ 6 (ε) are defined analogously toγ 1 (ε). In order to proceed from (6.5) to the bounds asserted by the theorem, we shall show that γ i (ε) → γ i as ε → 0 for each i ∈ [6] . The relations (4.6), (4.7) and f ∞ < ∞ easily imply for each i ∈ [6] that the integrands inγ i (ε) converge as ε → 0 almost everywhere pointwise to the integrands in γ i . Because the integrands are bounded and λ(X) < ∞, the dominated convergence theorem yields the desired conclusion for bounded F and λ(X) < ∞.
Next we consider general F , but still assume that λ(X) < ∞. For n ∈ N we define
and let γ i,n be γ i with F replaced by F n − EF n for i ∈ [6] . Whenever we take difference operators, we can omit the constant −EF n . Denoting by f n a representative of F n , we obtain that
Together with λ(X) < ∞, EF 4 < ∞ and γ 5 , γ 6 < ∞ this gives us integrable upper bounds for the integrands in γ 1,n , . . . , γ 6,n and, thus, allows us to apply the dominated convergence theorem. Since also the integrands of γ i,n converge almost everywhere to the integrands of γ i for i ∈ [6] (this follows from the dominated convergence theorem with the upper bounds given by (6.6) and (6.7)) and E(F n − EF n ) 4 → EF 4 as n → ∞, we obtain that lim n→∞ γ i,n = γ i for i ∈ [6] . We define the bounded functionalsF n := (
Applying the derived bounds for bounded functionals toF n and using Lemma 6.2 shows the assertion for λ(X) < ∞.
Finally, we allow for λ(X) = ∞. Let A n ∈ X , n ∈ N, be increasing and such that λ(A n ) < ∞, n ∈ N, and ∞ n=1 A n = X. For n ∈ N let A n be the σ-field on N A [2] n × M , i.e., the smallest σ-field such that for any measurable B ⊂ A [2] n ×M the map N A [2] n ×M ∋ µ → µ(B) is measurable. Obviously the σ-field generated by A n , n ∈ N, is the σ-field on N(X [2] × M).
Recall that Y = M N×N . For n ∈ N there is a measurable map
with some double sequenceM ∈ Y. In order to obtainM , we order the underlying points of ξ x 1 ,...,xm in A n and in A c n . For i, j ∈ N letM ij be the mark associated with the i-th point in A n and the j-th point in A c n if there are at least i points in A n and letM ij be some random element of M with distribution M, which is independent of everything else, otherwise. Note that T n does not depend on m or x 1 , . . . , x m . By construction of the edge marking and the independence properties of η we have that ξ x 1 ,...,xm ∩ A [2] n × M, ξ ∩ (A c n ) [2] × M andM are independent and thatM is distributed according to Q. This yields now that
where ξ ′ is an independent copy of ξ and Y is distributed according to Q and independent of ξ ′ . Now we define the Doob martingale
We can think of F n as a functional of the edge marking ξ (n) with respect to a Poisson process with intensity measure λ| An , i.e., the restriction of λ to A n , and mark distribution M and denote by ∆ m x 1 ,...,xm F n , x 1 , . . . , x m ∈ A n , its m-th difference operator applied to F n . Note that for x 1 , . . . , x m ∈ A n , m ∈ N,
Hence (6.8) and (6.9) imply that, for
(6.10)
The Jensen inequality implies EF 4 n ≤ EF 4 . Hence the martingale convergence theorem (see [19, Corollary 7.22 and Theorem 7.23]) yields that
For n ∈ N denote by γ i,n , i ∈ [6], γ i with F replaced by F n and all integrations with respect to λ| An . This is further rewritten by using the identity (6.10). For p ∈ [1, ∞) and x, x 1 , x 2 ∈ A n , the Jensen inequality implies that
whence we have integrable upper bounds for the integrands of γ 3,n , . . . , γ 6,n . For γ 1,n and γ 2,n we obtain such bounds by the Cauchy-Schwarz inequality, the previous inequalities and the assumptions (6.2) and (6.3). By the martingale convergence theorem we have that, for λ-a.e. x ∈ X,
Consequently, the integrands of γ 1,n , . . . , γ 6,n converge almost everywhere to those of γ 1 , . . . , γ 6 . Now the dominated convergence theorem yields that lim n→∞ γ i,n = γ i for i ∈ [6] . Applying the bounds for finite measures toF n := (F n − EF n )/ √ Var F n , Var F n → Var F as n → ∞ and Lemma 6.2 complete the proof.
The following lemma allows us to bound the fourth moment in γ 4 in terms of the first difference operator. Lemma 6.3. Let F ∈ L ξ be such that EF 4 < ∞, EF = 0 and Var F = 1. Then
Proof. Because of the Poincaré inequality Theorem 5.2 and the product formula ∆ x (F 2 ) = 2F ∆ x F + (∆ x F ) 2 , x ∈ X, this can be shown exactly as Lemma 4.2 in [21] if one replaces D x by ∆ x everywhere in the proof.
Asymptotic covariances
In this section we consider the RCM Γ(η) based on a stationary Poisson process η on R d with intensity β > 0. The connection function ϕ :
is not only assumed to be measurable and symmetric but also to be translation invariant, that is we have ϕ(x, y) = ϕ(0, y − x) for all x, y ∈ R d . By an abuse of notation we set ϕ := ϕ(0, ·) and note that ϕ(x) = ϕ(−x), x ∈ R d . Throughout this section we shall assume that
For m ϕ = 0 or m ϕ = ∞ the component counts become trivial since for m ϕ = 0 each vertex of the RCM is isolated almost surely, while for m ϕ = ∞ each vertex has infinitely many neighbours almost surely. As transitive binary relation ≺ we use the lexicographic order on R d , which is translation invariant in the sense that x+z ≺ y +z for all x, y, z ∈ R d with x ≺ y.
Recall that r(W ) stands for the inradius of W ∈ K d . In what follows we consider sequences of convex bodies (W n ) n∈N such that r(W n ) → ∞ as n → ∞. We denote this asymptotic regime by r(W ) → ∞. We are interested in the asymptotic covariances
where G, H ∈ G are finite connected graphs and ψ is a second connection function with the same properties as ϕ. For the special case of random geometric graphs, where ϕ(x) = ψ(x) = 1{|x| ≤ r}, x ∈ R d , for some r > 0, such asymptotic covariances are computed in [27, Proposition 3.8] . Recall the definition of Γ ϕ (ζ) for any simple point process ζ on R d and the definition of G k , k ∈ N, in Section 2 as well as (3.1).
Theorem 7.1. Let k, l ∈ N, G ∈ G k and H ∈ G l . Assume (7.1) and that ψ ≤ ϕ. Then the limit (7.2) exists as a finite number and is given by
where p ϕ,G and p ϕ,H are as in (3.1),
(x j − y) − 1 dy and x 1 := 0.
Proof. Let W ∈ K d . By translation invariance of ϕ, we have
Therefore it follows from Proposition 3.2 and translation invariance of Lebesgue measure that
where x 1 := 0. By a similar calculation for the product Eη ϕ,G (W )Eη ψ,H (W ) (see (3.2)) we obtain that
First we show that the integral in the second summand is finite. For n ∈ N we use the abbreviation I n := {{i, j} ⊂ [n] : i < j} and define I n := {I ⊂ I n : |I| = n − 1 and the graph ([n], I) is connected}.
For y 1 , . . . , y n ∈ R d we have that
Since the integrand is bounded by the probability that Γ ϕ ({0, x 2 , . . . , x k }) is connected, the integral in the second summand of the covariance representation is bounded by
In the last equation we used that the graph ([k], I) is a tree for any I ∈ I k and integrated successively beginning with the variables whose indices are leaves of the tree.
For the rest of this proof we consider the integral in the first summand of the above covariance formula. It is a standard fact from stochastic geometry (see e.g. [16, p. 88 
with x 2 , . . . , x k+l ∈ R d by an integrable function so that the assertion follows from the dominated convergence theorem. For simplicity we assume now that β = 1. Using the same notation as above we have
and analogously
For all x 2 , . . . , x k+l ∈ R d we obtain that
(y − x j ) − 2 dy with x 1 := 0. For all n ∈ N and all a 1 , . . . , a n ∈ [0, 1] we have the inequality
Moreover, by the mean value theorem, it holds that
Combining these inequalities yields
Using (7.3) again and then the inequality ψ ≤ ϕ gives
Thus, to verify the integrability of h it suffices to show for all i ∈ [k], j ∈ {k + 1, . . . , k + l}, I ∈ I k and J ∈ I l that
. . , x k+l ) dy < ∞.
(7.5)
Performing the integrations in the right order, we obtain that the left-hand side of (7.4) equals m k+l−1 ϕ and the left-hand side of (7.5) equals m k+l ϕ .
Next we consider the covariance structure of k-component counts. The asymptotic covariances
can be expressed in terms of the functions
as stated in the following corollary, which is a consequence of Theorem 7.1.
Corollary 7.2. If (7.1) is satisfied and ψ ≤ ϕ, for each k, l ∈ N the limit (7.6) exists and is given by
where the function q k,l,ϕ,ψ is as in Theorem 7.1 and x 1 := 0.
For the case k = l = 1 and ϕ = ψ the formula from is the set of all m-tuples of distinct graphs from G that occur as components in Γ ϕ (η) with positive probability (see (2.3)). For m ∈ N, G = (G 1 , . . . , G m ) ∈ G m, = ϕ and a = (a 1 , . . . , a m ) ∈ R m we define
Furthermore, we let |a| ∞ := max{|a i | :
and a = (a 1 , . . . , a m ) ∈ R m with a = 0,
As an immediate consequence of Theorem 7.3 we obtain the positive definiteness of some asymptotic covariance matrices. (b) For all m ∈ N and distinct k 1 , . . . , k m ∈ N, the matrix σ
given in Corollary 7.2 is positive definite.
The following corollary of Theorem 7.3 provides a lower variance bound.
Corollary 7.5. Let the assumptions of Theorem 7.3 prevail. Then there exists a constant τ > 0 only depending on β, ϕ, a and G such that
Proof of Theorem 7.3. Since Theorem 7.1 implies the existence of the limit, it is sufficient to show that 
the RCM with respect to the points ofη t ∪ {(x, t, M )}. Choose G max from G such that no other graph of G has more vertices. Let a max be the weight corresponding to G max and assume that G max has k vertices. Without loss of generality we can assume that a max = 0. Moreover, we suppose that a max < 0 (otherwise we could flip the sign of a).
For
we denote by A(x, t, M ) the event that there are distinct vertices x 1 , . . . , x k in Γ(η t ∪ {(x, t, M )}) with x 1 ∈ B d (0, r) and x 1 ≺ · · · ≺ x k forming a component isomorphic to G max in Γ(η t ∪ {(x, t, M )}) without x and that x is connected to at least one of the vertices x 1 , . . . , x k and to no other vertex in Γ(η t ∪{(x, t, M )}). Furthermore, letÃ(x, t, M ) ⊂ A(x, t, M ) be the event that {x, x 1 , . . . , x k } is a component of Γ(η ∪ {(x, t, M )}). Note that, in contrast toÃ(x, t, M ), the event A(x, t, M ) is measurable with respect to σ(η t ).
It follows from Theorem 5.1 that
Next we consider the decomposition
In the first case removing the vertex x leads to an additional component isomorphic to G max , whence
In the second case, after deleting x, the number of new components that are isomorphic to a graph from G and do not contain x 1 , . . . , x k is at most the degree of x in Γ(η ∪ {(x, t, M )}), minus the degree of x in Γ(η t ∪ {(x, t, M )}). The contribution of each of these components to the difference
Because of a max < 0 the contribution of the component containing x 1 , . . . , x k is non-negative. Together, we see that
With the convention x 0 := x, some direct calculations establish that
and that
This implies that
Now we can choose a t 0 ∈ [0, 1) such that
for t ∈ [t 0 , 1]. Consequently, we have that
As in the proof of Proposition 3.1, one obtains that
For a fixed R > 0 and r ≥ R we have that
with the convention x 1 := 0. Since the graph G max occurs with positive probability in Γ(η), we obtain
Finally, since 0 < m ϕ < ∞, and letting x 1 := 0,
we obtain that
This implies that the right-hand of (7.9) is positive for R sufficiently large and completes the proof together with (7.8).
Normal approximation of component counts
In this section we establish central limit theorems for the component counts of the RCM Γ(η) for the setting of Section 7. For a positive semidefinite Θ ∈ R m×m , m ∈ N, we denote by N Θ a centred m-dimensional normal random vector with covariance matrix Θ.
Theorem 8.1. Let (7.1) be satisfied, let G 1 , . . . , G m ∈ G, m ∈ N, and let Σ = (σ ϕ,ϕ (G i , G j )) i,j∈ [m] be as in Theorem 7.1. Then
For random geometric graphs a multivariate central limit theorem similar to Theorem 8.1 is given in [27, Theorem 3.11] . Theorem 8.1 leads to the following central limit theorem for the numbers of k-components. Corollary 8.2. Let (7.1) be satisfied, let k 1 , . . . , k m ∈ N, m ∈ N, and let Σ = (σ
In [2, Theorem 1.1 and Theorem 4.1] univariate central limit theorems for the number of k-components, k ∈ N, were derived in case of a monotone and isotropic connection function that has also bounded support if k ≥ 2. For the number of isolated vertices a central limit theorem with an erroneous proof was given in [31] (see the discussion in [2] ). Theorem 8.1 will be deduced from the following univariate central limit theorem for the random variables S a,G (W ) with G = (G 1 , . . . , G m ) ∈ G m, = ϕ , m ∈ N, a = (a 1 , . . . , a m ) ∈ R m and W ∈ K d introduced in (7.7) . Recall the definition of G m, = ϕ given in (2.3) and that N denotes a standard normal random variable.
where the convergence holds in the d 1 -distance and, in particular, in distribution.
Under a slightly stronger integrability condition on ϕ than (7.1) we are even able to derive quantitative univariate central limit theorems. In the following we assume that there exists a functionφ :
Note that the last condition implies the upper bound in (7.1). and a = (a 1 , . . . , a m ) ∈ R m with a = 0 there exist constants C, τ > 0 only depending on β, ϕ, ϕ, G and a such that (a) For any G ∈ G ϕ there exist constants C, τ > 0 only depending on β, ϕ,φ and G such that
(b) For any k ∈ N there exist constants C, τ > 0 only depending on β, ϕ,φ and k such that
One can also show quantitative bounds for the Wasserstein distance. 
Since this is obviously true for a = 0, the Cramer-Wold theorem yields the assertion.
We prepare the proof of Theorem 8.3 by the following lemma.
Lemma 8.7. Let (7.1) be satisfied and let (ψ n ) n∈N be a family of connection functions such that ψ n ≤ ϕ for any n ∈ N and
Proof. Note that the integrands in the representations of σ ϕ,ψn (G, H) and σ ψn,ψn (G, H) given in Theorem 7.1 are dominated by the integrable functions only depending on ϕ that are derived in the proof of Theorem 7.1. Due to the pointwise convergence of (ψ n ) n∈N to ϕ, the integrands also converge pointwise to the integrands of σ ϕ,ϕ (G, H). Thus, the dominated convergence theorem completes the proof.
Proof of Theorem 8.3.
For n ∈ N let the connection function ψ n : R d → [0, 1] be given by ψ n (x) := 1{|x| ≤ n}ϕ(x). Let n 0 ∈ N be such that m ψn 0 > 0 and, thus, m ψn > 0 for n ≥ n 0 . Throughout this proof we add the connection function as a further index to S a,G (W ) and use the abbreviation
By the triangle inequality and the fact that the Wasserstein distance can be bounded by the L 1 -distance and the L 2 -distance we obtain that, for n ≥ n 0 ,
Since the assumptions of Theorem 8.6 are satisfied for n ≥ n 0 , the last term on the right-hand side vanishes as r(W ) → ∞. Consequently, Theorem 7.1 implies that lim sup
for n ≥ n 0 . Now taking the limit n → ∞ and Lemma 8.7 yield
which concludes the proof.
The rest of this section is devoted to the proofs of Theorem 8.4 and Theorem 8.6, which are based on the following three lemmas. For n ∈ N and x 1 , . . . , x n ∈ R d we define η x 1 ,...,xn := η ∪ {x 1 , . . . , x n }. We refer to Section 2 for further notation. 
Proof. We use the abbreviation F := S a,G (W ). If ∆ x F = 0, the component of Γ(η x ) containing x forms a counted copy of one of the graphs G 1 , . . . , G m , or x is connected with at least one component of Γ(η) that contributes to F . In both cases we have x ≤k ←→ W in Γ(η x ). The number of counted components in Γ(η) that are connected with x by an edge in Γ(η x ) is bounded by deg(x, Γ(η x )). Since the addition of x can also create one new counted component, we obtain (8.2).
For the second difference operator we have the representation
where for A ⊂ {x, y}, h A (µ) := a i if µ ⊂ η ∪ A, the lexicographic minimum of µ is in W , and µ is isomorphic to G i in Γ(η ∪ A) for some i ∈ [m] and h A (µ) := 0, otherwise, and h(µ) := h ∅ (µ). Let µ ⊂ η x,y be finite and non-empty and assume that neither x nor y is connected with µ in Γ(η x,y ). Then h {x,y} (µ) = h {x} (µ) = h {y} (µ) = h(µ) and µ does not contribute to (8.4) . Assume next that x is connected with µ in Γ(η x,y ) but y is not. Then h {x,y} (µ) = h {x} (µ) and h {y} (µ) = h(µ) so that µ does again not contribute to (8.4) . This shows that ∆ 2 x,y F = 0 unless there is a component of Γ(η x,y ) that contains both x and y and where x and y are connected via at most k + 1 edges (otherwise the component would be too large). Set ∆ y F x := f (ξ x,y ) − f (ξ x ), where f is a representative of F . Noting that
We use (8.2) to bound |∆ y F | and analogously |∆ y F x |, which leads to
This finishes the proof of (8.3). 
Proof. For n ∈ N and v 1 , . . . , v n ∈ R d we define
where the empty product equals one.
If v 1 , . . . , v n , n ∈ N, are vertices of a given graph H, we define In the following let x, y, z ∈ R d and F := S a,G (W ). Without loss of generality we can assume that |a| ∞ = 1. Lemma 8.8 implies that
The multivariate Mecke equation (4.3) yields that the right-hand side of the previous inequality can be bounded by
Since for given i ∈ [k] 0 and w 1 , . . . , w i ∈ R d the variables deg(x, Γ(η x )) and Θ i+1 (x, w 1 , . . . , w i , Γ(η x,w 1 ,...,w i ); W ) are independent and ϕ ≤φ, we obtain that the righthand side of the previous inequality can be bounded by
Sinceφ is decreasing, this shows
Hence, (8.10) can be bounded by
with a constant C 1 > 0, where we have used the final part of (8.1). This proves (8.5). Inequality (8.6) can be shown by using the fact that
and by applying inequality (8.5).
We now turn to the proof of (8.7). Lemma 8.8 yields
Considering the event
we have to distinguish two cases. Either the path connecting x and y in Γ(η x,y ) is disjoint from the path connecting x with W in Γ(η x ), or the two paths share at least one common vertex except x. This leads to
Similarly to the proof of the first inequality we have for i, j
with a constant C 3 > 0. Analogously we have for
In case
we use the inequalities
to bound the integrand of (8.13). Analogously, if
are used. In summary, similarly to (8.12) we obtain that (8.13) can be bounded by
with a constant C 3 > 0. The same arguments hold for
so that (8.11) implies (8.7). Analogously to (8.6), we obtain (8.8) by using
and applying inequality (8.7). The inequality (8.9) can be proven with similar arguments as (8.7) . This is left to the reader. 
where V 0 , . . . , V d−1 denote the intrinsic volumes and κ j stands for the volume of the jdimensional unit ball, j ∈ [d] 0 . We have that
Hence, we obtain
This finishes the proof of the lemma.
Proof of Theorem 8.4 and Theorem 8.6 . Our aim is to apply Theorem 6.1. Let k := max{|G 1 |, . . . , |G m |}. By Corollary 7.5 there are constants τ, c > 0 such that
for all W ∈ K d with r(W ) ≥ τ . It follows from (8.1) and Lemma 8.10 that there exists a constantc > 0 such that
for all W ∈ K d with r(W ) ≥ τ and l ∈ {k, . . . , 2k + 1}. From now on let W ∈ K d with r(W ) ≥ τ and define F := S a,G (W ) and
Let the quantities γ 1 , . . . , γ 6 be defined as in Section 6 with respect to F . It follows from the obvious inequality | F | ≤ |a| ∞ η(W ) that all moments of F and F exist and, in particular, EF 4 < ∞. Let C 1 , . . . , C 5 be the constants from Lemma 8.9. The Cauchy-Schwarz inequality, (8.5) and (8.7) yield
We apply the inequality 
Analogously to (8.16), the above right-hand side is finite and, hence, conditions (6.2) and (6.3) are fulfilled for F . By (8.6), (8.9), assumption (8.1) and (8.15) we have 
exists, is in (0, ∞) and is given by
For the special case of random geometric graphs a similar result as Theorem 9.1 is shown in [27, Theorem 13.27] .
For the following lemmas preparing the proof of Theorem 9.1 and the proof itself we can assume without loss of generality that the intensity β equals 1. For G ∈ G and W ∈ K d letη G (W ) be the number of components of Γ(η) that are isomorphic to G and have only vertices in W . Similarly, letη k (W ), k ∈ N, be the number of k-components of Γ(η) such that all vertices are in W . Note that in [2] k-components are counted this way and not as in the previous sections via their lexicographic minima. However, the next lemma and the following corollary show that both ways of counting components that have a given number of vertices or are isomorphic to a given graph are asymptotically equivalent. Lemma 9.2. Let (7.1) be satisfied and let G ∈ G. Then
Proof. Let G have k ∈ N vertices and assume that k ≥ 2 sinceη G (W ) = η G (W ) for k = 1. It follows from the Poincaré inequality (5.1) and similar arguments as in the proof of Lemma 8.8 that
Using similar arguments as in the proof of Lemma 8.9, a longer computation yields that the right-hand side can be bounded by
where c k,ϕ > 0 is a constant depending on k and ϕ. For any fixed R > 0 we have that
From [16, Lemma 3.6 and Lemma 3.7] it follows that the first term on the right-hand side vanishes as r(W ) → ∞. Since the second term tends to zero as R → ∞, we obtain that
Combining the L 2 -convergence from the previous lemma with Theorem 7.3 and Theorem 8.3 leads to the following corollary. 
and lim sup
Proof. For k ∈ N and x ∈ R d let B k (x) denote the event that the sum of the orders of the finite components in Γ(η) that are connected with x in Γ(η x ) is at least k. The stationarity of η implies P(B k (x)) = q ϕ,k for k ∈ N and x ∈ R d . For W ∈ K d and x ∈ W we have
similarly as in Lemma 8.8. For x ∈ W c all left-hand sides can be bounded by
Using the same arguments as in the last step of the proof of Lemma 9.2 one can show that If a non-isolated vertex is removed, the number of components can not decrease. Hence, we have that E g r (T (η ∪ {(x, t, M )})) − g r (T (η ∪ {(x, t, M )}) \ {x})|η t 1 B(x,t,M )) ≤ −P y 1 , y 2 only connected to x in Γ(η ∪ {(x, t, M )})|η t 1 B(x,t,M ) . Since lim r(W )→∞ λ d (W ) −1 Varη ≤m (W ) = σ ϕ,≤m for any m ∈ N and q ϕ,m → 0 as m → ∞, we obtain that the limit σ ϕ,ϕ in (9.1) exists and equalsσ ϕ . Moreover, Lemma 9.5 yields σ ϕ,ϕ > 0.
Let h : R → R be a function with Lipschitz constant at most one. For any m ∈ N and W ∈ K d , the triangle inequality implies Eh(x, t) 2 µ(dx) dt, which completes the proof.
