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ABSTRACT 
Relationships between Conceptual Knowledge and Reasoning about Systems:  




 Reasoning about systems is necessary for understanding many modern issues that face 
society and is important for future scientists and all citizens.  Systems thinking may allow 
students to make connections and identify common themes between seemingly different 
situations and phenomena, and is relevant to the focus on cross-cutting concepts in science 
emphasized in the Framework for K-12 Science Education Standards (NRC, 2011) and Next 
Generation Science Standards (Achieve, 2013).    
 At the same time, there is emerging empirical and theoretical support in science 
education for fostering the development of science reasoning alongside content understanding, as 
opposed to the perspective that reasoning occurs after a certain threshold of content mastery has 
been achieved.  However, existing research on systems thinking has treated this reasoning as a 
set of universal skills and neglected the role of content, or has conceptualized a progression in 
which content mastery precedes systems reasoning without consideration of rudimentary forms 
of reasoning.   
 This study focused on describing individual variations in the ways that 8th and 9th grade 
students reason about changes in a system over time to identify characteristics of systems and 
pre-systems thinking and to investigate the relationship between this reasoning and the students’ 
application of content.  This study found a generally linear relationship between content and 
 
reasoning, with interesting deviations from this trend among students who demonstrated at least 
a moderate level of content understanding but had not yet achieved mastery.  Four profiles of this 
relationship emerged which warrant different instructional support.   
 Implications are presented for science educators and developers of curricula and 
assessments.  This includes recommendations for learning objectives, the design of written 
curriculum materials, and the development of assessments that aim to promote and measure 
reasoning about systems in science.    
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Statement of Purpose 
 Systems thinking has been called a critical 21
st
 Century skill set, and science education 
has been identified as a promising context for fostering the development of these skills (NRC, 
2010).  The ability to reason about systems is necessary for understanding many modern issues 
that face society, including the issue of climate change.  There is increasing emphasis on 
complex systems across disciplines of science and science education (Stillings, 2012).  
Therefore, systems thinking is an important practice for future scientists and all citizens. 
 Many aspects of reasoning about systems are known to cause difficulty across the K-16 
continuum.  This includes difficulties developing an integrated framework of relationships, 
reasoning about how simple micro-level actions collectively manifest as emergent properties at 
the macro-level, reasoning about feedback mechanisms, and difficulty reasoning in the forward 
and backward temporal directions of the system (Assaraf & Orion, 2005; Jacobson, 2001; 
Penner, 2000).  Some scholars offer explanations for these difficulties.  For example, Chi (2005, 
2008) suggests that students’ understanding of emergent properties at the macro-level is often 
overly simplistic because they have not developed a conceptualization of the general category of 
emergent processes, and so they attempt to explain an emergent process as if it were a direct 
process, a category with which they are familiar.  Levy and Wilensky (2008) offer a different 
explanation, attributing students’ difficulties with understanding emergence to cognitive load 
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limitations and the large number of interacting components at different levels of the system that 
need to be considered in relation to one another. 
 Few studies have investigated how the various skills involved in reasoning about systems 
actually progress alongside the development of content knowledge.  The National Research 
Council suggests that students must develop knowledge of a system first, which will then lead to 
the development of systems thinking as a skill (NRC, 2010).  Other research in science education 
indicates that content and reasoning skills develop together, but the mechanism for this 
development is unclear (Songer, Kelcey, & Gotwals, 2009).  More research is needed that 
investigates this relationship in the context of understanding systems. 
 Therefore, this study set out to describe individual variations in the ways that 8th and 9th 
grade students reason about changes in a system over time, to identify characteristics of systems 
and pre-systems thinking, and to investigate the relationship between this reasoning and the 
students’ use of content.  The aim of this research was to better understand how students are 
using systems thinking at the secondary level and how their use of systems thinking relates to 
their knowledge of the system and to contextual features of specific problems.   
 The current study investigates this relationship through the lens of situated learning.  
Theories of situated learning propose that knowledge and skills are situated in the context in 
which it is learned (Brown, Collins, & Duguid, 1989).  Knowledge and skills are viewed as 
developmental in nature in that each can become increasingly generalized and enriched as the 
learner encounters the knowledge or skill in different contexts (Brown, Collins & Duguid, 1989) 
and draws on it in different ways (Blumenfeld, Marx, Patrick, Krajcik & Soloway, 1997).  
Brown, Collins, and Duguid (1989) suggest that all knowledge, even apparently well-defined and 
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general concepts, is always under construction as the knowledge is encountered in rich new 
contexts.  This perspective addresses the need to better understand how students reason about 
systems by framing systems thinking skills as neither universal nor specific to only one context, 
but rather as skills that are initially situated in a certain context but may become generalized and 
broadly applicable as each is encountered in new contexts. 
 
Research Questions 
 This study investigated variations in students’ reasoning about a natural system and the 
influence of conceptual knowledge and contextual factors on this reasoning.  This study was 
guided by three research questions: 
1. What variations exist in the conceptual relationships that students apply when 
discussing a natural system? 
2. What variations exist in the patterns of reasoning that students use when 
responding to temporal system problems?  
3. What types of relationships exist between students’ content knowledge and how 
they reason about changes in a system over time? 
 To address these research questions, eighth and ninth grade students enrolled in Earth 
Science were studied using semi-structured interviews.  As part of these interviews, students 
were asked to reason through problems in which some aspect of the system had been altered or 
some outcome was observed, and students needed to predict the effects or determine the 
potential causes, respectively.    
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Organization of the Chapters 
 A review of existing literature relevant to this study is presented in Chapter 2.  This 
chapter describes current research and theories on systems thinking, articulates how temporal 
systems thinking was conceptualized in this study, and draws from literature on situated learning, 
mental models, and learning progressions to develop the conceptual framework that guided this 
research. 
 Chapter 3 describes the methods of this research study, which included qualitative and 
quantitative analyses drawing from observations of student interviews.  This study included two 
levels of analysis: the aggregate and the individual student.  That is, patterns of reasoning and 
concept application were examined across the interviews and within students.     
 Chapter 4 presents the findings of the study, organized around the three research 
questions that guided the study.  This chapter explores the prevalence of six identified conceptual 
relationships in students’ explanations about the system and characterizes the reasoning patterns 
that emerged from the data.  Additionally, profiles are described which synthesize various 
dimensions of students’ behavior by grouping students based on the strength of their use of 
knowledge and the sophistication of their reasoning.   
 Lastly, Chapter 5 connects the findings of this research with literature on systems 
thinking and literature that examines the relationship between content and reasoning more 
broadly.  In this chapter, the implications of this work on instruction, assessment, and teachers 







 The purpose of this research was to better understand how secondary students are 
reasoning about systems and how this reasoning relates to their knowledge of the system and to 
contextual features of specific tasks.  This review first describes the existing literature on 
systems thinking that informed this work and articulates the definition of temporal systems 
thinking that was used throughout the study.  Then a theoretical framework is developed, 
synthesizing theories of situated learning and mental models with current developments of 
science learning progressions.  Lastly, this framework is used as a lens through which to examine 
the literature on systems thinking and identify important questions to investigate to better 
understand this practice in science education.  
 
Systems Thinking 
 A report by the National Research Council called systems thinking a critical 21
st
 Century 
skill, an indication of the increasing importance of this practice in our society (NRC, 2010).  
Systems thinking is important for understanding and making decisions about many modern 
issues related to science and is an important practice for professional scientists and all citizens.  
The National Research Council defines it as “the ability to understand how an entire system 
works; how an action, change, or malfunction in one part of the system affects the rest of the 
system” (p. 3).   
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 A systems perspective has many advantages for science learning.    This perspective is 
deeply relevant to the focus on cross-cutting concepts emphasized in the Framework for K-12 
Science Education Standards (NRC, 2011), and Next Generation Science Standards, NGSS, 
(Achieve, 2013).  Aspects of systems thinking are embodied in several of the cross-cutting 
concepts including cause and effect, system and system models and stability and change.  These 
documents define cross-cutting concepts as broadly applicable ideas that bridge disciplinary 
boundaries and unify the study of science and engineering.  As such, cross-cutting concepts may 
help students better understand core ideas and science practices as well as develop a coherent, 
scientific worldview (Achieve, 2013).   
Similarly, Goldstone and Wilensky (2008) suggest that developing systems thinking may 
allow an individual to make connections and identify common themes between seemingly 
different situations and phenomena.  Additionally, these authors suggest that instruction that 
employs a systems thinking perspective has the potential to bridge the gap between mathematical 
equations and the scientific principles and phenomena that these equations represent.  Individuals 
who bring to mind a “schematic complex systems model” (p.476) when introduced to a 
mathematical equation may be more able to apply flexible reasoning about the described 
behavior and to apply the equation to real-life.   
 
Theories about Systems Thinking and Knowledge 
Systems thinking is theorized by many as a practice or skill set that can be applied across 
contexts by drawing from generalized skills and knowledge of systems.  There are differing 
viewpoints in the literature as to whether systems thinking involves only the conscious 
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application of system principles that can be articulated, versus the perspective that systems 
thinking includes procedural knowledge.  The latter perspective conceptualizes systems thinking 
as reasoning about a system regardless of whether the individual is able to articulate the general 
principles of systems that are being used.   Some refer to this aspect of systems thinking as 
taking “systems-compatible action” (Riess & Mischo, 2010). 
In addition to disagreement about the nature of general knowledge involved in systems 
thinking, the literature varies in the extent that it addresses the role of knowledge of the 
particular system, i.e. topic-specific knowledge, in one’s ability use systems thinking.  Some 
aspects of the literature make no attempt to distinguish knowledge of a system from systems 
thinking, while others incorporate knowledge of a system into theories about systems thinking 
and offer hypotheses on the relationship between the two.   
For example, the National Research Council (2010) distinguishes systems thinking from 
knowledge of a system that was learned through direct instruction, and acknowledges that both 
are important when examining how systems thinking currently is, or should be, developed in 
science education.  The report proposes that knowledge of a particular system that includes an 
understanding how each part of the system affects the rest of the system may be a preliminary 
form of systems thinking.  It is argued in the report that this kind of knowledge may be necessary 
when a student first begins to learn about systems, before the student has developed the skills of 
systems thinking, and that evidence of mastery of a complex scientific system is evidence that 
the student has to some extent developed systems thinking.   
The viewpoint taken in this study is that systems thinking is the ability to apply 
knowledge in a way that is consistent with a systems perspective.  That is, the student might 
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possess an explicit or implicit understanding of general principles of systems, which influences 
how they construct and apply specific knowledge of particular systems.  General knowledge and 
skills constrain the application of topic-specific knowledge.  From this perspective, the quality of 
reasoning should improve when content knowledge improves, as the two are inextricably linked.  
Some baseline level of specific knowledge about a system may be necessary, but possibly not 
sufficient, for systems thinking.  
 
Empirical Studies Related to Systems Thinking 
Many specific skills and kinds of knowledge involved in systems thinking have been 
identified in existing research.  Additionally, a variety of literature documents students’ abilities 
and deficiencies in understanding scientific systems and applying systems thinking at the 
elementary (Evagorou et al., 2009; Klopfer, Yoon, & Um, 2005), secondary (Assaraf & Orion, 
2005; Penner, 2000; Vattam et al., 2011), and college level (Jacobson, 2001; Libarkin & 
Kurdziel, 2006; Raia, 2005, 2008).  Empirical studies differ in terms of how systems thinking is 
operationalized and in what is actually being measured.  These studies differ in the extent that 
they focus on knowledge of a particular system, general knowledge about system principles, or 
the use of systems thinking skills. 
Knowledge of specific natural systems. 
Some of the literature related to systems thinking focuses mainly on students’ developing 
knowledge of specific systems.  As described in the NRC report (2010), mastery of a specific 
scientific system can be considered systems thinking to some extent, though it does not provide 
evidence that the individual would be able to use systems thinking in a different context.  Hmelo-
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Silver and colleagues (Hmelo, Holton, & Kolodner, 2000; Hmelo-Silver & Pfeffer, 2004; Vattam 
et al., 2011) utilize a structure-behavior-function (SBF) model to characterize students’ 
knowledge of particular systems in terms of their understanding of the components of the 
system, the behaviors of each component, and the contributions of these behaviors to the 
functioning of the system.  Hmelo et al. (2000) also characterize the sophistication of students’ 
mental models in terms of the degree to which the student considered the system as a whole.  
 Hmelo, Holton, and Kolodner (2000) investigated an intervention in which 6
th
 grade 
children learned about the human respiratory system by designing artificial lungs and building 
partial working models.  Based on data from interviews and a true-false questionnaire, the 
authors found that students were most able to identify visual structural features and rarely 
identified underlying behaviors and functions.  However, the authors acknowledge that these 
findings may have been partly due to the short duration of the intervention, since students did not 
have time to revise and improve their working models beyond one iteration.   
Vattam et al. (2011) investigated middle school students’ understanding of ecosystems 
that were illustrated using a virtual environment, and characterized students using the SBR 
model (Hmelo et al., 2000).  The authors found that these students also tended to focus on the 
visible structures of the complex systems and demonstrated little understanding of relevant 
functions and causal behaviors, particularly when the underlying causes were invisible.  It is 
unclear from this finding whether these middle school students lacked knowledge of the 
behaviors and functions of the components in this particular system, or lacked the ability to apply 
this knowledge to reason about the system.   
At the undergraduate level, Libarkin and colleagues (Libarkin, Anderson, Science, 
Beilfuss, & Boone, 2005; Libarkin & Kurdziel, 2006) classified the overall beliefs of college-
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aged non-science majors using the codes ‘matter,’ ‘transformation,’ ‘proto-process,’ ‘process,’ 
and ‘systems’ to indicate increasingly sophisticated ontological levels.  They found that most 
students did not have the integrated view of natural processes necessary for viewing the Earth as 
a system.  In fact, none of the students were classified overall at the level of systems, and few 
could be classified at the level of process.  In both studies, students held conceptions mostly at 
the proto-process level, which meant that the students could state the scientific term that 
indicated a process but could not explain the process.  The second most common ontological 
level they observed was a lower level, transformation, which indicated that students were aware 
of changes to objects caused by some mechanism but could not name or explain the process.  
Knowledge of general system principles. 
Also included in some of the literature as an aspect of systems thinking is general 
knowledge about the characteristics of systems.  This way of conceptualizing systems thinking is 
used prominently in the systems thinking framework of Verhoeff (as cited in Boersma, Waarlo, 
& Klaassen, 2011).  A central aspect of his criteria for systems thinking includes the ability to 
make comparisons between an abstract model of a system and concrete objects and processes, 
and to be able to identify certain characteristics of the objects and processes as being indicative 
of a system.  Jacobson (2001) also incorporated this conceptualization of systems thinking to a 
small extent by collecting evidence of how participants defined concepts related to systems 
thinking, such as “chaos” and “complex systems.”  
While these authors attempted to elicit and characterize students’ abilities to articulate 
general knowledge of systems, others have deemphasized the importance of explicit general 
knowledge.  The NGSS, for example, state that cross-cutting concepts should not be assessed 
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separately from practices or core ideas, specifically citing the example that students should not 
be tested on their ability to define terms such as “system.”  Rather, students should be assessed 
on the extent that they are able to apply a worldview that incorporates these ideas (Achieve, 
2013).  Explicit generalized knowledge may be useful only to the extent that it is needed for 
transfer of reasoning across contexts.  In regard to systems thinking, it is uncertain to what extent 
students must possess explicit general knowledge about systems in order for this way of thinking 
to be transferable to new systems.  It is possible that students need not be able to explicitly state a 
principle for it to be learned in one context and applied to other contexts. 
System thinking skills. 
A number of studies have investigated students’ skills related to thinking about systems.  
White (2000) investigated how students reasoned about the influence of a disturbance through a 
system and identified a phenomena referred to as the dissipation effect.  In a series of 
experiments, participants were provided with a diagram illustrating the links and nodes in an 
ecosystem, diminishing the requirement of content knowledge in their reasoning.  Referring to 
the nodes that were directly linked to one another as neighboring elements and nodes that were 
indirectly linked as distant elements, White showed that undergraduate students tended not to 
track the impact of a disturbance beyond the neighboring elements.  The author also showed that 
retrospection tended to be more difficult for students than prediction.  
 In a series of studies, Assaraf and Orion (2005, 2010) investigated eight system thinking 
skills: the ability to identify the components of a system and processes within the system, the 
ability to identify relationships among system components, the ability to organize system 
components and processes within a framework of relationships, the ability to make 
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generalizations, the ability to identify dynamic relationships within the system, the ability to 
understand the hidden dimensions of the system by recognizing patterns and interrelationships 
which are not seen on the surface, the ability to understand the cyclic nature of systems, and the 
ability to think temporally using retrospection and prediction.   
Assaraf and Orion (2005) studied eighth grade students in the context of learning about 
the water cycle and measured systems thinking through an extensive use of instruments, 
including likert questionnaires, drawing tasks, word association tasks, concept mapping, and 
interviews.  These instruments were primarily intended to assess students’ knowledge of the 
water cycle, and much of the content that was being measured using these instruments was 
explicitly taught during instruction.  However, the instruments also allowed some measure of the 
students’ application of knowledge to reason about the system.  For example, the concept-
mapping task allowed the researchers to gauge the degree to which the students were thinking 
holistically about the system, and the Factory Inventory task used during the interviews clearly 
required students to move beyond what had been explicitly taught during instruction by using 
prediction and retrospection.  In this task, students were given a hypothetical scenario about a 
decision that needed to be made about whether or not to build a chemical factory.  The students 
were asked to generate three questions to experts that would help inform this decision and to 
explain the rationale for each question.  The authors found this task to be too difficult for the 
majority of the students, and concluded that prediction and retrospection were among the most 
difficult components of systems thinking.  
 From data of this sort generated by multiple instruments, Assaraf and Orion (2005) 
established a hierarchical model to illustrate proposed stages through which they believe systems 
thinking develops.  In this model, each level demonstrates increasing sophistication of 
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knowledge of the particular system, from the identification of components and processes, to the 
identification of the relationships between separate components and dynamic relationships, to an 
understanding of cycles, networks of relationships, and generalizations, and finally to an 
understanding of hidden components and evolution over time.  The highest level in this model 
also moves beyond knowledge of the particular system towards the application of knowledge by 
including predictive and retrospective thinking.  In a later study, Assaraf and Orion (2010) 
framed these skills as representing three sequential levels: (1) analysis of system components, (2) 
synthesis of system components, and (3) implementation.  The authors suggest that each group of 
skills forms the basis for the development of the skills at the next level. 
Evagorou et al. (2009) describe the skills involved in systems thinking by combining and 
elaborating on the SBF model (Hmelo et al., 2000) and the skills investigated by Assaraf and 
Orion (2005).  This study investigated students’ systems thinking in terms of skills related to the 
structure of a system: the identification of the elements of a system, the identification of the 
spatial boundaries of a system, the identification of temporal boundaries of a system, and the 
ability to conceive the existence of several subsystems within a system.  They also investigated 
skills related to the processes and interactions of a system: the ability to identify the influence of 
elements of the system on the behavior of other elements or the whole system, the ability to 
identify the necessary changes that should take place in order to observe certain patterns, and the 
ability to identify feedback processes within a system.  In this way, the authors elaborated on 
what was characterized in prior research (Hmelo et al. 2000) as knowledge of structure, and 
measured each subcategory separately to gain a more nuanced understanding of students’ 
thinking.  Similarly, the authors measured prediction and retrospection separately, again for a 
closer examination of the relative difficulties students have in applying each of these skills. 
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 grade students that 
involved learning about an ecosystem and practicing systems thinking using a computer-
simulation.  Pre- and posttest data were collected using topics that were familiar to the students 
and similar to what was learned during the intervention, namely, a pizzeria and an ecosystem. 
Results showed that students improved their ability to identify the elements, spatial boundaries, 
and temporal boundaries of a system, but that other structural features like subsystems were 
harder for students to identify.  For this task the students were given a basic definition of a 
system but could not apply this information to the task of identifying a subsystem.  Results also 
showed that students improved their ability to use predictive and retrospective thinking, but not 
their ability to apply the principles of feedback mechanisms.  The authors suggest that this level 
of causal reasoning may be cognitively-inappropriate for elementary students.   
Complex systems. 
Many researchers who study systems thinking at the undergraduate level (Jacobson, 
2001; Raia, 2005, 2008), and some researchers at the secondary level (Penner, 2000), define 
systems thinking as the ability to understand and reason about higher-level characteristics of 
complex systems such as emergence.  Complex systems consist of many individual agents 
displaying simple behaviors that collectively result in a whole that is greater than the sum of its 
parts.  That is, in complex systems, micro-level components interact to cause emergent properties 
at the macro-level, which in turn constrain and influence the behavior of the lower level 
components.  These upward causal and downward causal interactions occur simultaneously and 
result in a system that is not reducible to its individual components (Raia, 2008).  These systems 
also have no single causal agent.  Control of the system is decentralized and results from the 
aggregate of many small actions of the system components.  Small actions in a complex system 
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can have big effects.  Additionally, complex systems are virtually unpredictable because the 
behaviors of the individual agents within the system are impossible to anticipate with perfect 
accuracy when starting conditions are not known (Jacobson, 2001; Penner, 2000; Raia, 2008).  
From these common principles, the key attributes of a complex system are numerous 
interdependent variables and nonlinearity, emergence and self-organization, chaotic behavior, 
and feedback loops (Jacobson, 2001; Kastens et al., 2009; Penner, 2000; Raia, 2008).    
Based on these principles of complex systems, Raia (2005) characterized students’ 
thinking about systems by the extent that the students focus on isolated components versus 
component interactions and the system as a whole when giving explanations of processes.  Raia 
also measured to what extent the student’s explanations emphasize a single causal force, or linear 
chain of causal forces, as compared to identifying many contributing causes.  This study found 
that students tended to think reductively rather than holistically and often explained complex 
phenomena using a single causal agent or a single chain of cause-effect interactions.  In a later 
study, Raia (2008) found that some undergraduate students showed improvement in their 
reasoning about emergence, downward causation, and self-organization after direct instruction 
on causality principles.  
  Jacobson (2001) characterized undergraduates’ and complex system experts’ thinking in 
terms of the extent that they attempt to explain a system by reducing it into individual 
components and behaviors, a reductive approach, versus explaining the system holistically, a 
non-reductive approach.  As mentioned, upward causal and downward causal interactions occur 
simultaneously in a complex system and as a result, the system cannot be fully understood by 
reducing it to its individual components.  Jacobson also characterized the participants’ 
explanations by whether the explanations stated or implied centralized versus decentralized 
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control, single causal agents versus multiple causal agents, small effects from small actions 
versus big effects from small actions, and predictable behaviors versus random behaviors.  
Similar to the findings of Raia (2005, 2008), Jacobson found that many students lacked a 
nonreductive approach, and did not think in terms of decentralized control and nonlinearity.   
Wilensky and colleagues (Goldstone & Wilensky, 2008; Levy & Wilensky, 2008) 
investigated students’ thinking about one important feature of complex systems: emergence.  As 
mentioned previously, in complex systems, micro-level components interact to cause emergent 
properties at the macro-level, which in turn constrain and influence the behavior of the lower 
level components.  Goldstone and Wilensky (2008) identified four stages of emergence.  Stage 
one involves paying attention to only a single level, generally the micro-level.  Stage two 
involves being able to move between two levels, but still favoring the micro-level as the one that 
is considered “real”.  Stage three involves seeing the macro-level as an independent entity, and 
finally stage four involves understanding all entities as being emergent processes in dynamic 
equilibrium.  
In a related study, Levy and Wilensky (2008) ascribe difficulties with emergence to a 
problem of cognitive load limitations.  The authors found that when the difficulties associated 
with a large number of interacting objects at multiple scales were minimized through software 
programs that made these interactions more visible, students demonstrated the spontaneous 
ability to bridge micro- and macro-levels.  In these studies, the authors seem to use the term 
“bridging levels” to refer not simply to moving between different scales in the system, but to 
moving between scales by reasoning about how the collective influences of components at the 
micro-level actually create the macro-level. 
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In a small-scale qualitative study of four middle school students, Penner (2000) 
investigated how students learned about emergence using a simple computer simulation, a 
context that did not require a great deal of knowledge of a particular system.  He found that the 
students showed a preference for explanations of phenomena that included a single cause, that 
they tended not to make distinctions between micro-level and macro-level patterns, and that they 
did not appreciate that small changes at the micro-level could cause significant changes at the 
macro-level.   
 
Temporal Systems Thinking 
Temporal systems thinking can be defined broadly as thinking about changes that occur 
in a system over time.  In the literature, this kind of thinking has been split into two categories: 
prediction and retrospection.  As described by Evagorou et al. (2009), prediction involves 
forward thinking, which in the context of systems refers to the ability to identify the influence of 
a component of the system on the behavior of other components or the whole system.  
Retrospection involves backward or reverse thinking and in systems refers to the ability to 
identify the potential causes of certain patterns or the starting conditions necessary to cause a 
certain result.  
This construct has received particular attention in the work of Assaraf and Orion (2005, 
2009, 2010) who place temporal systems thinking within the highest level, the implementation 
level, of their model of systems thinking.  These studies suggest that systems thinking develops 
by the gradual development of knowledge of particular systems towards the development of a set 
18 
 
of skills involved in implementing this knowledge, include the skills of prediction and 
retrospection. 
In the current study, the term temporal systems thinking is used to describe the reasoning 
that students use when solving prediction and retrospection problems.  This refers not to a 
specific systems thinking skill, but to the use of one or multiple systems thinking skills when 
thinking about changes in a system over time.  Many of the skills identified in the literature, such 
as the ability to organize knowledge of a system into a network of relationships, or to understand 
how properties emerge at the macro-level from micro-level components, could potentially be 
investigated while students reason temporally and might manifest differently than when the 
student is reasoning about a static model of the system.  For example, students could use 
knowledge of a network of relationships or an understanding of emergence to infer changes in a 
system over time.  
 Temporal thinking. 
Temporal thinking about systems is related to temporal thinking in other contexts, which 
has received attention in geoscience education literature.  Dodick and Orion (2003) characterize 
the literature on temporal thinking as falling into two categories: logic-based studies that 
investigate the cognitive processes related to temporal thinking, and event-based studies that 
investigate understanding of particular events and the chronological order of these events over 
geologic time.  In the current study, temporal systems thinking refers to thinking about both long 
and short timeframes.  The emphasis is primarily on students’ thinking about logical sequences 
of events that are not tied to specific points on an absolute time scale.  Therefore the former 
category of temporal thinking literature is most relevant in this context.  
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Explorations of time cognition in cognitive psychology that relate to temporal systems 
thinking in science education include Friedman (1978) and Montagnero (as cited in Dodick and 
Orion 2003a).  Friedman (1978) defined the concept of logical time as knowledge that allows an 
individual to determine the unique position of an event along a temporal continuum and to 
deduce the temporal relations between events.  At the most basic level, logical time includes the 
concept of succession, the before and after relationship, which is fundamental to other concepts 
of time such as order along a common scale and duration.  Friedman describes this construct as 
the backdrop against which scientists view process and causality.   
Montagnero defined diachronic thinking as the capacity to represent transformations over 
time.  Montagnero developed a four level model of diachronic thinking and suggested that 
children as young as 10-11 should be able to demonstrate the highest level except when limited 
by knowledge of the phenomenon.  These levels, or schemes, include transformations, temporal 
organization, inter-stage linkage, and dynamic synthesis, and represent increasing sophistication 
of understanding a process of change that is created by the connections between successive 
stages.  These connections include relations between a necessary prerequisite and its sequel and 
also cause and effect relationships (Dodick & Orion, 2003).  
Logical time is an underlying cognitive ability that is part of temporal systems thinking.  
This capacity in general, including an understanding of the basic concepts of succession, series 
of events, and causality is presumably present among all students after early childhood 
(Friedman, 1978; Piaget & Inhelder, 1969).  As stated by Friedman (1978) it is the backdrop on 
which thinking about process and causality in science occurs.  In terms of temporal systems 
thinking among secondary students, this general ability is likely not the source of any variations 
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observed between students.  More likely, variations in reasoning result from students’ ability to 
incorporate content into an underlying temporal framework. 
 Causal reasoning. 
After early childhood students understand the general concept of causality (Piaget & 
Inhelder, 1969).  However, this is distinguished from being able to make determinations about 
changes that will occur over time by applying cause-effect relationships.  The changes that occur 
in a system over time can to some extent be predicted into the future or reconstructed from the 
past by applying causal reasoning about relationships between components.  Therefore, causal 
reasoning is relevant to temporal systems thinking.  In particular, reasoning about complex 
systems requires reasoning about the net effect of multiple causal influences and also reasoning 
about upward and downward causality simultaneously (Raia, 2008).   
A number of researchers have studied causal reasoning in science education.  Kuhn and 
colleagues (Kuhn, Black, Keselman, & Kaplan, 2000) suggest that adolescents likely have a non-
normative mental model of multivariable causality, meaning that they do not reason about causal 
variables in an additive or consistent way.   The authors propose that when explaining an 
outcome, someone with a normative model of multivariable causality will mention all of the 
variables that s/he believes are causal. On the other hand, an individual with a non-normative 
model of causality will mention, and over emphasize, a small subset of the variables that s/he 
believes is causal while ignoring other causal factors.  Students with non-normative models will 
also lack consistency in their beliefs about the effects of different variables, describing a variable 
as causal in some cases, and not causal in other cases.   
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Keselman (2003) investigated sixth grade students’ causal reasoning when designing and 
conducting controlled software-based experiments.  Keselman argues that this kind of thinking is 
required for metacognitive awareness of effective strategies in designing experiments, and by 
extension for inquiry learning and scientific experimentation.  Keselman found that sixth graders 
who received instruction in making predictions based on multiple factors showed improvement 
in this skill, as well as improved understanding of the topic, and that these improvements were 
transferred to a different task.  This work suggests that multivariable, or net causal reasoning is 
challenging but feasible at the middle school level. 
 Causal reasoning is relevant to temporal systems thinking because the changes that occur 
in a system are the result of interactions between components and students must use knowledge 
of causal relationships to determine these changes.  Students must have the capacity for single-
variable or multivariable reasoning in addition to applying content appropriately within this 
framework.  If the student misunderstands, misuses, or omits relevant causal influences when 
reasoning about a system, they will not be able to make accurate inferences.   
 In summary, temporal systems thinking is a multifaceted term used here to refer to the 
ways that students reason about changes in a system over time and not a specific systems 
thinking skill.  While it is apparent that temporal and causal reasoning underlie this construct, the 
ways that these aspects of cognition relate to knowledge of the system is unclear.  This aspect of 
reasoning about systems warrants close study because many systems are dynamical in nature and 






 This work is informed by current research into science learning progressions and the 
underlying assumptions about the developmental nature of learning that drives this body of work. 
This research is also guided by a theoretical framework based on theories of constructivism, 
situated learning, and mental models.  A synthesis of these approaches and perspectives are used 
as a lens through which to examine and critique existing literature on systems thinking. 
 
Progressions of Content and Reasoning 
 There is emerging empirical and theoretical support in science education for fostering the 
development of science reasoning and practices alongside content understanding, as opposed to 
the perspective that reasoning develops after a certain threshold of content mastery has been 
achieved.  One main source of this support comes from literature on science learning 
progressions.  Research-based learning progressions represent a relatively recent push in science 
education to align standards, curriculum, and assessments with cognitive models of student 
learning (Duncan & Rivet, 2013; Wiser, Smith, Doubler, & Asbell-Clarke, 2009).  This effort is 
generally based on assumptions that some construct, such as understanding a concept or 
competency with a particular practice, exists in students, develops over time, and manifests 
differently in different contexts.  Learning progressions describe potential trajectories of learning 
that occur as the student moves from “stepping stones” starting at a lower anchor, or beginning 
state of the progression, and finishing at an upper anchor, or the targeted end state of the 
progression (Mohan, Chen & Anderson, 2009; Wiser et al., 2009).  The stages incorporated into 
learning progressions are not assumed to be developmentally inevitable, but rather represent 
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steps that are coherent (based on research of student learning), and productive, in that they put 
students in a better position to eventually reach the upper anchor learning goals (Wiser et al., 
2009).   
 Learning progressions are currently being used to describe potential avenues for fostering 
scientific reasoning in conjunction with content understanding.  An example of this integration is 
a fine-grained learning progression framework for carbon-transforming processes that Jin, Zhan, 
and Anderson (2013) have developed.  Building on earlier work, the authors describe stages 
along the carbon progression in terms of specific science concepts, reasoning about this content, 
and domain-general strategies.  These three dimensions are integrated throughout the five 
practices, each including four achievement levels, which the authors describe in the framework.   
 Another example is a learning progression for science inquiry developed by Songer, 
Kelcey, and Gotwals (2009), which illustrates a progression of reasoning that follows a cyclical 
path alongside a linear content progression.  The authors draw from earlier findings which 
showed that at a given level of content, students can develop increasingly sophisticated 
reasoning.  However, once they move to a higher level of content, the sophistication of their 
reasoning may return to a less sophisticated level but improve again as they develop mastery of 
the new content and mastery reasoning about the new content.  Songer and colleagues describe 
an ideal curricular unit in which students work their way up a reasoning progression many times 
as they move along a content progression.  The authors go on to state that the relationship 
between content and reasoning is complex and not clearly understood.     
 These perspectives reject the notion that a student must master “the basics” prior to 
engaging in science practices or reasoning.  While the quality of reasoning will likely improve as 
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a student’s knowledge increases, this approach suggests that it is reasonable and preferable for 
students to be learning to engage in reasoning throughout the process of building conceptual 
understanding.  This idea is not limited in the literature to studies of science learning 
progressions.  In an analysis of a series of cross-discipline interventions aimed at improving 
students’ higher-order thinking skills, Zohar and Dori (2003) found that all students, including 
low-achieving students, showed improvements in reasoning.  The authors recommend that all 
students, regardless of achievement level, should be encouraged to practice high-order thinking 
skills. 
 Progress has been made in gaining insights into the relationship between science content 
and some forms of reasoning.  However, existing research on systems thinking has either focused 
on domain-general skills and neglected or minimized the role of content (Jacobson, 2001; 
Penner, 2000) or conceptualized a progression in which content mastery precedes reasoning 
(Assaraf & Orion, 2005, 2010; NRC, 2010).  For example, Penner (2000) investigated students’ 
understanding of emergence in the context of a computer game which was purposefully selected 
to minimize the role of content knowledge in students’ reasoning.  The author acknowledged that 
there are important differences between the simulated context in which emergence was studied 
and the real-world emergent systems about which students should be able to reason.  The author 
proposes that content knowledge could possibly help or hinder understanding of complex system 
concepts such as emergence, and recommends studies that investigate the ways that topic-
specific knowledge of a system guide thinking about specific emergent systems.   
 Building on this work, Assaraf and Orion (2005, 2009, 2010) describe a model of the 
development of systems thinking that connects conceptual understanding with reasoning.  
However, in this model reasoning is proposed to develop after mastery of content knowledge.  
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That is, the lower stages of development are primarily focused on knowledge-building, whereas 
reasoning is not emphasized until the highest stage, the “implementation” level (Assaraf & 
Orion, 2010).   
 Research has not provided insights into the relationship between systems thinking and 
conceptual understanding, or into effective ways to track both among students of varying 
abilities. Situated learning theory provides further support for the need to integrate these 
dimensions of thinking to better understand how this construct develops, and also has 
implications for methodological approaches to this problem.   
 
Situated Learning 
 Theories of situated learning propose that knowledge and skill are situated in the context 
in which it is learned (Brown, Collins, & Duguid, 1989).  Knowledge and skills are viewed as 
developmental in nature in that each can become increasingly generalized and enriched as the 
learner encounters the knowledge or skill in different contexts (Brown, Collins & Duguid, 1989) 
and draws on it in different ways (Blumenfeld, Marx, Patrick, Krajcik & Soloway, 1997).  
Brown, Collins, and Duguid (1989) suggest that all knowledge, even apparently well-defined and 
general concepts, is always under construction as the knowledge is encountered in rich new 
contexts.  In this way, knowledge and skill are progressively developed through activity and 
knowledge is deepened as the learner’s ability for transfer improves through practice (Brown, 
Collins, & Duguid, 1989; Reder, Anderson, & Simon, 1996).    
 An application of situated learning theory frames systems thinking skills as neither 
universal nor specific to only one context, but rather as skills that are initially situated in a certain 
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context but may progress by becoming increasingly generalized and more broadly applicable as 
each is encountered in new contexts.  An analysis of thinking from a situated perspective must 
include both a description of the individual’s abilities and all relevant environmental attributes 
(Young, 1993).  To obtain a deeper understanding of student thinking, the range of strategies 
used, the circumstances under which these approaches occurred, and the advantages that the 
varied strategies offered the students must be examined (Choi & Hannafin, 1995).   
 From this perspective, assessment should evaluate the flexibility of students’ knowledge 
by prompting students to use knowledge as a tool for understanding a new situation, rather than 
to describe a previously encountered situation.  Performance assessments are an example of a 
method that satisfies these requirements.  This kind of assessment involves asking students to 
perform tasks that require the use of knowledge and skills.  These should be application tasks 
that reflect the complexity of reality and measure many facets simultaneously (Choi & Hannafin, 
1995).   
 The finding by Evagorou et al. (2009) that some of the fifth graders were able to apply 
prediction and retrospection conflicts with the finding of Assaraf and Orion (2005) that temporal 
thinking, such as prediction and retrospection, was too difficult even for middle school students 
and therefore was not feasible for younger students.  One explanation for this discrepancy is a 
difference in the difficulty of the task that was used to measure this kind of thinking.  Evagorou 
et al. (2009) asked students to make predictions about the influence of dying trees on the rest of 
the forest, and about the influence of a pizzeria worker calling in sick on the operations of the 
pizzeria.  Predictions about neighboring elements, such as the effect on a species that is directly 
dependent on trees in the first scenario, or the effect on other workers in the second scenario, 
were acceptable, as well as predictions about distant elements, such as saying the forest 
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ecosystem would be destroyed or that the pizzeria would not be able to respond quickly to 
orders.  However, for the task used by Assaraf & Orion (2005), the student could not be 
successful without making predictions about indirect effects on distant elements in the system. 
 Another influential factor could be the nature of the specific systems that students were 
reasoning about in each study and the students’ knowledge of these systems.  As mentioned, the 
inquiry of Evagorou et al. (2009) included questions about a pizzeria and a forest ecosystem.  
Students were possibly able to make inferences more easily within these contexts than the hydro-
cycle inquired about by Assaraf and Orion (2005).  In general, many of the conflicting findings 
in the literature about systems thinking (Boersma et al., 2011) might be explained by differences 
in context, broadly defined, including the nature of the system or the specific activity that was 
used for the investigation.   
 A situated perspective provides additional support for investigating students’ reasoning 
about systems integrated with conceptual understanding.  This perspective also has implications 
for methodological approaches for investigating students’ reasoning about systems.  Both 
students’ performance as well as contextual information should be included in an investigation.  
Also, the construct should be investigated through application tasks that expose students to a new 
situation and provides an opportunity to measure multiple dimensions of this construct.  This 
approach emphasizes authenticity over controlling variables.  
   
Mental Models 
The question of how content knowledge might relate to reasoning is informed by 
literature on mental models and model-based reasoning.  In science education literature, mental 
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models are often defined as synonymous with conceptual understanding. Chi (2008) defines a 
mental model as a set of internal representations that form an organized collection of individual 
beliefs.  These mental models can exist for a single concept or a system of concepts, such as the 
circulatory system.  Shepardson, Wee, Priddy, and Harbor (2007) also define a mental model as 
one’s conceptualization of anything from a single concept to an entire topic, such as the 
environment. Others define mental models in terms of the purpose of the mental model for the 
individual, for example, as a representation of something in the absence of the real thing (Greca 
& Moriera, 2000), as human cognitive constructions used to describe and explain phenomena 
that cannot be experienced directly (Coll, France, & Taylor, 2005), and as an analog conception 
that is transferred to new situations (Clement & Steinberg, 2002).  
There are many advantages for the learner to utilize a mental model when learning about 
and thinking about a topic, particularly a complicated topic.  The process of developing a mental 
model allows learners to organize their rudimentary ideas into well-articulated conceptions 
(Harrison & Treagust, 1996).  Also more coherent and normative understandings can be 
achieved by creating, examining, and revising a mental model (Clement & Steinberg, 2002; Coll, 
France, & Taylor, 2005; Sederberg et al., 2010).  Often, these models reduce the elements of a 
phenomenon to those that are most personally meaningful to the learner (Sederberg et al., 2010).  
Clement and Steinberg (2002) describe a form of mental model that may be particularly 
useful to the learner, called an explanatory model.  They describe an explanatory model as more 
than simply a memory of observations.  Rather, an explanatory model is one that represents 
hidden, unobserved mechanisms that can be used to explain observable properties. This idea 
suggests that the nature of one’s mental model may influence how well s/he is able to reason 
about that mental model. Similarly, Kaplan and Black (2003) claim that while static mental 
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models are informative about the component structures and behaviors, mental simulations may 
allow for inferences about system relationships, also suggesting that the nature of one’s mental 
model influences his/her ability to reason about the topic. 
Model-based reasoning. 
Johnson-Laird’s (1989) account of mental model theory states that an individual 
constructs mental models in response to a problem that requires reasoning.  From this 
perspective, the individual’s first task is to understand the nature of the problem and secondly to 
generate a mental model to reason about in order to solve the problem.  While others purport 
theories about rules of reasoning, Johnson-Laird favors a theory of reasoning that assumes that 
individuals do not employ rules of inference, either general or content-specific, but rather that 
reasoning occurs through the manipulation of one’s mental model.  Johnson-Laird (1989) 
attempts to draw together theories about the use of mental models for representing knowledge, 
comprehending discourse, and reasoning, stating that these theories differ more than necessary 
since all are actually focused on the same underlying reality.   
Clement and Steinberg (2002) similarly propose that reasoning involves the manipulation 
of a mental model when they attribute the ability of a case study subject to generate predictions 
and coherent explanations during a transfer task in part to how deeply the student understands 
her mental model.  They hypothesize that the student was successful because she could run 
mental simulations of her mental model and could use these simulations to determine various 
relationships between variables.  Other researchers in science education have also speculated that 
individuals will reason better about a system if they have a more complete mental model (Hogan 
& Thomas, 2001).  
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There is some evidence to support the idea that the nature of one’s mental model of a 
system influences how well it can be simulated to make judgments about the system.  Goldstone 
and Wilensky (2008) report specific differences in the mental models of complex systems 
between experts and novices.  The biggest difference was knowledge of how the parts functioned 
in relation to each other.  They concluded that understanding the interactions among parts 
promotes the development of expertise, while understanding the structures of the components 
had less importance.   
Chi (2005, 2008) suggests that categorical and ontological knowledge are important 
aspects of students’ mental models of systems.  Students’ mental models of complex systems are 
known to be flawed and overly simplistic.  Chi provides a possible explanation for why students 
have difficulty developing accurate mental models of emergent processes.  She proposes that 
students are making categorical errors, such as confusing emergent processes with direct 
processes, or ontological errors, such as confusing processes with entities.  Chi suggests that 
misconceptions that are errors of an ontological or categorical nature are more robust than 
misconceptions about simple, declarative knowledge.  For mental model transformation to occur 
when a categorical or ontological shift is required, she proposes that students must become aware 
that they have made a category error, and must have knowledge of the category to which they 
must shift their conceptions.  Chi (2008) proposes that students have difficulty understanding 
emergence, a key feature of complex systems, because they often incorrectly categorize 
emergent processes as simpler direct processes or entities. She suggests that awareness of this 
categorical error is necessary for students to revise their mental models.   
 Theories about mental models and model-based reasoning support the idea that 
conceptual understanding relates to reasoning about systems in the sense that reasoning is the 
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manipulation of one’s mental model.  From this perspective it could be argued that as one’s 
mental model improves, his/her reasoning about this mental model should also improve.  
Therefore, the literature on how mental models develop is relevant to understanding how 
reasoning progresses alongside content knowledge.  
 A constructivist view of mental model development. 
 From a constructivist perspective, mental models develop as learners fill in gaps in their 
knowledge, make new connections between previous ideas, and revise existing conceptions. 
Constructivism suggests that learners do not receive knowledge; they must actively construct 
knowledge by building on or revising prior ideas (Bischoff & Anderson, 2001; Linn, 2002).  The 
constructivist theory of learning is a transformation model, that is, knowledge must be 
constructed by the learner, not transmitted to the learner.  It is an active process in which the 
learner integrates prior knowledge with new knowledge, therefore learning is dependent on what 
the individual already knows and meaning is unique to each individual.  The process of changing 
mental models is slow.  Changes to mental models, and therefore changes in conceptual 
understanding, often require repeated challenges, metacognitive reflection, and various 
intermediate models before the development of a coherent and normative model (Sederberg et 
al., 2010).  
  Harrison and Treagust (1996) describe the development of mental models from the 
perspective of constructivism, stating that generalized mental models develop from the 
accumulation of personal experiences that directly influence classroom learning.  They point out 
that since these experiences are different for each student, the influence on classroom learning is 
also different, and this has implications for instruction.  Vosniadou (as cited in Harrison and 
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Treagust, 1996) describes students’ rudimentary ideas as “naïve framework theories” and states 
that students attempt to reconcile these theories with the accepted conception, and in doing so 
may develop an accurate or an alternative mental model.  Coll, France, & Taylor (2005) report 
on literature that shows learners need to reflect on and discuss their understandings while these 
understandings are developing in order to successfully construct mental models.  From this 
literature it seems that mental model development is an active process on the part of the learner 
that has often already begun prior to formal instruction on a topic. 
 Metacognition and the development of mental models. 
 Research has shown that metacognitive reflection facilitates mental model revision and 
conceptual change (Gunstone & Northfield, 1994; Schraw, Crippen, & Hartley, 2006).  Beeth 
(1998) argued that metacognition is related to conceptual change in science, because when 
confronted with data that contradicts prior conceptions, it is necessary to recognize the 
significance of the discrepant data in order for this change to occur.  This involves reflecting on 
what one’s prior conceptions are, and then recognizing that these conceptions are in conflict with 
the new data. 
 The term ‘metacognition’, often defined as thinking about one’s own thinking 
(Georghiades, 2004), refers to the skills that enable learners to understand and monitor their 
cognitive processes (Schraw et al., 2006).  Metacognition includes two broad categories: 
knowledge of cognition and regulation of cognition (Schraw et al., 2006), also referred to as 
metacognitive knowledge and metacognitive skills, respectively (Hartman, 2001). The role of 
metacognition in mental model development can be framed by constructivist theory.  For the 
learner to construct new knowledge, they must be aware of their prior conceptions in order to 
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compare this knowledge with the new idea and make a judgment about how to resolve any 
discrepancies between the prior knowledge and new idea.  Also important in the development of 
mental models is the knowledge of, and ability to apply, one’s mental model in different 
contexts. To do this requires the development of specific and generalized information about 
situations in which the mental model should be used (Kuhn, 2000; Kuhn & Pearsall, 1998).  This 
might include knowing when and how this mental model has been utilized in past situations, 
understanding the context of those situations, and understanding why it was appropriate in those 
situations to apply a particular aspect of a mental model.  Therefore, a problem-solving strategy 
from a model-based reasoning perspective would be to reflect on prior knowledge first, 
particularly what is known and why it’s relevant, before attempting to solve the problem.    
        One metacognitive monitoring skill that may drive the connection-making process of 
mental model development involves determining if there are connections between concepts that 
one does not understand, referred to as metacognitive gap-sensing ability (Britton, Stimson, 
Stennett, and Gulgoz, 1998).  A related skill is metacomprehension accuracy, or the ability to 
recognize a failure of comprehension (Cuevas, Fiore, & Oser, 2002) that may allow the learner to 
take action to achieve a greater understanding. For example, Clement and Steinberg (2002) 
characterize the subject of a case study as above average in her intensity of demanding 
conceptual coherence.  She actively sought out internal discrepancies in her model and worked to 
resolve these issues, eventually developing a mental model that she seemed to be able to simulate 
to solve problems.  They attribute her acquired knowledge to active gap-filling using self-
questioning.   
Metacognition may also play a role in what students focus on during instruction.  
Keselman (2003) proposes that differences between students with more or less advanced 
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metacognitive skills may explain differences in students’ ability to reason about their mental 
models.  Like some other researchers, the author attributes a student’s ability to reason about 
his/her mental model to an understanding of the relationships between components of a system.  
More metacognitive students will see the goal of an inquiry activity as the discovery of causal 
links within a system, which can later be used to reason about the system; whereas less 
metacognitive students may view the goal of the experiment to be achieving dramatic or 
interesting outcomes and will learn little about causal links.  
Developing a system mental model. 
 Research on promoting system mental models emphasizes developing transferrable 
general principles.  This research addresses the issue that general system principles which apply 
across contexts are often highly abstract and difficult to understand when presented alone, but 
may be more intuitive when presented through carefully selected scenarios.  Goldstone and 
Wilensky (2008) propose to give students the opportunity to actively interpret the elements and 
interactions of a system using simulations that make the system visible.  In this way, students can 
actually observe the interactions within a system, while also reading descriptions of principles 
related to these behaviors and interactions.  The authors argue that this creates grounded 
generalization of knowledge that is both widely applicable but also deeply connected to the 
students’ intuitive understandings of specific situations.    
 More specifically, Goldstone and Wilensky (2008) describe a simulation approach for 
teaching about complex systems called agent-based modeling (ABM).  ABM contains a large 
number of elements, or agents, that move and interact in a realistic way and create emergent, 
macro-level phenomena.  The advantage of this modeling approach is that the interactions of 
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micro-level elements, and the resulting macro-level manifestations are all visibly perceptible to 
the student.  Therefore, this modeling approach makes causal connections within the system, and 
particularly between the micro-level and macro-level, explicit for the learner.  This software is 
programmed to specify rules of behavior of the micro-level agents but not macro-level behaviors, 
creating a more realistic depiction of the evolution of a complex system.  Another advantage of 
this approach is that the representations exclude nonessential characteristics of the elements.  
This situation reduces cognitive load and perceptual limitations, which the authors argue could 
make it easier for students to reason about emergence. 
 Other researchers have also investigated approaches to improve flexible mental models 
that are widely applicable and transferable.  Belenky and Nokes (2009) found that receiving 
metacognitive prompts in combination with concrete learning materials facilitates the 
construction of flexible internal representations that are grounded in real-world knowledge but 
abstract enough to apply in many situations. Keselman (2003) showed that transfer could be 
improved by emphasizing reflection about skills and practices in addition to encouraging 
students to draw out common principles from specific examples and to determine the conditions 
for applying those principles.     
 Differing perspectives of mental models. 
 The literature on model-based reasoning and the development of mental models 
demonstrates the challenge involved in explaining the relationship between conceptual 
understanding and reasoning.  From the perspective of researchers such as Chi (2008), 
consistency in reasoning across contexts is an element of the coherence of one’s mental model.  
In Chi’s study, there were instances when students responded to problems in unpredictable ways 
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and it was deemed that these students had no coherent mental model.  Other students consistently 
answered problems in the same, inaccurate way, and it was concluded that these students had 
flawed but coherent mental models.  Finally, some students consistently answered problems 
correctly and it was concluded that they had a coherent and accurate mental model.   
 Alternatively, using the Johnson-Laird (1989) definition of a mental model as a 
representation generated in response to a problem, consistent reasoning across contexts could be 
thought of as a skill that is external to the mental model generated in each instance.  From this 
perspective, an individual would not have one general mental model of a topic, but rather would 
generate many variations of mental models in response to specific problems related to the topic. 
 Therefore, some mental model theories combine conceptual understanding and the skills 
related to applying this knowledge in different contexts all together as part of one’s mental 
model, while others conceptualize mental models as unstable and customized to each situation, 
with the individual drawing from discrete pieces of knowledge based on the problem at hand.  
Distinctions were made in this study between the discrete pieces of knowledge that students held 
and the ways this knowledge was integrated and applied in different contexts.  This approach 
better aligns with situated learning theories and allowed the separation between content and 
reasoning that was needed to investigate the relationship between the two.   
       
Research Questions 
To foster the development of reasoning about systems throughout K-12 science education 
and beyond, it is important to unpack was is meant by understanding systems, to characterize the 
steps that lead towards this understanding, and to create assessments that measure student 
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achievement (Manduca & Kastens, 2012).  The existing literature contributes insights into the 
nature of systems thinking and many specific characteristics of systems thinking have been 
identified.  A number of studies have investigated deficiencies across grade levels, including 
difficulties with developing an integrated framework of relationships, reasoning about how 
simple micro-level actions collectively manifest as emergent properties at the macro-level, 
reasoning about feedback mechanisms, and difficulty reasoning in the forward and backward 
temporal directions of the system (Assaraf & Orion, 2005; Jacobson, 2001; Penner, 2000).  The 
literature also provides some insight into the relative difficulty of different aspects of systems 
thinking and the impact of instructional interventions specifically targeted at developing systems 
thinking.   
 To foster systems thinking, a viable goal of instruction is to support students in 
developing integrated knowledge of a system that they are able to apply with increasing 
sophistication (Stillings, 2012).  However, few studies have investigated how the various skills 
involved in reasoning about systems actually develop, or how this relates to the development of 
content knowledge.  Studies that have influenced learning progressions in other areas of science 
education indicate that the relationship between reasoning and content is complicated, but 
nevertheless, development is likely simultaneous (Songer et al., 2003).  Research is needed to 
expand on our current understanding of which aspects of systems thinking are problematic for 
students to include a more detailed understanding of how these aspects of reasoning develop 
alongside conceptual understanding.   
Fine-grained research is needed that investigates rudimentary forms of conceptual 
understanding and reasoning about systems.  An analysis of this relationship cannot be 
undertaken without accounting for the idea that knowledge is not the only aspect of students’ 
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thinking that develops, students’ reasoning develops as well, and reasoning with less content 
knowledge will look different than reasoning with robust knowledge.  Therefore, this study set 
out to describe individual variations in the ways that 8th and 9th grade students reason about 
changes in a system over time, to identify characteristics of systems and pre-systems reasoning, 
and to investigate the relationship between this reasoning and the students’ application of 
content.       
 Research is also needed that includes a careful examination of the context that may have 
influenced students’ thinking.  This approach has not been done in studies where a domain-
general, rather than context-dependent, view of systems thinking was adopted (for example, 
Evagorou et al., 2009; Jacobson, 2001; Raia, 2005).  When the role of context has been discussed 
in the systems thinking literature, it has often somewhat narrowly referred to students’ content 
knowledge (Assaraf & Orion, 2010).  The literature has not addressed the role of other 
contextual factors on students’ application of systems thinking, such as the nature of the task 
used to prompt such thinking.   
 In light of these gaps, this study will address the following research questions as stated in 
Chapter 1:  
1. What variations exist in the conceptual relationships that students apply when 
discussing a natural system? 
2. What variations exist in the patterns of reasoning that students use when 
responding to temporal system problems?  
3. What types of relationships exist between students’ content knowledge and how 






 This is a mixed methods study that includes qualitative and quantitative elements in a 
concurrent embedded strategy, with a primarily qualitative method enriched by quantitative 
analysis.  This approach was adopted to align with the goals of this research which are to 
understand, describe, discover, and generate hypotheses about the construct, and also to 
understand how typical and prevalent certain patterns were among and within the students in the 
study.  The design of the study was flexible and evolving as well as partially structured and 
predetermined.  The findings of this study are to as great an extent as possible comprehensive, 
holistic, and richly descriptive, and also precise and numerical.  In creating rich descriptions, the 
characteristics of the context and the participants could be examined and documented (Merriam, 
2009). 
 This study included a single data collection phase, and both the qualitative and 
quantitative analyses drew from the same data source.  Data was used to seek information at two 
different levels of analysis, both the aggregate and the individual student, to address related 
questions (Creswell, 2009).  As mentioned, this study addressed the following research 
questions:  
1. What variations exist in the conceptual relationships that students apply when 
discussing a natural system? 
2. What variations exist in the patterns of reasoning that students use when 
responding to temporal system problems?  
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3. What types of relationships exist between students’ content knowledge and how 
they reason about changes in a system over time? 
   
Data Collection 
Topic 
 Students’ systems thinking was investigated in the context of stream systems.  This topic 
involves the erosion and deposition of sediment in a stream and the constantly evolving channel 
shape that result from these collective movements.  Freely meandering streams and rivers are 
complex systems (Stolum, 1998).  These systems include interrelated variables, decentralized 
control, no single causal agent, emergence, and upward causal and downward causal interactions 
between the micro-level of sediment particles and water, and the macro-level of the stream or 
river as a whole.  The simple behaviors of individual sediment particles collectively influence the 
shape of the channel and cause meanders, oxbow lakes, point bars, and deltas.  For example, the 
speed of the water in a stream will determine the erosional and depositional pattern and the shape 
of the stream, demonstrating upward causality. Simultaneously, the shape of the stream 
influences the speed of the stream, illustrating downward causality, or how properties at the 
macro-level can constrain and influence behaviors at the micro-level.  Reasoning about how this 
process occurs requires the application of nonlinear causality and feedback (Jacobson, 2001; 
Kastens et al., 2009).   
 The topic of stream systems provides an ideal context for exploring students’ thinking 
about changes in a system over time in part because unlike some complex systems, like a flock 
of birds or a traffic jam, the emergent properties of streams develop gradually over an extended 
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period of time.  This means that understanding emergence in this system requires not only 
bridging between levels of the system, but thinking about these changes and interactions over 
time.  Simpler forms of reasoning can be used to describe other aspects of a stream system and 
doing so may involve less sophisticated systems thinking.  Streams can be described in terms of 
the effect that factors such as slope or location in the channel will have on the speed of the water.  
Other factors that may be identified as influencing stream speed include situations where a 
stream enters a still body of water, such as a large lake, or when obstructions are present in the 
path of the water.  Aspects of the system could be described in terms of chains of cause and 
effect interactions.  For example, the water slows down when it moves around the inside of a 
meander and this decrease in speed leads to increased deposition, or the water moves faster in 
places where the gradient increases and this leads to increased erosion.  Other factors that 
influence deposition and erosion might also be identified, including sediment size, shape, and 
density, the presence of poorly consolidated sediment on the stream banks, bank failure or 
slumping (Stolum, 1998), or lastly the streamflow/discharge, which is influenced by events such 
as heavy rainfall or snow melt. 
     
Participants  
 The participants in this study were eighth and ninth grade students enrolled in Earth 
Science.  Students were drawn from four teachers’ classrooms in three different schools outside 
of a large urban center in the Northeast.  These teachers were also collaborating in a larger 
project aimed at examining the use of physical models in Earth Science classrooms.  The 
students were interviewed after they learned about the topic during regular classroom instruction.  
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The students were instructed based on a standard curriculum that exposes students to the 
majority of interrelated variables described in the previous section.   
 A total of 30 students participated in this study.  The students chosen to participate in this 
study were selected semi-randomly from a pool of students who had consented to participate in 
the larger study and were willing to be interviewed.  This sample was diverse demographically in 
terms of gender, race, socioeconomic status, and academic ability (shown in Table 3.1).  For this 
study, all of the students’ names have been changed.  The pseudonyms reflect the gender of each 
student. 
Table 3.1 
Demographic Information of Participants  






















Data Collection Procedure   
 Video recorded verbal data from interviews with students were collected for this study. 
At the start of each interview, students were told the general purpose of the interview, which was 
to learn more about what they understand about the causes and effects in stream systems.  The 
students were informed that their participation was voluntary, that they had the right to stop at 
any time, and that their responses would not count towards their grade or be shown to their 
teacher.  Students were asked for consent to videotape the conversation and accommodations 
were made, such as turning the camera so that the student’s face was not recorded, for a small 
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number of students when necessary.  During the interview, students were read questions and 
asked to respond verbally.   
 
Instrument 
 An instrument is a way of relating something that is observed to the theoretical construct 
being measured (Wilson, 2010).  A semi-structured interview protocol was developed as an 
instrument that could be used to investigate students’ systems thinking based on their responses 
to temporal system problems (see Appendix A).  In addition, this interview was used to elicit as 
much information as possible from the students about what they knew about stream systems by 
prompting them to articulate their beliefs about multiple aspects of the system (Chi, Leeuw, 
Chiu, & Lavancher, 1994).   
 The temporal system problems were intended to elicit inferences about future or past 
conditions based on the current state of a hypothetical stream system.  The problems were 
intentionally designed to promote thinking about the same system in slightly different contexts.  
Each problem prompted students to reason about a different aspect of the system, different 
conditions in the system, or to reason in a different temporal direction, that is, make predictions 
about future events or use retrospection to infer past events.  The objective in designing the 
interview protocol was to develop application tasks, an important part of systems thinking 
(Fortus et al., 2006).   
 In addition to the ten problems, students were asked standard follow up questions such as 
“how do you know?” and “anything else?”  Most students were also asked unstructured content 
questions such as “what else do you know about the factors that influence erosion?” or “what is 
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deposition?”  Also, if a follow-up question to one of the ten problems was too specific or 
potentially leading, this question was considered a content question during analysis and the 
students’ statements afterward were not considered part of their response to the problem.  All of 
a student’s responses throughout the interview were included in the analysis of which conceptual 
relationships the student applied at least once.  However, responses to content questions were not 
included in the analysis of how frequently a student applied a specific relationship since the 
content questions posed to students varied based on students’ prior statements.     
 Some problems were designed specifically to investigate students’ reasoning about 
emergence over time in the system.  For example, one prediction problem asked, “Over a long 
period of time, will the shape of a stream change?” A sophisticated response to this problem 
would explain that the collective movement and settling of sediment on opposite sides of the 
channel, influenced by differences in water speed, would gradually manifest as changes in the 
shape of the stream.  The intention of another problem was also to elicit responses about changes 
in the stream channel as the net result of interactions at the micro-level.  This item included a set 
of diagrams (see Appendix B) and stated: 
Imagine a stream that is shaped like this first diagram (show diagram of 
meandering stream), after a long period of time its shape changes and becomes 
shaped like this (show diagram of stream with an oxbow lake at the side).  Can 
you explain the steps that might have led to this change? 
 
 The ten problems could be characterized in other ways as well, as summarized in 
Table 3.2.  Most problems prompted reasoning in a specific temporal direction (forward 
or backward) of the system.  On the other hand, most problems allowed the possibility 
that students could focus on the micro-level of the system (e.g. the simple, repeated 
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action of water carrying grains of sediment), the macro-level of the system (e.g. the 
structural changes to a stream channel as a result of erosion and deposition), or both.  No 
assumptions were made about how, if at all, these characteristics might influence the 
nature of students’ responses. 
Table 3.2 
Characteristics of the Temporal System Problems 






Macro  Macro or Micro 
Problem 2 Forward (Prediction) Macro or Micro  Macro 
Problem 3 Forward or Backward 
(Prediction/Retrospection) 
Macro or Micro  Micro 
Problem 4 Forward or Backward 
(Prediction/Retrospection) 
Macro or Micro  Macro 
Problem 5 Forward (Prediction) Macro  Macro or Micro 
Problem 6 Backward (Retrospection) Macro or Micro  Macro or Micro 
Problem 7 Forward (Prediction)  Macro  Micro 
Problem 8 Backward (Retrospection) Macro or Micro  Macro or Micro 
Problem 9 Forward (Prediction) Micro  Macro or Micro 
Problem 10 Forward (Prediction) Macro  Macro or Micro 
 
 
Hypothesized Variations in Reasoning  
 It was hypothesized that the sophistication of students’ reasoning would vary, indicating 
subtle differences in competency for thinking about changes in the system over time.  These 
subtle variations were the focus of this study, an important distinction from other studies of 
systems thinking that typically involved a binary approach to measuring temporal thinking about 
systems, often based on students’ performances on a single task (Assaraf & Orion, 2005, 2010; 
Evagorou et al. 2009).   
 As a first step towards identifying variations in students’ sophistication of reasoning, the 
patterns of students’ reasoning were investigated.  Three hypothesized hierarchical patterns of 
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reasoning were developed a priori based on the literature (Keselman, 2003; White, 2000), as 
shown in Figure 3.1.  Category one was reasoning about a single cause-effect interaction, an 
ability found in many elementary students (Evagorou et al. 2009).  Category two was use of a 
linear chain of reasoning.  Finally, category three was use of net reasoning, referred to in the 
literature as nonlinear reasoning (Jacobson, 2001; Raia, 2005, 2008) or multivariable reasoning 






 Incorporated into this hypothesized hierarchy was the assumption that reasoning about 
single cause-effect interactions would be used most frequently by participants, followed by linear 
chains of cause and effect, and finally net reasoning.  The first part of this hypothesis was based 
on White’s (2000) studies of the dissipation effect, a common belief that a disturbance will only 
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affect components or variables in the system that directly interact with the disturbance 
(neighboring elements) and not components or variables in the system that are connected to the 
disturbance indirectly through a chain of interactions (distant elements).  The second part of the 
hypothesized hierarchy of responses was based on prior research of linear and nonlinear 
reasoning about systems (Jacobson, 2001; Penner, 2000).  This literature suggests that students 
prefer to use a chain of reasoning beginning with a single cause rather than reason about the 
combined effects of multiple influences. The hypothesized hierarchy was also based on the 
anticipated impact of limitations in knowledge and knowledge application that could minimize 
how broadly and extensively a student could track the effect of a disturbance through a system. 
 
Data Analysis 
Data Preparation and Coding 
 As a first step in preparing the data for analysis, the videotaped interviews were 
transcribed.  Iconic hand gestures (Kastens, Agrawal, & Liben, 2008; Roth, 2000) that indicated 
structure or movement in the system were documented using the notation “[G]”, embedded in the 
transcript immediately following the portion of the utterance that coincided with the gesture.  
After a portion of the transcripts were complete, a second researcher viewed segments of video 
and identified which student movements she would and would not consider iconic gesturing.  
This step was taken to establish consistency across the transcripts.   
 Next the transcripts were segmented such that a student’s entire line of reasoning for each 
problem was captured in one segment.  This included statements that were made in response to 
follow up questions such as “Is there anything else?” “Can you explain what you mean?” and 
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“How do you know?”  According to Chi, the chosen granularity of coded segments should 
correspond to the questions one is asking (Chi, 1997); therefore, this grain size was chosen 
because one objective of this study was to investigate how the contexts of specific problems 
impacted student reasoning.    
 Coding reasoning patterns. 
 As mentioned, three hypothesized hierarchical categories were developed a priori based 
on the literature (Keselman, 2003; White, 2000) with an idea of how these categories might 
manifest for each problem. The students’ responses about changes in a system over time were 
expected to primarily consist of the identification of a cause and effect, or various combinations 
of causes and effects, that connected a given starting condition of the system to a student-
identified outcome or set of outcomes, or connected a student-identified starting condition or set 
of conditions to a given outcome.   
 When it was determined that students’ responses fit this general description, an inductive 
constant comparative approach (Conrad, 1978; Creswell, 2007) was used to redefine the original 
categories and delineate responses based on the students’ patterns of reasoning.  A coding 
scheme was developed to describe the specific criteria for each code category along with 
examples of student responses.  This coding scheme was elaborated until it was deemed 
sufficient as a scoring guide that was exhaustive for the categorization of all possible responses.  
Once complete, this coding scheme was used as a guide to code all responses to each of the 
problems.  Through this process, the following code categories emerged from the data or were 





Reasoning Pattern Codes 




Statement of a cause and direct effect 
 
If the water goes slower the larger 




Statement of a causal chain or successive 
steps 
 
If the slope decreased the water would 





Statement of more than one independent 
causal influence that has the same direct 
effect 
 
The stream might change from flooding 





Statement of more than one independent 
causal influence (at least one of which is 
a chain) that has the same direct effect 
 
Increasing the slope so that the stream 
travels faster, and decreasing the particle 




Statement of multiple causal factors that 
yield a net effect 
 
There’s erosion on the outside of the 
meander and deposition on the inside of 
the meander so over time the meander 
becomes more defined 
  
 Coding levels in the system. 
 A separate set of codes was developed to characterize the level of the system that the 
student’s response focused on for each problem.  These codes were developed based on the 
literature (Goldstone & Wilensky, 2008; Penner, 2000) and were elaborated based on the data 
using a constant comparative approach.  The final codes used were Micro, Macro, Micro and 
Macro, Micro influences Macro, Macro influences Micro, or none (Table 3.4).  
 In regard to the way that students attended to the different levels in the system, responses 
were coded as macro when the response included only references to the macro-level of a stream 
system.  This included references to components and features of the stream including the stream 
itself, stream velocity, gradient/slope, meanders, curves, bottom of the channel, side of the 
50 
 
channel, inside of a bend, outside of a bend, lakes, point bars, and deltas.  It also included 
references to macro-level processes and events including flooding and natural disasters.  A 
response was coded as micro when it included only references to the micro-level of a stream 
system.  This included references to the water, water velocity, sediment, rocks, and particles.   
 A portion of the students’ responses attended to both the micro-level and macro-levels of 
the system without indicating an influence of one of these levels on the other.  These responses 
were coded as macro and micro (M+M).  A response was coded as macro influences micro 
(MacMic) when the student identified the influence of a macro-level component of the system, 
such as the stream gradient or channel shape, on a micro-level component of the system, such as 
the speed of the water or the deposition of sediments.  Finally, a response was coded as micro 
influences macro (MicMac) if the student identified the influence of a micro-level component of 
the system on a macro-level component. 
Table 3.4 
Level of the System Codes 




Statement is entirely about micro-level, 
e.g. the water, sediment, rocks 
 





Statement is entirely about macro-level, 
e.g. the stream, lakes, channel, meanders 
 
If the slope decreased the stream would 
slow down 
 
Micro + Macro 
 
Statement includes micro- and macro-
levels without indicating that one 
influences the other 
 
Sediments will deposit here [points to 
inside of meander on diagram] 
 
Macro 
influences Micro  
 
Statement describes some aspect of the 
macro-level influencing some aspect of 
the micro-level 
 
Water slows down because of where it is 





Statement describes some aspect of the 
micro-level influencing some aspect of 
the macro-level 
 
Sediment eroding and depositing over 
time changes the shape of the stream 
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 Coding conceptual relationships in the system. 
 The third and final set of codes was developed as a measure of the normative 
relationships that students applied during the interview.  It was hypothesized that students’ 
knowledge of relationships within the system and ability to apply this knowledge would be a 
highly relevant factor in their performance on the problems.  The literature on systems mental 
models and systems thinking suggests that an important distinction between system experts and 
novices is the flexibility in reasoning that comes from knowledge of the interactions and 
relationships between components, rather than knowledge of visible structures or attributes of 
individual components (Goldstone & Wilensky, 2008; Hmelo, Holton & Kolodner, 2000; 
Libarkin & Kurdziel, 2006; Vattam et al., 2011).  For this reason, a set of codes was developed 
that emphasized students’ reasoning about relationships in the system and deemphasized other 
aspects of content knowledge related to streams.   The grain size of the codes was as large or 
small as necessary to capture the relationship the student was applying in response to one of the 
ten structured problems or a response to a follow-up content question.  However, the unit of 
analysis was an entire interview since the intention was to measure which relationships the 
student applied at some point during his/her interview.  
 The conceptual relationship codes were developed by first drawing from the standards of 
the state curriculum that related to the content addressed in each problem, and then elaborating 
on the codes in response to the data.  For example, two codes were developed a priori for 
identifying that the slope of the stream channel affects the stream speed and that the stream speed 
affects the occurrence of erosion and deposition.  These relationships are included in the state 
standards for Earth Science, and students had the potential to apply these relationships multiple 
times while responding to the problems.  From the data it was found that some students 
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described the influence of the slope of the channel on erosion or deposition without articulating 
the middle step of changes in water speed.  To better reflect this data, an additional code was 
developed to distinguish responses that applied the relationship of the slope of the channel 
directly to the effects on erosion and/or deposition.   
 In this way, three of the six relationship codes that were developed a priori were later 
expanded from individual relationships to sets of relationships centered on a common variable in 
the system.  The conceptual relationship describing the influence of stream slope on the speed of 
the water became one of two relationships related to the influence of slope on other aspects of 
the system.  Also, two relationships describing the influence of channel shape on other aspects of 
the system were grouped into a set of relationships related to channel shape, and three 
relationships related to the influence of the amount of water on other aspects of the system were 
grouped into a single set of relationships related to the amount of water.  This revision and 
expansion of the coding scheme better captured all of the students’ statements that were relevant 
to a normative model, and addressed the issue of determining the breadth of content applied 
throughout the interview given the open-ended nature of the interview.   
 This coding scheme was also designed to distinguish when the students’ application of a 
particular relationship was accurate or inaccurate.  If a student applied a relationship both 
accurately and inaccurately, even within a single response to a problem, the student was given 
both codes.  Table 3.5 shows the final codes that were developed to characterize the accurate and 










Conceptual Relationships in the System Codes  
Relationship Set Relationship Example  of Accurate 
Knowledge 








A steeper slope causes the 
water to move faster 
A steeper slope causes water 




A steeper slope will cause 
increased erosion 
A steeper slope will have no 




Channel shape affects 
water/stream speed 
The presence of meanders 
influences the speed of the 
water 
The shape of the channel 
has no effect on water speed 
Channel shape affects 
erosion and/or 
deposition 
The presence of meanders 
influences erosion or 
deposition 
The shape of the channel 







Erosion on one side of a 
bend and deposition on the 
other create meanders  
Movement of sediment has 
no effect on channel shape 
 
 
Amount of water 
Amount of water 
affects water/stream 
speed 
If the amount of water 
increased, the speed of the 
stream would increase 
If the amount of water 
increased, the speed of the 
stream would decrease 
Amount of water 
affects 
erosion/deposition 
More water in a stream 
increases the amount of 
erosion 
The amount of water in a 
stream has no affect on 
erosion or deposition 
Amount of water 
affects channel shape 
Amount of water influences 
the width of the stream 
If the amount of water in a 





affects erosion and/or 
deposition 
Less deposition occurs 
when the water is moving 
faster 
Water speed does not 







Smaller sediment travels 
farther in a stream before 
being deposited 
As the water slows down, 
smaller sediment settles 
before larger sediment  
 
Qualitative and Quantitative Analysis 
 Qualitative and quantitative analyses were conducted using the three sets of codes.  The 
conceptual relationship codes were used to categorize students based on the breadth and 
accuracy of the relationships they applied during the interview.  This was done by first 
determining how many of the six identified sets of relationships the student reasoned about 
accurately and inaccurately throughout the entire interview.  This analysis included the students’ 
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responses to the ten temporal system problems and also the unstructured content questions.  
Second, the relationships that were applied in response to each of the ten problems were 
analyzed to determine how frequently the students applied specific relationships and to what 
extent the students applied the identified relationships in combination with other identified 
relationships in response to a single problem.   
 This analysis also led to additional finer-grained qualitative analyses, for example if a 
student applied the relationship that erosion and deposition influences the stream channel in the 
same response as s/he applied the relationship that the stream channel influences erosion and 
deposition, this response was investigated to determine if the student had been reasoning about a 
feedback loop.   Additionally, all responses that included the influence of erosion and deposition 
on the stream channel were reanalyzed to characterize the sophistication of the students’ 
reasoning in terms of the concept of emergence.  
 The reasoning pattern and level of the system codes were first analyzed quantitatively to 
determine the relative frequency of each code overall, by problem, and by student.  The 
consistency of each student across the problems for both sets of codes was investigated by 
determining the percentage of their responses that fit each code.  Differences across the problems 
were investigated to identify potential characteristics of the problems which may have influenced 
students’ reasoning.  Chi-square analysis was conducted to determine if differences in the 
frequencies of reasoning patterns was significant, both for the aggregate data and across 
problems.    
 When it was determined that the codes related to the level of the system were closely 
associated with the problem, and that this set of codes did not seem to be informative in terms of 
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students, it was omitted from future analyses.  For the reasoning pattern codes, the initial 
quantitative analysis led to further investigations of the nature of the responses seen for both 
problems and students. In particular, more complex responses, those fitting the double chain or 
net patterns, were analyzed to determine to what extent these responses represented the 
application of normative relationships in the system, as opposed to complex patterns of reasoning 
that applied inaccurate or irrelevant content. 
 Development of student profiles.  
 Profiles were developed to group students based on commonalities related to the strength 
of their use of content and the sophistication of their reasoning.  This analysis included the 
content and reasoning codes described previously, as well as a fine-grained analysis of each 
interview to acquire as much additional information as possible about each student’s thinking.  
Next, a constant comparative approach was used to group students while articulating the specific 
criteria for each profile based on multiple variables.     
 In developing the criteria for the profiles, some variables related to content were 
weighted more than others.  Rather than placing equal weight on all six conceptual relationships, 
the main measure of content that was used was whether or not three key relationships in the 
system were applied: the influence of water speed on erosion and deposition, the influence of 
erosion and deposition on channel shape, and the influence of channel shape on erosion and 
deposition.  These relationships are central to understanding streams as systems and were also 
central to one or many of the problems.  The second content variable that was taken into 
consideration was the accuracy of the students’ statements about any conceptual relationship 
they articulated throughout the interview.   
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 A distinction was made between applying a conceptual relationship in a single context, 
which was considered an aspect of the content dimension, and consistently applying a conceptual 
relationship in multiple contexts, which was considered an aspect of the reasoning dimension. 
The consistency of students’ reasoning was even further divided to specify students who were 
highly consistent in their reasoning about multiple relationships.  This was considered more 
sophisticated as it indicated well-integrated and widely applicable reasoning.  The students’ 
reasoning patterns were also used as a measure of the sophistication of their reasoning.  More 
complex reasoning patterns (double chain or net) that involved normative relationships were 
considered evidence of sophisticated reasoning.     
 
Reliability 
 Coding schemes were developed with specific criteria for each code category.  These 
criteria were refined through a constant comparative process and then used to objectively 
characterize the data along multiple dimensions.  To determine the reliability of the coding 
schemes used in this study, inter-rater agreement was calculated by having an outside party code 
at least 20 percent of the data.  There was found to be an agreement of 85% for the conceptual 
relationship codes, kappa = 0.70, using 20% of the data.  There was found to be an 86.7% 
agreement between both coders for the reasoning pattern codes, kappa = 0.81, after two rounds 
of reliability that accounted for 30% of the data.   
 The inconsistencies were resolved through discussion.  One issue that arose during 
reliability for the conceptual relationship codes was in regard to what was meant by the 
directions in the coding scheme which stated, “Omissions or vague explanations do NOT count 
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as inaccurate understanding; the student must make a statement that is inaccurate.”  While it was 
clear that a statement such as “I don’t know” was an omission and not an inaccuracy, it was 
found that there was ambiguity in these directions for other types of responses.  To address this 
issue, the coding scheme was elaborated to clarify the distinction between an inaccuracy and an 
omission.  
 
Researcher Bias  
 During the planning, data collection, and analysis phases of this study, the researcher was 
concurrently working with the same classrooms on a larger project related to students’ reasoning 
around tabletop models.  This additional work with the students who participated in this study 
created the potential for biases.  The researcher also undertook this study with general 
assumptions about the nature of the students’ knowledge and reasoning abilities, having 
previously instructed students at the age-level of the participants following the same state 
curriculum.  These assumptions may have influenced the design of the instrument, analysis of 













 As stated previously, this study investigated variations in students’ systems thinking and 
the influence of content knowledge and contextual factors on this reasoning.  This chapter is 
organized by the three research questions stated in Chapter 1: 
1. What variations exist in the conceptual relationships that students apply when 
discussing a natural system? 
2. What variations exist in the patterns of reasoning that students use when 
responding to temporal system problems?  
3. What types of relationships exist between students’ content knowledge and how 
they reason about changes in a system over time? 
 
Research Question 1 
 What variations exist in the conceptual relationships that students apply when discussing 
a natural system? 
Finding #1: Variations were seen in the relationships within the system that students 
demonstrated while discussing their ideas about a stream system. 
 As described in Chapter 3, the interviews were coded for which of six identified 
relationships or sets of relationships within a stream system that the student applied, accurately 
and inaccurately, at least once throughout the interview (see Appendix E).  These included: (1) 
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the influence of slope/gradient on other aspects of the system, (2) the influence of the amount of 
water on other aspects of the system, (3) the influence of water speed on erosion and deposition, 
(4) the influence of sediment attributes on erosion and deposition, (5) the influence of erosion 
and deposition on the shape of the stream channel, and (6) the influence of the shape of the 
stream channel on erosion and deposition.  This analysis focused on the accuracy of the 
relationships between components and not on the students’ understanding of a component itself.  
 The overall frequency that each relationship was applied accurately and inaccurately was 
examined, as well as how these relationships were distributed across the problems, and in what 
combinations (see Appendix D).  The purpose of this analysis was primarily to determine the 
opportunities to apply each relationship throughout the interview and by problem, particularly 
for the relationships that were not explicitly prompted.  This analysis also provided a starting 
point for developing student profiles to inform the third research question. 
 1. Influence of slope/gradient: One set of relationships that was identified was the 
influence of the slope of the stream on other aspects of the stream, including the speed of the 
water or the occurrence of erosion and deposition.  The impact of slope was explicitly prompted 
in three problems.  This included the first problem of the interview, which specifically addressed 
the relationship of slope on water speed.  In response to this problem, all 30 students accurately 
applied this relationship.  For another three problems, the influence of slope could have 
potentially been applied based on a normative model of the system but the problems could also 
have been answered another way.  Overall, statements about the influence of slope were applied 
accurately for problems 1, 3, 5, 6, 7, 8 and 10.  This indicated that multiple problems provided 
the opportunity to apply this conceptual relationship. 
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 There were also instances when students stated relationships related to the impact of 
slope inaccurately, for example when Ethan said “if it was steep then it’d be quicker for like 
deposition to occur, quicker than a low slope” and when Samantha said “I don’t think the slope 
has anything to do with the way that the sediments are going to deposit, because even if the slope 
was high or low, it’s still going to deposit in its correct order.”  In total, six students described an 
impact of stream slope inaccurately at some point during their interview.  
 2. Influence of amount of water:  A second set of relationships that was identified was 
related to the influence of the amount of water on other aspects of the stream, specifically the 
speed of the water, the occurrence of erosion and deposition, and the shape of the stream 
channel.  This set of relationships was explicitly prompted in problem 9.  For this problem, 20 
students stated at least partially accurate ideas about an impact of the amount of water on another 
aspect of the stream, seven students stated at least partially inaccurate ideas about this set of 
relationships, and five students did not apply accurate or inaccurate ideas about this set of 
relationships.   
 This relationship set was also applied accurately for problems 2, 3, 6 and 8 and 
inaccurately for problems 2, 4, and 9.  For example, Grace accurately stated that “a high slope 
and a lot of water” might be causing erosion in a stream for problem 6.  Alternatively, Amanda 
inaccurately stated that flooding could have transported boulders and cut off part of a stream 
when explaining the formation of an oxbow lake in problem 4. 
 3. Influence of water speed:  A third relationship identified was the influence of water 
speed on erosion and deposition.  This relationship was not explicitly prompted by any specific 
problem but was relevant to most problems and is a central concept in understanding a stream 
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system.  This relationship was applied for all problems except problem 1.  For problems 3, 5, 6, 
7, and 8, ten or more students accurately applied this relationship.  For example, in response to 
the question 6, Nicole explained that if erosion is occurring, it might be because “the water that’s 
going really fast against the sides of the stream so it’s moving really fast.”  For question 8, 
Nicole explained that deposition in a certain part of the stream might be occurring because “the 
water that’s moving slowly on the inside curve [indicates diagram 1] of the river, causes the 
deposition and the pebbles and all that to be stopped [G] and like pushed up against the sides 
[G]…causes deposition.”   
 In total, 25 students applied this relationship at some point during their interview, and 22 
of these students applied this relationship along with at least one other identified relationship in 
response to one of the nine problems in which it was applied.  This often occurred as a chain of 
reasoning, for example reasoning about stream slope-water speed-occurrence of erosion and 
deposition, or the shape of the stream channel-water speed-occurrence of erosion and deposition.  
Only three out of 30 responses to both problems 2 and 4 included this relationship.  These 
problems addressed the influences on the stream channel shape and provided an opportunity for 
students to demonstrate reasoning about emergence.   
 In total, five students stated this relationship inaccurately during the interview.  This 
occurred in response to problems 7, 8, 9, and 10.  For example, Charlotte stated partially accurate 
and partially inaccurate reasoning about this relationship when she said “over here in the shape 
of stream [points to diagram 1] there will be more sediments will travel faster, so I think that will 
be more deposition and erosion occurring.”    
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 4. Influence of sediment attributes:  The influence of sediment attributes on erosion and 
deposition was another relationship that was identified.  In total, 18 students accurately applied 
this relationship, which was not explicitly prompted by any of the problems but was relevant to 
most of the problems.  For example, problem 7 asked students to reason about how the 
deposition of sediment into a lake might change if the slope of the stream entering the lake 
increased.  This problem prompted ten students to reason accurately about sediment attributes, 
the most of any problem.   
 Overall, accurate applications of the influence of sediment attributes was seen in 
responses to problems 2, 3, 5, 7, 8, 9, and 10.  This included mention of the influence of 
sediment size, shape, or density, and also less specific references to sediment attributes, such as 
the influence of “the kind of sediment” on the occurrence of erosion and deposition.  Seven 
students inaccurately applied this relationship, including for problems 3, 6, 7, and 9.    
 Most of the students who applied this relationship accurately, 12 out of 18 students, gave 
responses during the interview that combined reasoning about this relationship with other 
identified relationships.  This included responses to all seven of the problems that prompted 
application of this relationship, and included combinations with all of the other identified sets of 
relationships.  For example, when Matthew was responding to problem 9 about the effect of 
increasing the amount of water in a stream, he connected the relationship between water speed 
and the occurrence of erosion and deposition with the intervening influence of sediment size:  
The amount of erosion it would cause, there would be more erosion, it would go- 
the water would be going faster, and the size of the sediments would be getting 




 5. Influence of erosion and deposition:  The fifth relationship involved the influence of 
erosion and deposition on channel shape. This broad category encompasses part of the process of 
emergence that occurs over time in a stream system, one feature of this system that qualifies it as 
a complex system.  Captured in this category included a student who simply stated that erosion 
would wear away the shoreline of a stream.  Also captured in this category were more 
sophisticated responses, such as those that included the movement and settling of sediment that 
together result in the macro-level evolution of the shape of the channel and the creation of 
formations such as meanders, point bars, and oxbow lakes.  This relationship was most relevant 
to problems 2 and 4, which asked students to explain the causes of changes in the shape of a 
stream channel over time.  For example, in response to problem 2, James gave a relatively 
unsophisticated explanation that only included the role of erosion, not deposition: 
James: It could (the shape of a stream could change), like if the water is pushing 
on the sides [G], like it’ll open up a little more and the mud will fall off the sides 
[G] and make it more open [G].   
  
 In response to problem 4, Lauren gave a relatively more sophisticated explanation that 
included influences of both erosion and deposition.  In her response, she implies how the 
combination of these two processes influences the shape of the stream channel: 
Lauren: Deposition would occur on the inside of the meanders and erosion would 
occur on the outside, so as it’s moving over [G] some of the parts would get cut 
off [G], like by a build up [G] sometimes, and then it would create that [points to 
diagram]. 
  
 Five students did not apply accurate reasoning about this relationship at any level of 
sophistication, and ten students applied inaccurate reasoning about this relationship in response 
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to problems 2 and 4.  For example, in response to problem 4, Lily reasoned that the oxbow lake 
was moved over to the side by erosion, causing the illustrated change in channel shape: 
Lily: Is it erosion?  That took this piece over and put it down over here? [points to 
meander in diagram 1, then oxbow lake in diagram 2]   
I: Where do you think erosion occurred?   
S: Here [points to meander].   
I: I see, so right at the bend? Ok. 
  
 6. Influence of channel shape:  The last set of relationships that was identified was 
related to the influence of channel shape on other aspects of the stream, including the speed of 
the water and the occurrence of erosion and deposition.  Combined with the previous relationship 
about the influence of erosion and deposition on channel shape, this aspect of a stream system 
represents part of a feedback loop, in which the macro-level both emerges from and constrains 
the micro-level.  The influence of channel shape was explicitly prompted in problem 10.  In 
response to this problem, 22 students accurately applied this set of relationships and 4 students 
inaccurately applied this relationship.  In total, 23 students accurately applied this relationship, 
including in response to problems 3, 4, 5, 6, 8, and 10, and six students inaccurately applied this 
relationship, including in response to problems 6 and 10.   
 Two students showed evidence of reasoning about a feedback loop by reasoning about 
the influence of channel shape on erosion and deposition in combination with reasoning about 
the influence of erosion and deposition on channel shape.  For example, in response to problem 
6, Lauren described the influence of channel shape on the occurrence of erosion by explaining 
that the outside of a meander causes erosion because the water speed increases in that portion of 
the stream.  She then continued to reason about how this occurrence of erosion would influence 
the channel shape: 
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Lauren: In like a meander, when it on a river, when it curves [G], it erodes part of 
it [G], it erodes the outside [G] of the meander, it erodes it away [G], because the 
velocity of the water increases there [G], so it pushed to the side [G] and it makes 
it open up more [G].   
  
 In response to problem 4, Samantha articulated portions of a complete feedback loop 
when she attributed the changes in the stream channel to the presence of a meander.  Samantha 
did not articulate specifically how erosion could have caused the change in stream shape that she 
saw in the diagrams, but she affirmed that this change has to do with the presence of the 
meander, which causes erosion:   
Samantha: Does it have anything to do with the meander? 
I: I can’t tell you.  Do you think it has to do with the meander? 
Samantha: I think so. 
I: What do you think, uh, why do you think that matters? 
Samantha: Because, that’s where erosion happens, as it curves around the sides 
[G], that’s where it picks up all the sediments, so if it didn’t go there. Something, 
it has something to do with right here where it didn’t go, that’s what I know I just 
don’t know how to explain it.  I don’t know how to explain it but it’s like I have a 
feeling that it has to do with that, but it’s like the words are not coming out right 
now. 
  
 For several other students it was difficult to determine if they were reasoning about the 
influence of channel shape on the occurrence of erosion and deposition, or just identifying the 
location in the channel where these processes occur without intending to suggest causality.  This 
made it difficult to determine if these students were reasoning about a feedback loop.  For 
example, Sarah gave a detailed and primarily accurate description of how the channel shape 
changes but never explicitly stated that the shape of the channel caused the water speed change 
or the erosion: 
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Sarah: Yes, the insides of the curve, that’s where it’s flowing the fastest, so it’s 
going to get eroded away there [gestures rubbing motion with one hand on table], 
and create more (water) on that side, and the outside is going the slowest so the 
larger sediments are going to start getting deposited there, so that will kind of get 
smaller [slight movement of one hand]. 
 
Finding #2: Students showed differences in the range of relationships that they applied 
throughout the interview.  
 Analysis showed variation across students in the number of relationships within a stream 
system that they applied during the interview and specifically which relationships they applied.  
The analysis revealed that students could be delineated into those that accurately applied all six, 
five, four, three, or two of the identified sets of relationships at some point during the interview 
(Table 4.1).  The ten students who applied all of the identified relationships were students of all 
four of the participating teachers.  Distinctions could also be made between students by the 
number of identified relationships that they applied inaccurately at least once during their 
interview (Table 4.2).   
Table 4.1 
Distribution of Students by Number of Accurate Applied Relationships 















Note. Number of relationships refers to sets of relationships (maximum = 6), not individual relationships 






Table 4.2   
Distribution of Students by Number of Inaccurate Applied Relationships 
















Note. Number of relationships refers to sets of relationships (maximum = 6), not individual relationships 
within each set.   
  
 As mentioned, some relationships were explicitly prompted by one or more problems 
while others were relevant to potential solutions of problems but not explicitly prompted.  The 
relationship sets that were explicitly prompted included: (a) the influence of slope on other 
aspects of the stream (b) the influence of the amount of water on other aspects of the stream, and 
(c) the influence of the shape of the stream on other aspects of the stream.  The relationships that 
were not explicitly prompted, but were relevant to multiple problems included: (a) the influence 
of water speed on erosion and deposition, (b) the influence of sediment attributes on erosion and 
deposition, and (c) the influence of erosion and deposition on channel shape.   
 Analysis of both groups of relationships indicated a slightly higher frequency of 
relationships applied that were explicitly prompted versus those that were not prompted.  A 
majority of students, 17 in total, applied the same number of prompted as unprompted 
relationships.  Eight of the remaining students applied more prompted than unprompted 
relationships.  Overall, the relationship that was most frequently applied in an accurate way was 
the influence of the stream slope on other aspects of the stream, an explicitly prompted 
relationship (Table 4.3).  The relationship that was most frequently applied in an inaccurate way 
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was the influence of erosion and deposition on channel shape (Table 4.4).  This relationship was 
not explicitly prompted by one of the problems but was relevant to several problems. 
Table 4.3 





(1) Stream slope influences other aspects of stream 30 Prompted 
(5) Erosion and deposition influence channel shape 25 Unprompted 
(3) Water speed influences erosion and deposition 25 Unprompted 
(6) Channel shape influences erosion and deposition 23 Prompted 
(2) Amount of water influences other aspects of stream 22 Prompted 
(4) Sediment attributes influence erosion and deposition 18 Unprompted 
  
Table 4.4 





(5) Erosion and deposition influence channel shape 10 Unprompted 
(2) Amount of water influences other aspects of stream 9 Prompted 
(4) Sediment attributes influence erosion and deposition 7 Unprompted 
(1) Stream slope influences other aspects of stream 6 Prompted 
(6) Channel shape influences erosion and deposition 6 Prompted 
(3) Water speed influences erosion and deposition 5 Unprompted 
 
 In summary, this analysis explored research question 1 and showed that the interview 
provided opportunities for students to apply a range of stream system relationships.  Some of 
these relationships, such as the influence of water speed on erosion and deposition, were applied 
more widely across the problems than other relationships, such as the influence of sediment 
attributes on erosion and deposition. One third (33.3%) of students applied all six identified 
relationships accurately at least once, including students from all four classrooms. Additionally, 
nearly one third (30%) did not apply any of the identified relationships inaccurately.   
69 
 
 The open-ended design of many of the problems allowed students flexibility in terms of 
the specific relationships that were applied.  The data supports this assertion and shows that there 
was wide variation in content application for many of the problems.  Also, the data indicates that 
the relationships that were explicitly prompted in the problems were not applied substantially 
more frequently than those that were relevant to problems but not explicitly prompted.  
 This analysis also allows characterization of students, with the caveat that for certain 
problems a student may have omitted one relationship because they responded by applying a 
different relationship.  Therefore, the categorization of students by the number of relationships 
that were applied served as only a preliminary measurement of students’ strength of content.  
Further analysis for research question 3 weighed relationships that were central to understanding 
a stream system more heavily in characterizing strength of content.  The application of 
inaccurate reasoning was also used as a preliminary measure to categorize students, with the 
understanding that some students may have demonstrated less inaccurate reasoning by avoiding 
reasoning about certain relationships or by providing fewer statements in general about 
relationships in the system.   This point was also taken into consideration in the development of 
student profiles for the third research question. 
 
Research Question 2 
 What variations exist in the patterns of reasoning that students use when responding to 
temporal system problems? 
Finding: Five categories of responses were identified based on the reasoning patterns that 
students demonstrated, with variations existing within each category.  
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 As mentioned in Chapter 3, each response to the ten problems was coded for the pattern 
of the students’ reasoning (see Appendix C).  That is, reasoning about a single cause and effect 
was considered a single, reasoning about multiple independent causes or effects was a double, 
reasoning about a sequence was a chain, reasoning about a combination of multiple causes or 
effects and at least one sequence was considered a double chain, and reasoning about the 
combined effect of multiple causal factors was considered net.  The aggregate data from all 
problems was analyzed to determine the overall proportion of students’ responses in each 
reasoning pattern category (Table 4.5).  Chi-square analysis indicated the differences between 
reasoning pattern categories was significant, χ² (4, N = 281) = 110.9, p < .005. 
Table 4.5 
Aggregate Reasoning Pattern Data 
Single Chain Double Double 
Chain 
















 Analysis of students’ reasoning patterns by problem is shown in Figure 4.1.  The 
students’ responses for nearly half of the problems (problems 2, 4, 5, and 7) showed a higher 
proportion of more complex reasoning such as chains, double chains, and net reasoning, while 
the other problems (problems 1, 3, 6, 8, 9, and 10) primarily prompted responses categorized as 
single, which only identified a single direct cause of a given effect or effect of a given cause.  
Chi-square analysis indicated the difference in complex reasoning (chains, double chains, and 
net) between the two sets of problems was significant, χ² (1, N = 281) = 10.78, p < .005.  The 
difference in the use of a single pattern between the two sets of problems was also significant, χ² 
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(1, N = 281) = 8.9, p < .005.  These trends suggested that different problems may have prompted 
different kinds of reasoning about changes in the system over time.    
 
 
Figure 4.1   Variations in Reasoning Patterns by Problem 
 
 
 Reasoning pattern “single”.  
 The most frequent type of response fit the pattern of single.  In these responses, students 
identified one cause of a given effect in the system or one effect of a given cause.  For example, 
students stated that a higher slope would cause the stream to move faster, or that particle size 
would influence how far sediment would travel in a stream before depositing, or that water 
moving against the side of a stream channel would cause erosion.  This pattern was seen in 108 
out of 300 responses (36.0%) and included responses from all ten problems.     
 The determination that a student had identified a single cause and effect was based on the 
semantic information contained in their response.  If a student described the same relationship in 
two different ways, this did not impact the categorization of the response.  For example, when 
Karen was predicting what might change in a stream if the slope decreased, her response was 
considered a single even though she described two variations of the relationship between stream 
slope and water speed:  
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Karen: Yes, the speed of the water would change.   
I: How would it change? 
Karen: Depending on if the slope, if the slope increased or decreased it would 
either go faster or slower. 
  
 Similarly, when Jennifer described the possible cause of a lot of deposition occurring in a 
certain area of a stream, her response was considered a single even though she repeated that 
erosion upstream caused deposition downstream:      
Jennifer: Well, I guess that somewhere further up [G] or along the side [G] it was 
erosion [G] that occurred so once there’s erosion then there must be deposition in 
another place [G].  So I’m just assuming it was erosion [G] at a different place 
and then it was deposited there. 
  
  Of all of the reasoning patterns, single was used the most consistently by the greatest 
number of students.  That is, six students demonstrated a single pattern of reasoning for more 
than half (between 60-90%) of their responses.  In all, eight students demonstrated responses that 
fit the pattern of single or zero for more than half of their responses.  The two additional students 
in this group gave responses that fit the pattern of either single or zero for 70-100% of their 
responses.  Among the 22 students who did not fit into this group, those who did not consistently 
give responses that were single or zero, the most common problems for which they did receive a 
single was problems 1 and 10.   
 Problem 1 generated single responses from 15 of the 22 students who responded in more 
complex ways for more than half of the problems, and generated single responses from 73% of 
students overall.  This was the most restrictive problem posed to students.  That is, there was 
essentially only one appropriate response: that the slope of stream directly affects the speed of 
the water.   Therefore, a reasoning pattern of single was the most appropriate type of response.  
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 Problem 10 generated single responses from 10 of the 22 students who responded in more 
complex ways for most problems, and generated single or zero from 50% of students overall.   
This problem prompted students to think about how the channel shape, a macro-level feature of 
the system, might influence the rest of the system.  This problem involved reasoning about how 
the macro-level might influence and constrain actions at the micro-level, a known difficulty in 
thinking about complex systems (Jacobson, 2001; Raia, 2008).  The data suggests that the 
students with single responses typically identified one single aspect of the system that they felt 
would be directly affected by the channel shape, such as the water speed or erosion or deposition.  
These students did not reason about more than one single effect.  Common student responses to 
this question sounded like: 
 “The shape of the stream, I guess, controls how much deposition there is on the coastline, 
and yeah that’s it.” 
 “It affects like the erosion of what it picks up to bring down the stream…if it has 
meanders it’ll pick up stuff and bring it.” 
 “Well, if it was, like a curvy stream, the current would be slower.” 
 Reasoning pattern “chain”. 
 Another common response pattern seen in the data was a chain.  In total, 84 out of 300 
responses (28%) fit this pattern, including responses to all ten problems.  Nearly all responses 
that fit this pattern took the form of a causal chain; however the criterion for a chain was only 
that the student articulated at least three successive steps.  A challenge to determining if a 
response fit the pattern of a chain was distinguishing which aspects of the students’ statements 
counted as different “steps.”  A step was defined as any successive event or change in a variable 
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in the system that the student articulated, however small or inconsequential.  For example, when 
Katherine was explaining what would happen if the slope of a stream decreased, she gave a 
response that was considered to have three successive steps: steeper/lower slope, faster/slower 
water, faster/slower erosion: 
 Katherine: …Because if the stream flows faster everything gets eroded more and 
if the stream is steeper [G] the sediments will fall down faster [G] which makes it 
erode, and if the slope was slower it wouldn’t erode as fast, like not a lot of 




 A response that included non-causal steps, but was still considered a chain, was given by 
Jennifer when describing how increasing the slope of a stream before it reaches a lake might 
influence the deposition of sediments in the lake.   Jennifer stated that the slope would cause the 
sediment to travel further into the lake and then the “sediments would deposit [G] in the same 
way, the smaller ones first [G] and then the larger ones.”  In this response, the three successive 
steps are that the increased slope causes sediment to travel farther in to the lake, then the smaller 
particles deposit and then the larger particles deposit.  
 Responses could also be characterized as chain if the student continued his/her line of 
reasoning following certain follow-up prompts from the interviewer, such as “how would that 
change?”, “anything else?”, and “how do you know?” Prompts by the interviewer that were more 
specific or leading than these were treated as content questions in the coding and analysis.  In 
some cases, responses that would have been considered single or double became chain as a result 
of the students’ clarification after a follow-up prompt.  For example, when describing what else 




Taylor: The speed of the stream, how, the distance of the sediments. 
I: How would the distance change and the speed change? 
Taylor: Well, since the slope was decreased the water’s not moving downhill [G] 
as fast as it would so sediments wouldn’t be being brought down [G] as fast as if 
the stream was… 
 
 
 Two students demonstrated chain reasoning patterns for more than 50% of their 
responses. These two students gave chain responses for 6-7 of the ten problems.  The chain 
reasoning pattern was demonstrated most frequently for problems 5 and 7, in which it accounted 
for 43.3% and 50% of the total responses to those questions, respectively.  Both of these 
problems prompted students to reason about the influence of stream slope on other aspects of the 
system.   
 Reasoning pattern “double”. 
 One response pattern that emerged from the data as a distinct category was double.  
Responses characterized as double were statements of more than one influence that had the same 
direct effect or statements of more than one direct effect with the same cause.  This response 
pattern fit 46 out of 300 responses (15.3%) and included responses from all ten problems.  This 
pattern was seen most prevalently in problems 2, 3, 5, 6, 8, 9, and 10, in which it accounted for 
16.6%-23.3% of the total responses to each question.   
 Determining that a response fit the pattern of double required identifying that the student 
was describing two different causes, or two different effects, and not variations of the same 
relationship, which would be a single.  The majority of these responses included clearly separate 
variables or events.  For example, when describing what might be causing erosion in a certain 
section of a stream, Grace stated, “a high slope and a lot of water,” and when explaining what 
else might change if the slope of a stream decreased, Mary stated “the speed of the water, the 
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amount of particles that can be moved, and what particles can be moved.”  In some cases, the 
students identified two variables of the system that were only slightly distinct, for example when 
Grace identified two aspects of the shape of a stream channel that influence the movement of the 
water, saying, “depending on how wide or depending on how it is turned.”  Identifying a double 
also required determining that the student was not describing variables or events that occurred 
sequentially, which would be a chain.  For example, when Katherine said that increasing the 
slope would mean that “the water would go faster and the sediments would go faster too”, it was 
determined that she did not state that faster water would cause sediment to go faster. 
 Reasoning pattern “double chain”. 
 Another response pattern that emerged from the data was a double chain.  This pattern is 
a combination of a double and a chain and included the combined criteria of these other codes.  
The double chain response pattern accounted for 33 out of 300 responses (11%) and was found 
in responses to eight out of the ten problems, excluding problems 1 and 7.  The logical variations 
within this category that were seen in the data are shown schematically in Figure 4.2.  Overall, 
24 out of these 33 responses (72.7%) involved reasoning about multiple causal factors with the 
same effect (variations CE1, CE2, and CE3 in Figure 4.2) and 9 out of 33 (27.3%) involved 





















 The highest proportion of responses to any one problem that were double chain occurred 
in problem 3.  This problem was designed to be a retrospection problem, in which the student 
was prompted to reason about past conditions that could have led to the current state by 
reasoning about what could be changed about a stream to make sediment travel farther.  Ten 
students (33.3%) gave responses to this problem that fit the double chain pattern.  These 
responses all involved reasoning about multiple causal factors with the same outcome: sediment 
traveling farther.  Students identified many factors they would change to cause sediment to travel 
further including decreasing the particle size, increasing the slope, making the water faster, 
adding more water, and making the channel straighter.  For example, William said to “put more 
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water in the stream” or make it a “higher slope” and explained that these would both make the 
“water go faster” which “might bring the sediments more farther.”   
 Double chain responses that involved a common effect occurred in response to problems 
2, 3, 4, 6, 8, and 10.  Double chain responses with a common cause occurred in problems 2, 5, 6, 
9, and 10.  For example, when explaining what else about a stream might change if the amount 
of water entering the stream increased, Emma stated: 
Emma: Maybe the stream would go, no, maybe the stream would be flooded, 
maybe changing its shape a little bit.  I don’t really think it would go faster, I 
mean it might go a little bit faster because the big amount of water that’s being 
added can move the sediments and so then that can like increase or decrease the 
slope, increase probably. 
  
 Emma’s response contains two chains, both sharing the initial step of the amount of 
water increasing.  According to Emma, increasing the amount of water entering a stream both 
changes the shape of the stream channel by flooding (chain) and erodes sediment causing the 
slope to increase, thus increasing the speed of the water (chain).  Like some of the chain 
responses,  double chain responses such as this one required piecing together the sequential steps 
using keywords such as “because” and “then.”   
 Reasoning pattern “net”. 
 The least frequent code was net, assigned to 10 out of 300 responses (3.3%).  A response 
was categorized as net when the student stated multiple causal factors and indicated a net effect 
or effects that resulted specifically from the combination of these causal factors.  In all, 9 out of 
the 10 (90%) responses that fit the net pattern involved reasoning about erosion on one side of a 
stream and deposition on the other, which together changes the shape of the stream.  These 
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responses occurred in problems 2, 4, and 6.  For example, when describing how the shape of a 
stream might change over time, Danny stated: 
Danny: Yes, because there’s more erosion and as the stream gets older, there’s 
erosion and deposition.  Erosion outside the meander and deposition inside the 
meanders, so the meanders become like more defined.  So if it (the stream) was 
just like straight [gesture] then it becomes like curves [gesture] and becomes like 
more [gesture] as time goes on. 
  
 Danny reasoned that erosion in combination with deposition yields the development of 
meanders in a stream.  Therefore, this student was stating multiple causal factors and indicating 
effects that result from the combination of these causal factors and not each causal factor 
individually.  Specifically, meanders becoming “more defined” or curved, results from a 
combination of the two specified causal factors, erosion and deposition, and not either 
individually.   
 Summary of reasoning patterns. 
 The interview elicited a variety of patterns of reasoning across the problems, including 
some instances of net reasoning.  If it is assumed that the relative proportion of the various 
reasoning patterns are indications of the comparative difficulty for students, then the data 
supports the proposed hierarchy between single, chain, and net patterns of reasoning.  Based on 
the same assumptions, the data indicates that a double pattern of reasoning was more difficult 
than a single or a chain.  Unsurprisingly, the data indicated that the double chain category was 
more difficult than a double or chain and less difficult than a net reasoning pattern.  However, 
these findings must be viewed in light of indications that certain problems prompted different 




 The only response patterns that were demonstrated with any degree of consistency across 
problems by individual students were single and chain.  More complex patterns of reasoning 
seemed to be more dependent on the problem or the aspect of the system about which the student 
chose to discuss.  This is supported by the data which shows that the most complex response 
patterns of double chain and net were not apparent across all problems.  Net reasoning was 
demonstrated in response to only three out of ten problems while double chain occurred in 
response to eight problems. 
 
Research Question 3 
 What types of relationships exist between students’ content knowledge and how they 
reason about changes in a system over time? 
Finding:  Four student profiles characterize the reasoning and content application of the majority 
of students in this study. 
 For the temporal system problems posed to students during the interview, high quality 
responses required complex reasoning using normative understanding of relationships within the 
system.  Students needed not only knowledge of streams, but the ability to apply and integrate 
this knowledge appropriately for each situation.  While informative for some aspects of the 
students’ reasoning, the analysis of students’ application of relationships to explain the stream 
system does not take into account the fact that some of the described relationships were more 
central to reasoning about a stream than others; nor does it account for the sophistication of the 
ways that students reasoned about these relationships.  On the other hand, the analysis of the 
pattern of students’ responses indicates the complexity of the patterns in their reasoning, but is 
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limited in that it does not indicate the accuracy of students’ reasoning.  To address these 
individual limitations of the prior analyses, these results were further investigated together along 
with a finer-grained qualitative analysis of responses.   
 This more holistic analysis suggested that students could be grouped based on a 
combination of variables, including the extent to which they applied the most important 
relationships in the system, the accuracy of their statements about those relationships, and the 
sophistication of their reasoning (e.g. the consistency of their knowledge application or the 
prevalence of conceptually accurate double chain and net responses).  As explained in Chapter 3, 
the identification of conceptually accurate double chain and net responses was conducted to 
address the issue that more complex responses did not always equate to better responses.  
 This analysis indicated that the majority of students fell into one of four profiles: students 
with strong content and sophisticated reasoning, students with above average content and 
average reasoning, students with average content and above average reasoning, and students with 
very limited content and poor reasoning (Figure 4.3).  Chi-square analysis indicates there was no 
significant difference in the proportion of students in each of the four profiles, χ² (3, N = 21) = 








Figure 4.3. Profiles of Students 
 
 
 Student profile #1: High content and sophisticated reasoning. 
 Nine students fit the profile of “high content and sophisticated reasoning”.  These 
students demonstrated four main similarities: (a) demonstration of three key relationships, (b) 
highly consistent application of the relationship between water speed and erosion and deposition, 
(c) only a few inaccurate statements about the investigated relationships, and (d) use of 
sophisticated reasoning.    
 Similarity #1: Demonstration of three key relationships. A stream is a dynamic complex 
system because of the macro-level properties that emerge from simple micro-level interactions 
and the ways that the macro-level constrains these micro-level actions.  Of the six identified sets 
of relationships, three are most central to these aspects of a stream system: the influence of water 
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speed on erosion and deposition, the influence of erosion and deposition on the shape of the 
stream, and the influence of the shape of the stream on erosion and deposition.  All of the 
students who fit this profile applied these three relationships at some level of sophistication at 
some point during their interview.  For the relationships related to the effect that erosion and 
deposition have on the shape of the channel (which showed the greatest variation in accurate 
responses of any of the identified relationships), these students demonstrated this relationship by 
at least saying that changes at the macro-level, such as the formation of a meander or the 
widening or narrowing of a portion of the shoreline, was due to “erosion” or “deposition”, even 
if they did not elaborate on or explain these processes.  For example, Lauren provides an 
explanation of macro-level features that involves erosion: 
Lauren: Yeah, because sediments are being carried down [G], and while they, 
like, bang on the bottom [G] of the ocean floor and the sides [G], it wears it down 
and it erodes it away [G] and it makes it like deeper [G], and more like, it makes it 
wider and deeper [G]. 
 
 Similarity #2: Highly consistent application of the relationship between water speed and 
erosion and deposition:  Of all the identified relationships, the relationship between water speed 
and erosion and deposition was relevant to the greatest number of problems.  This is because all 
of the problems (except problem 1) asked students to consider multiple variables in a stream that 
influence the speed of the water, and addressed many changes in a stream system which can be 
explained by variations in the speed of the water and correspondingly its carrying capacity.  The 
students in this profile applied accurate reasoning about this relationship for between four and 
nine of the ten problems, and never reasoned inaccurately about this relationship.  A student’s 
use of a specific relationship was considered “highly consistent” if it was applied at least four 
times during the interview.  This threshold was based on a comparison across the sample which 
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showed that slightly more than half of students (53.3%) never applied any relationship this 
consistently.   
For example, Katherine was very consistent in applying the water speed - erosion and 
deposition relationship.  When explaining what she would change about a stream to make 
sediment travel farther she said “I would change the speed because if the stream changes to a 
slower speed, then the sediments won’t move as fast and they will (not) be eroded…[inaudible], 
and if it was faster they would maybe flow more downstream and more likely to be eroded.”  At 
another point in the interview, she states, “it travels slower… [inaudible] which makes the 
sediment less likely to travel.”  When explaining what would happen if the slope of a stream 
decreased, Katherine said “If the slope decreased then the sediments would erode not quickly, it 
wouldn’t erode quickly then it would if the stream’s going faster…Because if the stream flows 
faster everything gets eroded more and if the stream is steeper [G] the sediments will fall down 
faster [G] which makes it erode, and if the slope was slower it wouldn’t erode as fast, like not a 
lot of sediments would go down quickly.”  Katherine also showed consistent reasoning about the 
relationship between water speed and erosion and deposition when explaining the influence of 
channel shape: 
… (it would be) faster here [points to outside of bend] and slower here [points to 
inside of bend]… then there’d be more erosion here [points to outside of bend] 
and deposition here [points to inside of bend] and it travels faster on the outside 
and so…[inaudible]. 
 
 Katherine seemed to adapt her understanding of this relationship when she reasoned 
about how deposition would be affected if the stream was never going fast enough for erosion to 
85 
 
occur in the first place when she states: “If the stream was falling faster there’d be more erosion 
which (means more) deposition, if the stream was going slower there’d be less deposition.”  
 Similarity #3:  Few inaccurate statements about identified relationships: The students 
who fit this profile made inaccurate statements about no more than one of the identified 
relationships.  Seven of the students who fit this profile did not make any inaccurate statements 
about these relationships while the remaining two reasoned inaccurately about the influence of 
sediment attributes or slope on erosion and deposition.   
 Similarity #4: Use of sophisticated reasoning: The kinds of reasoning that were 
considered most sophisticated included highly consistent applications of multiple relationships 
throughout the interview and conceptually accurate double chain or net responses.  All of the 
students who fit this profile demonstrated at least one of these kinds of reasoning and some 
demonstrated other forms of sophisticated reasoning as well.   
 As mentioned, all of the students who fit this profile applied the water speed-erosion and 
deposition relationship at least four times, therefore showing “high consistency”.  In addition, 
some applied multiple relationships at least four times, often integrating these relationships in 
response to a single problem.  For example, Danny applied three relationships to four problems 
each, and in three of these responses these relationships were applied in combination.  This 
included the relationship between water speed and erosion or deposition, the relationship 
between sediment size and erosion or deposition, and the relationship between slope and water 
speed.  Danny stated that to make sediment travel farther he would “decrease the particle size of 
the sediments, and maybe increase the slope of the stream [G], so that means it will travel faster 
[G] and it will travel farther [G]”.  Danny continued to apply these relationships consistently 
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when he said that if the slope of a stream decreased the result would be that “the velocity of the 
stream might change, it might decrease.  Like, if the slope increases [G], it increases [G] but if 
the slope decreases [G] the velocity will decrease [G]”, and then continued, “The particle size 
that could be carried because if it’s at a higher velocity [G], the particle size is more likely to be 
carried [G] than if it’s at a low velocity, because if it’s at a lower velocity, that’s when it gets 
deposited [G]”. 
 In addition, most of the students who fit this profile (88.9%) had at least one response 
that fit the pattern of double chain or net that involved accurate relationships in the system.  For 
example, Lauren demonstrated accurate and complex reasoning when she described what else 
would change in a stream if the gradient decreased: 
Lauren: The water velocity would decrease and the larger sediments would start 
to deposit and like not be… [Pause] 
Interviewer: Ok, anything else? 
Lauren: I don’t- oh, um runoff, I think.  I don’t know if that counts, but the 
amount of water that would be transferred, it would have more time to soak into 
the ground [G], so I don’t know if that’s part of it, but... 
   
 In this response, using a double chain pattern of reasoning, Lauren identified a chain of 
reasoning that was common among the students, that the slope of the stream influences the speed 
of the water, which in turn, influences the occurrence of erosion or deposition.  However, in 
addition, Lauren identified another chain of events in which the slower moving water would 
allow water “more time to soak into the ground” influencing (and presumably decreasing) the 
occurrence of runoff.  In this way, Lauren showed beginning signs of reasoning about multiple 
effects across the system of a single disturbance or condition.      
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 Some of the students who fit this profile demonstrated other kinds of sophisticated 
reasoning as well.  For example, one of the students who demonstrated explicit reasoning about a 
feedback loop in the system was Lauren, who was included in this profile.  As mentioned, in 
response to problem 6, Lauren described how channel shape influences the occurrence of erosion 
by influencing the speed of the water.  She then explained how this occurrence of erosion would 
influence the channel shape.  Lauren also demonstrated conceptually accurate net and double 
chain responses.  
 Another student, Sarah, when describing what might have led to deposition in a certain 
location in a stream, applied multiple relationships and reasoned relatively far in the “forward” 
temporal direction of the system by relating stream velocity, sediment size, and direction of 
stream flow: 
Sarah: The stream velocity, very slow so the larger particles and maybe even the 
smaller ones depending on how slow it’s going wouldn’t have been able to be 
carried anymore so the stream just dropped them to the bottom, so then the water, 
since there’s more land piling up the water can’t flow there anymore. 
  
 In this chain of reasoning, Sarah integrated the relationship between water speed and 
erosion and deposition with the relationship between sediment size and erosion and deposition 
by acknowledging that there are water speeds in which only small particles can be carried and 
water speeds in which even small particles will deposit.  Then Sarah anticipated changes in 
stream flow that might result from “more land piling up.”  Responses of students across the 
interviews rarely extended from the micro-level relationships involving water and sediment to 
the macro-level effects of these patterns over time.  Therefore this response involved bridging 
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from the micro- to macro-level unprompted and also reasoning relatively farther in the forward 
temporal direction than most others.    
 In summary, nine out of 30 students (30%) fit into the first profile.  These students shared 
the commonalities that they demonstrated accurate reasoning about the three key relationships at 
some level of sophistication, they reasoned about the relationship between water speed and 
erosion and deposition accurately at least four times and never inaccurately, they did not reason 
about more than one relationship inaccurately, and they demonstrated some form of sophisticated 
reasoning.  The students who fit this profile demonstrated both broad and accurate content and 
the ability to reason about this content consistently and in sophisticated ways. 
     Deviations from student profile #1.  
 Seven students fit more closely with profile 1 than any of the other profiles.  However, 
each of these students missed an aspect of the criteria of profile 1, as summarized in Table 4.6. 
These students deviated from profile 1 in terms of the consistency of their reasoning about the 
water speed-erosion and deposition relationship or the overall accuracy of their statements. On 
the other hand, these students all showed some form of sophisticated reasoning, a characteristic 
not seen in any profiles other than profile 1.   
Table 4.6 
Summary of Deviations from Student Profile 1 
Category Description Student(s) 
1 Inconsistent Reasoning about the Water Speed-
Erosion and Deposition Relationship 
Samantha, John, Charlotte, Grace 










 For example, Samantha demonstrated all three key relationships and showed only one 
inaccuracy.  She also showed some evidence of reasoning about a feedback loop in the system by 
describing how channel shape influences erosion and deposition which in turn influence the 
channel shape.  While many other students applied these relationships separately, it was 
uncommon for a student to integrate these relationships in a single response to a problem, as 
Samantha did.  However, Samantha did not apply any single relationship more than twice during 
the interview, including the water speed- erosion and deposition relationship.  She also did not 
demonstrate other forms of sophisticated reasoning such as net reasoning or double chain 
responses that involved normative relationships.  
  Another example is Victoria, who demonstrated five of the identified relationships, 
including all three key relationships.  She accurately and consistently applied the water speed-
erosion and deposition relationship on seven problems and never applied this relationship 
inaccurately. She also demonstrated two responses fitting the double chain pattern that included 
all normative relationships.  However, she applied three of the six identified relationships 
inaccurately at some point in the interview. 
 In summary, seven students (23.3%) deviated slightly from the characteristics associated 
with profile 1.  These students demonstrated all three key relationships and some form of 
sophisticated reasoning.  However, these students displayed deviations in either or both the 
consistency of their reasoning about the water speed-erosion and deposition relationship and the 





 Student profile #2: Above average content and average reasoning. 
 The students who fit this profile shared two similarities: (a) they demonstrated the two 
key relationships related to the macro-level of the system, and (b) they demonstrated difficulty 
applying the relationship between water speed and erosion and deposition. The four students who 
fit this profile all demonstrated between five and six of the identified relationships at least once 
during the interview.   
 Similarity #1:  Demonstration of relationships related to the macro-level: All of the 
students who fit this profile demonstrated, at some level of sophistication, an understanding of 
both how the shape of a stream channel is influenced by, and how it constrains, the processes of 
erosion and deposition. Some of these students explicitly linked the micro-level component of 
sediment to macro-level features, while others only ever referred to the processes of erosion and 
deposition, which could represent thinking at either the micro- or macro-levels.  
 For example, Jennifer showed accurate but unsophisticated reasoning about how erosion 
and deposition influence the shape of a channel.  This reasoning was entirely at the macro-level 
without any mention of sediment.  She demonstrated both accurate and inaccurate reasoning 
about this relationship.  Jennifer also demonstrated accurate reasoning about the influence of 
channel shape on erosion and deposition by explaining that the shape influences the speed of the 
water. 
 Similarity #2: Difficulty applying water speed-erosion and deposition relationship: All of 
the students who fit this profile demonstrated difficulty applying the relationship between the 
speed of the water and the erosion and deposition of sediment, that is, faster water carries 
sediment that could not be transported by slower moving water.  If a stream is carrying sediment 
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and the water slows down, the largest or most dense particles will settle first.  Smaller and less 
dense particles will travel further but as the water continues to slow, most of these particles will 
settle as well.  All of the students who fit this profile applied this relationship exactly one time.  
This was a meaningful threshold because it indicated that the student was able to apply this 
knowledge in one context, but did not apply it accurately in any other context during the 
interview despite the relevance of this relationship to the majority of problems.   
 For example, Jane inconsistently applied reasoning that water speed influences how far 
sediment will travel and also inconsistently applied reasoning that the slope of the stream 
influences the water speed.  She demonstrated both of these relationships at other times during 
the interview, such as when she stated, “Faster water would cause weathering and erosion 
because of the speed, it breaks down [gesture],” and when she inferred the effect a steeper slope 
would have on water speed: 
Jane: Um, well, I guess like when you’re going downhill [G], you get faster [G] 
like when you go down.  
I: So, it would go faster?  
Jane: Yeah. 
  
 However, when Jane was explaining what she believed the effect on the deposition of 
sediments would be if the slope of the stream was steeper, she correctly inferred that sediment 
would travel farther, but then attributed this to some inherent tendency to “expand” rather than 
attributing this movement to the speed of the water, saying, “It would go further out [G] if there 
was a bigger slope [G] because it always goes somewhere [G], it’ll expand more [G].”  Again at 
another point in the interview, Jane does not apply the relationship between water speed and 
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erosion and deposition when she explains what she could change about a stream to make 
sediment travel farther:  Jane seems to suggest that a flat slope would allow sediment to travel 
farther than a steeper slope because, “if you have a flat stream [G], like I guess not a hill [G], the 
flat, everything would just go to [G] one place, instead of you have to go down first [G] and then 
out [G].” 
 In summary, four students (13.3%) fit the second profile.  At some point in the interview, 
these students were all able to accurately apply the two key relationships related to the macro-
level of the system: the influence of channel shape on erosion and deposition, and the influence 
of erosion and deposition on channel shape.  These students all applied the relationship between 
water speed and erosion and deposition exactly once during the interview, despite its frequent 
applicability across the problems.  This profile indicates that broad knowledge of content can be 
demonstrated without consistent application of this content when reasoning. 
 Student profile #3: Average content and above average reasoning. 
 The third profile that emerged from the data was of students who demonstrated two 
similarities: (a) consistent application of the relationship between water speed and erosion and 
deposition (b) no demonstration of at least one key relationship related to the macro-level.  There 
are three students who fit this profile.  All of these students accurately applied between three and 
five of the identified relationships at some point during the interview.  
 Similarity #1: Consistent application of the water speed-erosion and deposition 
relationship: The students who fit this profile all applied the relationship between water speed 
and erosion and deposition accurately multiple times during the interview and did not apply this 
relationship inaccurately at any point during the interview.  These students demonstrated this 
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relationship for a minimum of two problems, and some, such as Matthew and Kristin accurately 
applied this relationship for three or four problems.  
 Similarity #2: No demonstration of a key macro-level relationship: None of the students 
who fit this profile accurately applied, at any level of sophistication, both relationships related to 
the stream channel.  For example, in response to problem 2, Kristin provides a non-normative 
explanation of what might cause the shape of a stream to change, providing no evidence of 
reasoning about the role of erosion or deposition: 
Kristin: Yes cuz, well it depends where it is like if it’s in Antarctica then the 
glaciers would move it but if it’s not then it will probably just stay the same. 
I: So, a stream here, would the shape change? 
Kristin: Unless they dug, like they dug into it [G], then, um, no.   
I: So otherwise it wouldn’t change? 
Kristin: Well it could if the rocks got bigger [G] and then pushed [G] the two 
sides [G]. 
I: How do you think they might get bigger? 
Kristin: With all like, the seaweed and everything fell on top of it.  
 
 Also, when explaining what could have caused the changes in the stream channel shown 
in the diagrams provided for problem 4, Kristin compares the formation of the oxbow lake to the 
formation of a puddle when it rains: 
Kristin: Maybe some of the sediments overflowed [gesture] and made a new little 
lake [gesture], cuz even when it rains it makes lakes into the ground [gesture], 
like puddle things, bigger [gesture].  I: So where do you think this water came 
from?  S: This one [indicates diagram 2], the bigger one [points to stream in 
diagram 2] probably overflowed into that one [points to oxbow lake in diagram 
2].   
  
 Taylor and Matthew’s responses related to this aspect of the system were unsophisticated 
and very vague. Taylor primarily attributed changes in the stream channel to the movement of 
water.  Her most explicit reference to the role of erosion or deposition was in response to 
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problem 4 when she said, “Maybe the water came and cut through right here [points to meander 
in diagram 1] and then leaving just this [points to oxbow lake in diagram 2].”  Matthew only 
applied this relationship by stating that water “erodes the land” and “carves the side.”   
 None of the students who fit this profile showed understanding of how the stream channel 
influences any other aspect of the stream.  For example, in response to problem 10, which 
explicitly addressed this relationship, Matthew stated “I don’t know,” while Taylor stated that 
the shape of the stream would not affect anything else about the stream “because regardless, the 
water will always be bringing the sediments [G] to be deposited in the lake.” 
 In summary, three students (10%) fit the third profile.  These students consistently 
applied the relationship between water speed and erosion and deposition, accurately 
incorporating this relationship into their response for at least two problems and never 
inaccurately.  These students also shared the commonality that they did not accurately apply at 
least one key relationship related to the macro-level.  On average, these students applied fewer 
identified relationships but reasoned more consistently than the students in profile 2.  These 
students had nearly the same frequency of applying the identified relationships inaccurately as 
the students in profile 2.   This profile indicates that certain skills which enable reasoning, such 
as the ability to consistently apply content, may be used by students even if the content they 
demonstrate is limited. 
 Deviations from profile #3. 
 Two students, Mary and James, showed many of the similarities shared by students who 
fit the third student profile but deviated slightly from this profile.  Like the students who fit 
profile 3, Mary and James did not demonstrate at least one relationship related to the macro-
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level.  Mary did not describe the influence of erosion or deposition on a stream channel, and 
James did not describe the influence of the stream channel on erosion and deposition.  Also 
similar to the students who fit profile 3, both students applied the relationship between water 
speed and erosion and deposition accurately for at least two problems. However, both of these 
students applied this relationship inaccurately at other points in the interview.  Mary stated “it 
could have been, maybe the agents of erosion and deposition could have caused more deposition, 
such as the stream, the water velocity going faster” and James said “maybe the current will 
change and maybe the current was faster, so then there’s more deposition there”. 
 Student profile #4: Very limited content and reasoning. 
 The fourth profile of students includes five students who shared three main similarities: 
(a) difficulty with at least one of the key relationships related to the macro-level, (b) no 
demonstration of the relationship between water speed and erosion or deposition, (c) no evidence 
of complex patterns of reasoning or consistent reasoning.  These students demonstrated 
reasoning about between two and four of the identified relationships.  These students had nearly 
the same frequency of errors in reasoning about the identified relationships as the students in 
profiles 2 and 3.  However, some of the students in this profile made few statements about the 
relationships in the system in general.   
 Similarity #1: Difficulty with relationships related to the macro-level: The students who 
fit this profile did not demonstrate, or only slightly demonstrated, accurate reasoning about at 
least one of the relationships related to the macro-level stream channel.  This included both the 
way that a stream channel is influenced by, and also influences, erosional and depositional 
processes.  Neither Emily nor Jacob applied these relationships at any level of sophistication.  
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Amanda did not describe the influence of erosion or deposition on the shape of the channel and 
Lily and Paul provided unsophisticated and partially inaccurate explanations of this relationship.  
Paul also did not apply the reverse relationship.   
 Similarity #2: Difficulty with the relationship between water speed and erosion and 
deposition: The students who fit this profile did not demonstrate the relationship between water 
speed and erosion and deposition.  For example, Lily made a recurring reference to “water 
pressure” and the heaviness of the water rather than water speed.  Amanda and Lily never 
applied the relationship between water speed and erosion or deposition in any of their statements 
during the interview.  When asked what might have caused erosion in a certain area, Amanda 
stated “natural disasters”.  When asked what might have caused deposition in a certain area, she 
stated “I don’t know”.   Similarly, Lily never described changing water speed throughout the 
interview and instead mentioned that “the more heavy the water is, the more the rocks will flow 
downhill”.  When Lily was asked what she knew about the speed of a stream, she said “I know 
more about the rocks, like the cobbles, pebbles, sand and clay.” 
 Similarity #3:  No complex patterns of reasoning or consistent reasoning: The students 
who fit this profile did not demonstrate complex reasoning about the system.  All of Emily’s 
responses and nearly all of Paul’s and Amanda’s responses were classified as single or 0.  Lily 
responded to 90% of the problems with a single response pattern.  Jacob provided a number of 
responses that were classified as chain; however he consistently gave elaborate and creative, but 
completely non-normative responses.  For example, when responding to problem 2 which 
addressed ways a stream changes shape, Jacob stated: 
Jacob: Well actually I think the earthquake will make new streams rivers maybe 
an ocean too because the continents are moving by tectonic plates and then the 
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tectonic plates collide together [G] to make like mountains so in a few years later, 
maybe the United States will be together with Japan or something. 
 
I: Does the shape of a stream change in any other way? 
 
Jacob:  No I don't think so.  
 
 
 The students who fit this profile also inconsistently applied relationships.  Emily, who 
demonstrated two of the six identified relationships, did not apply any relationship to more than 
one problem.  The only relationship that Jacob and Lily applied to more than one problem was 
the influence of stream slope on the speed of the water.  Amanda and Paul applied two 
relationships twice each.   
 In summary, five students (16.7%) fit the fourth profile.  These students each showed 
difficulty with at least one of the key relationships related to the macro-level and did not apply 
the relationship between water speed and erosion or deposition.  Also, these students did not 
demonstrate complex patterns of reasoning or consistent reasoning.  This profile indicates an 
association between limited content and reasoning. 
 Summary of student profiles. 
 This study found that the majority of students fell into one of four content levels based on 
the application of three key relationships in the system and the overall accuracy of students’ use 
of the six identified relationships (Figure 4.3).  These levels correspond to the content criteria of 
profiles 4, 3, 2, and 1 respectively.  The lowest level included students who missed at least two 
of the three key relationships including the relationship between water speed and erosion and 
deposition, the second lowest level included students who missed at least one key relationship, 
not including the relationship between water speed and erosion and deposition, the second 
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highest level included students who demonstrated all three key relationships, and finally the 
highest level included students who demonstrated all three key relationships and inaccurately 
applied no more than one relationship.     
 The students in this study differed not only in the relationships they applied but in how 
consistently they applied these relationships and to what extent they integrated these 
relationships into complex patterns of reasoning when tracking a disturbance or condition 
through the system. Students could be placed into one of four reasoning levels based on the 
consistency that relationships were applied, the complexity of their responses, and their use of 
sophisticated reasoning (Figure 4.3).  The four reasoning levels roughly correspond to the 
reasoning characteristics of profiles 4, 2, 3, and 1, respectively, with the exception of one student 
in profile 3 who demonstrated features of the highest level of reasoning but did not meet the 
content criteria for the top profile.  
 The lowest level of reasoning included students who showed nearly no evidence of 
complex patterns of reasoning or consistent reasoning.  The second lowest level included 
students who reasoned inconsistently about a key relationship with broad applicability across the 
problems.  These students showed no highly consistent reasoning about any relationship, did not 
demonstrate conceptually accurate complex reasoning including net reasoning, and did not 
demonstrate reasoning about feedback loops or emergent properties in the system.  The second 
highest level included students who reasoned consistently and accurately about a widely 
applicable key relationship.  Some of these students showed consistent reasoning about a few 
different relationships, but not highly consistent reasoning about these relationships.  These 
students showed no net reasoning, reasoning about feedback loops, or reasoning about emergent 
properties in the system.  Finally, the highest included students who showed highly consistent 
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reasoning about a widely applicable key relationship and also demonstrated sophisticated 
reasoning such as applying multiple relationships many times, integrating these relationships in 
their reasoning, reasoning about feedback loops, and using net reasoning.   
 This section has described four student profiles which were developed to address research 
question 3.  The profiles that emerged indicate that the overall trend is a direct relationship 
between content and reasoning about systems, but clear variations to this trend were apparent.  
The direct nature of the relationship is apparent in the finding that the most sophisticated 
reasoning was associated with strong content and the weakest reasoning was associated with the 
weakest content.  In addition, the students in profiles 2 and 3 tended to be weaker along both 
dimensions than the students in profile 1 and stronger in both dimensions than the students in 
profile 4.   
 Despite the general trend, the profiles indicate a more nuanced relationship, particularly 
for mid-level students.  Unlike profile 1, in which students demonstrated strong content and the 
ability to reason in sophisticated ways about this content, profile 2 shows that students with 
broad knowledge of content in a certain context may not be able to apply this content when 
reasoning in different contexts.  Alternatively, profile 3 indicates that certain skills which enable 
reasoning, such as the ability to consistently apply content, may be used by students even if the 
content they demonstrate is limited.  The distinctions between the middle profiles also support 
the idea that consistent content application under different conditions and other forms of 


























 Building understanding of natural complex systems and developing the ability to reason 
about these systems is important across science disciplines and for understanding many modern 
issues in science.  There is a need in science education to identify to what extent systems 
thinking is currently promoted in K-12 science education (NRC, 2010), to implement 
pedagogical strategies and curricular sequences to foster the development of a systems 
perspective in science, and to develop informative assessments that track students’ progress.   
 In this work, system thinking has been viewed as the application of topic-specific 
knowledge within the framework of general principles of systems.  There has been a recent push 
in the science education community to integrate conceptual understanding and reasoning skills, 
in terms of learning objectives and standards as well as curricula and research methodologies.  
This approach has not been taken in much of the literature on systems thinking, which often 
neglects or fails to distinguish content knowledge from reasoning ability and often treats systems 
thinking skills as universal.  A better understanding of how students use topic-specific 
knowledge when applying general principles also has implications for promoting other cross-
cutting concepts in science (NRC, 2011).     
 
Summary of Findings 
 This study investigated the nature of students’ conceptual understanding and reasoning as 
related but distinct constructs, and it was found that students could be placed at different levels 
for each construct based on multiple measures from the same data source. In addition to 
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exploring the nature of students’ conceptual knowledge and reasoning separately, a fine-grained 
qualitative analysis allowed an investigation of the relationship between the two.  The goal of 
this work was to better understand these constructs and to address the question of how reasoning 
develops alongside conceptual understanding of systems.  
 
Relationship between Content and Reasoning 
 An initial hypothesis of the study was that students would vary in the strength of their 
content knowledge, and that content knowledge would be necessary but not sufficient for 
reasoning about the system.  This would have been observed in the data as at least three distinct 
groups of students: high content and high reasoning, high content and low reasoning, and low 
content and low reasoning.  In reality, when students were clustered based on commonalities 
related to these constructs, what emerged were gradational differences in content knowledge and 
reasoning, with the highest reasoners also showing the strongest content, the lowest reasoners 
showing the lowest content, and slight deviations from this linear trend showing up primarily 
among the students in the middle profiles.   
 Though differences were observed across students that allowed categorization by strength 
of content, such as the application of the most important relationships, or lack thereof, it was 
notable that overall students demonstrated fairly complete and accurate knowledge of individual 
relationships within the system.  Nearly two thirds applied at least five of the six identified 
relationships accurately and nearly two thirds did not apply more than one identified relationship 
inaccurately.  It is possible that this is a reflection of instruction, which traditionally focuses on 
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discrete knowledge rather than the integration of concepts into an interconnected network of 
ideas (Stillings, 2012). 
 
Systems Thinking Skills 
 Other findings of this study related the context in which several systems thinking skills 
occurred and the nature of more rudimentary forms of these skills.  These skills included 
multivariate causal reasoning, reasoning about emergence, and reasoning about feedback.  Each 
of these skills has been studied previously in the literature (Goldstone & Wilensky, 2008; 
Penner, 2000; Raia, 2005, 2008) and relate to the aspects of the system under investigation that 
make it a complex system.  These skills are also related to the cause and effect and stability and 
change cross-cutting concepts described in the Next Generation Science Standards, NGSS 
(Achieve, 2013).  In particular, the standards state that students in grades 6-8 should be able to 
predict phenomena in natural or designed systems using cause and effect relationships and 
understand that phenomena may have more than one cause.  In this grade band, students should 
also examine changes in natural or designed systems over time and understand that systems in 
dynamic equilibrium are stable because of a balance of feedback mechanisms. 
 A small group of students, 7 out of 30, showed evidence of multivariate causal reasoning.  
This type of reasoning was seen primarily when students described the net effect of erosion and 
deposition in two different locations on changes to the overall shape of a stream channel.  In a 
few cases, this type of reasoning was incorporated into an explanation that bridged levels, that is 
causal factors were micro-level components and the combine influence was to the macro-level of 
the system.  In other cases, students demonstrated multivariate reasoning while only reasoning at 
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the macro-level.  These students described the combined influence of erosion and deposition at 
different parts of the channel on the overall shape of the channel without ever reasoning about 
the micro-level components of sediment and water.   
 In other cases of more rudimentary forms of multivariate reasoning, students discussed 
simultaneous processes occurring in adjacent locations in the system, but did not clearly describe 
how these processes would change the system in a way that neither alone could.  These students 
did not describe how the influences of erosion and deposition combined to change the shape of 
the channel overall.  Rather, they identified multiple causal factors but reasoned about the impact 
of each one individually, treating the relationship between each factor and the final outcome as 
independent.  These students may have believed that these causal factors were independent and 
thus did not understand that it is the combined influence that creates the outcome.  It is also 
possible that these students, or a portion of them, understood the net aspect but had difficulty 
articulating these relationships.  While these students may have struggled with reasoning about 
net effects, some were able to reason between scales of the system. 
  Two students showed evidence of reasoning about a feedback loop by reasoning about 
the influence of channel shape on erosion and deposition in combination with reasoning about 
the influence of erosion and deposition on channel shape.  In the present study, this reasoning 
was seen in response to problems that explicitly prompted students to reason about the macro-
level of the system.  One problem referred to schematic diagrams of streams and the other 
prompted students to “Imagine a section of a stream.”  Therefore, in both cases, the students 
were prompted to reason about the influence of the macro-level on the micro-level and then 
continued to reason about the influence of the micro-level on the macro-level. The less 
sophisticated of the two responses included portions of a complete feedback loop without clear 
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articulation of each of the processes involved.  This response, though incomplete, indicated that 
the student at least understood the cyclic nature of the process.  




 grade students in this study were capable of 
employing these systems thinking skills, but it was not common.  This could be due to a number 
of factors, or a combination of factors, including developmental issues related to the cognitive 
challenges associated with understanding complex systems.  Another factor could be the 
instructional focus, which may not have allowed an opportunity for students to develop an 
understanding of the system in the way that was required to reason about complex aspects of the 
system and changes over time.  Research suggests that students may need to be engaged in 
thinking about a system for an extended period time in order to develop organized frameworks of 
knowledge and systems thinking (Bischoff & Anderson, 2001).  The literature shows that there 
are great challenges with this kind of thinking even among undergraduates.  However, it is 
possible that with an idea in mind of more rudimentary forms of these skills that may build up to 
a more sophisticated skill level, and with a greater focus during instruction, students can show 
improvement even with this age group.  This research suggests that one rudimentary systems 
thinking skill might be reasoning about the interactions of multiple variables within a single level 
of the system.  This skill would not be sufficient to understand emergence in a complex system, 
in which multiple interactions at the micro-level create macro-level properties, but may help 






Connections to the Literature 
 The findings of this research extend work that has been done to understand how 
reasoning develops alongside content in science as well as research specifically related to 
systems thinking skills.  This study contributes to the former body of work by examining the 
content and reasoning relationship in the context of systems, by investigating kinds of reasoning 
that have not been investigated for this purpose before, and by taking a cross-sectional view of 
this relationship which was developed longitudinally in the learning progression developed by 
Songer et al. (2009).  This work contributes to the latter body of work by investigating the role of 
topic-specific knowledge and other contextual factors in systems thinking, and by developing 
rich descriptions of the characteristics of students’ reasoning that may indicate rudimentary 
forms of the skills identified in the literature.    
 
Connections to Studies of Content and Reasoning 
 The current trend in science education is to help students develop content and reasoning 
simultaneously, rather than develop higher-order reasoning after mastery of “the basics”.   
However, previous research has indicated a complicated relationship between content and 
reasoning (Jin, Zhan, & Anderson, 2013; Songer et al., 2009).  The cross-sectional view of 
content and reasoning across a range of students that was examined in this study supports the 
idea from the science inquiry learning progression described by Songer and colleagues that 
content and reasoning are related but develop separately (Songer et al., 2009).  Students who 
demonstrated the same content knowledge in at least one context showed differences in their 
ability to reason about this knowledge across the interview.  The subtle differences between the 
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two middle profiles also supports the conclusion that content knowledge and reasoning are 
distinct, in that some students demonstrated more content with less sophisticated reasoning while 
others showed more sophisticated reasoning but less content.  Songer et al. (2009) suggested that 
students need to rebuild reasoning competency each time they encounter a new level of content. 
The students in Profile 2, with stronger content than reasoning, are compatible with this idea.  It 
is possible that these students were in this transitional stage of learning to reason about a variety 
of relationships within the system.  However, the students in Profile 3, with stronger reasoning 
and weaker content than those of Profile 2, represent characteristics not clearly accounted for in 
the science inquiry learning progression.  This profile indicates that students’ ability to improve 
reasoning about a certain level of content varies and that some of the students who develop 
reasoning competency easily may not be the same students who learn new content easily. 
Therefore, the current study both supports and extends the view of this relationship portrayed in 
the literature.  This study indicates that content and reasoning are most strongly associated at the 
high and low ends of the spectrum and that students in the middle group may be relatively 
stronger at either learning content or reasoning.  
 
Connections to Systems Thinking Literature 
 This study investigated systems thinking in the context of a natural complex system and 
explored associations between context and reasoning.  A depth over breadth approach was taken 
to identify rudimentary forms of reasoning that potentially underpin the temporal aspects of 
systems thinking. This work contributes to the literature on several aspects of systems thinking 
including temporal thinking, multivariate reasoning, emergence, and feedback.   
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  Temporal thinking. 
 The current study can be distinguished from the series of experiments related to the 
temporal aspects of systems conducted by White (2000), in that the role of content was included 
in the investigation.  White (2000) used the term dissipation effect to refer to students’ tendency 
not to track the impact of a disturbance in a system beyond neighboring elements even when 
provided with information about all of the interconnections in the system.  In the current study, 
responses in which students reasoned beyond the effects on neighboring elements to include 
effects on distant elements clearly contrast with the idea of the dissipation effect.  This included 
responses characterized as chain, double chain, and possibly net, when these responses involved 
reasoning about a cascade of effects reaching distant elements.  These students applied content 
knowledge in accordance with a general principle that distant elements in systems may be 
impacted by a disturbance or a change in conditions.  It is possible that these students understood 
this general principle and would not have demonstrated misconception of the dissipation effect 
regardless of the system about which they were reasoning.  Alternatively, the students’ topic-
specific content knowledge may have fostered reasoning about effects on distant elements, 
essentially helping the student to overcome the dissipation effect if such an effect was present.    
 Other studies of temporal systems thinking (Assaraf & Orion, 2005, 2010; Evagorou et 
al., 2009) have tracked this construct dichotomously.  Measures used in each of these studies 
indicated only whether or not the students had demonstrated temporal thinking, without an 
attempt to characterize the quality of the students’ temporal thinking.  The grounded approach of 
the current study indicated that students’ temporal systems thinking varied widely, particularly in 
terms of the degree that they reasoned forward or backward in the system.  This work suggests 
that a dichotomous measure of this reasoning may not be sensitive enough to track progress in 
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this skill.  This research found that the majority of students in the current study moved back and 
forth between reasoning about only neighboring elements and continuing their reasoning to 
include distant elements of the system.  Only a small portion of students consistently included 
the effect on distant elements in their reasoning.  In many cases, students failed to apply 
demonstrated conceptual knowledge that would have allowed them to reason more thoroughly 
about changes that would occur in the system given the conditions presented in the problem.   
 Multivariate reasoning, emergence, and feedback. 
 Some of the research (for example Goldstone & Wilensky, 2008; Penner, 2000) has 
investigated systems thinking in the context of simulated systems that are not analogous to real 
natural systems.  This approach may have pedagogical advantages by reducing cognitive load 
and perceptual limitations (Goldstone & Wilensky, 2008); however, findings from these simple 
contexts may not be generalizable to reasoning in rich contexts (Penner, 2000).  Other 
researchers (for example, Raia, 2005, 2008) have studied students’ reasoning about real natural 
systems but have not included a separate analysis of content or other contextual factors in their 
investigation.  In contrast, this study contributes to the literature on the characteristics of systems 
thinking including multivariate reasoning, emergence, and feedback by not only investigating 
these skills in a rich context involving a real natural system, but also by including as an object of 
investigation the influence of content and other contextual factors on students’ use of these skills.   
 This study suggests a way to unpack reasoning about emergence that is somewhat similar 
to the proposed stages of thinking about emergence outlined by Goldstone and Wilensky (2008).  
These authors identified several stages that precede sophisticated understanding of the system 
(including bridging across levels and understanding how numerous interactions create a state of 
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dynamic equilibrium).  The preliminary stages of Goldstone and Wilensky’s model emphasized 
students’ tendency to first focus on one level of a system and eventually move between scales 
and understand that both levels are “real” aspects of the system.  It was found in this study that 
some students reasoned about the net effect of multiple variables when focusing on only one 
level of the system.  A second group of students moved between scales, describing a way that the 
micro-level influences the macro-level, or vice versa, but used linear rather than net reasoning. 
These findings support Goldstone and Wilensky’s conclusions that students differ in their 
tendency to focus on one level or move between levels, but this study also expands upon these 
conclusions by demonstrating that another aspect of thinking about emergence, net reasoning, 
may need to be assessed independently. Understanding that reasoning about emergence includes 
two distinct aspects of reasoning, net reasoning and moving between scales, may allow for 
instruction that better targets students’ specific weaknesses.     
 Secondly, the finding that reasoning about a feedback loop was very rare is consistent 
with other studies which show that this type of reasoning is cognitively-demanding for students.  




 grade students suggested that feedback loops may be developmentally 
inappropriate for that age group (Evagorou et al., 2009).  It is possible that it may also be 
inappropriate for the age group that was the focus of this study.  As previously described, 
reasoning about a feedback loop includes an upward causal relationship, the influence of the 
micro-level on the macro-level, and a downward causal relationship, the influence of the macro-
level on the micro-level.  The current study indicates that most students applied these individual 
relationships during the interview.  Specifically, 23 students (76.7%) indicated that the shape of 
the stream influences the occurrence of erosion and deposition of sediment, the downward causal 
relationship, and 25 students (83.3%) indicated that erosion and deposition of sediment 
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influences the shape of the stream, the upward causal relationship.  This indicates that the 
infrequency of reasoning about a feedback loop may have been due to difficulties integrating 
these relationships.  It is also possible that the temporal system problems did not adequately 
encourage students to reason about this aspect of the system.    
   
Challenges and Limitations 
 Although the study was fruitful in illustrating variations in students’ patterns of reasoning 
and application of conceptual relationships related to a natural complex system, both through 
rich descriptions and quantitative analysis, there were nonetheless several challenges associated 
with this study.  Firstly, in an effort to obtain as much data as possible about the content and 
reasoning of each student, interviews were used as the method of data collection.  This method 
had the advantage that students could be asked to clarify their responses, improving 
interpretations of the meaning of students’ statements.  Using this method also meant that 
students were much less likely to skip a question or use random guessing, which is known to 
influence the estimation of a person’s level of a certain trait (Meijer & Sijtsma, 2001).  However, 
this method had the disadvantage that some students, particularly given the age group of the 
sample, might not have been able to fully express what they were thinking.  Therefore, the 
findings of this study must be viewed in light of the fact that students may have said less than 
they were thinking about the system.  This method also had the disadvantage that students were 
not solving what they perceive to be real problems in an authentic context; instead they are 
solving hypothetical problems in the context of an interview, which may have affected their 
performance.  For example, though students were asked to reason about any changes they could 
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think of that might occur in response to a specific disturbance or condition, students may have 
stopped reasoning about changes when they felt they had sufficiently answered the question, not 
when they had actually determined that no other changes would occur.  In light of this limitation, 
certain definitive claims could not be made about the prevalence of known reasoning difficulties 
such as the dissipation effect (White, 2000).    
 A second challenge related to measuring students’ understanding of the system under 
investigation.  As previously mentioned, the system problems posed to students during the 
interviews were intended to serve two purposes: to prompt students to reason temporally about 
the system, and to prompt students to discuss different aspects of the system.  This interview 
protocol was developed in part for practical reasons, to capture information about students as 
efficiently as possible.  It was also intended to address an issue that can arise when using highly 
open-ended methods, that is, the issue of distinguishing omitted knowledge from a lack of 
knowledge.  By targeting specific aspects of the system, the protocol used in this study alleviated 
this issue.  A disadvantage of this approach was that the questions may have guided students’ 
thinking.    This issue was partially addressed by giving the same problems to each student in the 
same order to keep the influence of the instrument itself consistent across the sample.  While this 
approach did not completely solve the problem, it at least provided consistency across students to 
allow a basis for comparison.  However, this data cannot be used to interpret students’ mental 
models.  Rather, it reflects students’ reasoning about their mental models.  The focus was on how 
discrete content knowledge related to the context and the sophistication of their reasoning, not on 
broader generalizations about each student’s mental model of a stream system.   
 A study could be conducted using more open-ended probes.  In such a study, the 
relationships within the system that were explicitly prompted in the problems used in this study 
113 
 
might show less prevalence.  These relationships included the influence of slope/gradient on 
other aspects of the system, the influence of the amount of water on other aspects of the system, 
and the influence of the shape of the stream channel on erosion and deposition.  Overall, such a 
study might find fewer students with high or above average content and more students with 
average or poor content, which would shift the proportion of students in the four profiles in favor 
of Profiles 3 and 4 and away from Profiles 1 and 2.   
 A third challenge arose in determining to what extent content accuracy should weigh in 
judgments about the quality and nature of students’ reasoning. As mentioned, in this study 
students were characterized by the patterns of their responses, regardless of the accuracy or 
relevance of their statements.  This approach allowed a focus on characterizing variations in 
reasoning distinct from the content dimension.  A limitation to this approach is that the trends 
identified do not necessarily describe variations in the sophistication of students’ reasoning, 
since a complicated response may not have been conceptually accurate.  It was in the last phase 
of analysis, the development of profiles, that content and reasoning were integrated and this issue 
was addressed.   
 
Significance of the Study 
  This work has implications for science educators and developers of curriculum and 
assessment by identifying several different patterns in the way that students reason about 
changes in a system over time in relation to their use of content.  There are identifying 
characteristics of each profile and each of these profiles indicates strengths and/or weaknesses 
that warrant different instructional support.  This research contributes to current work on 
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developing learning progressions in science, which involve the development of learning goals, 
curricular sequences, instruction, and assessment that are grounded in research.  Learning 
progressions serve as research tools that guide the development and evaluation of curricular 
programs that are intended to foster more sophisticated thinking about essential topics across 
units and spanning multiple years (Songer et al., 2009).  Measuring and characterizing student 
performances and identifying and elaborating “stepping stone” ideas are necessary steps in 
developing a research-based learning progression.  This kind of research is also needed to inform 
assessment intended to track students’ progress as they move towards the target learning goals.   
 
Implications for Learning Goals and Assessment 
 Research-guided assessment has been shown to provide a greater range and amount of 
information about students that can be used to more reliably distinguish and support students of 
varying abilities than a comparable standardized test instrument (Songer et al., 2009).  
Assessments play a central role in the development and validation of learning progressions and 
in turn, successful learning progressions can lead to improved assessments (Duncan & Rivet, 
2013).  The current investigation contributes to the development of learning progressions that 
relate to systems by investigating rudimentary forms of conceptual understanding and reasoning 
that might represent stepping stones towards sophisticated systems thinking.  This work 
contributes to an effort to track student progress in systems thinking by identifying patterns in 




 There are several specific implications of this work for the development of written 
assessments for use by teachers and researchers. This research has shown a clear distinction 
between knowledge of conceptual relationships and sophisticated reasoning about this content.  
This suggests that classroom assessments should include a measure of reasoning ability in 
addition to the conceptual knowledge assessed by traditional tests.  Conceptually accurate single, 
chain, double, double chain, and net are useful categorizations of reasoning that could be used in 
the classroom to indicate not just whether or not a student can reason about changes in a system 
over time, but to what extent.   
 Furthermore, this study indicates that students who can apply a conceptual relationship 
once may not apply this relationship consistently and accurately as the student is prompted to 
think about the system in different ways.  Therefore, classroom assessments should measure how 
accurately and consistently a student is able to apply knowledge about a system in different 
contexts by prompting inferences about changing conditions.   
 An implication for researchers of systems thinking is that the assessments used to study 
students’ thinking should measure topic-specific content knowledge in addition to general 
system thinking skills and the application of general principles of systems.  This research has 
shown an association between topic-specific content knowledge and students’ reasoning, with a 
generally linear relationship between the two.  Therefore, in research of systems thinking, 
measuring content knowledge allows reasoning to be compared across students with similar 





Applications to Instruction and Curricula  
 Generally speaking, students need to be engaged in activities that require them to think 
about and apply knowledge in many different ways.  This aligns with situated learning theory, 
which proposes that knowledge is situated in the context in which it was constructed, and 
therefore, engaging in meaning-making in varied contexts will likely lead to deeper 
understanding (Anderson, 2007; Blumenfeld, Marx, Patrick, Krajcik & Soloway, 1997).  Since 
learning is situated, learning tasks should be authentic, meaning that the learners should be 
constructing meaning in the contexts in which they would likely use the information.  To 
improve understanding and increase awareness of how and when to use the information, learners 
should be placed in situations where they need to draw on knowledge in a variety of ways 
(Blumenfeld et al., 1997).  Additionally, there are implications for instruction specifically from 
this work based on the characteristics of each of the identified student profiles. 
 Students in profile 1 demonstrated strong abilities to not only learn the main relationships 
within the system that are required by the curriculum, but to use this knowledge to reason 
consistently and within a framework of general principles of systems.  Sophisticated reasoning 
about emergence, feedback, and net reasoning only showed up within this profile or by students 
who deviated only slightly from this profile.   However, this kind of sophisticated reasoning only 
occurred occasionally among this group.  Therefore, instruction for students such as those in 
profile 1 should move quickly through identifying components and relationships and focus more 
on the complex nature of the system.  All students should be encouraged to apply knowledge in 
different contexts; however this group in particular should be given opportunities to practice 
bridging levels in different systems and drawing out principles of complex systems across 
contexts.   
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 The students of profile 2 demonstrated three key relationships but were unable to apply 
the water speed-erosion and deposition relationship in more than one context despite its broad 
applicability to the problems.  Some in this profile also reasoned inaccurately about multiple 
relationships, including relationships that they reasoned about accurately at other points in the 
interview.  Students who fit these characteristics, of possessing knowledge but showing difficulty 
using this knowledge when reasoning about a system, need help improving the transferability of 
what they know.  Developing transferable knowledge includes focusing not only on learning the 
concept, but also determining the conditions in which it is appropriate to apply this knowledge 
(Kuhn & Pearsall, 1998).  This could involve encountering many different applications of the 
concept and reflecting on the conditions surrounding each application and why it was 
appropriate.  This approach might help students who fit this profile to learn how apply 
information that they possess as discrete and abstract ideas.   
 Students in profile 3 demonstrated gaps in their understanding of the macro-level of the 
system and how it relates to the micro-level.  However, these students consistently reasoned 
about the micro-level relationship between water speed and the occurrence of erosion and 
deposition.  This knowledge gap would limit a student’s ability to bridge between levels and 
truly understand the complex nature of the system. It is possible that the gap seen among 
students in this profile was due to known difficulties with understanding how the macro-level of 
a system relates to the micro-level (Goldstone & Wilensky, 2008).   It could also be that this 
aspect of the content was not given as much attention during instruction.  In either case, these 
students demonstrated an ability to identify some important components and relationships in the 
system and to use this knowledge to solve problems, but they may need more opportunities to 
integrate all important relationships within the system and bridge between the micro- and macro-
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levels.  An instructional strategy towards this end would be to have these students create a 
schematic diagram of the components of a system under investigation and the relationships 
between these components, possibly while working with analogous models that afford a clear 
illustration of the connection between the micro- and macro-levels.  
 Students in profile 4 demonstrated little knowledge of the system or ability to reason 
about the system and would therefore need the most support.  Similar to the students in profile 3, 
these students might benefit from creating a schematic diagram of the main components of a 
system and the relationships between these components to help build and organize topic-specific 
content knowledge.  These students would probably need more structured scaffolding for 
identifying the components of the system and the relationships between these components to 
create the schematic model.  They would also need more assistance in figuring out when and 
how to use their knowledge to think about different aspects of the system and think about the 
system under different conditions.  These students could be given opportunities to practice 
making inferences about changes in the system while using their notes and schematic model as a 
reference.  These steps would probably work best if the student moved back and forth between 
using the schematic model as a reference when reasoning about the system in different ways, and 
using the reasoning exercises to improve his/her schematic model.    
 Implications for teachers. 
 It was found that there was ample evidence of reasoning in some form even among 
students who had not yet attained content mastery.  This finding has important implications for 
teachers who may believe that sophisticated reasoning is not feasible for lower achieving 
students (Zohar & Dori, 2003).  This perception may be alleviated if teachers know what 
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different stages of reasoning look like and how these stages can be identified.  The literature 
suggests teachers often struggle to assess the quality of students reasoning (Dolan & Grady, 
2010); it is possible that awareness of specific stages to look for may help with this assessment.  
The profiles identified in this study indicate that one progression of reasoning about systems 
involves first being able to apply a single relationship consistently.  This is followed by 
understanding and being able to apply multiple relationships consistently, and finally being able 
to integrate relationships and apply this reasoning consistently, all within a framework that is 
constrained by general principles of how systems work.  
 This study showed subtle differences in the development of reasoning as distinct from 
content that likely goes unnoticed by teachers.  When students are tested on their knowledge of a 
topic in a traditional classroom setting, there is often no distinction made between understanding 
a concept in one context versus the ability to adapt the concept for different scenarios and sets of 
conditions.  In this study, it was found that some mid-level students deviated slightly from a 
generally linear relationship between content and reasoning.  In assessing and supporting 
students it is useful for teachers to be aware that reasoning may progress differently from 
learning discrete pieces of knowledge.  
 To prepare teachers to assess and guide both conceptual understanding and reasoning 
among their students, attention must be paid to helping preservice teachers develop their own 
understanding of concepts and reasoning around this content.  Preservice education programs 
should give teachers opportunities to investigate natural and designed systems and practice 
reasoning about these systems under different conditions.  Such an approach may be most 
effective if an interdisciplinary perspective is taken to expose teachers from different academic 
backgrounds to commonalities in systems that cross science disciplines.      
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 Implications for curriculum. 
 The varied types of prompts designed in this study could be used during instruction to 
facilitate thinking about and drawing on knowledge in different ways to develop a deeper and 
more nuanced understanding.   These prompts could be used as part of a curricular sequence that 
focuses on the interactions within natural systems and opportunities to apply this knowledge in 
contexts that are increasingly dissimilar from the original context.  This might include reasoning 
in different ways about the same system and eventually reasoning about different systems.  This 
approach focuses on enriching understanding of concepts related to a specific system by 
encountering these concepts in different ways and then eventually developing generalized 
concepts through comparisons across systems.  This bottom-up approach differs from a top-
down approach of teaching general system principles in that students work from understanding 
and reasoning about a specific system towards comparisons between systems to develop general 
concepts. 
 
Recommendations for Future Research 
 This work measured individual students’ reasoning about changes in a system over time 
through hypothetical problems about a stream system that were presented during an interview.  
Future research could investigate how students reason about more realistic problems, such as 
those involving real streams.  The literature suggests that contextualizing application tasks might 
positively influence performance because it increases the students’ personal investment in the 
task, and because familiar situations serve as a framework onto which abstract ideas can be 
linked (Rivet & Krajcik, 2008).  Future directions might also include investigating the ways that 
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students reason about streams in pairs and small groups.  Collaborative activities in which 
students solve problems collectively and take on multiple roles (Brown, Collins, & Duguid, 
1989) might facilitate movement of some students towards more sophisticated conceptual 
understanding and reasoning, particularly if grouping allowed students with varying strengths to 
work together.  An investigation of group dynamics in such a setting might also help to translate 
the findings of this study for direct application in classrooms.   
 It is unclear to what extent the findings of this investigation can be generalized to other 
systems.  More research is needed that compares students’ conceptual understanding and 
reasoning across different systems.  For example, this type of investigation could determine 
whether or not the students who are able to apply important relationships consistently, and who 
are able to integrate conceptual relationships into complex patterns of reasoning for one system 
also show these tendencies when reasoning about a different system.  Also, research is needed 
that investigates the changes in students’ conceptual understanding and reasoning over time, 
possibly during an intervention that emphasizes identifying and organizing ideas about the 
relationships within the system, practice applying these ideas when thinking about the system in 
different ways, and opportunities to reflect on the conditions that made these applications 
appropriate. 
 As mentioned, one challenge of the present work was to investigate systems thinking 
through a theoretical framework of situated learning which frames skills as inextricably linked to 
context.  Therefore, this work has focused on characteristics of systems thinking related to its use 
in different contexts, such as a student’s skill at consistently applying an important concept to 
different scenarios and sets of conditions.  More research is needed to identify other systems 
thinking skills that integrate content with reasoning and to determine to what extent these skills 
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transfer across systems.  This type of work is necessary to inform a systems thinking learning 
progression, or other kinds of learning progressions that incorporate elements of systems 
thinking.  This line of research could address questions about how to account for the influence of 
contextual factors in developing a learning progression.   
    
Conclusion 
 The ability to organize knowledge of a system and use this knowledge to reason has 
broad applications in science.  The literature on systems thinking has identified many specific 
skills related to reasoning about systems.  However, this literature has often treated these skills as 
universal, without consideration of how reasoning relates to a particular context, including the 
specific system under investigation and the knowledge the student possesses about this system.  
This study attempts to characterize students’ systems thinking in light of these contextual factors 
by measuring how well students applied topic-specific content within the constraints of general 
system principles.   
 The significance of this study is in its contribution to our understanding of how students 
reason about systems, including implications for how stages of reasoning can be identified as a 
step towards fostering this reasoning.  This has implications for teachers, researchers, and 
assessments.  The profiles developed through this work provide insights into students’ thinking 
before they have developed an understanding of more advanced principles of complex systems.  
The reasoning investigated in this study might primarily be characterized as “pre-systems 
thinking,” to those who conceptualize systems thinking as solely relating to the nature of 
complex systems.  As such, the profiles presented may be useful for developing the early stages 
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of a learning progression towards sophisticated reasoning about complex systems at the level 
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Introduction: I am talking with you today to learn more about how you think about different causes and effects in a 
stream system.  Your participation is completely voluntary and you have the right to stop at any time.  Also, your 
responses will not count towards your grade or be shown to your teacher.  Is it alright if I videotape this 
conversation? 
 Problem Example Responses 
1 Imagine a stream.  If the slope of a stream was 
increased, would the speed of the stream 
change?  
Yes, the speed would increase. 
2 Over a long period of time, will the shape of a 
stream change?  
Yes, water carries away sediment on the side of the channel 
where water is moving faster and deposits sediment on the 
opposite side of the channel where water is moving slower.  
This creates a meander over time. 
3 If you had control over all aspects of a stream 
system, what could you change that would 
result in the sediment traveling farther before 
being deposited? 
You could make the channel steeper or add more water to 
increase the water speed, and/or you could make the 
sediment smaller or less dense. 
4 Imagine a stream that is shaped like this first 
diagram (show diagram of meandering 
stream), after a long period of time it’s shape 
changes and becomes shaped like this (show 
diagram of stream with an oxbow lake at the 
side).  Can you explain the steps that might 
have led to this change? 
Water erodes sediment on the outside of the bend where 
water is moving faster, and deposits sediment on the inside 
of the bend where water is moving slower.  This process 
will continue to change the shape of the stream over time by 
blocking off older sections of the channel with deposited 
sediment and carving out new sections of the channel by 
eroding sediment.   
5 If the slope of a stream decreased, what else 
about the stream might change? 
The water would move slower and this would decrease 
erosion and increase deposition.  Larger sediment that was 
being carried by the water will be deposited.   
6 Imagine a section of the stream where a lot of 
erosion is occurring.  What could be causing 
this? 
This section of the stream could be along the outside of a 
meander, or could have a steep gradient, or some event 
could have increased the amount of water, which each 
would cause the water to move more quickly and cause 
erosion to occur.   
7 Imagine water carrying sediment from a river 
into a still body of water, like a lake, and 
depositing the sediment on the bottom.  Would 
the slope of the river just before it enters the 
still body of water affect the way the sediment 
deposits? 
Yes.  If the gradient of the channel was steeper, water 
would move faster, causing the sediment to travel farther 
through the lake before depositing.  Depositing sediment 
would still sort horizontally based on attributes such as size.   
8 Imagine you visit a section of the river twice 
over a long period of time and you notice 
during the second visit that a lot of deposition 
has occurred.  What could have caused this?   
Some event such as a drought could have decreased the 
amount of water, causing the water to move more slowly 
and increase deposition.   
9 If the amount of water entering a stream 
suddenly increased, would anything else 
change?   
The water would move faster.  This would increase erosion 
and decrease deposition.  Larger and heavier sediment along 
the banks would be eroded, increasing the amount of 
sediment being carried.  
10 Does the shape of the stream affect any other 
aspect of the stream?  
The shape of the channel influences the speed of the water, 
which influences the occurrence of erosion and deposition.  
Ultimately, this erosion and deposition influences the shape 




















Data: Reasoning Patterns by Problem 
 
 Andy Jennifer Danny Amanda Grace Mary Taylor Lily Karen Paul 
1 Single Single Single Single Chain Single Single Single Single Single 
2 Double Double Net Double Double 
Chain 
Single Double Single Chain Double 
3 Double Single Double 
Chain 
Single Single Double 
Chain 
Single Single Chain Single 
4 Double Single Net Chain Chain Chain Chain  Single Chain Single 





Single Double Chain 0 Single Single  Single 
7 0 Chain Chain Single Single Chain Chain Single Double 0 




Single Single Single Single 
9 Single Single Single Single Chain Double Double Single Double 
Chain  
0 
10 Double Double Double Single Double Double 
Chain 
Single Chain Single 0 
 
 Emily Samantha Lauren Ethan Sarah Anna Michael Ashley Jane John 
1 Single Single Single Single Chain Single Single Chain Chain Single 
2 0 Single Double 
Chain 
Double Net Net Net Chain Single Chain 
3 0 Double 
chain 







4 Single Single Net Net Net Double Double 
chain 
Chain Single Single 
5 Single Single Double 
Chain 
Chain Chain Chain Chain Single Single Chain 
6 0 0 Chain Net Double 
Chain 
Chain Chain Chain Single Single 
7 0 0 Chain Chain Chain Chain Chain Chain Single Chain 
8 Single Chain Single Single Chain Double Single Chain Single Chain 
9 Single 0 Single Single Chain Double Double Single Single Double 
10 0 Chain Single Single Chain Single Single Chain Double Single 
 
 Kristin Jacob James Matthew Emma Nicole William Katherine Victoria Charlotte 





Chain Double Chain Single Chain Chain Double 
chain 
Chain 






Single Double Double 
chain 








5 Single Chain Double Chain Chain Double Chain Chain Double Double 
6 Chain Chain Double Chain Single Single Double Single Double Double 
7 Single Chain Chain Single Chain Single 0 Single Chain Single 
8 Double 
chain 
Double Double Chain Single Double Double Chain Chain Chain 




Chain Single Chain 
10 Single 0 Single 0 Single Double 
chain 





APPENDIX D  
Data: Conceptual Relationships by Problem 
 
 Andy Jennifer Danny Amanda Grace Mary Taylor Lily Karen Paul 
1 1a 1a 1a 1a 1a 1a 1a 1a 1a 1a 
2 3 3 3 4c 3, 6, 4b -- 3, 4c, 4c 3 -- 3, 3 
3 1a, 1b 5 6, 1a-5 6 1b 6, 5 1b -- 5, 2a 4b 
4 3 3 3 3, 4c 3 -- 3 3 3 3 
5 1a, 1b 1a 1a-5-6 -- 1a-5 1a, 1b, 6 1a-5 1a 1a 1a 
6 2b, 1a-5 -- 1b -- 1b, 4b 2b, 2b -- -- 2b, 3 -- 
7 -- 1a-5, 1b, 6 1a-5-6 1b, 6 1a 6 1a-5 6 -- 1b 
8 1a-5 -- 5 -- 4b 5 1b -- 6 -- 
9 4a 4a 4b 4c 4b, 4a-5 4c, 4a, 6 4a, 4c 4c 4a, 4b -- 
10 2a 2a 2a, 2b-6 2b 2a 2a, 1a, 5 -- 2b 2b -- 
 
 Emily Samantha Lauren Ethan Sarah Anna Michael Ashley Jane John 
1 1a 1a 1a 1a 1a 1a 1a 1a 1a 1a 
2 -- 3 3 3 3, 5 3 3, 5 3, 3 3, 3 3 
3 -- 5 5, 6 1b, 2b 5, 1b 1a-5, 2a, 
2b 
5, 1b -- 1b 2b 
4 -- 2b, 3 3 3 3, 5 3 3 3 -- -- 
5 -- 1a 1a-5, 6 1b, 1a 1a, 5, 6 1a-5 1a, 5, 1b 1a 1a 1a-5, 1b, 6 
6 -- -- 2a, 5, 3 5 5 2a-5 5, 2a 5 5 5 
7 -- 1b 1a-5, 6 1b, 6 5, 6 1a-5 1a-5, 1b 6, 1a 1b -- 
8 5 5, 6 5 5 5, 6 ---- 5, 2a -- -- 4a-5, 6, 4b 
9 4a, 4c -- 4c 4b 4a-5 4b 4b -- 4c 4b 
10 -- 2b 2a 2a 2a, 5 2b 2a, 2b, 5 2a 2a, 2a, 2b 2a 
 
 Kristin Jacob James Matthew Emma Nicole William Katherine Victoria Charlotte 
1 1a 1a 1a 1a 1a 1a 1a 1a 1a 1a 
2 -- -- 3 3 3 3 3 3 3, 5 3 
3 5, 4a, 4b 6 1a, 5 4a, 1a, 5, 6 5, 2b 5 4a-5, 1a-5, 
4b, 1b 
5 1a-5, 1b 6 1a-5, 1b 
4 3 3 3, 3 3 3, 5 3 ---- 3 3, 5 3 
5 -- 1a, 1b 1a 1a, 5 1b, 2b, 2a 1a, 1b 1a-5 1b, 1a, 5 1a, 5 1a-5, 1b, 3 
6 -- -- 5 4b 5 5 4a-5, 1a-5 6 5 -- 
7 -- 1a, 5 1b 1a-5, 1b 6, 1a-5 1b 1a 3 1a-5, 6, 1b 6 
8 5 -- 5 5 5 2a-5 1b 5 5 4a-5, 4b 
9 4a-5 -- 4a 4a, 5, 6 4a, 4b, 4c 4a 4b 5 4b 4a-5 
10 -- -- 2b -- 2b 2a-5 2a-5, 2b 2a-5, 2b 2a, 2a 2a-5, 2b, 5 
 
Key: 1a = slope water speed, 1b = slope e/d, 2a = channel water speed, 2b = channel e/d, 3 = e/d 
channel, 4a = amount of water water speed, 4b = amount of water e/d, 4c = amount of water channel, 5 = 







Data: Conceptual Relationships by Student 
1a- Acc Andy Jennifer Danny Amanda Grace Mary Taylor Lily Karen Paul 
1a- Acc Y Y Y Y Y Y Y Y Y Y 
1a- Inacc N N N N N N N N N N 
1b- Acc Y Y Y N Y Y Y N N Y 
1b- Inacc N N N Y N N Y N N N 
2a- Acc N Y Y N Y Y N N Y N 
2a- Inacc Y N N N N N N N N N 
2b- Acc Y N Y Y N Y N Y Y N 
2b- Inacc N N N N N Y N N N N 
3- Acc Y Y Y N Y N Y Y Y Y 
3- Inacc Y Y N Y N N N Y N Y 
4a- Acc N Y N N Y N Y N Y N 
4a- Inacc Y N N N N Y N N N N 
4b- Acc N N Y N Y N N N N Y 
4b- Inacc N N N N N N N N Y N 
4c- Acc N N N Y N Y Y N N N 
4c- Inacc N N N Y N N Y Y N N 
5- Acc Y Y Y N Y Y Y N Y N 
5- Inacc N N N N N Y N N N N 
6- Acc N N Y Y Y Y N Y Y N 
6- Inacc N Y N N N Y N N N N 
 
1a- Acc Emily Samantha Lauren Ethan Sarah Anna Michael Ashley Jane John 
1a- Acc Y Y Y Y Y Y Y Y Y Y 
1a- Inacc N N N N N N N N N N 
1b- Acc N N Y Y Y Y Y N Y Y 
1b- Inacc N Y N Y N N N N Y N 
2a- Acc N N Y Y Y Y Y Y Y Y 
2a- Inacc N N N N N N N N Y N 
2b- Acc N Y Y Y Y Y Y N Y Y 
2b- Inacc N N N N N N N N N N 
3- Acc N Y Y Y Y Y Y Y Y Y 
3- Inacc N N N N N N N Y Y N 
4a- Acc Y N N N Y N N N N Y 
4a- Inacc N N N N N N N N N N 
4b- Acc N N N N Y Y Y N N Y 
4b- Inacc N N N Y N N N N N N 
4c- Acc N N Y N N N N N Y N 
4c- Inacc N N N N N N N N N N 
5- Acc N Y Y Y Y Y Y Y Y Y 
5- Inacc Y N N N N N N N N N 
6- Acc N Y Y N Y N N Y Y Y 
6- Inacc N N N Y N N N N N N 
 
1a- Acc Kristin Jacob James Matthew Emma Nicole William Katherine Victoria Charlotte 
1a- Acc Y Y Y Y Y Y Y Y Y Y 
1a- Inacc N N N N N N N N N N 
1b- Acc N Y Y Y Y Y Y Y Y Y 
1b- Inacc N N N N N N Y N N N 
2a- Acc N N N N Y Y Y Y Y Y 
2a- Inacc N N N N N N N N Y N 
2b- Acc N N N N Y Y Y Y N Y 
2b- Inacc Y N Y N N N N N N N 
3- Acc N N Y Y Y Y Y Y Y Y 
3- Inacc Y Y Y N N N N N N N 
4a- Acc Y N Y Y Y Y Y N N Y 
4a- Inacc Y N N N N N N N N N 
4b- Acc Y N N Y Y N Y N N Y 
4b- Inacc N N N N N N N N Y N 
4c- Acc N N N N Y N N N N N 
4c- Inacc N N N N N N N N N N 
5- Acc Y N Y Y Y Y Y Y Y Y 
5- Inacc N Y Y N N N N N N Y 
6- Acc N Y N Y Y Y N N Y Y 
6- Inacc N N Y Y N N N Y Y N 
 
 
