Let G be a weighted, directed, acyclic graph in which each edge weight is not a static quantity, but can be reduced for a certain cost. In this paper we consider the problem of determining which edges to reduce so that the length of the longest paths is minimized and the total cost associated with the reductions does not exceed a given cost. We consider two types of edge reductions, linear reductions and 0/1 reductions, which model di erent applications. We present e cient algorithms for di erent classes of graphs, including trees, series-parallel graphs, and directed acyclic graphs, and we show other edge reduction problems to be NP-hard.
Introduction
Determining the longest path in a directed graph G is a problem with applications in scheduling task graphs, circuit layout compaction, and performance optimization of circuits. The problem can be solved in linear time when G is a directed, acyclic graph and it is NP-hard for general graphs 4, 5] . In some applications the weight of an edge is not a static quantity, but can be reduced for a certain cost. The problem arising is that of determining reductions on edge weights so that the length of the longest paths is minimized and the total cost associated with the reductions does not exceed a given cost. In this paper we consider two types of edge reductions, linear reductions and 0/1 reductions, which model di erent applications. We present e cient algorithms for di erent classes of graphs, including trees, series-parallel graphs, and directed acyclic graphs, and we show other edge reduction problems to be NP-hard. Let G = (V; E) be a weighted, directed, and acyclic graph (dag) with n + 1 vertices, v 0 ; v 1 ; v 2 ; : : :; v n , and m edges. Edge (v i ; v j ) has weight d(v i ; v j ) with d(v i ; v j ) 0. If not stated otherwise, we assume that G contains only one source v 0 and one sink v n . An edge reduction R assigns to every edge (v i ; v j ) a non-negative quantity r(v i ; v j ). The reduced weight d r (v i ; v j ) of edge (v i ; v j ) is a function of the edge's weight and its reduction. An edge reduction R is called a linear reduction if for every edge (v i ; v j ), r(v i ; v j ) is a non-negative real and d r (v i ; v j ) = d(v i ; v j ) ? r(v i ; v j ):
An edge reduction is called a 0/1 reduction if for every edge (v i ; v j ), r(v i ; v j ) is either 0 or 1 and d r (v i ; v j ) = ( d(v i ; v j ) if r(v i ; v j ) = 0 d(v i ; v j ) if r(v i ; v j ) = 1 where is a given real with 0 < 1. For both reductions we require d r (v i ; v j ) 0.
We brie y comment on where such edge reductions arise. Linear reductions model, for example, physical performance optimizations of circuits through gate resizing and bu er insertions 1, 3, 7, 8] . Such optimizations do not change the topology of the circuit and result in circuits having a smaller delay. At the same time, circuit size and power consumption increase. 0/1 reductions with = 0 are a basic operation in clustering heuristics for mapping task graphs to multiprocessors 6, 9] . In a task graph the edge weights represent the communication cost and vertices mapped to the same processor experience no communication cost. For > 0, 0/1 reductions can model scenarios in which there exist fast and slow buses for communication. Reducing an edge is then equivalent to assigning the corresponding communication to a fast bus.
Given a reduction R for graph G, the reduced graph G R is obtained from G by replacing each edge weight d(v i ; v j ) by its reduced weight d r (v i ; v j ). Throughout, L(G R ) denotes the length of the longest path in G R and M(G R ) denotes the total reduction; i.e., M(G R ) = P (v i ;v j )2E r(v i ; v j ). In this paper we investigate the following three edge reduction problems: (G; L)-problem Given L, nd an edge reduction R such that L(G R ) L and M(G R ) is a minimum; i.e., for any edge reduction R 0 with L(G R 0) L, we have M(G R ) M(G R 0).
(G; M)-problem Given M, nd an edge reduction R such that M(G R ) M and L(G R ) is a minimum; i.e., for any edge reduction R 0 with M(G R 0) M we have L(G R ) L(G R 0).
Tradeo problem
Given a tradeo function f(G R ) = L(G R ) + M(G R ) de ned for every edge reduction R, with being a constant, nd an edge reduction R minimizing the tradeo function.
In Section 2 we consider linear reductions in in-trees. An in-tree is a tree in which the outdegree of every vertex is at most 1. We present O(n) time algorithms for solving the (G; L)-, (G; M)and the tradeo problem in in-trees. Section 3 presents O(m log m) time algorithms for the linear reduction problems in series-parallel graphs. Sections 4 and 5 consider 0/1 reductions. We show that for series-parallel graphs each one of the three 0/1 reductions problems can be solved in O(m 2 ) time and that 0/1 reduction problems are NP-hard for general dags.
Linear reduction for in-trees
A directed tree is an in-tree if the out-degree of every vertex, except the root, is 1. In this section we present O(n) time algorithms for the three di erent versions of linear edge reduction in in-trees. Clearly, our results also hold for out-trees. We point out that the algorithms for series-parallel graphs given in the next section result in O(n log n) time algorithms for in-trees.
However, the algorithms given for series-parallel graphs can handle multiple edges between two vertices (which the algorithms given below cannot).
Let v n be the root of the in-tree. For convenience, we add an arti cial source v 0 and edges (v 0 ; v i ) with d(v 0 ; v i ) = 0 for every leaf v i . Even though the resulting graph is no longer an in-tree, the structure crucial to the algorithm is preserved and we refer to it as an in-tree.
2.1 Finding an optimal reduction for a given L In the (G; L){problem we generate a reduction R satisfying L(G R ) L and minimizing M(G R ). The optimal reduction R generated by our algorithm satis es the following canonical property. Let R be an optimal reduction. R is canonical if for any other optimal reduction R 0 the length of the path from v i to root v n in G R is not longer than its length in G R 0, for each v i of G. Stated in terms of reductions, in a canonical reduction the reductions occur as close to the root as possible. See Figure 1 for an example of two optimal reductions, one canonical and one not. Let L R (v i ; v n ) and L R (v 0 ; v i ) be the length of the path from v i to v n and the length of the longest path from v 0 to v i in G R , respectively. Furthermore, we refer to an edge (v i ; v j ) with r(v i ; v j ) = d(v i ; v j ) (resp. r(v i ; v j ) = 0) as an edge with full (resp. zero) reduction. An edge (v i ; v j ) with 0 < r(v i ; v j ) < d(v i ; v j ) is called an edge with partial reduction. Lemma 2.1 gives a characterization of edge reductions in optimal canonical reductions. Lemma 2.1 Let R be an optimal reduction. Then, R is the canonical optimal reduction if and only if for every path P from v 0 to v n , if P contains reduced edges, then there exists one edge (v i ; v j ) on P such that each edge on P from v j to v n has full reduction and each edge on P from v 0 to v i has zero reduction.
Proof: Assume rst that R is a canonical optimal reduction and that G R contains a path P =< v 0 ; : : :; v i ; v j ; : : :; v a ; v b ; : : :; v n > not satisfying the characterization. Let (v i ; v j ) and (v a ; v b ) be two distinct edges on P such that edge (v a ; v b ) has either partial or zero reduction, and edge (v i ; v j ) has either partial or full reduction. Let R 0 be a reduction generated from R by setting: r 0 (v a ; v b ) = minfd(v a ; v b ); r(v a ; v b ) + r(v i ; v j )g r 0 (v i ; v j ) = maxfr(v i ; v j ) ? d r (v a ; v b ); 0g r 0 (v p ; v q ) = r(v p ; v q ) for any other edge (v p ; v q ): 
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An intree with 8 nodes.
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The canonical reduction. Figure 1 : An intree with an optimal and an optimal canonical reduction, both achieving L = 16 and M(G R ) = 27.
The total reduction R is identical to that of R 0 ; i.e., M(G R ) = M(G R 0). R 0 is obtained from R by moving as much reduction as possible from an edge (v i ; v j ) to an edge (v a ; v b ). Thus, the length of path P in G R 0 is as in G R . The length of every other path from v 0 to v n is either unchanged or has been reduced. Hence, we have L(G R ) L(G R 0) which implies that R 0 is also an optimal reduction. However, the length of the path from v b to v n in G R 0 now is smaller than that in G R . This implies that R is not a canonical reduction, a contradiction. Assume now that R is an optimal reduction, that every path from v 0 to v n has the property stated, and that R is not canonical. This implies that there exist another optimal reduction R 0 and a vertex v i such that the length of the path from v i to v n in G R is larger than that in G R 0; i.e., L r (v i ; v n ) > L R 0(v i ; v n ). Let v j be the next vertex on the path from v i to v n .
If edge (v i ; v j ) has either zero or partial reduction in R, then L R (v 0 ; v i ) L R 0(v 0 ; v i ) (since every edge in G R on the path from v 0 to v i has zero reduction). Hence L(G R ) > L(G R 0), contradicting the assumption that both R and R 0 are optimal reduction. If edge (v i ; v j ) has full reduction in R, all edges on the path from v i to v n also have full reduction. Thus, we have L R (v i ; v n ) = 0 L R 0(v i ; v n ), contradicting our assumption L r (v i ; v n ) > L R 0(v i ; v n ). It follows that R is a canonical optimal reduction. 2
While there can exist many optimal reductions, there exists only one optimal canonical reduction. We next describe how to nd the optimal canonical reduction R in O(n) time. Let L(v 0 ; v i ) be the length of the longest path from v 0 to v i in G. When L(v 0 ; v n ) L, no edges need to be reduced and we have r (v i ; v j ) = 0 for every edge (v i ; v j ). Assume that L(v 0 ; v n ) > L. We determine R by setting, for every edge (v i ; v j ),
Clearly, reduction R gives L(G R ) = L. The O(n) running time of the algorithm follows trivially. The following lemma completes the optimality argument of R . Theorem 2.1 Let R be the reduction generated by the above algorithm. Then, R is an optimal canonical reduction.
Proof: From the way R is constructed it is clear that L(G R ) L. Assume that R is not optimal and let R 0 be the canonical optimal reduction with M(G R ) > M(G R 0) and L(G R 0) L.
This assumption implies that in G there exists an edge, say (v i ; v j ), with r (v i ; v j ) > r 0 (v i ; v j ). Thus, edge (v i ; v j ) has either partial or full reduction in R . Assume that edge (v i ; v j ) has full reduction in R . According to the way we construct R , \edge (v i ; v j ) has full reduction in R " implies (i) L L(v 0 ; v i ) in G and (ii) all edges on the paths from v 0 to v i have zero reduction. Thus, the longest path length from v 0 to v i in G R is equal to L(v 0 ; v i ). So, we have L(
Assume now that edge (v i ; v j ) has partial reduction in R . Also according to the way we construct R , we have (i) L(v 0 ; v i ) < L < L(v 0 ; v i ) + d(v i ; v j ) and (ii) any edge on a path from v 0 to v i in G has zero reduction in R . The length of the longest path from v 0 to v j in G R now is equal to L(v 0 ; v i ) + d r (v i ; v j ) = L. Since r 0 (v i ; v j ) < r (v i ; v j ) < d(v i ; v j ) and R 0 is a canonical optimal reduction, any edge on a path from v 0 to v i in R 0 also has zero reduction. Thus, the longest path length from v 0 to v j in G R 0 is equal to L(v 0 ; v i )+d r 0(v i ; v j ) > L(v 0 ; v i ) + d r (v i ; v j ) = L, giving a contradiction that R 0 is optimal. It thus follows that R is a canonical optimal reduction. 2 2.2 Finding an optimal reduction for a given M We now turn to the (G; M){problem in which we are given M and determine a reduction R with M(G R ) M minimizing the length of the longest path from v 0 to v n . We rst describe an O(n log n) time algorithm and then describe how to improve its running time to O(n).
Let OPT L(G; L) be the O(n) time algorithm for solving the (G; L){problem described in the previous section. In the (G; M){problem we are searching for the smallest L such that OPT L(G; L ) generates a reduction R with M(G R ) M. Let M min (L) = minfM(G R )jR is a reduction with L(G R ) Lg:
Among all reductions inducing the value of M min (L), we only consider the canonical optimal reduction. For a canonical optimal reduction, according to Lemma 2.1, the edges close to the root receive reduction rst. The number of edges receiving partial reduction is between 0 and the number of leaves in the tree. Further, for any L 0 and L 00 with L 00 < L 0 , the number of edges receiving a reduction (total or partial) in the canonical reduction inducing the value of M(L 0 ) is no larger than the number of edges receiving a reduction in the canonical reduction achieving L 00 . From the way optimal canonical reductions for a given L are determined, it thus follows that M min (L) is a piecewise linear and decreasing. In addition, M min (L) is concave-up (i.e., the slopes are increasing in L). Figure 2 By using algorithm OPT L and binary searching index k on list L, index k can be determined in O(n log n) time. If M(G R k?1 ) = M, then R k?1 is the optimal reduction which we are searching for. Assume thus that M(G R k?1 ) > M > M(G R k ). We next describe how to generate the optimal reduction R from the canonical optimal reductions R k?1 and R k .
Since R k?1 and R k are canonical optimal reductions, an edge (v i ; v j ) having full reduction in R k also has full reduction in R k?1 , and thus (v i ; v j ) has full reduction in R . An edge (v i ; v j ) having zero reduction in R k?1 also has zero reduction in R k , and thus (v i ; v j ) receives zero reduction in R . Let E p be the set containing the remaining edges for which the reduction is not yet de ned. Let L k ? L k?1 = , > 0. The following characterization of the edges in E p is used in determining their reductions in R . Lemma 2.2 For every path P from v 0 to v n in G, P contains at most one edge belonging to set E p . In addition, for every edge (v i ; v j ) in E p , we have r k?1 (v i ; v j ) ?r k (v i ; v j ) = L k ?L k?1 = . Proof: Assume there exists a path P containing two or more edges in set E p . Let (v a ; v b ) be the edge on P in set E p closest to root v n . In R k , edge (v a ; v b ) has either partial reduction or zero reduction. (If (v a ; v b ) received full reduction in R k , then (v a ; v b ) would have full reduction in R k?1 , and the edge would not be in E p .) We only give the argument for the case when (v a ; v b ) has partial reduction in R k . The case when (v a ; v b ) has zero reduction is handled in a similar way.
Since R k and R k?1 are canonical optimal reduction, we know the following. Edge (v a ; v b ) has full reduction in R k?1 . (If it had partial or zero reduction, (v a ; v b ) would be the only edge on P in set E p .) Let (v c ; v a ) be the in-coming edge on path P incident to v a . Edge (v c ; v a ) has zero reduction in R k and it has has either full or partial reduction in R k?1 . (If (v c ; v a ) had zero reduction in R k?1 , all edges on path P from v 0 to v c would have zero reduction and P would not contain two edges belonging to E p .)
Since R k?1 is generated by invoking OPT L(G; L k?1 ) and edge (v c ; v a ) has either full or partial reduction in R k?1 , according to the reduction-setting rules of algorithm OPT L we have
By the similar arguments, since edge (v c ; v a ) has zero reduction in R k , we have
The quantity L(v 0 ; v c )+d(v c ; v a ) induces an entry, say L q , in list L. We thus have L k?1 < L q L k , contradicting our assumption that L k?1 and L k are consecutive entries in list L. Hence, path P contains at most one edge belonging to set E p . Now, we prove that for every edge (v i ; v j ) in E p , we have r k? We can now state how R is generated from R k and R k?1 . We set
The justi cations for (1) and (2) have already been given. M ? M(G R k ) represents the amount of reduction that can be spent in addition to M(G R k ). This remaining amount is evenly distributed among the edges in E p . It remains to show that using (3) gives r ( Let L now be the unsorted list containing the entries L(v 0 ; v i )+d(v i ; v j ). Assume that at the beginning of each iteration we have identi ed in list L two entries L a and L b with L a < L k < L b . For the rst iteration we set L a = ?1 and L b = +1. Let R be the optimal reduction. In the beginning of each iteration, the edges of G are partitioned into four sets, E z , E u , E p , and E f : Set E z contains the edges which have zero reduction in both R a and R b . These edges will receive zero reduction in R . Set E f contains the edges which have full reduction in both R a and R b . These edges will receive full reduction in R . Set E p contains edges for which it has already been determined that they have partial reduction in R . This includes the edges having partial reduction in both R a and R b . In addition, edge (v i ; v j ) belongs to E p if (i) (v i ; v j ) has full reduction in R a and partial reduction in R b , and (ii) every edge going to vertex v i has zero reduction in R a .
Set E u contains all edges not included in set E z , E p , and E f . Their type and amount of reductions remains to be decided. Figure 3 gives an example on how edges are partitioned. In Figure 3 Next we describe how to perform binary search so that the size of the relevant data reduces by half in each iteration. Let L ab be the sublist of L containing the entries L j with L a < L j < L b , n ab = jL ab j. The relationship between n ab and jE u j is crucial. Observe that not every edge in set E u induces an entry in sublist L ab . For example, edge (v 11 ; v 14 ) 2 E u induces the value 32 which is not between L a = 8 and L b = 26. However, an edge (v i ; v j ) 2 E u satisfying one of the two following conditions induces an entry in list L ab :
1. (v i ; v j ) has partial reduction in R a and zero reduction in R b , or 2. (v i ; v j ) has full reduction in R a and zero reduction in R b .
The second condition applies, for example, to edge (v 9 ; v 14 ) 2 E u which induces the entry 22. Only an edge in E u that has full reduction in R a and partial reduction in R b does not induce an entry to list L ab . Such an edge in E u is incident to at least one other edge in E u which induces an entry in L ab . Observe also that each path from v 0 to v n contains at most one such edge and that it always is the edge in E u closest to the root. Hence, the number of edges in E u can at most double the number of entries in L ab ; i.e., jE u j 2n ab .
We next describe our procedure for searching for index k. Let M f be the total reduction spent on the edges in set E f ; i.e., M f = P (v i ;v j )2E f d(u; v). Let M p;a be the total reduction It is easy to see that the work done in an iteration is bounded by O(jE u j). That the number of edges in E u reduces by half from one iteration to the next is seen as follows. First, an edge (u; v) 2 E u with L(v 0 ; u) + d(u; v) = L q is no longer in E u by the end of the iteration. Hence, when L q < L k < L b , we have n qb n ab 2 and when L a < L k < L q we have n aq n ab 2 . We already argued that jE u j 2n ab . This implies that the size of the new set jE u j is bounded by n ab and the upper bound on jE u j reduces by half. Hence, searching for index k takes O(n) time. After having determined index k, reduction R is generated from R k and R k?1 in O(n) time as described earlier. The O(n) time bound for the (G; M){problem follows.
Optimal reduction for the tradeo problem
The approach used for the (G; M){problem leads to an O(n) time solution for the tradeo problem in in-trees. Recall that in the tradeo problem we are to determine a reduction R minimizing the tradeo function f(G R ) = L(G R )+ M(G R ). As stated in the previous section, M min (L) represents the minimum total reduction needed to reduce the longest path length to L, and M min (L) is a piecewise linear, decreasing and concave-up function. We can thus represent M min (L) by a sequence of linear functions of L, a 1 L+b 1 ; a 2 L+b 2 ; : : :; a n?2 L+b n?2 , with all a j 's being negative. Function a i L+b i is associated with interval, L i ; L i+1 ], 1 i n?2, where the L i -values are as de ned in the previous section. In interval L i ; L i+1 ], M min (L) is described by a i L + b i . Since M min (L) is concave-up, we have a 1 a 2 a n?2 < 0. Function f(G R ) can be re-written as a function of the longest path length L; i.e., F(L) = L + M min (L): Minimizing f(G R ) is equivalent to minimize F(L). We distinguish between the following four cases. Case 1. 1 + a n?2 < 0.
In this case the minimum of F(L) occurs at L = L n?1 .
Case 2. 1 + a 1 > 0. In this case the minimum of F(L) occurs at L = L 1 . Case 3. There exists an a j such that 1 + a j = 0. In this case the minimum of F(L) occurs at L = L j . Case 4. There exists an a j such that 1 + a j < 0 and 1 + a j+1 > 0. In this case the minimum of F(L) occurs at L = L j+1 . The heart of the algorithm is the search for index j in Cases 3 and 4 without generating the whole M min (L) function. Index j can be determined in O(n) time by using an approach similar to the one used for the (G; M){problem. In each iteration we again have a lower bound L a , an upper bound L b , and a new value L q . The value of a q can be determined in O(jE u j) time and the upper bound on jE u j is reduced by half in each iteration. We omit the details of the O(n) time search algorithm.
Linear reduction for series-parallel graphs
In this section we present O(m log m) time algorithms for performing linear edge reduction in series-parallel graphs. The graphs can now have multiple edges between two vertices (thus m could be arbitrarily large). We start by giving the necessary de nitions regarding series-parallel graphs and outlining a dynamic programming solutio. We give an O(m 2 ) time algorithm and then describe how to improve the running time to O(m log m).
A series-parallel graph (sp-graph for short) G is a dag with exactly one source v 0 and one sink v n , recursively de ned as follows:
1. A dag consisting of a single edge from v 0 to v n is an sp-graph.
2. Given two sp-graphs G 1 and G 2 , the dag G 3 obtained by identifying the sources of G 1 and G 2 with each other and by identifying the sinks G 1 and G 2 with each other is an sp-graph. This type of operation is called a parallel composition.
3. Given two sp-graphs G 1 and G 2 , the dag G 3 obtained by identifying the source of G 1 with the sink of G 2 is an sp-graph. This type of operation is called a series composition.
An sp-graph G can be represented by its decomposition tree D. Each node N of decomposition tree D corresponds to a subgraph G N of G. A leaf of D corresponds to a single edge of G. If N is an internal node of D, then G N corresponds to the subgraph of G obtained by either a parallel or a series composition of the subgraphs associated with the children of N. Testing whether a given dag G on n vertices and m edges is an sp-graph can be done in O(m) time 10] . Furthermore, the decomposition tree D for a given sp-graph G can be constructed in O(m) time by using the recognition algorithm shown in 10].
Let N be a node in the decomposition tree and let G N be the associated subgraph of G. Let M N (L) be the minimum edge reduction reducing the length of the longest path in G N to L. In the following we show how to determine function M N (L) for the root of the decomposition tree. All three reduction problems can be solved using the function associated with the root. Before describing a more e cient representation of the functions, we brie y discuss how M N (L) is generated. In a parallel composition, we insert each interval of M N 2 (L) into M N 1 (L). Let L i ; L i+1 ] be an interval in M N 2 (L) having slope a i . We identify in M N 1 (L) the line segment containing position L i+1 . Assume it is segment L j ; L j+1 ] with slope a j . This segment is transformed into two new segments: L j ; L i+1 ] whose slope is a i +a j and segment L i+1 ; L j+1 ] whose slope is s j . The slope of every segment in M N 1 (L) to the left of L j and in the range L i ; L j ] increases by a i . O sets change accordingly. In Figure 4 In a series composition, we also create M N (L) by inserting each interval of M N 2 (L) into M N 1 (L). Let L i ; L i+1 ] be an interval in M N 2 (L) having slope a i . We identify in M N 2 (L) the intervals L j ; L j+1 ] with slope a j and L j+1 ; L j+2 ] with slope a j+1 such that a j < a i < a j+1 . We create the interval L j+1 ; L j+1 + (L i+1 ? L i )] having slope a i and increase the position of every endpoint to the right of L j+1 by L i+1 ? L i . The o set of every interval to the left of L j+1 increases accordingly. For example, in Figure 4 The O(m log m) time is achieved by representing each function M N (L) in a balanced binary tree, called the function tree T N . Balanced tree representations are also used in 2] for maximum ow problems in sp-graphs. The leaves of a function tree correspond to the endpoints of intervals arranged according to increasing positions (and thus and increasing slope). For interval L i ; L i+1 ] we thus have an entry for L i and one for L i+1 . The slope and o set of interval L i ; L i+1 ] are associated with the leaf corresponding to L i . The function tree does not have the position of L i , the o set and slope of segment L i ; L i+1 ] stored explicitly at the leaf. Each one of these three values is stored in a distributed fashion on the path from the leaf to the root of T N . Every node v of T N contains three entries, subp(v), subs(v), and subo(v). Let u be a leaf. Then, the position of the endpoint represented by u is the sum of the subp( )-values encountered on the path from u to the root of the function tree. Slope and o set are obtained by adding the subs( ) and subo( )-entries, respectively, on the same path. In addition to these entries, we maintain at every node v of the tree an entry maxp(v) which contains the sum of the subp( )-values along the rightmost path in the subtree rooted at v. Also, we maintain at every node v an entry maxs(v) which contains the sum of the subs( )-values on the same rightmost path.
Assume we are given two function trees T 1 and T 2 with m 1 and m 2 leaves, respectively. Assume m 1 m 2 . We can generate, in O(m 2 ) time, the intervals represented in T 2 , as well as their slope and o set. Consider rst a parallel composition. We describe how an interval L i ; L i+1 ] with slope a i and o set b i is inserted into T 1 , assuming all intervals to the left of L i ; L i+1 ] were already inserted. However, in the actual implementation the insertions are processed simultaneously. We insert a new leaf v with representing L i+1 , using maxp( )-and subp( )-entries to guide the search. The di erence between the sum of the subp( )-values from the root to the new leaf and L i+1 determines the value of subp(v). Intervals to the left of v and greater than or equal to L i experience an increase in the slope by a i . Observe that there exists a leaf corresponding to endpoint L i and thus recording this increase corresponds to updating subs( )-entries on a single path. The updating of the o set entries is done in a similar way.
Remaining balancing issues arising in the insertion are straightforward and are omitted.
Assume now that T 1 and T 2 are combined through a series composition. Then, the insertion of an interval L i ; L i+1 ] with slope a i and o set b i into T 1 is handled as follows. We determine the position of a new leaf v having slope a i by using the maxs( )-and subs( )-entries. The position of all the leaves to the right of v (including v) increases by L i+1 ? L i . To record this, we increase the subp( )-values of right children of the nodes on the path from the root to v. The insertion does not change the slope values of other nodes. Entry subs(v) is set to the di erence between a i and the the sum of the subs( )-values from the root to v. The To nd the optimal tradeo between M and L, we build function f(L) = L+ M(L) by using the function tree associated with the root of the decomposition tree. Then, we determine the L resulting the minimum of f(L). To determine the reduction giving the minimum of f(L) we again traverse the decomposition tree and its associated function trees.
We conclude this section by pointing out that the linear reduction problems can be solved in Let D be again the decomposition tree of sp-graph G. Let N i be a node of D and let G i be the subgraph of G corresponding to the subtree of D rooted at vertex N i . Assume that G i has m i edges. For vertex N i we construct an array T i of size m i + 1. Entry T i j] represents the length of the longest path in G i when at most j edges are reduced. We thus have T i 0] T i 1] T i 2] : : : T i m i ? 1] T i m i ]. The T i -arrays are determined from the decomposition tree in a bottom-up fashion, with a node using the arrays associated with its children. The nal answer for all three reduction problems is determined from the array generated for the root of D.
If node N i is a leaf of decomposition tree D, G i corresponds to a single edge. Assume this edge is (v a ; v b ). Array T i has size two and we have T i 0] = d(v a ; v b ) and T i 1] = d(v a ; v b ). If N i is not a leaf, T i is constructed as follows. Assume N i has two children, N l and N r , and that arrays T l and T r have already been determined. If node N i represents a parallel composition of graphs G l and G r , the entries in T i can be de ned as follows: T i j] = min p+q=j fmaxfT r p]; T l q]gg: By making use of the fact that the entries in arrays T r and T l are sorted, T i can be constructed in O(m i ) time. One possible solution is given below.
We determine T i by scanning arrays T l and T r twice, each time from right to left. During the rst scan of the arrays we determine the entries of T i induced by entries in array T r . Assume the scan in T r is at position p. We determine the smallest q such that T l q ? 1] > T r p] T l q]. Let j = p + q. Then, T r p] is a possible solution for T i j]. If we already recorded a better solution for T i j], we discard p and q. Otherwise, we record it as the currently best one. We then consider T r p ? 1]. When we now search for an entry in array T l , we search for an index q 0 with q 0 q. Hence, all requests made to array T l can be satis ed by executing one right to left scan. We then scan both arrays again to determine the entries of T i induced by entries in array T l . Finally, a left to right scan of array T i is performed. We may have recorded in T i j + a] a solution that is worse than the one recorded in T i j]. (Observe that a solution recorded for T i j] is also a solution for T i j + a] with a > 1.) Hence, we propagate the solution recorded in T i j] to the right until a better solution is encountered. In total, it takes O(m i ) times to generate T i from lists T l and T r .
If node N i represents a series composition of graphs G l and G r , the entries in T i can be de ned by T i j] = min p+q=j fT r p] + T l q]g: Let m i , m l , and m r be the number of edges in the graphs G i , G l , and G r , respectively, with m i = m l + m r . We construct T i by enumerating the values of T r p] + T l q] for all pairs of (p; q), 0 p m r and 0 q m l . This takes O(m l m r ) time.
Let C(N i ) be the cost to compute table T i for node N i . Then we have C(N i ) C(N l ) + C(N r ) + m l m r and thus C(N i ) = O(m 2 i ). Hence, the array T root associated with the root of decomposition tree D can be determined in O(m 2 ) time. The three reduction problems can now be solved in O(m 2 ) time as follows. For the (G; L)-problem we determine the smallest j such that T root j] L. Quantity j represents the minimum number of edges that need to be reduced in order to achieve the path length of at most L. By traversing the tree from the root back to the leaves and using the list associated with each vertex, the edges receiving a reduction can be determined in an additional O(m) time. For (G; M)-problem, entry T root M] represents the minimum longest path length that can be obtained by reducing at most M edges. Clearly, the size of the array associated with a vertex does not have to exceed M. Again, determining which edges get reduced is done by traversing the tree once more. To nd the optimal tradeo between M and L, we evaluate T root j] + j for 0 j m. The pair (T root j]; j) resulting the minimum tradeo value gives the solution to the tradeo problem.
0/1 Reduction for general dags
In this section we show that 0/1 reduction problems are NP-hard for general dags. The theorem below proves that the corresponding decision problem is NP-complete for = 0. By changing the weights of the edges in the graph constructed, NP-completeness follows for other values of . We discuss the weight changes for = 1 2 at the end of this section.
Theorem 5.1 Given a weighted dag G and two positive reals M and L, it is NP-complete to decide whether there exists a 0=1 reduction R with = 0 such that M(G R ) M and L(G R ) L.
Proof: The problem is easily shown to be in NP. NP-completeness follows by a reduction from monotone 3-SAT 5]. Let X = fx 1 ; x 2 ; : : :; x n g be n variables and C = C 1^C2^ ^C k be an instance of monotone 3-SAT. A clause containing only un-negated variables is called a positive clause and a clause containing only negated variables is called a negative clause. Let C i = u 1 i _ u 2 i _ u 3 i , where u j i is referred to as a literal, 1 j 3. We next describe how to construct a weighted dag G = (V; E) and determine M and L such that G has a 0=1 reduction R with M(G R ) M and L(G R ) L if and only if C is satis able. Graph G contains k clause graph, G 1 ; G 2 ; : : :; G k , which are connected by consistency edges. Clause graph G i corresponds clause C i , and we distinguish between positive and negative clause graphs (depending on the type of the corresponding clause). Each clause graph is made up of 3 components and one attachment. Each component is an 8-vertex graph and the attachment is a 2-vertex graph. Positive and negative clause graphs are constructed somewhat di erently. Figure 5 (a) shows a positive and Figure 5 (b) shows a negative clause graph. A clause graph contains multiple edges between some of its vertices. Multiple edges between the same pair of vertices have the same weight and thus only one weight is shown. Let U 1 i ; U 2 i , U 3 i , and A i be the three components and the attachment of clause graph G i , respectively. In each component U j i we name the following vertices and edges as shown in As already stated, the k clause graphs are connected by consistency edges. Consistency edges are edges of multiplicity 2 and each such edge has a weight of 12. Let u a i and u b j , i < j, be two literals formed by the same variable, say x l , and assume that x l does not form a literal in clauses C i+1 ; : : :; C j?1 . Graph G contains a consistency edge from vertex c 1 in component U a i to vertex c 2 in component U b j , and one from vertex c 1 in component U b j to vertex c 2 in component U a i . To complete the construction of G, we add a sink vertex p and a source vertex q and edges of weight 0 from p to every p j i and from every q j i to q. Figure 6 shows the graph G created for the formula C = f(
Clearly, given a monotone 3-SAT formula C, the corresponding graph G can be built in polynomial time. G has a total of 26k + 2 vertices. The length of the longest path from source p to sink q is 40. G contains k such longest paths, one for every clause. Figure 7(b) shows such a path. Finally, we set M = 6k and L = 30. We claim that G has a 0=1 reduction in which at most 6k edges are reduced and the length of every path from p to q is at most 30 if and only if clause C is satis able.
Since there exist two edge-disjoint paths of length 32 (one is the upper path and the other is the lower path) in every one of the 3k components, reducing the path length to 30 without reducing more than 6k edges implies that we reduce exactly two edges per component. Furthermore, no multiple edges can be reduced. Assume that t : X ! fT; Fg is a truth assignment satisfying C. We construct a 0=1 reduction R for G as follows. Let x i be a variable with t(x i ) = T. Then of 6k edges. It remains to be shown that the reduced graph G R contains no path exceeding 30. Let P be any path from p to q. The structure of P is one of the following:
(i) Path P contains source p j i and sink q j i of some component U j i . Any such path has cost 32 in G. Either t 1 and t 2 or f 1 and f 2 are reduced. Hence, path P contains either one true or one false edge that is reduced, and the cost of P in G R is 22.
(ii) Assume P contains vertices of a single clause graph G i , with the vertices belonging to di erent components or the attachment. The majority of the cases described below make use of the fact that any upper path in a component has either its true-or its false-edge reduced. Assume G i is a positive clause graph. The situation for a negative clause graphs is symmetrical and is omitted.
(a) P goes through vertex p 1 i , edge t 1 of U 1 i , edge e 1 , edges t 1 and f 1 of U 2 i and vertex q 2 i , as shown in Figure 7 (a). The length of P in G is 36 and it is at most 26 in G R . (b) P goes through vertex p 1 i , edge t 1 of U 1 i , edge e 1 , edge t 1 of U 2 i , edge e 2 , edges t 1 and f 1 of U 3 i and vertex q 3 i , as shown in Figure 7 (b). The length of P in G is 40 and it is at most 30 in G R . (c) P goes through vertex p 1 i , edge t 1 of U 1 i , edge e 1 , edge t 1 of U 2 i , edge e 2 , edge t 1 of U 3 i , edge e 3 , and the attachment of clause graph G i , as shown in Figure 7 (c). The length of such a path in G is 31. Since at least one of the three literals of positive clause C i is assigned \T", at least one of the three true-edges on the upper paths of the components of G i is reduced. This implies that P is at most 21 in G R . (d) P goes through vertex p 2 i , edge t 1 of U 2 i , edge e 2 , edges t 1 and f 1 of U 3 i and vertex q 3 i ,as shown in Figure 7(d) . The length of P in G is 36 and its length in G R is at most 26.
(e) P goes through vertex p 2 i , edge t 1 of U 2 i , edge e 2 , edge t 1 of U 3 i , edge e 3 , and the attachment of G i , as shown in Figure 7 (e). The length of P in G is 27 and does not need to be reduced.
(f) P goes through vertex p 3 i , edge t 1 of U 3 i , edge e 3 , and the attachment of G i , as shown in Figure 7 (f). The length of P in G is 23 and does not need to get reduced. (iii) Assume now that path P contains edges belonging to di erent clause graphs. Our construction of G allows such a path to contain edges of no more than two di erent clause graphs. Let P contain edges from components U a i and U b j , i 6 = j. P either contains vertices c 1 of U a i and c 2 of U b j or vertices c 1 of U b j and c 2 of U a i . Any such path has length 32 and it contains a t 2 and an f 2 edge belonging to di erent components. Components U a i and U b j correspond to literals formed by the same variable. We thus have in both components either all true or all false edges reduced. This implies that any such path has a length of exactly 22 in G R .
Hence, reducing 6k true-or false-edges according to the truth assignment satisfying C results in a reduced graph G R containing no path exceeding 30. We now complete the proof by showing that if there exists a 0=1 reduction R with M(G R ) 6k and L(G R ) 30, then C can be satis ed. We start by giving properties that any such reduction R must satisfy. Property 5.1 In a component U a i belonging to a positive clause graph the set of reduced edges is either ft 1 ; t 2 g, or ff 1 ; t 2 g, or ff 1 ; f 2 g. In a component U a i belonging to a negative clause graph the set of reduced edges is either ft 1 ; t 2 g, or ft 1 ; f 2 g, or ff 1 ; f 2 g.
Proof: As already stated, in order to reduce the length of every path to 30 and reduce at most 6k edges, two edges per component need to get reduced. Clearly, reduction R may reduce both true-edges or both false-edges. For components belonging to a positive clause graph it is also possible that edges f 1 and t 2 are reduced. Observe that reducing edges f 2 and t 1 preserves a path length of 32 within this component. In a symmetrical way, for components belonging to a negative clause graph, it is possible that edges f 2 and t 1 are reduced. 
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Property 5.3 If G i is a positive clause graph, at least one of the three t 1 edges in G i is reduced.
If G i is a negative clause graph, at least one of the three f 1 edges in G i is reduced.
Proof: Let P be a path from source p to sink q going through clause graph G i and containing edges e 1 ; e 2 ; e 3 of G i . Such path has length 31 in G. Since the edges in the attachment cannot be reduced, at least one of the three edges having weight 10 is reduced in R. These three edges correspond to true-edges in a positive clause graph and correspond to false edges in a negative clause graph.
Given a graph G and a reduction R, a truth assignment t : X ! fT; Fg satisfying C is constructed as follows. The assumption = 0 is not crucial to the argument used in the proof. For example, the following change in the edge weights of the multiple edges gives an NP-completeness proof for = 1 2 . Multiple edges having a weight of 12 now have a weight of 16. The ones having a weight of 6 now have a weight of 8, and the edges in the attachment now have a weight of 6. The longest path length in G remains 40. An argument identical to the one already used shows that there exists a 0=1 reduction R with M(G R ) 6k and L(G R ) 35 reducing at most 6k edges if and only if C can be satis ed.
