Abstract-Rendering geometrically detailed 3D models requires the transfer and processing of large amounts of triangle and vertex geometry data. Compressing the geometry bitstream can reduce bandwidth requirements and alleviate transmission bottlenecks. In this paper, we show vector quantization to be an effective compression technique for triangle mesh vertex data. We present predictive vector quantization methods using unstructured codebooks as well as a product code pyramid vector quantizer. The technique is compatible with most existing mesh connectivity encoding schemes and does not require the use of entropy coding. In addition to compression, our vector quantization scheme can be used for complexity reduction by accelerating the computation of linear vertex transformations. Consequently, an encoded set of vertices can be both decoded and transformed in approximately 60 percent of the time required by a conventional method without compression.
INTRODUCTION
T HE geometric detail of 3D models used in interactive computer graphics applications is rising rapidly to support the ever-increasing demand for realism in graphics and visualization. Next-generation graphics applications will require the transfer and processing of hundreds of millions of triangles per second. This demands massive bandwidth on networks, as well as within host systems, particularly in the interface between host memory and the graphics subsystem [1] . Already a challenge facing systems today, this geometry bandwidth requirement results in a bottleneck that will become increasingly severe as graphics processors continue to rapidly increase in performance.
Consequently, interest in developing 3D geometry compression techniques has surged in recent years. Although many representations for 3D models exist, the triangle mesh representation is generally targeted due to its current prevalence in 3D graphics applications and wide support by rendering hardware. Triangle meshes are composed of two components: vertex data and connectivity data. Vertex data include the positional coordinates of the vertices and, optionally, photometric information such as normal vectors or colors. The connectivity data supply the topological information that specify which vertices belong to each triangle.
The problem of connectivity compression has been well studied, with many existing methods [2] , [3] , [4] , [5] , [6] achieving bit-rates of less than two bits per triangle for the connectivity portion of a mesh. As a result, the vertex data component occupies a significantly greater portion of the bits in these representations. In addition, with hardware-oriented mesh representations such as triangle strips [7] , [8] or generalized triangle meshes [9] , [10] , each vertex is often specified multiple times due to the storage constraints of hardware decoding. Therefore, it is important to develop effective compression techniques for the vertex data in order to further reduce overall mesh representation size and geometry bandwidth requirements.
In this paper, we propose the use of vector quantization (VQ) [11] for lossy compression of vertex data. VQ is a powerful and well-known technique for data compression that has been applied extensively in audio, image, and video coding. We demonstrate that VQ is also effective for coding 3D geometry. Its major benefits include superior rate-distortion performance without the need for entropy coding, efficient decompression that can be performed in real-time, and hardware amenability. Furthermore, compatibility is maintained with most existing connectivity compression schemes as it depends only on the connectivity coder to supply the mesh traversal order.
In addition, a unique feature of our scheme is that it permits vertex transformations to be performed with significantly fewer computations than traditional methods. Our scheme requires only a fraction of the number of addition operations and a fixed number of multiplications that is independent of the number of vertices in the mesh.
In the next section, we briefly review previous work on vertex data compression. Section 3 will then describe the proposed VQ compression scheme. Next, the integrated decoding and vertex transformation method will be presented in Section 4, followed by experimental results in Section 5.
PREVIOUS WORK
While a large number of techniques have been developed for compressing mesh connectivity, relatively less attention has been devoted to the problem of vertex data compression. In this section, we briefly summarize several of the existing schemes used for compressing vertex positions.
Uncompressed representations typically specify each vertex coordinate as a 32-bit floating-point number. In 1995, Deering [9] advised that most applications do not require this level of precision and presented a lossy vertex data compression scheme that formed the basis for the vertex compression component of many subsequent geometry compression schemes, as well as the current Java3D geometry compression specification [12] . In Deering's scheme, positions are first normalized within an axis-aligned bounding box. The coordinates are then uniformly quantized to k bits of precision so they can be represented as integers between 0 and 2 k À 1. The differences between successive values are then entropy coded using a modified Huffman code. Deering reported results ranging from 36 bits per vertex (12 bits per coordinate) for a model with coordinates quantized at 16-bits precision, to 17 bits per vertex for a model quantized at 10-bits precision.
Chow [10] extended this quantization scheme by segmenting regions of the mesh based on triangle size and curvature and varying the quantization resolution between regions. Reported results ranged from 13-18 bits per vertex for positions, corresponding to average coordinate quantization levels in the range of 9-12 bits.
In [2] and [3] , vertex positions are also normalized and uniformly quantized at a fixed precision as in Deering's scheme. However, a linear predictor with coefficients chosen to minimize least square prediction error is used to predict vertex positions from ancestors in a vertex spanning tree and the errors are encoded by entropy coding. Bit-rates for the positions alone were not explicitly reported, but Touma and Gotsman report this scheme in [4] as achieving approximately 13 bits per vertex at an 8-bit quantization level. Touma and Gotsman also used an improved prediction scheme incorporating a crease angle calculation for estimating local surface curvature, achieving results in the range of 7-12 bits per vertex after entropy coding at an 8-bit quantization level.
Although we are focusing on the single-resolution compression problem in which there is no modification of connectivity, it is important to note that vertex compression is also relevant to a large number of progressive mesh encoding schemes [13] , [14] , [15] , [16] , [17] , [18] , [19] . Progressive schemes are especially well-suited for transmission of models over networks where a low resolution mesh can be displayed first and incrementally refined. Typically, progressive schemes perform vertex predictions by interpolating with a lower resolution version of the mesh or by joint connectivity and vertex encoding. The drawback with progressive schemes is that they are not directly renderable by hardware and must still be transmitted to the graphics processor using a traditional single-resolution representation.
PROPOSED METHOD
Existing methods compress vertex positions through uniform scalar quantization of coordinates followed by entropy coding of prediction errors. We propose a vector quantization (VQ) scheme that offers several advantages over the conventional schemes based on uniform scalar quantization.
Conceptually, VQ is a generalization of nonuniform scalar quantization to operate on vectors rather than scalars [20] . A vector quantizer maps input vectors to a finite, ordered set of reproduction vectors called the codebook. This process is lossy since different input vectors may map to the same approximating codebook vector or codevector. The quantized input vector can then be specified by the index of the codevector, which is an integer that can be encoded as a fixed-length binary codeword. Fixed-length coding can result in better error-resiliency and be decoded with lower hardware complexity in comparison to existing geometry compression schemes, which rely on variable-length coding. With VQ, the decompression process is highly efficient, requiring only table lookups.
In terms of rate-distortion, VQ offers superior performance over scalar quantization [20] . More specifically, VQ allows for significantly more freedom in designing multidimensional quantization cell shapes and VQ can exploit both linear and nonlinear dependence between the vector components.
VQ Design
The first issue in designing a VQ scheme for compressing any kind of source is how to map the source data into a vector sequence for input to the vector quantizer. To illustrate, VQ is typically applied to a scalar source by forming the input vectors from blocks of consecutive samples, with block length corresponding to vector dimension. Similarly, for two-dimensional signals such as images, the vector sequence is commonly formed from blocks of neighboring pixels. Blocking neighboring samples in this manner enables the vector quantizer to exploit intravector correlation or the dependence that exists between neighboring samples.
In the case of triangle meshes, neighboring vertices are also likely to be highly correlated. However, blocking multiple vertices is not as straightforward because the mesh connectivity may be irregular. Many vertices will be connected to different numbers of neighbors and the distance between them will vary as well. Therefore, rather than block multiple vertices together, each input vector is defined from a single vertex since its position is intrinsically a three-dimensional vector. The sequence of vertices encountered during a mesh traversal then defines the vector process to be coded. As a result, compatibility is maintained with general topologies and most existing connectivity encoding schemes.
In order to exploit the correlation between vectors, it is necessary to use a vector quantizer with memory. We employ an approach known as predictive vector quantization (PVQ) [21] . A block diagram of the PVQ encoder and decoder is shown in Fig. 1 . Let fv i g N i¼0 represent the sequence of vertices encountered as a mesh is being traversed and let v n be the next vertex to be encoded. The encoder forms a predictionṽ v n of v n based on observations of previously encoded vertices. The residual vector e n , representing the prediction error, is then computed as v n Àṽ v n . This residual is then quantized by the vector quantizer, which generates a codevectorê e n that approximates e n . The index i n identifying this codevector is then stored or transmitted to the decoder. Each vertex is thus encoded with dlog 2 Me bits, where M is the codebook size.
To permit reconstruction of the vertices by the decoder, the prediction must only be based on previous reconstructed vertices. Thus, the encoder also needs to compute the reconstructed vertex
and store it for use in computing prediction vectors for subsequent vertices. The decoder receives as input the sequence of codebook indices. Given an index i n , the decoder first performs a table lookup to obtain the residual codevectorê e n . The decoder then addsê e n andṽ v n as in (1) to reconstruct the quantized vertexv v n . As in the case of the encoder,v v n is fed back to the predictor for use in computing subsequent vertex predictions.
Prediction
There are two components of a PVQ system: prediction and residual vector quantization. We first discuss the design of the predictor. The goal of the predictor is to minimize the variance of the residuals, allowing them to be coded more efficiently by the vector quantizer. Several factors constrain the choice of the prediction function in our scheme. First, we require the prediction function to have very low computational overhead. Since prediction must be performed for every vertex by both the encoder and decoder, low complexity is critical to both decompression speed and cost of hardware implementation. In addition, the prediction function should depend on a limited amount of state because it is only feasible for hardware decoders to cache a limited number of local vertices as the geometry is streamed to the graphics processor for rendering. For instance, traditional triangle strip rendering hardware buffers only the two most recent vertices to form successive triangles. In this case, viable predictors include using the most recent vertex alone (as in delta coding), or a linear combination of the two buffered vertices. We tested several commonly available meshes ranging in size from approximately 5,000 to 70,000 triangles and found that using the midpoint of the two vertices instead of a single vertex typically results in roughly a 20 percent improvement in mean squared prediction error and a 20-40 percent reduction in the variance of the prediction residuals.
The prediction function can be made significantly more accurate with the buffering of a third vertex. The third vertex allows both the plane and the size of the preceding triangle to be determined, enabling exploitation of the tendency for neighboring triangles to be roughly coplanar and similar in size. This is particularly true for highresolution, scanned models, which have little variation in triangle size. To illustrate, Fig. 2 depicts a portion of a mesh being traversed. Supposev v nÀ1 ,v v nÀ2 , andv v nÀ3 are the three vertices of the preceding triangle buffered by the decoder. Then, an effective and computationally inexpensive way to compute the predictionṽ v n of the next vertex v n is:
This is sometimes referred to as "parallelogram" prediction because of the geometric shape formed by the four vertices. Compared to the midpoint method, the parallelogram method can reduce mean squared prediction error by roughly 80 percent. In [4] , Touma and Gotsman describe an enhancement that also incorporates an estimate of mesh curvature rather than assuming triangles are coplanar. Although this can increase prediction accuracy, it is nonlinear and at the cost of greater complexity. In our scheme, maintaining linearity is necessary for the integrated vertex transformation and decoding method to be described in Section 4.
Quantization of Residual Vectors
The vector quantizer is used to exploit correlation in the residual vectors produced by the predictor. The distribution of the residuals was observed to be highly nonuniform with higher probability density near the origin, indicating that the predictor is working proficiently. There are many variations of VQ that could be employed for quantizing the residuals. In this paper, we focus on two approaches that represent two ends of a spectrum. The first approach is conventional unconstrained VQ, which can be characterized as having low structure and high complexity. In contrast, the second approach is a lattice-based quantizer known as product code pyramid VQ, which is highly structured but lower in terms of complexity. 
Unconstrained VQ
In the unconstrained approach, a unique codebook is trained for each mesh as a preprocess. This enables the codebook to be tailored to a mesh's unique residual distribution. Although the residual distributions for the meshes we tested often appeared Laplacian-shaped, their variance and the degree to which they resemble true Laplacians varied due to the differing levels of variation in triangle size and shape of the meshes. Fig. 3 shows an example of the distribution of the residual vector coordinates for two different meshes.
Codebook training can be performed in either an openloop or a closed-loop manner [21] . In the open-loop approach, the unquantized mesh is traversed, predictor applied, and resulting residual vectors saved as training vectors. The training vectors are then used to generate the codebook using the Generalized Lloyd Algorithm (GLA). A brief summary of the GLA follows; a more detailed description is provided in [11] . The process begins with an initial codebook; a uniform codebook is sufficient. The training set is partitioned into cluster sets by mapping each training vector to the nearest codevector. A new codebook is then constructed by taking the centroid of each cluster set as a new codevector. Codevectors with empty cluster sets can be reassigned by splitting the sets with the highest partial distortions. The training set is then repartitioned using the new codebook and the distortion that would result from quantizing the training set with the new codebook is computed. Another codebook can then be generated from the new partitioning and the process repeats until the improvement in distortion between iterations is smaller than a desired threshold.
One drawback to the open-loop approach is that the prediction residuals to be quantized during actual encoding may be statistically different from those used for training the codebook. The closed-loop method attempts to mitigate this problem by training in multiple iterations. In the conventional closed-loop approach [21] , an initial codebook is first used to completely encode the mesh and the resulting residual vectors are saved. It is common to use the codebook generated from open-loop training as this initial codebook. The saved residuals are then used as the training set to generate a new codebook using the GLA. This new codebook is used to reencode the mesh, producing another set of residuals. The process is continued for a number of iterations or until no significant improvement in training distortion is observed. Although this method usually produces a better codebook than the openloop one, a significant drawback to the conventional closedloop method is that convergence is not guaranteed since the training set changes unpredictably with each iteration.
To achieve stability, a closed-loop variation, known as the asymptotic closed-loop (ACL) method [22] , can be used. In the ACL approach, the predictions are computed using the quantized vectors from the previous, rather than the current, iteration. The residuals of this prediction sequence are then used to train a new codebook with the GLA. The same residuals are quantized with the new codebook and then added with the prediction sequence to obtain the quantized vectors used to generate the predictions for the next iteration.
The ACL algorithm can be summarized more precisely by the following steps. Given a vector sequence fv 0 ; v 1 ; Á Á Á ; v N g to be coded, letṽ v ðiÞ n andv v ðiÞ n denote the predicted and quantized versions of v n , respectively, where i is the iteration number. In the following steps, it is implied that the equations are sequentially calculated for each n ¼ 1; 2; Á Á Á ; N. stability benefits of the open-loop method with asymptotically equivalent closed-loop performance [22] .
The disadvantages of unconstrained VQ in general include the time required to train the codebook and the overhead of transmitting a codebook with the mesh. In our software implementation, typical training times on a PC with an AMD K6-2+/500-MHz processor ranged on the order of several seconds for open-loop training to several minutes for closed-loop training, depending on codebook size, mesh size, and the number of iterations performed. The required training time may be acceptable for static meshes that only need to be encoded once. Unconstrained VQ is generally not appropriate for small meshes due to the codebook overhead; the method is more appropriate for high-resolution meshes where the relative overhead is small and for which compression is needed the most.
Product Code Pyramid VQ
As an alternative to unconstrained VQ, pyramid VQ [23] is an approach that does not incur the codebook training and transmission overhead of the unconstrained method. In contrast to unconstrained VQ, pyramid VQ uses a structured lattice-based codebook which allows codewords to be determined by computation rather than by codebook searching.
The resultant tradeoff of the additional structure is that the quantizer may not accurately match the statistics of the source. In particular, pyramid VQ is designed to quantize independent and identically distributed (i.i.d.) Laplacian sources. The residual distributions of models tested in this paper resemble Laplacians, though they are not truly i.i.d. (see Fig. 3 ). However, pyramid VQ has previously been used successfully for compressing other non-i.i.d. Laplacian-like sources such as image subband and discrete cosine transform coefficients for image compression [25] , [26] . The main advantage of pyramid VQ is that both encoding and decoding can be implemented with low arithmetic complexity (linear with vector dimension) and efficiently in hardware as well [24] .
Overview of Pyramid VQ. The term pyramid refers to the surface
where r represents the radius of the pyramid. Sometimes, the shape of this surface is also referred to as an l 1 sphere, a cross polytope, or as the convex hull of an octahedron when L is 3. Let x be a length L random vector of i.i.d. Laplacian random variables with parameter !. The probability density function of its l 1 norm kxk 1 is Erlang with mean L=!. In [23] , Fischer showed that, for large L, x will tend to cluster near the pyramid surface SðL; L=!Þ and that the distance between x and this surface goes to zero as L ! 1.
Furthermore, the probability density of x is constant on the surface described by (3), which implies that x clusters uniformly on the pyramid surface. Thus, it suffices to distribute the pyramid VQ codevectors uniformly on this pyramid surface. By intersecting a pyramid surface of radius K 2 IN with the cubic lattice Z Z L , the pyramid VQ codebook can be expressed as
The integer radius K determines the number NðL; KÞ of lattice points, or codevectors, on the surface of the pyramid. The number of codevectors NðL; KÞ is computed with the recursive formula NðL; KÞ ¼ NðL À 1; KÞ þ NðL À 1; K À 1Þ þ NðL; K À 1Þ with boundary conditions NðL; 0Þ ¼ 1 and Nð0; KÞ ¼ 0 [23] . Other formulae for NðL; KÞ are discussed in [27] .
Given a vector x to quantize, the nearest lattice point on P ðL; KÞ can be computed quickly using the procedure described in [23] . First, x is scaled by K=kxk 1 to obtain x 0 2 SðL; KÞ. Next, letỹ y be the result of rounding each component of x 0 to the nearest integer. When kỹ yk 1 ¼ K, the most proximal lattice point has been identified. However, if kỹ yk 1 < K, increment the magnitudes of the K À kỹ yk 1 components ofỹ y that were previously underestimated and that account for the most distortion. Accordingly, if kỹ yk 1 > K, decrement the magnitudes of the kỹ yk 1 À K nonzero components ofỹ y that were previously overestimated and that account for the most distortion.
Once the nearest codevector is determined, its binary codeword, or index value, can be computed directly from the codevector itself, as first shown by Fischer [23] . Since then, other enumeration schemes have been developed that can offer increased error-resiliency [27] or improved performance [28] .
Product Code Formulation. For low to moderate L, the vectors no longer adhere closely to the surface of a single pyramid; in other words, the relative variance of kxk 1 may be high. Consequently, a product code formulation of pyramid VQ can be used [23] . In product code pyramid VQ, a vector x is quantized using two separate quantizers: a scalar quantizer Q r is used to quantize kxk 1 , and a pyramid quantizer Q p is used to quantize the normalized vector
where K is the radius of the pyramid VQ codebook P ðL; KÞ. If we denote the output of the radial quantizer aŝ r r ¼ Q r ½kxk 1 and the pyramid quantizer output aŝ y y ¼ Q p ½x x, then the product code VQ output is given by y ¼r rŷ y=K. The product code pyramid VQ codebook can be visualized as a set of concentric pyramids of varying radii, where each pyramid shares the same number and arrangement of codevectors. Fig. 4 shows an example of a twodimensional product code pyramid VQ codebook of size 60 with parameters L ¼ 2; K ¼ 3 and five radial levels. The scalar quantizer Q r acts to scale the vector x onto the nearest pyramid. The pyramid quantizer Q p then quantizes the vector to the nearest lattice point on that pyramid. Both an index identifying the radial value and a codeword identifying the pyramid lattice point need to be specified to encode the vector.
The scalar quantizer Q r is designed by Lloyd training on the sample distribution obtained by computing the l 1 norms of the open-loop training vectors. Typically, the storage and transmission overhead for the radial codebook is small since good results can be obtained with codebook sizes less than 256. However, in cases where the overhead would be unacceptable, an alternative would be to approximate the radial distribution as a gamma distribution and use precomputed codebooks based on the parameters of the distribution.
Determining the size of the radial codebook to use is a bit allocation problem. Let R denote the number of radial codewords, or output levels. Assuming fixed-rate coding, b r ¼ dlog 2 Re bits per vector are required to encode the radial codewords and b p ¼ dlog 2 NðL; KÞe bits per vector are necessary for indexing the pyramid. The objective is to choose, for a given bit-rate b, the R and K that minimize the total distortion Dðb r ; b p Þ ¼ D r ðb r Þ þ D p ðb p Þ subject to the constraint that b r þ b p b, where D r and D p are the distortions contributed by Q r and Q p , respectively.
There are a few different approaches for estimating the optimal bit allocation between b r and b p . In [23] , Fischer solves for b r and b p analytically based on theoretical approximations for D r and D p . In [29] , Filip and Ruf employ a discrete optimal bit allocation procedure based on convex set theory. Both of these methods require the statistics of the source to be known. A third approach is to exhaustively search all combinations of K and R at the target bit-rate b. To illustrate, let us denote K max as the maximum value of K such that dlog 2 NðL; KÞe b. Then, for each value K i from 2 through K max , the corresponding number of radial levels R i is given by 2 bbÀlog 2 NðL;KiÞc . While K i is less than the optimal value K opt , the distortion resulting from ðK i ; R i Þ should decrease as K i is incremented and increase when K i ! K opt . In practice, this is not always the case since the radial values are trained in an open-loop manner, which may result in a mismatch between the statistics of the radial training set and the actual vectors that are quantized. With the exception of low bit-rates, we found that using values of K slightly different from the optimal did not significantly affect the results. Thus, in many instances, it would not be necessary to compute the optimal allocation. Instead, a simple rule, such as using twice the number of bits for indexing the pyramid as for the radius, can be used.
VERTEX TRANSFORMATION
Compressing vertex positions by VQ not only reduces the number of bits required for their representation, it can also be used to simplify subsequent computations on those vertices. A unique benefit of our VQ compression scheme is that it allows linear transformations to be applied to encoded vertices with significantly less computation compared to conventional methods. This is particularly useful because, during rendering, every vertex undergoes a linear modeling and viewing transformation in the first stage of the graphics pipeline to convert from object space to eye space. Typically, this operation is combined with a projection transformation that brings the coordinates into clipping space and is implemented as a single 4 Â 4 matrix multiplication using homogenous coordinates. Let us denote a decoded object space vertex to be rendered asv v n and letv v 0 n denote the desired transformed vertex in clipping space. Then,
where A denotes the transformation matrix. The traditional way of computing these transformations on a set of N vertices is with N matrix multiplications, which entails 16N multiplications and 12N additions. In our scheme, recall from (1) that each vertex is given by a computed prediction vectorṽ v n plus the supplied residual codevectorê e n . Combined with (1), (4) The second term in (5) isê e 0 n . These vectors are independent of the mesh vertices and can be precomputed by applying the linear transformation A to each codevector e e n . To transform a codebook of size M, 16M multiplications and 12M additions would be required.
This integrated vertex transformation and decoding process is depicted in Fig. 5 . Transforming a mesh of N vertices encoded with a codebook of size M requires approximately M matrix multiplications and 3N vector additions (depending on the choice of predictor). Since the size of the codebook M is expected to be much smaller than N, significantly fewer computations are performed. More importantly, the number of multiplications required is independent of N, so the benefits scale with mesh size.
When the number of vertices is large relative to codebook size, the number of arithmetic operations performed is reduced to a fraction of that required by traditional methods. Furthermore, the number of multiplications is fixed, so the savings in multiplications grows linearly with the number of vertices. For example, with a codebook of size 1,000, the number of multiplications required to transform a model with 10 6 vertices would be reduced by 1,000 times. In some cases, the savings could be even larger since, typically, more than N vertex transformations would be performed during rendering due to repetition of vertices that are shared between triangles. Fig. 6 compares the relative rate-distortion performance of the asymptotic closed-loop (ACL) VQ, open-loop (OL) VQ, and pyramid VQ techniques for several standard models. Rate-distortion results for a conventional technique based on fixed quantization followed by delta and entropy coding, as described in Section 2, is also included for comparison. As expected, the ACL method produces the lowest distortion curve, slightly outperforming the OL method. The only disadvantage of ACL compared to OL is the higher codebook training time due to the multiple iterations required. For moderate-resolution meshes, such as Triceratops, Cow, and Femur, the pyramid VQ method is a more practical choice since it does not have the codebook overhead. As evident in Fig. 6 , pyramid VQ outperforms the conventional uniform quantization method in most cases.
RESULTS

Compression
One question that arises is whether or not maximum error is a more appropriate distortion measure than mean error. The basic tradeoff that all nonuniform quantizers make is to allow greater distortion for the uncommon case in return for smaller distortion in the common case. Thus, our VQ method inevitably results in a greater maximum error compared to schemes based on uniform quantization. However, the vector quantized models still appear subjectively better than uniformly quantized models at comparable bit-rates. To illustrate, Fig. 7 shows the Crocodile and Bunny data sets rendered with the ACL and Pyramid VQ methods, with the uncompressed and conventional methods shown for comparison. Due to its smoothness and uniformity of triangles, the Bunny model can be encoded at a lower bit-rate, exhibiting only a minor amount of distortion at 7 bits per vertex. Although the crocodile model is more jagged and requires closer to 12 bits per vertex for good quality, it still exhibits much less distortion compared to the uniformly quantized version at the same bit-rate. Fig. 8 depicts closeups of the Bunny model at several bit-rates in order to show the compression artifacts in greater detail. The blocky artifacts resulting from the uniform quantization method are apparent.
Vertex Transformation
The accelerated vertex transformation method was evaluated by software simulation. Two simple C programs were written to measure the time required to apply a 4 Â 4 linear transformation to an array of vertices using the traditional method and using the accelerated method. In the accelerated case, the measured time includes the time required to transform the codebook. Both programs were compiled using GNU gcc version 2.95.2 with an optimization level of -O2 and executed on an AMD K6-2+/500-MHz PC running the Linux operating system. Fig. 9a shows a plot of the measured transformation times for the traditional and accelerated methods for several vertex array sizes ranging from 10 4 to 10 6 . Both times increase linearly with vertex number-the horizontal axis is scaled logarithmically due to the range in vertex number. For the accelerated method, codebook size was also varied between 100 and 5,000. With a large number of vertices, codebook size had little impact on the total transformation time.
To more clearly illustrate the effect of codebook size on performance, Fig. 9b plots the measured transformation time for the accelerated method as a fraction of the time required by the standard method. This plot indicates that the proposed method is 1.1 times slower for the case of 5,000 codevectors and 10,000 vertices, but significantly faster for the other data points. In practice, it is unlikely that such a large codebook would be used for a small mesh. As the number of vertices increases, the time required by the accelerated method appears to converge to about 60 percent of the time required by the traditional method.
CONCLUSION
Compression is essential for dealing with the growing complexity and bandwidth requirements resulting from the increasing geometric complexity of 3D models and the rapidly increasing performance of graphics processors. This paper has demonstrated that vector quantization is a promising tool for compressing the vertices of triangle meshes, which are used extensively in computer graphics applications. The key benefits of the technique include superior rate-distortion performance without reliance on entropy coding, efficient decompression that is amenable to hardware implementation, compatibility with existing connectivity compression schemes, and the capability for With regard to future work, there are a number of other VQ variations that could be explored (for good overviews, see [11] or [20] ). For example, safety-net schemes can be used to bound maximum error or tree-structured VQ can be used for progressive coding. Increasing the dependence between connectivity and vertex coding is another interesting direction for future research. 
