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Abstract 
Pierre, L., Rational indexes of generators of the cone of context-free languages, Theoretical Com- 
puter Science 95 (1992) 2799305. 
The rational index pL of a non-empty language L is a non-decreasing function from N* into F& 
whose asymptotic behavior can be used to classify languages. The rational index behaves well when 
combined with rational transductions: if a language L rationally dominates another language L’ (i.e. 
there exists a rational transduction 5, such that r(L)=L’), then pL the rational index of L, provides 
an upper bound on pL., since 
Hence all the generators of the rational cone of context-free languages, i.e. the context-free languages 
language, have roughly the same rational indexes, which were 
known to belong to expR( pO(n2). This paper improves these bounds. Indeed the rational 
ional cone of context-free languages belongs to exp O(nz/ln n), 
1. Introduction 
There are many ways to measure the complexity of languages. The rational index 
introduced by Boasson, Nivat and Courcelle [2,3] is one that behaves well when 
combined with rational transductions: if L 2 L’ (i.e. there exists a rational transduction 
r, such that r(L) = L’), then the rational index of L, which is a non-decreasing function 
pL : N* + N provides an upper bound on pL,, since 
3cEN*, vnEN*, cnbL(cn) + 1) 2 PL'@). 
Some context-free languages have polynomial rational indexes, for instance the 
Greibach languages [S]. For every algebraic number A bigger than 1, you can even 
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find a Greibach language whose rational index is in @(n’) [S]. However some context- 
free languages with polynomial rational indexes are not Greibach languages [4]. 
Some context-free languages have rational indexes growing faster than any poly- 
nomial, but slower than any exponential functions, i.e. they are in exp(o(n)). For 
instance, for every positive integer p greater than 1, there exist context-free languages 
whose rational indexes are in exp O(G) and no(*) [6,7]. 
Some context-free languages have exponential rational indexes, i.e. in exp o(n). For 
instance 
The only context-free languages known so far to have rational indexes growing 
faster than any exponential function, are the generators of the rational cone of 
context-free languages, i.e. the context-free languages which can transform into any 
context-free language through a rational transduction. This paper proves that their 
rational indexes are in expO(n’/ln n). This is why the following conjecture is 
proposed. 
Conjecture. The rational index of a context-free language, which is not a generator, is 
lower than exp cn for some number c. 
Proving that a given context-free language is a generator is easy, since you only 
have to give a rational transduction, which transforms it into a known generator. If 
the conjecture were true, then the proof that a given context-free language is not 
a generator, could always be achieved by finding a number c such that exp cn is larger 
than the rational index of the language. Generally it is not difficult. 
First some notations and definitions are given. Then a lower bound on the rational 
index of a restricted Dyck language DA ‘* is established. Finally an upper bound on the 
rational index of the context-free language E solution of the equation E = aEbEcud is 
established. These last two parts are independent and they can be read in any 
order. 
2. Notations and definitions 
An alphabet is a finite set of letters. A language written over an alphabet T is 
a subset of T*. E denotes the empty word. IuI is the length of the word u, i.e. the 
number of its letters; e.g. I a3bac2 I= 7. I ul, is the number of occurrences of the letter 
x in u; e.g. I a3bac2 Icl = 4. If X is an alphabet then ( u lx is the number of occurrences of 
letters of X in u; e.g. / a3bac2 Itb,cj = 3. L(d) denotes the regular language recognized by 
the finite automaton ,01. 
A context-free language is a language generated by a context-free grammar. Let 
X be an alphabet. Let _? = {X 1 XEX} be a barred copy of X. X and 2 are assumed to 
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be disjoint. Then the Dyck language Dx ‘* is defined to be the context-free language 
generated by the grammar 
(X, {S}, {S+xSXS I XEX} u {S-G}, S). 
Let L and L’ be two languages. If L’ is the image of L under a rational transduction, 
then we denote it L>,L’ and we say that L rationally dominates L’. For instance 
S= >S, since S+ =a+S,uS, b+. If L > L’ and L’ &L then we say that L strictly 
dominates L’ and we write L > L’; e.g. S= > S, . 
A context-free language L will be called a generator of the family of context-free 
languages, or simply a generator, if it dominates every other context-free language. 
For instance D&* is a generator if X contains at least two letters. The language 
E produced by the grammar 
<{a, b, C, d}, {S}, {S+aSbSc+d}, 0 
is also a generator. These definitions are given in Cl]. 
Let f be a function N + R. We define as usual 
o(f)={g: N-K!, VCER*+, %EN, t/n>%, Is(Mbclf(n)l), 
O(f)=(g: N-R, 3CER*,, %+N, V’n3%, Ig(4I~cl.m)ll, 
cqj-)={g: N+R, 3CElR*,, +bEN vnano, Ig(~)l2u(~)l}, 
@(f)=Wf)nKf). 
We shall write g = O(f) instead of geO(f) and similarly for o and 0. g -fwill stand 
for g-f=o(f). 
Note that iffdoes not take the value 0 then 
g-f 0 limg/f= 1, 
g=o(f) 0 limg/f=O, 
g=O(f) - limsupIg/fI<~, 
g=Q(j) o liminfIg/fl>O and 
g=@(f) o (liminfIg/fl>O and limsupIg/f)<cO). 
Lx J is the floor of the real number x, i.e. the greatest integer k such that 
k<x. [xl is the ceiling of the real number x, i.e. the lowest integer k such that k>x. 
I(i, j) denotes the set of non-negative integers less than i and multiples of j. 
Z(i, j)=[O, i[njRJ. 
For example 1(20,4)= {0,4, 8, 12, 16). I(i, 1) will be shortened to 
1(i)={O, 1, . ..) i-l} 
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Every regular language is recognized by a finite automaton. Rat, is the family of the 
regular languages recognized by finite automata with at most n states. 
If L is a non-empty language then its rational index is the function 
Theorem 2.1 (Boasson et al. [3]). If L’G L, then there exists an integer c such that 
VnEN*, PL’(4 < cn(pl(cn) + 1). 
3. Lower bound 
According to Theorem 2.1, in order to prove the announced lower bound on the 
indexes of all the generators, it is enough to prove it for only any one of them. The 
Dyck language Da*, has been chosen where A = {a, b, c, d, e, 0, l}. So we must prove 
that 
This result could be achieved by finding a sequence of finite automata (d,),,N such 
that for every n, the automaton &‘, has n states, it recognizes at least a word in Da* and 
the length of the shortest word in Ok*, that it recognizes, grows fast enough with n, i.e. 
min 1 ut / = 2R(n211nn), 
w~L(.d.)nD:: 
Instead of that, we first define for any non-negative integers m and s a finite 
automaton d,,,. Then we give an upper bound on its number of states #Q.&,,, and 
a lower bound on the length of the shortest word in Da*, that it recognizes: 
# Q.d,,,,G 8 2 “+“+62”+2m2”, 
min{/w~~~~L(,~,,,)nD~*}32~“~~, 
proving thereby that 
VrnEN, V.SEN, p,;,(82”~s+62”+2m2”)~22”‘“. 
The details follow. 
3.1. Description of ,al,,, 
Let m and s be two non-negative integers. We have the four numbers 
p=m+s, M=2*, S=2”, P=2P=MS. 
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The states of A$,,,, are 
Yo, Yl> .‘.> YP, 
Yb, y;, . . . . Yk-1, 
Yo, us7 yI2.9, ..., VP-S, VP, 
P’> 
W, j
Pi.j 
odids and jEl(P,2’) or 
s<i<p and jEI(P+2’-S, S). 
The only initial state of LX?,,,, is czo, its only final state is yp. 
The arcs of &,,,, are 
yj 4 y; 
i; 
YI + ‘i’j+ 1 1 for jGI(P), 
b 
mO, j --+ clj 
Yj’ PO,j ! 
0 ctij -+ cc; 
y; 3 yij 
- 1 
d2j+ 1 
1 
--) a;+p,2 
for jCZ(*P), 
i 
Yj+P/Z +Ybj+l J 
0 
mi+l.j+ai,j 
1 
ai+l,j-‘mi,j+2L 
ii for O<i<s andjEl(P, 2’+‘), 
Pi,j-‘Pi+l,j 
i 
Pi,j+Zl + Pi+l,j ! 
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0 
ai+l,j+ai,j 
mi+l,j+21 ’ mi,j 
0 
for s<i<p andjEZ(P+2’-S, S), 
Pi,j+Pi+l.j 
i 
Pi,j + Pi+l,j+2’ 
b 
Bj + mp,j 
Pp,j ’ Pj 
forjE1(2P-S, S), 
c(j’ qj 
c 
llj + c(j+.S 
;i 
yj ---f Oj 
I 
for jEZ(P, S), 
oj 5 yj 
ej4 'Ij+S 
vj-s 5 qj for O<j< P and j=O (mods), 
a0 5 ‘?o (N.B. a, 5 q. also exists), 
ylP_s 5 E+ (N.B. qP-s f, c(~ also exists), 
;i 
00 --f Yo (N.B. y. 4 B. also exists), 
yp 5 op (N.B. OP L yP also exists), 
The description of &,,, is complete. d3, 2 is drawn in Fig. 1. In this figure the states 
drawn in the same column have the same last subscript, which is the number written in 
the circles, standing for some of these states. For instance, c&, as, mo, 8, ml, *, mz, 8, 
m3,s> Ti14.8, m&s> p8, p5.8, P4.8, P3,8, p&S, p1.8, PO.8, y8 and Yh are in this order along 
the same vertical line. The three states c18, p8 and y8 are drawn as @>, and the fourteen 
other states are drawn as l . In addition al, cx6, a~~,~, ri~i,~, P~,~, P~,~, y6 and & are 
along another vertical line. Conversely the states, which differ only by their last 
subscripts are on the same horizontal line. However for drawing convenience, the 
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states ‘li and Hi are not located according to these rules. They are not aligned with the 
other states, whose last subscript is i. Indeed they are rather located as if their names 
were qi+2.5 and oi+r,,. The state 8 has been put at the end of the pi’s row. 
3.2. Elementary paths in sZ,,, 
Let Q.CYlm,s be the set of the states of d,,,. Let QId,,I be the set of the states c(~, Bi and yi 
of <d,.,. Let Qk, = Q.d,_ - Qid,,, be the set of the other states of ,QI,,,, i.e. the states cr:, 
/?‘, ri, ~i,j, pi,j, vi and Bi. The states in Q(d,,, will be called main states, and the states in 
Q:G,,, will be called minor states. In Fig. 1 the main states are drawn as circles 
containing numbers 0, and minor states are drawn as bullets l . Let B = AU,? be the 
alphabet over which 07 is written. Let B,= (a, b, c, d, e, 5,6, 2, J, 2> and 
Bi = (0, 1, 0, 11. Letters in B, will be called outer letters, and letters in Bi will be called 
inner letters. You may notice in &,,, that 
0 no arcs join two main states; 
l every arc joining two minor states is labeled with an inner letter; 
l every arc joining a minor state and a main state is labeled with an outer letter. 
Hence outer letters switch the automaton G!~,~ between main and minor states, while 
inner letters keep it in minor states. A Dyck word (i.e. a word belonging to 02) always 
contains an even number of outer letters. This proves the following lemma. 
Lemma 3.1. Let 5 : x be a path in &‘,,, labeled with a Dyck word w. Then 4 is a main 
state if and only ifx is a main state. 
An elementary path is defined as a non-empty path beginning and ending at main 
states and whose intermediate states are all minor. Obviously the labels of the 
elementary paths belong to B,BTB,. This explains the terms “inner” and “outer”. 
If 4 and x are two main states, D([, x) is defined as the set of the paths leading from 
< to x, which belong to 07. 
Let D’(<, x) denote the minimal number of occurrences of the arc CI~ 5 /3’ in a path 
of D(& x), if this set of paths is not empty, and co otherwise. This definition is 
reasonable since CC is the unit element for min in the semi-ring (fVu{co}, min, +). For 
all integers i, Jo {O, 1, , P $, we define f (i, j) = D’(‘Ai, ?/j). Since a0 is the initial state, and 
yP is the final state, we are interested in the value off (0, P). Indeed it will be shown 
that f (0, P) = 2PM. 
Every path joining two main states may split as a sequence of elementary paths. In 
order to describe them, grin : r(P)+{O, l}” is defined as the bijection such that &i”(h) 
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is the binary representation of the integer n with p bits; e.g. 
&,(P-l)=llll...l, 
4&P/2) = 1000.. .o. 
If wEA*, then W will stand for the word w written in reverse order, where every letter 
is barred. It is the word in A* such that wWEDT. _- 
In the same way, $Bin:Z(P)-t{O, l}” is also defined as the bijection such that 
&in(n)&in(n)EDY, i.e. Eli, is the word $si”(n) written in reverse order, where every 
letter is barred. 
Lemma 3.2. Let i, jel(P) and xe{O, l}. Then cr’i G cij is an arc of d,,, if and only if 
(Psin(i)x = x4gin( j), i.e. x is thefirst letter of&,(i) and 4sin( j) is obtained when rotating 
$Bin(i) one letter to the left. 
The proof is obvious. 
Lemma 3.3. Let i, jEZ(P) and WE{O, l>*. Then I$ J cr’j is a path in d,,, ifand only if 
&,(i)w=w&in( j), i.e. w is a prefix of &in(i) rIW”Pl and &i,,(j) is obtained when 
rotating 1 w( letters to the left of the word &i”(i). 
Proof. This lemma can be proved inductively, with the help of the previous 
lemma. 0 
It has an obvious corollary. 
Lemma 3.4. Let i, jEZ(P) and WE {0, l}“. Then M: r N> is a path in -r4,,, ifand only ifi =j 
and w = 4Bin(i). 
In the same way we can prove the following lemma. 
_- 
Lemma 3.5. Let i, jcZ(P) and WE{O, l}p. Then $11; y> is a path in d,,, ifand only ifi=j 
and w = &i,,(i). 
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Lemma 3.6. The elementary paths in &,,, are 
a a,+,+LY::&wj 
li’j4;I$g4ri+, 
where i,jEZ(P), WE{O, l}* and 4Bin(i)w=W4Bin(j). 
'r' t+j 
43Ri.(~+jFPi+i, 
Bi+i’ 
btiBlnU’+j)b ~. 
' t+j 
where i, ~‘EZ(P, S) and jeI(S). 
c OJ c 
a0 + rl0 + YjS + cc(j+l)S 
d oj d 
ccP-(j+ 1)s + VP-(j+ 1)s + VP-S + aP 
i% 
yp~)Bp~ eP_jS$yp_js 
where je I (M). 
d 01 
ai + vi + qi+js -S rXi+js+s where i, i+jSEI(P, S), hence j<M- 1. 
yi 4 /iii 2 ei_js -5 ;‘i_js where 0 < i - jS and iE I (p, S), hence j < M - 2. 
Proof. Almost all of this is obvious. Only a few points need explaining. Lemma 3.3 is 
used for the paths C(i+ 1 : or; 4 CC; -f+ Ctj. The paths yj 4 rj 2 y{ 4 yi can be handled in 
the same way. 
Let /-& s CQ be an elementary path. It can be written 
for some integers i,, il, . . . . i, and some letters x0,x1, . . . . x,- ,E{O, 1) such that 
k=i,, l=io, w=xp_l...xlxo, 
ir+l= 
i,-xo2j if O,<r <s, 
i,+xo2j if s<r<p. 
Leti=i,,j=~~~~(O”x,_,...x,xo)andi’=~~~~(x,~,...~,+,~,O”).Thenw=~,in(j+j’) 
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sinceinbinaryO”x,_, . ..x~x~+x~_~...x.+~ s x OS= w. jeZ(S) and ~‘EI(P, S) because of 
their definitions. i~l(P, S) since ~il,,i exists. 
p-1 
k=i,=i,+ c x,2’=i+i’, 
,=s 
s-l 
l=ie=i,+ C x,2*=i+j. 
r=O 
This proves that the path has the form 
Bi+i’ 
b&A’+j)b 
~Cri+j where i, ~‘EI(P, S) and jEl(S). 
Conversely you can see that for any integers i, i’EZ(P, S) and jeI(S), there exists a path 
Bi+i’ 
%di’+j)b 
‘ai+j. 
Note that 
I- 1 
O<i,=i,+ C x,2’6P-S+2’-S 
,=S 
and i,=O (mods) for Odrds and 
s-1 
O<i,=i,+ 1 x,2’<P-S+P-2* 
f=l 
and i, = 0 (mod 2’) for s < I < p so that the states m,, i,. exist. 0 
3.3. Study of the paths in &,,, labeled by Dyck words 
We say that two elementary paths t z x and r’ 2 XI are conjugate if WEA* and 
w’=W. 
Let Dk = (XWX ( XE A, WED?} be the set of the prime Dyck words, i.e. the non-empty 
words of 07, whose first letter corresponds to the last one. Then 02 = (D>)*. A word 
w of 02 is in Da if and only if none of its left factors but E and itself is in DT. 
Dk = DT -(E) -(DT - {E})‘. 
Lemma 3.7. A non-empty path joining two main states and labeled by a prime Dyck 
word is up 2 y. or else it has the form t1 2 t2 : t3 5 t4 where t1 2 t2 and t3 % t4 
are conjugate elementary paths and v is a Dyck word. 
Proof. Let w = t1 s &, be a path joining two main states t1 and t4 labeled by a prime 
Dyck word w. Since w is prime, it is non-empty. Since t1 and <., are main, G begins 
with a elementary path. 
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If this elementary path is clP 2 yO, then w begins with the prime Dyck word e.?, so 
that w =eE and w=cx, 3 yO. Or else this elementary path is c1 s c2 for some 
non-barred outer letters x, y~{a, b, c, d}, some word UE{O, l}* and some main state 
t2. Since w is a Dyck word beginning with xuy, it begins with xuyul;, for some Dyck 
word t’. This means that w begins with (i----t xUy r2 : r3 5 &. According to Lemma 
3.1, since t2 is main and v is a Dyck word, t3 is also main. Hence the arc t3 z 4; is the 
beginning of an elementary path, i.e. w begins with 
-- 
for some word u’E(O, l}* and some barred outer letter FE{& 6, E, d}. The word 
xuyvyu’Z is the beginning of a Dyck word, hence u’= r.i and x=z. Hence it is a prime 
Dyck word, and it is w. So in w the first elementary path ri “2 t2 and the last one 
yu’r 
53- t4 are conjugate. 0 
Thus, we require the following lemma. 
Lemma 3.8. The pairs of conjugate elementary paths are 
where i, i’EI(P, S), 
jEl(S), 
COJC r&r 
IyO’r(j+l)S and yP -YP-jS 
dOJd 
where jE I (M). 
IxP-(j+ 1)s - @P and 
--- 1 
yjs “2” ~0 
Proof. The two paths CQ+ 1 $ a; 1 ct; : cq and yi+j “B8’“(‘t”a’Pi+iP may be conjugate 
only if w = &“(i’ +j) and then according to Lemma 3.4, k = 1= i’ + j. Similarly, Lemma 
3.5 can be used to handle the paths whose labels belong to b{O, l}*b and their 
conjugates. You may notice that no path labeled by do’? withj < M - 2 can match the 
only path labeled by CO M- ‘d Similarly, no path labeled by dOjc with j < M - 1 can . 
match the path labeled by @d. 0 
The last two lemmas result in the following one. 
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Lemma 3.9. The paths in -c4,,, labeled by prime Dyck words are the path up 2 y. and 
the paths 
%+j+l 
Pi+? 
b&.(i’+j)b w 
where 
i, i’EI(P, S) 
jam, 
co& Ti%F 
aO-u(j+l)S r YP'YP-JS 
dOjd 
aP-(j+ 1)s’ c(P ’ YjS 
;iGd 
where jEl(M), 
-YO 
and WED?. 
These prime paths only lead either from Ui’S to /?j’s or from q’s to y;s or from pi’s to 
y;s. So two of them can be composed only if the first one goes to a Bi whence the 
second one starts. 
Because of Lemma 3.1, the paths in d,,, between main states labeled by Dyck 
words are obtained when composing these prime paths. This proves the following 
relations between the sets D(& x). 
Lemma 3.10 
D(ai+j+ 1, Pi+i,)=ai+j+ 1 a~Bin(i+j)atui+jl)(ui+j, yi,+j)yi,+j “Bl”(i+j)‘Fpi+i,, 
D(pi+i.,yi,+j+l)=fii+i, b@Rin(i’+i)btq+jD(ui+j,yi,+j)yi,+j ‘~Bin(‘+j)~yi,+j+l ] 
for i, i’El(P, S) and jeZ(S); 
D(ai, Pj)=O 
zn any other case, i.e. 
iEl(P), jE1(2P-S, S), 
D(Pj, Y,)=f’ j-i+S$]O, P]; 
D(ui, Y/c)= u D(Ui, fij)D(flj, Yk) ifi kE1 +I(P); 
jsI(ZP-S,S) 
D(uo~ Yi)=0 
D(ui, YO)=@ 
ifiEZ(P) and if0 (mods); 
D(ao, Yp_is)=cco ‘Oic 
ZI’T 
-ais+sD(ais+s, YP)YP-YP-is 
DC~P-IS-S~ YO)=ap-is-S 
dO’d 
--.- 
dO’d 
-~PD(~P, Yis)Yis-Y~ 
for iEl(M); 
&UP, yo)=ap 2 yo. 
292 L. Pierre 
The relations between the sets D(<, x) transform into relations between the numbers 
D’(C, x). 
Lemma 3.11 
D’(mi+j+l, /3i+i’)=D’(ai+jY Yi’+j) 
i i 
f 
i, i’EZ(P, S), 
Or D’(/Ji+i’3 Yi’+j+l)=D’(ai+jf Yi’+j) jEf(s); 
D’(Ei, bj)= Co 
D'(Pj9 Yk)= a3 
in any other case; 
D’(ai, yk)=min D’(c(i, pj)+D’(bj, Yk) if i, kE1 + Z(P); 
D’tclOf Yi)= Co 
D’(rxi, YO)= a3 
ifi+ (modS); 
D’(~o, yp-iS)=D’(EiS+s, YP) 
D’(xP-is-S> ?O)=D’(crP, YU) > 
for iEl(M); 
D’h Yo)= 1. 
Removing the terms D’(cCi, pj) and D’(~j, yk) from all these equations yields the 
following system. 
Lemma 3.12 
f(i+j+ 1, i’+j’+ l)=minf(i+j, i”-i+j)+f(i”-i’+j’, i’+j’) 
i” 
for i, i’EZ(P, S) and j, j’EZ(S); 
f (i, 0) = co 
f(O,i)=co 
ifi+ (mods); 
f(@ P - is) =f(iS + S, P) 
f(P - iS - S, 0) =f(P, is) 
for o d i < M. 
f (P, O)= 1. 
3.4. Computation off (0, P). 
Lemma 3.13. f>O. 
Proof. The only elementary path beginning on an cli which does not end on an CLi, is 
c+ 5 /?’ 5 yo, so that every path leading from an cli to a yk contains at least one 
occurrence of the arc c+ 2 J’. 0 
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Lemma 3.14. ,f is the only mapping from (0, 1, . . . . P}’ to N*u{co} satisfying the 
equations of Lemma 3.12. 
Proof. Let g and h be two mappings from (0, 1, . . . . P}” to lV*u(co} satisfying the 
equations of Lemma 3.12. Suppose g&h. Let i and j be two integers such that 
g(i,j)> h(i,j) and h(i,j) is minimal. 
If i >0 and j>O then one of the equations of Lemma 3.12 is 
h(i,j)=minh(i-l,k)+h(k+k’,j-1) 
ksK 
for some subset K of 10, 1, . . . , P} and some integer k’. Thus 
h(i,j)=h(i-l,k,)+h(k,+k’,j-1) 
for some k0 in K. Hence h(i- 1, k,) and h(ko+k’, j- 1) are less than h(i, j). Then the 
definition of i and j proves that g(i- 1, k,)bh(i- 1, k,) and g(ko+k’, j- l)<h(ke+k’, 
j - 1). Hence 
g(i, j)=min g(i- 1, k)+g(k+k’, j- 1) 
ksK 
<g(i-l,k,)+g(k,,+k’,j-1) 
<h(i-l,k,)+h(k,,+k’,j-1) 
= h(i, j). 
If i=O and j+O (mod S) then h(i, j)= cc so that h(i, j)>g(i, j). 
If i=O and j=P-kS for some k in (0, . . . . M-l}, then 
h(i, j)=h((k+ l)S, P), 
g(i,j)=g((k+ l)S, P). 
Hence 
g((k + l)S, P)> h((k + l)S, P). 
So the two positive integers (k + 1)s and P could have been chosen instead of i and j, 
yielding, as in the first case, g((k+ l)S, P)< h((k+ l)S, P). 
And so on. 
Each case results in a contradiction. This proves that g< h. Similarly h <g, Hence 
g = h. This means that there is at most one mapping from (0, 1, . . . , P}’ to N*u{ a} 
satisfying the equations of Lemma 3.12. Sofis the only one. 0 
Note that the equations of Lemma 3.12 have no other solutions among the 
mappings from (0, 1, . . , P}’ to ~u(co}. But it is harder to prove it. 
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Table 1 
Value of ~$(i,j) for m = 2 
i 0 1 2 3 4 
0 6 10 13 1.5 16 
1 3 7 11 14 16 
2 1 4 8 12 15 
3 0 2 5 9 13 
4 0 1 3 6 10 
The M2 couples (i, j) of (1, 2,. .., M}’ are sorted according to the lexicographic 
order on the couples (j-i, i +j). Let 4(&j) be the rank of the couple (i, j) for this order. 
4(i,j)= # ((i’,j’)~{l, 2, . . . . M}‘I2M(j’-i’)+i’+j’d2M(j_i)+i+j} (1) 
We also define 
$(M, O)=O, 
6(0, M)=M’, 
4(0, i)=4(1, i+ l)- 1 
4(i,O)=4(i+l, 1)-l I 
for iEl(P), 
so that (p is defined on {O, l,..., M)’ and (p(i+l,j+l)=$(i,j)+ 1 whenever both 
values of C#J exist. 
Note that (1) works for any (i,j)E{O, 1, . . . . M)’ (Table 1). 
Let g1 : (0, 1, . . . . P} 2+fV*~{ “3) be the mapping defined by 
gr(i+ l,j+ 1)=(2’““dS+2jm0dS)2 s4( LiQ 1. Lj/S J) for i,jEl(p), 
(2) 
g1 (i, j) = 2S$4’ls3 j/S) if i,jEl(P+S, S), (3) 
gl(i, O)=g,(O, i)=co if if0 (mods). (4) 
Note that some values of y1 are given by either the first or the second equation. Of 
course the two values are equal. Let i and j be two elements of {S, 2S, 3S, . . . , I’}. The 
first equation yields 
gl(i,j)=(2s-‘+2s-‘)2 Sl(i/S-l,j/S-1)_2S(l+~(i/S~l,j/S-1)) 
This is the value yielded by the second equation since 1 + $(i/S- 1, j/S- 1) = 
b(i/S, j/S). Note that the third equation simply sets to co all the values not provided SO 
far (Table 2). 
Lemma 3.15. i=j (modS)=>g,(i,j)=2imodS2S~( Ll/sJ,Lj/sj). 
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Table 2 
Value ofg,(i,j) if m=s=2 
i 0 12 3 4 5 6 18 9 10 11 12 13 14 15 16 
0 2z4 CC cc cc 240 al CC a, 25= al cc co 260 to co co 264 
1 co 225 3224 5224 9224 241 3240 5240 9240 253 3252 5252 9252 261 3260 5260 9260 
2 o3 3224 226 3225 5225 3240 242 3241 5241 3252 254 3253 5253 3260 262 3261 5261 
3 co 5224 3225 227 3226 5240 324’ 243 3242 5252 3253 255 32% 5260 3261 263 3262 
4 212 9224 5225 3226 228 9240 5241 3242 244 9252 5253 3254 256 9260 5261 3262 264 
5 m 213 3212 5212 92’2 229 32” 52” 92 28 245 3244 5244 9244 257 3256 5256 9256 
6 cc 3212 214 3213 5213 3228 230 3229 5229 3244 246 3245 5245 3256 258 3257 5251 
7 cc 52’= 3213 215 32“’ 5228 32 29 231 3230 5244 3245 247 3246 5256 3257 259 3258 
8 24 92’= 5213 3214 216 92=” 5229 323 0 232 9244 5245 3246 248 9256 5251 3 258 260 
9 co 2’ 324 524 924 2l’ 32’6 5216 9216 2’3 3232 5232 92= 249 3248 5248 9248 
10 co 324 26 325 52’ 3216 218 32” 5217 32” 2j4 32= 52= 3248 250 32@ 5249 
11 co 524 325 2’ 326 5216 32” 219 32 18 52x2 3233 235 32% 5248 3249 251 3250 
12 2’ 924 52’ 326 28 9216 52l’ 3218 220 9232 5233 3234 236 9248 5249 3250 252 
13 co 2l 32’ 52’ 92O 29 32’ 52’ 92’ 2” 3220 5220 92’O 237 3236 523b 9236 
14 cc 32’ 2= 32l 52l 32’ 2” 329 529 3220 222 3221 5221 3236 238 3237 5231 
15 cc 52’ 32l 23 322 52’ 32’ 211 32” 5220 32=l 223 3222 52= 3237 2- 3238 
16 2O 92O 52’ 322 24 92’ 52’ 32” 212 92” 522L 32== 224 9236 5237 32= 24fi 
Proof. Let r be the remainder of i and j modulo S. Let i’ = (i - r)/S and j’ = (j - r)/S. If 
r # 0, (2) yields 
91(i,j)=(2'-'+2'-')2Sg(",j'). 
If r=O then (3) yields 
gi(i, j)=2s+P(i'..i') 
In both cases 
gi(i, j)=~2s4(i',j')=l 2gl(i+l,j+l). 0 
This lemma and (2) prove the following lemma. 
Lemma 3.16. 1fi,jEZ(P), then i=j (modS)=g,(i+ l,j+ 1)=2g,(i,j). 
Lemma 3.17. g1 satisJies the equations of Lemma 3.12. 
Proof. All these equations but the first one are easily checked. Let i, i’EZ(P, S) and 
j, j’EI(S). The left hand side of the first equation is 
L=g,(i+j+ 1, i’+j’+ 1)=(2’+2j’)2 SOWS,i'/S) < 2SC1 +&Ci/S,j/S)) , 
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We define 
Rk=gl(i+j, k-i+j)+gl(k-i’+j’, i’+j’) 
= 2j2S&(i/S, (k - i)lS) + 2j’2Sb(Ck - i’)/S. i’/S) 
2 max (2 Sg(i/S, (k - i)/S) > 
p((k i’)/S, i’i.9 
> 
for k~1(2P-S), so that the right hand side of the first equation is 
R= min Rk 
kszI(ZP-S,S) 
If k=i+i’, then 
Ri+i, = g1 (i +j, i’ +j) + g1 (i +j’, i’ +j’) = ‘Jj2s$(i/s,“/S) + 2j’2s+(i/s. i’/s) = L. 
If k>i+i’, then (k-i)/S-i/S>i’/S-i/S hence 4(i/S,(k-i)/S)Bl +4(i’/S, i/S) so 
that L6Rk. 
Similarly, if k < i + i’, then i’/S - (k - i’)/S > i’/S - i/S hence @((k - i’)/S, if/S) > 
l+$(i’/S, i/S) so that L<Rk. So the least Rk is Ri+i,=L, i.e. R=L. 0 
Since g1 ~0, this lemma and Lemma 3.14 prove that g1 =$ So 
f(0, P)=gl(O, p)=2S~(0,M)=2SM2=2PM< co. 
This proves that D(ao, yp) is not empty, i.e. &,,, recognizes at least one word of 07, 
and also that every word of 07 recognized by A@‘,,, contains at least 2PM occurrences 
of e. Hence the length of the shortest words in 07 recognized by &‘,,, is greater 
than 2PM. 
3.5. &,,, states count 
Lemma 3.18. The number of the states of d,,, is # Q,d,,, = 8P + 6M + 2mM - 2m - 1. 
Proof. The number of mi,j is 
=(2P-M)+m(M-1)+(2M-2) 
=2P+M+mM-m-2. 
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The numbers of the various kinds of states in d,,, are 
Cli and yi 2(P+ f), 
of and y: 2(P)> 
mi,j and Pi,j 2(2P+M+mM-m-2), 
P 2M-1, 
B’ 1, 
Vi M+l, 
Oi M. 
Adding these numbers yields the result. 0 
3.6. Achievement of the lower bound 
This proves that 
p,;,(8P + 6M + 2mM - 2m - 1) > 2PM. 
Let n be an integer bigger than 32. Let 
p= log,; =LlogznJ-4, 
L J 
s=r log,Pi, m=p--s. 
The definitions of p and s mean that 
PE 
1 I $2 , SECP, 2PC. 
Obviously p 2 1 and s >, 0. Furthermore p z 1 + log, p so that p > s and m > 1. m d p < S 
so that mM <P. Hence 
#Q.dm,s=8P+6M+2mM-2m-1<8P+6M+2mM,<16P<n, 
p&n) 2 PLY:(# Q.~Y,,,) 3 zPM, 
log,p,,(n)aPM=;> r 
0 
2 1 n2 ln2 n2 
32 ~‘2”log2n=2” Inn 
This proves that 
pWT(n)Eexp Q(n’/ln n) 
which, with Theorem 2.1, proves the following theorem. 
Theorem 3.19. The rational index of any generator of the rational cone of context-free 
languages is in exp R(n’/ln n). 
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Note that the automaton SS!,_ would have been simpler to describe if we had only 
considered the case s = 0. Unfortunately the sequence of automata (&‘,, O)mC~ leads to 
a worse lower bound on pDT: 
4. Upper bound 
Lemma 4.1. Let G be an acyclic directed graph with n vertices, such that any two 
vertices are joined by at most one path of length less than 2a (but longer paths may exist). 
Then the number of paths joining two given vertices is not greater than 2”la. 
Proof. The lemma is proved inductively on n. Let s and t be two vertices of G. We 
want to prove that the number fc(s, t) of the paths in G leading from s to t is not 
greater than 2”‘a. If no paths go from s to t then fa(s, t) = 0 Q 2”1u. So from now on we 
assume that one path at least goes from s to t. 
Let s+xr-+xZ+~~~+xk-l+t be a path of maximal length going from s to t. 
Case I: k <2a. Then it is the only path from s to t. Hence fG(s, t)= 1~2”“‘. 
Case 2: k32a. Then the path s-+x1-+x2+ “.+xi is a path of maximal length from 
s to Xi, for every iE { 1, 2, . . . , 2a - 1). Hence it is the only path going from s to Xi. Let G’ 
be the graph obtained when removing the vertices s, xi, . . , x,_ 1 from G and G” be the 
graph obtained when removing the vertices x,, x,+ 1, . . . , xZa- 1. Each of these two 
graphs has n-a vertices. Induction hypothesis applies to each of them. The paths in 
G leading from s to t are of two kinds, depending on whether they go through x, or 
not. 
(a) Those going through x, have the form ~+x~+~~+~~~-+x,-ibt where w is 
a path in G’ joining x, to t. There are no more than 2(“-‘)ia such paths. 
(b) Those which do not go through x,, also do not go through any of the vertices 
X a+1, .‘., x~~-~. Hence they are paths in G” joining s to t. There are no more than 
2(“-a)‘o such paths. 
Hence the total number of paths going from s to t in G is not greater than 
2 x 2’” -0)/a = 2”iU. 0 
An upper bound is now given on the rational index of the context-free language 
E which is the solution of the equation, 
E = aEbEcud. (6) 
It will yield an upper bound on the rational index of every context-free language, since 
E is a generator of the rational cone of the context-free languages. First some 
properties of E are given. 
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Lemma 4.2. Every word w in E contains as many a’s as b’s or as c’s but one more d. 
VweE, (w(~=I~(~=Jwl~=Jw(~-l, 
and every non-empty word w, which is a proper left factor of a word in E satisfies 
lwIa>Iwlc. 
Proof. It can be proved by induction on the length of w, from (6). q 
This lemma and (6) prove the following lemma. 
Lemma 4.3. No word in E is the left factor of another word of E. In other words, two 
words of E, which are left factors of a same word, are equal. 
This lemma and (6) result obviously in the following lemma. 
Lemma 4.4. Let WEE. Then either w = d, or w has a unique decomposition w = aw 1 bw, c 
where w1 and w2 belong to E. 
This lemma means that the context-free grammar with the single rule S+aSbSc + d, 
which produces E, is not ambiguous. 
Let n be an integer not lower than 64. Let d be an automaton with n states, which 
recognizes at least one word of E. Let Q = (5 1, t2, . . . , (,} be the set of the states of d. 
Suppose them to be ordered by <i < t2 < .‘. -CC,,. The alphabet X= {a, b, c, d} is 
ordered by a < b < c < d, the set X * is ordered in the following way: 
u < v o (Iu 1-e IVI or JuI = Iv1 and u is before v in lexicographic order). 
The set of the paths in d is partially ordered in the following way. Two paths may be 
compared if they have the same extremities, and then [ z X-C 5 5 x if and only if 
w < w’ or w = w’ and the sequence of the states in the first path is before the sequence of 
the states in the second path in lexicographic order. 
In other words, the set of the paths joining two fixed vertices of d is totally ordered, 
and to compare two such paths, you first compare their lengths; if they are equal, then 
you compare their labels; if their labels are also equal, then you compare the sequence 
of their states. In the remainder of this proof of the upper bound, expressions like “the 
least path” will be understood to have this meaning. So for instance the least path 
joining two given states is one of the shortest. 
Lemma 4.5. If 5-;-+r-z-+[ and 4-G’+r-l;‘+< are two paths, then 
$6; and ;<s’) =z= ;;Q;‘;‘. 
So if && is a path and ;’ < ;, then u;‘w -C &%. 
The proof is obvious. 
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Definition 4.6. For every couple (i;, x) of states of J&‘, we define i({, x) to be the least 
path labeled by a word of E joining g to x. If no such path exists, then ;([, x) is not 
defined. 
Lemma 4.7. For every couple (<, x) of states, either c([, 1) is not defined, or 
P(r>X)=&% 
or S(C$, x) has a unique decomposition 
(7) 
p(& x)=5$ (‘-P((‘, X’)‘X’ A <“-j((“, ,“)_t,“$ x. (8) 
Proof. It is obvious from Lemmas 4.4 and 4.5. 0 
We now build a labeled directed graph G representing the set of the paths &t, x), 
and especially the derivation tree of their labels for the grammar S+aSbSc+d. The 
vertices of G are the couples (is, x) of states of & for which i(c, x) is defined. For each 
decomposition (8), we put in G the two arcs 
(C.9 X) &(5’, x’h (4, x) $7 (5”, x”). 
(r’, x’) will be called the left son of (5, x) and (t”, x”) will be called its right son (N.B. 
. G has exactly two sons if (&t, x) I> 1 and maybe ([‘, x’) = (t”, x”)). Every vertex (5, x) of
zero son if i;(<, x) = 5 : x. 
Lemma 4.8. Zf (<, x) has the son (t’, x’) then 
Proof. It is obvious from (8). Cl 
Lemma 4.9. G is acyclic. 
Proof. According to Lemma 4.8, if a non-empty path in G leads from (4, x) to (t’, x’), 
then I;(& XII > I&t’, x’)l. Hence (5, x)#(t’, 1’1. 0 
Lemma 4.10. Every path in G is completely defined when you know its starting vertex 
and its label. 
Proof. When two arcs leave a same vertex of G, then they carry the two different labels 
1 and r. 0 
Definition 4.11. A path in G will be said to be maximal if it ends on a vertex without 
sons. 
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Definition 4.12. For every vertex (5, x) of G the number of maximal paths starting on 
(5, x) will be denoted m(5, x). 
Lemma 4.13. For every vertex (5, x) of G, the label of&t, x) contains exactly ~(5, x) 
occurrences of the letter d. 
Proof. It can be proved by induction on the height of the vertices of G (the height of 
a vertex being the length of the longest path leaving this vertex), thanks to relations (8) 
and (7). You may also notice that the maximal paths leaving (5, x) represent the 
branches of the derivation tree of the label of p(t, x) for the grammar S+aSbSc+d, 
and the leaves of this tree correspond to the occurrences of d. 0 
The words of E are the words recognized by the following push down automaton 9: 
9 has two states land V. The stack alphabet is (1, r}. It has four transitions 
The only initial state is 1 The only final state is F (Fig. 2). In the state c automaton 9 is 
waiting for a word of E. It will be in the state ? with the same stack contents, when it 
has read this word of E. Automaton 9 corresponds exactly to the grammar 
S+aSbSc + d. You may notice that 9 is deterministic, and this proves again that this 
grammar is not ambiguous. 
The state word of automaton 9 is defined as the word ss’, where s is its stack 
content and s’ is its state. The state word belongs to {I, r}* (1; T}. 
Lemma 4.14. If the alphabet { 1, r, c F} is ordered by I< 1 < r < ?, then the state words of 
.c? appear in lexicographic order when it reads a word of E. 
Proof. The four transitions of 9 replace a right factor of the state word by a bigger 
one in lexicographic order: f<ll, 1 <f, r?<r and lr<rl 0 
Fig. 2. 
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Lemma 4.15. For every vertex (5, x) of G, the set of the contents of the stack of 
automaton 9 while it reads the label qfj(t, x), is exactly the set of the labels of the paths 
in G beginning in (<, x). 
Proof, The lemma is proved by induction on the length of j(t, x). Let (5, x) be a vertex 
of G. According to Lemma 4.7, if (7) holds, then the only path in G leaving (5, x) is an 
empty path, and the only way for 9 to read the label d of&t, x) is (E, 0 -%q (E, Y). If (8) 
holds, then the reading of the label w of $(4, x) has the form 
where w’ and w” are the labels of p(t’, x’) and j(t”, x”). Hence the stack contents 
during this reading can be: 
l E which labels the empty path of G from (4, x) to itself, 
l 1 which labels the path (5, x) f,(<‘, x’), 
l a word Is where s is an instance of the stack contents during the reading 
(E, r) -“>(E, F) of w’. Then according to the induction hypothesis, s is the label of 
a path (c, 1’) GL (t”‘, x”‘). Hence Is is the label of the path (4, x) f, ([‘, x’) -& ((‘I’, x”‘). 
l r which labels the path (t, x) dc([“, x”), 
l a word rs where s is an instance of the stack contents during the reading of w“. q 
Definition 4.16. An alternative is defined as a couple of paths in G with the same 
extremities, but different labels. 
Definition 4.17. To any alternative z =((c& x) 3:‘c (t’, x’), (5, x) zG (t’, x’)), where 
u1 #uz, we associatefi(z)=([‘, ui, u~)EQ x {g, d}*2 andf,(~)=j~(~‘, x’)(EN. 
Lemma 4.18. The value offI implies the value offi, i.e., 
vz $9 fI(~)=fJ) =z- f2(3=f2&. 
Proof. Let g and $’ be two alternatives with the same image (t’, ui, u2) throughf,. So 
four paths in G are involved: 
(5, xl 2 (l’, x’h (5, x) 2 (5’3 x’), (9) 
(5”, x”) 2 (5’, x”‘), CC’, x”) 2 (5’, x”‘), (10) 
where u1 #u2. We want to prove that j$r’, x’) and c([‘, x”‘) have the same length. 
Without loss of generality, ui may be assumed to precede u2 in lexicographic order, 
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otherwise they can be swapped. Then, (9) and Lemma 4.14 yield 
where (E, r) 29 (ul, r), (u 1, F) z9(u,, r) and (uz, F) 2q(~, F). 
Similarly (10) yields 
where (E, 0 1;1’,(u,, r), (ul, Y) 2i(u,, 0 and (ul, F) 2;“,(c, F). 
The two parts <‘--$(c’, x/)-+x’ 2 t’ and 4’-fi(c’, x”‘)-+x”’ “3 5’ are interchangeable, 
since they are two paths in d from 4’ to itself, and their effects on the stack contents 
and the state of automaton 9 are the same: (ul, &+p(u2, ij). They are parts of the 
minimal paths i(<, x) and i(t”, x”), hence they are also minimal, and so they are equal. 
Let uq be their label. The labels of p(<‘, x’) and i(g’, x”‘) are two words of E, which are 
left factors of the same word uq. Hence they are equal. So they have the same length 
(which was to be proved). Indeed &<‘, x’) and p(t’, x”‘) are two left factors with the 
same length of the same path. Hence they are equal and they end on the same state 
x’ = x”‘. 0 
Let A be the set of the images throughf, of the alternatives, which contain no path 
of length bigger than logs n. 
A = U26) I G 3u,, 3u,, 3q, 
f~(~)=(q,ul,u2) and IuIl<logsn and luz1610gsn} 
Lemma 4.19. # A < 4n513. 
Proof. According to the preceding lemma, the cardinality of A is not bigger than the 
number of values of fi equal to (q, ul, u2) where I u1 [ d log, IZ and [ u2 [ d logs n. 5 
may have at most n values. u1 is a word whose length is not bigger than Llog, n] 
written with the two letter alphabet (1, r]. Hence it may have at most 
1+2+22+...+2 L’w1=21+ Llog,nJ_1<2l+log*n=2~ values; furthermore 
nx2$x2$=4n5’? 0 
Let k=1+#A64n513. Let i,<a,<... < &_ 1 be the elements of A sorted in 
increasing order. We define I, = -cc and ,Ik = co. The graph G is split in k slides 
G r, . . . . G, defined by 
Gi={(5,X)EGI~i-l<l~(r,X)I~ai}. 
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Lemma 4.20. If a vertex of Gi is the son of a vertex of Gi, then i<j. 
Proof. It is obvious from definition of Gi’s and Lemma 4.8. 0 
Lemma 4.21. The extremities of any alternative containing no path of length bigger than 
log, n, belong to two difSerent Gi’s. 
Proof. Let z=((<, x) d.(r’, x’), (cE, x) GG((5’, x’)) be an alternative such that 
luJ<logs n and Ivldlog, n. The definition of A proves thatfi(z)=Iz({‘, x’)JEA. Hence 
fi(z) = 1*i for some i. Since u # v, the two extremities of z are different: (5, x) #(<‘, x’). 
Then Lemma 4.8 yields that Ip(l, x)[>l~(~‘, x’)I=&. Definition of Gi results in 
(4’, X’)EGi and (5, x)$Gi. 0 
This lemma means that the number of the paths, whose lengths are not bigger than 
log, n, joining two given vertices belonging to the same Gi is at most 1. Since 
log, n32 Llog,, n J, Lemma 4.1 yields that the number of paths joining two given 
vertices in a same Gi is not bigger than 2 #Ga’L’os64nJ. Hence the number of paths 
joining any two vertices in a same Gi is not bigger than (# Gi)‘2#“’ L’og64n ! 
According to Lemma 4.20, every path in G can split in a sequence of paths in Gis 
with decreasing indices. The part of this path in a given Gi may be empty or it may be 
a path in Gi. Hence this gives an upper bound on the number K of the paths in G: 
K< fi (1 +(#Gi)9#“j L’og64nJ) 
i=l 
< r”l (1 +( # (3i)2)2#G” L’ogb’nJ 
i=l 
Let w,~,, be the least (hence one of the shortest) word in E recognized by &‘. It is the 
label of &cc,, x0) for some initial state to and some final state x0. According to 
Lemmas 4.13 and 4.2, this word contains m(tO, x0) occurrences of d and its length is 
4m(t0, x0)-3. The number ofmaximal paths leaving (to, x0) is not greater than K, i.e. 
m(tO, XO) 6 K. Hence 
/wminI =4m(t0, x0)-3 <4m(<,, Xo)<4K <4(2n4)4”5”2nZi L’og64nJ. 
This upper bound on the length of the shortest word in E recognized by r;4 holds for 
every automaton with n states recognizing at least one word of E. Hence 
p,(n) < 4(2n4)4n5’32”“,’ t b&, n 1, 
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and 
log, p&) d 2 + 4n 5’3 + 16n5’310g2 n + n’/Llog,, n J= 0(n2/ln n). 
E is a generator of the rational cone of the context-free languages. Hence this proves 
the following theorem. 
Theorem 4.22. The rational indexes of any context-free languages belongs to 
exp O(n2/ln n). 
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