The generalized regularized long wave (GRLW) equation has been developed to model a variety of physical phenomena such as ion-acoustic and magnetohydrodynamic waves in plasma, nonlinear transverse waves in shallow water and phonon packets in nonlinear crystals. This paper aims to develop and analyze a powerful numerical scheme for the nonlinear generalized regularized long wave (GRLW) equation by Petrov-Galerkin method in which the element shape functions are cubic and weight functions are quadratic Bsplines. The suggested method is performed to three test problems involving propagation of the single solitary wave, interaction of two solitary waves and evolution of solitons with the Maxwellian initial condition. The variational formulation and semi-discrete Galerkin scheme of the equation are firstly constituted. We estimate accuracy of such a spatial approximation. Then Fourier stability analysis of the linearized scheme shows that it is unconditionally stable. To verify practicality and robustness of the new scheme error norms L 2 , L ∞ and three invariants I 1 , I 2 and I 3 are calculated. The obtained numerical results are compared with other published results and shown to be precise and effective.
Introduction
The GRLW equation was originated by a famous nonlinear analyst Peregrine who first successfully introduced the regularized long wave equation as a perfect alternative to the famous KdV equation for studying soliton phenomena and as a mathematical model for small amplitude long waves on the surface of water [1] . Nonlinear evolution equations play fundemental roles in various fields of science mostly in physics, applied mathematics and in engineering problems. Analytical solutions of these equations are commonly not derivable, particularly when the nonlinear terms are contained. Numerical solutions of these equations are very practical to analyze the physical phenomena due to the fact that analytical solutions of these equations are found for the restricted boundary and initial conditions. The regularized long wave (RLW) equation
is one of the important model in physics media on account of it defines phenomena with weak nonlinearity and dispersion waves, involving nonlinear transverse waves in shallow water, ion-acoustic waves in plasma, hydromagnetic wave in cold plasma, plasma, elastic media, optical fibres, acoustic-gravity waves in compressible fluids, pressure waves in liquid-gas bubbles and acoustic waves inharmonic crystals. The solutions of this equation are sorts of solitary waves called as solitons whose form are not affected by a collision. It was first alleged by Peregrine [1, 2] for studying soliton phenomena and as a sample for small-amplitude long-waves on the surface of water in a channel and widely studied by Benjamin et al. [3] . In physical situations such as unidirectional waves propagating in a water channel, long-crested waves in near-shore zones, and many others, the RLW equation serves as an alternative model to the Korteweg-de Vries equation (KdV equation) [4, 5] . An exact solution of the equation was obtained under the limited initial and boundary conditions in [6] for this reason it got fascinate from a numerical point of view. Therefore, numerical solutions of the RLW equation have been the matter of many papers. Various effective methods have been presented to solve the equation such as finite difference method [7] [8] [9] [10] , pseudo-spectral method [11] , meshfree method [12] , Adomian decomposition method [13] and various forms of finite element methods in [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Indeed, the RLW equation is a special case of the generalized regularized long wave (GRLW) equation which is an alternative to the KdV equation for describing nonlinear dispersive waves and can be used to characterise phenomena with weak nonlinearity and dispersion waves. It is defined as
subject to the initial condition
and the boundary conditions u(a, t) = 0, u(b, t) = 0, u x (a, t) = 0, u x (b, t) = 0, u xx (a, t) = 0, u xx (b, t) = 0, t > 0
where p is a positive integer, µ is positive constant and physical boundary conditions require u and u x → 0 that u → 0 for x → ±∞. In equation (2) u indicates dimensionless surface elevation, x distance and t time. On the other hand, the GRLW equation has received much less attention, presumably because of its higher nonlinearity for p > 2 and the fact that it possesses a finite number of conserved quantities and admits solitary waves as solutions, but, unlike other equations, the stability of its solutions depends on their velocity [25] . Some solitary wave solutions for GRLW equations have been obtained by Hamdi et al. [26] and Ramos [27] studied solitary wave interactions based on the separation of the temporal and spatial derivatives. Zhang [28] implemented finite difference method for a Cauchy problem while Kaya [29] , Kaya and El-Sayed [30] indicated the numerical solution of the GRLW equation by using the Adomian decomposition method. Roshan [32] have procured numerical solutions of the GRLW equation by the application of PetrovGalerkin method, which uses a linear hat function as the trial function and a quintic B-spline function as the test function. Wang et al. [33] offered a mesh-free method for the GRLW equation based on the moving least-squares approximation. Karakoç [34] and Zeybek [35] have obtained solitary-wave solutions of the GRLW equation by using septic B-spline collocation and cubic B-spline lumped Galerkin method.
Numerical solutions of the GRLW equation have been obtained by Soliman [36] using He's variational iteration method. Mokhtari and Mohammadi [37] suggested the Sinc-collocation method for this equation. A time-linearization method that uses a Crank-Nicolson procedure in time and three point, fourth-order accurate in space, compact difference equations, is presented and used to determine the solutions of the GRLW equation and a modified version thereof (mGRLW) by C.M. García-López and J. I. Ramos [38] . The another special case of the GRLW equation is the modified regularized long wave (MRLW) equation for p = 2. MRLW equation was solved numerically by various methods [39, 40, 41, 42, 43, 44, 45] . Spline functions are a class of piecewise polynomials which provide continuity features being subject to the degree of the polynomials. They are spectacular mathematical instrument for numerical approximations because of their numerous popular specialities. One kind of splines, noted as B-splines, has been used in obtaining the numerical solution of the GRLW equation [34, 35, 40, 41] . Assemblies of B-splines are used as trial functions in the Petrov-Galerkin methods. Especially, cubic B-splines associated with finite element methods have been verified to give very smooth solutions, and use of the cubic B-splines as shape functions in the finite element method warranties continuity of the first and second-order derivatives of trial solutions at the mesh points [19] .
In this study, we have designed a lumped Petrov-Galerkin method for the GRLW equation using cubic B-spline function as element shape function and quadratic Bspline function as the weight function. The plan of this paper is as follows:
• In Section 2, the governing equation and its variational formulation and newly established theorems are presented.
• A semi-discrete Galerkin scheme of the equation is notified in Section 3.
• In Section 4, a lumped Petrov-Galerkin finite element technique has been practiced to GRLW equation. Resulting system can be solved with a sort of the Thomas algorithm.
• Section 5, is dedicated to stability analysis of the method.
• The results of numerical examples are reported in Section 6. The last section is a brief conclusion.
Variational formulation and energy estimates
Here we are dedicated to write the initial-boundary value problem in a variational form, and use this weak form to derive some estimates for its solution. We start by proving existance and uniqueness of solutions by using this variational form. The higher order nonlinear initial boundary value problem (2) can be written as
where F (u) = −u(1 + pu p ), subject to the initial condition
and the boundary conditions
To define the weak form of the solutions of (5) and to investigate the existence and uniqueness of solutions of the weak form we define the following spaces.
Here H k (Ω), k ≥ 0 (integer) is an usual normed space of real valued functions on Ω and
. We denote the norm on this space by · k which is the usual H k norm, and k = 0 · 0 = · represents L 2 norm and (·, ·) represents L 2 inner product [31] . Multiplying (5) by ξ ∈ H 1 0 (Ω), and then integrating over Ω we have
Applying Green's formula on the above inner products we aim to find
with u(0) = u 0 .
Theorem 1.
If u is a solution of (8) then
, and C is a positive constant.
with u(0) = u 0 which gives
Now
For the simplicity of the analysis from now on in this section we fix µ = 1. The analysis for a general µ is the similar. Also, from the initial conditions in (9) we have u = 0 on ∂Ω and so G(0) = 0, and then
Thus (10) Theorem 2. There exists a unique solution of (8) for any T > 0 such that
Proof. In order to prove the uniqueness of the solution of (8) we consider an orthogonal basis
Now we define
with u m (0) = u 0,m where
Here P m is an orthogonal projection onto finite dimensional space v m , and u 0,m → u 0 ∈ H 1 0 (Ω) [31, 47] . Hence the weak form (11) can be written as a system of first order nonlinear ordinary differential equation and there exist a positive time t m > 0 such that the nonlinear system of differential equations has a unique solution u m over (0, t m ).
Also from Theorem 1 it is easy to see that
Thus the existence of solutions of the problem follows from the denseness of {w i } in H 1 0 (Ω). Considering u and v as two solutions of (8) with u(0) = 0 and v(0) = 0, we define
Replacing ξ by W in the above equation and following the boundedness of u and v one obtains [31, 48] 
Integrating the above inequality over [0, t] yields
Now applying Gronwall's Lemma it is easy to see that
which confirms W = 0 completes the proof [31, 48] .
3
The semidiscrete Galerkin B-spline finite element method
Here we aim to find solutions of a semi-discrete finite element formulation of (5)
with u h (0) = u 0,h ∈ S h is an approximation of u 0 . Before establishing the original convergence result we first prove a priori bound of the solution of (13) below.
holds where C is a positive constant.
Proof. The proof is trivial from our discussion in the previous section (Theorem 1).
Now we move onto establish the theoretical bound of the error in the semidiscrete scheme (13) of (8) .
To that end we consider the following bilinear form
, which satisfies the boundedness property
and coercivity property (on Ω)
Here A satisfies
whereũ is an auxiliary projection of u [31, 47, 48] . Now the accuracy result in such a semi-discrete approximation (13) of (8) can be established by the following theorem.
Theorem 4.
Let u h ∈ S h be a solution of (13) and u ∈ H 1 0 (Ω) be that of (8) , then the following inequality holds
where
Proof. Considering e = u − u h we write e = ν + θ, where ν = u −ũ and θ =ũ − u h . (15) and (16).
Also It follows from (14) and (16) and [48] that
So (12) and (17) confirms the following inequalities
on (16) and having some simplifications yields [48] 
Also subtracting (13) from (8) it is easy to see that
Now substituting ξ = θ in (18), and then applying Cauchy-Schwarz inequality one gets 1 2
comes from Lipschitz conditions and boundedness of u and u h and thus
Hence Gronwall's lemma, bounds of ν and ν t confirms
if θ(0) = 0, completes the proof [48, 47] . 
We search the approximation solution u N (x, t) to the exact solution u(x, t) which uses these cubic B-splines as trial functions
where δ j (t) are time depended quantities or the nodal parameters to be detected from boundary and weighted residual conditions. Applying the following transformation 
All splines, apart from φ m−1 (x), φ m (x), φ m+1 (x),φ m+2 (x) and their four principal derivatives are null over the region [0, 1] . Thereby variation of the function u(x, t) over element [0, 1] is approximated by
where δ m−1 , δ m , δ m+1 , δ m+2 and B-spline element functions φ m−1 , φ m , φ m+1 , φ m+2 as element shape functions. The nodal values u and its derivatives up to second order at the knots x m are given in terms of the parameters δ m from the use of the B-splines (22) and and the trial solution (23):
We take the weight functions Φ m as quadratic B-splines. The quadratic B-splines Φ m at the knots x m are defined as [46] :
When we take into consideration of the transformation (21), quadratic B-splines Φ m are written as
Performing the Petrov-Galerkin method to Eq.(2), the weak form of Eq.(2) is attained as
For a unique element [x m , x m+1 ] using transformation (21) into Eq. (27), we obtain the following integral equation:
whereû is accepted to be constant over an element to ease the integral. Integrating Eq.(28) by parts and using Eq.(2) which yields:
where λ = (29), we get the element contributions in the form:
where δ e = (δ m−1 , δ m , δ m+1 , δ m+2 ) T are the element parameters and dot states differentiation to t which can be written in matrix form as follows:
The element matrices A 
Combining contributions from all elements induces to the following matrix equations 
Replacing the time derivativeδ by the forward difference approximationδ = δ n+1 −δ n ∆t and the parameter δ by the Crank-Nicolson formulation δ = 1 2 (δ n + δ n+1 ), then Eq. (32) reduce to the following matrix system:
where t is time step. Applying the boundary conditions (7) to the system (33), (N + 1) × (N + 1) matrix system is obtained. This last system is actively solved with a variant of the Thomas algorithm but in solution process, two or three inner iterations δ n * = δ n + 1 2 (δ n − δ n−1 ) are also practiced at each time step to overcome the non-linearity. Ultimately, a typical member of the matrix system (33) is written in terms of the nodal parameters δ n and δ n+1 as: .
To start the evolution of the vector of parameters δ n , δ 0 must be calculated by using the periodic boundary condition and initial condition u(x, 0). So, using the relations at the knots u N ( . . .
Stability analysis
In this section, like other authors [24, 32, 40, 41] our stability analysis is based on the Von Neumann theory in which the growth factor of a typical Fourier model defined as
where k is mode number and h is element greatness. To implement the Fourier stability analysis, Eq. (2) needs to be linearized by assuming that the quantity u p in the nonlinear term u p u x is locally constant. Substituting the Fourier mode (35) into linearized scheme of (34), we get
where a = (302 + 300β) cos
so that |g| is 1 and our linearized scheme is neutrally stable.
Computer implementations and illustrations
In this part, we introduce the results of the numerical experiments of our algorithm for the solution of the GRLW Eq. (6)- (7) for a single solitary wave and an interaction of two solitary waves. We also display the development of the Maxwellian initial condition into solitary waves. In order to demonstrate how favorable our numerical algorithm foresees the position and amplitude of the solution as the simulation progresses, we provides for the following error norms:
and
With the boundary condition u → 0 for x → ±∞ the exact solution of the GRLW equation is [38] 
is amplitude, c + 1 is the speed of the wave traveling in the positive direction of the x-axis, x 0 is arbitrary constant. There are three conserved quantities
for the GRLW equation. These are correspond to mass, momentum and energy respectively.
Dispersion of a single solitary wave
In our computational work for the first set, we prefer the parameters p = 2, c = 1, h = 0.2, ∆t = 0.025, µ = 1, x 0 = 40 with interval [0, 100] to match up with that of previous papers [32, 34, 35, 39, 40] . These values yield the amplitude 1.0 and the run of the algorithm is continued up to time t = 10 over the solution region. and 4.79 × 10 −4 , respectively, throughout the simulation. Also, our invariants are almost stable as time increases and the agreement between numerical and analytic solutions is perfect. Hence our method is acceptedly conservative. Comparisons with our results with exact solution as well as the obtained values in [32, 34, 35, 39, 40] have been made and listed in Table ( 2) at t = 10. This table evidentially indicates that the error norms got by our method are marginally less than the others. The motion of solitary wave using our scheme is plotted at time t = 0, 5, 10 in Fig.  (1) . It is obvious from the figure that the suggested method performs the motion of propagation of a solitary wave admissibly, which moved to the right with the preserved amplitude and shape. Initially, the amplitude of solitary wave is 1.00000 and its top position is pinpionted at x = 40. At t = 10, its amplitude is recorded as 0.99928 with center x = 60. Thereby the absolute difference in amplitudes over the time interval [0, 10] are observed as 7.16 × 10 −3 . The quantile of error at discoint times are depicted in Fig.(2) . The error aberration varies from −1×10 −3 to 1×10 −3 .
For the second set, we select the parameters p = 3, c = 6/5, h = 0.1, ∆t = 0.025, µ = 1, x 0 = 40 with interval [0, 100] to coincide with that of previous papers [ 32, 34, 35] . These parameters produce the amplitude 1.0 and the computations are carried out for times up to t = 10. The error norms L 2 , L ∞ and conservation quantities I 1 , I 2 and I 3 are computed, which are recorded in Table ( 3). According to Table ( , respectively, during the simulation. Also, our invariants are almost constant as time increases. Therefore our method is satisfactorily conservative. In Table ( 4) the performance of the our new method is compared with other methods [32, 34, 35] at t = 10. It is observed that errors of the method [32, 34, 35] are considerably larger than those obtained with the present scheme. Perspective views of the traveling solitons are graphed at time t = 0, 5, 10 in Fig.(3) . It is clear from the figure that the single soliton moved to the right with the preserved amplitude and shape. The amplitude is 1.00000 at t = 0 and located at x = 40, while it is 0.99958 at t = 10 and located at x = 62. The absolute difference in amplitudes over the time interval [0, 10] are found as 4.2 × 10 −4 . The aberration of error at discrete times are modelled in Fig.(4) . The error deviation varies from −4 × 10 −3 to 4 × 10 −3 . Finally, we choose the parameters p = 4, c = 4/3, h = 0.1, ∆t = 0.01, µ = 1, x 0 = 40 over the region [0, 100] to compare with those of earlier papers [32, 34, 35] . These parameters lead to amplitude 1.0 and the simulations are executed to time t = 10 to invent the error norms L 2 and L ∞ and the numerical invariants I 1 , I 2 and 
For these values of the parameters, the conservation properties and the L 2 -error as well as the L ∞ -error norms have been given in Table(5) for various values of the time level t. It can be noted from Table (5) , the error norms L 2 and L ∞ remain less than 1.28342020 × 10 −3 and 0.82165081 × 10 −3 , the invariants I 1 , I 2 and I 3 change from their initial values by less than 9.02 × 10 −5 , 5.08 × 10 −5 and 7.97 × 10 −4 , respectively, throughout the simulation. Also, our invariants are almost constant as time increases. Therefore we can say our method is sensibly conservative. The comparison between the results obtained by the present method with those in the other studies [32, 34, 35] is also documented in Table ( 6) . It is noticeably seen from the table that errors of the present method are radically less than those obtained with the earlier schemes [32, 34, 35] . For visual representation, the simulations of single soliton for values p = 4, c = 4/3, h = 0.1, ∆t = 0.01 at times t = 0, 5 and 10 are illustrated in Figure (5) . It is understood from this figure that the numerical scheme performs the motion of propagation of a single solitary wave, which moves to the right at nearly unchanged speed and conserves its amplitude and shape with increasing time. The amplitude is 1.00000 at t = 0 and located at x = 40, while it is 0.99892 at t = 10 and located at x = 63.3. The absolute difference in amplitudes at times t = 0 and t = 10 is 1.08 × 10 −3 so that there is a little change between amplitudes. Error distributions at time t = 10 are shown graphically in Figure (6) . As it is seen, the maximum errors are between −6 × 10 −4 to 1 × 10 −3 and occur around the central position of the solitary wave. 
Interaction of two solitary waves
As a second problem, we have focused on the behavior of the interaction of two solitary waves having different amplitudes and moving in the same direction. We provide for the GRLW equation with initial conditions given by the linear sum of two well separated solitary waves of various amplitudes
where c j and x j , j = 1, 2 are arbitrary constants. For the simulation, we firstly choose p = 3, c 1 = 48/5, c 2 = 6/5, h = 0.1, ∆t = 0.01, µ = 1 over the interval 0 ≤ x ≤ 120. The amplitudes are in the ratio 2 : 1. Calculations are performed to time t = 6. The results are listed in Table (7) . Referring to this table, it is noticed that the numerical values of the invariants are very closed with the methods [32, 34, 35] during the computer run. The initial function was placed with the larger wave to the left of the smaller one as seen in the Fig. (7) a. Both waves move to the right with velocities dependent upon their magnitudes. According to Fig. (7) , the larger wave catches up with the smaller wave at about t = 3, the overlapping process continues until t = 4, then two solitary waves emerge from the interaction and resume their former shapes and amplitudes. At t = 6, the magnitude of the smaller wave is The results are given in Table ( 8) . According to the this table, it is realized that the numerical values of the invariants are very closed with the methods [32, 34, 35] during the computer run. The initial function was placed with the larger wave to the left of the smaller one as seen in the Fig. (8) a. Both waves move to the right with velocities dependent upon their magnitudes. According to Fig. (8) , the larger wave catches up with the smaller wave at about t = 3, the overlapping process continues until t = 5, then two solitary waves emerge from the interaction and resume their former shapes and amplitudes. 
The Maxwellian initial condition
Finally, we have examined the evolution of an initial Maxwellian pulse into solitary waves, arising as initial condition
For this problem, the behavior of the solution depends on the value of µ [13, 32] . Therefore, we chose the values of µ = 0.1, µ = 0.05 and µ = 0.025 for p = 2, 3, 4. The numerical computations are done up to t = 0.05. Calculated numerical invariants at different values of t are shown in Table ( Fig. (9) . 
Conclusion
In this work, a numerical technique based on a Petrov-Galerkin method using quadratic weight functions and cubic B-spline finite elements has been proffered to get numerical solutions of GRLW equation. We experimented our algorithm along with single solitary wave in which the exact solution is known and broadened it to examine the interaction of two solitary waves and Maxwellian initial condition where the exact solutions are unknown during the interaction. Variational formulation and semi-discrete Galerkin scheme of the equation are generated. Stability analysis have been done and the linearized numerical scheme have been obtained unconditionally stable. The accuracy of the method is investigated both L 2 and L ∞ error norms and the invariant quantities I 1 , I 2 and I 3 . The obtained numerical results indicate that the error norms are satisfactorily small and the conservation laws are marginally constant in all computer program run. We can see that our numerical scheme for the equation is more accurate than the other earlier schemes found in the literature. Therefore, our numerical technique is suitable for getting numerical solutions of partial differential equations. 
