ABSTRACT
I. INTRODUCTION
New mobile networks of the third and evolved second generation have been deployed that enable a mobile accessible, always available wireless Internet. To exploit the full potential from those new mobile access network technologies, and to meet high user expectations, these networks need to be well designed, dimensioned and deployed. Fundamental for executing these tasks are accurate traffic models.
Therefore, the goal of this paper is to provide a sound mathematical description of the data flow length of the two major applications HTTP and WAP 1 in a network of the evolved second generation (GPRS). These results are first of their kind and based on a huge comprehensive measurement study. The models can be deployed in simulative and analytical investigations to further optimize protocols and to plan and tune operational networks.
In [1] we introduced a measurement set-up to collect commercial GPRS IP traffic together with GPRS session information. This set-up is unique as it allows correlating information on the application usage together with GPRS internal user session and mobility events. In the present paper we used that same set-up to measure up-to date GPRS data and to derive actual distribution functions for further modeling.
The dominant mobile web applications in terms of frequency of usage and data volume are HTTP and WAP [1] [2] [3] . We assume that this will persist in the mid-term future as well. HTTP is the dominantly used protocol for laptop-like access devices, and WAP [3] is dominant for small mobile devices. Currently WAP 1.2 is mainly being deployed, though WAP 2.0 [9] is around the corner and will be largely seen in upcoming terminals and services 2 . Note, that WAP 2.0 is using wHTTP [7] , which is a specific configuration of HTTP. But nevertheless, application-wise this is WAP and consequently we will discuss implication thereof in this paper as well.
We presented in [2] first novel results on the length distribution of HTTP and WAP flows, based on the same measurements. However, in [2] our focus had been on the quantitative determination of flow length and its implications thereof. Especially the body of the length distribution attracted our interest, as it can have serious implications on the performance of TCP in case of packet loss. The results have been used to reveal typical mobile scenarios for TCP and to suggest optimizations for TCP.
In the present paper we take a different approach and focus on the distribution of the flow length. Mathematical models thereof can be deployed in simulative and analytical models.
We use two methods to obtain distribution functions for the measured flow length. On the one hand we use the maximum likelihood estimation (MLE) method [13] together with the Kolmogorov-Smirnov (KS)-Test [14] to determine a general function (e.g. exponential, pareto, etc.) matching the measured data. Knowing such functions provides insight into the properties (e.g. heavy-tailedness) of the measured distribution and allows extrapolation to non-measured regions. On the other hand we use an expectation maximization (EM) algorithm to derive parameters for phase type distributions matching the measured data [15] .
The class of phase-type distributions is especially useful in traffic modeling, as these distributions can be used to approximate arbitrarily close all probability distributions having a rational Laplace transformation. Furthermore, traffic modeling problems which have an explicit solution assuming exponential distributions are often also algorithmically tractable when one replaces the exponential distribution with a phase-type distribution. Therefore many intractable queuing problems can be approximated by replacing general distributions by phase type distributions.
The structure of the paper is as follows. First, we briefly introduce GPRS, and our measurement set-up and data. Next, we define application flow length as used in this paper. Reasons for focusing on WAP and HTTP will be provided in the following section by discussing the dominance of WAP and HTTP flows. Next, we explain the used distribution fitting methods. Subsequently, in the main part, we use the measured data and the present fitting method to derive suitable distributions for the HTTP and WAP flow length. We finish the paper with a conclusion and outlook on further work.
II. GPRS AND MEASUREMENT SET-UP
We briefly introduce the investigated mobile network system and our deployed measurement set-up.
GPRS is a packet switched network embedded in the GSM cellular network. GPRS provides a resource efficient, always online, IP packet switched connection to the Internet, offering favorable characteristics to read Emails, browse the Internet and accessing similar applications over the Internet from a mobile terminal. Over the air interface GPRS offers data rates up to 160 kbit/s. Fig. 1 depicts the nodes of a GPRS network. Many nodes are inherited from GSM. For us the important node is the Gateway GPRS Support Node (GGSN) which is involved in session management, IP address handling and provides the interface to external IP networks. The Gi interface at the GGSN is the connection between the GPRS PLMN (Public Land Mobile Network) and any IP based network. All servers (Email server, WAP gateway, Web server) and the "Internet" are located outside of the PLMN. Hence all traffic from and to the terminals need to traverse the Gi interface [10] .
Measurements are conducted by a measurement PC capturing header information of by-passing IP packets on the Gi interface (see Fig. 1 , "GI -IP measurement"). The IP packet trace is post-processed by a tool that extracts flow information from the packet traces. The flow information consists of the starting time of the flow (time stamp), length in bytes, length in packets, type of application and some auxiliary data.
The traces used in our analysis were recorded in the Vodafone GPRS network of a European country. The traces comprise 136 Million IP-packets and about 12 Million flows. The majority of the users in our data set are "private" users using GPRS to access specific Email, MMS or WAP services of the operator or the "open" Internet. To a small extend our traffic also includes traffic from corporate users. We crosschecked our results from this paper with measurements conducted in a different Vodafone network. Though the detailed statistics are slightly different, the overall conclusions remain the same.
III. FLOW DEFINITION
Investigating flows is a means to look at application objects at transport protocol level, without dissecting the actual application objects.
A flow is in the most general sense a sequence of packets that are related by the application object they carry. We define the length of flows as the length in the direction of the object data transfer. In particular HTTP and WAP flows are defined as follows.
A. HTTP
A HTTP flow is defined as all packets carried in a single TCP connection. The TCP connection is defined by the quadruple IP-address and port number for source and destination and is initiated by a TCP SYN and ends with a TCP FIN. Further, according to our definition, HTTP flows use HTTP ports (e.g. port 80 and port 8080) on the server side and carry HTTP Get or HTTP Post messages. Depending on the used HTTP version, a single TCP connection might be used to transfer one (HTTP 1.0) or several HTTP objects (HTTP 1.1, persistent connection).
B. WAP
A WAP 1.2 flow is defined by a UDP flow (i.e. the quadruple IP-address and UDP-port for source and destination) that carries one WAP object (e.g. a WML page or an embedded image). The download of an object in WAP 1.2 consists of a WSP Get command from the client, followed by a WSP Reply from the server [5] [8] . No persistent connection, i.e., the technique whereby multiple application-layer objects may be transferred on a single transport-layer connection, is defined for WAP 1.2. Hence each WAP 1.2 flow consists of exactly one WSP Get/Reply Object download.
In our data set, we did not observe any traffic generated by WAP 2.0. However, as we assume that WAP 2.0 will replace WAP 1.2 in the near future, we extend our WAP flow definition and include results on WAP 2.0 as well. Our aim in this paper is to deduce the traffic characteristics of future WAP 2.0 flows from the measurements of WAP 1.2 that have been carried out. WAP 2.0 will use wTCP and wHTTP as transport and transaction protocol.
In order to extrapolate, we have made some assumptions about how WAP 1.2 relates to WAP 2.0. First, we assume that wHTTP in WAP 2.0 will use persistent connections [2] [12], i.e., the request and transfer of several application layer objects can be carried out using a single TCP connection. We further assume that the object structure is the same for WAP 2.0 as it is in our measurements for WAP 1. WAP objects without the transport protocol overhead. This allows hopefully a good prediction about the structure of WAP 2.0 flows. Based on these assumptions, our WAP 2.0 flow is defined by a sequence of WAP 1.2 flows carrying one or several WAP objects (e.g. a WML page or an embedded image) to or from one server (Fig. 2) . A new WAP 2.0 flow starts if either an object from a different server is requested or if the inter-arrival time between the last acknowledgement of the previous WAP 1.2 flow and the next WSP Get of the succeeding WAP 1.2 flow is larger than a, heuristically defined, time-out value T IAT . We denote those flows WAP 2.0 flows (T IAT sec). Based on several possible values for T IAT [3] , we focus on T IAT =15sec in the following analysis. This is the default value for persistent TCP connections in Apache web servers.
IV. APPLICATION AND PROTOCOL STATISTICS
Motivation for focusing on HTTP and WAP applications as major GPRS applications is given in this section. Focusing alone on the transport protocol, already the statistics for the captured GPRS traffic looks quite different compared to corresponding statistics from the wireline Internet. In our measurement trace, UDP contributes to 30% of the transferred bytes. Based on our flow definition we have about 80-90% of UDP flows in the same measurement trace, which is considerably higher than what is commonly reported from measurements carried out in the wireline Internet. For comparison, [13] reports 95% of all bytes, 85%-90% of all packets, and 70%-75% of all flows as belonging to TCP. Figure 3 depicts the distribution of application protocols on all flows in our GPRS trace. WAP currently contributes most of the flows, which accounts mainly for the large number of UDP flows.
When WAP 2.0 is introduced, the UDP flows carrying WAP will turn into TCP flows. However, this does not change our assumption about WAP being a main application. In particular, using our definition of a WAP 2.0 flow, the fraction of WAP flows would be reduced, since one WAP 2.0 flow may contain several WAP 1.2 flows. The fraction of WAP flows in GPRS would change to 52% (T IAT =15 sec), and, accordingly, the fraction of HTTP flows would increase to 30% respectively 4 . Hence, even applying the WAP 2.0 flow definition, WAP still remains the dominant flow type in the future. 
V. MODELING APPROACH
In this section we present the modeling methods we deploy in our analysis.
Fitting an analytical distribution to empirical data consists of three parts. As prerequisite, we need to assure the appropriateness of the sampled data. The data needs to be independent (random), stationary and not showing trends. Next, in order to find the best fitting distribution the following steps need to be done for each potential distribution. The first step is to assume a distribution best describing the random variable from which the samples are and to estimate the parameters of this distribution. In the second step the goodness of the fit, that is how well the distribution resembles the empirical distribution, is tested. Having applied those steps to all potential distributions, in the end the distribution with the best goodness of fit result is chosen.
In the following paragraph we briefly line out the appropriateness tests, the MLE method for estimating the parameters of a general distribution, and the EM for PH algorithm, which derives the best fitting phase type distribution for a given number of phases. Also, we present the KS test as goodness of fit test. In the subsequent explanation denotes X=(x 1 ,..,x N ) the set of data samples of size N.
A. Appropriateness tests for data sets 1) Independence
A mathematical notion indicating independence is [17] :
where ACF(l) is the autocorrelation function, -1 is the percent point function of the standard normal distribution and 4 Note, the numbers are truncated to the next lower integer value. is the level of significance to assume independence. However, for real data the ACF stays seldom below the threshold. Therefore in practical circumstances often a visual inspection is done based on the formula.
2) Stationarity
Strict stationarity 5 is also often difficult to prove. Therefore we will only consider stationarity of the first moment (mean). Stationarity is determined by visual inspection of the plots of the cumulative sample mean. The cumulative sample mean is defined as:
For stationarity the cumulative sample mean should converge to a stable value with increased sample size.
Another appropriate visual inspection method is the moving sample mean with a sliding window of size l, over which the average is taken. The definition of the moving sample mean is:
Plotting the moving sample mean can help to detect short term and long-term trends.
3) Periodicity
A further property for which the sample can be checked is periodicity. The data samples should not show periodicity. Randomness exhibits white noise, that is, all frequencies are equally present in the 'signal'. We can check the periodicity with the help of the discrete Fourier transformation, which is defined as: 
In case of periodicity strong spikes are visible in the DFT. Therefore, we use visual inspection of the DFT to check for periodicity in the time series.
It is possible to formalize all test cases with stricter boundaries instead of applying visual inspection. However, as mentioned, this leads to a high rejection rate for real world data. We believe that in our circumstances visual inspection, when applied with care, is not less accurate.
B. Maximum Likelihood Estimation
MLE is a method to estimate parameters of a distribution based on sample data. MLE optimizes the probability that a particular data set yields from a chosen probability model. The MLE method works as follows. 
The maximum likelihood estimator P of the parameter vector is calculated by maximizing the log-likelihood function. That is, solving
yields the MLE.
C. EM for phase type distributions
An alternative method especially suited to fit hyperexponential 6 distributions to heavy-tailed distributions has recently been proposed in [15] . This method is based on the EM-algorithm and uses only the empirical data. The method is iterative with a complexity of O(NI) for each iteration with N the number of measurements and I the number of phases. Note that a hyper-exponential distribution is fully characterised by the number of phases (here denoted as I), the rates i per phase, as well as the probabilities c i for each phase.
Let I be the number of phases for the hyper-exponential distribution, and x 1 ,…,x N the N independent observations. Select initial values for c i and i (i=1, …, I). Set to be the required precision, then the algorithm proceeds as follows. Let
Compute in each iteration:
The iteration stops when the | | 
D. Kolmogorov-Smirnov Test
The KS test is a commonly used method to assess how well a chosen distribution fits the sample dataset.
The KS test considers the difference between the empirical CDF and the assumedly 'true' distribution function.
Starting with the assumption that the sample data results from the distribution F with the density function ) ,..., ; ( (12) D is called the KS statistic. For each true distribution a critical value can be specified to either reject or accept an assumption that the data set is from the chosen distribution. The critical value must be defined for each distribution and depends on the significance level . The significance level specifies the reliability of the result. Giving the hypotheses H 0 : 'The data is from a specific distribution', the significance level specifies how likely it is that we reject H 0 even if it is true. In practice, often a significance level of 5% is used.
However, empirical data rarely stems from a single assumed theoretical distribution; therefore D is seldom below the critical value for real measurement data. In practice the KS-statistic is used to compare different 'goodness-of-fits'; the distribution with the lowest KS-statistic is concerned the best fitting one.
VI. APPLICATION MODELING
In this section we present the results of our flow length analysis. First we checked the appropriateness of our data sets. Next in our analysis we derived parameter sets for various distributions and compare the results to fitted PH-type distributions.
A. Appropriateness test
We discuss here only our inspection for the HTTP flow length sample trace. We tested in the same way the WAP flows, which provided similar results. The discussed plot for HTTP is depicted in Fig. 4 . Plot (a) provides a visualization of the time series of the HTTP flow length. It shows a high variance of the data values. Plot (b) shows the ACF for lag 0 to 1000. The ACF (1) drops immediately to below 0.01, and stays at this level. This indicates highly uncorrelated values and is below the 5% significance level for this data set. Plot (c) shows the results from the Discrete Fourier Transformation (DFT). No distinct dominating frequency parts are visible. Plot (d) depicts the moving average for a window length l=100 and l=1000. At this level still quite some fluctuation is visible, which could be due to a heavy-tailedness of the underlying distribution. However, no clear singled-out trends or level shifts are visible, which is the important conclusion. Finally plot (e) depicts the cumulative mean over the whole data set. After a short transient period in the beginning, the mean quickly stabilizes and shows no visual trends.
Based on the visual inspection, we can conclude that independence and stationarity are a valid assumption. Therefore, all of the data sets are appropriate for our modeling approach.
B. Analysis
In this section we investigate which analytical distribution best fits the empirical CDF for the flow length of HTTP, WAP 1.2 and WAP 2.0. A single analytical distribution is better tractable in further analysis. Therefore we used the MLE method to derive the parameters of a single distribution. But often the empirical distribution does not belong to a single distribution class. Therefore, additionally, we use the EM algorithm. This method allows a close fitting on the empirical distribution, while still yielding a tractable description. Table 1 summarizes the results from testing different distributions. We show for the different data sets the mean, median and coefficient of variation (CV) statistics, for the empirical as well as the fitted distributions. Table 2 lists the corresponding parameters for the fitted distributions. Fig. 5 to Fig. 10 depict the complementary CDF of the empirical data as well as the relevant analytical function according to the parameters in Table 2 .
We used the MLE and KS test methods implemented in the DATAPLOT tool [19] for deriving the analytical distribution. We tested each empirical distribution against the normal, exponential, gamma, logistic, extreme value, Weibull, lognormal, and Pareto distribution. In all cases some distribution from the class of heavy-tailed distributions (Pareto, lognormal, Weibull) scored best. However, none passed the KS test. That is, the KS-statistics is never below the critical value defined for the KS test. Therefore we list the top three ranked distributions in the MLE section in Table 1 . In the following we discuss the results for HTTP and WAP more in detail.
For HTTP we took a similar approach as in [18] , that is, we have split the empirical CDF in a body and tail part. We investigated the case when the HTTP tail starts at 10 4 bytes and at 10 6 bytes. If we assume 10 4 bytes as splitting point of the HTTP flow length distribution, the body and the tail is well fitted by a lognormal distribution. If the split point is moved to 10 6 bytes a Pareto distribution is the best choice for the tail. Fig. 5 plots the corresponding empirical and analytical curves. As can be seen from the curves the good lognormal KS test results stem from the upper part of the tail between 10 4 and 10 6 bytes, while the Pareto distribution has a parallel slope at the extreme tail part. This suggests that a Pareto distribution is a good fit for the tail. Therefore, we suggest that HTTP flows for GPRS can be best modeled with a lognormal distribution for the body and a Pareto distribution for the tail. This is in accordance with suggestions for wireline HTTP traffic as presented in [18] .
The results for the phase-type distribution for the entire empirical distribution for HTTP are also listed in Table 1 and  Table 2 . The mean, median and CV statistics, as well as Fig.  6 , suggests that 2 phases are not enough, but 4 phases seem to match well for the considered part of the distribution.
In the case of WAP 1.2 again the lognormal distribution is the best-fitting distribution (Table 1) . However, the shape parameter of 0.97 indicates 'very little' heavy-tailedness. Also note that the next two best-fitting distributions gamma and exponential are not heavy-tailed. The KS statistic for the exponential distribution was also only 0.1111647 and therefore close to the best KS-statistic of the lognormal distribution. Therefore, we assume no heavy-tailedness for WAP 1.2 flows. This corresponds also to the fact that the results for the phase type distributions suggest a very good fit for 2 phases and 4 phases.
The fitting results for WAP 2.0 (15 sec) also indicate a lognormal distribution, though with a larger shape parameter, indicating 'stronger' heavy-tailedness. Additionally, the Weibull distribution has a shape parameter less than one indicating heavy-tailedness. However, the Pareto distribution did not score for the first 4 ranks. As Fig. 9 shows a very good fit for the lognormal distribution, we assume that WAP 2.0 should be modeled with a lognormal distribution. Finally, Fig.  10 depicts the results for the 2 and 4 phase type distributions. Again 2 and 4 phases appear to yield a good approximation, allowing also a practical approximation via phase type distributions.
VII. CONCLUSION
Based on a specific method to measure application flows, we have derived distribution functions of flow length. Those results can be deployed in analysis or simulations. We base our results on a comprehensive large measurement base, making our results particular useful. An important contribution is furthermore that we extend our flow definition such that WAP 2.0 can be also modeled. This is done by extrapolating from the measured WAP 1.2 flows to WAP 2.0 flows.
Our main finding is that the majority of flows in GPRS, which can be accounted to WAP flows, is very short, and is showing only weak signs of heavy-tailedness. We found that although WAP 1.2 flows are best modeled by a lognormal distribution, an exponential distribution also comes surprisingly close to the empirical distribution. On the other hand, the length of WAP 2.0 flows is best modeled by a lognormal distribution, indicating some heavy-tailedness by its shape parameter.
Also PH-type distributions appear to be good candidates for modeling WAP traffic. This is especially of interest as PHtype distributions are much better to handle in analytical studies. Therefore we provided PH-type distributions for the investigated application flows. In particular our results suggest that a parsimonious PH-type model with 2 or 4 phases is feasible for WAP flows.
HTTP flows, on the other hand, have strong signs of heavytailedness also in GPRS. We found the same model as suggested by [18] in that HTTP flows are best split into a body, modeled by a lognormal distribution, and a tail modeled by a Pareto distribution. Furthermore, phase type distributions with at least 4 phases provide a good approximation of the distribution in the observed data range.
Our previous results [1] [2] [3] as well as results in this paper show that there are specific characteristics of the traffic in mobile networks that can be attributed to new applications and to the specific mobile environment in which they are used. This should be considered when building networks and designing protocols. However, the trend in mobile networks is currently in the direction of high bandwidth access (e.g. UMTS, HSDPA, HSUPA, etc.), resembling fixed network characteristics. Together with the introduction of flat tariff rates this will change the traffic characteristics again. Still, there is the small form factor of the mobile devices and the mobile situation in which the user uses the devices, which might make the traffic always specific. Those influences and upcoming new applications should therefore be monitored and modeled in a continuous effort. 
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