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Abstract
This paper addresses the question of how an arbitrage-free semimartingale model is affected
when stopped at a random horizon. We focus on No-Unbounded-Profit-with-Bounded-Risk (called
NUPBR hereafter) concept, which is also known in the literature as the first kind of non-arbitrage.
For this non-arbitrage notion, we obtain two principal results. The first result lies in describing
the pairs of market model and random time for which the resulting stopped model fulfills NUPBR
condition. The second main result characterises the random time models that preserve the NUPBR
property after stopping for any market model. These results are elaborated in a very general market
model, and we also pay attention to some particular and practical models. The analysis that drives
these results is based on new stochastic developments in semimartingale theory with progressive
enlargement. Furthermore, we construct explicit martingale densities (deflators) for some classes
of local martingales when stopped at random time.
1 Introduction
Since the seminal work of Arrow-Debreu for discrete markets (see [4], [11], [15] and [18]) where the
authors stated what is known in the financial literature as the fundamental theorem of asset pricing
(FTAP hereafter), arbitrage becomes one of the fundamental concepts in modern finance. This impor-
tance was strengthen by establishing the link between arbitrage and asset pricing theories through the
Arrow-Debreu model (see [11] Chapter 7), the Black and Scholes formula (see [6]), and the Cox and
Ross linear pricing model (see [10]). These works have been formalized in general framework by many
researchers such as Duffie, Harrison, Huang, Kreps and Pliska (see [21], [22] and [12]). Other links
between arbitrage theory and other financial/economical concepts have been discovered, elaborated,
and explored further such as stochastic dominance, market’s equilibrium, market’s viability, portfolio
analysis, nume´raire portfolio,and so on. Arbitrage plays crucial role in the analysis of securities mar-
kets, because its effect is to bring prices to fundamental values and to keep markets efficient.
∗The research of Tahir Choulli and Jun Deng is supported financially by the Natural Sciences and Engineering
Research Council of Canada, through Grant G121210818. The research of Anna Aksamit and Monique Jeanblanc is
supported by Chaire Markets in transition, French Banking Federation.
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In both mathematical finance and financial economics, arbitrage (or equivalently absence of arbitrage)
has numerous definitions such as no-free-lunch (NFL), no-free-lunch-with-vanishing-risk (NFLVR),
cheap thrill, free snack, No-Unbounded-Profit-with-Bounded-Risk (NUPBR), and so on (see [15], [16],
[17], [28], [34], [36] and the references therein to cite a few). It is worthwhile to mention that the
majority of these arbitrage concepts coincides for discrete markets (i.e, markets with finite number of
scenarios and finite number of trading times), and at some extent in discrete-time markets with finite
horizon. Philosophically, an arbitrage opportunity is a transaction with no cash outlay that results in
a sure profit. The mathematical formulation of this philosophy varies substantially from a model to
another.
Recently there has been an upsurge interest in studying the effect of additional information on the
NFLVR concept as well as on the utility maximization problem. For these topics we refer the reader
to [5], [35], [39] among others. Herein, we focus only on the NUPBR concept for two main reasons.
Firstly, the NUPBR property is the non-arbitrage concept that is intimately related to the weakest
forms of markets’ viability (see [9] and [32] for details about this issue, and [2] for many examples of
market models violating NFLVR and fulfilling NUPBR). It has been clear recently that for a model
violating the NUPBR, the optimal portfolio will not exist even locally, and the pricing rules fail as
well. Secondly, due to [41] and again [9], the NUPBR property is mathematically very attractive and
possesses the ’dynamic/localization’ feature that the NFLVR and other arbitrage concepts lack to
possess. By localization feature, we mean that if the property holds locally (i.e. the property holds for
the stopped models with a sequence of stopping times that increases to infinity), then it holds globally.
In this paper we consider a general semimartingale model S satisfying the NUPBR property under
the “public information” and an arbitrary random time τ and we answer to the following questions:
For which pairs (S, τ), does the NUPBR property hold for Sτ? (P1)
In Theorem 2.19 we characterize pairs of initial market S and of random time τ , for which (P1) has
a positive answer. Our second main question consists of
For which τ , is NUPBR preserved for any S after stopping at τ? (P2)
To deepen our understanding of the precise interplay between the initial market model and the random
time model, we address these two principal questions separately in the case of quasi-left-continuous
models, and then in the case of thin processes with predictable jumps. Afterwards, we combine the two
cases and state the results for the most general framework. The results for the quasi-left-continuous
models are Theorem 2.8 and Proposition 2.12, where the questions (P1) and (P2) are fully answered
respectively. For the case of thin processes with predictable jumps, our main result is Theorem 2.16.
Then, the general case follows by splitting the process S into a quasi continuous process and a thin
process with predictable jumps.
This problem was studied in the literature, in the particular case of continuous filtration, under the
hypothesis that τ avoids F-stopping times in [20] and that the market is complete. Many explicit ex-
amples can be found in [2]. It is also possible to derive some of the main results using a new optional
decomposition formula, established in [3]. After that a first version of our results has been available
some months ago, Acciaio et al. [1] proved some of our results and ideas, using a different method.
This paper is organized as follows. The next section (Section 2) presents our main results in different
contexts, and discusses their meaning and/or their economical interpretations and their consequences
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as well. Section 3 develops new stochastic results, -that are the key mathematical ideas behind the
answers to (P1)-(P2). Section 4 gives an explicit form for the deflator in the case where S is quasi-
left continuous. Section 5 contains the proofs of the main theorems announced, without proofs, in
Section 2. The paper concludes with an Appendix, where some classical results on the predictable
characteristics of a semimartingales and other related results are recalled. Some technical proofs are
also postponed to the Appendix, for the ease of the reader.
2 Main Results and their Interpretations
This section is devoted to the presentation of our main results and their immediate consequences.
To this end, we start specifying our mathematical setting and the economical concepts that we will
address.
2.1 Notations and Preliminary Results on NUPBR
We consider a stochastic basis (Ω,G,F = (Ft)t≥0, P ), where F is a filtration satisfying the usual
hypotheses (i.e., right continuity and completeness), and F∞ ⊆ G. Financially speaking, the filtration
F represents the flow of public information through time. On this basis, we consider an arbitrary
but fixed d-dimensional ca`dla`g semimartingale S. This represents the discounted price processes of
d-stocks, while the riskless asset’s price is assumed to be constant.
Beside the initial model (Ω,G,F, P, S), we consider a random time τ , i.e., a non-negative G-measurable
random variable. To this random time, we associate the process D and the filtration G given by
D := I[[τ,+∞[[, G = (Gt)t≥0 , Gt =
⋂
s>t
(
Fs ∨ σ(Du, u ≤ s)
)
.
The filtration G is the smallest right-continuous filtration which contains F and makes τ a stopping
time. In the probabilistic literature, G is called the progressive enlargement of F with τ . In addition
to G and D, we associate to τ two important F-supermartingales given by
Zt := P (τ > t | Ft) and Z˜t := P
(
τ ≥ t
∣∣∣ Ft) . (2.1)
The supermartingale Z is right-continuous with left limits and coincides with the F-optional projection
of I]]0,τ [[, while Z˜ admits right limits and left limits only and is the F-optional projection of I]]0,τ ]]. The
decomposition of Z leads to an important F-martingale m, given by
m := Z +Do,F, (2.2)
where Do,F is the F-dual optional projection of D (See [26] for more details).
In what follows, H is a filtration satisfying the usual hypotheses and Q a probability measure on the
filtered probability space (Ω,H). The set of martingales for the filtration H under Q is denoted by
M(H, Q). When Q = P , we simply denote M(H). As usual, A+(H) denotes the set of increasing,
right-continuous, H-adapted and integrable processes.
If C(H) is a class of H adapted processes, we denote by C0(H) the set of processes X ∈ C(H)
with X0 = 0, and by Cloc the set of processes X such that there exists a sequence (Tn)n≥1 of
H-stopping times that increases to +∞ and the stopped processes XTn belong to C(H). We put
C0,loc(H) = C0(H) ∩ Cloc(H).
For a process K with H-locally integrable variation, we denote by Ko,H its dual optional projection.
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The dual predictable projection of K (also called the H-predictable dual projection) is denoted Kp,H.
For a process X, we denote o,HX (resp. p,HX ) its optional (resp. predictable) projection with respect
to H.
For an H- semi-martingale Y , the set L(Y,H) is the set of H predictable processes integrable w.r.t. Y
and for H ∈ L(Y,H), we denote H  Yt :=
∫ t
0 HsdYs.
As usual, for a process X and a random time ϑ, we denote by Xϑ the stopped process. To distinguish
the effect of filtration, we will denote 〈., .〉F, or 〈., .〉G the sharp bracket (predictable covariation process)
calculated in the filtration F or G, if confusion may rise. We recall that, for general semi-martingales
X and Y , the sharp bracket is (if it exists) the dual predictable projection of the covariation process
[X,Y ].
We introduce the non-arbitrage notion that will be addressed in this paper.
Definitions 2.1. An H-semimartingale X satisfies the No-Unbounded-Profit-with-Bounded-Risk con-
dition under (H, Q) (hereafter called NUPBR(H, Q)) if for any T ∈ (0,+∞) the set
KT (X,H) :=
{
(H  S)T | H ∈ L(X,H), and H X ≥ −1
}
is bounded in probability under Q. When Q ∼ P , we simply write, with an abuse of language, X
satisfies NUPBR(H).
Remark 2.2. (i) It is important to notice that this definition for NUPBR condition appeared first in
[31] (up to our knowledge), and it differs when the time horizon is infinite from that of the literature
given in Delbaen and Schachermayer [19], Kabanov [28] and Karatzas and Kardaras[30]. It is obvious
that, when the horizon is deterministic and finite, the current NUPBR condition coincides with that
of the literature. We could name the current NUPBR as NUPBRloc, but for the sake of simplifying
notation, we opted for the usual terminology.
(ii) In general, when the horizon is infinite, the NUPBR condition of the literature implies the NUPBR
condition defined above. However, the reverse implication may not hold in general. In fact if we
consider St = exp(Wt+t), t ≥ 0, then it is clear that S satisfies our NUPBR(H), while the NUPBR(H)
of the literature is violated. To see this last claim, it is enough to remark that
lim
t−→+∞
(St − 1) = +∞ P − a.s. St − 1 = H  S ≥ −1 H := I]]0,t]].
The following proposition slightly generalizes Takaoka’s results obtained for a finite horizon (see The-
orem 2.6 in [41]) to our NUPBR context.
Proposition 2.3. Let X be an H-semimartingale. Then the following assertions are equivalent.
(a) X satisfies NUPBR(H).
(b) There exist a positive H-local martingale, Y and an H-predictable process θ satisfying 0 < θ ≤ 1
and Y (θ X) is a local martingale.
Proof. The proof of the implication (b)⇒ (a) is based on [41] and is omitted. Thus, we focus on
proving the reverse implication and suppose that assertion (a) holds. Therefore, a direct application
of Theorem 2.6 in [41] to each (St∧n)t≥0, we obtain the existence of a positive H-local martingale Y
(n)
and an H-predictable process θn such that 0 < θn ≤ 1 and Y (n)(θn  Sn) is a local martingale. Then,
it is obvious that the process
N :=
+∞∑
n=1
I]]n−1,n]](Y
(n)
− )
−1
 Y (n)
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is a local martingale and Y := E(N) > 0. On the other hand, the H-predictable process θ :=∑
n≥1 I]]n−1,n]]θn satisfies 0 < θ ≤ 1 and Y (θ  S) is a local martingale. This ends the proof of the
proposition.
For any H-semimartingale X, the local martingales fulfilling the assertion (b) of Proposition 2.3 are
called σ-martingale densities forX. The set of these σ-martingale densities will be denoted throughout
the paper by
L(H,X) := {Y ∈ Mloc(H)| Y > 0, ∃θ ∈ P(H), 0 < θ ≤ 1, Y (θ X) ∈ Mloc(H)} (2.3)
where, as usual, P(H) stands for predictable processes. We state, without proof, an obvious lemma.
Lemma 2.4. For any H-semimartingale X and any Y ∈ L(H,X), one has p,H(Y |∆X|) < ∞ and
p,H(Y∆X) = 0
Remark 2.5. Proposition 2.3 implies that for any process X and any finite stopping time σ, the two
concepts of NUPBR(H) (the current concept and the one of the literature) coincide for Xσ.
Below, we prove that, in the case of infinite horizon, the current NUPBR condition is stable under
localization, while this is not the case for the NUPBR condition defined in the literature.
Proposition 2.6. Let X be an H adapted process. Then, the following assertions are equivalent.
(a) There exists a sequence (Tn)n≥1 of H-stopping times that increases to +∞, such that for each
n ≥ 1, there exists a probability Qn on (Ω,HTn) such that Qn ∼ P and XTn satisfies NUPBR(H)
under Qn.
(b) X satisfies NUPBR(H).
(c) There exists an H-predictable process φ, such that 0 < φ ≤ 1 and (φ X) satisfies NUPBR(H).
Proof. The proof for (a)⇐⇒(b) follows from the stability of NUPBR condition for a finite horizon
under localization which is due to [41] (see also [8] for further discussion about this issue), and the
fact that the NUPBR condition is stable under any equivalent probability change.
The proof of (b)⇒(c) is trivial and is omitted. To prove the reverse, we assume that (c) holds. Then
Proposition 2.3 implies the existence of an H-predictable process ψ such that 0 < ψ ≤ 1 and a positive
H-local martingale Z = E(N) such that Z(ψφ X) is a local martingale. Since ψφ is predictable and
0 < ψφ ≤ 1, we deduce that S satisfies NUPBR(H). This ends the proof of the proposition.
We end this section with a simple, but useful result for predictable process with finite variation.
Lemma 2.7. Let X be an H-predictable process with finite variation. Then X satisfies NUPBR(H)
if and only if X ≡ X0 (i.e. the process X is constant).
Proof. It is obvious that ifX ≡ X0, thenX satisfies NUPBR(H). Suppose thatX satisfies NUPBR(H).
Consider a positive H-local martingale Y , and an H-predictable process θ such that 0 < θ ≤ 1 and
Y (θ X) is a local martingale. Let (Tn)n≥1 be a sequence of H-stopping times that increases to +∞
such that Y Tn and Y Tn(θ X)Tn are true martingales. Then, for each n ≥ 1, define Qn := (YTn/Y0) ·P.
Since X is predictable, then (θ X)Tn is also predictable with finite variation and is a Qn-martingale.
Thus, we deduce that (θ  X)Tn ≡ 0 for each n ≥ 1. Therefore, we deduce that X is constant (since
XTn −X0 = θ−1  (θ X)Tn ≡ 0). This ends the proof of the lemma.
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2.2 The Quasi-Left-Continuous Processes
In this subsection, we present our two main results on the NUPBR condition under stopping at τ for
quasi-left-continuous processes. The first result consists of characterizing the pairs (S, τ) of market
and random time models, for which Sτ fulfills the NUPBR condition. The second result focuses on
determining the models of random times τ such that, for any semi-martingale S enjoying NUPBR(F),
the stopped process Sτ enjoys NUPBR(G) .
We start by recalling some general notation. For any filtration H, we denote
O˜(H) := O(H)⊗ B(Rd), P˜(H) := P(H) ⊗ B(Rd), (2.4)
where B(Rd) is the Borel σ-field on Rd. The jump measure of S is denoted by µ, and given by
µ(dt, dx) =
∑
u>0
I{∆Su 6=0}δ(u,∆Su)(dt, dx),
For a product-measurable functional W ≥ 0 on Ω× [0,+∞[×Rd, we denote W ⋆µ (or sometimes, with
abuse of notation W (x) ⋆ µ) the process
(W ⋆ µ)t :=
∫ t
0
∫
W (u, x)µ(du, dx) =
∑
0<u≤t
W (u,∆Su)I{∆Su 6=0}. (2.5)
Also on Ω × [0,+∞[×Rd, we define the measure MPµ := P ⊗ µ by
∫
WdMPµ := E [W ⋆ µ(∞)] (when
the integrals are well defined). The conditional “expectation” given P˜(H) of a product-measurable
functional W , is the unique P˜(H)-measurable functional W˜ satisfying
E [WIΣ ⋆ µ(∞)] = E
[
W˜ IΣ ⋆ µ(∞)
]
, for all Σ ∈ P˜(H).
The following theorem gives a characterization of F-quasi-left continuous processes that satisfy NUPBR(G)
after stopping with τ . The proof of this theorem will be given in Subsection 5.1, while its statement
is based on the following F-semimartingale
S(0) := xI{ψ=0<Z−} ⋆ µ, where ψ := M
P
µ
(
I{Z˜>0}
∣∣∣P˜ (F)) . (2.6)
Theorem 2.8. Suppose that S is F-quasi-left-continuous. Then, the following assertions are equiva-
lent.
(a) Sτ satisfies NUPBR(G).
(b) For any δ > 0, the process
I{Z−≥δ} 
(
S − S(0)
)
satisfies NUPBR(F). (2.7)
(c) For any n ≥ 1, the process (S − S(0))σn satisfies NUPBR(F), where
σn := inf{t ≥ 0 : Zt < 1/n}.
Remark 2.9. 1) From assertion (c) one can understand that the NUPBR(G) property for Sτ can
be verified by checking S − S(0) satisfies NUPBR(F) up to σ∞ := supn σn. This is also equivalent to
NUPBR(F) of the same process on the predictable sets {Z− ≥ δ}, δ > 0.
2) The functionals ψ and Z− + fm :=M
P
µ (Z˜|P˜(F)) satisfy
{ψ = 0} = {Z− + fm = 0} ⊂ {Z˜ = 0}, MPµ − a.e. (2.8)
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Indeed, due to Z˜ ≤ I
{Z˜>0}
, we have
0 ≤ Z− + fm =MPµ
(
Z˜| P˜(F)
)
≤ ψ.
Thus, we get {ψ = 0} ⊂ {Z− + fm = 0} ⊂ {Z˜ = 0} MPµ − a.e. on the one hand. On the other hand,
the reverse inclusion follows from
0 =MPµ
(
I{Z−+fm=0}I{Z˜=0}
)
=MPµ
(
I{Z−+fm=0}ψ
)
.
3) As a result of remark 2) above and {Z˜ = 0 < Z−} ⊂ [[σ∞]], we deduce that S(0) is a ca`dla`g F-adapted
process with finite variation with var(S(0))∞ ≤ |∆Sσ∞ |I{σ∞<+∞}. Furthermore, it can be written as
S(0) := ∆Sσ∞I{Z˜σ∞=0=ψ(σ∞,∆Sσ∞) & Zσ∞−>0}
I[[σ∞,+∞[[.
This proves the claim stated before Theorem 2.8 about the process S(0).
The following corollary is useful for studying the problem (P2), and it describes examples of F-quasi-
left-continuous model S that fulfill (2.6) as well.
Corollary 2.10. Suppose that S is F-quasi-left-continuous and satisfies NUPBR(F). Then, the fol-
lowing assertions hold.
(a) If
(
S, S(0
)
satisfies NUPBR(F), then Sτ satisfies NUPBR(G).
(b) If S(0) ≡ 0, then the process Sτ satisfies NUPBR(G).
(c) If {∆S 6= 0} ∩ {Z˜ = 0 < Z−} = ∅, then Sτ satisfies NUPBR(G).
(d) If Z˜ > 0 (equivalently Z > 0 or Z− > 0), then S
τ satisfies NUPBR(G).
Proof. (a) Suppose that
(
S, S(0
)
satisfies NUPBR(F). Then, it is obvious that S − S(0) satisfies
NUPBR(F), and assertion (a) follows from Theorem 2.8.
(b) Since S satisfies NUPBR(F) and S(0) ≡ 0, then (S, S(0) ≡ (S, 0) satisfies NUPBR(F), and assertion
(b) follows from assertion (a).
(c) It is easy to see that {∆S 6= 0} ∩ {Z˜ = 0 < Z−} = ∅ implies that S(0) ≡ 0 (due to (2.8)). Hence,
assertions (c) and (d) follow from assertion (b), and the proof of the corollary is completed.
Remark 2.11. It is worth mentioning that X − Y may satisfy NUPBR(H), while (X,Y ) may not
satisfy NUPBR(H). For a non trivial example, consider Xt = Bt + λt and Yt = Nt where B is a
standard Brownian motion and N is the Poisson process with intensity λ.
We now give an answer to the second problem (P2) for the quasi-left-continuous semimartingales.
Later on (in Theorem 2.22) we will generalize this result.
Proposition 2.12. The following assertions are equivalent:
(a) The thin set
{
Z˜ = 0 & Z− > 0
}
is accessible.
(b) For any (bounded) S that is F-quasi-left-continuous and satisfies NUPBR(F), the process Sτ sat-
isfies NUPBR(G).
Proof. The implication (a)⇒(b) follows from Corollary 2.10–(c), since we have
{∆S 6= 0} ∩ {Z˜ = 0 < Z−} = ∅.
We now focus on proving the reverse implication. To this end, we suppose that assertion (b) holds,
and we consider an F-stopping time σ such that [[σ]] ⊂ {Z˜ = 0 < Z−}. It is known that σ can
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be decomposed into a totally inaccessible part σi and an accessible part σa such that σ = σi ∧ σa.
Consider the quasi-left-continuous F-martingale
M = V − V˜ ∈M0,loc(F)
where V := I[[σi,+∞[[ and V˜ := (V )
p,F. It is known from [14, paragraph 14, Chapter XX], that
{Z˜ = 0} and {Z− = 0} are disjoint from ]]0, τ ]] . (2.9)
This implies that τ < σ ≤ σi P − a.s.. Hence, we get
M τ = −V˜ τ is G-predictable. (2.10)
Since M τ satisfies NUPBR(G), then we conclude that this process is null (i.e. V˜ τ = 0) due to Lemma
2.7. Thus, we get
0 = E
(
V˜τ
)
= E
(∫ +∞
0
Zs−dV˜s
)
= E
(
Zσi−I{σi<+∞}
)
,
or equivalently Zσi−I{σi<+∞} = 0 P − a.s. This is possible only if σi = +∞ P − a.s. since on
{σi < +∞} ⊂ {σ = σi < +∞} we have Zσi− = Zσ− > 0. This proves that σ is an accessible stopping
time. Since {Z˜ = 0 < Z−} is an optional thin set, assertion (a) follows immediately. This ends the
proof of the proposition.
2.3 Thin Processes with Predictable Jump Times
In this subsection, we outline the main results on the NUPBR condition for the stopped accessible
parts of F-semimartingales with a random time. This boils down to consider thin semimartingales
with predictable jump times only. We start by addressing question (P1) in the case of single jump
process with predictable jump time.
Theorem 2.13. Consider an F-predictable stopping time T and an FT -measurable random variable
ξ such that E(|ξ|| FT−) < +∞ P − a.s..
If S := ξI{ZT−>0}I[[T,+∞[[, then the following assertions are equivalent:
(a) Sτ satisfies NUPBR(G),
(b) The process S˜ := ξI
{Z˜T>0}
I[[T,+∞[[ = I{Z˜>0}  S satisfies NUPBR(F).
(c) There exists a probability measure on (Ω,FT ), denoted by QT , such that QT is absolutely continu-
ous with respect to P , and S satisfies NUPBR(F, QT ).
The proof of this theorem is long and requires intermediary results that are interesting in themselves.
Thus, this proof will be given later in Section 5.
Remark 2.14. 1) The importance of Theorem 2.13 goes beyond its vital role, as a building block for
the more general result. In fact, Theorem 2.13 provides two different characterizations for NUPBR(G)
of Sτ . The first characterization is expressed in term of NUPBR(F) of S under absolute continuous
change of measure, while the second characterization uses transformation of S without any change of
measure. Furthermore, Theorem 2.13 can be easily extended to the case of countably many ordered
predictable jump times T0 = 0 ≤ T1 ≤ T2 ≤ ... with supn Tn = +∞ P − a.s..
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2) In Theorem 2.13, the choice of S having the form S := ξI{ZT−>0}I[[T,+∞[[ is not restrictive. This
can be understood from the fact that any single jump process S can be decomposed as follows
S := ξI[[T,+∞[[ = ξI{ZT−>0}I[[T,+∞[[ + ξI{ZT−=0}I[[T,+∞[[ =: S + Ŝ.
Thanks to {T ≤ τ} ⊂ {ZT− > 0}, we have Ŝτ = ξI{ZT−=0}I{T≤τ}I[[T,+∞[[ ≡ 0 is (obviously) a
G-martingale. Thus, the only part of S that requires careful attention is S := ξI{ZT−>0}I[[T,+∞[[.
The following result is a complete answer to (P2) in the case of predictable single jump processes.
Proposition 2.15. Let T be an F-predictable stopping time. Then, the following assertions are
equivalent:
(a) On {T < +∞}, we have {
Z˜T = 0
}
⊂
{
ZT− = 0
}
. (2.11)
(b) For any M := ξI[[T,+∞[[ where ξ ∈ L∞(FT ) such that E(ξ|FT−) = 0, M τ satisfies NUPBR(G).
Proof. We start by proving (a) ⇒ (b). Suppose that (2.11) holds; due to the above remark 2.142),
we can restrict our attention to the case M := ξI{ZT−>0}I[[T,+∞[[ where ξ ∈ L∞(FT ) such that
E(ξ|FT−) = 0. Since assertion (a) is equivalent to [[T ]] ∩ {Z˜ = 0 & Z− > 0} = ∅, we deduce that
M˜ := ξI{Z˜T>0}I{ZT−>0}I[[T,+∞[[ =M is an F-martingale.
Therefore, a direct application of Theorem 2.13 (to M) allows us to conclude that M τ satisfies the
NUPBR(G). This ends the proof of (a)⇒ (b). To prove the reverse implication, we suppose that
assertion (b) holds and consider
M := ξI[[T,+∞[[, where ξ := I{Z˜T=0} − P (Z˜T = 0|FT−).
From (2.9), we obtain {T ≤ τ} ⊂ {Z˜T > 0} ⊂ {ZT− > 0} which implies that
M τ = −P (Z˜T = 0|FT−)I{T≤τ}I[[T,+∞[[ is G-predictable.
Therefore, M τ satisfies NUPBR(G) if and only if it is a constant process equal to M0 = 0 (see Lemma
2.7). This is equivalent to
0 = E
[
P (Z˜T = 0|FT−)I{T≤τ}I[[T,+∞[[
]
= E
(
ZT−I{Z˜T=0 & T<+∞}
)
.
It is obvious that this equality is equivalent to (2.11), and assertion (a) follows. This ends the proof
of the theorem.
We now state the following version of Theorem 2.13, which provides, as already said, an answer to
(P1) in the case where there are countable many arbitrary predictable jumps. The proof of this
theorem will be given in Subsection 5.3.
Theorem 2.16. Let S be a thin process with predictable jump times only and satisfying NUPBR(F).
Then, the following assertions are equivalent.
(a) The process Sτ satisfies NUPBR(G).
(b) For any δ > 0, there exists a positive F-local martingale, Y , such that p,F (Y |∆S|) < +∞ and
p,F
(
Y∆SI{Z˜>0 & Z−≥δ}
)
= 0. (2.12)
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Remark 2.17. 1) Suppose that S is a thin process with predictable jumps only, satisfying NUPBR(F),
and that {Z˜ = 0 & Z− > 0} ∩ {∆S 6= 0} = ∅ holds. Then, Sτ satisfies NUPBR(G). This follows
immediately from Theorem 2.16 by using Y ∈ L(S,F) and Lemma 2.4.
2) Similarly to Proposition 2.12, we can easily prove that the thin set {Z˜ = 0 & Z− > 0} is totally
inaccessible if and only if Xτ satisfies NUPBR(G) for any thin process X with predictable jumps only
satisfying NUPBR(F).
2.4 The General Framework
Throughout the paper, with any H-semimartingale, X, we associate a sequence of (H)-predictable
stopping times (TXn )n≥1 that exhaust the accessible jump times of X. Furthermore, we can decompose
X as follows.
X = X(qc) +X(a), X(a) := IΓX X, X
(qc) := X −X(a), ΓX :=
∞⋃
n=1
[[TXn ]]. (2.13)
The process X(a) (the accessible part of X) is a thin process with predictable jumps only, while X(qc)
is a H-quasi-left-continuous process (the quasi-left-continuous part of X).
Lemma 2.18. Let X be an H-semimartingale. Then X satisfies NUPBR(H) if and only if X(a) and
X(qc) satisfy NUPBR(H).
Proof. Thanks to Proposition 2.3, X satisfies NUPBR(H) if and only if there exist an H-predictable
real-valued process φ > 0 and a positive H-local martingale Y such that Y (φ  X) is an H- local
martingale. Then, it is obvious that Y (φIΓX X) and Y (φIΓXc X) are both H-local martingales. This
proves that X(a) and X(qc) both satisfy NUPNR(H).
Conversely, if X(a) and X(qc) satisfy NUPNR(H), then there exist two H-predictable real-valued
processes φ1, φ2 > 0 and two positive H-local martingales D1 = E(N1),D2 = E(N2) such that D1(φ1 
(IΓX  S)) and D2(φ2  (IΓXc  X)) are both H-local martingales. Remark that there is no loss of
generality in assuming N1 = IΓX N1 and N2 = IΓXc N2. Put
N := IΓX N1 + IΓXc N2 and ψ := φ1IΓX + φ2IΓXc .
Obviously, E(N) > 0, E(N) and E(N)(ψ S) are H-local martingales, ψ is H-predictable and 0 < ψ ≤ 1.
This ends the proof of the lemma.
Below, we state the answer to question (P1) in this general framework, which, using Lemma 2.18 will
be a consequence of Theorems 2.8 and 2.13.
Theorem 2.19. Suppose that S satisfies NUPBR(F). Then, the following assertions are equivalent.
(a) The process Sτ satisfies NUPBR(G).
(b) For any δ > 0, the process
I{Z−≥δ}  (S
(qc) − S(qc,0)) := I{Z−≥δ}  (S(qc) − IΓc  S(0))
satisfies NUPBR(F), and there exists a positive F-local martingale, Y , such that p,F (Y |∆S|) < +∞
and
p,F
(
Y∆SI{Z˜>0 & Z−≥δ}
)
= 0.
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Proof. Due to Lemma 2.18, it is obvious that Sτ satisfies NUPBR(G) if and only if both (S(qc))τ and
(S(a))τ satisfy NUPBR(G). Thus, using both Theorems 2.8 and 2.16, we deduce that this last fact is
true if and only if for any δ > 0, the process I{Z−≥δ}  (S
(qc)− IΓc S(0)) satisfies NUPBR(F) and there
exists a positive F-local martingale Y such that
p,F (Y |∆S|) = p,F (Y |∆S(a)|) < +∞ and
p,F
(
Y∆SI
{Z˜>0, Z−≥δ}
)
= p,F
(
Y∆S(a)I
{Z˜>0, Z−≥δ}
)
= 0.
This ends the proof of the theorem.
Corollary 2.20. The following assertions hold.
(a) If either m is continuous or Z is positive(equivalently Z˜ > 0 or Z− > 0), S
τ satisfies NUPBR(G)
whenever S satisfies NUPBR(F).
(b) If S satisfies NUPBR(F) and {∆S 6= 0} ∩ {Z˜ = 0 < Z−} = ∅, then Sτ satisfies NUPBR(G).
(c) If S is continuous and satisfies NUPBR(F), then for any random time τ , Sτ satisfies NUPBR(G).
Proof. 1) The proof of the assertion (a) of the corollary follows easily from Theorem 2.19. Indeed, in
the two cases, one has {Z˜ = 0 < Z−} = ∅ which implies that {Z˜ = 0, δ ≤ Z−} = ∅ and S(qc,0) ≡ 0
(due to (2.8)). Then, due to Lemma 2.4, It suffices to take Y ∈ L(S,F) —since this set is non-empty—
and apply Theorem 2.19.
2) it is obvious that assertion (c) follows from assertion (b). To prove this latter, it is enough to
remark that {∆S 6= 0} ∩ {Z˜ = 0, δ ≤ Z−} = ∅ implies that
I{Z−≥δ}  S
(qc,0) ≡ 0 and ∆SI{Z˜=0,δ≤Z−} = ∆SI{Z−≥δ}.
Thus, again, it is enough to take Y ∈ L(S,F) and apply Theorem 2.19. This ends the proof of the
corollary.
Remark 2.21. Any of the two assertions of the above corollary generalizes the main result of Fontana
et al.[20], obtained under some restrictive assumptions on the random time τ and the market model
as well.
Below, we provide a general answer to question (P2) , as a consequence of Theorems 2.8, 2.12 and
2.16.
Theorem 2.22. The following assertions are equivalent:
(a) The thin set
{
Z˜ = 0 & Z− > 0
}
is evanescent.
(b) For any (bounded) X satisfying NUPBR(F), Xτ satisfies NUPBR(G).
Proof. Suppose that assertion (a) holds, and consider a process X satisfying NUPBR(F). Then,
X(qc,0) := IΓcX  X
(0) ≡ 0, where X(0) is defined as in (2.6). Hence I{Z−≥δ} 
(
X(qc) − IΓcX X(0)
)
satisfies NUPBR(F) for any δ > 0, and NUPBR(G) property of (X(qc))τ follows immediately from
Theorem 2.8 on the one hand. On the other hand, it is easy to see that X(a) fulfills the condition (2.12)
with Y ≡ 1. Thus, thanks to Theorem 2.16 (applied to the thin process X(a) satisfying NUPBR(F)),
we conclude that (X(a))τ satisfies NUPBR(G). Thus, due to Lemma 2.18, the proof of (a)⇒(b) is
completed.
We now suppose that assertion (b) holds. On the one hand, from Proposition 2.12, we deduce that
{Z˜ = 0 < Z−} is accessible and can be covered with the graphs of F-predictable stopping times
(Tn)n≥1. On the other hand, a direct application of Proposition 2.15 to all single predictable jump
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F-martingales, we obtain {Z˜ = 0 < Z−} ∩ [[T ]] = ∅ for any F-predictable stopping time T . Therefore,
we get
{Z˜ = 0 < Z−} =
∞⋃
n=1
(
{Z˜ = 0 < Z−} ∩ [[Tn]]
)
= ∅.
This proves assertion (a), and the proof of the theorem is completed.
3 Stochastics from–and–for Informational Non-Arbitrage
In this section, we develop new stochastic results that will play a key role in the proofs and/or the
statements of the main results outlined in the previous section. The first subsection compares the
G-compensators and the F-compensators, while the second subsection studies a G-martingale that is
vital in the explicit construction of deflators. We recall that Z− +∆m = Z˜ (see [27]).
Lemma 3.1. Let Z and Z˜ be the two supermartingales given by (2.1).
(a) The three sets {Z˜ = 0}, {Z = 0} and {Z− = 0} have the same de´but which is an F-stopping time
that we denote by
R̂ := inf{t ≥ 0| Zt− = 0}. (3.14)
(b) The following F-stopping times
R̂0 :=

R̂ on {Z
R̂−
= 0}
+∞ otherwise
and R˜0 :=
 R̂ on {Z˜R̂ = 0}
+∞ otherwise
are such that R̂0 is a F-predictable stopping time, and
τ ≤ R̂, τ < R˜0, P − a.s. (3.15)
(c) The G-predictable process
Ht := (Zt−)
−1 I[[0,τ ]](t), (3.16)
is G-locally bounded.
Proof. From [14, paragraph 14, Chapter XX], for any random time τ , the sets {Z˜ = 0} and {Z− = 0}
are disjoint from ]]0, τ ]] and have the same lower bound R̂, the smallest F-stopping time greater than τ .
Thus, we also conclude that {Z = 0} is disjoint from ]]0, τ [[. This leads to assertion (a). The process
X := Z−1I]]0,τ [[ being a ca`dla`g G-supermartingale [42], its left limit is locally bounded. Then, due to
(Z−)
−1I]]0,τ ]] = X−,
the local boundedness of H follows. This ends the proof of the lemma.
3.1 Exact Relationship between Dual Predictable Projections under G and F
The main results of this subsection are summarized in Lemmas 3.3 and 3.4, where we address the
question of how to compute G-dual predictable projections in term of F-dual predictable projections
and vice versa. These results are based essentially on the following standard result on progressive
enlargement of filtration (we refer the reader to [14, 26] for proofs).
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Proposition 3.2. Let M be an F-local martingale. Then, for any random time τ , the process
M̂t := M
τ
t −
∫ t∧τ
0
d〈M,m〉Fs
Zs−
(3.17)
is a G-local martingale, where m is defined in (2.2).
In the following lemma, we express the G–dual predictable projection of an F-locally integrable vari-
ation process in terms of an F–dual predictable projection, and G-predictable projection in terms of
F-predictable projection.
Lemma 3.3. The following assertions hold.
(a) For any F-adapted process V with locally integrable variation, we have
(V τ )p,G = (Z−)
−1I]]0,τ ]]  (Z˜  V )
p,F. (3.18)
(b) For any F-local martingale M , we have, on [[0, τ ]]
p,G
(
∆M
Z˜
)
=
p,F
(
∆MI{Z˜>0}
)
Z−
, and p,G
(
1
Z˜
)
=
p,F
(
I{Z˜>0}
)
Z−
. (3.19)
(c) For any quasi-left-continuous F-local martingale M , we have, on [[0, τ ]]
p,G
(
∆M
Z˜
)
= 0, and p,G
(
1
Z− +∆m(qc)
)
=
1
Z−
, (3.20)
where m(qc) is the quasi-left-continuous F-martingale defined in (2.13).
Proof. (a) Using the notation (3.16), the equality (3.17) takes the form
M τ = M̂ +HI]]0,τ ]]  〈M,m〉F .
By taking M = V − V p,F, we obtain
V τ = I]]0,τ ]]  V
p,F + M̂ +HI]]0,τ ]]  〈V,m〉F = M̂ + I]]0,τ ]]  V p,F +
1
Z−
I]]0,τ ]]  (∆m  V )
p,F,
which proves assertion (a).
(b) Let M be an F-local martingale, then, for any positive integers (n, k) the process V (n,k) :=∑ ∆M
Z˜
I{|∆M |≥k−1, Z˜≥n−1} has a locally integrable variation. Then, by using the known equality
p,G(∆V ) = ∆(V p,G) (see Theorem 76 in pages 149–150 of [13] or Theorem 5.27 in page 150 of [23]),
and applying assertion (a) to the process V (n,k), we get, on ]]0, τ ]]
p,G
(
∆M
Z˜
I{|∆M |≥k−1, Z˜≥n−1}
)
=
1
Z−
p,F
(
∆MI{|∆M |≥k−1, Z˜≥n−1}
)
.
Since M is a local martingale, by stopping we can exchange limits with projections in both sides.
Then by letting n and k go to infinity, and using the fact that Z˜ > 0 on ]]0, τ ]], we deduce that
p,G
(
∆M
Z˜
)
=
1
Z−
p,F
(
∆MI{Z˜>0}
)
.
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This proves the first equality in (3.19), while the second equality follows from Z˜ = ∆m+ Z−:
Z−
p,G
(
Z˜−1
)
= p,G
(
(Z˜ −∆m)/Z˜
)
= 1− p,G
(
∆m/Z˜
)
= 1− (Z−)−1 p,F
(
∆mI{Z˜>0}
)
= 1− p,F
(
I{Z˜=0}
)
= p,F
(
I{Z˜>0}
)
.
In the above string of equalities, the third equality follows from the first equality in (3.19), while the
fourth equality is due to p,F(∆m) = 0 and ∆mI{Z˜=0} = −Z−I{Z˜=0}. This ends the proof of assertion
(b).
(c) If M is a quasi-left-continuous F-local martingale, then p,F
(
∆MI{Z˜>0}
)
= 0, and the first prop-
erty of the assertion (c) follows. Applying the first property to M = m(qc) and using that, on ]]0, τ ]],
one has ∆m(qc) (Z− +∆m)
−1 = ∆m(qc)
(
Z− +∆m
(qc)
)−1
, we obtain
1
Z−
p,G
(
Z−
Z− +∆m(qc)
)
=
1
Z−
(
1− p,G
(
∆m(qc)
Z− +∆m(qc)
))
=
1
Z−
.
This proves assertion (c), and the proof of the lemma is achieved.
The next lemma proves that Z˜−1I]]0,τ ]] is Lebesgue-Stieljes-integrable with respect to any process that
is F-adapted with F-locally integrable variation. Using this fact, the lemma addresses the question of
how an F-compensator stopped at τ can be written in terms of a G-compensator, and constitutes a
sort of converse result to Lemma 3.3–(a).
Lemma 3.4. Let V be an F-adapted ca`dla`g process. Then the following properties hold.
(a) If V belongs to A+loc(F) (respectively V ∈ A+(F)), then the process
U := Z˜−1I]]0,τ ]]  V, (3.21)
belongs to A+loc(G) (respectively to A+(G)).
(b) If V has F-locally integrable variation, then the process U is well defined, its variation is G-locally
integrable, and its G-dual predictable projection is given by
Up,G =
(
1
Z˜
I]]0,τ ]]  V
)p,G
=
1
Z−
I]]0,τ ]] 
(
I
{Z˜>0}
 V
)p,F
. (3.22)
In particular, if suppV ⊂ {Z˜ > 0}, then, on ]]0, τ ]], one has V p,F = Z−  Up,G.
Proof. (a) Suppose that V ∈ A+loc(F). First, remark that, due to the fact that Z˜ is positive on ]]0, τ ]],
U is well defined. Let (ϑn)n≥1 be a sequence of F-stopping times that increases to +∞ such that
E (Vϑn) < +∞. Then, if E (Uϑn) ≤ E (Vϑn), assertion (a) follows. Thus, we calculate
E (Uϑn) = E
(∫ ϑn
0
I{0<t≤τ}
1
Z˜t
dVt
)
= E
(∫ ϑn
0
P (τ ≥ t|Ft)
Z˜t
I{Z˜t>0}dVt
)
≤ E (Vϑn) .
The last inequality is obtained due to Z˜t := P (τ ≥ t|Ft). This ends the proof of assertion (a) of the
lemma.
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(b) Suppose that V ∈ Aloc(F), and denote by W := V ++ V − its variation. Then W ∈ A+loc(F), and a
direct application of the first assertion implies that(
Z˜
)−1
I]]0,τ ]] W ∈ A+loc(G).
As a result, we deduce that U given by (3.21) for the case of V = V +−V − is well defined and has varia-
tion equal to
(
Z˜
)−1
I]]0,τ ]] W which is G-locally integrable. By setting Un := I]]0,τ ]] 
(
Z˜−1I
{Z˜≥1/n}
 V
)
,
we derive, due to (3.18),
(Un)
p,G =
1
Z−
I]]0,τ ]] 
(
I
{Z˜≥1/n}
 V
)p,F
.
Hence, since Up,G = limn−→+∞ (Un)
p,G , by taking the limit in the above equality, (3.22) follows
immediately, and the lemma is proved.
3.2 An Important G- local martingale
In this subsection, we introduce a G- local martingale that will be crucial for the construction of the
deflator.
Lemma 3.5. The following nondecreasing process
V Gt :=
∑
0≤u≤t
p,F
(
I
{Z˜=0}
)
u
I{u≤τ} (3.23)
is G-predictable, ca`dla`g, and locally bounded.
Proof. The G-predictability of V G being obvious, it remains to prove that this process is G-locally
bounded. Since Z−1− I]]0,τ ]] is G-locally bounded, then there exists a sequence of G-stopping times
(τGn )n≥1 increasing to infinity such that(
1
Z−
I]]0,τ ]]
)τGn
≤ n+ 1.
Consider a sequence of F-stopping times (σn)n≥1 that increases to infinity such that 〈m,m〉σn ≤ n+1.
Then, for any nonnegative F-predictable process H which is bounded by C > 0, we calculate that
(H  V G)σn∧τGn =
∑
0≤u≤σn∧τGn
Hu
p,F
(
I
{Z˜=0}
)
u
I{u≤τ}I{Zu−≥ 1n+1}
≤
∑
0≤u≤σn
Hu
p,F
(
I{∆m≤− 1
n+1
}
)
u
≤ (n + 1)2H  〈m,m〉σn ≤ C(n+ 1)3.
This ends the proof of the proposition.
The important G-local martingale will result from an optional integral. For the notion of compensated
stochastic integral (or optional stochastic integral), we refer the reader to [24] (Chapter III.4.b p. 106-
109) and [13] (Chapter VIII.2 sections 32-35 p. 356-361 ). Below, for the sake of completeness, we
give the definition of this integration.
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Definitions 3.6. (see [24], Definition (3.80)) Let N be an H-local martingale with continuous mar-
tingale part N c, and let H be an H-optional process.
i) The process H is said to be integrable with respect to N if p,HH is N c integrable and the process∑
s≤t
(
Hs∆Ns − p,H(H∆N)s
)21/2
is locally integrable. The set of integrable processes with respect to N is denoted by oL1loc(N,H).
ii) For H ∈ oL1loc(N,H), the compensated stochastic integral of H with respect to N , denoted by H⊙N ,
is the unique local martingale M which satisfies
M c = p,HH N c and ∆M = H∆N − p,H(H∆N). (3.24)
Among the most useful results of the literature involving this integral is the following
Proposition 3.7. (see [13]) (a) The compensated stochastic integral M = H⊙N is the unique H-local
martingale such that, for any H-local martingale Y ,
E ([M,Y ]∞) = E
(∫ ∞
0
Hsd[N,Y ]s
)
.
(b) The process [M,Y ]−H  [N,Y ] is an H-local martingale. As a result [M,Y ] ∈ Aloc(H) if and only
if H  [N,Y ] ∈ Aloc(H) and in this case we have
〈M,Y 〉H = (H  [N,Y ])p,H .
Now, we are in the stage of defining the G-local martingale which will play the role of deflator for a
class of processes.
Proposition 3.8. Consider the following G-local martingale
m̂ := I]]0,τ ]] m−
1
Z−
I]]0,τ ]]  〈m〉F , (3.25)
and the process
K :=
Z2−
Z2− +∆〈m〉F
1
Z˜
I]]0,τ ]]. (3.26)
Then, K belongs to the space oL1loc(m̂,G) defined in 3.6. Furthermore, the G-local martingale
L := −K ⊙ m̂, (3.27)
satisfies the following
(a) E (L) > 0 (or equivalently 1 + ∆L > 0).
(b) For any M ∈ M0,loc(F), setting M̂ := M τ − Z−1− I[[0,τ ]]  〈M,m〉F, we have
[L, M̂ ] ∈ Aloc(G)
(
i.e. 〈L, M̂ 〉G exists
)
. (3.28)
Proof. We shall prove that K ∈ oL1loc(m̂,G) in the appendix B. For the sake of simplicity in notations,
throughout this proof, we will use κ := Z2− +∆〈m〉F.
We now prove assertions (a) and (b). Due to (B.77), we have, on ]]0, τ ]],
−∆L = K∆m̂− p,G(K∆m̂) = 1− Z−
(
Z˜
)−1
− p,F
(
I{Z˜=0}
)
.
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Thus, we deduce that 1 +∆L > 0, and assertion (a) is proved. In the rest of this proof, we will prove
(3.28). To this end, let M ∈ M0,loc(F). Thanks to Proposition 3.7, (3.28) is equivalent to
K  [m̂, M̂ ] ∈ Aloc(G) (or equivalently V4 := 1
Z˜
I]]0,τ ]]  [m̂, M̂ ] ∈ Aloc(G)),
for any M ∈ M0,loc(F). Then, it is easy to check that
V4 =
Z−
Z˜
I]]0,τ ]]  [m̂, M̂ ] =
1
Z˜
I]]0,τ ]]  [m, M̂ ]−
1
Z− Z˜
I]]0,τ ]]  [〈m〉F, M̂ ]
=
1
Z˜
I]]0,τ ]]  [m,M ]−
1
Z− Z˜
I]]0,τ ]]  [m, 〈M,m〉F]
− 1
Z−Z˜
I]]0,τ ]]  [〈m〉F,M ] +
1
Z2− Z˜
I]]0,τ ]]  [〈m〉F, 〈M,m〉F].
Since m is an F-locally bounded local martingale, all the processes
[m,M ], [m, 〈M,m〉F], [〈m〉F,M ], and [〈m〉F, 〈M,m〉F]
belong to Aloc(F). Thus, by combining this fact with Lemma 3.4 and the G-local boundedness of
Z−p− I]]0,τ ]] for any p > 0, it follows that V4 ∈ Aloc(G). This ends the proof of the proposition.
4 Explicit Deflators
This section describes some classes of F-quasi-left-continuous local martingales for which the NUPBR
is preserved after stopping with τ . For these stopped processes, we describe explicitly their local
martingale densities in Theorems 4.1–4.4 with an increasing degree of generality. We recall that m(qc)
was defined in (2.13) and L was defined in Proposition 3.8.
Theorem 4.1. Suppose that S is a quasi-left-continuous F-local martingale. If S and τ satisfy
{∆S 6= 0} ∩ {Z− > 0} ∩ {Z˜ = 0} = ∅, (4.29)
then the following equivalent assertions hold
(a) E (L)Sτ is a G-local martingale.
(b) E
(
I{Z˜=0<Z−} ⊙m(qc)
)
S is an F-local martingale.
Proof. We start by giving some useful observations. Since S is F-quasi-left-continuous, on the one
hand we deduce that (Γm is defined in (2.13))
〈S,m〉F = 〈S,m(qc)〉F = 〈S, IΓcm m〉F. (4.30)
On the other hand, we note that assertion (a) is equivalent to E(L(qc))Sτ is a G-local martingale, where
L(qc) is the quasi-left-continuous local martingale part of L given by L(qc) := IΓcm  L = −K ⊙ m̂(qc).
Here K is given in Proposition 3.8 and
m̂(qc) := I]]0,τ ]] m
(qc) − (Z−)I]]0,τ ]]  〈m(qc)〉F.
It is easy to check that (4.29) is equivalent to
I{Z−>0 & Z˜=0}  [S,m] = 0. (4.31)
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We now compute −〈L(qc), Ŝ〉G, where Ŝ is the G-local martingale given by
Ŝ := Sτ − (Z−)−1I]]0,τ ]]  〈S,m〉F.
Due to the quasi-left continuity of S and that of m(qc), the two processes 〈S,m〉F and 〈m(qc)〉F are
continuous and [S,m(qc)] = [S,m]. Hence, we obtain
K  [Ŝ, m̂(qc)] = K  [S, m̂(qc)]−K∆m̂(qc)(Z−)−1  〈S,m〉F
= (Z˜)−1I]]0,τ ]]  [S,m
(qc)] = (Z˜)−1I]]0,τ ]]  [S,m].
It follows that
−〈L(qc), Ŝ〉G =
(
K  [Ŝ, m̂(qc)]
)
p,G =
(
(Z˜)−1I]]0,τ ]]  [S,m]
)
p,G
= (Z−)
−1I]]0,τ ]] 
(
I{Z˜>0}  [S,m]
)p,F
= (Z−)
−1I]]0,τ ]]  〈S,m〉F − (Z−)−1I]]0,τ ]] 
(
I{Z˜=0<Z−}  [S,m]
)p,F
= (Z−)
−1I]]0,τ ]]  〈S,m〉F + (Z−)−1I]]0,τ ]]  〈S,−I{Z˜=0<Z−} ⊙m
(qc)〉F. (4.32)
The first and the last equality follow from Proposition 3.7 applied to L(qc) and −I
{Z˜=0<Z−}
⊙m(qc)
respectively. The second and the third equalities are due to (4.30) and (3.22) respectively.
Now, we prove the theorem. Thanks to (4.32), it is obvious that assertion (a) is equivalent to
〈S,−I{Z˜=0<Z−} ⊙ m(qc)〉F ≡ 0 which in turn is equivalent to assertion (b). This ends the proof of
the equivalence between (a) and (b).
It is also clear that the condition (4.29) or equivalently (4.31) implies that assertion (b), due to
I{Z˜=0<Z−} ⊙m(qc) ≡ 0.
Remark 4.2. Suppose that S is a quasi-left-continuous F-local martingale and let R˜0 be defined in
Lemma 3.1–(b). Then, E (L)Sτ is a G-local martingale, where
S := SR˜0− +
(
∆SR˜0I[[R˜0,+∞[[
)p,F
. (4.33)
Indeed, writing
S := SR˜0 −∆SR˜0I[[R˜0,+∞[[ +
(
∆SR˜0I[[R˜0,+∞[[
)p,F
it is easy to see that the condition (4.29) is satisfied for S.
Corollary 4.3. If S is quasi-left continuous and satisfies NUPBR(F) and {∆S 6= 0}∩{Z− > 0}∩{Z˜ =
0} = ∅, then S satisfies NUPBR(G)
Proof. This follows from Proposition 2.6, Theorem 4.1 and the fact that, if Q is equivalent to P , then
we have
{Z− > 0} ∩ {Z˜ = 0} = {ZQ− > 0} ∩ {Z˜Q = 0}.
Here ZQt = Q(τ > t|Ft) and Z˜Qt = Q(τ ≥ t|Ft). This last claim is a direct application of the optional
and predictable selection measurable theorems, see Theorems 84 and 85 (or apply Theorem 86 directly)
in [13].
18
In order to generalize the previous result, we need to introduce more notations and recall others
notations and some results that are delegated in the Appendix. For the random measure µ defined
in (2.5), we associate its predictable compensator random measure ν (see (A.68) for details). A
direct application of Theorem A.1 (in Appendix), to the martingale m, leads to the existence of a
local martingale m⊥ as well as a P˜(F)-measurable functionals fm, a process βm ∈ L(Sc,F) and an
O˜(F)-measurable functional gm such that fm ∈ G1loc(µ,F), gm ∈ H1loc(µ,F) and βm ∈ L(Sc) such that
m = βm  S
c + fm ⋆ (µ− ν) + gm ⋆ µ+m⊥. (4.34)
Due to the quasi-left-continuity of S, G1loc(µ,F) (respectivelyH1loc(µ,F)) is the set of all P˜(F)-measurable
functions (respectively all O˜(F)-measurable functions) W such that√
W 2 ⋆ µ ∈ A+loc(H).
we introduce µG := I[[0,τ ]] ⋆ µ and its G compensated measure
νG(dt, dx) := (1 + fm(x)/Zt−)I[[0,τ ]](t)ν(dt, dx). (4.35)
Below, we state our general result that extend the previous theorem.
Theorem 4.4. Suppose that S is an F-quasi-left-continuous local martingale. Consider S(0), ψ, and L
defined in (2.6) and (3.27) respectively. If
(
S, S(0)
)
is an F-local martingale, then E (L+ L(1))Sτ is
a G-local martingale, where
L(1) := g1 ⋆ (µ
G − νG), and g1 := 1− ψ
1 + fm/Z−
I{ψ>0}. (4.36)
Proof. We start by recalling from (2.8) that {ψ = 0} = {Z−+fm = 0}MPµ −a.e.. Thus the functional
g1 is a well defined non-negative P˜(F)−measurable functional. The proof of the theorem will completed
in two steps. In the first step we prove that the process L(1) is a well defined local martingale, while
in the second step we prove the main statement of the theorem.
1) Herein, we prove that the integral g1 ⋆
(
µG − νG) is well-defined. To this end, it is enough to prove
that g1 ⋆ µ
G ∈ A+(G). Therefore, remark that
(1− ψ)I{0<Z−} =MPµ
(
I{Z˜=0<Z−}|P˜(F)
)
=MPµ
(
I[[R˜0]]|P˜(F)
)
I{0<Z−},
and calculate
E
(
g1 ⋆ µ
G(∞)
)
= E
(
g1Z˜ ⋆ µ(∞)
)
≤ E
(
I
[[R˜0]]
⋆ µ(∞)
)
= P
(
∆S
R˜0
6= 0 & R˜0 < +∞
)
≤ 1.
Thus, the process L(1) is a well defined G-martingale.
2) In this part, we prove that E (L+ L(1))Sτ is a G-local martingale. To this end, it is enough to
prove that 〈Sτ , L+ L(1)〉G exists and
Sτ +
〈
Sτ , L+ g1 ⋆
(
µG − νG
)〉G
is a G-local martingale. (4.37)
Recall that
L = − Z
2
−
Z2− +∆〈m〉F
1
Z˜
I]]0,τ ]] ⊙ m̂,
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and hence 〈Sτ , L〉G exists due to Proposition 3.8–(b). By stopping, there is no loss of generality in
assuming that S is a true martingale. Then, using similar calculation as in the first part 1), we can
easily prove that
E
[
|x|g1 ⋆ µG(∞)
]
≤ E
(
|∆SR˜0 |I{R˜0<+∞}
)
< +∞.
This proves that
〈
Sτ , L+ L(1)
〉G
exists. Now, we calculate and simplify the expression in (4.37) as
follows.
Sτ +
〈
Sτ , L+ g1 ⋆
(
µG − νG
)〉G
= Ŝ +
1
Z−
I]]0,τ ]]  〈S,m〉F + 〈Sτ , L〉G + xg1 ⋆ νG
= Ŝ +
1
Z−
I]]0,τ ]]  〈S,m〉 −
1
Z−
I]]0,τ ]] ·
(
I{Z˜>0} · [S,m]
)p,F
+ xg1 ⋆ ν
G
= Ŝ +
1
Z−
I]]0,τ ]] 
(
I
{Z˜=0}
 [S,m]
)p,F
+ xMPµ
(
I
{Z˜=0<Z−}
|P˜(F)
)
I{Z−+fm>0}I]]0,τ ]] ⋆ ν
= Ŝ − xMPµ
(
I{Z˜=0<Z−}|P˜(F)
)
I{ψ=0}I]]0,τ ]] ⋆ ν = Ŝ ∈ Mloc(G).
The second equality is due to (4.32), while the last equality follows directly form the fact that S(0)
is an F-local martingale (which is equivalent to xI{ψ=0<Z−} ⋆ ν ≡ 0) and MPµ
(
I{Z˜=0<Z−}|P˜(F)
)
=
I{0<Z−}(1− ψ). This ends the proof of the theorem.
Remark 4.5. 1) Both Theorems 4.1-4.4 provide methods that build-up explicitly σ-martingale density
for Xτ , whenever X is an F-quasi-left-continuous process fulfilling the assumptions of the theorems
respectively.
2) The extension of Theorem 4.1 to the general case where S is an F-local martingale (not necessarily
quasi-left-continuous) boils down to find a predictable process Φ such that Y (1) := E(Φ  L) will be the
martingale density for Sτ . Finding the process Φ will be easy to guess when we will address the case of
thin semimartingale. However the proof of Y (1) is a local martingale density for Sτ is very technical.
The extension of Theorem 4.4 to the case of arbitrary F-local martingale S requires additional careful
modification of the functional g1 so that 1 + ∆L + ∆L
(1) remains positive. While both extensions
remain very feasible, we opted to not overload the paper with technicalities.
5 Proofs of Main Theorems
This section is devoted to the proofs of Theorems 2.8, 2.13 and 2.16. They are quite long, since
some integrability results have to be proved. For the reader’s convenience, we recall the canonical
decomposition of S, given in Appendix A, by
S = S0 + S
c + h ⋆ (µ − ν) + b · A+ (x− h) ⋆ µ,
where h defined as h(x) := xI{|x|≤1} is the truncation function. The canonical decomposition of S
τ
under G is given by
Sτ = S0 + Ŝc + h ⋆ (µ
G − νG) + cβmZ− I]]0,τ ]] ·A+ h
fm
Z−
I]]0,τ ]] ⋆ ν + b  A
τ + (x− h) ⋆ µG
where µG and νG and (βm, fm) are given in (4.35) and (4.34) respectively and
Ŝc := I]]0,τ ]]  S
c − 1
Z−
I]]0,τ ]]  〈m,Sc〉.
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5.1 Proof of Theorem 2.8
The proof of Theorem 2.8 will be completed in four steps. The first step provides an equivalent for-
mulation to assertion (a) using the filtration F instead. In the second step, we prove (a)⇒(b), while
the reverse implication is proved in the third step. The proof of (b)⇐⇒ (c) is given in the last step.
Step 1: Formulation of assertion (a): Thanks to Proposition 2.3, Sτ satisfies NUPBR(G) if
and only if there exist a G-local martingale NG with 1 + ∆NG > 0 and a G-predictable process φG
such that 0 < φG ≤ 1 and E (NG) (φG  Sτ ) is a G-local martingale. We can reduce our attention to
processes NG such that (see Theorem A.4 in the Appendix) NG has the form
NG = βG  Ŝc + (fG − 1) ⋆ (µG − νG)
where βG ∈ L(Ŝc,G) and fG is a positive P˜(G)-measurable functional.
Then, one notes that E (NG) (φG  Sτ) is a G-local martingale if and only if φG  Sτ + [φG  Sτ , NG] is
a G-local martingale, which in turn, is equivalent to
φG|xfG(x)− h(x)|
(
1 +
fm(x)
Z−
)
I[[0,τ ]] ⋆ ν ∈ A+loc(G), (5.38)
and P ⊗A− a.e. on [[0, τ ]], introducing the kernel F defined in the Appendix A
b+ c(
βm
Z−
+ βG) +
∫ [
(xfG(x)− h(x))
(
1 +
fm(x)
Z−
)
− h(x)fm(x)
Z−
]
F (dx) = 0. (5.39)
From Lemma C.1, there exist φF and βF two F-predictable processes and a positive P˜(F)-measurable
functional, fF, such that 0 < φF ≤ 1,
βF = βG, φF = φF, fF = fG on [[0, τ ]]. (5.40)
In virtue of these and taking account integrability conditions given in Proposition C.2, we deduce that
(5.38)–(5.39) imply that, on {Z− ≥ δ}, we have
W F :=
∫
|(xfF(x)− h(x))|
(
1 +
fm(x)
Z−
)
F (dx) < +∞ P ⊗A− a.e, (5.41)
and P ⊗A-a.e. on {Z− ≥ δ}, we have
b+ c
(
βF +
βm
Z−
)
−
∫
h(x)I{ψ=0}F (dx) +
∫ [
xfF(x)(1 +
fm(x)
Z−
)− h(x)
]
I{ψ>0}F (dx) = 0. (5.42)
Due to (5.41), this latter equality follows immediately by taking the F-predictable projection of (5.39)
after inserting (5.40).
Step 2: Proof of (a) ⇒ (b). Suppose that Sτ satisfies NUPNR(G), hence (5.41)–(5.42) hold. To
prove that I{Z≥δ}  (S − S(0)) satisfies NUPBR(F), we consider
β :=
(
βm
Z−
+ βF
)
I{Z−≥δ} and f = f
F
(
1 +
fm
Z−
)
I{Z−≥δ & ψ>0} + I{0≤Z−<δ or ψ=0}. (5.43)
If β ∈ L(Sc,F) and (f − 1) ∈ G1loc(µ,F), we conclude that
N := β  Sc + (f − 1) ⋆ (µ − ν). (5.44)
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is a well defined F-local martingale. Therefore, by choosing φ =
(
1 +W FI{Z−≥δ}
)−1
, using (5.42),
and applying Itoˆ’s formula for E(N) (φI{Z−≥δ} · (S − S(0))), we deduce that this process is a local
martingale. Hence, I{Z−≥δ} · (S − S(0)) satisfies NUPBR(F), and the proof of (a)⇒(b) is completed.
Now we focus on proving β ∈ L(Sc) and (f−1) ∈ G1loc(µ,F) (or equivalently
√
(f − 1)2 ⋆ µ ∈ A+loc(F)).
Since βm ∈ L(Sc), then it is obvious that βmZ− I{Z−≥δ} ∈ L(Sc) on the one hand. On the other hand,
(βF)T cβFI{0≤Z−<δ}  A ∈ A+loc(F) due to (βF)T cβF  Aτ = (βG)T cβG  Aτ ∈ A+loc(G) and Proposition
C.2–(c). This completes the proof of β ∈ L(Sc).
Now, we focus on proving (f − 1) ∈ G1loc(µ,F). Since S is quasi-left-continuous, this is equivalent to
prove
√
(f − 1)2 ⋆ µ ∈ A+loc(F). Thanks to Proposition C.2 and
√
( fF − 1)2 ⋆ µG =
√
( fG − 1)2 ⋆ µG ∈
A+loc(G), we deduce that
( fF − 1)2I{|fF−1|≤α}Z˜I{Z−≥δ} ⋆ µ and |fF − 1|I{|fF−1|>α}Z˜I{Z−≥δ} ⋆ µ ∈ A+loc(F). (5.45)
By stopping, there is no loss of generality in assuming that these two processes and [m,m] are inte-
grable. By putting Σ0 := {Z− ≥ δ & ψ > 0}, then we get
f − 1 =
(
fF − 1
)(
1 +
fm
Z−
)
IΣ0 +
fm
Z−
IΣ0 =: h1 + h2. (5.46)
Therefore, we derive that
E
[
h21I{|fF−1|≤α} ⋆ µ∞
]
≤ δ−2E
[(
fF − 1
)2
(Z− + fm)
2 I{|fF−1|≤α}I{Z−≥δ} ⋆ µ∞
]
≤ δ−2E
[(
fF − 1
)2
Z˜I{|fF−1|≤α}I{Z−≥δ} ⋆ µ∞
]
< +∞,
and
E
[|h1|I{|f−1|>α} ⋆ µ∞] ≤ δ−1E [|f − 1| |Z− + fm|I{|f−1|>α}I{Z−≥δ} ⋆ µ∞]
= δ−1E
[
|f − 1|Z˜I{|f−1|>α}I{Z−≥δ} ⋆ µ∞
]
< +∞.
By combining the above two inequalities, we conclude that
(
h21 ⋆ µ
)1/2 ∈ A+loc(F). It is easy to see that(
h22 ⋆ µ
)1/2 ∈ A+loc(F) follows from
E
[
h22 ⋆ µ∞
] ≤ δ−2E [f2m ⋆ µ∞] ≤ δ2E [(∆m)2 ⋆ µ∞] ≤ δ−2E [m,m]∞ < +∞.
Step 3: Proof of (b) ⇒ (a). Suppose that for any δ > 0, the process I{Z−≥δ} ·
(
S − S(0)) satisfies
NUPBR(F). Then, there exist an F-local martingale NF and an F-predictable process φ such that
0 < φ ≤ 1 and E (NF) [φI{Z−≥δ}  (S − S(0))] is an F-local martingale. Again, thanks to Theorem
A.4, we can restrict our attention to the case
NF := βF  Sc + (fF − 1) ⋆ (µ− ν), (5.47)
where βF ∈ L(Sc) and fF is a positive P˜(F)-measurable functional.
Thanks to Itoˆ’s formula, the fact that E (NF) [φI{Z−≥δ}  (S − S(0))] is an F-local martingale implies
that on {Z− ≥ δ}
kF :=
∫
|xfF(x)I{ψ(x)>0} − h(x)|F (dx) < +∞ P ⊗A− a.e. (5.48)
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and P ⊗A-a.e. on {Z− ≥ δ}, we have
b−
∫
h(x)I{ψ=0}F (dx) + cβ
F +
∫ [
xfF(x)− h(x)
]
I{ψ>0}F (dx) = 0. (5.49)
Consider
βG :=
(
βF − βm
Z−
)
I]]0,τ ]] and f
G :=
fF
1 + fm/Z−
I{ψ>0}I]]0,τ ]] + I{ψ=0}∪]]τ,+∞[[. (5.50)
and assume that
βG ∈ L(Ŝc) and (fG − 1) ∈ G1loc(µG). (5.51)
Then, necessarily NG := βG  Ŝc + (fG − 1) ⋆ (µG − νG) is a well defined G-local martingale satisfying
E(NG) > 0. Furthermore, due to (5.49) and to {ψ = 0} = {Z− + fm = 0} (see(2.8)), on ]]0, τ ]] we
obtain
b+ c
(
βG +
βm
Z−
)
+
∫ (
xfG
(
1 +
fm
Z−
)
− h(x)
)
F (dx) = 0, (5.52)
Then, by taking φG :=
(
1 + kFI{Z−≥δ}
)−1
, and applying Itoˆ’s formula for (φGI{Z−≥δ}  S
τ )E(NG), we
conclude that this process is a G-local martingale due to (5.52). Thus, I{Z−≥δ} S
τ satisfies NUPBR(G)
as long as (5.51) is fulfilled.
Since Z−1I[[0,τ [[ is G-locally bounded, then there exists a family of G-stopping times (τδ)δ>0 such that
[[0, τδ ]] ⊂ {Z− ≥ δ} (or equivalently I{Z−≥δ}  Sτ∧τδ = Sτ∧τδ ) and τδ increases to infinity when δ goes
to zero. Thus, using Proposition 2.6, we deduce that Sτ satisfies NUPBR(G). This achieves the proof
of (b)⇒(a) under (5.51).
To prove that (5.51) holds true, we remark in a first step that Z−1− I]]0,τ ]] is G-locally bounded and both
βm and β
F belong to L(Sc). This, easily, implies that βG ∈ L(Ŝc).
Now, we prove that
√
(fG − 1)2 ⋆ µG ∈ A+loc(G). Since
√
(fF − 1)2 ⋆ µ ∈ A+loc(F), Proposition C.2
allows us again to deduce that
(fF − 1)2I{|fF−1|≤α} ⋆ µ ∈ A+loc(F) and |fF − 1|I{|fF−1|>α} ⋆ µ ∈ A+loc(F). (5.53)
Without loss of generality, we assume that these two processes and [m,m] are integrable. Put
fG − 1 = I{ψ>0}I]]0,τ ]]
Z−(f
F − 1)
fm + Z−
− I{ψ>0}I]]0,τ ]]
fm
fm + Z−
:= f1 + f2. (5.54)
Then, we calculate
E
(
f21 I{fm+Z−>δ/2}∩{|fF−1|≤α} ⋆ µ
G
∞
)
≤ (2δ )2E[(fF − 1)2I{|fF−1|≤α} ⋆ µ∞] < +∞.
and
E
√
f21 I{fm+Z−≤δ/2}∩{|fF−1|≤α} ⋆ µ
G
∞ ≤ αE(I{fm+Z−≤δ/2}(Z− + fm)−1 ⋆ µG(∞))
≤ E(I{|fm|≥δ/2} ⋆ µ(∞)) ≤
4α
δ2
E[m,m]∞ < +∞.
This proves that
√
f21 I{|fF−1|≤α} ⋆ µ
G ∈ A+loc(G). Similarly, we calculate
E
√
f21 I{|fF−1|>α} ⋆ µ
G
∞ ≤ E(|f1|I{|fF−1|>α} ⋆ µG∞) ≤ E(
|fF − 1|
1 + fm/Z−
I{|fF−1|>α} ⋆ µ
G
∞)
≤ E(|fF − 1|I{|fF−1|>α} ⋆ µ∞) < +∞.
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Thus, by combining all the remarks obtained above, we conclude that
√
f21 ⋆ µ
G is G-locally integrable.
For the functional f2, we proceed as follows. We calculate
E(f22 I{fm+Z−>δ/2} ⋆ µ
G
∞) ≤ (2/δ)2E(f2m ⋆ µ∞) ≤ (2/δ)2E[m,m]∞ < +∞,
and
E
√
f22 I{fm+Z−≤δ/2} ⋆ µ
G
∞ ≤ E(|fm|I{|fm|≥δ/2} ⋆ µ(∞))
≤ (2/δ)E(f2m ⋆ µ(∞)) ≤ (2/δ)E[m,m]∞ < +∞.
This proves that
√
f22 ⋆ µ
G is G-locally integrable. Therefore, we conclude that (5.51) is valid, and
the proof of (b)⇒(a) is completed.
Step 3: Proof of (b) ⇐⇒ (c). For any δ > 0 and any n ∈ N, we denote
σ∞ := inf{t ≥ 0 : Zt = 0}, τδ := sup{t : Zt− ≥ δ}.
Then, due to ]]σ∞,+∞[[⊂ {Z− = 0} ⊂ {Z− < δ}, we deduce
σ1/δ ≤ τδ ≤ σ∞ and Zτδ− ≥ δ > 0 P − a.s. on {τδ <∞} .
Furthermore, setting Σ :=
⋂
n≥1(σn < σ∞), we have
on Σ ∩ {σ∞ <∞} Zσ∞− = 0, and τδ < σ∞ P − a.s.
We introduce the semimartingale X := S − S(0). For any δ > 0, and any H predictable such that
Hδ := HI{Z−≥δ} ∈ L(X) and Hδ · X ≥ −1 , due to Theorem 23 of [13] (page 346 in the French
version),
(Hδ ·X)T = (Hδ ·X)T∧τδ , and on {θ ≥ τδ} (Hδ ·X)T = (Hδ ·X)T∧θ.
Then, for any T ∈ (0,+∞), we calculate the following
P ((Hδ ·X)T > c) = P ((Hδ ·X)T > c & σn ≥ τδ) + P ((Hδ ·X)T > c & σn < τδ)
≤ 2 sup
φ∈L(Xσn ):φXσn≥−1
P ((φ ·X)σn∧T > c) + P (σn < τδ ∧ T ).
(5.55)
It is easy to prove that P (σn < τδ ∧ T ) −→ 0 as n goes to infinity. This can be seen due to the fact
that on Σ, we have, on the one hand, τδ ∧ T < σ∞ (by differentiating the two cases whether σ∞ is
finite or not). On the other hand, the event (σn < σ∞) increases to Σ with n. Thus, by combining
these, we obtain the following
P (σn < τδ ∧ T ) = P ((σn < τδ ∧ T ) ∩ Σ) + P ((σn < τδ ∧ T ) ∩Σc)
≤ P (σn < τδ ∧ T < σ∞) + P ((σn < σ∞) ∩ Σc) −→ 0.
(5.56)
Now suppose that for each n ≥ 1, the process (S − S(0))σn satisfies NUPBR(F). Then a combination
of (5.55) and (5.56) implies that for any δ > 0, the process I{Z−≥δ} X := I{Z−≥δ}  (S −S(0)) satisfies
NUPBR(F), and the proof of (c)⇒ (b) is completed. The proof of the reverse implcation is obvious
due to the fact that
[[0, σn]] ⊂ {Z− ≥ 1/n} ⊂ {Z− ≥ δ}, for n ≤ δ−1,
which implies that (I{Z−≥δ} · X)σn = Xσn . This ends the proof of (b) ⇐⇒(c), and the proof of the
theorem is achieved.
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5.2 Intermediate Result
The proofs of Theorems 2.13 and 2.16 rely on the following intermediatory result about F-martingales
with a single jump, which is interesting in itself.
Proposition 5.1. Let M be an F-martingale given by M := ξI[[T,+∞[[, where T is an F-predictable
stopping time, and ξ is an FT -measurable random variable. Then the following assertions are equiva-
lent.
(a) M is an F-martingale under QT given by
dQT
dP
:=
I{Z˜T>0}∩Γ(T )
P (Z˜T > 0| FT−)
+ IΓc(T ), Γ(T ) := {P (Z˜T > 0|FT−) > 0}. (5.57)
(b) On the set {T < +∞}, we have
E
(
MT I{Z˜T=0<ZT−}| FT−
)
= 0, P − a.s. (5.58)
(c) M τ is a G-martingale under QGT :=
(
UG(T )/E(UG(T )| GT−)
)
P˙ where
UG(T ) := I{T>τ} + I{T≤τ}
ZT−
Z˜T
> 0. (5.59)
Proof. The proof will be achieved in two steps.
Step 1. Here, we prove the equivalence between assertions (a) and (b). For simplicity we denote
by Q := QT , where QT is defined in (5.57), and remark that on {ZT− = 0}, Q coincides with
P and (5.58) holds. Thus, it is enough to prove the equivalence between (a) and (b) on the set
{T < +∞ & ZT− > 0}. On this set, due to E(X|FT−) = 0, we derive
EQ(ξ|FT−) = E(ξI{Z˜T>0}|FT−)
(
P (Z˜T > 0|FT−)
)−1
= −E(ξI{Z˜T=0}|FT−)
(
P (Z˜T > 0|FT−)
))−1
.
Therefore, we conclude that assertion (a) (or equivalently EQ(ξ|FT−) = 0) is equivalent to (5.58).
This ends the proof of (a) ⇐⇒ (b).
Step 2. To prove (a)⇐⇒(c), we first notice that due to (T ≤ τ) ⊂ (Z˜T > 0) ⊂ (ZT− > 0), on {T ≤ τ}
we have
P
(
Z˜T > 0|FT−
)
EQ
G
T (ξ|GT−) = E
(
ZT−
Z˜T
ξI{T≤τ}|GT−
)
= E
(
ξI{Z˜T>0}|FT−
)
= EQ (ξ|FT−)P
(
Z˜T > 0|FT−
)
.
This equality proves that M τ ∈ M(QG,G) if and only if M ∈ M(Q,F), and the proof of (a)⇐⇒(c) is
completed. This ends the proof of the theorem.
5.3 Proof of Theorem 2.13
For the reader convenience, in order to prove Theorem 2.13, we state a more precise version of the
theorem, in which we describe explicitly the choice for the probability measure QT .
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Theorem 5.2. Suppose that the assumptions of Theorem 2.13 are in force. Then, the assertions (a)
and (b) of Theorem 2.13 are equivalent to the following assertions.
(d) S satisfies NUPBR(F, Q˜T ), where Q˜T is
Q˜T :=
(
Z˜T
ZT−
I{ZT−>0} + I{ZT−=0}
)
· P, (5.60)
(e) S satisfies NUPBR(F, QT ), where QT is defined in (5.57).
Proof. The proof of this theorem will be achieved by proving (d)⇐⇒ (e)⇐⇒ (b) and (b)⇒ (a)⇒ (d).
These will be carried out in four steps.
Step 1: In this step, we prove (d) ⇐⇒ (e). Since S is a single jump process with predictable jump
time T , then it is easy to see that S satisfies NUPBR under some probability R is equivalent to the
fact that IAS and IAcS satisfies NUPBR(R) for any FT−-measurable event A. Hence, it is enough
to prove the equivalence between the assertions (d) and (e) separately on the events {ZT− = 0} and
{ZT− > 0}. Since {ZT− = 0} ⊂ {Z˜T = 0} and E(Z˜T |FT−) = ZT− on {T < +∞}, by putting
Γ0 :=
{
P (Z˜T > 0|FT−) = 0
}
, we derive
E
(
ZT−IΓ0∩{T<+∞}
)
= E
(
Z˜T IΓ0∩{T<+∞}
)
= 0,
and
0 = P
(
{ZT− = 0} ∩ {Z˜T > 0} ∩ {T < +∞}
)
= E
(
I{ZT−=0}∩{T<+∞}P
(
Z˜T > 0|FT−
))
.
These equalities imply that on {T < +∞}, P − a.s., we have
{ZT− = 0} = Γ0 ⊂ {Z˜T = 0}. (5.61)
Thus, on the set {T < +∞}∩Γ0, the three probabilities P , QT and Q˜T coincide, and the equivalence
between assertions (d) and (e) is obvious. On the set {T < +∞ & P [Z˜T > 0|FT−] > 0}, one has
Q˜T ∼ QT , and the equivalence between (d) and (e) is also obvious. This achieves this first step.
Step 2: This step proves (e)⇐⇒ (b). Again thanks to (5.61), we deduce that on {ZT− = 0},
S˜ ≡ S ≡ 0 and QT coincides with P as well. Hence, the equivalence between assertions (e) and
(b) is obvious for this case. Thus, it is enough to prove the equivalence between these assertions on
{T < +∞ & P (Z˜T > 0|FT−) > 0}.
Assume that (e) holds. Then, there exists a positive and FT –measurable random variable, Y , such
that P − a.s. on {T < +∞}, we have
EQT (Y |FT−) = 1, EQT (Y |ξ||FT−) < +∞, & EQT (Y ξI{Z˜T>0}|FT−) = 0.
Since Y > 0 on {Z˜T > 0}, by putting
Y1 := Y I{Z˜T>0} + I{Z˜T=0} and Y˜1 :=
Y1
E[Y1|FT−] ,
it is easy to check that Y1 > 0, Y˜1 > 0,
E
[
Y˜1|FT−
]
= 1 and E
[
Y˜1ξI{Z˜T>0}|FT−
]
=
E
[
Y ξI
{Z˜T>0}
|FT−
]
E[Y1|FT−] = 0.
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Therefore, S˜ is a martingale under R := Y˜1 · P ∼ P , and hence S˜ satisfies NUPBR(F). This proves
assertion (b).
To prove the reverse sense, we suppose that assertion (d) holds. Then, there exists 0 < Y ∈ L0(FT ),
such that E[Y |ξ|I{Z˜T>0}|FT−] < +∞, E[Y |FT−] = 1 and E[Y ξI{Z˜T>0}|FT−] = 0. Then, consider
Y2 :=
Y I{Z˜T>0}P (Z˜T > 0|FT−)
E[Y I{Z˜T>0}|FT−]
> 0, QT − a.s..
Then it is easy to verify that Y2 > 0 QT − a.s.,
EQT (Y2|FT−) = 1, and EQT (Y2X|FT−) =
E
[
Y XI{Z˜T>0}|FT−
]
E[Y I{Z˜T>0}|FT−]
= 0.
This proves assertion (e), and the proof of (e)⇐⇒(b) is achieved.
Step 3: Herein, we prove (a) ⇒ (d). Suppose that Sτ satisfies NUPBR(G). Then there exists
a positive GT -measurable random variable Y G such that E[ξY GI{T≤τ}|GT−] = 0 on {T < +∞}.
Due to Lemma C.1–(a), we deduce the existence of a positive FT -measurable variable Y F such that
Y GI{T≤τ} = Y
FI{T≤τ}. Then, on {T < +∞} we obtain
0 = E[ξY FI{T≤τ}|GT−] = E[XY FZ˜T |FT−]
I{T≤τ}
ZT−
.
Therefore, by taking conditional expectation in the above equality, we get
0 = E[ξY F
Z˜T
ZT−
I{ZT−>0}|FT−] = EQ˜T [ξY F|FT−]I{ZT−>0} = EQ˜T [STY F|FT−].
This proves that assertion (d) holds and the proof of (a)⇒(d) is achieved.
Step 4: This last step proves (b)⇒(a). Suppose that S˜ satisfies NUPBR(F). Then, there exists
Y ∈ L1(FT ) such that on {T < +∞} we have
E[Y |FT−] = 1, Y > 0, E[Y |ξ|I{Z˜T>0}|FT−] < +∞, P − a.s.
and
E[Y ξI{Z˜T>0}|FT−] = 0.
Then by considering R := Y · P ∼ P , we get
ER[S˜T |FT−] = ER[ξI{Z˜T>0}|FT−] = 0.
Therefore, assertion (a) follows directly from Proposition 5.1 applied to M = S˜ under R ∼ P (it is
easy to see that (5.58) holds for (S˜, R), i.e. ER(S˜T I{Z˜T=0}|FT−) = 0). This ends the fourth step and
the proof of the theorem is completed.
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5.4 Proof of Theorem 2.16
To highlight the precise difficulty in proving Theorem 2.16, we remark that on {T < +∞},
UG(T )
E(UG(T )| GT−) =
1 + ∆LT −∆V GT
1−∆V GT
6= 1 +∆LT = E(L)TE(L)T− .
where UG(T ) is defined in (5.59). This highlights one of the main difficulties that we will face when
we will formulate the results for possible many predictable jumps that might not be ordered. Simply,
it might not be possible to piece up
UG(Tn) = 1− ∆mTn
Z˜Tn
I{Tn≤τ}, n ≥ 1
to form a positive G-local martingale density for the process (I∪[[Tn]]  S)
τ .
Thus, in virtue of the above, the key idea behind the proof of Theorem 2.16 lies in connecting the
NUPBR condition with the existence of a positive supermartingale (instead) that is a deflator for the
market model under consideration.
Definitions 5.3. Consider an H-semimartingale X. Then, X is said to admit an H-deflator if there
exists a positive H-supermartingale Y such that Y (θ  X) is a supermartingale, for any θ ∈ L(X,H)
such that θ X ≥ −1.
For supermartingale deflators, we reader the reader to Rokhlin [40]. Again, the above definition differs
from that of the literature when the horizon is infinite, while it is the same as the one of the literature
when the horizon is finite (even random). Below, we slightly generalize [40] to our context.
Lemma 5.4. Let X be an H-semimartingale. Then, the following assertions are equivalent.
(a) X admits an H-deflator.
(b) X satisfies NUPBR(H).
Proof. The proof of this lemma is straightforward, and is omitted.
Now, we start giving the proof of Theorem 2.16.
Proof. of Theorem 2.16 The proof of the theorem will given in two steps, where we prove (b)⇒(a)
and the reverse implication respectively. For the sake of simplifying the overall proof of the theorem,
we remark that
{Z˜QT = 0} = {Z˜T = 0}, for any Q ∼ P and any F-stopping time T, (5.62)
where Z˜Qt := Q[τ ≥ t|Ft]. This equality follows from
E
[
Z˜T I{Z˜Q
T
=0}
]
= E
[
I{τ≥T}I{Z˜Q
T
=0}
]
= 0,
(which implies {Z˜Q = 0} ⊂ {Z˜ = 0}) and the symmetric role of Q and P .
Step 1: Here, we prove (b)⇒ (a). Suppose that assertion (b) holds, and consider a sequence
of F-stopping times (τn)n that increases to infinity such that Y
τn is an F-martingale. Then, set-
ting Qn := Yτn/Y0 · P , and using (5.62) and Proposition 2.6, we deduce that there is no loss
of generality in assuming Y ≡ 1. Condition (5.58) in Theorem 5.1 holds for ∆STnI{Z˜Tn>0} and
∆STnI{Z˜Tn>0}
I[[Tn,+∞[[,. Therefore, using the notation V
G and L defined in (3.23) and (3.27), for each
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n, (1 + ∆LTn − ∆V GTn)∆STnI{Tn≤τ}I[[Tn,+∞[[ is a G-martingale. Then, a direct application of Yor’s
exponential formula, we get that, for any θ ∈ L(Sτ ,G)
E
(
IΓ  L− IΓ  V G
)
E (θIΓ  Sτ ) = E (X)
where
X := IΓ  L− IΓ  V G +
∑
n≥1
θTn
(
1 + ∆LTn −∆V GTn
)
∆STnI{Tn≤τ}I[[Tn,+∞[[.
Consider now the G-predictable process
φ =
∑
n≥1
ξnI[[Tn]]∩[[0,τ ]] + IΓc∪]]τ+∞[[, where
ξn :=
2−n (1 + E(X)Tn−)−1(
1 + E
[
|∆LTn |
∣∣∣GTn−]+∆V GTn− + E [|θTn ZTn−Z˜Tn I{Tn≤τ}∆STn |
∣∣∣GTn−]) .
Then, it is easy to verify that 0 < φ ≤ 1 and E (|φ  E(X)|var(+∞)) ≤
∑
n≥1 2
−n = 1. Hence,
φE(X) ∈ A(G). Since, ∆LTnI[[Tn,+∞[[ and (1+∆LTn−∆V GTn)∆STnI{Tn≤τ}I[[Tn,+∞[[ are G-martingales,
we derive
(φ  E(X))p,G =
∑
n
φTnETn−(X)E(∆XTn |GTn−)I[[Tn,+∞[[ = −φE−(X)  V G ≤ 0.
This proves that E(X) is a positive σ-supermartingale1. Thus, thanks to Kallsen [29], we conclude
that it is a supermartingale and
(
I{Z−≥δ}  S
)τ
admits a G-deflator. Then, thanks to Lemma 5.4,
we deduce that
(
I{Z−≥δ}  S
)τ
satisfies NUPBR(G). Remark that, due to the G-local boundedness of
(Z−)
−1I[[0,τ ]], there exists a family of G-stopping times τδ, δ > 0 such that τδ converges almost surely
to infinity when δ goes zero and
[[0, τ ∧ τδ]] ⊂ {Z− ≥ δ}.
This implies that Sτ∧τδ satisfies NUPBR(G), and the assertion (a) follows from Proposition 2.6 (by
taking Qn = P for all n ≥ 1). This ends the proof of (b)⇒(a).
Step 2:
In this step, we focus on (a)⇒(b). Suppose that Sτ satisfies NUPBR(G). Then, there exists a σ-
martingale density under G, for I{Z−≥δ}  S
τ , (δ > 0), that we denote by DG. Then, from a direct
application of Theorem A.1 and Theorem A.4, we deduce the existence of a positive P˜(G)-measurable
functional, fG, such that DG := E(NG) > 0, with
NG := WG ⋆ (µG − νG), WG := fG − 1 + f̂
G − aG
1− aG I{aG<1},
where νG was defined in (4.35), and, introducing fm defined in (4.34)
xfGI{Z−≥δ} ⋆ ν
G = xfG
(
1 +
fm
Z−
)
I]]0,τ ]]I{Z−≥δ} ⋆ ν ≡ 0. (5.63)
1Recall that a process X is said to be a σ-supermartingale if it is a semimartingale and there exists a predictable
process φ such that 0 < φ ≤ 1 and φ X is a supermartingale
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Thanks to Lemma C.1, we conclude to the existence of a positive P˜(F)-measurable functional, f , such
that fGI]]0,τ ]] = fI]]0,τ ]]. Thus (5.63) becomes
xf
(
1 +
fm
Z−
)
I]]0,τ ]]I{Z−>0} ⋆ ν ≡ 0.
Introduce the following notations
µ0 := I{Z˜>0 & Z−≥δ} · µ, ν0 := h0I{Z−≥δ} · ν, h0 :=M
P
µ
(
I{Z˜>0}|P˜
)
,
g :=
f(1 + fmZ− )
h0
I{h0>0} + I{h0=0}, a0(t) := ν0({t},Rd), (5.64)
and assume that √
(g − 1)2 ⋆ µ0 ∈ A+loc(F). (5.65)
Then, thanks to Lemma A.5, we deduce that W := (g − 1)/(1 − a0 + ĝ) ∈ G1loc(µ0,F), and the local
martingales
N0 :=
g − 1
1− a0 + ĝ ⋆ (µ0 − ν0), Y
0 := E(N0), (5.66)
are well defined satisfying 1 + ∆N0 > 0, [N0, S] ∈ A(F), and on {Z− > 0} we have
p,F
(
Y 0∆SI
{Z˜>0}
)
Y 0−
= p,F
(
(1 + ∆N0)∆SI{Z˜>0}
)
= p,F
(
g
1− a0 + ĝ∆SI{Z˜>0}
)
= ∆
gxh0
1− a0 + ĝ ⋆ ν = ∆
xf(1 + fm/Z−)
1− a0 + ĝ ⋆ ν = Z
−1
−
p,F (∆U)
1− a0 + ĝ ≡ 0.
This proves that assertion (b) holds under the assumption (5.65).
The remaining part of the proof will show that this assumption always holds. To this end, we start
by noticing that on the set {h0 > 0},
g − 1 =
f(1 + fmZ− )
h0
− 1 =
(f − 1)(1 + fmZ− )
h0
+
fm
Z−h0
+
MPµ
(
I
{Z˜=0}
|P˜
)
h0
:= g1 + g2 + g3.
Since
(
(f − 1)2I]]0,τ ]] ⋆ µ
)1/2 ∈ A+loc(G), then due to Proposition C.2–(e)√
(f − 1)2I{Z−≥δ} ⋆ (Z˜ · µ) ∈ A+loc(F), for any δ > 0.
Then, a direct application of Proposition C.2–(a), for any δ > 0, we have
(f − 1)2I{|f−1|≤α & Z−≥δ} ⋆ (Z˜ · µ), |f − 1|I{|f−1|>α & Z−≥δ} ⋆ (Z˜ · µ) ∈ A+loc(F).
By stopping, without loss of generality, we assume these two processes and [m,m] belong to A+(F).
Remark that Z−+fm =M
P
µ
(
Z˜|P˜
)
≤MPµ
(
I{Z˜>0}|P˜
)
= h0 that follows from Z˜ ≤ I{Z˜>0}. Therefore,
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we derive
E
[
g21I{|f−1|≤α} ⋆ µ0(∞)
]
= E
[
(f − 1)2(1 + fmZ− )2
h20
I{|f−1|≤α} ⋆ µ0(∞)
]
= E
[
(f − 1)2(1 + fmZ− )2
h20
I{|f−1|≤α} ⋆ ν0(∞)
]
≤ δ−2E [(f − 1)2(Z− + fm)I{|f−1|≤α & Z−≥δ} ⋆ ν(∞)]
= δ−2E
[
(f − 1)2I{|f−1|≤α} ⋆ (Z˜I{Z−≥δ} · µ)(∞)
]
< +∞,
and
E
[
g1I{|f−1|>α} ⋆ µ0(∞)
]
= E
[ |f − 1|(1 + fmZ− )
h0
I{|f−1|>α} ⋆ µ0(∞)
]
= E
[
|f − 1|(1 + fm
Z−
)I{|f−1|>α}I{Z−≥δ} ⋆ ν0(∞)
]
≤ δ−1E
[
|f − 1|I{|f−1|>α} ⋆ (Z˜I{Z−≥δ} · µ)(∞)
]
< +∞.
Here µ0 and ν0 are defined in (5.64). Therefore, again by Proposition C.2–(a), we conclude that√
g21 ⋆ µ0 ∈ A+loc(F).
Notice that g2 + g3 =
MPµ
(
∆mI
{Z˜>0}
|P˜
)
Z−h0
, and due to Lemma A.2, we derive
E
[
(g2 + g3)
2 ⋆ µ0(∞)
]
= E
MPµ
(
∆mI
{Z˜>0}
|P˜
)2
Z2−h
2
0
⋆ µ0(∞)

≤ E
MPµ
(
(∆m)2|P˜
)
MPµ
(
I{Z˜>0}|P˜
)
Z2−h
2
0
⋆ µ0(∞)

= E
MPµ
(
(∆m)2|P˜
)
Z2−
I{Z−≥δ} ⋆ µ(∞)

≤ δ−2E [[m,m]∞] < +∞.
Hence, we conclude that
√
(g − 1)2 ⋆ µ0 ∈ A+loc(F). This ends the proof of (5.65), and the proof of the
theorem is completed.
APPENDIX
A Representation of Local Martingales
This section recall an important result on representation of local martingales. This result relies on
the continuous local martingale part and the jump random measure of a given semimartingale. Thus,
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throughout this section, we suppose given a d-dimensional semimartingale, S = (St)0≤t≤T . To this
semimartingale, we associate its predictable characteristics that we will present below (for more details
about these and other related issues, we refer the reader to Section II.2 of [25]). The random measure
µ associated to the jumps of S is defined by
µ(dt, dx) =
∑
I{∆Ss 6=0}δ(s, ∆Ss)(dt, dx),
with δa the Dirac measure at point a. The continuous local martingale part of S is denoted by S
c.
This leads to the following decomposition, called “the canonical representation” (see Theorem 2.34,
Section II.2 of [25]), namely,
S = S0 + S
c + h(x) ⋆ (µ− ν) + (x− h(x)) ⋆ µ+B, (A.67)
where the random measure ν is the compensator of the random measure µ, the function h(x) is the
truncation function given by h(x) = xI{|x|≤1}, and B is a predictable process with bounded variation.
For the matrix C with entries Cij := 〈Sc,i, Sc,j〉, the triple (B, C, ν) is called predictable characteristics
of S. Furthermore, we can find a version of the characteristics triple satisfying
B = b  A, C = c  A and ν(ω, dt, dx) = dAt(ω)Ft(ω, dx). (A.68)
Here A is an increasing and predictable process which is continuous if and only if S is quasi-left
continuous, b and c are predictable processes, Ft(ω, dx) is a predictable kernel, bt(ω) is a vector in
IRd and ct(ω) is a symmetric d× d-matrix , for all (ω, t) ∈ Ω× [0, T ]. In the sequel we will often drop
ω and t and write, for instance, F (dx) as a shorthand for Ft(ω, dx).
The characteristics, B, C, and ν, satisfy
Ft(ω, {0}) = 0,
∫
(|x|2 ∧ 1)Ft(ω, dx) ≤ 1,
∆Bt = b∆A =
∫
h(x)ν({t}, dx), and c = 0 on {∆A 6= 0}.
We set
νt(dx) := ν({t}, dx), at := νt(IRd) = ∆AtFt(IRd) ≤ 1.
For the following representation theorem, we refer to [24, Theorem 3.75, page 103] and to [25, Lemma
4.24, Chap III].
Theorem A.1. Let N ∈ M0,loc. Then, there exist a predictable Sc-integrable process β, N⊥ ∈ M0,loc
with N⊥ and S orthogonal and functionals f ∈ P˜ and g ∈ O˜ such that
(a)
(∑
s≤t fs(∆Ss)
2I{∆Ss 6=0}
)1/2
and
(∑
s≤t gs(∆Ss)
2I{∆Ss 6=0}
)1/2
belong to A+loc.
(b) MPµ (g | P˜) = 0, MPµ − a.e., where MPµ := P ⊗ µ.
(c) The process N satisfies
N = β  Sc +W ⋆ (µ − ν) + g ⋆ µ+N⊥, where W = f + f̂
1− aI{a<1}. (A.69)
Here f̂t =
∫
ft(x)ν({t}, dx) and f has a version such that {a = 1} ⊂ {f̂ = 0}.
Moreover
∆Nt =
(
ft(∆St) + gt(∆St)
)
I{∆St 6=0} −
f̂t
1− at I{∆St=0} +∆N
⊥
t . (A.70)
The quadruplet
(
β, f, g,N⊥
)
are called the Jacod’s parameters of the local martingale N with respect
to S.
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The following is a simple but useful result on the conditional expectation with respect to MPµ .
Lemma A.2. Consider a filtration H satisfying the usual conditions. Let f and g two nonnegative
O˜(H)-measurable functionals. Then we have
MPµ
(
fg| P˜
)2 ≤MPµ (f2| P˜)MPµ (g2| P˜) , MPµ –a.e. (A.71)
Proof. The proof is the same as the one of the regular Cauchy-Schwarz formula, by putting f¯ :=
f/MPµ
(
f2| P˜
)
and g¯ := g/MPµ
(
g2| P˜
)
and using the simple inequality xy ≤ (x2 + y2)/2. This ends
the proof of the lemma.
The following lemma is borrowed from Jacod’s Theorem 3.75 in [24] (see also Proposition 2.2 in [8]).
Lemma A.3. Let E(N) be a positive local martingale and (β, f, g,N ′) be the Jacod’s parameters of
N . Then E(N) > 0 (or equivalently 1 + ∆N > 0) implies that
f > 0, MPµ − a.e.
Theorem A.4. Let S be a semi-martingale with predictable characteristic triplet (b, c, ν = A ⊗ F ),
N be a local martingale such that E(N) > 0, and (β, f, g,N ′) be its Jacod’s parameters. Then the
following assertions hold.
1) E(N) is a σ-martingale density of S if and only if the following two properties hold:∫
|x− h(x) + xf(x)|F (dx) < +∞, P ⊗A− a.e. (A.72)
and
b+ cβ +
∫ (
x− h(x) + xf(x)
)
F (dx) = 0, P ⊗A− a.e. (A.73)
2) In particular, we have∫
x(1 + ft(x))ν({t}, dx) =
∫
x(1 + ft(x))Ft(dx)∆At = 0, P − a.e. (A.74)
Proof. The proof can be found in Choulli et al. [7, Lemma 2.4], and also Choulli and Schweizer [8].
Lemma A.5. (see Choulli and Schweizer [8]): Consider a filtration H satisfying the usual con-
ditions. Let f be a P˜(H)-measurable functional such that f > 0 and[
(f − 1)2 ⋆ µ
]1/2 ∈ A+loc(H). (A.75)
Then, the H-predictable process
(
1− aH + f̂H
)−1
is locally bounded, and hence
Wt(x) :=
ft(x)− 1
1− aHt + f̂Ht
∈ G1loc(µ,H). (A.76)
Here, aHt := ν
H({t},Rd), f̂Ht :=
∫
ft(x)ν
H({t}, dx) and νH is the H-predictable random measure com-
pensator of µ under H.
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B Proof of K ∈ oL1loc(m̂,G)
We start by calculating on ]]0, τ ]], making use of Lemma 3.3. We recall that κ := Z2− +∆〈m〉F.
K∆m̂− p,G(K∆m̂) = I]]0,τ ]]Z
2
−∆m̂
κZ˜
− p,G
(
I]]0,τ ]]Z
2
−
κZ˜
∆m̂
)
=
(Z2−∆m− Z−∆〈m〉F)
κ Z˜
+
p,F(I
{Z˜>0}
∆〈m〉F)
κ
−
p,F(∆mI
{Z˜>0}
)Z−
κ
=
∆m
Z˜
I]]0,τ ]] − p,F
(
I{Z˜=0}
)
I]]0,τ ]] =: ∆V −∆V G.
(B.77)
Here, V G, defined in (3.23), is nondecreasing, ca`dla`g and G-locally bounded (see Proposition 3.5).
Hence, we immediately deduce that
∑
(∆V G)2 = ∆V G  V G is locally bounded, and in the rest of
this part we focus on proving
√∑
(∆V )2 ∈ A+loc(G). To this end, we consider δ ∈ (0, 1), and define
C := {∆m < −δZ−} and Cc its complement in Ω⊗ [0,+∞[. Then we obtain√∑
(∆V )2 ≤
(∑ (∆m)2
Z˜2
ICI]]0,τ ]]
)1/2
+
(∑ (∆m)2
Z˜2
ICcI]]0,τ ]]
)1/2
≤
∑ |∆m|
Z˜
ICI]]0,τ ]] +
1
1− δ
(
I]]0,τ ]]
1
Z2−
 [m]
)1/2
=: V1 + V2.
The last inequality above is due to
√∑
(∆X)2 ≤∑ |∆X| and Z˜ ≥ Z−(1 − δ) on Cc. Using the fact
that (Z−)
−1I]]0,τ ]] is G-locally bounded and that m is an F-locally bounded martingale, it follows that
V2 is G-locally bounded. Hence, we focus on proving the G-local integrability of V1.
Consider a sequence of G-stopping times (ϑn)n that increases to +∞ and(
(Z−)
−1I]]0,τ ]]
)ϑn ≤ n.
Also consider an F-localizing sequence of stopping times, (τn)n, for the process V3 :=
∑ (∆m)2
1+|∆m| . Then,
it is easy to prove
Un :=
∑
|∆m|I{∆m<−δ/n} ≤
n+ δ
δ
V3,
and conclude that (Un)
τn ∈ A+(F). Therefore, due to
C ∩ ]]0, τ ]] ∩ [[0, ϑn]] = {∆m < −δZ−} ∩ ]]0, ϑn]] ∩ ]]0, τ ]]
⊂ ]]0, τ ]] ∩ ]]0, ϑn]] ∩ {∆m < − δn},
we derive
(V1)
ϑn∧τn ≤
(
Z˜
)−1
I]]0,τ ]]  (Un)
τn .
Since (Un)
τn is F-adapted, nondecreasing and integrable, then due to Lemma 3.4, we deduce that
the process V ϑn∧τn1 is nondecreasing, G-adapted and integrable. Since ϑn ∧ τn increases to +∞, we
conclude that the process V1 is G-locally integrable. This completes the proof of K ∈ oL1loc(m̂,G),
and the process L (given via (3.27) and Definition 3.6) is a G-local martingale.
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C G-Localization versus F-Localization
Lemma C.1. Let HG be a P˜(G)-measurable functional. The the following hold.
(a) There exist an P˜(F)-measurable functional HF and a B(R+) ⊗ P˜(F)-measurable functionals KF :
R+ × R+ × Ω× Rd → R such that
HG(ω, t, x) = HF(ω, t, x)I]]0,τ ]] +K
F(τ(ω), t, ω, x)I]]τ,+∞]]. (C.78)
(b) If furthermore HG > 0 (respectively HG ≤ 1), then we can choose HF > 0 (respectively HF ≤ 1)
such that
HG(ω, t, x)I]]0,τ ]] = H
F(ω, t, x)I]]0,τ ]].
Proof. The proof of assertion (a) mimics exactly the approach of Jeulin[26], and will be omitted.
To prove positivity of HF when HG > 0 holds, we consider
H
F
:= (HF)+ + I{HF=0} > 0,
and we remark that due to (C.78), we have ]]0, τ ]] ⊂ {HG = HF} ⊂ {HF > 0}. Thus, we get
HGI]]0,τ ]] = H
F
I]]0,τ ]].
Similarly, we consider HF ∧ 1, and we deduce that if HG is upper-bounded by one, the process HF
can also be chosen to not exceed one. This ends the proof of the proposition.
In the following, we state and prove our main results of this subsection.
Proposition C.2. For any α > 0, the following assertions hold:
(a) Let h be a P˜(H)-measurable functional. Then, √(h− 1)2 ⋆ µ ∈ A+loc(H) iff
(h− 1)2I{|h−1|≤α} ⋆ µ and |h− 1|I{|h−1|>α} ⋆ µ belong to A+loc(H).
(b) Let (σGn )n be a sequence of G-stopping times that increases to infinity. Then, there exists a
nondecreasing sequence of F-stopping times, (σFn)n≥1, satisfying the following properties
σGn ∧ τ = σFn ∧ τ, σ∞ := sup
n
σFn ≥ R̂ P − a.s., (C.79)
and Zσ∞− = 0 P − a.s. on Σ ∩ (σ∞ < +∞), (C.80)
where Σ :=
⋂
n≥1
(σFn < σ∞).
(c)Let V be an F-predictable and non-decreasing process. Then, V τ ∈ A+loc(G) if and only if I{Z−≥δ} 
V ∈ A+loc(F) for any δ > 0.
(d) Let h be a nonnegative and P˜(F)-measurable functional. Then, hI]]0,τ ]] ⋆ µ ∈ A+loc(G) if and only if
for all δ > 0, hI{Z−≥δ} ⋆ µ
1 ∈ A+loc(F), where µ1 := Z˜
centerdotµ.
(e) Let f be positive and P˜(F)-measurable, and µ1 := Z˜  µ. Then
√
(f − 1)2I]]0,τ ]] ⋆ µ ∈ A+loc(G) iff√
(f − 1)2I{Z−≥δ} ⋆ µ1 ∈ A+loc(F), for all δ > 0.
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Proof. (a) Put W := (h − 1)2 ⋆ µ = W1 + W2, where W1 := (h − 1)2I{|h−1|≤α} ⋆ µ, W2 := (h −
1)2I{|h−1|>α} ⋆ µ and W
′
2 := |h− 1|I{|h−1|>α} ⋆ µ. Note that
√
W ≤
√
W1 +
√
W2 ≤
√
W1 +W
′
2.
Therefore
√
W1,W
′
2 ∈ A+loc imply
√
W is locally integrable.
Conversely, if
√
W ∈ A+loc,
√
W1 and
√
W2 are both locally integrable. Since W1 is locally bounded
and has finite variation, W1 is locally integrable. In the following, we focus on the proof of the local
integrability of W ′2. Denote
τn := inf{t ≥ 0 : Vt > n}, V :=W2.
It is easy to see that τn increases to infinity and V− ≤ n on the set ]]0, τn]]. On the set {∆V > 0},
we have ∆V ≥ α2. By using the elementary inequality √1 + nα2 −√ nα2 ≤ √1 + x − √x ≤ 1, when
0 ≤ x ≤ n
α2
, we have
√
V− +∆V −
√
V− ≥ βn
√
∆V on ]]0, τn]], where βn :=
√
1 +
n
α2
−
√
n
α2
,
and (
W ′2
)τn = (∑√∆V )τn ≤ 1
βn
(∑
∆
√
V
)τn
=
1
βn
(√
W2
)τn ∈ A+loc(H)
Therefore W ′2 ∈ (A+loc(H))loc = A+loc(H).
(b) Due to Jeulin [26], there exists a sequence of F-stopping times (σFn)n such that
σGn ∧ τ = σFn ∧ τ. (C.81)
By putting σn := supk≤n σ
F
k , we shall prove that
σGn ∧ τ = σn ∧ τ, (C.82)
or equivalently {σFn ∧ τ < σn ∧ τ} is negligible. Due to (C.81) and σGn is nondecreasing, we derive
{σFn < τ} = {σGn < τ} ⊂
n⋂
i=1
{σGi = σFi } ⊂ {σFn = σn}.
This implies that,
{σFn ∧ τ < σn ∧ τ} = {σFn < τ, & σFn < σn} = ∅,
and the proof of (C.82) is completed. Without loss of generality we assume that the sequence σFn
is nondecreasing. By taking limit in (C.81), we obtain τ = σ∞ ∧ τ, P−a.s. which is equivalent to
σ∞ ≥ τ, P−a.s. Since R̂ is the smallest F-stopping time greater or equal than τ almost surely, we
obtain, σ∞ ≥ R̂ ≥ τ P − a.s.. This achieves the proof of (C.79).
On the set Σ, it is easy to show that
I[[0,σFn]] −→ I[[0,σF∞[[, when n goes to +∞.
Then, thanks again to (C.81) (by taking F-predictable projection and let n go to infinity afterwards),
we obtain
Z− = Z−I[[0,σF∞[[, on Σ. (C.83)
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Hence, (C.80) follows immediately, and the proof of assertion (b) is completed.
(c) Suppose that hI[[0,τ ]] ⋆ µ ∈ A+loc(G). Then, there exists a sequence of G-stopping times (σGn )
increasing to infinity such that hI[[0,τ ]] ⋆ µ
σGn is integrable. Consider (σn) a sequence of F-stopping
times satisfying (C.79)–(C.80) (its existence is guaranteed by assertion (b)). Therefore, for any fixed
δ > 0
W n :=MPµ
(
Z˜|P˜
)
I{Z−≥δ}h ⋆ ν
σn ∈ A+(F), (C.84)
or equivalently, this process is ca`dla`g predictable with finite values. Thus, it is obvious that the proof
of assertion (iii) will follow immediately if we prove that the F-predictable and nondecreasing process
W :=MPµ
(
Z˜|P˜
)
I{Z−≥δ}h ⋆ ν is ca`dla`g with finite values. (C.85)
To prove this last fact, we consider the random time τ δ defined by
τ δ := sup{t ≥ 0 : Zt− ≥ δ}.
Then, it is clear that I]]τδ,+∞[[ W ≡ 0 and
τ δ ≤ R̂ ≤ σ∞ and Zτδ− ≥ δ P–a.s. on {τ δ < +∞}.
The proof of (C.85) will be achieved by considering three sets, namely {σ∞ =∞}, Σ ∩ {σ∞ < +∞},
and Σc ∩ {σ∞ < +∞}. It is obvious that (C.85) holds on {σ∞ = ∞}. Due to (C.80), we deduce
that τ δ < σ∞, P−a.s. on Σ ∩ {σ∞ < +∞}. Since W is supported on [[0, τ δ ]], then (C.85) follows
immediately on the set Σ ∩ {σ∞ < +∞}. Finally, on the set
Σc ∩ {σ∞ < +∞} =
⋃
n≥1
{σn = σ∞}
 ∩ {σ∞ < +∞},
the sequence σn increases stationarily to σ∞, and thus (C.85) holds on this set. This completes the
proof of (C.85), and hence hI{Z−≥δ} ⋆ (Z˜  µ) is locally integrable, for any δ > 0.
Conversely, if hI{Z−≥δ}Z˜ ⋆ µ ∈ A+loc(F), there exists a sequence of F-stopping times (τn)n≥1 that
increases to infinity and
(
hI{Z−≥δ}Z˜ ⋆ µ
)τn ∈ A+(F). Then, we have
E
[
hI{Z−≥δ}I[[0,τ ]] ⋆ µ(τn)
]
= E
[
hI{Z−≥δ}Z˜ ⋆ µ(τn)
]
< +∞. (C.86)
This proves that hI{Z−≥δ}I[[0,τ ]] ⋆ µ is G-locally integrable, for any δ > 0. Since (Z−)
−1I[[0,τ ]] is G-
locally bounded, then there exists a family of G-stopping times (τδ)δ>0 that increases to infinity when
δ decreases to zero, and
[[0, τ ∧ τδ]] ⊂ {Z− ≥ δ}.
This implies that the process
(
hI[[0,τ ]] ⋆ µ
)τδ is G-locally integrable, and hence the assertion (c) follows
immediately.
(d) The proof of assertion (d) follows from combining assertions (a) and (b). This ends the proof of
the proposition.
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