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Abstract 
Phylogenetic trees are widely used in biology to represent evolutionary relationships be-
tween species. As the details of the evolutionary process are mostly unknown, modelling 
work on the shapes of these trees has had to incorporate a random component. Two null 
models introduced for this purpose are the uniform model and the Yule model. A third 
model, the comb model, is useful for giving bounds on theoretical results. We investigate 
some mathematical properties of these three models. 
Let the distance between two nodes be the number of edges separating them. We find 
exact formulae for the mean distance of a randomly chosen leaf from the root, and for the 
mean distance between two randomly chosen leaves of a rooted tree. In addition, for the 
Yule model we find the probability distribution for the distance of randomly chosen leaf 
from the root. 
A cherry is a pair of leaves which are adjacent to a common node. By realising the 
process of cherry formation by extended Polya urn models we show that the number of 
cherries is asymptotically normal. This allows us to develop simple statistical tests for the 
Yule and uniform null hypotheses for the growth of rooted trees. A triplet is a cherry and 
a pendant edge that are adjacent to a common node. We also show that the asymptotic 
distribution of triplets is normal for the Yule model, and put forward a conjecture for the 
distribution under the uniform model. 
The construction of an evolutionary tree is generally a two stage process: an unrooted 
tree is constructed, then it is rooted. We investigate a method for rooting a tree based on 
the shape of the tree and the Yule model for the growth of rooted trees. We show that 
even for trees with large number of leaves the approximate location of the root can be 
located with high probability. 
Let S be a set of two rooted binary trees for which the leaf sets £1, £2 form a partition 
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of the set {l, 2, ... ,n}. We derive a recursion for the number of trees on n leaves that 
are compatible with the the set S. We extend this recursion for a set S of three trees, 
but show that the numbers of terms required in the recursion grows at least exponentially 
with the number of trees in the set S. 
Let S be a set of rooted binary trees. A tree which is a subtree of each of the trees 
in the set is called an agreement subtree, and such a tree with the maximum number 
of possible leaves is called a maximum agreement subtree (MAST). We derive an upper 
bound for the probability that two randomly generated trees have a MAST with number 
of leaves greater than or equal to a given value s. We find the form the upper bound takes 
when the trees are generated according to the uniform and Yule models. 
The entropy of a probability distribution is equal to the mean information, where the 
information of an event E is -log JP>( E). We derive exact and asymptotic formulae for the 
entropy of the comb, uniform and Yule probability distributions. 
We show that the comb, uniform, and Yule models satisfy a property called group 
elimination. A special case of the property of group elimination is sampling consistency. 
We show that for any probability distribution on trees that satisfies sampling consistency 
there is an upper bound on the probability of the fully symmetric tree shapes. 
We introduce a modification of the Yule model in which the speciation rate is a function 
of the time since the last speciation event of a lineage. Using analytical methods we 
investigate the probability (conditional and unconditional) of the symmetric tree on four 
leaves under this modified model. If the speciation rate is constant then the probability of 
the symmetric tree is the same as in the Yule model. Making the speciation rate zero for a 
period after a speciation event, then constant afterwards, is found to make the symmetric 
tree more probable. If the speciation rate is constant for some period after a speciation 
event, then subsequently zero, the symmetric tree is found to be less probable. 
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Chapter 1 
Introduction 
1.1 Overview 
Evolutionary trees represent the history of speciation for a group of species in a simple 
visual form. What is immediately apparent from an inspection of these trees is the wide 
variety of shapes they can take. While the shape of a evolutionary tree is determined 
by how the processes of speciation and extinction occur, neither speciation or extinction 
are well understood and are dependent on historical events we may never be able to 
ascertain. This has encouraged the development of stochastic models for evolutionary 
trees, for example the uniform model and Yule model. 
A pertinent debate in this context concerns the relative importance of adaptive and 
stochastic factors in the process of lineage diversification. Adaptive factors are character-
istics of a taxon thought to be responsible for the particular pattern of species survival or 
extinction observed in that taxon. Stochastic factors are those factors, random in appear-
ance, that independently and uniformly effect the formation and extinction of all species in 
a tree. If stochastic factors dominate then it can be expected that an appropriate stochas-
tic model should do reasonably well at reproducing the patterns of tree shape observed 
in evolutionary trees. Conversely, to the extent that a stochastic model is inadequate, 
this implies that adaptive factors are important, and an inquiry is warranted into the 
particular form that they take. 
Mathematics, particularly probability theory, is the dominant form of analysis used to 
compare evolutionary trees to those produced by stochastic models. Using mathematics, 
statistical tests can be developed which quantitatively measure the match between real 
1 
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trees and those produced in the models. However, this is only part of the role of mathe-
matics. Starting with an appropriate stochastic model, one can investigate the effect on 
tree shape of changing the model assumptions, explore the viability of new techniques in 
phylogenetic tree reconstruction, and make links and gain insights from other fields that 
use similar mathematical models. In short, mathematics offers a precise and systematic 
language in which to investigate the phenomena at hand. 
1.2 Preview 
In the following chapters we investigate some mathematical aspects of two simple stochas-
tic models for the growth of rooted trees: uniform and Yule model. We also investigate a 
third model, the comb model, which is useful for giving bounds on theoretical results. The 
underlying motivation is to use these models to aid in the understanding of problems in 
phylogenetic tree reconstruction, though on occasions we take some mathematical detours 
that are not of any obvious immediate biological significance. 
In Chapter 2 we analyse various distance relationships for the Yule and uniform models, 
where by 'distance' we mean the number of edges separating two nodes. The type of trees 
we analyse are rooted trees, where a rooted tree is one with a root node from which all the 
other nodes descend as ancestors. In particular, we are concerned with the distance of leaf 
vertices from the root node, and the distance between two leaves of a rooted tree. These 
quantities, while having an obvious mathematical appeal, are also useful for estimating 
distances in real trees in which the edge structure cannot be completely resolved by the 
biological data (i.e. trees with polytomies). 
In both the Yule and uniform models (and many others) every labelled tree on n 
leaves can be generated, but the probability of the trees differs between models. Because 
the probability of the trees differ, then so too will the probability distribution of certain 
characteristics of the trees, and thus the probability distribution of these characteristics 
can be used to determine the compatibility of a given tree with one of the models. Here we 
focus on an easily determined characteristic of trees: the number of cherries, where a cherry 
is a pair of leaves adjacent to a common vertex. In Chapter 3 we show that the distribution 
of cherries under the Yule and uniform models is asymptotically normal. Using this result 
we develop statistical tests for the Yule and uniform model hull hypotheses based on the 
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number of cherries that a tree has. As an extension we also show that the distribution of 
triplets is asymptotically normal, where a 'triplet' is a cherry and a pendant edge that are 
adjacent to a common vertex. 
Commonly in phylogenetic tree reconstruction one first constructs an unrooted tree, 
then roots this tree along some edge using some external data. Sometimes this second 
step, rooting the tree, can be problematic due to the lack of appropriate external data and 
some heuristic method based only on the tree shape has to be used instead. In Chapter 4 
we investigate a maximum likelihood method for rooting a tree based on the shape of 
the unrooted tree and a simple stochastic model for the growth of rooted trees (the Yule 
model). 
A second issue that may need to be dealt with after the reconstruction of a collection 
of trees is fitting them together into one single tree (sometimes called a supertree). In 
Chapter 5 we address the issue of how many supertrees with leaf set .£ there are for a set 
of trees for which the leaf sets form a partition of .£ . We introduce recursive algorithms 
for finding this number when there are two trees or three trees. However, we show that the 
approach used in these algorithms leads to a very large number of terms in the recursions 
when applied to more than three trees. 
A third issue that is relevant after the reconstruction of a set of trees is just what 
information do they have in common? A tree which is a subtree of each of the trees in the 
set is called an agreement subtree, and such a tree with the maximum possible number of 
leaves is called a maximum agreement subtree (MAST). In Chapter 6 we derive an upper 
bound for the probability that two randomly generated binary trees have a MAST with 
number of leaves greater than or equal to given value of s. We find the algebraic form the 
upper bound takes under the Yule and uniform models. 
Keeping with the theme of information we look at entropy, a concept with its origin in 
physics, but which has proven to be useful in communication theory, statistical inference, 
and complexity theory. Apart from some applications to the study of the DNA code, 
and some speculative work in evolutionary theory, entropy has yet to find a true home in 
biology. We ameliorate this situation a little in Chapter 7 by calculating the entropy for 
the comb, uniform, and Yule models. 
In Chapter 8 we look at a property of probability distributions on rooted binary tree 
called group elimination, of which a special case is the sampling consistency property. 
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Group elimination is a property that is of special interest in the context of stochastic 
models of speciation as the Yule, uniform, and comb models all satisfy group elimination. 
Furthermore it has been conjectured that they are the only probability distributions on 
rooted binary trees that do so. We prove that they do indeed satisfy group elimination, 
and derive an upper bound for the probability of the fully symmetric tree shapes under a 
probability distribution that satisfies sampling consistency. This work is more concerned 
with the theoretical background to the modelling process than with any actual biological 
applications. 
Lastly, in Chapter 9, we look at a modification of the Yule model in which the rate 
of speciation is not the same across all lineages (one of the models basic assumptions). 
The motivation behind this modification is to ascertain what effect it has on tree balance, 
knowing that the tree balance of actual evolutionary trees is less than that of the Yule 
model. 
In the rest of this chapter we introduce some basic terminology and formulae relating to 
trees (Section 1.3). Then we define the Catalan numbers which will be found to be useful 
in the context of the uniform model (Section 1.4). Following this we define and explain 
the comb, uniform, and Yule models (Section 1.5). Lastly we look at the empirical match 
between actual evolutionary trees and the uniform and Yule model trees (Section 1.6). 
Throughout we use f (n) rv g( n) to mean lim f (n) / g( n) = 1. The probability of a 
n-+oo 
random variable X is denoted by lP[X], and the expected value JE[X] .. Where X is a tree 
T we sometimes emphasise that it has n leaves by writing lPn[T] for the probability. We 
represent the number of elements in a set 8 by 181. 
1.3 Rooted Binary Trees 
1.3.1 Some Terminology 
Evolutionary relationships are often represented by rooted or unrooted binary (phyloge-
netic) trees [53]. In such trees, all nodes of degree 1 are labelled and called leaves and all 
internal nodes are unlabelled and of degree 3. Also, in case the tree is rooted, it contains 
an additional root node of degree 2. All trees in this section will be binary. A (tree) 
shape is the unlabelled tree obtained by dropping the labelling of the leaves of a binary 
phylogenetic tree. A pair of leaves adjacent to a common node is called a cherry. Edges 
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adjacent to a leaf are called pendant edges, while all other edges are internal. The leaf-set 
of a labelled tree T is the set of labels the leaves have, and we denote this set by £(T). 
For further clarification of these terms see Figure 1.1. 
Below any non-leaf node a rooted binary tree T splits into two rooted subtrees a and 
b, a relationship which we represent by the notation T = a + b. If the two subtrees a and 
b are the same shape then the node is referred to as balanced. The symmetry index of a 
tree (0") is equal to the number of balanced nodes it has (see Figure 1.2). If a set of leaves 
are the only descendants of some internal node then we say that they form a group (also 
called a clade or cluster). 
Root of tree 
I 
internal edge 
~ 
}'h'~ 
234 I 
~ pendant edge 
cherry 
(a) (b) 
Figure 1.1: Some terminology for trees (a) A labelled rooted tree with 4 leaves. (b) An 
unrooted tree shape with 5 leaves. 
1.3.2 A Dictionary Notation 
A non-pictorial symbolic representation for rooted tree shapes is convenient as a shorthand, 
and for programming purposes. One such non-pictorial representation for rooted tree 
shapes is the 'dictionary' notation as explicated by Harding [36, p. 59]. In this notation 
the ith shape on n leaves is represented by the symbol ni. Let the number of tree shapes 
on n leaves be denoted by S(n) (see equation (1.1) below), and let rk be the kth shape on 
r leaves and Sm be the mth shape on s leaves. We can write ni recursively in terms of its 
left subtree rk and the right subtree Sm as 
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(a) (b) 
Figure 1.2: Tree balance (a) This is is the symmetric tree on 4 leaves (also called the 
fully balanced tree). It has a symmetry index of (J = 3. (b) The asymmetric tree on 4 
leaves (also called the comb tree, rooted caterpillar tree, or fully unbalanced tree). It has a 
symmetry index of (J = 1. 
ni = rk + 8 m (r + 8 = n, r :::; 8, 1:::; k :::; S(r), 1:::; m :::; S(8) ) . 
For a given value of n the shapes ni are ordered (1) firstly with respect to the number of 
leaves on the left subtree (r), (2) secondly with respect to the value of k, (3) lastly with 
respect to the value of m. 
Some examples will help to clarify this notation. For the tree shapes on one, two, and 
three leaves there is only one tree shape, so the i index is dropped, and they are denoted 
by the symbols 1, 2, 3 respectively. The next symbol in this notation is 41 = 1 + 3 (the fully 
unbalanced shape on four leaves), followed by 42 = 2 + 2 (the fully balanced tree shape on 
four leaves). For n = 5 we have three tree shapes represented by the symbols 51 = 1 + 41, 
52 = 1 + 42, and 53 = 2 + 3. For n = 6 we have the six tree shapes represented by the 
symbols 61 = 1+51, 62 = 1+52, 63 = 1+53, 64 = 2+41, 65 = 2+42,66 = 3+3. Continuing 
in this manner we can recursively build up the symbols for all shapes on n leaves. Note, 
that for a shape with symbol ni, that i = 1 corresponds to the fully unbalanced shape on 
n leaves, and i = S(n) corresponds to the most symmetric shape on n leaves. 
1.3.3 Enumeration of Rooted Binary Trees 
The number of unlabelled rooted binary trees on n leaves is given by [76] 
1.4. THE CATALAN NUMBERS 
where 
and S(l) = 1. 
S(n) = [~~S(k)S(n - k)] + E(n) , 
{ 
~S(n/2) if n is even 
E(n) = 
o if n is odd, 
7 
(1.1) 
We denote the set of labelled rooted binary trees by RB(n). The number of elements 
in RB(n) has a simple, explicit formula given by [14] 
IRB(n)1 = (2n - 3)!! = (2n - 3) . (2n - 5) . (2n -7) ... 5·3·1 . (1.2) 
Or equivalently [14], for n ~ 2, 
(2n - 3)! 
2n - 2 (n - 2)! . (1.3) 
The number of possible labelled trees, for a given tree shape on n leaves, is given by 
[13] 
(1.4) 
where (j is the symmetry index of the shape. 
For an example of the usage of the above formulae refer to the diagram below (Fig-
ure 1.3). 
1.4 The Catalan Numbers 
The Catalan numbers and a variety of identities involving them will prove particularly 
useful when we are dealing with the uniform model (see ahead in Section 1.5.3). In this 
section we define the Catalan numbers and derive some identities involving them. 
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Tl 
Figure 1.3: The three rooted tree shapes on five leaves. The number of labelled tree shapes 
on 5 leaves is 7!! = 105. The tree shape Tl has J¥ = 60 possible labelled trees, while T2 
has 15, and T3 has 30. 
The Catalan numbers (cn ) are frequently defined in a slightly different manner by 
different authors, the difference simply being whether or not the series of numbers char-
acteristic of the Catalan numbers begins at n = 0 or n = 1. Here we define the Catalan 
numbers by 
1 (2n - 2) Cn =-- , 
n-1 n-2 
so that CO = 0, q = 1, C2 = 1, C3 = 2, C4 = 5, C5 = 14,... are the Catalan numbers 
[74, p. 172]. They occur as the solutions to several enumerative combinatorics problems 
such as number of ways to pair up the terms A l , A2 , ... ,An with parentheses while keeping 
the original order, the number of plane rooted trees with n - 1 edges, the number of 
mountain ranges you can draw using n - 1 upstrokes and n - 1 downstrokes, and the 
number of non crossing handshakes possible for n - 1 pairs of people seated around a table 
[22]. Here we are more concerned with the interpretation of the Catalan numbers as the 
solutions to the recurrence problem, for n ;:::: 2, 
n-l 
Cn = LCkCn-k, 
k=l 
where Co = 0, Cl = 1. Associated with this recurrence is the generating function 
00 k 1 1 
C(x) = L qx = 2 - 2\11- 4x, 
k=O 
which satisfies the functional equation 
(1.5) 
(1.6) 
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C(x) = x + [C(X)]2 . (1.7) 
We now collect together and prove some identities which will be useful in later sections. 
Lemma 1 Let Cn be the Catalan number. We have the identities: 
(00) ~n-l .l£ _ 2n(n-l)cn "" L.Jk=l 4k Ck - 4n . 
Proof. Taking the first derivative of the functional equation (1.7) then multiplying by ~ 
we obtain 
x x 
"2 C'(x) = "2 + xC(x)C'(x) . 
Using (1.6) the lefthand side of (1.8) is equal to 
and the right hand side is equal to 
00 
x L nen n 
-+ -x 22' 
n=2 
Equating the coefficients of xn of (1.9) and (1.10) gives the first identity. 
For the second identity we have from (1.6) that 
2x2C"(x) = 1 4x xC'(x) , 
-4x 
which becomes, after substituting x/4 for x, 
2 (~)2 C"(x/4) = _x_~C'(x/4) . 4 l-x4 
For the lefthand side of (1.11) we have 
(1.8) 
(1.9) 
(1.10) 
(1.11) 
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f 2n(n4~ l)cn xn , (1.12) 
n=2 
and for the right hand side we have 
~ j ~ kCk k - ~ [~ kCk 1 n ~x ~ k x - ~ ~ 4k x . 
j=l k=l 4 n=2 k=l 
(1.13) 
Equating the coefficients of xn for (1.12) and (1.13) gives the second identity. D 
1.5 Probability Distributions on Trees 
1.5.1 Introduction 
The set of possible labelled and unlabelled tree shapes is well defined, and in the previous 
section formulae were given to count the number of elements in these sets. In this section 
we are concerned with assigning probabilities to trees, both labelled and unlabelled. 
Two conditions will be in place for the probability distributions we define. Firstly, 
since we are dealing with probabilities, then the probabilities for the trees (labelled or 
unlabelled) must add up to one. For example, there are three unlabelled trees on 5 leaves 
and their probabilities must add up to one; similarly for the 105 labelled trees on 5 leaves. 
Secondly, the probability of a labelled tree should be invariant under a different labelling, 
a property commonly known as exchangeability. 
We present three probability distributions on trees in this section: Yule, uniform, and 
comb. Of these three distributions the Yule model is the most important one with regard 
to the modelling of evolutionary trees, since it is the only one that is an explicit model of 
the process of speciation. For this reason we will be emphasising results involving the Yule 
model. The uniform model is useful because it can serve as a model in which trees are on 
average more imbalanced than those in the Yule model, and analytical results are much 
easier to obtain with it. The comb model importance is that it represents the extreme of 
imbalance; only the most imbalanced caterpillar tree shapes are generated in this model. 
1.5.2 Yule Model 
The Yule model (or Markovian model) can be defined in many seemingly different ways. 
One definition, which emphasises the link with modelling speciation, is in terms of the 
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splitting of pendant edges. In the Yule model on rooted tree shapes each pendant edge 
has an equal probability of splitting to give birth to two new pendant edges [36]. Or 
equivalently an edge is added randomly, with a uniform distribution, to a pendant edge at 
each step (Figure 1.4). This model assumes that speciation is instantaneous, always occurs 
as bifurcations, is independent across lineages, and that the probability of speciation is 
the same for all lineages at any given time [44]. Extinction may be incorporated into 
this model by assuming that the probability of extinction is the same for all lineages, and 
independent across lineages. If this is the case then a Yule model can still be used, but 
with a different 'speciation' rate [49, 64]. 
An alternative definition of the Yule model is in terms of labelled histories, normally 
shortened to simply histories [13, 52]. Let the internal nodes of a tree be labelled in time 
order, with the root having labell, and subsequent internal nodes the labels 2,3, ... ,n-1 
(Figure 1.5). A particular labelled history is identified by the tree shape, leaf labelling, 
and the time order of the internal nodes. A change in any of these gives a different history 
(Figure 1.6). In the Yule model each labelled history is equally likely [21, 36, 52]. 
A final, but important characterisation of the Yule model is in terms of a process in 
population genetics known as the coalescent model [4, 42, 73]. In this model one starts 
with n objects, then picks two at random to coalesce, giving n - 1 objects. This process 
is repeated until there is only a single object left. If this process is reversed, starting 
with one object to give n objects and marking splits with branches, then it is equivalent 
to the Yule model. Note that in the coalescent model there is commonly a probability 
distribution for the times of coalescence, but in the Yule model we ignore this element. 
We now deal with finding the probability of trees under the Yule model. Let n be a tree 
shape on n leaves and JPl[n] be the probability of obtaining this tree shape. This probability 
may be calculated using a recursive relationship [36], where for a shape n = r + s we have 
{ n:1 JPl[r]JPl[s] JPln[n] = n~l JPl[r]JPl[s] 
r # s, 
r = s. 
For a labelled tree t = a + b we have the simpler recursion [36] 
JPl[t] = n: 1 (~) -1 JPl[a]JPl[b] . 
(1.14) 
(1.15) 
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Figure 1.4: The Yule model probabilities for tree shapes on 4 leaves. A shape on 4 leaves is 
formed by the splitting of one of the pendant edges of the shape on 3 leaves. Each pendant 
edge has the same probability of splitting, so for the shape on 3 leaves each pendant edge 
has a probability of 1/3 of splitting. One of the resulting shapes, the symmetric shape on 
4 leaves has a probability of 1/3. The other two shapes on 4 leaves are the same (up to 
rotation about internal nodes), and so the probability of this shape (the rooted caterpillar) 
is 2/3. 
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Figure 1.5: Labelled history of a tree. The root of the tree is labelled 1. Successive 
internodes are labelled 2,3,4. A horizon is the time interval between successive nodes. 
Here h is the time interval between the nodes labelled 2 and 3. There are 3 internode 
segments present in this horizon, these being labelled s. In general, between the internodes 
i-1 and i, there are i internode segments. 
c 0 
H, 
Figure 1.6: Three different labelled histories on 5 leaves. For histories HI and H2 the 
time order of the speciation events leading to the leaves {A,B,C} and {D,E} is different, 
though the labelled tree is the same. The history H3 has a different labelled tree from the 
histories HI and H2. 
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Let JEDn[r, s], where n = r + s, be the probability that a randomly generated tree shape on 
n leaves has one subtree with r leaves and the other subtree has s leaves. We have [63] 
{ 
2 
n-1 
JED[r, s] = _1_ 
n-1 
r i= s , 
(1.16) 
r = s. 
An alternative way of calculating tree probabilities for the Yule model makes use of 
its definition in terms of histories. For the set of labelled trees on n leaves the number of 
possible histories is given by [21] 
n!(n -1)! 
Hn = 2n- 1 (1.17) 
For a particular labelled tree t on n leaves let the number of histories be denoted by 
Hn(t). Using this notation then, since each history is equally likely for the Yule model, 
we have 
JED[t] = HlI(t) . 
n 
(1.18) 
As a simple example, consider the fully unbalanced labelled tree on 4 leaves (see 
Figure 1.2b). This tree has one history, so the probability of the tree is 1/18. For more 
complicated trees combinatorial arguments are required in order to find Hn(t) from first 
principles. Fortunately, general formulae have been found for these calculations [13]. For 
a labelled tree t on n leaves we have 
2n- 1 n-1 
JED[t] = - II(ai _1)-1 , 
n! 
i=1 
(1.19) 
where ai is the number of leaves that descend from node i, and the product is over all 
internal nodes. For the corresponding unlabelled tree tu on n leaves we have 
2n- 1 n-1 
JED[tu] = y II (ai _1)-1 , 
i=1 
(1.20) 
where (J is the symmetry index of the tree. 
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Let J ( v) denote the number of internal nodes that are the descendants of v (and 
including v). Also let T denote the set of internal nodes of a tree T. Then another way of 
writing equations (1.19) and (1.20) is as 
2n - 1 
lP[tl = -, II J(v)-l , 
n. 0 
(1.21) 
vET 
2n - 1 
lP[tul = 2U II 8(v)-1 . 
vET 
(1.22) 
To illustrate the use of these formulae consider the labelled tree in Figure 1.5. The 
probability of this tree is ~~ [:1 x ~ x f x fl = lo' while for the corresponding unlabelled 
tree the probability is ~. 
1.5.3 Uniform Model 
In the uniform model (also called the proporlional-to-distinguishable-arrangements model) 
on rooted trees, equal probability is assigned to each possible labelled rooted tree on n 
leaves. For n species there are (2n-3)!! rooted labelled trees, so each tree has a probability 
of 1/(2n - 3)!! . By counting the number of labelled trees that have a particular shape, 
using (1.4), the probability of any tree shape may also be calc~lated (Figure 1.7). 
A B c o 
P = 1/15 P =4/5 
(a) (b) 
Figure 1.7: The uniform model for 4 species. (a) There are 15 labelled trees for n = 4, 
so any particular labelled tree has probability 1/15. (b) There are 1f labelled trees that 
have the comb shape, so the comb shape has probability 4/5. 
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An alternative way of characterising the uniform model on rooted trees is in terms of 
edge addition. Starting with the rooted tree shape on three leaves, add an edge randomly 
(with a uniform distribution) to any other edge, allowing for a 'ghost' edge at the root 
(Figure 1.8a). If an edge is added to the 'ghost' edge then the node that joins them 
becomes the new root. Repeat this process of edge addition to give a tree shape on n 
leaves, then assign leaf labels randomly to give a labelled rooted tree. This process is not 
an explicit model of evolution, though a random sample of n species from a large group of 
species generated by a conditioned branching process follows a uniform distribution [2, 3]. 
What the process does model is the tree probability distribution that would occur if the 
process of tree reconstruction did no better than random selection from the set of possible 
labelled trees on n leaves. Also since the tree distribution is more imbalanced than the 
Yule mode, but less than the maximum possible which is the distribution under the comb 
model, it can be used to 'interpolate' between them. 
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Figure 1.8: The uniform model as a process of edge addition. A tree shape (solid lines) 
has an edge (dashed lines) uniformly randomly added to one of its edges. (a) The rooted 
tree shape on three leaves. There are five possible edges where the next edge may be 
attached. The probability that the next edge will be attached to any particular one of 
them is 1/5. (b) The unrooted tree shape on four leaves. There are five possible edges 
where the next edge may be attached. The probability that the next edge will be attached 
to any particular one of them is 1/5. 
In latter problems we will need to know the probability distribution for the number of 
leaves on the two subtrees of a rooted tree shape. Let lfDn[r, s], where n = r + s, be the 
probability that a randomly generated tree on n leaves has a left subtree with r leaves and 
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a right subtree with s leaves. We have [63] 
{ 
2crcs 
JED[r, s] = Cn' 
c2 :::x.. 
Cn 
17 
r=/=s, 
(1.23) 
r = s. 
So far we have been dealing with rooted trees, but the uniform model is also defined on 
unrooted trees. For n species there are (2n - 5)!! unrooted labelled trees, so an unrooted 
labelled tree has a probability of 1/(2n - 5)!! [20]. As for the rooted case, this can also 
be characterised as a process of edge addition (Figure 1.8b), but with the difference that 
there is no need to incorporate a 'ghost' edge into the process. 
1.5.4 Comb Model 
The rooted 'comb' shape on n leaves is the most imbalanced tree shape on n leaves. 
Associated with any internal node of a comb shape are two subtrees, and one of these two 
subtrees has exactly one leaf. 
In the comb model the rooted comb shape is assigned a probability of one, while all 
other possible shapes are assigned a probability of zero (Figure 1.9). From the probability 
for a shape the probability of a labelled tree of that shape may be calculated, under the 
condition that all labelled trees of that shape are equally likely. The comb model usefulness 
is that it represents the extreme of imbalance in tree, and it is not meant as a realistic 
model for actual evolutionary trees. 
1.6 The Empirical Match 
1.6.1 Introduction 
Early stochastic modelling on phylogenetic trees concentrated on a qualitative compari-
son between actual phylogenetic trees and those produced in simulation studies [30, 56]. 
While suggestive, such work suffered from the lack of an explicit measure of the degree of 
similarity between actual and simulated trees. Later quantitative work, based on simple 
stochastic models of the process of species formation and extinction, introduced measures 
of similarity based on the frequency of tree shapes [33, 61, 64] and tree imbalance indices 
[38, 43, 47, 59]. 
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Figure 1.9: The comb model for 4 species. The 'comb' shape is assigned a probability 
of one, while all other possible shapes are assigned a probability of zero. There are 12 
labelled trees that have the comb shape, so the probability for a labelled tree with the 
comb shape is 1/12. 
We have introduced three simple probabilistic models of tree growth: comb, uniform, 
and Yule. In the next section we review the studies done on the empirical fit between 
actual (estimated) trees and trees produced in the uniform and Yule models. Of these 
two models, the Yule model is the only one which is an explicit model of speciation, and 
thus the one in which there has been the most interest as a null model for speciation. 
The uniform model is of interest as a null model in which the trees are, on average, more 
imbalanced than in the Yule model. Also, the uniform model represents the distribution 
of trees that would occur if tree reconstruction did no better than selecting a labelled tree 
at random from the set of possible labelled trees. For another review of past work see 
Mooers [48], where many other aspects of the Yule model are also examined. 
Before we begin reviewing past work we need to briefly explain some of the terminology 
used in the field of tree reconstruction. There are two main schools of classification in use 
for biological organisms: phenetic and phylogenetic [57, pp. 355~382]. A phenetic classi-
fication groups organisms on the basis of their overall physical similarity, where physical 
similarity is measured by such characteristics as the shape of bones, size of the organism, 
skin patterns, the presence of horns or not, and the number of chromosomes. A phylo-
genetic classification puts organisms into higher or lower taxon groups depending on just 
how far back their most recent common ancestor was. The most common method for 
doing phenetic classification is numerical taxonomy, while for phylogenetic classification 
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cladistics is popular. Despite the methods used for phenetic classification having different 
goals from the methods used for phylogenetic classification, usually they produce trees 
that are much the same. Both phenetic and phylogenetic classification schemes are hier-
archal, with the hierarchy starting at kingdom and working its way down through phylum 
(called division in botany), class, order, family, genus, and species. Intermediate levels in 
the hierarchy are indicated by the prefixes sub, super, etc. 
1.6.2 Empirical Fit 
The first quantitative study was that of Savage(1983), who compared the frequency of 
actual tree shapes with those of the uniform and Yule models [61]. Trees with up to 
7 leaves and constructed by phenetic and phylogenetic methods were sampled. It was 
found that for trees on 4,6, and 7 leaves the actual tree shape frequencies did not differ 
significantly (in a statistical sense) from the predictions of the Yule model, but did from 
those of the uniform model. For trees on 5 leaves the Yule model null hypothesis was 
rejected by a X2 test at the 5% level, but not at the 2.5% level. Regarding the method 
of tree construction, it was found that phenetic methods produced more asymmetric trees 
than phylogenetic methods, in contrast to previous suggestions [16, 62]. 
Guyer and Slowinski(1991) refined the sampling methodology of Savage by including 
only trees with species as the terminal branches, and taking a more uniform selection across 
the higher genera of division Angiospermae, class Insecta, and superclass Tetrapoda [33]. 
Sampling from trees on five leaves, they found that the frequency of tree shapes were 
significantly different from the Yule model predictions, but not from the uniform model 
predictions. This disagrees with the conclusion of Savage, and they suggest that one of the 
reasons is that including higher taxa as terminal branches (as Savage did) leads to more 
balanced tree shapes. Additionally, many of the internal nodes of the trees that Guyer 
and Slowinski used were defined by only a few characters, the effect of this being to move 
the frequencies towards those of the uniform model. Tree shape frequencies were found 
not to differ between the three major groups of organisms they sampled. 
Heard(1992), in a different approach, investigated the fit between actual and model 
trees using a corrected form of Colless's tree imbalance index [16, 38]. Heard investigated 
trees with 4-14 leaves and found that they were significantly more imbalanced than the 
Yule model trees. Furthermore, this effect did not depend on the data type used (molecular 
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or morphological), construction method (cladistic or phenetic), or taxon level. 
Two taxa are said to be sister groups if they are the only descendants of their most 
recent common ancestor. Guyer and Slowinski(1993) investigated the fit of large trees 
(2': 100 leaves) to the uniform and Yule models using a test based on the comparison of 
sister group sizes. They found their trees to be more imbalanced than the Yule model, but 
less imbalanced than the uniform model. Their conclusion was independent of the taxon 
group (division Angiospermae, class Insecta, superclass Tetrapoda). 
Mooers(1995) studied the effect of tree incompleteness on tree balance [47]. A tree is 
incomplete if it does not include all the extant species of the clade under consideration. 
It was found that complete trees were more imbalanced than trees from the Yule model, 
and incomplete trees even more so. In concurrence with some other studies no significant 
dependence of balance on construction method (cladistic or phenetic), or taxon level was 
found [33, 38]. If trees are incomplete due to the random absence of taxa than this should 
have no effect on tree balance [33]. However, the sampling procedures that systematists 
use are often not explicitly given, and are unlikely to be random. 
1.6.3 Explaining Imbalance 
The general consensus of the studies to date is that estimated trees are more imbalanced 
than those produced by the Yule model, and the imbalance is independent of construction 
method or taxon level. However, there is still some uncertainty regarding the effect that 
systematists sampling procedures may have on tree shape and balance. 
Taking the imbalance conclusion at face value, one task is to explicate the specia-
tion mechanisms that could give rise to this degree of imbalance. A variety of simple 
mathematical models have been suggested for this, all based on modifications to the basic 
assumptions of the Yule model: (1) speciation is instantaneous (2) speciation events are 
independent (3) the speciation rate is constant across all lineages at a given time. 
10sos and Alder(1995) proposed a modification of the Yule model in which the spe-
ciation of an organism is not instantaneous, but operates over a finite time during which 
further speciation events cannot occur [44]. The consequence of the introduction of this 
'refractory period' is to make model trees more balanced, thus decreasing even further the 
empirical fit with actual trees. This concurs with the results of an analytical study we 
made in which introducing such a refractory period made model trees more balanced, and 
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even more so for higher speciation rates (see Chapter 9). However, if very long refractory 
periods are introduced, then the trees produced can be more imbalanced than the Yule 
model [60]. A related modification is to introduce a refractory period such that if an or-
ganism has not speciated up to some finite time E then it never will. Under this modified 
model trees are more imbalanced compared to the Yule model (Chapter 9). Furthermore, 
if t > nE, where n is the number of leaves, then the model trees are in fact those from the 
uniform model [68]. 
Heard(1996) investigated several models in which the speciation rates were not constant 
and independent across lineages (key assumptions of the Yule model) [39]. In one model, 
in which the rate of speciation depended on the value of a "heritable" trait (e.g. body 
size), it was found that the trees produced were imbalanced compared to the Yule model. 
In a variety of other models, in which the speciation rate varied across lineages, it was 
found that the trees produced were also imbalanced. However, as pointed out by Heard, 
the differences in speciation rate required to produce trees as imbalanced as those in real 
trees seemed biologically implausible. 
1.6.4 Recap 
Given that the Yule model is such a simple model, and that it only models the stochastic 
component of speciation, it would be surprising if actual tree shapes probabilities closely 
matched the models predictions. That they are at variance seems to borne out by the 
studies to date. 
However, the Yule model is a useful as a null model which can be modified to produce 
more sophisticated models, such as those already mentioned, that try to explain the tree 
imbalance observed. Moreover, even in its basic form it is useful as a null model from 
which patterns in macroevolution need to stand out in order to be considered surprising 
and worthy of further investigation. A model with a closely analogous role is the Hardy-
Weinberg model in genetics for allele frequencies (alleles are different types of a gene). If 
allele frequencies do not equal those calculated from the Hardy-Weinberg model then this 
suggests that some evolutionary force is acting on a population. 
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Chapter 2 
Distance Relationships 
2.1 Introduction 
In this chapter we investigate some 'distance' relationships for rooted trees generated under 
the Yule and uniform models, where we measure the distance between two vertices by the 
number of edges separating them. In particular, we are concerned with the distance of a 
randomly chosen leaf from the root, and with the distance between two randomly chosen 
leaves. These distances, particularly those under the Yule model, are useful for estimating 
distances in evolutionary trees where polytomies are present [75]. 
For the Yule model we find the probability distribution for the distance of a randomly 
chosen leaf from the root, and from this the mean and standard deviation (Section 2.2.1). 
We also derive an exact formula for the mean distance between two randomly chosen 
leaves (Section 2.3.2). For the uniform model we find the mean distance of a randomly 
chosen leaf from the root (Section 2.2.2), and an exact formula for the mean distance two 
randomly chosen leaves (Section 2.3.3). 
2.2 Distance of a Leaf From the Root 
The distance of a leaf from the root is the number of edges along the path from the root 
to the leaf in question. For example, in Figure 2.1, leaves A and D are both a distance two 
from the root, while all other leaves are a distance three from the root. From a biological 
perspective, if we ignore extinction, this distance can be interpreted as the number of 
speciation events separating the root and a leaf. 
23 
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A B c D E F 
Figure 2.1: A labelled rooted tree with 6 leaves. 
2.2.1 The Yule Model 
In this section we first find the probability distribution for the distance of a randomly 
chosen leaf from the root under the Yule model. This was also done in a different context 
by Lynch [45], but using different methods. In [43] the mean distance of a randomly chosen 
leaf from the root was derived, and in [4] an asymptotic result for the mean was derived. 
Here we also derive the variance, a higher order asymptotic result for the mean, and an 
asymptotic result for the variance. 
Theorem 1 Let P~+1 be the probability that a randomly chosen leaf from a tree on n + 1 
leaves has distance k from the root. Under the rooted Yule model we have the recursion, 
for n ~ 1 and k ~ 1, 
k 2 k-l n -1 k 
Pn+1 = --lPn + --lPn n+ n+ 
which has the explicit solution, for n ~ 1 and k ~ 1, 
2k [n] pk _ k 
n+1 - (n + i)! 
where [k] is the unsigned Stirling number of the first kind 131} . 
Proof. By the law of total probability, if {El, B2 } form a partition of the events that 
are a precursor to the event A then JPl[A] = JPl[A I Bl]JPl[Bl] + JPl[A I B2]JPl[B2]' Let A be the 
event that a randomly chosen leaf is distance k from the root for a tree on n + 1 leaves. 
Let us call a pair of incident pendant edges in a rooted binary tree a cherry. When an 
edge is added to a pendant edge of a tree on n leaves, this edge, and the edge it was 
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added to, form a cherry. A randomly chosen leaf from the tree on n + 1 leaves belongs to 
one of two mutually exclusive classes: (i) it is a leaf from the new cherry, or (ii) it is one 
of other leaves. If we let Bl denote event (i), and B2 event (ii), then JID(Bl) = n!l and 
JID(B2) = ~+i. For a randomly chosen leaf on a new cherry to be a distance k from the 
root then the original leaf must have been a distance k -1 away, thus JID[A I Bl] = p~-l. If 
the randomly chosen leaf is not part of a cherry then its distance from the root must have 
remained unchanged, thus JID[A I B2] = p~. Combining all these terms gives the recursion. 
The explicit solution to the recursion can be found using generating functions. Denote 
the ordinary generating function for the probabilities p~ by 
n 
gn(x) = LP~xk. 
k=O 
From the recursion in the statement of the theorem it follows that 
2x + (n -1) 
gn+ 1 (x) = n + 1 gn (x), where gl(X) = 1. (2.1) 
Solving this recursion gives 
1 n-l 
gn+1(x) = (n + i)! II (2x + k), 
k=O 
(2.2) 
A well known relationship is 
n-l n II (x + k) = L[k]Xk , 
k=O k=l 
where [k] is the unsigned Stirling number of the first kind [31]. Likewise, 
n-l n II (2x + k) = L 2k [k] xk . (2.3) 
k=l 
Substituting (2.3) into (2.2) gives 
gn+1 (x) = (n ~ i)! t 2k [k ] xk == t P~+ 1 xk . 
k=l k=O 
(2.4) 
Equating the coefficients of xk gives the formula for P~+1' 0 
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Corollary 1 Let /-Ln be the mean distance of a randomly chosen leaf from the root and 0"; 
the variance. Under the Yule model on rooted trees we have, for n 2: 2, that 
where /-Ll = 0 and O"I = O. Asymptotically, we have 
/-Ln - 2lnn rv C1; 
where C1 = -2(1 - 'Y) R::! -0.846, C2 = 2[1 + 'Y] - 2~2 R::! -3.43, and'Y is Euler's constant. 
Proof. Noting that /-Ln = "E-k=O kP~ (where P~ = P;: = 0), the recursion in Theorem 1 
implies that 
2 
/-Ln+1 = /-Ln + n + 1 ' where /-L2 = 1. 
Solving this recursion gives the explicit solution for the mean. The corresponding asymp-
totic result follows directly from the relationship 
J2..~ [t ~ -Inn] = 'Y, 
k=l 
where 'Y R::! 0.577216 is Euler's constant [58, p. 15]. 
For the variance, noting that "E-k=l k2 P~ = 0"; + /-L;, and following a similar approach 
as was used for the mean, leads to the recursion 
where O"~ = o. (2.5) 
Solving the recursion gives the explicit solution for the variance. Noting that the first 
term on the right-hand side of the explicit solution for the variance is the mean, and using 
the relationship "E-r=l ~ = ~2 [58, p. 23] leads to the corresponding asymptotic result for 
the variance. D 
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2.2.2 The Uniform Model 
An asymptotic result for the mean distance from the root under the uniform model was 
derived in [4]. Here we derive an exact result for the mean distance from the root, and a 
higher order asymptotic result. 
Theorem 2 Let Vn be the mean distance of a randomly chosen leaf from the root for a 
tree on n leaves. Under the uniform model on rooted trees we have the formula for, n 2: 1, 
( 
1 ) 22n 
Vn = 1 - 2n e:) - 1 . (2.6) 
Asymptotically we have 
(2.7) 
Proof. In this proof we first find a recursion for Vn , then solve this recursion to get the 
exact solution. Let T be a rooted tree on n leaves with a left subtree with k leaves, and 
a right subtree with n - k leaves. If a leaf is selected at random from T then it will have 
mean distance from the root given by 
k n-k 
-[Vk + 1] + --[Vn-k + 1]. 
n n 
Conditioning on the size of the subtrees we have 
Vn = L [~(Vr + 1) + ;(Vs + 1)] l?n[r, s] 
r,s 
r+s=n 
where l?n[r, s] is the probability that a randomly generated tree shape on n leaves has a left 
subtree with r leaves and a right subtree with s leaves (r + s = n). Using equation (1.23) 
for l?n[r, s], and rewriting the summation, we then have the recursion 
2 n-l 
Vn = - L k[Vk + l]qcn-k , 
nen k=l 
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where Cn = n~l e:"::-22) is the Catalan number (see p. 7). Expanding out the summation 
term, then using the first identity of Lemma 1 gives 
Substituting Wk = kCkVk gives the simpler recursive form 
This recursion has the solution 
so we have 
n-1 
Wn = 2 L Cn-kWk + 1 . 
k=l 
Wn = 22n- 2 _ 2(2n - 3) , 
n-l 
Vn = _1 [22n-2 _ 2(2n - 3)] . 
nCn n-l 
(2.8) 
(2.9) 
Using the identity n~ (2:"::-13) = 1, factoring some terms, and writing out the expression 
for Cn explicitly gives the stated exact formula. The asymptotic result follows from the 
relationship (2?) = vmr + ivl! + O(ni/2 ) [51, p. 1076]. D 
2.2.3 Discussion 
We have that the mean distance from the root grows as O( fo) for the uniform model, and 
O(log(n)) for the Yule model (and it is easily shown that it grows as O(n) for the comb 
model). Thus the mean distance grows faster for the uniform model compared to the Yule 
model. At first this seems counterintuitive if one interprets these models as processes, and 
considers the addition of the last edge. In the Yule model the last edge can only be added 
to a pendant edge, while in the uniform model it can be added to any edge including 
internal edges close to the root. Thus one might expect, since edges can be added close 
to the root, that a randomly chosen leaf from the uniform model tree would be closer to 
the root than a randomly chosen leaf from the Yule model tree. In fact this is not the 
case, because when an edge is added to an internal edge close to the root in the uniform 
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model tree, the distance of all leaves below this edge increase by one. In the Yule model 
when an edge is added to a pendant edge the distance of all other leaves from the root 
remain unchanged (except for the leaf attached to the edge added to). Thus, while the 
mean distance of the last added edge will be less for the uniform model than for the Yule 
model, the net effect averaging over all edges is that the mean distance grows faster for 
the uniform model. 
The formula for J-ln is useful for estimating the mean distances of leaves from the root 
of an unresolved polytomy [75]. For example, for an unresolved polytomy of size four the 
mean distance of a leaf from the root is 13/6 ~ 2.17 (under the Yule model). For explicit 
and asymptotic values of the mean and variance see Table A.1 in Appendix A.l. 
2.3 Mean Distance Between Two Leaves 
The distance between two leaves is the minimum number of edges that must be transversed 
in passing from one leaf to the other. For example, in Figure 2.1, the distance E +-+ F is two, 
D +-+ F is three, and A +-+ D is four. From a biological perspective, if we ignore extinction, 
then subtracting one from this distance gives the minimum number of speciation events 
separating two randomly chosen species. 
First we prove a lemma which states a recursion for the expected value of the total 
distance between all (~) pairs of leaves (Section 2.3.1). This recursion is applicable to 
any distribution on rooted binary trees for which the probability distribution of the left 
and right subtrees is known. We then look at the particular cases of the Yule model 
(Section 2.3.2) and uniform model (Section 2.3.3). In both cases we derive exact and 
asymptotic results for the mean distance between two leaves. 
2.3.1 A General Recursion 
Let T be a labelled rooted tree on n leaves. Let j (T) be the total of the distance between 
two leaves, over all (~) pairs of leaves for the tree T. We define Dn to be the expected 
value of j(T) over all trees T. Let J-lk be the mean distance of a randomly chosen leaf from 
the root over all trees on k leaves, and lP'n[r, s] the probability that a randomly generated 
rooted tree has one subtree with number of leaves r and the other subtree has number of 
leaves s = n - r. We have the following recursion for Dn. 
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Lemma 2 
Dn = l: [Dr + Ds + rS(/Lr + /Ls + 2)]JEDn[r, s] 
all shapes 
where the summation is over all tree shapes on n leaves. 
Proof. Let T be a random variable representing a labelled tree randomly generated by 
the Yule process. If the distance between the ith and jth leaves is given by d( i, j) then 
the total distance between leaves over all (~) pairs of leaves is given by 
f(T) = l:d(i,j). 
i<j 
Defining d( i, p) as the distance of the ith leaf from the root node P then the total 
distance of the leaves on T from the root node P is given by 
n 
h(T) = l:d(i,p). 
i=1 
Let the tree T have the subtrees TI and T2 , with leaf sets ,C(TI) and 'c(T2), and roots 
PI, P2 (Figure 2.2). Then the total distance between the leaves over all (~) pairs is 
f(T) = f(TI) + f(T2) + l: {d(i, PI) + d(j, P2) + 2}. 
Since 
l: d(i, PI) = sh(TI ), 
iE£(Tl) 
jE£(T2) 
iE£(Tl) 
jE£(T2) 
l: d(j, P2) = rh(T2)' 
iE£(Tl) 
jE£(T2) 
l: 2 = 2rs 
iE£(Tl) ; 
jE£(T2) 
where r,s are the number of leaves on subtrees TI , T2 respectively, the random variable 
f (T) for the total distance becomes 
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p 
rleaves sleaves 
Figure 2.2: Splitting the tree T on n leaves into two subtrees: T = Tl + T2 . The left 
subtree Tl has the leaf set C(Tl) with r leaves, and the root node Pl. The right subtree 
T2 has the leaf set C(T2) with s leaves, and the root node P2. 
Since f(T) is a random variable representing the total distance between all G) pairs 
of leaves then the mean total distance is 
Dn = lE[f(T)]. (2.10) 
Let a tree shape on n leaves be made up of two subtree shapes with rand s leaves 
(r + s = n) then we have 
Dn = L lE[f(T)!r, s]lPn[r, s]. 
r+s=n 
The expected value term is 
= Dr + Ds + rSfLr + rSfLs + 2rs, 
and substituting this in gives the required recursion. 0 
2.3.2 The Yule Model 
We now solve the recursion in Lemma 2 for the case where the probability distribution of 
the subtrees is that of the Yule model. We obtain an exact solution for the mean distance 
between two randomly chosen leaves (dn ). For values of dn see Table A.3 in Appendix A.2. 
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Theorem 3 Under the rooted Yule model for labelled trees on n leaves we have, for n 2: 2, 
2(n + 1) 
dn = (n _ 1) /-In - 4, (2.11) 
where /-In = 2 ~j=2 t. Asymptotically, we have 
dn - 4ln n rv C , (2.12) 
where c = 4, - 8 R:j -5.69, and, is Euler's constant. 
Proof. We first find a recursion for dn , then find the explicit solution for the recursion. 
Substituting (1.16) for JPln[r, s] in Lemma 2 then we for the expected total distance 
1 
Dn = -- ~ [Dr + Ds + rS(/-lr + /-ls + 2)] , n-1 ~ 
r,s 
r+s=n 
where /-In = 2 ~j=2 t (as in Corollary 1). Expanding the recursion out further then we 
have 
1 n-l 
Dn = n -1 ~[Dk + Dn-k + k(n - k)(/-lk +/-In-k + 2)] 
k=l 
2 n-l 2 n-l 1 
= n -1 ~ Dk + n -1 ~ k(n - k)/-ln-k + 3n (n + 1) . 
k=l k=l 
Letting f(n) = n~l ~~:i k(n- k)/-ln-k + In(n+ 1), the recursion for the total distance 
can be rewritten as 
2 n-l 
Dn = n -1 ~Dk + f(n) . 
k=l 
Substituting for the term D n , in the expression for D n+1, leads to an alternative form 
for the recursion 
( n+1) Dn+l = -n- Dn + g(n) , (2.13) 
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where g(n) = f(n + 1) - n~1 f(n) = ~ 2:~=1 kf-tk + n + 1. We now solve this recursion. 
The explicit solution for (2.13), with C an arbitrary constant, is [74, page 233] 
(
n-1 k + 1) n-2 (n-1 k + 1) 
Dn = !! -k- C + ~ k=g+1-k - g(m) + g(n -1) 
n-2 ( ) 
= n+n ~ ~ +g(n-1) 
m=2 m+ 1 
where C = 2 since D3 = 8 (2.14) 
An important term in the explicit solution is 2:~=1 kf-tk. To evaluate this, a useful 
identity [51, p. 1078] known as summation by parts, is 
n n-1 
~ ajbj = ~ A(k)(bk - bk+1) + A(n)bn , (2.15) 
j=1 k=1 
where A(k) = 2:;=1 aj. Letting aj = j and bj = f-tj gives 
n 1 1 ~ kf-tk = -2(n -l)n + 2 n (n + l)f-tn . 
k=1 
Using this expression gives for the last term of (2.14) 
g(n -1) = -(n - 2) + nf-tn-1 + n . (2.16) 
Using (2.15) and (2.16), then the second term of (2.14) is 
n-2 ( ) 
n ~ 9 m
1 
= n(n + l)f-tn - nf-tn-1 - 2n2 + n - 2. 
m=2 m + 
(2.17) 
Combining all the terms together gives the explicit solution for the total distance, 
which is related to the mean distance by dn = Dn/ G), thus giving the explicit solution for 
the mean distance between two leaves. The asymptotic result follows from the asymptotic 
expression for f-tn. 0 
2.3.3 The Uniform Model 
In [69] an exact formula for the mean distance between two leaves for unrooted trees 
satisfying the uniform model was derived. Here we derive an exact formula for the mean 
distance dn between two leaves for rooted trees, and an asymptotic result. 
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Theorem 4 Under the uniform model for rooted labelled trees on n leaves we have, for 
n ;:: 1, 
(2.18) 
Asymptotically we have 
(2.19) 
Proof. We prove the result by deriving a recursion for dn , then solving this recursion. 
Starting with the general recursion for the total distance (Lemma 2), then using (1.23) to 
substitute for JlD n [r, s], we obtain the following recursion 
Substituting Dn = (~)dn' then separating out the terms in the square brackets, leads to 
2 n-l 4 n-l 
dn = n(n -l)c L k(k - l)Ckdk + n(n -l)c L k(n - k)(Vk + l)CkCn-k . 
n k=l n k=l 
For the last term, if we substitute for Vk + 1, rewrite Ck = et) / (2(2k - 1)), then apply the 
second identity in Lemma 1 we get the value two. Therefore we have 
2 n-l 
dn = n(n _ l)c L k(k -l)Ckdk + 2 . 
n k=l 
Substituting Xn = n(n - l)cn dn , a simpler form for the recursion, 
is obtained. 
n-l 
Xn = 2 L Cn-kXk + 2n(n -l)cn , 
k=l 
This recursion has the solution Xn = (n - 1)4n - 1 so we have dn = 4n - 1 . Using the nCn 
explicit form for Cn and rearranging gives the stated explicit form for dn . The asymptotic 
result follows directly from the asymptotic result in Theorem 2. 0 
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2.3.4 Discussion 
For the Yule model the mean distance between two leaves grows as O(log(n)) while for 
the uniform model the mean distance grows as O( y'ri). These growth rates exemplify a 
general point made by Aldous [2], that almost all examples of random trees fall into two 
categories with regard to the mean distance between two leaves: those for which the mean 
distance grows as 0 (log (n ) ), and those that grow as 0 ( y'ri). The same point could be 
made for rooted trees with regard to the mean distance from the root, again exemplified 
by the Yule and uniform models. 
Let dRM(n) be the mean distance separating the root node and the most recent com-
mon ancestor (MRCA) of two randomly chosen leaves. This quantity is closely related 
to the mean distance between two leaves by the expression dRM(n) = /kn - ~dn' where 
/kn is the mean distance of a leaf from the root and dn is the mean distance between 
two leaves (see Steel and McKenzie in [68]). Substituting in the appropriate expres-
sions for the Yule model we obtain dRM(n) = (1 - ~~D/kn + 2 rv 2, where the asymp-
totic value of 2 is an upper bound. Doing likewise for the uniform model we obtain 
dRM(n) = (1 - 2~)2(Sl - 1 rv ~Fn. Thus for the uniform model the mean distance 
between the root node and the MRCA of two randomly chosen leaves increases with the 
size of the tree, while in contrast for the Yule model this mean distance has an upper 
bound of two. 
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Chapter 3 
Distribution Of Cherries For Two 
Models of Trees 
3.1 Introduction 
In this chapter we consider a simple and easily computed statistic for tree shape - namely 
the number of pairs of leaves that are adjacent to a common node. Such a pair of leaves 
we will call a cherry (see Figure 1.1). Firstly, extended Polya urn models are explained 
(Section 3.2). We then derive asymptotic normality results for the number of cherries in 
the Yule and uniform models, as well as exact results for the mean and variance (Section 
3.3). These results are used to develop statistical tests for the Yule and uniform null 
hypotheses, and the power of these tests is also calculated using the other model as an 
alternative hypothesis (Section 3.4). The use of the statistical tests is illustrated with 
an application to a 34-species tree. We then consider an extension of the urn model for 
cherries, where we look at the asymptotic distribution of triplets - where a triplet consists 
of a cherry and a leaf that are adjacent to a common node (Section 3.5). 
3.2 Extended Polya Urn (EPU) Models 
In this section we review a recent central limit theorem concerning a general type of urn 
model, which will be useful for describing the asymptotic distribution of cherries. 
Suppose an urn contains p types of balls. If a ball of the ith type (i E {1, ... ,p}) is 
drawn from the urn then it is returned, along with Aj balls of the jth type. Aij can be 
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negative, this corresponding to the removal of balls from the urn. Models with Aii 2': 0 
(and commonly Aij 2': 0) are referred to as generalized Polya urn (GPU) models [7, 8J. 
Allowing for Aii to be negative, but requiring the number of balls returned each time to 
be a positive constant, defines the class of extended Polya urn (EPU) models [9, 66J. 
For both classes of urn models a number of asymptotic normality results exist, but in 
this paper we need only consider some specific asymptotic results for the EPU model, as 
follows [9, 66J. 
Theorem 5 [9) 66J Let A = [AijJ be the generating matrix for an EPU model) with 
principal eigenvalue AI. Let v be the left eigenvector of A corresponding to A1) where the 
entries Vi add up to one. Also let Zin denote the number of balls of type i in the urn after 
n draws) where i = 1,2, ... ,po For p = 2 suppose that: 
(i) A has constant row sums) where the constant is positive) 
(ii) Al is positive) simple) and has a strictly positive left eigenvector v) 
(iii) 2A < A1 for the non-principal eigenvalue A; 
then n-1/2(Zln - nA1vl) has asymptotically a normal distribution with mean of zero. 
Furthermore) for p > 2) suppose in addition: 
(iv) 2Re(A) < A1 for all non-principal eigenvalues -\ 
(v) all complex eigenvalues are simple) and no two distinct complex eigenvalues have the 
same real part) except for conjugate pairs) 
(vi) all eigenvectors are linearly independent; 
then n-1/2(Zln - nA1v1, Z2n - nA1v2,"" Z(p-1)n - nA1V(p_1)) has asymptotically a joint 
normal distribution with mean of zero. 
3.3 Probability Distribution for Cherries 
In this section we find the probability distribution for cherries under the rooted Yule 
model, and the unrooted uniform model. Throughout we use Cn as a random variable for 
the number of cherries on a tree on n leaves, and define P~ = P[Cn = kJ. 
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3.3.1 Yule Model 
In the following lemma we state a recursion for the probability distribution for the number 
of cherries. This lemma was implicit in Steel and Penny [69]' but without formal proof. 
Lemma 3 Let P~ be the probability that a binary tree on n leaves has k cherries. Under 
the Yule model (rooted or un rooted) we have the recursion, for n ~ 4, 
P k = [1- 2(k - 1)] pk-l 2kpk n+l n + n' n n (3.1) 
For the rooted Yule model we have the initial values pI = 2/3, pi = 1/3, while for the 
unrooted Yule model we have p2 = 0, pi = 1. 
Proof. By the law of total probability, if {Bl' B 2 } form a partition of the events that 
are a precursor to the event A then JPl[AJ = JPl[A j BIJJPl[BIJ + JPl[A j B2]JPl[B2J. Let A be the 
event that a tree on n + 1 leaves has k cherries. Let B l , B2 be the events that the tree on 
n leaves has k, k - 1 cherries respectively. We have JPl[BIJ = P~ and JPl[B2J = p~-l. If an 
edge is attached to a tree on n leaves then it can either (i) attach to a pendant edge that 
is part of a cherry, leaving the number of cherries unchanged or (ii) attach to some other 
pendant edge, increasing the number of cherries by one. Hence we have JPl[AjBIJ = ~ 
and JPl[AjB2J = 1- 2(k;1). Combining all the terms gives the recursion. The initial values 
follow from the probabilities of the rooted and unrooted tree shapes on four leaves. 0 
Using this lemma we find the mean and standard deviation for the number of cherries 
under the Yule model, as follows. 
Theorem 6 !69j Let /1n be the mean number of cherries for a rooted binary tree on n 
leaves, and 0"; be the variance for the number of cherries. Under the Yule distribution we 
have the recursions, for n ~ 2: 
2 
/1n+1 = 1 + /1n(l - -); 
n 
which may be solved exactly to give 
2 2 4 2 ( 2 
0" 1 = 0" (1- -) + -/1n 1- -/1n) 
n+ n n n n 
n 
II. = - (n > 3)' ,n 3 -, 2 2n O"n = 45 (n ~ 5). 
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Proof. The proof relies on the following recursion for the probability generating function 
for Cn under the Yule model. Let Pn(x) := 2:k21 p~xk. Then, from Lemma 3 we have 
the recursion, for n ~ 4: 
2x d 
Pn+1(x) = xPn(x) + -(1- x)-d Pn(x). 
n x 
(3.2) 
From this the recursions for the mean and variance follow directly by the usual techniques 
(noting that J-Ln = d~Pn(x)lx=l and 0";' = ~Pn(X)lx=l + J-Ln - J-L;). The stated explicit 
formulas for the mean and variance can then be verified by induction on n. 0 
The asymptotic probability distribution for the number of cherries in the Yule model 
may be found by realizing the process of cherry formation in an EPU model. Let the 
pendant edges that are part of a cherry be represented by black balls, and the rest of 
the pendant edges be represented by white balls. The number of cherries is then half the 
number of black balls, and the total number of pendant edges is equal to the number of 
black and white balls. 
The following urn scheme generates a probability distribution for the number of black 
balls that is equal to the probability distribution for the number of pendant edges that 
are part of some cherry. Starting with a rooted binary tree with two leaves, put two black 
balls into an empty urn. Select a ball at random from the urn, then return it. If the ball 
selected was black then put in a white ball. If the ball selected was white then put in two 
black balls, and take out a white ball. Repeat the process of random selection, and the 
addition or removal of balls n - 2 times, until there are n balls in the urn. 
The generating matrix for this urn scheme is 
where balls of type one are black, and those of type two are white. 
The eigenvalues of A are the principal eigenvalue ),1 = 1, and ),2 = -2. For the princi-
pal eigenvalue the left eigenvector, for which the entries add up to one, is v = (2/3 1/3)T. 
The conditions for the EPU model asymptotic results to apply in Theorem 5 are clearly 
satisfied so 
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where N(/-l, (]"2) is a normal distribution with mean /-l and variance (]"2. 
Substituting Zln = 2Cn gives 
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Using Theorem 6 the value of the constant c can be identified giving the following 
result. 
Corollary 2 For the Yule model on rooted trees 
3.3.2 Uniform Model 
Theorem 7 [69, 40, 'ill Let /-In be the mean for Cn for an un rooted binary tree on n 
leaves, and (]"~ be the variance for Cn. Under the uniform model, for n 2::: 4, 
(aJ 
n!(n - 2)!(n - 4)!2n - 2k 
P[Cn = k] = (n _ 2k)!(2n _ 4)!k!(k _ 2)!' k 2::: 2 
(bJ 
n(n - 1) n 
/-In = 2(2n _ 5) f'-.J 4; 
2 n(n-1)(n-4)(n-5) n (]" = f'-.J-
n 2(2n - 5)2(2n - 7) 16 
Proof. Part (a) is due to Hendy and Penny [40]' while the first part of (b) appears in 
Steel and Penny [69]. For the second (variance) part of (b) we note from Steel [71] that 
the pth cumulative moment of Cn is 2s?2~=;?!!(~~;!)! (see equation (1.2) for the!! notation) 
and thus, 
2 n(n-1)(n-2)(n-3) 2 
(]" n = 22 (2n _ 5) (2n _ 7) + /-In - /-In' 
Rearranging this last equation gives the result. 0 
The asymptotic probability distribution for the number of cherries in the uniform 
model may be found by an extension of the urn scheme for the Yule model. As before, 
let pendant edges that are part of cherries be represented by black balls and the other 
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pendant edges by white balls. In addition, let the internal edges be represented by red 
balls. 
The uniform model, with regard to the number of cherries, is equivalent to the following 
urn scheme. Starting with an unrooted binary tree with four leaves, put four black balls 
and one red ball into an empty urn. Select a ball at random from the urn, then return it. 
If the ball selected was black then put in a white ball and a red ball. If the ball selected 
was white then put in two black balls, take out a white ball, and put in a red ball. If 
the ball selected was red then put in a white ball and a red ball. Repeat the process of 
random selection, and the addition or removal of balls n - 4 times, until there are n balls 
in the urn. 
The generating matrix for this urn scheme is 
where balls of type one are black, type two are white, and type three are red. 
The eigenvalues of A are -2, ° and the principal eigenvalue Ai = 2. For the principal 
eigenvalue the left eigenvector of A, for which the entries add up to one, is v = (1/4 1/4 1/2f. 
The conditions for the EPU model asymptotic results to apply in Theorem 5 are clearly 
satisfied so 
Substituting Zln = 2Cn gives 
Cn - n/4 -t N(O, 1). 
y'cn/4 
Using Theorem 7 the value of the constant c can be identified, giving the following 
result. 
Corollary 3 For the uniform model on unmated trees 
en - n/4 -t N(O 1). 
y'n/16 ' 
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3.3.3 Rooted and Unrooted Trees 
The Yule and uniform models, as stochastic processes involving random edge addition, can 
apply to both rooted and unrooted trees. In the Yule model an edge is added uniformly 
and randomly to a pendant edge, while in the uniform model an edge is added uniformly 
and randomly to any edge (allowing a 'ghost' edge at the root in the rooted case). For 
the process of generating leaf-labelled trees two possible schemes are to add taxa in either 
fixed order or uniformly randomly. For the Yule model the taxa must be added uniformly 
randomly in order to generate the correct probability distribution on leaf-labelled trees, 
while for the uniform model either scheme can be used. 
We have so far only considered the cherry distribution for the Yule process on rooted 
trees and the uniform process on unrooted trees. How does the cherry distribution change 
if rooted trees are "unrooted" by suppressing the root, or if unrooted trees are "rooted" 
by the introduction of a root? A related question is what is the cherry distribution for the 
Yule process on unrooted trees, and the uniform process on rooted trees? 
Consider firstly the unrooting of a rooted tree. Let T be a rooted tree on n leaves, 
with the number of cherries given by the random variable Cn. If the (degree 2) root of 
T is suppressed then the number of cherries (C~) either remains the same, or increases 
by one; the latter occurs precisely when the tree shape has the generic shape shown in 
Figure 3.1. Let Dn = C~ - Cn E {O,l}. We have the following lemma for Dn. 
T T* 
Figure 3.1: Rooted binary tree T for which the associated unrooted tree T* has one more 
cherry. The tree T has n leaves, and the subtree T has n - 2 leaves. 
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Lemma 4 
(i) For the Yule model on rooted trees 
lim JPl[Dn = 1] = 0 . 
n->oo 
(ii) For the uniform model on rooted trees 
lim JPl[Dn = 1] = 1/4 . 
n->oo 
Proof. Dn equals one precisely when the rooted tree shape is as shown in Figure 3.1. 
For the Yule model, two applications of the recursive formula for tree probabilities (1.14) 
gives 
4 4 
JPl[Dn = 1] = (n -l)(n _ 2) 2:JPl[T] = (n -l)(n - 2) , 
T 
where the summation is over all subtree shapes T on n - 2 leaves. Taking the limit gives 
the required result. For part (b), there are (2n - 3)!! possible leaf-labelled rooted trees on 
n leaves. Of these n(n - 1)(2n - 7)!! have the shape shown in Figure 3.1. Therefore 
JPl[Dn = 1] = n(n - 1)(2n - 7)! = n(n - 1) , 
(2n - 3)!! (2n - 3)(2n - 5) 
and taking the limit gives the required result for the uniform model. 0 
If an unrooted tree is rooted by subdividing some edge, then the number of cherries 
either remains the same or decreases by one; the latter occurs precisely when the tree is 
rooted on an edge that is part of a cherry. Since rooting or unrooting a tree changes the 
number of cherries by a maximum of one the asymptotic probability distribution for the 
number of cherries will remain unchanged. 
Furthermore, the Yule and uniform processes can apply on both rooted and unrooted 
trees. For both processes the generating matrix for the corresponding EPU model is the 
same in the rooted and unrooted cases. Therefore, the asymptotic probability distribution 
for the number of cherries is the same for the rooted and unrooted versions of the Yule 
and uniform processes. 
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3.4 Statistical Tests 
3.4.1 The Yule Model Null Hypothesis 
The Yule model can be used as a simple null hypothesis to explore patterns in phylogenetic 
trees. A simple two-tailed test of the Yule null hypothesis, for a given tree, can be made 
based on the number of cherries in the tree. If the number of cherries is below some lower 
critical value, or above some upper critical value, then the Yule null hypothesis is rejected. 
For small n, the recursive formula of Lemma 3 may be used to calculate the rejection 
limits (Figure 3.2). For larger values of n (n.2; 20) a normal approximation is valid. In 
this case, based on Corollary 2, the rejection region for a two-sided test at the a level is 
given by 
and 
The lower and upper critical values for rejection at an a = 0.05 level are shown in 
Figure 3.3a. If the Yule model is rejected then this implies that one or more of the 
assumptions upon which it is based is invalid. Often it is assumed that the assumption 
of equal probability of speciation is the invalid assumption, but this need not be the case 
[44]. 
3.4.2 Uniform Model Null Hypothesis 
In the uniform model equal probability is assigned to each possible leaf-labelled binary tree 
on n leaves. Thus the uniform model distribution may be used to model the frequency 
of outcomes that would occur if the process of tree reconstruction did no better than 
random selection from the set of possible trees on n leaves. A test of the uniform model 
null hypothesis may be constructed based on the number of cherries in a tree. For small 
n the probability distribution given in Theorem 7 may be used to calculate the rejection 
limits (Figure 3.2b). For larger n (n.2; 20) a analysis similar to that for the Yule model, 
but based on Corollary 3, gives as the rejection region: 
and 
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The lower and upper critical values for rejection at an a = 0.05 level are shown in 
Figure 3.3b. 
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Figure 3.2: Rejection limits for small n of the Yule and uniform null hypotheses at the 
a = 0.05 level. Lower limits ('f) and upper limits (.6.) were calculated from the exact prob-
ability distribution for the number of cherries. Where no triangle is shown the rejection 
limit does not exist. 
3.4.3 Power of Tests 
The power of a test is the probability that the null hypothesis will be rejected given that 
the alternative hypothesis is true. Calculating the power of the test for the Yule null 
hypothesis against the uniform model alternative hypothesis gives 
power(n) = JP> [z < Vii/3 - rl] + JP> [z > Vii/3 + rl] , 
Similarly, the power of the test for the uniform model null hypothesis may be calculated 
against the alternative hypothesis that the Yule model is true to give 
Plotting the power, as a function of n, shows that in both cases the number of leaves 
must exceed 80 before the power of the tests rises above 0.9 (Figure 3.4). So, unless one is 
dealing with large trees, the tests lacks the power to distinguish between the two models. 
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Figure 3.3: Rejection limits for large n of the Yule and uniform null hypotheses at the 
CY = 0.05 level. The solid line represents the mean number of cherries, while the dashed 
lines are the lower and upper limits for rejection of the null hypotheses. The rejection 
limits are based upon a normal approximation which is valid for n 2: 20. 
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Figure 3.4: The power of the tests for the Yule and uniform models. The solid line is the 
power of the test for the Yule model null hypothesis against the uniform model alternative. 
The dashed line is the power of the test for the uniform model null hypothesis against the 
Yule model alternative. 
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3.4.4 An Example 
Figure 1 in [37] is a rooted phylogenetic tree for 34 species of eureptantic nemerteans 
(ribbon worms). This tree (rooted or unrooted) has 7 cherries. For the Yule model null 
hypothesis test at the a = 0.05 level the lower rejection limit is 8 cherries or less, and the 
upper rejection limit is 15 cherries or more. So for the ribbon worm tree the Yule model 
null hypothesis is rejected. For the uniform model null hypothesis test at the a = 0.05 
level the lower rejection limit is 5 cherries or less, and the upper rejection limit is 13 
cherries or more, and so the test does not reject the uniform model null hypothesis. In 
any hypothesis test, however, it is important to note that a reconstructed tree is only an 
estimate of the underlying species tree. Consequently a more refined analysis would take 
into account the uncertainty and possible biases in phylogeny reconstruction [48, 41]. 
3.5 Some Extensions 
Here we consider an extension of the EPU model for cherries. In particular we look at the 
asymptotic probability distribution for triplets, where a triplet is a cherry and a pendant 
edge adjacent to a common node. We look at both the rooted Yule model (Section 3.5.1) 
and the unrooted uniform model (Section 3.5.2). 
In the construction of the generating matrix that follows we allow for the colour of the 
balls that are added back to follow a probability distribution, in which case the number 
in the generating matrix is the expected number of balls of that colour that are added 
back [66]. We also allow the generating matrix to be nonhomogeneous, meaning that the 
matrix entries may depend on the number of draws done, but with a matrix of constants 
as the limit as the number of draws became large [10]. 
3.5.1 Triplets For the Rooted Yule Model 
Following the colouring scheme used in the urn model for cherries; let pendant edges that 
are part of cherries (but not triplets) be represented by black balls, pendant edges that are 
not part of triplets or cherries by white balls, and pendant edges that are part of triplets 
by green balls. The number of triplets is then one third of the number of green balls, and 
the total number of all coloured balls is equal to the number of leaves on the tree. 
The following urn scheme generates the appropriate probability distribution for the 
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number of triplet edges. Starting with a rooted binary tree, put two black balls in the urn. 
Select a ball at random from the urn then return it. If the ball selected was white, take 
out a white ball and put in two black balls. If the ball selected was black then take out two 
black balls and put in three green balls. If the ball selected was green then there are two 
possibilities, depending on whether the ball corresponds to a pendant edge that is part of 
a cherry or not. One third of the time four black balls should be put in and three green 
balls removed. Two thirds of the time a white balls should be put in. So, on average, if 
the ball selected was green then 2/3 white balls should be put in, 4/3 black balls put in, 
and one green ball removed. Repeat the process of random selection and addition of balls 
n - 2 time until there are n balls in the urn. 
The generating matrix for this scheme is 
(3.3) 
where balls of type one are white, those of type two are black, and those of type three are 
green. 
The eigenvalues of A are -3, -2 and the principal eigenvalue Al = 1. For the 
principal eigenvalue the left eigenvector of A for which the entries add up to one is 
v = (1/6 1/3 1/2)T. Let Tn be a random variable representing the number of triplets, 
then applying Theorem 5 we obtain the following result. 
Corollary 4 For the Yule model on rooted trees 
where kl is a constant. 
Tn - n/6 -t N(O, 1) 
y'k1n 
A similar analysis for the balls coloured white and black reveals an interesting sym-
metry. The asymptotic probability distribution for the number of pendant edges that are 
not part of a cherry or triplet is normal with mean n/6, as is the asymptotic probability 
distribution for the number of cherries that are not part of triplets. It is expected that 
the variances differ, though in all cases the variance is, asymptotically, proportional to n. 
50 CHAPTER 3. DISTRIBUTION OF CHERRIES FOR TWO MODELS OF TREES 
3.5.2 Triplets for the Unrooted Uniform Model 
As when we were dealing with cherries, the appropriate urn scheme for triplets in the 
uniform model is more complex because of the need to account for the internal edges. As 
will be shown, the relevant distinction that needs to made is between internal edges that 
are adjacent to cherries, and those that are not. Consequently, the following lemma will 
be useful in determining the generating matrix for triplets under the uniform model. 
Lemma 5 Let IP\nt(n) be the probability that a randomly selected internal edge from a 
randomly generated tree on n leaves is adjacent to a cherry. Under the uniform model on 
unrooted trees we have 
n(n -1) 
IPint(n) = 2(2n - 5)(n - 3) 
Asymptotically, we have IPint(n) = 1/4. 
Proof. For a randomly generated tree with Cn cherries the proportion of internal edges 
adjacent to a cherry is, for n ~ 5, 
Cn 
n-3 . (3.4) 
We have from from Theorem 7 that the expected number of cherries for a tree on n leaves 
is, under the uniform model, 
n(n -1) 
E[Cn] = 2(2n - 5) . 
Using this expected value in (3.4) gives IPint(n) , and from this the asymptotic result follows 
directly. 0 
In the construction of the generating matrix that follows we allow for the colour of the 
balls that are added back to follow a probability distribution, in which case the number 
in the generating matrix is the expected number of balls of that colour that are added 
back [66]. We also allow the generating matrix to be nonhomogeneous, meaning that the 
entries depend on the number of draws done, but with a constant matrix as the limit as 
the number of draws became large. The relevant theory for nonhomogeneous generating 
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matrices was developed in Bai [10], where it was shown that the asymptotic probability 
distribution for the number of balls of each colour is normal. 
Following the same colouring as was used in the previous section, let pendant edges 
that are part of cherries (but not triplets) be represented by black balls, pendant edges 
that are not part of triplets or cherries by white balls, and edges that are part of triplets 
by green balls. Furthermore, let internal edges be represented by red balls. The number of 
triplets is then one third of the number of green balls, and the total number of all coloured 
balls is equal to the number of edges of the tree. 
Starting with an unrooted binary tree with four leaves, put four black balls and one 
red ball in an urn. Select a ball at random, note the colour, then return it. When the 
ball drawn is white, black, or green the same scheme for returning balls is followed as for 
the Yule model, except that a red ball is also added to the urn in each case (representing 
the formation of another internal edge). Thus the section of the generating matrix for 
the white, black, and green balls is the same as equation (3.3), but with a column of ones 
added to account for the red balls. 
If the ball selected was red then there are two possibilities, depending on whether or 
not the internal edge the red balls represents had a cherry connected to it or not. If there 
was a cherry edge attached then two black balls should be removed, three green balls 
added, and a red ball added; otherwise a white ball and a red ball should be added. Using 
Lemma 5 then the fourth row of the generating matrix is, based on expected values, 
( 1 n(n - 1) ) [1 0 0 1] n(n -1) [0 2 3 1] 2(2n - 5)(n - 3) + 2(2n - 5)(n - 3) -
which equals 
1 n(n -1) 
[ - 2(2n - 5)(n - 3) 
-2n(n -1) 3n(n -1) 1 ]. 2(2n - 5)(n - 3) 2(2n - 5)(n - 3) 
Or asymptotically, as n becomes large, 
[3/4 -1/2 3/4 1]. 
So, asymptotically, the generating matrix is 
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A= 
-1 
o 
2 
-2 
o 1 
3 1 
2/3 4/3 -1 1 
3/4 -1/2 3/4 1 
However, because some of the entries are negative, this asymptotic generating matrix is 
of a form which does not satisfy the conditions which allow for an asymptotic analysis of the 
triplets distribution [10]. Even if we ignore that the fact that the matrix is the asymptotic 
form of a nonhomogenous matrix we run into difficulties since one of the negative elements 
is off the diagonal [66], a difficulty that cannot be removed by a relabelling of the colours. 
The best we can do is offer a conjecture, the conjecture being based on the speculation that 
theory similar to that in [10, 66] will be developed in the future. The pertinent feature of 
the asymptotic generating matrix A is that eventually the number of balls of each colour 
should go to infinity so similar results should apply (Z. Bai, personal communication). 
Calculating eigenvalues and eigenvectors we have: the principal eigenvalue of A is Al = 2, 
with left eigenvector, for which the entries add up to one of v = ( 7/40 1/10 9/40 1/2 )T. 
Following [10, 66] we have the following conjecture. 
Conjecture 1 For the uniform model on unmated trees 
where k2 is a constant. 
Tn - 3n/20 -+ N(O, 1) 
Vk2n 
Chapter 4 
Rooting an U nrooted Tree 
4.1 Introduction 
Typically, construction of an evolutionary tree for a set of species is a two stage process. 
In the first stage, using biological data of some sort, an unrooted tree is constructed. In 
the next stage the unrooted tree is rooted along some edge. Commonly this is done by 
out group comparison, but embryological or fossil data can be used as well [57]. 
However, in some circumstances an outgroup is not available, or the embryological 
or fossil data is unclear. Furthermore, the choice of outgroup can strongly influence the 
accuracy of tree reconstruction [65]. In these circumstances heuristic methods have to 
be resorted to in order to root a tree. For example, in the midpoint method, the root is 
located at the point halfway between the two leaves that are the furtherest distance apart 
[23, 72]. In another approach the root is located at a point where the mean distance to 
the species on either side is the same (for example, the program TREECON [54] uses this 
method). 
Here we present an approach for rooting a tree based on the shape of the tree and a 
simple probabilistic model for the growth of rooted trees (the Yule model). We show that 
even for large unrooted trees the approximate location of the edge that contains the root 
can be narrowed down to a small subset of edges. 
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4.2 Maximum Likelihood Method 
If a probabilistic model for the growth of evolutionary trees is assumed then the edge(s) 
which contains the root for a tree can be found by using the method of maximum likelihood. 
The probabilistic model we consider here is the Yule model, chosen for its simplicity, but 
the same general approach can be used for more sophisticated models. 
Let e be an edge of an unrooted labelled binary tree T. The conditional probability 
JPl[e I T] is the probability that the edge e contains the true root of T. Given an unrooted 
binary tree T, the method of maximum likelihood selects as its estimate of the root edge 
any edge e that maximises JPl[e I T]. We let Emax(T) denote the set of edges of T that 
maximise JPl[e I T], and we let emax(T) denote any edge in Emax(T). It is possible, for 
example when symmetry is present, that IEmax(T) I > 1, but we will show below that, for 
the Yule model, IEmax(T) I :S 3. 
For computational purposes JPl[e I T] may be expanded so that 
JPl[ I T] = JPl[e, T] 
e JPl[T] , (4.1) 
where JPl[e, T] is the probability of the labelled rooted tree obtained by rooting T on 
the edge e. For example, consider the labelled unrooted tree on 4 leaves (Figure 4.1). 
The probability of this tree (JPl[T]) is 1/3. For the interior edge, the probability of the 
corresponding labelled rooted tree is 1/9, thus the conditional probability for the interior 
edge is 1/3. For the pendant edges the probability of the corresponding labelled rooted 
trees are all1/1S, thus the conditional probability for each pendant edge is 1/6. 
A c 
1/3 
B D 
Figure 4.1: Conditional probabilities (JPl[e I T]) for the edges of a labelled unrooted tree 
on 4 leaves. 
Before we investigate the maximum likelihood probabilities for larger trees we state 
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some lemmata regarding what edges can be in Emax(T), and the size of this set. 
Lemma 6 Let edge e be an internal edge of an un rooted binary phylogenetic tree T. De-
note the four subtrees ofT adjacent to e by A, B, C, D, and let a, b, c, d respectively denote 
the number of leaves in these trees (Figure 4.2b). Let H(e) be the number of possible his-
tories for the tree rooted along edge e. Then H(e) 2: H(e') for each of the four edges e' 
incident with e precisely if both the following two inequalities hold: 
a + b 2: max{ c, d}; c + d 2: max{ a, b}. (4.2) 
Furthermore, H(e) > H(e') for all e' precisely if these two inequalities hold as strict 
inequalities. 
Proof. Without loss of generality we may represent e and e' as in Figure 4.2a. From 
(1.21) for the number of histories we have 
H(e) = (n -1)! . 
(n - l)(c + d -1) IlvEc 6(v) IlvED 6(v) IlvEF 6(v) 
(4.3) 
If the tree is rooted at the adjacent edge e' the number of histories is 
H(e') = (n - 1)!. ( ) 
(n -1)(1 + d -1) IlvEc 6(v) IlvED 6(v) IlvEF 6(v)' 4.4 
Therefore, H(e) 2: H(e') precisely if 
f 2: c. (4.5) 
Now let the tree F be split into two subtrees A and B (Figure 4.2b). Applying (4.5) 
to the edge labelled e, and then labeling in turn each adjacent edge as e', leads to the two 
4-branch inequalities. If both of the 4-branch inequalities are strict then H(e) is strictly 
larger than H(e'). 0 
Lemma 7 Any two edges in Emax(T) are adjacent. 
Proof. We will derive a contradiction by supposing that there exists two non-adjacent 
edges el, e2 in Emax(T). Under this assumption we can represent T as in Figure 4.2c, 
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where k ~ 1, and Co, Cl, ... ,Ck are all positive. For edge el to be in Emax(T) we must 
have, from Lemma 6, 
a + b ~ C + d + Cl + ... + Ck. (4.6) 
Likewise for edge e2 we must have 
C + d ~ a + b + Co + ... + Ck-l. (4.7) 
Adding (4.6) and (4.7) we get 
(4.8) 
This implies that Co = Cl = ... = Ck = 0, contradicting our original supposition, thus 
any two edges in Emax(T) must be adjacent. 0 
As we are dealing with binary trees we have the following straightforward consequence 
of Lemma 7. 
Corollary 5 IEmax(T)I :::; 3. Furthermore, if both the inequalities in (4.2) are strict, then 
I Emax(T) I = 1. 
c 
e' 
(a) (b) (c) 
Figure 4.2: Generic unrooted binary trees with subtrees A, B, 0, D, F with a, b, c, d, f 
leaves respectively. (a) With three distinguished edges (b) With four distinguished edges 
(c) A hypothetical tree with two edges el, e2 in Emax(T) that are separated by k > 1 
edges. Co, ... ,Ok denotes subtrees with Co, ... ,Ck leaves, respectively. 
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4.3 Mean Probability of Finding the True Root 
Given an unrooted labelled binary tree T let emax be the edge for which JID[e I T] is 
maximum. The probability that emax contains the true root is JID[emax I T]. If T is 
obtained by generating a rooted tree according to the Yule model, then unrooting the 
tree, let E(n) denote the mean probability that em ax contains the true root. Then, 
E(n) = ~ JID[emax I T] JID[T] , (4.9) 
where is the summation is over all labelled unrooted trees T on n leaves. For n small 
E(n) can be explicitly calculated, but for larger values E(n) has to be approximated by 
simulation. Simulated values were calculated by the formula 
(4.10) 
where Ti is a labelled unrooted binary tree on n leaves obtained by generating a rooted 
tree according to the Yule process, then unrooting it. N is the number of trees generated 
in the simulation. 
The simulation results suggest that limn--HXl E(n) >:::i 0.15 (Figure 4.3a). The five edges 
with the largest conditional probabilities for a tree are always an interior edge and the 
four edges adjacent to it. Let E5(n) denote the mean value for the sum of the five largest 
conditional probabilities for a tree. The simulations suggest that limn-->oo E5 (n) >:::i 0.58 
(Figure 4.3b). Thus, even for a large unrooted tree, the location of the root may be 
narrowed down to a small cluster of five edges, of which one is more likely than not to 
be the true root. That the asymptotic conditional probability is nonzero concurs with 
the behaviour for an analogous model, the Yule-Furry model, in which edges are added at 
random to nodes [34]. 
The asymptotic mean probability can be found by embedding the discrete process 
of rooting a tree into a continuous analogue involving 'stick breaking'. The asymptotic 
properties of this process have been previously analysed in [78]; here we are concerned 
only with comparisons involving the first two breaks of the stick. For the proof of the 
following theorem see Steel and McKenzie in [68]. 
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Figure 4.3: Simulation results for the conditional probability of edges. Two hundred 
unrooted trees were randomly generated for different values of n. The trees were produced 
by unrooting the rooted tree generated by a Yule process. The minimum and maximum 
probabilities for each simulation are represented by crosses (+), and the mean by a dot 
( • ). (a) Estimate of the mean probability that em ax contains the true root. (b) Estimate 
of the mean value for the sum of the five largest conditional probabilities for a tree. 
Theorem 8 f6B} The edge emax chosen by the method of maximum likelihood has asymp-
totic mean conditional probability of 4ln(4/3) -1 R:j 0.15. 
4.4 Lower Bound 
From the simulation results it appears that the tree for which lfD[emax I T] is smallest is 
the unrooted caterpillar tree, which is the tree shape obtained from unrooting the rooted 
comb shape (see Section 1.5.4). For the unrooted caterpillar tree lfD[emax I T] may be 
calculated exactly, and furthermore it can be shown that asymptotically this probability 
is zero. Before we do this we must determine what edge(s) are in Emax for the caterpillar 
tree. The following lemma gives the required result. 
Lemma 8 Let CTn be the unmoted caterpillar tree on n leaves. 
(i) For n even there is a single edge in Emax( CTn), and it is located at the internal edge 
where there are ~ leaves on each side. 
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~ _____ el __ -, _____ e_2 __ ~~ 
(a) (b) 
Figure 4.4: Generic unrooted caterpillars. A and B are subtrees with a, b leaves respec-
tively, where a and b sum to an even number. (a) Even number of leaves. (b) Odd number 
of leaves. 
(ii) For n odd there are two edges in Emax(CTn)J located at the two internal edges where 
there are n2l leaves on one side and ntl leaves on the other side. 
Proof. For n even, consider the generic caterpillar where the subtrees A, B have a, b 
leaves respectively (Figure 4.4a). Applying the 4-branch conditions from Lemma 6 to the 
edge labelled e gives 
b::=;a+l 
b2':a-l. 
Since a and b are integers, and their sum is even, we must have a = b = ~ - l. 
For n odd, consider the generic caterpillar tree where the subtrees A, B have a, b leaves 
respectively (Figure 4.4b). Applying the 4-branch conditions to the edge labelled el gives 
b::=;a 
b2':a-l. 
Since a and b are integers, and their sum is even, we must have a = b = n2l. By symmetry, 
applying the 4-branch conditions to the edge e2 gives the same constraints on a and b. 
Thus both el and e2 are in Emax for n odd. 0 
Theorem 9 The edgers) (emax ) chosen by the method of maximum likelihood for the 
unrooted labelled caterpillar tree on n leaves (CTn) has conditional probability: 
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n odd 
n even. 
Asymptotically, as n -+ 00, 
2~ 1 lP' [emax I CTnl rv - - r,;:; -+ 0 . 3 7r yn 
Proof. Let CTn be the labelled unrooted caterpillar tree on n leaves, with probability 
lP'[CTnl. Also let em ax be the edge(s) for which lP'[e I CTnl is maximum. For the tree CTn 
the location of the em ax edge(s) may easily be found (see Lemma 8). For n odd there are 
two emax edges, located at the two edges where there are n;-l leaves on one side and nt1 
leaves on the other side. For n even there is a single emax edge, located at the edge where 
there is ~ leaves on both sides. The probability that emax contains the true root of CTn 
is, in either case, 
lP' [ I CT 1 = lP'[emax , CTnl 
emax n lP'[CTnl' (4.11) 
Consider, firstly, the numerator of this equation. From the explicit formula of equa-
tion (1.19), involving products over nodes, it follows that 
lT1l[ CT l- {2:~1 (n-l)(n 2\)!(n23)!' n odd Jr emax , n-
2n - 1 1 
n! (n-l){(n
2
2)!}2 , n even. 
Now consider the denominator of (4.11). The unlabelled unrooted caterpillar on n 
leaves (UCTn) can only be obtained by adding edges to the four 'end' pendant edges of 
the unlabeled caterpillar on n - 1 leaves. Hence the unlabeled caterpillar probabilities 
satisfy the recursion 
where lP'[UCT5l = 1. 
Solving this recursion, then dividing by the number of labelled caterpillars on n leaves 
(1!-), gives 
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3 4n - 2 
lP[CTnJ = 16 n!(n - 1)! 
Combining the numerator and denominator terms gives the first part of the theorem. 
The second part of the theorem follows from the asymptotic equation 2~ (n/2) '" y!2/ (7m). 
D 
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Chapter 5 
The Enumeration of Compatible 
Rooted Trees 
5.1 Introduction 
By [n] we mean {1, 2, ... ,n}. Let S = {Tl' T2, ... ,Tk} be a set of labelled trees 
with leaf sets L = {C1 , C2, ... ,Cd respectively such that each Ci is a proper subset of 
[n]. The set S is said to be consistent if there exists a phylogenetic tree T such that 
71£1 = Tl, 71£2 = T2, ... , 71£k = Tk, in which case the tree T is said to be compatible 
with the set of trees S. If the trees in S are unrooted then it has been shown that the 
problem of determining whether or not there exists a compatible tree is NP-complete 
[11, 67]' which means that the problem belongs to a set of problems for which it is sus-
pected that there are no polynomial algorithms for their solution. If the trees in S are 
rooted then a solution to the problem of the existence of a compatible tree can be solved in 
polynomial time and efficient algorithms exist for the construction of the tree(s) [1, 18, 50]. 
Here we restrict ourselves to the simpler, but still illuminating case, where the set 
of trees in S are rooted, and the set L forms a partition of [n]. A set of rooted 
trees where the leaf sets form a partition is always consistent. For instance, the tree 
T = Tl + T2 + ... + Tk, where the root node has k edges connected to it, is a tree com-
patible with S in this case. Furthermore, even if T is restricted to being a binary tree, 
the set of trees are consistent. For example, one way of constructing a compatible tree 
that is binary is to start with the tree Tl then attach on to any of its edges the tree T2 
(connecting the root of T2 to Tl with an edge). Continuing attaching the remaining trees 
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Ti in this way up to the tree Tk gives a compatible tree that is binary. 
As is clear from this method of construction there is always more than one tree com-
patible with a set of trees S if the leaf sets form a partition. An example of a set of two 
rooted trees compatible with at least two trees is shown in Figure 5.1. A natural question 
to ask is just how many labelled rooted trees are there that are compatible with a set of 
labelled rooted trees with partitioned leaf sets? Previous work that dealt with unrooted 
trees suggests that there are no simple formulae for this enumeration problem [17]. We 
derive a recursive formula for the number of trees compatible with two leaf-set partitioned 
trees (Section 5.2). A program was written to evaluate the recursion and investigate some 
of its properties. Under the uniform model, we find the mean number of trees compatible 
with two leaf-set partitioned trees on rand s leaves. It was found that if both trees were 
caterpillar/symmetric then the number of compatible trees exceeds the mean number of 
compatible trees. We extend this work further, deriving a recursion for the number of 
labelled trees compatible with three leaf-set partitioned trees (Section 5.3). As will be 
shown, even for just three trees, a recursive formula for the number of compatible trees 
become unwieldy, and we show that the number of terms in such a recursion grows at the 
very least exponentially. 
4 2 5 6 738 7 3 4 2 5 6 8 
/A /A 
1 7 3 4 2 5 6 8 
Figure 5.1: Two trees compatible with the tree Tl and T2 . 
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5.2 Two Trees 
5.2.1 A Recursion 
For the case of two trees a recursive formula may be derived that gives the number of 
labelled trees compatible with both. Let the two trees be Tl = al + bl and T2 = a2 + b2 
(see Figure 5.2). We have the following proposition. 
Proposition 1 If N(Tl' T2) is the number of rooted trees compatible with Tl and T2 then 
N(Tl' T2) = N(al' a2)N(bl, b2) + N(al, b2)N(a2' bl) 
+ N(al, T2) + N(bl , T2) 
+ N(a2, Tl ) + N(b2, Tl) 
+1. (5.1) 
Proof. The recursion formula summarises the seven different ways in which the subtrees 
of Tl and T2 may be joined together to form a compatible tree. Let the root vertex of a 
compatible tree be denoted by pc. For the first term, consisting of a product, the subtrees 
in the sets {ai, a2} and {bl, b2} are on opposite sides of Pc. In the second term the subtrees 
in the sets {ai, b2} and {a2' bl } are on opposite sides of Pc. The third term arises from 
having bl on one side of Pc, while embedding al in T2 on the other side. The fourth term 
arises in a similar manner, but embedding bl in T2 instead. The fifth and sixth terms 
come about in a similar manner to the third and fourth terms, but this time involving the 
subtrees a2 and b2. The final term arises by simply having Tl on one side of Pc and T2 on 
the other side. 0 
Figure 5.2: Tree compatibility for two trees. Tree Tl has subtrees al and bl . Tree T2 has 
subtrees a2 and b2. 
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This recursion was evaluated using a program written in MATLAB to give Table 5.1. 
As can be seen from the table the number of compatible trees grows rapidly as the number 
of leaves on the trees T1 and T2 increase. For example, if the trees T1 and T2 are the 
symmetric trees on eight leaves then the number of compatible trees exceeds one million. 
Shape of T1 Shape of T2 N(T1,T2) 
1 1 1 
2 1 3 
2 2 15 
3 2 35 
3 3 105 
41 2 63 
41 3 231 
41 41 607 
41 42 575 
42 2 63 
42 3 231 
42 42 703 
81 81 531327 
81 812 359487 
812 812 416031 
812 823 308735 
823 823 1027839 
Table 5.1: Number of compatible trees for the labelled trees T1 and T2 . The symbols for 
the tree shapes follow the 'dictionary' notation (see Section 1.3.2). In this notation a tree 
shape on n leaves has the symbol ni, where i = 1 for the caterpillar shape, and i takes its 
largest value for the most symmetric tree shape. 
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5.2.2 Mean Value Under the Uniform Model 
As a simple measure of the general trend in the number of compatible trees we calculate 
the mean value of N(Tl' T2) under the uniform model. We treat Tl and T2 as random 
variables, where Tl has r leaves and T2 has s leaves (n = r + s). Before we find the mean 
value we need the following lemma (for the unrooted case see [17]). 
Lemma 9 Let t be a labelled tree on k leaves with leaf set C. The number of labelled trees 
T on n leaves such that 7[£ = t is given by 
(2n - 3)!! 
(2k - 3)!! (5.2) 
Proof. Firstly, due to exchangeability, we can assume that t has the leaf set 
C = {1, 2, ... ,k}. We now add another n - k leaf-labelled edges to form a labelled 
tree T on n leaves. The first edge, labelled k + 1 may be added in 2k - 1 places 
(allowing for a 'ghost' edge at the root). The next edge, labelled k + 2, may be added 
in 2k + 1 places. Continuing in this way, we can add n - k leaf-labelled edges in 
(2k - 1)(2k + 1) ... (2n - 3) = (2n - 3)!!/(2k - 3)!! ways, each of these representing a 
different labelled tree on n leaves. 0 
Let Nr,s be the expected value of N(Tl' T2) where Tl and T2 are randomly generated 
labelled trees on rand s leaves respectively (n = r + s). We have the following proposition. 
Proposition 2 For the uniform model 
- (2n - 3)!! 
Nr,s = (2r - 3)!! (2s - 3)!! (5.3) 
Proof. We have, by the definition of expectation, 
Nr,s = L N(Ti, Tj)JPl(Ti , Tj ) 
i,j 
where the summation is over all labelled trees Ii on r leaves and labelled trees Tj on s 
leaves. JP>(Ti' Tj ) is the probability of obtaining the particular trees Ii and Tj . We have, 
for the uniform model, JP>(Ti' Tj ) = (2r-3)!!\2S-3)!! so 
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- 1 '" NT,s = (2r _ 3)!! (28 _ 3)!! ~ N(Ti, Tj ) . 
2,) 
Breaking the summation into two parts gives 
NT,s = (2r _ 3)11\28 _ 3)!! ~~N(7i,Tj) 
2 ) 
1 L (2n-3)!! 
- (Lemma 9) 
- (2r - 3)!! (28 - 3)!! . (2r - 3)!! 
2 
(2n - 3)!! 
(2r - 3)!! (28 - 3)!! 
o 
5.2.3 Maximising the Number of Compatible Trees 
From Proposition 2, the values of rand 8 that maximise NT,s, for a given value of n (where 
n = r + 8) can be found. For n even there is a single maxima at r = 8 = n/2. For n odd 
there are two maxima: r = (n - 1)/2, 8 = (n + 1)/2 and r = (n + 1)/2, 8 = (n - 1)/2. 
Based on this, and computer simulations using the recursive formula for the number of 
compatible trees (Proposition 1), we conjecture that, for a given value of n, the maximum 
number of compatible trees results when the trees have the minimum difference in the 
number of leaves and are symmetric. This, of itself, is not that surprising. What is more 
surprising, as we shall show, is the extent to which the maximum number of compatible 
trees exceeds the mean number of compatible trees. Furthermore, as we shall also show, 
trees that are of the same size and that are both caterpillars also have a higher than 
average number of compatible trees. The simulations also suggest that having one tree a 
caterpillar, and the other symmetric, is associated with a lower than average number of 
compatible trees. 
In its most general form the recursion in Proposition 1 is quite intricate to program, and 
slow to run. However, if both Tl, T2 are caterpillars or fully symmetric then the recursion 
simplifies considerably, resulting in a much simpler and faster program. For simulations 
with just fully symmetric trees or caterpillars we used the results in the following corollary. 
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Corollary 6 If Ok, Cz are labelled caterpillar trees on k, l leaves respectively then we have 
If 8k, 8z are labelled fully symmetric trees on 2k, 21 leaves respectively then we have 
Proof. Starting with the caterpillar trees Ok, Cz then from Proposition 1 we have 
N(Tk' Tl) = N(l, 1)N(Tk-1' Tl-1) + N(l, Tl-1)N(Tk-1, 1) 
+ N(l, Tl) + N(Tk-1' Tl) 
+ N(l, Tk) + N(Tz-1' Tk) 
+1. 
Since for a tree on n leaves there is 2n - 1 places to add a labelled edge, each giving a 
different labelled tree, then we have 
N(Tk' Tz) = N(Tk-1' Tl-1) + [2(l -1) -1] + [2(k - 1) - 1] 
+ (2l- 1) + N(Tk-1, Tz) 
+ (2k -1) + N(Tz-1' Tk) 
+1, 
and simplifying this gives the required result for caterpillars. If we start with the fully 
symmetric trees 81, 82 then using Proposition 1 again we have 
N(8k,81) = N(8k-1, 81-1)N(8k-1, 8 Z- 1) + N(8k-1, 81-1)N(8k- 1, 81-1) 
+ N(8k-1, 8z) + N(8k-1, 81) 
+ N(8z-1, 8z) + N(81- 1, 8k) 
+1. 
Simplifying this give the recursion for fully symmetric trees. 0 
Using Corollary 6 we calculated the ratio of the number of compatible trees for two 
caterpillar /fully symmetric trees to the mean number of compatible trees for two trees 
with the same number of leaves. The results are shown in Table 5.2. The ratios in both 
cases seem to be going off to infinity, though at a slower rate for the caterpillar trees. 
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n Fully symmetric trees Caterpillar trees 
2 1.0 1.0 
4 1.2 1.0 
8 3.0 1.6 
16 45.4 10.8 
32 21876.8 1553.4 
64 1.05 xlOI0 9.28 x107 
Table 5.2: For two trees on n leaves, the ratio of the number of compatible trees if they 
were both fully symmetric/caterpillar trees to the mean number of compatible trees for 
two trees on n leaves. 
5.3 Three Trees 
Continuing in the same vein as the previous section, we derive a recursion for the number 
of rooted trees compatible with three trees for which the leaf-sets form a partition of [n]. 
As will be seen, the recursion for three trees is considerably more complicated than the 
recursion for two trees. Let the three trees be TI = al +bl, T2 = a2 +b2, T3 = a3 +b3. Also 
let N(TI' T2, T3) be the number of trees compatible with TI,T2, T3. We have the following 
proposition. 
Proposition 3 
where Fij (1 :s: i :s: 3, j = 0,2 : j :s: i) denotes a collection of terms for which the compatible 
trees they are counting has a left subtree containing i of the subtrees {aI, a2, a3, bl, b2, b3}J 
of which j of these are from the same tree (one of TI , T2, T3)' The right subtree of the 
compatible tree being counted contains the remaining 6 - i subtrees. The Fij are: 
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FlO = N(bl, T2, T3) + N(al, T2, T3) + N(b2, Tl , T3) 
+ N(a2, Tl, T3) + N(b3, Tl, T2) + N(a3, Tl , T2) , 
F20 = N(al, a2)N(bl , b2, T3) + N(al, b2)N(bl, a2, T3) 
+ N(al' a3)N(bl' b3, T2) + N(al' b3)N(bl , a3, T2) 
+ N(bl , a2)N(al' b2, T3) + N(bl , b2)N(al, a2, T3) 
+ N(bl , a3)N(al' b3, T2) + N(bl , b3)N(al' a3, T2) 
+ N(a2' a3)N(b2, b3, Tl) + N(a2' b3)N(b2, a3, Tl ) 
+ N(b2, a3)N(a2' b3, Tl) + N(b2, b3)N(a2' a3, Tl) , 
F30 = N(al' a2, a3)N(bl' b2, b3) + N(al' a2, b3)N(bl' b2, a3) 
+ N(al, b2, a3)N(bl, a2, b3) + N(bl, a2, a3)N(al' bl , b3) , 
F32 = N(Tl' a2)N(b2, T3) + N(Tl' b2)N(a2' T3) 
+ N(T2, al)N(bl , T3) + N(T2' bl)N(al, T3) 
+ N(T2' al)N(bl, T3) + N(T3, bl)N(T2' a2) . 
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(5.4) 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
Proof. The recursIOn summarises the 31 different ways that the subtrees 
ai, a2, a3, bl, b2, b3 may be joined together to form a tree compatible with Tl , T2, T3. Let 
Pc be the root node of such a compatible tree. For the first term FlO we have just a single 
subtree on one side of the root, while all the rest are on the other side. In F20 we have 
two subtrees on one side of Pc, of which neither is from the same tree (one of Tl, T2 , T3 ), 
while all the other subtrees are on the other side of the root. The term F22 is similar to 
F20 , but the two subtrees on one side of pc are from the same tree. The term F30 accounts 
for the trees in which there is three subtrees on one side of pc, of which no pair are from 
the same tree, while all other subtrees are on the other side of pc. The term F32 is similar 
to F30, but accounts for the trees in which of the three subtrees on one side there is a pair 
of them from the same tree. 0 
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5.4 Discussion 
For two trees a recursion with 7 terms was required, while for three trees the recursion 
had 31 terms in it. Thus, as is apparent from these two cases, the recursions for more than 
three trees are going to involve a large number of terms. This can be quantified, which 
we do here by calculating a lower bound for the number of terms. For a collection of 
more than three trees the recursion for the number of compatible trees will involve terms 
of the form Fij already given, and other terms accounting for additional combinations of 
subtrees. So if we count the number of terms in {FlO, F20, F22 ,F3o , F 32 }, where we are 
dealing with a collection of m trees, this will give a lower bound for the total number of 
terms required. Crucially we also count the number of terms in Fmo, which is the collection 
of terms for which there are m subtrees from {al' bl , ... ,am, bm} on one side of the root, 
of which none are from the same tree. 
Proposition 4 Let NT(m) be the number of terms required to recursively calculate the 
number of compatible trees for a collection of m rooted trees whose leaf sets form a partition 
of [n]. We have, for m;::: 4, 
NT(m) > 2m - l + 8m3 - 20m2 + 15m. (5.9) 
Proof. Clearly the number of terms associated with FlO is 2m, and for F22 is m. For 
the term F20 we have two subtrees not from the same tree on one side, with the rest of 
the subtrees on the other side. From 2m subtrees we can select e~) combinations of two 
subtrees at a time, of which m will be combinations in which the subtrees are from the 
same tree, thus we have e~) - m terms associated with F20 . 
For the term F30 we must have three subtrees of which none are from the same tree. 
We can select the first subtree in 2m ways, the second in 2m - 2 ways, and the third in 
2m - 4 ways, giving a total of 8m(m -l)(m - 2) ways. For the term F32 we have m ways 
of picking two subtrees so that they are from the same tree, and 2m - 2 ways of selecting 
another subtree to go with the first two, thus giving 2m( m - 1) terms associated with F32 . 
Note that for the special case of m = 3 we have m(m - 1) terms because of symmetry 
that is not present for higher values of m. 
Finally, for the term Fmo, for each subtree ai on one side of the root we must have the 
subtree bi on the other side. For each pair there is two ways that this may occur, so for 
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m pairs there is, if we disregard symmetry about the root, 2m ways. Taking into account 
symmetry about the root gives 2m - 1 terms associated with Fmo. 
Adding up all the terms associated with each Fij we have mentioned then we obtain 
the above lower bound for NT(m). D 
Calculating this lower bound then we get that, for example, NT(4) > 260 and 
NT(5) > 591, so the number of terms required in the recursions for trees on even a 
small number of leaves is large. However, the main point to be obtained from the lower 
bound is that NT (m) > 2m - I , so the number of terms required to recursively calculate 
the number of compatible trees for a collection of m leaf-set partitioned trees grows at the 
very least exponentially. 
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Chapter 6 
Maximum Agreement Subtrees 
(MASTs) 
6.1 Introduction 
Let T and T' be labelled rooted trees on n leaves. Also let S ~ [n] : lSI = s. Then t is an 
agreement subtree of T and T' if 7Js = 7J's = t for some S. If t is an agreement subtree 
for which the value of s is maximum then it is a maximum agreement subtree (MAST). 
MASTs offer a way of summarising what information a set of trees have in common 
and were introduced by Finden and Gordon [25]. Calculating a MAST for two trees can 
be achieved by a polynomial time algorithm [70], but has been shown to be a NP-hard 
problem for a set of three or more trees [5]. In this chapter we are not concerned with 
algorithms for finding a MAST, but instead our interest is in the size (number of leaves) 
of a MAST for two trees. In previous work on this problem lower bounds on the size 
of a MAST for two trees have been found for some special cases, the depth (maximum 
root node to leaf distance) of each tree being an important factor [29]. In this chapter, 
taking a different approach, we investigate the probability that the size of a MAST for 
two randomly generated binary trees exceeds a certain value. 
6.2 Upper Bound 
Here we derive an upper bound for the probability that two randomly generated trees have 
a MAST of size greater than or equal to s. In the following two sections we determine 
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this upper bound explicitly for the uniform model and recursively for the Yule model. 
For a leaf subset S and trees T and T' a useful indicator variable is Xs defined by 
{ 
1, if 1',ls = 1',l's 
Xs= 
0, otherwise. 
The number of agreement subtrees with s leaves for T and T' is then counted by 
L Xs· 
S~[nl:ISI=s 
(6.1) 
(6.2) 
A desirable quantity to know is the maximum value that s may take, this being the 
number of leaves on a MAST. Or, if the trees T and T' are randomly generated, what is 
the probability that a MAST has a size exceeding a certain value. That is, 
JED[T and T' have a MAST of size ;::: s] . (6.3) 
If the trees T and T' are randomly generated then Xs defines a class of random in-
dicator variables with (~) members, each member indexed by the subscript S. Because 
tree probabilities are invariant under leaf relabelling, as are induced subtree relationships, 
then all members of the class defined by Xs have the same probability distribution. Sim-
ilarly, for randomly generated trees, X(s) defines a class of random counting variables 
with n members, indexed by the parameter s, but the members of the class have different 
probability distributions. We now give an upper bound for (6.3). 
Theorem 10 Let T and T' be two randomly generated labelled rooted trees on n leaves. 
We have 
JED[T and T' have a MAST of size;::: s]::; (:) L JEDs[t?, 
tERB(s) 
where RB( s) is the set of labelled rooted trees on s leaves. 
Proof. The event {T and T' have a MAST of size ;::: s} is equivalent to the event 
{X(s) ;::: 1} so 
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lP[T and T' have a MAST of size 2': s] = lP[X(s) 2': 1] 
::; IE[X(s)] (Markov inequality) 
(by definition) =IE[ L Xs] 
S<;;;[n]:ISI=s 
L IE [Xs] (property of expectation) 
S~[n]:ISI=s 
L lP[Xs = 1] (indicator random variable) 
S~[n]:ISI=s 
= (: )lP[X{1,2, ... ,s} = 1]. (labelling invariance) 
Now we have, 
lP[X{1,2, ... ,s} = 1] = lPn [71{1,2, ... ,s} = 71'{1,2, ... ,s}] (by definition) 
= L lPn [71{1,2, ... ,s} = t and 71'{1,2, ... ,s} = t] (all possibilities) 
tERB(s) 
= L lP n [71{1,2, ... ,s} = t]lP n [71'{1,2, ... ,s} = t] (independence of T and T') 
tERB(s) 
= L lPn [71{1,2, ... ,s} = t]2 (T and T' have the same distribution) 
tERB(s) 
= L lPs [t]2. (sampling consistency property) 
tERB(s) 
So, upon substituting back for this term, we obtain the upper bound as stated in the 
theorem. 0 
6.2.1 Uniform Model 
We now find an analytical form for the upper bound under the uniform model. 
Corollary 7 For the uniform model on rooted trees we have 
lP[T and T' have a MAST of size 2': s] ::; (:) (2s ~ 3)!! . 
Proof. 
1 1 L lPs [t]2 = L IRB(s)1 2 (2s - 3)!! . 
tERB(s) tERB(s) 
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o 
The term for the upper bound in Corollary 7 has a simple interpretation in terms of 
expected values as we show in the following lemma. 
Lemma 10 Let T and T' be randomly generated trees under the uniform model from 
RB (n). The expected number of pairs of trees from RB (n) with agreement subtrees of size 
s is equal to 
~n,s = (:) (28 ~ 3)!! . 
Proof. Treating X(s) in equation (6.2) as a random variable, then taking expected values 
we obtain 
L lE[Xs] 
SQn]:ISI=s 
L JP>[Xs = 1] 
S~[n]:ISI=s 
= 
S~[n]:ISI=s tERB(s) 
= (:) (2s ~ 3)!! . 
o 
As we show in the following proposition, the asymptotic behaviour of ~n,s as s -t 00 
depends on the size of s relative to n. 
Proposition 5 Asymptotically, as s -t 00, with n 2': s, we have 
(i) nl, < II [ne2 ] s 
'f/n,s - Y 7r 2s2 
(ii) nl, > II [(n-s)e2 ] s 
'f/n,s - Y 7r 2s2 
As s -t 00, with n ~ e22 8 2 ,\ for some constant ,\ < 1, then ~n,s -t O. As 8 -t 00, with 
n 2': ~s2,\ for some constant ,\ 2': 1, then ~n,s -t 00. 
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Proof. We have 
( _)" _ (28 - 3)! 28 3 .. - (8 _ 2)!28 - 2 . 
Therefore 
n! (8 - 2)!28 - 2 
'lj;n 8 = --:-;----:-:- -'-;--'--:-:--
, 8!(n - 8)! (28 - 3)! 
n(n-1)(n-2) ... (n-8+1) 28 - 2 
= 8(8 - 1) (28 - 3)! 
n 8 28 - 2 
< since n(n -l)(n - 2) ... (n - 8 + 1) :::; n8 
- 8(8 - 1)(28 - 3)! 
(2n)8 
= 48(8 -1)(28 _ 3)! . (6.4) 
Asymptotic approximations and lower and upper bounds for the factorial function are 
given by (see [24]) 
(6.5) 
In particular, since e(12n+1)-1 ~ 1, then a lower bound is 
Using this lower bound in (6.4) then 
(2n)8 
'lj;n,8 :::; 48(8 _ 1)-/27f(28 _ 3)28-3+1/2 e -28+3 
1 (28 - 3)5/2 [ 2ne2 ] 8 
- 4-/27fe3 8(8 -1) (28 - 3)2 . 
For large 8 
and (28 - 3)5/2 25/2 1/2 ( ) -+ 8 . 88-1 
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So, asymptotically, an upper bound for 'l/Jn,8 is 
~ [e2n]S . V;- 282 
If the term in square brackets is less than or equal to some constant A, where A < 1, then 
this upper bound on 'l/Jn,8 goes to zero as 8 goes to infinity. This condition is satisfied 
provided 
Thus, as 8 -t 00, with n ::; ~A for some constant A < 1, then 'l/Jn,8 -t O. 
A lower bound may also be found for 'l/Jn,s' Starting with, as before, the equation for 
the mean, we have 
n(n - l)(n - 2) ... (n - 8 + 1) 28 - 2 
'l/Jn s = ---'------.:.-'------:--'-----:--'-------'- -;-----:-:-
, 8(8-1) (28-3)! 
> (n - 8 + 1)8 28- 2 since n(n -l)(n _ 2) ... (n - 8 + 1) ~ (n - 8 + 1)8 
- 8(8-1) (28-3)! 
(n - 8)8 28- 2 
> as (n-8+1Y ~ (n-8)S 
- 8(8 - 1) (28 - 3)! 
> (n - 8)8 28- 2 
- 82 (28 - 3)! since 1 > ~ 8(8 - 1) - 82 
[2(n - 8W 
482 (28 - 3)! . 
From the upper bound for the factorial function given in (6.5) it follows that 
1 
3 (28 - 3)28 e 248-36 
(28 - 3)! ::; J2;e ( )5/2 2 ' 28 - 3 e 8 
and subsequently, 
1 1 (28 - 3)5/2 e28 
-,----.,- > 2 1 (28 - 3)! - v'27fe3 (28 - 3) 8 e24s-36 
Substituting this lower bound into (6.6) then 
(6.6) 
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> 1 (2s - 3)5/2 [2(n - s)e2] s e2s 
'ljJn,s - V21f 3 2 (2 3)2 1 4 21fe s s - e24s-36 
1 (2s-3)5/2 1 [(n-s)e2]S 
4V21fe3 s2 e24S~36 (2s - 3)2 
For large s 
(2s - 3)5/2 5/2 1/2 
""""'------::-2 -'---- ---t 2 s ; 
s 
So, asymptotically, a lower bound for 'ljJn,s is 
fi[(n - s)e2] s V -; 2s2 
1 
---'-1- ---t 1 . 
e24s-36 
81 
This lower bound goes to infinity as s becomes large if the term in square brackets is 
greater than or equal to some constant A > 1. This is equivalent to the condition 
Thus, as s ---t 00, with n 2: 2:22 A for some constant A > 1, then 'ljJn,s ---t 00. 0 
The implications of this proposition are that if the number of leaves on the two trees is 
large enough (n 2: 2s2 Aj e2) then the expected number of MASTs of size s goes to infinity 
as s ---t 00 (see Lemma 10). Tying back in with Corollary 7, then if the number of leaves 
of the two trees is small enough (n ~ 2s2 Aje2) then the probability of having a MAST of 
size s or larger goes to zero as s ---t 00. 
6.2.2 Yule Model 
For the Yule model we can derive a recursion for the sum of squared probabilities that 
occur in Theorem 10. 
Proposition 6 Let RB(s) be the set of rooted labelled trees on s leaves. The summation 
Sn = L lP's [tj 2 
tERB(s) 
satisfies the recursion 
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where n ~ 2, 81 = 1 . 
If we let y(x) = I;;::='=l anxn) where an = n!8n) then we have 
y(O) = 0 y'(O) = 1 . 
Proof. We first derive the recursion, then show that y(x) satisfies the stated differential 
equation. Let t be a labelled tree on n leaves with a left subtree of t1 of size r, and a right 
subtree t2 of size n - r: 
Let the probability for the tree t on n leaves be Wn[t]. For the Yule model the labelled 
trees satisfy the recursion (1.15), which upon squaring becomes 
So for n odd the sum of squares can be expressed as 
where the leaf-labels of the trees t1, t2 form a partition of [n]. 
Separating out the (~) term gives 
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So, for n odd, the sum of the squared probabilities satisfies the recursion 
For n even the additional term for r = ~ is 
where t1, t2 each have ~ leaves for which the leaf-labels form a partition of [1, n]. Factoris-
ing out (n/2) then 
So for n even the sum of the squared probabilities satisfies the recursion 
4 '""" SrSn-r 2 1 2 
Sn = (n _ 1)2 ~ (n) + (n _ 1)2 ( n ) Sn/2 . 
r<n/2 r n/2 
The recursions for n odd and n even may be combined to give 
where n ~ 2, Sl = 1. 
Letting an = n!Sn allows the recursion to be rewritten in the simpler form 
(6.7) 
We now show that the generating function for the coefficients an satisfies a second 
order ordinary differential equation. Let the generating function for the coefficients an be 
00 
y(x) = 2:= anxn . 
n=l 
84 CHAPTER 6. MAXIMUM AGREEMENT SUBTREES (MASTS) 
From the generating function we have 
Rewriting (6.7) gives 
00 
00 L nanxn = xy/(x) , 
n=l 
L n2anXn = x 2y"(X) + xy/(X) . 
n=l 
n-l ~[n2 - 2n + l]an = L aran- r . 
r=l 
Multiplying both sides by xn then summing over n gives 
(6.8) 
(6.9) 
Recognising the right-hand side as y(x)2 and using the relationships (6.8), (6.9) then 
1 1 1 
-x2y"(x) - -2 xy'(x) + -y(x) = y(x)2 . 
.
Multiplying both sides by two, and setting appropriate initial conditions, gives us the 
second-order, non-linear differential equation satisfied by the generating function 
y(O) = 0 y/ (0) = 1 . 
o 
Chapter 7 
The Entropy of Probability 
Models 
7 .1 Introduction 
Entropy, in the mathematical sense we define in the next section, had its origin in statis-
tical physics. Its uses since then have been expanded by the development of information 
theory, where entropy has centre place. The concept of entropy now has widespread use 
in communication theory, computer science, and statistics [19]. 
Its use in biology, while leading to some interesting developments, has been more 
limited and seems not to have yielded any deep insights so far. Some early work used 
entropy as a measure of ecological diversity, where a population has high diversity if it 
has a large number of species and the number of each species is about the same [55]. 
Later work has looked at applications to molecular biology (especially the DNA code), 
and attempts have been made to integrate evolutionary and ecological theory into an 
information theory framework [12, 77]. 
In this chapter we calculate exact and asymptotic formulae for the entropy under the 
comb, uniform and Yule models on labelled rooted trees. Comparing the entropies reveals 
that the entropy for the Yule model is just under that for the uniform model, while the 
entropy for the comb model is less than both. 
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7.2 Entropy 
The information content of an event E is 
I(E) = -log P(E) , 
where the units are bits if the logarithm is taken to base 2, and nats or nits if the base used 
is e. It follows from this definition that if an event has low probability then it has high 
information content, the so called 'surprise' interpretation of information [6, pp. 93-94] 
Let X be a discrete random variable that can take the values {Xl,X2,'" ,xm}, with 
associated probabilities {Pl,P2,' .. ,Pm}, and information {I(Xl)' I(x2), . .. ,I(xm)}. Then 
the entropy (Jr) of X is the mean information: 
m 
Jr = lE[I(X)] = - 2:Pj logpj . 
j=l 
(7.1) 
Let T be a random variable whose values are labelled rooted tree on n leaves generated 
under some random model (e.g. comb, uniform, or Yule). We define Jrn to be the entropy 
of T. 
7.3 The Comb Model 
Let T be a labelled rooted tree generated under the comb model. 
Theorem 11 The entropy of T is 
Jrn = log(n!) - log(2) . 
Asymptotically we have 
1 Jrn - nlog(n) + n rv -2"log(n) , 
where the logarithm is to base e. 
Proof. Under the comb model the caterpillar shape has probability one, and each associ-
ated labelled tree has probability Pi = 2/n!. Substituting for Pi in equation (7.1) gives the 
stated formula for the entropy. The asymptotic result follows from Stirling's asymptotic 
formula for the factorial [51, p. 1067]. D 
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7.4 The Uniform Model 
Let T be a random variable representing a labelled rooted tree on n leaves generated by 
the uniform model. Let RB (n) be the set of all possible such trees on n leaves, where the 
probability of the ith tree in the set is denoted by Pi. 
Theorem 12 The entropy of T is 
,]Tn = log IRB(n)1 = log(2n - 3)!! . 
Asymptotically we have 
,]Tn - nlog(n) + qn ('..) -log(n) , 
where q = 1 - log(2) R;j 0.307, and the logarithm is to base e throughout. 
Proof. The entropy of T is 
IRB(n)1 
,]Tn = - L Pi log Pi 
i=l 
IRB(n)1 
= - L IR.i(n) I log IR.i(n) I 
i=l 
= log IRB(n)1 = log(2n - 3)!! . 
(uniform model) 
For the asymptotic approximation first note that 
(2n - 3)! 
IRB(n)1 = (n _ 2)!2n-2 . 
Thus we have 
log(IRB(n)1) = log(2n - 3)! -log(n - 2)! - (n - 2) log(2) . 
Using Stirling's asymptotic approximation [51, p. 1067], 
1 1 
log(x!) - x log(x) + x - "2log(x) ('..) "2log(27f) , 
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and retaining the higher order terms gives the required asymptotic result for the entropy. 
o 
Note that the entropy obtained under the uniform model is the maximum possible 
entropy for a discrete probability distribution on IRB(n)1 states [6, p. 97]. The minimum 
entropy (of zero) is obtained when one labelled tree has a probability of one, while all the 
other labelled trees have probability of zero. 
7.5 The Yule Model 
Before we embark on calculating the entropy for the Yule model we prove the following 
lemma which will simplify a number of summations we will be required to do. 
Lemma 11 Let tl, t2 be leaf-labelled trees on rand n - r leaves respectively, where the 
leaf sets C(tl) and C(t2) form a partition of [n]. If F and G are arbitrary functions then 
we have the identity 
(i) L F(p~~))G(p~~-r)) = (~) L F(p~~)) L G(p~~-r)) , 
tl h £(tl)E[I,r] £(t2)E[r+1,n] 
and when F and G are the identity functions we have 
Proof. Part (i) follows from invariance of tree probabilities under relabelling. Since tree 
probabilities sum to one, then when F and G are the identity functions we get part (ii). 
o 
Theorem 13 Let T be a random variable representing a labelled rooted tree on n leaves 
generated by the Yule model. Let the entropy ofT be Jrn . We have the recursion for n 2:: 3 : 
n -1 2 n-I 1 n-I (n) 
Jrn = log -2 - + n _ 1 L Jk + n _ 1 L log k ' 
k=1 k=1 
This recursion has the explicit solution for n 2:: 3 : 
n-I g(k) 
Jrn = n L k + 1 ' 
k=2 
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where g(k) = l"kk log k21 + log ~ + log(k + 1) - -k log k! . Asymptotically we have 
1 I n - nlog(n) + C1n rv -"2log(n) , 
where C! = log(2)log(1~~) + log(9)log(7/10) + 2 Li2(7/4) - 2 Li2(5/2) -1 R:j 0.493, and 
Li2 (x) = It l~~: dt, with the logarithm taken to base e throughout. 
Proof. We first derive separate recursions for ]"n for n odd and n even. We then combine 
these separate recursions into a single recursion, which we solve to get the explicit solution. 
Starting from the basic definition of entropy, then as before we have 
IRB(n)1 
]" = _ '" p(n) logp(n) 
n L...J ti ti' (7.2) 
i=l 
A useful shorthand notation, valid for n odd, is 
L=LL 
all trees r< -ll' tl h 
where r is a positive integer, t1, t2 are labelled trees on rand n - r leaves respectively, 
and the leaf-labels of hand t2 form a partition of [n]. 
Substituting in (7.2) using the recursive formula (1.15) for probabilities under the Yule 
model gives 
]" _ _ L _2 (n) -1 (r) (n-r) 1 {_2_ (n) -1 (r) (n-r)} 
n - 1 Ptl Pt2 og 1 Ptl Pt2 n- r n- r 
all trees 
(7.3) 
Expanding out the log term and factorising the n - 1 term gives 
]" -~{ L (n)-l (r) (n-r) 1 _2 + L (n)-l (r) (n-r) 1 (n)-l 
n - 1 r Ptl Pt2 og n-1 r Ptl Pt2 og r n-
all trees all trees 
+ '" (n)-l (r) (n-r) 1 (r) + '" (n)-l (r) (n-r) 1 (n-r)} L...J r Ptl Pt2 og Ptl L...J r Ptl Pt2 og Pt2 . 
all trees all trees 
Or in a more compact form 
(7.4) 
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For the separate terms A, B, C, D we have 
A-I _2_ " (n)-1 (r) (n-r) 
- og 1 ~ Ptl Pt2 n- r 
all trees 
-1 2" (n) -1" (r) (n-r) 
- og --1 ~ ~Ptl Pt2 n- r 
r<I!: tl.t2 
2 
1 2 
= 2(n -1) log n-l (Lemma 11) , 
B = " (n) -1 (r) (n-r) 10 (n)-1 ~ r Ptl Pt2 g r 
all trees 
= " (n) -11 (n) -1" (r) (n-r) ~ r og r ~ Ptl Pt2 
r<~ 
= L log (~)-1 (Lemma 11) , 
r<~ 
c - " (n)-1 (r) (n-r) 1 (r) 
- ~ r Ptl Pt2 ogPtl 
all trees 
= L L p~~) logp~~) 
Likewise, using symmetry, 
r<~ L:(tl)E[I,r] 
D = - L Jrn - r (T) . 
r<~ 
Combining these terms back together in (7.4) gives 
(Lemma 11) 
Jrn = log n;-1 + n:l L [Jrr + Jrn - r + log (~) ] 
r<~ 
7.5. THE YULE MODEL 91 
In fact 
n-l 
L [Jfr + Jfn - r ] = L Jfr + L Jfr = LJfr , 
r<~ r<~ k=l 
and similarly 
1 n-l L log (~) = 2 Llog (~) . 
r<~ k=l 
So for n odd the entropy is given by the following recursion 
n -1 2 n-l 1 n-l (n) 
Jfn =log-2-+ n_1 LJfk + n_1 Llog k . 
k=l k=l 
(7.5) 
For n even an additional term Jfe is added to the right-hand side of (7.3): 
Jf __ !LL_2_(n)-1 (r) (n-r)l {_2_(n)-1 (r) (n-r)} 
e - 2 1 Ptl Pt2 og 1 Ptl Pt2 ' n- r n- r 
r=% h,t2 
where the factor of 1/2 takes into account symmetry. Expanding out the log term and 
factorising the parts that depend only on n gives 
Using Lemma 11 repeatedly gives 
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Identifying the summation terms as entropy terms gives as the additional part for n even 
1 n-1 2 1 (n) 
]e= n_1 10g -2-+ n_1]n/2+ n_1 10g n/2 . 
So for n eve!). we have 
]n = log n:21 + n:l L []r + ]n-r + log (~)] +]e . 
n 
r<"2 
Since this equation is the same as (7.5) when n is even then we have 
1 2 n-l 1 n-l () 
]n = log n; + n -1 L]k + n -1 Llog ~ 
k=l k=l 
n odd or even. 
We now solve this recursion. Let f(n) = log n:21 + n~l I:k:i log G) then the recursion 
can be written as 
2 n-l 
]n = n -1 L]k + f(n) . 
k=l 
Substituting for the term ]n, in the expression for ]n+l, leads to the form 
where 
n+1 
]n+l = --]n + g(n) , 
n 
n-1 
g(n) = f(n + 1) - -f(n) 
n 
1-n n-1 n 1 
= --log -- + log - + log(n + 1) - -logn! . 
n 2 2 n 
The explicit solution to this is [74, p. 233] 
(
n-l k + 1) n-2 ( n-l k + 1) 
]n = g -k- C + ~ k=q+l-k- g(m) + g(n - 1) 
n-l g(m) 
=nL m+1 
m=2 
where C = 0 since ]3 = log 3 . (7.6) 
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An asymptotic approximation to the explicit formula is obtained by deriving an exact 
formula for one of the terms in the summation, and using integral approximations for the 
rest. The log function is taken to base e for all the integral approximations. Firstly, the 
summation in the explicit formula can be expanded as 
~ g(k) = -1 (2) ~ 1 ~ log(k + 1) ~ log(k) ~ k + 1 og ~ k( k + 1) + ~ k + 1 + ~ k + 1 
~ [log(k -1) _ log(k -1)] ~ log k! +~ k(k+1) k+1 +~k(k+1) k=2 k=2 (7.7) 
For the first term in (7.7) we have the exact result 
n-l 1 (1 1) 
-log(2) ~ k(k + 1) = -:;; - 2" log(2). 
For the second term we use the integral approximation 
I: log(k + 1) ~ r+1/2 log(x)dx . 
k=2 k + 1 JS/2 x 
Likewise for the third term 
I: log(k) ~ r-1/ 2 log(x)dx . 
k=2 k + 1 J3/2 x + 1 
Rewriting the fourth term and using an integral approximation gives 
I: [lOg(k -1) _ log(k -1)] ~ r-l/2log(x)dx _ 2 r-3/ 2log(x) _ .!.log(n -1) . 
k=2 k(k+1) k+1 J3/2 x+1 J3/2 x+2 n 
Expanding out the log k! term in the fifth term, and changing the order of summation 
gives 
~ logk! = ~ log(i) -.!.l ( -1)' ~ k(k + 1) ~ i n og n .. 
k=2 i=2 
94 CHAPTER 7. THE ENTROPY OF PROBABILITY MODELS 
Using an integral approximation for the summation term on the right-hand side, and an 
asymptotic approximation for the factorial, then we have for the fifth term 
n-l log k! 1 1 In-l/2log(x)dx 
- L ~ log(n -1) - -log(n -1) -1 + -[2 + 10g(27f)]- . 
k=2 k(k + 1) 2n 2n 3/2 x 
Substituting the five approximation terms into (7.6), then retaining only the higher order 
terms, gives the required asymptotic approximation. 0 
7.6 Discussion 
It is interesting to compare the entropy of the comb and Yule models to that of the 
uniform, remembering that the entropy for the uniform model is the maximum possible 
for a discrete probability distribution. The entropy of the Yule model is in fact just under 
that for the uniform model, while the entropy of the comb model is distinctly less than 
the Yule model (Figure 7.1). This uniform-like behaviour of the Yule model is not entirely 
unexpected. In the Yule model labelled trees are given probability uniformly over a given 
tree shape, so a large element of uniformity is still present. In addition, this uniform 
element increases as n increases. For example, the fully symmetric tree shape on n = 2k 
leaves has the least number oflabelled trees associated with it of all tree shapes (n!/2n - 1), 
but this number still grows rapidly with n. Asymptotically the comb, Yule and uniform 
models all have an entropy of n loge ( n ), indicating that the aspect of uniformity present 
in the labelling of trees dominates for large n. Interpreting the entropy as the mean 
information, then specifying that the tree probabilities follow a Yule distribution leads to 
little decrease in the mean information compared to the uniform model. 
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Figure 7.1: Entropy for the uniform model (dashed line) , Yule model (solid line), and 
comb model (dotted line). 
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Chapter 8 
Group Elimination 
8.1 Introduction 
In this chapter we introduce and investigate a property of probability distributions on 
rooted trees called group elimination, of which a special case is the sampling consistency 
property. First we introduce some motivation and terminology for this property (Sec-
tion 8.2). Next we determine the type and structure of the equations implied by group 
elimination (Section 8.3). We then show that the comb, uniform, and Yule models satisfy 
the group elimination property (Section 8.4). An unresolved conjecture is that these are 
the only three models that satisfy group elimination. Lastly, we show that if a probability 
distribution on trees satisfies sampling consistency then there is an upper bound for the 
probability of the fully symmetric tree shapes (Section 8.5). 
8.2 Motivation and Terminology 
The property of group elimination for probability distributions on rooted trees was intro-
duced by Aldous by analogy with the mathematical theory for neutral population genetics 
[4]. Neutral population genetics is concerned with changes in allele (different versions of 
a gene) frequency that are due to random effects, as opposed to changes in allele fre-
quency due to selection effects. A fundamental formula in neutral population genetics, 
with mutation included, is the Ewans sampling formula for the probability distribution of 
the number and types of alleles in a sample. This formula satisfies the familiar property 
of exchangeability and the less familiar property of group elimination. Transporting the 
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scene to that of macroevolution, Aldous suggested that by analogy a neutral stochastic 
model for evolutionary trees should also satisfy these properties. We now give a formal 
definition of the group elimination property. 
Recall that if a set of leaves are the only descendants of some internal node then we 
say that they form a group (also called a clade or cluster). Let T be a random variable 
that can take as its value any labelled rooted tree on n leaves, and suppose t is a particular 
labelled rooted tree on k leaves. A probability distribution on labelled rooted trees has 
the group elimination property if 
JP>n[71{1,2, ... k} = t I {k + 1, k + 2, ... , n} is a group on T] = JP>dt] V n, k, t: k < n . 
(8.1) 
A related property, which we show later to be a special case of group elimination, is 
sampling consistency. A probability distribution on labelled rooted trees has the sampling 
consistency property if 
JP>n[71{1,2, ... ,n-l} = t] = JP>n-l[t] , (8.2) 
where t is a labelled tree on n - 1 leaves. 
8.3 Some Elaboration 
In this section we expand on the basic definition of group elimination given in (8.1). More 
specifically, if tree probabilities satisfy group elimination and exchangeability we show that 
this implies that they satisfy a set of linear and quadratic equations. First some further 
definitions. Let P~ be the probability of the jth tree shape on n leaves, where the tree 
shape has symmetry index OJ (refer back to Figure 1.2). Suppose t% is a particular labelled 
tree on k leaves with shape q, then let N~(k, to be the number of labelled trees on n leaves 
with the jth shape for which {k + 1, k + 2, ... ,n} form a group and 7l{1,2, ... ,k} = t%. Also, 
let N~ (k) be the number of labelled trees on n leaves with the jth tree shape for which 
{k + 1, k + 2, ... ,n} form a group. 
Firstly, using basic conditional probability, we can rewrite the group elimination prop-
erty as 
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JPln [ 71{1,2, ... ,k} = t and {k + 1, k + 2, ... ,n} is a group] = 
JPlk[t] JPln [ {k + 1, k + 2, ... ,n} is a group]. (8.3) 
We can rewrite the left-hand side of (8.3) as 
S(n). 20'j. I: N1Jk,tk)-, Ph, 
n. j=l 
where S(n) is the number of tree shapes on n leaves. The right-hand side is 
20' pq S(n) 20" 
_q _k " Nj(k)_J pj 
k! L...J n n! n' j=l 
(8.4) 
(8.5) 
When we use (8.4) and (8.5) in (8.3) we get the following set of equations for the tree 
shape probabilities P~. 
S(n). 20'j. 20'qpq S(n) . 20'j . 
I:N~(k,tk)-, Ph = -k' k I:N~(k)-, Ph \In,k,q: k < n, q = 1,2, ... ,S(k) . 
. 1 n. '. 1 n. J= J= 
To further emphasise the structure of the equations we substitute L~ = 20'( P~, the prob-
n. 
ability of a labelled tree on n leaves with shape j, to obtain 
S(n) S(n) 
I: N~(k, tk)L~ = L'k I: N~(k)L~ \In, k, q: k < n, q = 1,2, ... ,S(k) . (8.6) 
j=l j=l 
We do not need to add separately the condition that the terms L'k must sum to one. This 
is because this condition is implicit in the group elimination equations, as we show in the 
following lemma. 
Lemma 12 The group elimination equations (8.6) are a sufficient condition for the terms 
L'k to sum to one. 
Proof. From the group elimination equations we have 
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Summing both sides over all labelled trees tk E RB(k) then we have 
o 
We now mention some generalities regarding the number of equations at the nth level. 
Firstly, the equations make no constraints on the tree shape probabilities for n = 2,3. 
Since there is only one tree shape for either n = 2 or n = 3 we assign these tree shapes 
probability one, then use exchangeability to assign the probability for the corresponding 
labelled trees. Secondly, for n 2': 5 and k ~ 3, there are no constraints on tree probabilities, 
as is shown in the following lemma. 
Lemma 13 For n 2': 5 and k ~ 3 the equations (8.6) yield the trivial equality 0 = O. 
Proof. We prove this for k = 3, the argument for k = 1,2 is very similar. Let k = 3 in 
(8.6) then we have 
S(n) . 1 . 1 S(n). . L N~(3, t3)L~ = :3 L N~(k)L~ . 
j=l j=l 
(8.7) 
There are three ways in which we can label the tree shape on three leaves, then attach 
the group {4, 5, ... ,n}, yielding the set of trees on n leaves for which {4, 5, ... ,n} is a 
group. Of the labelled trees shapes on three leaves only one of them is the tree t§ therefore 
'we have N~(k) = 3 x N~(3, t§). Substituting for N~(k) in (8.7) yields the trivial equality. 
o 
As we have a non-trivial equation for each labelled tree shape t% (k 2': 4) then, at 
the nth level, we potentially have F(n) = S(4) + ... + S(n - 1) equations in the S(n) 
probabilities L~. In addition, there is from Lemma 12 an implicit condition that will be 
satisfied automatically, that the probabilities sum to one. As some of the equations may 
be dependent (as indeed turns out to be the case), then in fact F(n) is an upper bound on 
the number of equations. Also, since we are dealing with probabilities we have the further 
constraint that L~ 2': O. 
The equations from (8.6) are mostly quadratic equations, but under certain special 
conditions they are linear. If k = n -1 (sampling consistency) then the right-hand side of 
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(8.6) becomes L% and the equations are linear. Similarly, if the probabilities L% are known 
up to q = n - 1 then (8.6) becomes a linear set of equations in the Lt 
It is instructive to explicitly show the equations implied by group elimination for some 
small values of n. Here we look at the cases for n = 4,5,6 and the probabilities of the 
relevant tree shapes for these values of n. We represent the rooted tree shapes by the 
'dictionary' notation (see p. 5). For the probabilities of the shapes we let x = JlD[41], y = 
JlD[42], Pi = JlD[5iJ (where i = 1,2,3) and ki = JlD[6iJ (where i = 1, ... ,6) . 
At the n = 4 level we have just one equation from k = 3: 
x+y=l. 
Other values of k only give trivial equalities, so for n = 4 we only have one equation for 
the probabilities. 
For n = 5 we could have up to F(5) = 2 equations. Letting k = 4 we get two linear 
equations: 
P2 + 3P3 = 5y. 
For n = 6 we could have up to F(6) = 5 equations. For n = 6 and k = 5 we get the 
three linear equations: 
3k1 + 2k2 + k3 + k4 = 3Pl 
2k2 + 3k3 + 2ks = 6P2 
k3 + 4k4 + 4ks + 6k6 = 6P3 . 
For n = 6 and k = 4 we get just one quadratic equation (since x + y = 1 gives the 
other) 
(1- x)k1 + (2 - 2x)k2 + (2 - 2x)k3 + (1- 2x)k4 - 3xks + (2 - 2x)k6 = O. (8.8) 
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8.4 Distributions Satisfying Group Elimination 
We now show that the comb model, uniform model, and Yule model all satisfy group 
elimination. 
Proposition 7 The comb distribution on rooted trees satisfies the group elimination prop-
erty. 
Proof. Suppose T is a labelled tree on n leaves, and let t be a labelled tree on k leaves. 
If the tree t is not a fully unbalanced tree then the probability of obtaining t under the 
comb model is zero, so henceforth only the case of the fully unbalanced tree is considered. 
The expression 
JPln [71{1,2, ... ,k} = t I {k + 1, k + 2, ... , n} form a group] 
may be rewritten as 
JPln [71{1,2, ... ,k} = t and {k + 1, k + 2, ... , n} form a group] _ N 
JPln[{k + 1, k + 2, ... , n} form a group] D . (8.9) 
The numerator is 
N = L JPln[T] where T : 71{1,2, ... ,k} = t and {k + 1, k + 2, ... , n} form a group. 
T:TEcomb 
The probability of a labelled comb tree is 2/n!, and this probability is the same for all the 
labelled combs on n leaves, so we have 
2 
N = I" [I TcombI : Tcomb 1{1,2,3, ... ,k} = t and {k + 1, k + 2, ... , n} form a group] . 
n. 
The number of comb trees for which the leaves {k + 1, k + 2, ... ,n} form a group and 
T comb l{1,2,3, ... ,k} = t is equal to 2 x (n - k)! /2, where the initial factor of two allows for the 
swapping of the two edges which are adjacent in the tree t, but are not when t is embedded 
in T. We therefore have 
8.4. DISTRIBUTIONS SATISFYING GROUP ELIMINATION 
2(n - k)! 
N= , . 
n. 
The denominator is 
D L lPn[Tcomb] where Tcomb : {k + 1, k + 2, ... , n} form a group 
2 I" [I Tcomb I : {k + 1, k + 2, ... , n} form a group]. 
n. 
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The number of ways oflabelling a comb with (n-k) leaves is (n-k)!/2, and the remaining 
k leaves may be labelled in k! ways, so we have 
D = ! . k! . (n - k)! 
n! 2 
k!(n - k)! 
n! 
Upon substituting back into (8.9) we obtain 
lPn [71{1,2, ... ,k} = t I {k + 1, k + 2, ... , n} form a group] 
D 
2(n - k)! 
k!(n - k)! 
2 
k! 
lPk [t] . 
Proposition 8 The uniform distribution on rooted trees satisfies the group elimination 
property. 
Proof. The expression 
lPn [71{1,2, ... ,k} = t I {k + 1, k + 2, ... , n} form a group] 
may be rewritten as 
lPn [71{1,2, ... ,k} = t and {k + 1, k + 2, ... , n} form a group] 
lPn[{k + 1, k + 2, ... , n} form a group] (8.10) 
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Consider the numerator of this expression. The numerator probability may be found by 
finding the number of trees on n leaves for which 71{1,2, ... ,k} = t and {k + 1, k + 2, ... , n} 
form a group, then dividing this by the number of labelled trees on n leaves. A sub-
tree with the labels {k + 1, k + 2, ... , n} may be added to the tree t on k leaves in 
2k - 1 places, giving a tree on n leaves. Furthermore, the number of subtrees labelled 
{k + 1, k + 2, ... , n} is (2n - 2k - 3)!!. So the number of trees on n leaves for which 
71{1,2, ... k} = t and {k + 1, k + 2, ... n} form a group is (2k -1)(2n - 2k - 3)!!. This gives 
(2k -1)(2n - 2k - 3)!! 
JP>n[71{1,2, ... ,k} = t and {k + 1, k + 2, ... , n} form a group] = (2n _ 3)!! . 
Now consider the denominator of (8.10). There are (2k-3)!! labelled trees on k leaves. 
A subtree with the labels {k+ 1, k+2, ... , n} may be added to any such tree, giving a tree on 
n leaves, in 2k -1 places. Furthermore, the number of subtrees labelled {k + 1, k + 2, ... , n} 
is (2n - 2k - 3)!!. So the number of trees on n leaves for which {k + 1, k + 2, ... , n} form 
a group is (2k - 3)!!(2k -1)(2n - 2k - 3)!! = (2k -1)!!(2n - 2k - 3)!!. This gives 
(2k -1)!!(2n - 2k - 3)!! 
JP>n[{k+1,k+2, ... ,n} form a group] = (2n-3)!! . 
Therefore, upon substituting back into (8.10) we obtain 
JP>n[71{1,2, ... ,k} = t I {k + 1, k + 2, ... , n} form a group] = (2k -1)(2n - 2k - 3)!! (2k - 1)!!(2n - 2k - 3)!! 
1 
(2k-3)!! 
JP>k[t] . 
Proposition 9 The Yule distribution on rooted trees satisfies the group elimination prop-
erty. 
Proof. The expression 
JP>n[71{1,2, ... ,k} = t I {k + 1, k + 2, ... , n} form a group] 
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may be rewritten as 
JP>n[TI{1,2, ... ,k} = t and {k + 1, k + 2, ... n} form a group] 
JP>n[{k + 1, k + 2, ... , n} form a group] (8.11) 
First consider the denominator of this expression. This probability may be found by 
finding the number of histories for which {k+ 1, k+ 2, ... , n} form a group, then dividing this 
by the number of possible histories on n leaves. A labelled tree T on n leaves containing 
{k + 1, k + 2, ... ,n} as a group can be split into two rooted trees G and G', where G' is 
the tree for which the leaves {k + 1, k + 2, ... , n} form a group and G is the rest of the 
tree. G' contains n - k leaves so has Hn-k histories, while G contains k leaves so has Hk 
histories. 
Let G' be attached in the horizon (see Figure 1.5) between the internodes i - 1 and 
i of G. There are i segments in G in the horizon between the internodes i - 1 and i 
(2 ~ i ~ k - 1). Below the point at which G' attaches to G there are k - i internodes for 
G. The k - i internodes on G below the point of attachment can be rearranged relative to 
the n - k - 1 internodes of G' in Wn -i+1,n-k ways, where Wai,bi is the number of distinct 
ways of placing ai - bi - 1 objects into bi partitions [13]. 
So the number of histories in which G' can be attached to G between the internodes 
i - 1 and i is i . H n - k H k wn -i+1,n-k. Summing over all horizons gives the number of 
histories for which the subtree G' is attached to the subtree G as 
Therefore we have 
k 
Hn-kHk L i . Wn -i+1,n-k . 
i=l 
1TJ) [{ } ] Hn-kHk 2:7=1 i . Wn -i+1,n-k 
lln k + 1, k + 2, ... n form a group = n!(n-1)! 
2n 1 
Now consider the numerator of expression (8.11). Let T be split into two rooted trees 
t and G', where t is a particular labelled tree on the leaves {1, 2, ... , k} and G' is the tree 
for which the leaves {k + 1, k + 2, ... , n} form a group. The number of histories in which 
G' is attached to t between the nodes i -1 and i is i· H n - k Hk(t)Wn -i+1,n-k, where Hk(t) 
is the number of histories for the tree t. Summing over all the horizons gives the number 
of histories for which group G' is attached to the subtree t as 
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k 
Hn-kHk(t) L i . Wn-i+l,n-k . 
i=l 
Therefore 
k 
Hn-kHk(t) L i· Wn-i+l,n-k 
JEDn [71{1,2, ... k} = t and {k + 1, k + 2, ... n} form a groupJ = n!(~l_ i)! 
2n - 1 
Upon taking the ratio of the numerator and denominator terms we get, 
JEDn [71{1,2, ... k} = t I {k + 1, k + 2, ... n} form a groupJ 
D 
It has been conjectured by Aldous [4J that the Yule, uniform, and comb distributions 
are the only three distributions that satisfy the group elimination property. We have 
been unable to prove or disprove this conjecture. An obvious approach to try to find 
another distribution that satisfies group elimination is take convex combinations of the 
three that do (i.e. cqPYule + a2Puni + a3Pcomb : al + a2 + a3 = 1). A convex combination 
automatically satisfies the linear equations for group elimination, but it only seems to 
satisfy the quadratic equations if all of ai are zero except for one, a suggestive result but 
certainly not conclusive. 
Another approach is to define a probabilistic edge-adding model that interpolates be-
tween the Yule, uniform, and comb models. In the Yule model the next edge is always 
added to a pendant edge, while in the uniform model the next edge can be added to both 
internal and pendant edges. The comb model can be defined as that model in which the 
next edge is always added to an internal edge. If we define parameters for the probability 
that the next edge will be added to a pendant edge, or an internal edge, then a probabilistic 
edge-adding model can be set up in which the Yule, uniform, and comb models are special 
cases. While this can readily be done, unfortunately the equations for the probabilities of 
the tree shapes become rather complicated, and it is unclear that the conjecture of Aldous 
is amenable to an approach of this sort. 
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8.5 Upper Bound on Probability of Fully Symmetric Trees 
In this section we show that for a probability distribution with the sampling consistency 
property there is an upper bound on the probability of the fully symmetric tree shapes. 
First, as we show in the following lemma, if a probability distribution on labelled rooted 
trees has the group elimination property then it has the sampling consistency property. 
So, for example, the Yule, uniform, and comb probability models on labelled rooted trees 
have the sampling consistency property. 
Lemma 14 If a probability distribution on labelled rooted trees satisfies the group elimi-
nation property then it has the sampling consistency property. 
Proof. Let k = n - 1 then the group elimination property reduces to 
JIDn [1I{1,2, ... ,n-l} = t I {n} is a group on T] = JIDn-l[t]. 
A single leaf by itself always forms a group, so the leaf labelled n in particular always 
forms a group, thus the lemma follows. 0 
Before we prove the main result we need the results of the three lemmas that follow. 
Lemma 15 If a probability distribution on labelled rooted trees satisfies the sampling con-
sistency property then 
Proof. The proof is by induction on s = n - k. For s = 1 the result follows from 
Lemma 14. Suppose s > 1. 
JIDn[T] 
t/:tl{l, ... ,k} =t T:TI{l, ... ,k+l}=t' 
~ JID [Ti - t'] L.t n l{l, ... ,k+1}-
t/:tkl, ... ,k}=t 
JIDk+1 [t({l, ... ,k} = t] 
JIDk[t] (via Lemma 14). 
o 
The proof of the lemma that follows was given in a personal communication from Rolf 
Kleinknecht. 
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Lemma 16 
where n 2:: 1 is an integer, and 0 :; u :; 1 is a real number. 
Proof. For all m > 0, x > 0 we have (xm/2 - x-m/ 2)2 2:: O. From this inequality we obtain 
(8.12) 
Let 0 < b :; a < 1, and 0 < k < n. Putting x = alb and m = n - k in (8.12) then 
(
b)n-k (b)-n+k 
- + - >2. 
a a -
Multiplying this equation by anbn gives 
(8.13) 
Leaving this inequality for a moment, assume that we also have a + b = 1, then 
(8.14) 
Or, expanding by the binomial theorem instead, 
from inequality (8.13) 
~ a2n + b2n + anbn [ C:) + 2 ~ C:) 1 
(8.15) 
Comparing (8.14) and (8.15) we get 
Putting a = (1 + u)/2 and b = (1 - u)/2 (which satisfy 0 < b:; a < 1 for 0 < u < 1), 
then rearranging, we get the stated inequality of the lemma. Substituting u = 0, 1 in the 
inequality verifies that it is also true for these values. 0 
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Lemma 17 Let n be a positive integer. We define g( n) for n 2:: w by 
n=w, 
n>w, 
where w is a fixed integer: w = 2m , mE {1, 2, 3, ... }. If we define 
then g(n) S h(n) for n 2:: w. 
Proof. The proof is by induction. 
Step One. First we need to show that g( w) = 1 S h( w). We have 
Step Two. We now need to show that 
(W~2) (:/2i) + h(i) + h(n - i) S h(n) w w where - < i < n - -' n > w (8 16) 2-- 2' -" 
Upon substitution for the functions in h this condition becomes 
(8.17) 
where Pw(i) is a polynomial of degree w in i: 
~ terms ~ terms r-____ ~A A~ __________ ~ 
Pw(i) = i(i - 1) ... (i - w/2 + l)'(i - n)(i - n + 1)· .. (i - n + w/2 -1)' 
Since Pw(i) S iw/2(n - i)w/2 then if the inequality 
(8.18) 
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is true then so is the inequality (8.17). If we let v = w /2, and take i ---+ x where x is real, 
then another way of writing the inequality (8.18) is 
[4x(n - xW :S n2v - [XV - (n - xt]2 v 2: 1 ; v :S x :S n - v . (8.19) 
To prove this inequality make the substitution u = 2x/n-1, then rearrange, to obtain 
the equivalent inequality 
(1+u)V(1-u)v:S1- [(l;U)V _(l;U)Vr 
where v 2: 1 is an integer, n 2: 2v, and -1 + 2v/n :S u :S 1 - 2v/n. Note if this 
inequality is true for 0 :S u :S 1- 2v/n then by symmetry it is also true for -1 + 2v/n :S 
u :S o. By Lemma 16 the inequality is true for 0 :S u :S 1, thus it certainly is true 
for -1 + 2v/n :S u :S 1- 2v/n. Since this inequality is true then so is inequality (8.18), 
thereby establishing the original inequality (8.16). 
Step Three. We have 
g(n) = (W/2) (W/2) + g(n/2) + g(n/2) :S (W/2) (W/2) + h(n/2) + h(n/2) :S h(n) . 
o 
Using the previous three lemmas we can now prove our main result regarding an upper 
bound for the probability of the fully symmetric trees. 
Theorem 14 If a probability distribution on labelled rooted trees satisfies the sampling 
consistency property then 
JPl (7. ) < C/2) 
w w - 2w _ 2 
where T w is the fully balanced tree shape on w leaves, and w = 2m where m is a positive 
integer. Asymptotically we have, as w ---+ 00, 
JPlw(Tw):S (2 ---+ 0 . V;;;; 
Proof. Suppose T is a labelled tree on n leaves and X ~ {1, 2, 3, ... ,n}. 
Let q 
T,X:IXI=w & l1xETw 
I: I: JPl n [T] 
x:lxl=w T:TlxETw 
I: JPlw[Tw] (Lemma 15) 
x:lxl=w 
(8.20) 
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But we can also write 
(8.21) 
Together expressions (8.20) and (8.21) give 
(8.22) 
where g(n) = max(IXI : tlx E Tw). 
T 
If a tree T is split into two subtrees T1, Ti with number of leaves n1, n2 respectively 
then 
g(n)=mF{(~)(n:i)+g(i)+g(n-i)} , 
where n;:::: w, 2!!.<i<n-2!!. 2 - - 2' g( w) = 1. So using Lemma 17 expression (8.22) becomes 
for n;:::: w . 
The upper limit on the right hand side is a strictly decreasing function of n, and 
lim 
n-HXJ 
hence 
The asymptotic result follows directly from the relationship (2n) /22n rv _1_ with 
n Fn 
- w D n- 2' 
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Chapter 9 
A Modification of the Yule Model 
9.1 Introduction 
One of the assumptions of the Yule model is that the probability of speciation is the same 
for all lineages at any given time (see p. 11). Here we introduce a modification of the Yule 
model in which this assumption is not true. The motivation behind this modification is 
to determine what effect this has on the balance of trees, where for simplicity we look just 
at the effect the modification has on the probability of the symmetric tree shape on four 
leaves. 
Taking a model in which the probability of speciation is a function of the time from 
the last speciation event of a lineage we introduced two variations. Firstly, we made the 
speciation rate constant up to a certain time, then zero afterwards. This was found to 
make the symmetric tree on four leaves less probable. Secondly, we made the speciation 
rate zero up to a certain time, then constant afterwards. This was found to make the 
symmetric tree more probable. In both variations the probability of the symmetric tree, 
given that there is a tree on four leaves, was a function of time. 
9.2 The Modification 
In Steel and McKenzie [68] a modification of the Yule model was introduced in which the 
probability of speciation was a function of the time from the last speciation event of a 
lineage. Starting with one lineage at time t = 0, let there be a probability s(t) that it 
will split at time t resulting in two lineages. Then each of these two lineages is allowed 
113 
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to independently evolve, with the probability of a split occurring equal to s(t - to), where 
to is the time at which the first lineage split. This process is repeated until there are n 
species present at time t. Note that in the case where s(t) is a constant then we have the 
Yule model. 
Let T(t), N(t) be random variables whose possible values are the set of unlabelled trees 
at time t, and the number of unlabelled trees at time t respectively. Let 7 be a particular 
unlabelled tree on n leaves then we define 
f(7, t) = JPl[T(t) = 7]; v(n, t) = JPl[N(t) = n] . 
To calculate the probabilities f( 7, t) and v(n, t) first let 
S(x) = JPl[to ;:: x] = exp [-1o x s(A)dA]; o-(x) = s(x)S(x) . 
Then for the tree 7 with the subtrees 71,72 we have the recursions [68] 
f(7, t) = 28(r) 10t f(71, t - x)f(72, t - x)o-(x)S(x)dx , (9.1) 
n-1 t 
v(n, t) = ~ 10 v(i, t - x)v(n - i, t - x)o-(x)dx , (9.2) 
where 
otherwise. 
We also define 
Pn(7, t) = JPl[T(t) = 7 I T(t) has n leaves] = f((7, t)) . 
v n,t 
(9.3) 
9.3 Explosive Radiation 
One functional form for s(t) investigated in [68] involved a refractory period such that if 
a lineage had not speciated up to the time E then it never would: 
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{
S, 
S(t) = 
0, 
(9.4) 
t> E. 
In the limiting case as E -t 00 we get the Yule model. Such a functional form could model 
the scenario in which an organism that has recently speciated (say by the appearance of a 
new ecological niche), is more likely to speciate then an organism that has not speciated 
for a long time. 
It was found in [68] that if the condition t > nE was met, where n is the number of 
species, then the conditional probability distribution for the trees (i.e. Pn( 7, t)) was in 
fact the uniform distribution. So making the speciation rate zero for some finite time 
after a speciation event gives, for t large enough, trees that are less balanced (since trees 
in the uniform model are on average less balanced then those in the Yule model). Here 
we investigate the probability distribution, both conditional and unconditional, of the 
symmetric tree on four leaves for all t > O. 
Let 74 be the symmetric tree on four leaves (with a 'ghost' edge representing the initial 
species present at t = 0). From the recursion (9.1) we obtain, with the aid of the computer 
algebra package MAPLE, the following expression for the probability of the symmetric tree 
on four leaves as a function of time: 
1 -st -2st + -3st 1 -4st 
"3e -e e -"3e 
§. e-s(3 E+t) _ 4 e-s(3 E+t) st + 4 e-s(3 E+t) SE _ ~ e-S(HE) 
3 3 
-4 e-2 S(HE) + e-4SE + 2 e-3 st _ ~ e-2 S(2t-E) - 2 e-s (2HE) 
+e-s(2 t-E) _ e-s(-2 E+3 t) + ~ e-s( -3 E+4 t) + e-s(2 E+t) E < t ~ 2E, 
_10 e-S(4E+t) + e-6SE _ 3 e-5SE + e-4SE + 4e-s (2H£) 
3 
-12 e-s(3 E+t) SE _ 2 e-s( -2 E+3 t) + 2 e-2 st + ~ e-s( -5 E+4 t) 
+4 e-s (3 E+t) st 2E < t ~ 3E, 
t> 3E. 
(9.5) 
Plotting 1(74, t) for E = 0.2,0.5,1.0 we obtain Figure 9.1. From the figure it can be 
seen that as E is decreased from infinity (the Yule model value) the maxima decreases in 
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size and moves to the left. For t > 3E the curve is constant (see equation (9.5)) and equal 
to 
where kl = SE. 
Plotting fOO(k1) gives Figure 9.2. The expression for the probability of the symmetric 
tree on four leaves, conditional on there being a tree on four leaves at time t (Pn(T4, t)), 
is rather complicated. Because of this we feel little is to be gained by displaying it here. 
However the functional form can readily be plotted which we do in Figure 9.3. 
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Figure 9.1: Explosive radiation and the probability of the symmetric tree on four leaves 
as a function of time. The refractory period is of length E, and the speciation rate (s) is 
equal to one. The probability is constant for t > 3E (see Figure 9.2). 
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Figure 9.2: Explosive radiation and the probability of the symmetric tree on four leaves for 
t> 3E. The probability depends only on kl = SE. The maxima of 6912/823543 ~ 0.0084 
occurs at kl = In(7/4). 
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Figure 9.3: Explosive radiation and the the probability of the symmetric tree on four 
leaves, conditional on there been a tree on four leaves at time t. The refractory period is 
E, and the speciation rate (s) is equal to one. The probability is 1/3 for t ~ E, and 1/5 for 
t > 4E. 
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9.4 Delayed Speciation 
Here we investigate the effect of having a refractory period after a speciation event up 
to the time (3, then a constant speciation rate afterwards. Such a form for the refractory 
period has being investigated before by simulation, but not by analytical methods [44]. 
The functional form for the speciation rate in this case is 
{
o, t:::; (3 
s(t) = 
s, t> (3 . 
(9.6) 
For (3 = ° we have the Yule model. Such a functional form might model what happens in 
peripatric speciation in which isolated species on the periphery of a population undergo 
speciation events [28, 44]. In such a form of speciation recently formed species need time 
to stabilise their genetic organisation, and will only speciate again once their geographic 
spread is large enough for further isolated populations to form. 
From the recursion (9.1) we obtain, using the computer algebra package MAPLE again, 
the following expression for the probability of the symmetric tree on four leaves as a 
function of time: 
° t:::; 2(3 , 
es(3 (-2 eS ( -t+(3) st + 4 eS ( -t+(3) s(3 + e-s(3 - eS ( -2t+3 (3)) 2(3 < t :::; 3(3 , 
10 eS( -t+3 (3) _ 3 es (-t+2 (3) _ 4 e2 s( -t+3 (3) 
3 
+4 es (5 (3-2 t) + 2 e3 s( -t+3 (3) _ e2 s( -t+2 (3) _ es (8 (3-3 t) 
t> 3(3 . 
As in the previous section the expression for the probability of the symmetric tree on 
four leaves, conditional on there being a tree on four leaves at time t (Pn(T4, t)), is rather 
complicated. However, the asymptotic (in time t) form for this expression is much simpler 
and we have 
where k2 = s(3. 
Plotting f(T4, t) for (3 = 0.0,0.2,0.4 gave Figure 9.4. Not surprisingly, as (3 is increased 
the probability of the symmetric tree increases at latter times. However, instead of the 
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probability curve for (3 = 0 simply being shifted to the right, the size of the central maxima 
increases as well. 
Plotting Pn(T4, t), again for (3 = 0.0,0.2,0.4, gave Figure 9.5. When (3 is non-zero the 
conditional probability is a function of time. This sounds a wary note for simulations 
which estimate conditional probabilities based on an ensemble of trees shapes generated 
at a variety of times - this gives the average conditional probability for a given value of (3 
[44]. 
The asymptotic values (Poo(k)) for the conditional probabilities are shown in Figure 9.6. 
Note that the asymptotic value depends on the product s(3, so increasing the speciation 
rate, with a fixed refractory period, also leads to increased symmetry. It was found 
in [60] that for large refractory periods the symmetry decreased for trees, seemingly in 
contradiction to the results we have obtained. However, in [60] only one of the two 
descendant species underwent a refractory period, where as here both of the descendant 
species undergo refractory periods in which further speciation can not occur. 
0.1 
0.08 
0.06 
0.04 
0.02 
1 2 3 4 5 6 
Figure 9.4: Delayed speciation and the probability of the symmetric tree on four leaves 
as a function of time. The refractory period is of length (3, and the speciation rate (s) is 
equal to one. The probability is zero for t S 2(3. 
We have shown that for the tree shapes on four leaves increasing the size of the refrac-
tory period at the start ((3) leads to the symmetric tree becoming more probable. Although 
we have not investigated the effect of increasing (3 on tree shapes on more than four leaves, 
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Figure 9.5: Delayed speciation and the probability of the symmetric tree on four leaves, 
conditional on there been a tree on four leaves at time t. The refractory period is (3, and 
the speciation rate (8) is equal to one. The probability is zero for t :s; 2(3, and equal to 
one for 2(3 < t :s; 3(3. For the asymptotic value of the probability as t ---+ 00 see Figure 9.6. 
Figure 9.6: Delayed speciation and the asymptotic (in time t) probability for the symmetric 
tree on four leaves, conditional on there being a tree having four leaves. The asymptotic 
probability only depends on the value of k2' where k2 = 8(3. 
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we speculate that the probability of the more symmetric shapes will increase. This seems 
likely since the most symmetric trees on n leaves largely grow from the most symmetric 
trees on n - 1 leaves. Furthermore, another way of characterising the effect of increasing 
f3 is to say that this increases the probability of retaining cherries (see Section 1.3.1); but 
the trees with the most number of cherries are the symmetric trees. 
9.5 Discussion 
In summary: (1) A constant speciation rate followed by a refractory period leads to more 
imbalanced trees (2) An initial refractory period followed by a constant rate of speciation 
leads to less imbalanced trees. Also, whether or not both descendant species undergo a 
refractory period, appears to have an important effect on tree balance when the refractory 
period is longer. Thus introducing a refractory period into the Yule model can have a 
variety of effects, depending on just what form it takes. 
An obvious question is what happens to tree balance when a refractory period is 
included before and after a period of non-zero speciation probability? It would seem the 
answer would depend on the relative length of the refractory periods, with the possibility 
that tree balance would be unaffected if the relative lengths were set correctly. The answer 
to this question, and the possible biological interpretations, awaits further work. 
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Appendix A 
Distance Relationships 
In this appendix we collect together some tables for the distance relationships involving 
the Yule and uniform models. These enable one to get a feel for how the distances vary 
with the number of leaves, and are designed as a reference source for those who require 
some actual numbers instead of formulae. 
A.I Mean Distance From the Root 
Number of leaves (n) /kn 2lnn - 2(1- 'Y) 0-2 n 2ln n + 2 (1 + 'Y) _ 2~2 
3 1.67 1.35 0 0 
4 2.17 1.93 0.47 -0.65 
5 2.57 2.37 0.71 -0.21 
10 3.86 3.76 1.66 1.18 
50 7.00 6.99 4.50 4.40 
100 8.37 8.36 5.83 5.79 
Table A.1: Mean distance and variance of a randomly chosen leaf from the root. Exact 
and asymptotic results for the Yule model. 
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Number of leaves (n) Vn Fn-i~-l 
3 1.67 1.69 
4 2.20 2.21 
5 2.66 2.67 
10 4.39 4.39 
50 11.44 11.44 
100 16.66 16.66 
Table A.2: Mean distance of a randomly chosen leaf from the root. Exact and asymptotic 
results for the uniform model. 
A.2 Distance Between Two Leaves 
Number of leaves (n) dn dn 
3 2.67 2.67 
4 3.22 3.20 
5 3.70 3.66 
10 5.43 5.39 
50 10.57 12.44 
100 13.09 17.66 
Table A.3: Mean distance between two (different) randomly chosen leaves under the Yule 
model (dn ) and uniform model (dn .) 
Appendix B 
Sum of Squared Probabilities: 
Yule Model 
A recursion for the sum of squared probabilities for the Yule model was calculated in 
Section 6.2.2. Here we compute the numbers given by the recursion. 
Number of leaves (n) l:t Pn [tj2 
1 1 
2 1 
3 1/3 
4 2/27 
5 13/1080 
6 7/4500 
7 851/5103000 
8 1.53 X 10-5 
9 1.22 X 10-6 
10 8.70 X 10-8 
15 3.84 x 10-14 
20 2.90 X 10-21 
50 7.74 X 10-73 
Table B.l: Sum of squared labelled tree probabilities for the Yule model on rooted trees. 
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Appendix C 
Direct Proof of Asymptotic 
Cherry Distribution 
In this section we give some of the details of a direct proof, using martingale differences, 
that the number of cherries in the Yule and uniform models follow a normal distribution 
in the asymptotic limit. As we were later able to draw upon the urn model theorems in 
[66]' which were themselves based upon the use of martingales, we did not pursue the 
details of this proof further. However, in other situations where the conditions for the urn 
model theorems do not apply, a more direct approach like we have outlined here would be 
an avenue to explore. 
First we explain what a martingale difference is and give a martingale difference for the 
numbers of cherries on a tree (Section C.1). We then state a martingale difference central 
limit theorem and the three conditions under which it applies (Section C.2). Lastly, we 
prove that the first two of these conditions do indeed apply for the martingale difference 
we have defined (Section C.3). 
C.l Martingales Differences 
The origin of martingales can be traced, like many topics in probability, to an interest 
in gambling games. In particular it is associated with a type of betting scheme in which 
the size of the bet is doubled after each loss, where the chance of a loss at each bet 
of the game is 1/2. If we let Xn denote the amount of money the player has after the 
nth play of this game then the sequence {Xn : n 2: 1} is a martingale. Note the es-
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sential point that, since the chances of winning or loss at each bet are both 1/2, then 
lE[Xn I Xl, X2,' .. ,Xn- l] = Xn- l . Generalising from these historical origins, we have the 
following contemporary definition of a martingale [32, p. 200]. 
Let {Fn} be a sequence of random variables. Let Xn be some function <Pn of these, 
that is, Xn = <Pn(Fl,'" ,Fn). The sequence {Xn: n 2:: 1} is a martingale with respect to 
the sequence {Fn : n 2:: 1} if, for all n 2:: 1, 
(a) lE[lXnl] < 00 
What we are more concerned with is a martingale difference [15, p. 318] which is 
defined as a random variable sequence such that 
The connection with martingales is that if Wn is a martingale sequence, then 
X n+1 = Wn+1 - Wn can easily be shown to be a martingale difference. 
C.2 Central Limit Theorem 
Before we state a central limit theorem for martingale differences we need to define what 
it means for a sequence of discrete random variables {Xn} to satisfy the Lindeberg con-
dition [15, p. 295],[26]. Let {Xn,n 2:: 1} be a set of discrete random variables, where the 
probability that the nth random variable takes the value Xnl is Pnl. Also let lE[Xn] = 0, 
lE[X~] = O"~ < 00. The set {Xn} is said to obey the Lindeberg condition if 
(i) s; = I:~=l 0"; > 0 for some n, 
'iE> o. 
There are many different types of central limit theorems for martingales and martingale 
differences [35]. Here we state a central limit theorem which is the most useful one for our 
purposes [15, p. 318]. 
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Theorem 15 Let {Xn} be a sequence of random variables. 
s;;, = 2:,j=1 (7J. Let N(J-L, (72) denote a normal distribution with a mean of J-L and a variance 
of (72. If we have 
(ii) {Xn} obey the Lindeberg condition) 
(iii) lim .} 2:,J~=llE[ IlE[XJ? I Fl, F2 , ... ,Fj-llil = 0) n-+oo Sn 
C.3 Some Details of the Proof 
We now prove that conditions (i) and (ii) are satisfied for a martingale difference we 
define involving the number of cherries in the Yule and uniform models. We introduce the 
random variable Xn: 
x - c _ C _ 1 20n-l + cn + d 
n - n n-l + an + b 
where a, b, c, d are real constants. For the Yule model we set a = 1, b = -1, c = 0, d = 0 and 
for the uniform model we set a = 2, b = -5, c = 1, d = -4. The reasons for these choices 
of values for a, b, c, d will become clear in the next section, where we show that Xn is a 
martingale difference. We also show that the Xn satisfy the Lindeberg condition. 
C.3.1 A Martingale Difference 
Before we show that Xn is a martingale difference with respect to {Ol, O2 , ... ,On-I}, we 
give an interpretation of the last two terms that make up X n. Let Pn be the probability 
that the number of cherries for a tree on n leaves is one more than the number of cherries 
for the tree on n - 1, given that the tree on n - 1 leaves has Cn-l cherries. That is, 
For the Yule and uniform model Pn can be explicitly calculated, as we show in the following 
lemma. 
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Lemma 18 For the rooted Yule model and the unrooted uniform model we have 
_ 1 _ 2Cn - 1 + cn + d 
Pn - an + b ' 
where for the Yule model a = 1, b = -1, c = 0, d = 0 and for the uniform model we have 
a = 2, b = -5, c = 1, d = -4. 
Proof. In this proof we are viewing the Yule and uniform models as processes of edge 
addition. For the Yule model, a new cherry only forms if the next edge is added to a 
non-pendant edge. If the tree on n - 1 leaves has Cn - l cherries then the probability of 
this is 1 - 2Cn-l/ (n - 1). For the uniform model, a new cherry does not form if the next 
edge is added to an internal edge or to a cherry. If a tree on n - 1 leaves has Cn - l cherries 
then the probability of this is (2Cn - l + n - 4)/(2n - 5), and taking this away from one 
gives Pn. 0 
We now see that we can write Xn = Cn - Cn - l - Pn. From this it is easy to show that 
Xn is a martingale difference, with respect to {CI, C2 , ... ,Cn }, since 
IE[Xn I Cl , C2 ,.·· ,Cn- l ] = IE[CnICI, C2 ,.·· Cn- l ]- Cn-l - Pn 
= Cn- l (l - Pn) + (Cn-l + l)Pn - Cn-l - Pn 
= O. 
C.3.2 Lindeberg Condition 
To prove that {Xn} satisfy the Lindeberg condition we first need to show that Xn is 
uniformly bounded, and that asymptotically IE[X~] is constant. We do so in the two 
lemmas that follow. 
Lemma 19 The random variable 
x - c _ c _ 1 2Cn-l + cn + d 
n - n n-l + an + b ' 
where a, b, c, d are real constants, is uniformly bounded. 
Proof. The random variable Xn is uniformly bounded if Xn :::; 'Y for some constant 'Y and 
for all n. Taking absolute values we get 
(C.1) 
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Firstly, ICn - Cn- 1 - 11 :s; 1 as Cn - Cn-l equals either 0 or 1. The second term can be 
bounded as follows 
1
2Cn-1 +cn+dl 
an+b 1
2Cn-1 + cn+dl 
an+b an+b 
< 1
2Cn
-
1 
I + I cn + d I. 
an + b an + b 
Now for the first of these bounding terms we have 
1
2Cn
- 1 I 2Cn - 1 n - 1 n 1 1 
an + b :s; lain + Ibl :s; lain + Ibl :s; lain + Ibl = lal + I~I :s; ~ , 
and for the second we have 
I 
cn + d I < Icln + Idl = Icl + 1# < Icl + Idl 
an+ b - laln+ Ibl lal + I~I - lal 
So putting back in both of these bounding terms in (C.2) we get 
1
2Cn-1 + cn+ dl < Icl + Idl + 1 . 
an+b - lal 
Thus substituting back into (C.1) we get 
o 
(C.2) 
We know from the explicit formulae in Chapter 3 that, for both the Yule and uniform 
models, asymptotically the mean and variance of the number of cherries is proportional 
to n. Therefore we can write /-Ln rv an and 0";' rv (3n for appropriate constants. Given this, 
we have the following lemma. 
Lemma 20 Let /-Ln rv an, 0";' rv (3n where a, (3 are real constants. For the martingale 
difference 
x - C _ C -1 2Cn-l + cn + d 
n - n n-l + an + b 
we have 
lim lE[X~] = 12 [-4a2 + 2aa - 4ac + ac - c2] . 
n--+oo a 
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Proof. Let Dn = Cn - Cn- 1 be a random variable representing the difference in the 
number of cherries for a tree on n - 1 leaves to a tree on n leaves. Dn can only take on 
the value 0 or 1. Then for the random variable Xn we have 
Xn= 1 
2Cn -l+cn+d 
an+b Dn= 1, 
-1 + 2Cn _l+cn+d D 0 
an+b , n = , 
Pn = 1 _ 2Cn -l +cn+d an+b 
1- - 2Cn _l+cn+d Pn - an+b 
Since the events {O, 1} form a partition of the event space of Dn then 
E[X~] = E[X~IDn = O]lP[Dn = 0] + E[X~IDn = l]lP[Dn = 1] 
E[(-l 2cn- 1 +en+d)2 ID =0] (1- ) E[2Cn-l+en+d2ID =1] + an + b n Pn + an + b n Pn 
(1 - Pn) { 1 - an 2+ b E[2Cn -l + en + dlDn = 0] } + 
1 2 (an + b)2 E [(2Cn- 1 + en + d) ] . (C.3) 
The first term of (C.3) may be expanded out to give 
(1 - ) _ 4(1- Pn)1Q[G ID = ]_ 2(1- Pn)(en + d) Pn b l!'. n-l n 0 b' 
an+ an+ 
(C.4) 
The second term of (C.4) can be rewritten: 
4(1 - Pn) E[G ID = 0] 
an + b n-l n 4(1 - Pn) L klP[Cn-l = klDn = 0] an+b k 
_ 4(1 - Pn) L k lP[Dn = 0ICn-l = k]lP[Cn-l = k] 
an + b k lP[Dn = 0] 
_4_ L k (2k + en + d) lP[Cn-l = k] 
an + b k an + b 
8 '" 2 4(en + d) '" ( b)2 Lt k lP[Cn-l = k] + ( b)2 Lt klP[Cn- 1 = k] 
an + k an + k 
8 2 4(en+d) 
(an + b)2 E [Cn- 1] + (an + b)2 E [Cn- 1] . 
Substituting back into (C.4) then we have for the first term of (C.3) 
(1- ) - 8 E[C2]- 4(en + d)E[G ]_ 2(1- Pn)(en + d) (C.5) Pn (an + b)2 n-l (an + b)2 n-l an + b . 
For large n 
0.3. SOME DETAILS OF THE PROOF 
1 2a+c - Pn rv 
a 
and 
1 2a +c Pn rv -
JE[G~] 2 
--2- rv a . 
n 
a 
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Using (C.5) and the above asymptotic results gives for the first term of (C.3), as n becomes 
large, 
lim (1- Pn) {1- ~bJE[2Gn-l + cn + dlDn = OJ} 
n-+oo an + 
2a + c 8 2 4c 2(2a + c)c 
= - - a - - a - ---'-------:,...---'-
a a2 a2 a2 
1 
= 2" [a(2a + c) - 4a(2a + c) - 2c(2a + c)] . 
a 
(C.6) 
The second term of (C.3) may be expanded as 
4 2 4( cn + d) (cn + d)2 
(an+b)2JE[Gn - 1] + (an+b)2 lE [Gn - 1] + (an+b)2' 
This gives, asymptotically, 
. 1 2 1 2 2 hm ( b)2JE[(2Cn-1 + cn + d) ] = 2"[4a + 4ca + c ] . (C.7) 
n-+oo an + a 
Combining the asymptotic results of (C.6) and (C.7) back into (C.3) gives the final result 
lim JE[X~] 
n-+oo 
1 1 
= 2" [a(2a + c) - 4a(2a + c) - 2c(2a + c)] + 2" [4a2 + 4ca + c2] 
a a 
122 2" [-4a + 2aa - 4ac + ac - c ] . 
a 
D 
We are now in a position to prove that {Xn} satisfy the Lindeberg condition, which 
given the previous two lemmas is quite straightforward. 
Proposition 10 The random variable 
x - G _ G _ 1 2Cn-l + cd + d 
n - n n-l + an + b ' 
where a, b, c, d are real constants, satisfies the Lindeberg condition. 
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Proof. Since Xn can take on more than one value for n 2:: 4, part (i) of the Lindeberg 
condition is satisfied. To see why part (ii) holds note that from Lemma 19 
\In where _ 1 Icl + Idl + 1 
"/- + lal 
Therefore we can write 
L XJIPjl < "/2p[ IXj I > ESn ] 
xjl:lxjd>E Sn 
using Chebyshev's Theorem [27]. 
Summing over j, and dividing by s; = '2.:/;=1 a}, gives 
1 n 
s2 L 
n j=l 
From Lemma 20 lim aJ~ = lim lE[X~] is non-zero, therefore lim s; = 00. Thus it follows 
n~oo n~oo n~oo 
that 
\IE> o. 
o 
Appendix D 
List of Symbols 
Symbol 
RB(n) 
[n] 
18 1 
S(n) 
f(T) 
d(i, j) 
d( i, p) 
Meaning 
Catalan number 
number of cherries 
number of triplets 
set of labelled rooted trees on n leaves 
the set {1, 2, ... ,n} 
the number of elements in the set 8 
number of unlabelled rooted trees on n leaves 
total distance over all G) pairs of leaves for the tree T 
expected value of f(T) 
distance between the leaves i and j 
distance of the leaf i from the root vertex p 
mean distance from the root for a tree on n leaves (Yule model) 
variance of the distance from the root for a tree on n leaves (Yule model) 
mean distance from the root for a tree on n leaves (uniform model) 
mean distance between two leaves (Yule model) 
mean distance between two leaves (uniform model) 
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8 
38 
48 
7 
63 
4 
6 
29 
29 
30 
30 
26 
26 
27 
31 
34 
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Hn number of histories with n leaves 14 
Hn(t) number of histories for the tree t 14 
Emax(T) set of maximum likelihood edge 54 
emax(T) any edge in Emax(T) 54 
£(T) the leaf set of the tree T 5 
(2n - 3)!! (2n - 3) x (2n - 5) x ... x 5 x 3 x 1 7 
(J symmetry index of a tree shape 7 
[k] unsigned Stirling number of the first kind 24 
JE[X] expected value of random variable X 4 
JPl[T] probability of the tree T (labelled or unlabelled) 4 
JPln[T] same as JPl[T] but emphasising that T has n leaves 4 
N(J-t, (J2) normal distribution with mean J-t and variance (J2 41 
Index 
Catalan number 7 
cherry 4 
clade 5 
coalescent process 11 
dictionary notation 5 
edges 
internal 5 
pendant 5 
entropy 86 
exchangeability 10 
group 5 
group elimination 98 
histories 11 
leaf-set 5 
martingale 136 
Markovian model see Yule model 
maximum likelihood 54 
midpoint method 53 
node 
internal 4 
root 4 
Polya urn model 
extended 38 
generalized 38 
generating matrix 38 
probability distribution 
comb 17 
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empirical match 17 
uniform 15 
Yule 10 
sampling consistency 98 
sister groups 20 
tree 
enumeration of rooted binary 6 
incomplete 20 
rooting 53 
shape 4 
symmetry ((J) 5 
triplet 48 
uniform model 
cherry distribution 41 
definition 15 
entropy 87 
distance from root 27 
distance between two leaves 33 
group elimination 103 
triplet distribution 50 
Yule model 
cherry distribution 39 
definition 10 
modified 20, 113 
entropy 88 
distance from root 24, 26 
distance between two leaves 31 
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group elimination 104 
tree rooting 54 
triplet distribution 48 
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