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【Abstract】This paper analyses the disadvantages of the existing intrusion detection technology and discusses the advantages of intrusion detection
based on outlier mining, a new intrusion detection method based on kernel density estimator called IDKD is proposed. In IDKD, the approximate set
of outliers is calculated by kernel density estimator through one data set pass, and the indeed set of outliers is generated from the approximate set by
another data set pass, the anomaly records are detected. This method is applied in KDD99 data set and gets satisfactory results. 
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计提出一种新的入侵检测方法 IDKD(Intrusion Detection 




1  基于核密度估计的孤立点挖掘 
本文采用文献[4]中基于距离的孤立点定义： 
定义 令 x 为数据集 D 中的一个数据点，称 x 为 D(p, r)
孤立点，当且仅当 D 中至多有 p 个点到 x 的距离不超过 r。 
记 N(x, r)为以 x 为中心 r 为半径的区域内的数据点个数，
则 x 为孤立点的充要条件为 N(x, r)≤p。那么孤立点集合
{ }| ( , ) ,i i iOut x N x r p x D= ∈≤ 。 
由该定义描述的孤立点有如下 2 个性质：(1)孤立点的分
布较正常点稀疏得多；(2)孤立点数量远小于正常点数量。这
2 个性质与关于入侵记录的 2 个事实一致，因此通过该定义
来描述入侵记录在理论上是可行的。 
1.1  多维核密度估计 
核密度估计是一种基于核理论[5]的非参数估计方法。对
于某一数据集 D，其多维核密度估计函数形式如下： 
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其中，k 为核函数；集合 S 为对数据集 D 进行随机抽样得到






位于 iX 的 Epanechnikov 核函数形式如下： 
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其中，当条件 A 满足时，函数(A)=1，否则(A)=0。通过式(1)
和式(2)可以估计出 D 中的任意数据点 x 处的概率密度。在以
x 为中心 2r 为边长的超矩形区域内，通过对式(1)进行积分可
以得到 N(x, r)的近似： 
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其中，x 的坐标由 1 2( , , , )do o o 表示。 
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通过式(3)计算 D 中每一个数据点的 ( , )N x r
∧
值，可以得到
孤立点候选集合 { }| ( , )i i iOut x N x r p x D∧ ∧= ∧ ∈≤ 。 













( , )N x r
∧
很小，而其他非孤立点计算得到的 ( , )N x r
∧
很大。因此，
通过式 (3)得到的孤立点候选集与真正的孤立点集合更为  
近似。 
对于观测样本集 S 的选择，本文采用文献 [6]提出的
Greedy 算法并进行适当的修改，在计算数据点到样本集的距
离时加入数据点局部密度权重，其具体步骤如下： 
(1)初始时 S φ= ；随机选择一个数据点作为第 1 个观测样
本 1X , 1S S X= ∪ ； 
(2) 计 算 { ( , ) | }i i idist x S x D x S∈ ∧ ∉ , {( , ) ( )min
iX S
dist x S w x
∈
=  
}|| , ||ix X ，其中，w(x)表示数据点 x 的局部密度权值，  当
{ }( , )min
i i
i
x D x S
dist x S ε
∈ ∧ ∉
< 则停止并返回 S；否则就变成 
S S= ∪ { }| ( , ) ( , )min
j j
i i j
x D x S






1.3  孤立点集合的确定 
















权值 ( ) 1,i iw x x D= ∀ ∈ 运行 Greedy 算法选择观测样本集 S。通
过扫描数据集 D 计算 ( , ),i iN x r x D
∧
∀ ∈ ，更新权值 ( )iw x =  
( , ),i iN x r x D
∧
∀ ∈ 并获得孤立点候选集 Out
∧
。基于新的权值运行
Greedy 选择新的 S，重新计算 ( , ),i iN x r x Out
∧ ∧
∀ ∈ 对候选集 Out
∧
进
行 修 正 ， 得 到 与 Out 更 近 似 的 集 合
~
{ | ( , )i iOut x N x r
∧





( , ),i iN x r x Out∀ ∈ ，得到孤立点集合
Out 。 
1.4  bandWidth 的选择 
本文采用 LCSV 方法[5]确定 bandWidth 1 2( , , , )dH h h h=
的取值。LCSV 是基于积分平方误差(Integrated Square Error)
最小准则的一种计算方法，其公式如下： 
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其中， ( ) ( ) ( )dk v k u k v u u
−
= −∫ ；当 LCSV(H)取最小值时，H 即为
所求。 
2  基于核密度估计的入侵检测方法 IDKD 
如图 1 所示，基于核密度估计的入侵检测流程分为 4 步： 
(1)对网络连接数据进行特征选择，通过极差标准化将数
据空间转换到 [0,1]d ； 
(2)通过 Greedy 算法选择观测样本同时计算 bandWidth，
扫描数据集 D，计算 ( , ),i iN x r x D
∧







，计算 ( , ),i iN x r x Out
∧ ∧







( , ),i iN x r x Out∀ ∈ ，获得孤立点集合
Out ，输出检测结果。 
图 1  基于核密度估计的入侵检测流程 
本文采用的实验数据集来自于 KDD Cup 1999，该数据集
提供了 4 900 000 条连接数据，每个连接共有 41 个属性，其
中有 8 个属性是离散型，其余是连续型，最后一个属性标示




重要性。文献[1]通过支持向量机的方法对 KDD Cup 1999 数
据集进行降维，得出最重要的 13 个属性，包括 11 个数字型
属性 duration, src_bytes, dst_bytes, urgent, count, srv_count, 
same_srv_rate, dst_host_count, dst_host_srv_count, dst_host_ 
same_src_port_rate 和 dst_host_same_srv_rate，与 2 个符号型
属性 protocol_type 和 service。 








计算 ( , ),i iN x r x D
∧
∀ ∈ ，得到每个 
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为此，实验抽取了 4 个混合攻击数据集和 4 个单一不同类型
攻击记录集，其中，正常记录与攻击记录比例为 8。1׃50 个
数据集大小不一，具体如表 1 所示。 
表 1  测试数据集明细表 
数据集 正常记录 入侵记录 总数 类型 
Mix1 9 800 200 10 000 Mixed 
Mix2 19 600 400 20 000 Mixed 
Mix3 29 400 600 30 000 Mixed 
Mix4 39 200 800 40 000 Mixed 
PROBE 43 853 835 44 688 PROBE 
R2L 19 600 365 19 965 R2L 
U2R 29 400 586 29 986 U2R 
DOS 48 613 781 49 394 DOS 
K-MEANS 算法和 IDKD 方法对于 8 个测试数据集的检
测率和误检率由表 2 列出。 
表 2  测试结果明细表          (%) 
K-MEANS IDKD 数据集 
检测率 误检率 检测率 误检率 
Mix1 91.6 1.93 94.2 1.71 
Mix2 88.3 2.36 91.3 2.03 
Mix3 80.9 4.11 88.9 2.35 
Mix4 86.7 2.13 90.0 1.90 
PROBE 95.4 5.76 97.0 2.09 
R2L 41.3 21.20 50.1 13.20 
U2R 27.7 24.60 28.4 11.50 
DOS 93.5 1.69 98.1 0.87 
对于 PROBE 和 DoS 类型的攻击，IDKD 方法取得了较
高的检测率和较低的误检率。这是由于 PROBE 和 DoS 两类
攻击的模式比较单一，在入侵记录中所占的比例较大而且与
正常行为有明显的差异。而对于 R2L 和 U2R，IDKD 方法无





检测率和误检率分别稳定在 90%和 2%左右。这与 IDKD 在
单一攻击的的表现基本吻合，当混合攻击中的 R2L 和 U2R
较少时，检测效果较好，而一旦 R2L 和 U2R 增多，检测效








为的检测。通过在 KDD Cup99 上进行仿真实验，验证了该方
法对于接近于真实网络环境下的混合攻击有较为稳定和有效
的检测结果，尤其对于 DoS 和 PROBE 两类攻击 IDKD 达到
了较高的检测率和较低的误检率。下一步的研究工作将着力
于提高对 U2L 和 R2L 类型攻击的检测效果。 
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(上接第 183 页) 
图 2 表示了路长 L 取不同值时，能正确找到发送者的概
率 Ps 与观测次数 n 的关系。 






















图 2  发送者概率与观测次数的关系 
由图 2 可知，若路长固定，攻击者成功找到发送者的概 
 
率随着观测次数的增加而增大。随着路长的增大，成功找到
发送者概率 Ps 增加缓慢。在相同观测次数下，L 值越小，攻
击者成功找到发送者的概率越大，也就是说，成功找到发送
者概率 Ps 的值随着路长 L 的增大而迅速下降。当路长选取适
当时，不能找到发送者的概率将变大，这样就实现了高匿名
度的效率。 
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