A rational-dilation wavelet transform (RWT) based pan-sharpening method for multi-spectral (MS) images of various oscillatory nature is proposed. The previous multi-scale transforms, such as wavelets, curvelets and contourlets, decompose an image into channels with low constant Q-factors, and aren't suitable for pansharpening images with different behavior in frequency domain. The RWT as an over-complete scheme not only increases the sampling in spatial and frequency domain, but also provides a tunable Q-factor approach to be suitable for a given dataset. We studied its multi-scale decomposition scheme and the RWT based pan-sharpening method. The MS image pan-sharpening experiments show that this method using a better suitable parameter set can achieve a promising performance and often outperforms many other widely-used pan-sharpening methods both in visual quality and in term of evaluation indexes.
Pan-sharpening is known as the injection of fine spatial information from the high spatial resolution panchromatic (PAN) image into the low spatial resolution multi-spectral (MS) images to get high spatial resolution MS images. This technique is of special interest in remote sensing, because satellites usually take PAN and MS images separately and high spatial and spectral resolution are both necessary for various complex tasks in land-cover classifications. Many studies proposed that multi-scale transforms (MST) are very useful for pan-sharpening or fusing MS image, such as wavelet transform (WT) [1−4] and non-separable WT [5, 6] . Also, curvelet transform (CVT) [7−9] and contourlet transform [10, 11] (CT), as two more efficient multi-scale and directional representation approach over the WT, were latterly introduced to the area and showed more desirable performances. Moreover, some studies show that the non-subsampled counterparts of some of these MSTs can further improve pan-sharpening quality, such as nonsampled WT [12] (NSWT) and non-sampled CT [13, 14] (NSCT). However, these previous MST based methods should be improved for MS images of different oscillatory nature.
The low-Q multi-scale decomposition scheme (the multi-scale decomposition scheme with a low Q-factor) of the previous MST methods above is not suitable for various images with different behavior in frequency domain. In the radial direction of frequency domain, the previous MST methods iteratively decompose a signal into channels having a same low Q-factor, and belong to constant low-Q transforms. Figure 1 illustrates this decomposition scheme by taking the WT as an example. That is, the bandwidth of the band-pass filter with a little high central frequency will be too large to lead to a sparse distribution of these filters in high frequency area. This decomposition scheme or the Q-factor is only suitable for analyzing little oscillatory signal, but not for relatively more oscillatory signal [15, 16] . MS images often contain more/less oscillatory features that may cause rich high/low frequency component in frequency domain, thus require a tunable-Q transform alternative.
Some approaches have been proposed to obtain the tunable-Q scheme. For example, Oppenheim and Makur et al. provided a mapping method that maps a discrete sequence to another specific sequence to achieve an unequally spaced frequency sampling [17, 18] . Diniz et al. advised a kind of "bounded-Q fast filter bank" that splits the spectrum to obtain a piecewise linear frequency decomposition [19] . However, these methods neither provide a really tunable-Q factor, nor offer an efficient inverse transform. Recently, Bayram proposed a kind of over-complete rational-dilation wavelet transform (RWT) that achieves a constant-Q analysis with a really-tunable Q-factor. Compared to that of the previous MSTs, its Q-factor can be made lower/higher and the frequency resolution can be made sparser/finer [15, 16] . Also, it is a tight frame and its inverse can be implemented efficiently via the transpose of the forward transform. Subsequent studies have shown this MST method as a more desirable signal representation approach over the WT in some application area [16, 20] . In this letter, we firstly gave a brief introduction to this RWT, and then presented the RWT based pansharpening algorithm. We also showed the desirably practical performance of this pan-sharpening method with experiments, and summarized the shortcomings and subsequent tasks of this method finally.
Most previous research on wavelet transforms with rational dilation considered only the critically-sampled case, such as the well-known orthogonal case of Auschor [15] . The critically-sampled RWT increases the sampling in frequency domain over the WT, but not in spatial domain. As shown in Fig. 2 , the WT and NSWT can be understood to sample the time-frequency (T-F) plane with {A=2, B=2} and {A=2, B=1} respectively, whereas the critically-sampled RWT sets {A = q/p, B = q/(q − p)}. In contrast, the over-complete RWT, realized using the iterated filter bank (FB) in Fig. 3 , samples the T-F plane more densely with {A = q/p, B = s}. Here and below, p, q ∈Z, 1 p < q, gcd(p, q)=1 and s ∈Z, p/q+1/s 1 (the reason is presented below). Using the over-complete RWT, as seen in Fig. 3 and below, one can flexibly adjust the T-F sampling by suitably tuning the parameter set (p, q, s).
We denote discrete-time sequences by lower case letters as f (n) with n ∈Z, and denote the discrete-time Fourier transform of f (n) as F (ω). F (ω) is 2π periodic in ω, and is given by F (ω) = n f (n) exp(−iωn). Supposed all discrete-time signals are real valued, we have F * (ω) = F (−ω). The perfect reconstruction (PR) of the FB in Fig. 3 can be granted if
, and
The transition bands of H(ω) and G(ω) can be arbitrarily specified respectively. However, both should keep a certain degree of differentiability so as to provide h(n) and g(n) with better time-domain localization ability at the same time. As higher differentiability in frequency domain results in the slower decay of the impulse response in time domain, the frequency response of Daubechies wavelet with the vanishing moment number of two was used here. As shown in Fig. 4 , such specification provides the filter with a better localization ability in both time and frequency domain. After the specification of H(ω) and G(ω), the filtering to any discrete signal as that in Fig. 3 can be directly implemented in frequency domain.
In order to clarify the behavior of the iterative filter bank in Fig. 3 , the order of the filters and the re-samplers was exchanged by using noble identities for obtaining the equivalent combined filter at each decomposition level that acts directly on the input and follows by a re-sampler (the band-limiting condition (1) of the designed low-pass filter makes the exchange possible) [16] . Finally, we obtained a low-pass combined filter Φ j (ω) and a high-pass combined filter Ψ j (ω) for the decomposition level of j.
Using the two combined filters, one can convert the iterative filter bank in Fig. 3 to its equivalent filter bank as presented in Fig. 5 . Here, each structure surrounded by an ellipse is an ideal re-sampler [16] . We then can calculate the Q-factor as a function of the parameter set (p, q, s). From the analysis above, we see both Φ j (ω) and Ψ j (ω) has a flat pass band if (1 − 1/s) > (p/q) 2 . Provided that the two transition bands of the Ψ j (ω) are both half-band, just like the specification here, the edge of the pass band on each side is the middle point of each transition band respectively. Then we can obtain that Q j (p, q)= p/q/(1 − p/q) for j > 1.
Since Q j (p, q) is constant and independent of the decomposition level j, the iterated FB shown in Fig. 3 is a constant-Q transform. As shown in Fig. 6 , one can flexibly achieve a sparser/finer frequency-domain decomposition by using a low/high Q-factor. Because sparser/finer frequency-domain decomposition results in finer/sparser space-domain decomposition, one should rationally pursue the Q-factor in practical.
The one-dimensional (1D) over-complete RWT discussed above can be expanded to its 2D counterpart via tensor product approach as other MST does [15] . As seen in Figs. 7 and 2, we should suitably choose the parameter s, since there is an inverse relationship between the ideally frequency-domain response and the densely spatial-domain sampling.
The RWT (simplified denotation for the over-complete RWT) based pan-sharpening algorithm is similar to that of many other MSTs [1−4,10,11] .
Step I, register the MS image and PAN image; perform principle-componentanalysis (PCA) or intensity-hue-saturation (IHS) transform to the original MS image; match the histogram of PAN image (P ) to the first component or the intensity (I) of the MS image; obtain the matching result (P ′ ).
Step II, fuse I and P ′ to generate fused image I ′ ; perform J-levels RWT decomposition to P ′ and I as that in Fig.  3 ; obtain one approximation and J details for P ′ and I respectively; fuse the two approximations based on a kind of fusion rule, and each detail pair based on the same rule or another; perform RWT reconstruction to the fused approximation and details to obtain I ′ .
Step III, perform PCA or IHS inverse transform using I ′ to generate the pan-sharpened MS image.
We pan-sharpened the MS images of ETM+ datasets here to compare this RWT based pan-sharpening method with other methods and evaluate the effectiveness of the tunable-Q factor in the RWT. Two ETM+ datasets of different oscillatory nature in Yantai, China, were used here. As shown in Fig. 8 , each MS image is composed of Band2, Band3 and Band4 and has a size of 256×256×3, and each PAN image has a size of 512×512.
Four other MST based pan-sharpening methods were also performed for comparison, including that of WT, NSWT, CVT and NSCT. In addition, IHS and PCA as two traditional methods were considered too. We employed four-level decomposition for all the MSTs, and used Daubechies 9/7 filters for the WT and NSWT. For the directional FB in the CVT and NSCT, we used (3, 4, 4, 5) directional levels for the four levels respectively. Different parameter sets were taken into account for the RWT, whereas the conditions q = p + 1 and s = p were also used for a clear comparison. Therefore, we used RWT(p) to denote these RWTs using different parameter sets below.
For all these MST based pan-sharpening methods, we used the IHS transform to obtain the component I, and used the same set of fusion rules as described below. These fusion rules are relatively simple, as this way, one can observe to what extent the method is efficient without the use of more complex fusion rules. The approximation of the fused image I ′ was replaced by the average of the two approximations obtained from P ′ and I respectively, and the detail of I ′ at each level was obtained by using the following three fusion rules respectively. Rule I is based on pixel value, i.e. to set the corresponding larger absolute value of the two details (resulted from P ′ and I respectively) to be the detail of I ′ . Rule II is based on regional absolute value, i.e. firstly to compare the regional absolute value of the two details and obtain a binary decision map, then to perform consistency verification to the map, finally to obtain the detail of I ′ based on the verified map [1, 3] . Rule III is based on regional variance. It is the same as Rule II except using the regional variance rather than the regional absolute value. In this experiment, the region for the Rule II and III is a 3×3 window for each pixel.
We also used several fusion quality indexes to objectively evaluate the performance of each method, including the standard variance [3, 14] (Std), the entropy [10, 14] (E ) and the sharpness [10, 14] (SP) of the pan-sharpened images, as well as the spectral distortion [4] (Dist), the correlation [5, 12] (Corr), the relative average spectral error [2, 8] (RASE) and the relative global dimensional synthesis error [2, 8, 9] (ERGAS) between original images and pan-sharpened images. The former three of the seven indexes will be higher if more structural detail is preserved; the Dist, RASE and ERGAS will be lower and 
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the Corr will be higher if less spectral distortion is generated. We implemented all the experiments in MATLAB environment.
For both datasets, as shown in Figs. 9 and 10, PCA and IHS generate severer spectral distortion compared with all the MST based methods, and RWT based method preserves slightly more structural details compared with the other MST based methods (the reason to use such two parameters is presented below). Moreover, the pansharpened results based on the other two rules show similar advantages of the RWT based method. Using the proposed method, we can see the spatial and the spectral resolution of the original MS images appear to have been better enhanced. That is, the results of the pan-sharpening contain more structural details of the PAN image and richer spectral information of the MS images. Tables 1 and 2 present a detailed and objectively comparison among these methods. For Dataset 1 and all the fusion rules, the RWT using the parameter 3 obtains more desirably quality index results than the others in most cases, including not only the two traditional methods and the other MST based methods, but also these using the other parameters; for Dataset 2, the one using the parameter 5 achieves the similar performance.
To evaluate the effectiveness of the tunable Q-factor in the proposed method, we presented the values resulted from the RWT using different parameters and Rule III in Fig. 11 . As seen, for a give dataset, there exist better suitable (p, q, s) parameter sets that can yield more promising pan-sharpened result among all the parameter set cases. Furthermore, the values corresponding to the other two rules also share this variation pattern. Fig. 11 . Quality indexes resulted from the RWT using different parameters, for Dataset 1 (upper) and Dataset 2 (down).
In Conclusion, we propose a rational-dilation wavelet based pan-sharpening scheme for pan-sharpening MS images of different oscillatory nature. The transform provides us with a tunable parameter set of (p, q, s) by which one can flexibly tune the Q-factor in the multiscale decomposition. We employed the RWT based pansharpening method to fuse the MS images and PAN images of ETM+ datasets. The results show that for this pan-sharpening method, different (p, q, s) sets will result in different performance, and these using better suitable (p, q, s) sets preserve more feature details while generate less spectral distortion compared with that of other widely-used pan-sharpening methods.
As seen, the curvelet and contourlet based pansharpening methods sometimes outperformed the proposed method, so an effectively directional-selective scheme should be integrated into this method latterly. Moreover, one should take into account the best suitable parameter set for a given dataset when using the method in practice, thus another subsequent issue is to find the strategy of choosing the best suitable (p, q, s) set corresponding to a particular dataset.
