We present two new variants of Schur complement domain decomposition preconditioners suitable for 2D anisotropic problems. These variants are based on adaptations of the probing idea 5] used in conjunction with a coarse grid approximation 3]. The new methods are speci cally designed for situations when the coupling between neighboring interfaces is stronger than the coupling within an interface. Taking into account this strong coupling, one variant uses a multicolor probing technique to avoid distortion in the probe approximations that appears when using the method proposed in 5]. The second technique uses additional probe matrices to approximate not only coupling within the interfaces but also coupling between interface points across the subdomains. This latter procedure looks somewhat-like an alternating line relaxation procedure and was motivated by the success of line relaxation within multigrid methods for anisotropic problems 4]. To assess the relevance of the new preconditioners, we compare their numerical behavior with well-known robust preconditioners such as the balanced Neumann-Neumann method 14].
Introduction
The domain decomposition method based on nonoverlapping subregions is now a fairly well-established technique for solving elliptic problems. The solution of the problem de ned on the complete physical domain reduces to the solution of a Schur complement system on the interfaces between subdomains. When the original problem is self-adjoint, the Schur complement system is symmetric positive de nite (SPD) and can be solved via a conjugate gradient method accelerated with appropriate preconditioners. One important class of Schur complement preconditioners relies on local interface \solves" to approximate coupling within each interface and coarse grid \solves" to approximate coupling between interfaces. In the standard situation the coupling within an interface is much stronger than the coupling between the interfaces and the technique works well.
In this paper we discuss two new interface preconditioners (used in conjunction with a standard coarse grid solve 3]) that accurately capture coupling within interfaces and between neighboring interfaces when applied to anisotropic problems. These new preconditioners are variants of the probing method 7]. Probing is a technique which creates a band matrix to approximate the Schur complement on each internal subdomain interface by performing a few speci c matrix-vector products with the Schur complement. While the procedure given in 7] often works well, two problems can arise:
1. matrix-vector products used to construct a band matrix yield a poor approximation of the Schur complement within an interface, 2. coupling within an interface does not su ciently approximate the local behavior of the Schur complement. Both problems result from the strong interaction between di erent interfaces when the problem is anisotropic. To see how this occurs, consider the 2D anisotropic problem "u xx + u yy = f (1) de ned on the unit square with Dirichlet boundary conditions and " 1. When " is su ciently small, the coupling in the Schur complement matrix is much stronger in the y direction than the coupling in the x direction. If a standard box decomposition is used, there exists an " su ciently small such that the coupling within a horizontal interface is weaker than the coupling between neighboring horizontal interfaces (due to the much stronger vertical coupling in Equation (1)). In these situations, special procedures must be adopted which take into account these strong interface interactions.
Two probing algorithms are proposed to address the di culties that arise in the anisotropic case. The rst variant is a fairly straight-forward modi cation of the original probing idea. Speci cally, a di erent set of vectors are used (based on multicoloring techniques) to construct the band matrices. The basic idea is to de ne the probe vector for a particular edge such that information from neighboring edges does not distort the approximation. In this way, the band matrix more accurately re ects the Schur complement within an interface and the convergence rate of the overall method is signi cantly improved. Despite these improvements, the convergence associated with the resulting multicolor probing method still degrades when either the anisotropy or the number of subdomains is increased. To address this problem, we have developed a second variant that uses the multicolor idea in conjunction with additional band matrices. Specifically, band matrices are created to approximate the Schur complement along each grid line and no longer only along the domain interface as proposed in 5]. The new procedure looks somewhat-like an alternating line relaxation procedure and was motivated by the success of line relaxation within the multigrid method for anisotropic problems. Computational results are given to illustrate the bene ts of the new variants. ?r(a(x; y)ru) = f(x; y) in
where a(x,y) 2 IR 2 is a positive de nite symmetric matrix function.
We assume that the domain is partitioned into N non-overlapping subdomains 1 , ..., N , which form the elements of a coarse grid mesh, H , with mesh size H. We also assume that the i are re ned to produce a regular ne grid mesh, h , with mesh spacing h. We discretize (2) by using nite di erence methods resulting in a SPD linear system, A h u h = f h , on the ne grid. Let I denote the union of the interior points in the subdomains, and let B denote the interface points separating the subdomains. Then grouping the unknowns corresponding to I in the vector u I and the unknowns corresponding to B in the vector u B , we obtain the following reordering of the ne grid problem:
A 
where S is referred to as the Schur complement matrix that is SPD if A h is SPD. We consider solving (4) using a conjugate gradient method without the explicit computation of S. For this method only matrix-vector products with S are required, and each matrix-vector product requires the solution of one Dirichlet problem on each i . Although the Schur complement (4) is always better conditioned than the original System (3) 2], it is still often ill-conditioned 3], 16] , and e cient preconditioners should be considered for S.
The standard BPS preconditioner
Consider a partitioning of the interface points, B, into edges, E i , and crosspoints, V that de ne the coarse mesh, H . Notice that E i does not include the endpoints of the i th edge. These are included in the cross-points set, V .
The above partitioning induces a block decomposition of the Schur complement matrix, where we denote S ij the coupling between nodes on edges E i and E j . S iV denotes the coupling between nodes on E i and the cross-points V and nally S V denotes the coupling between the cross-points.
We now de ne a series of projection and interpolation operators. 
It can be interpreted as a generalized block Jacobi preconditioner for the Schur complement system (4) where the block diagonal preconditioning for S V is omitted and a residual correction is used on a coarse grid. The coarse grid correction term I h H A ?1 H I H h allows global coupling to be incorporated between the interfaces. This global coupling is critical for scalablity. In particular, it has been shown in 3] that the preconditioned system has a condition number
This implies that the condition number only weakly depends on mesh spacing and number of processors and thus is appropriate for large systems of equations on large processor systems.
In this paper, we do not compute the S ii . Instead we follow 5] and construct approximations,S ?1 ii , using the probing technique 7] to be described in the following sections. The resulting approximations are more easily factorized and used in place of the S ?1
ii 's in (5) . Additionally, we modify the BPS preconditioner to incorporate the inverse of the cross-points matrix (which is just a diagonal matrix for 5-point discretizations). Thus, the modi ed BPS preconditioner isM
where the`local' preconditioning has been grouped intoM`de ned bỹ
Probing Technique
To complete the BPS-Probing preconditioner described in 5], we now discuss the construction of theS ii matrices. To simplify the presentation, we rst consider two subdomains divided by one interface 7] . The main idea is to approximate the interface matrix by a matrix having a speci ed sparsity pattern. This sparsity pattern is usually chosen as a band matrix and is motivated by the observation that the entries of S decay rapidly from the diagonal; it can be (9) where the index k is used to denote the speci c elements of the j th probe vector p
. To illustrate the idea, the case d = 1 is considered. Specically, it is possible to obtain all the coe cients of a tridiagonal matrix, C, using p 
C C C C A :
The Schur complement is not tridiagonal but is full with entries decaying rapidly from the diagonal. In this case, the probe is not exact but gives rise to a good approximation. In this paper, we use a variant referred to as minmodsym-
, that ensures under some natural assumptions on C that the resulting probe matrix is SPD and strictly diagonally dominant.
To generalize the probing technique to multiple domains, a band matrix must be generated for each subdomain edge. To do this, 5] de nes composite probe vectors using the individual edge probes, p (j;d) , de ned by (9) for the two domain case. Speci cally, they construct 2d + 1 composite vectors using the 's on the horizontal edges and 0's on the vertical edges (see Figure 1 ). We refer to this procedure as vertical/horizontal probing and use the notationM vh (d) to denote the local preconditioning operator, (8), andM vh(d) BPS to denote the resulting BPS-Probing preconditioner.
Figure 1: Vertical horizontal probe vectors 3 A BPS-MultiColor Probing Preconditioner
The primary problem when probing is to avoid interference between edges that are probed simultaneously. That is, all edges which border the same subdomain in uence each other. The vertical/horizontal probing eliminates approximation errors arising from coupling between vertical and horizontal edges. However, it does not eliminate coupling errors between the vertical edges or between the horizontal edges. In the case of isotropic problems, this coupling is usually much weaker than the coupling within an edge and so the vertical/horizontal probing is su cient. However, in Problem (1), there exists a su ciently small " such that the coupling between two horizontal edges that share the same subdomain is actually stronger than the coupling within the horizontal edges. In this case, the use of the composite`horizontal' probe vectors de ned in Figure 1 (used to construct approximations to coupling within each horizontal edge) will give rise to inaccurate approximations of the associated S ii due to the large coupling between these edges.
The Red/Black Procedure
To alleviate this interference problem we propose to further subdivide both horizontal and vertical edges into`red' and`black' sets to minimize the approximation errors arising from coupling between vertical (or horizontal) interfaces (see Figure 2 for the vertical interfaces). We refer to this procedure as red/black probing and use the notationM rb(d) to denote the local component of the preconditioner andM rb(d) BPS to denote the resulting BPS-Red/Black Probing preconditioner. The important aspect of red/black probing is that the probe approximation on a particular edge is not distorted by other edges as there is no coupling in the Schur complement matrix between edges within the same line and between two edges on parallel non-neighboring interfaces. We note that while this procedure is for regular grids, nonuniform grids can use the same idea via multicoloring. Essentially, two edges belonging to the same subdomain must be assigned to di erent colors. and 4(2d + 1) matrix-vector products respectively. For d = 1, this corresponds to 6 and 12 matrix-vector products. Though the vertical/horizontal probing is the least expensive, the di erence in the convergence rate is often large enough for anisotropic problems to o set the extra cost.
Experimental results
In this section, we demonstrate the numerical advantages of the BPS-Red/Black Probing preconditioner when applied to the anisotropic model problem de ned by Equation (1) . For the purposes of comparison, we consider not only the BPS-Probing preconditioner (described in Section 2), but additionally a BPSFourier preconditioner and the well established balanced Neumann-Neumann preconditioner 14]. Before reporting the comparison results, we brie y describe the BPS-Fourier and balanced Neumann-Neumann preconditioners.
To obtain the BPS-Fourier preconditioner,M Fourier BPS , we take Equation (7) and Equation (8) The balanced Neumann-Neumann preconditioner has proven to be an ecient domain decomposition preconditioner for some fairly di cult problems 20] (e.g. linear systems arising from structural analysis). At each iteration two linear systems per subdomain must be solved, one corresponding to the PDE with Dirichlet boundary conditions and the other with Neumann boundary condi-tions. A global/coarse space problem is solved at every iteration to remove the possible singularity associated with the Neumann problems. We omit the details and refer to 14] for a complete description. It is important to note that the balanced Neumann-Neumann preconditioner is`scalable' and in fact has the same condition number bound as for the BPS system (see Equation (6)).
Henceforth, the Neumann-Neumann preconditioner will be denoted by M BNN .
All experimental results correspond to an equi-sized square box partitioning of the entire domain where the PDE is discretized with central di erences on a uniform grid. The initial guess and the right hand side are always taken as random vectors. Convergence is attained when the 2-norm of the residual is reduced by 10
5
. All the CPU times have been observed on a 512 MB R10000 SGI workstation and include the time required to construct the preconditioner. The local Dirichlet problems are solved using the sparse direct solver MA27 9] and the band probing systems are solved using LAPACK 1] routines.
To study the behavior of the preconditioners, we x the ratio H=h that appears in Equation (6) while varying the number of subdomains. In Table 1 , we display the iteration numbers required for the solution of the model Problem (1).
For the " = 1 case, the results are similar to those of other authors 14], 5].
Namely, the preconditioned conjugate gradient routine converges quickly and the number of iterations is independent of the number of domains as predicted by the theoretical estimation of the condition number given by Equation (6) . Further, all the di erent approaches give nearly identical behavior and the bandwidth of the probing matrices does not greatly a ect the convergence behavior.
For " = 10 ?4 , however, these observations are no longer true. In particular, the number of iterations required to solve the anisotropic problem is signi cantly greater than that required for the Poisson problem. Further, the number of iterations increases for all the preconditioners as the number of subdomains is increased. While none of these methods is`optimal', the BPS-red/black probing method clearly outperforms the others in terms of iterations.
To see the convergence degradation as a function of ", we x the number of domains at 8 8 and vary ". The results given in Table 2 and 3 illustrate the degradation as a function of ". From an iteration point of view, it is apparent that the red/black probing is signi cantly better than the other techniques for " 10 ?3 . In Table 3 , it can be seen that the extra cost to obtain this probe approximation is easily o set for " 10 ?3 . Although its convergence behavior is much poorer, the closest competitor is theM Fourier BPS because it requires signi cantly less time to construct the preconditioner. Overall, the BPS-Red/Black Probing preconditioner gives the best convergence rates (and corresponding runtimes) over a relatively wide range of ". It should be noted that CPU times are not reported for the M BNN preconditioner. For the most part, our M BNN implementation is not as well optimzed as the other methods and so a timing comparison would not be completely fair. However, the M BNN preconditioner is not even close to being competitive for the problems considered in this paper. The method requires at least as many iterations as the other approaches and the computing e ort per iteration is almost twice as expensive due to the fact that two subdomain solves are required at each iteration as opposed to just one for the other methods. In Table 4 , we report the cost for building the interface preconditioning for each variant we have considered as well as the cost to apply the preconditioner to the residual at each iteration. It can be seen that the construction cost of the Fourier approximation is very low compared to the probing variants whose costs are proportional to the number of matrix-vector required to build them. On the other hand, the cost per preconditioned conjugate gradient iteration is quite independent of the interface preconditioner since the most time consuming part is the matrix-vector product, i.e. the forward/backward substitutions for solving the local Dirichlet problems (even though MA27 is an e cient sparse direct solver).
The remainder of this paper focuses on reducing the number of iterations and eliminating the convergence degradation that occurs when the anisotropic strength is increased. To do this, it is necessary to discuss the two causes of this degradation: poor edge approximations and strong coupling between horizontal interfaces. Speci cally, vertical/horizontal probing generates poor edge approximations due to interference between the vertical and horizontal edges when probing. The BPS-Fourier method generates edge approximations that are actually the same regardless of whether an interface is vertical or horizon-" Table 3 CPU time varying the anisotropic behavior on a 257 257 grid with a 8 8 decomposition tal. That is, the direction of the anisotropic behavior is not taken into account.
Only the BPS-Red/Black Probing method properly approximates the coupling within edges by algebraically extracting this interaction while avoiding interference between probes. It is, in fact, for this reason that the BPS-Red/Black probing method out performs the others. The second di culty, however, is not properly handled by any of these schemes. In particular, the strong coupling between horizontal edges implies that the Schur complement o -diagonal blocks have large entries and thus the block diagonal matrices,M`, can not properly capture the local behavior of the Schur complement. There are two possible remedies for this situation. The rst is to choose the location and shape of the subdomains to avoid strong coupling between interfaces. For example, strips could be used instead of boxes for problems with unidirectional anisotropic behavior aligned with the grid. However, when the anisotropic behavior is not regular and many processors are used, it may be di cult to choose the domains Table 4 CPU time cost for he construction of each preconditioner and for one iteration on a 257 257 grid with a 8 8 decomposition in a way that maintains load balancing while keeping interfaces su ciently far apart to avoid strong interface coupling. We do not pursue this subject any further and instead consider augmentingM`so that it approximates some coupling between neighboring edges.
BPS-Full Probing Preconditioner

Multigrid and domain decomposition
The new probing variant is best motivated by an analogy with the multigrid method. Speci cally, it is well-known in the multigrid community that special multigrid techniques should be adopted when solving anisotropic problems. That is, point relaxation methods do not su ciently smooth errors for severely anisotropic problems. If, however, line relaxation is used instead of the point relaxation, it is once again possible to obtain good multigrid convergence rates even for anisotropic problems. We omit the details and refer the reader to 4] where a Fourier analysis is given illustrating this phenomena. Before discussing a probing version of line relaxation, we discuss the connections between multigrid and domain decomposition algorithm. A more general framework connecting multigrid and domain decomposition is discussed in 21]. We give only a brief sketch of a typical multigrid algorithm. Detailed descriptions of more general multigrid algorithms can be found in 4] and 13]. One iteration of a two level multigrid method consists of smoothing the error using a relaxation technique, solving an approximation to the correction equation on a coarse grid, interpolating the correction to the ne grid, adding the error correction into the approximation, and nally smoothing the error in the new approximation. We summarize one iteration of this procedure below where A h is a PDE discretization on a ne grid,Â H is the PDE discretization on a coarse grid,Î H h is the projection operator andÎ h H is the interpolation operator. We simply state (see 10] for details) that the above multigrid operator is equivalent to a multiplicative form of the modi edM BPS preconditioner when the multigrid kernels are chosen such that the coarse grid points, coarse grid discretization, interpolation, and projection correspond to those used in the domain decomposition algorithm. Additionally, the relaxation operators should be chosen as pre relax(b; u): 
A line probe variant
Motivated by the close relationship of the modi ed BPS preconditioner with multigrid, we consider the probing analogue of alternating line relaxation. Specifically, we approximate the restiction of the Schur complement operator to each grid line. The general structure of the approximation matrix for a particular grid line di ers depending on whether the grid line is aligned with a set of domain interfaces (Figure 3 ) or whether the grid line crosses a set of domains ( Figure 4) . On a uniform grid with n x grid points in the x direction partitioned among N x equi-sized rectangles, a horizontal grid line that is aligned with the interfaces has n x points while a line between the interfaces has N x ? 1 points.
In both cases, the probe idea can be applied to compute an approximation of the Schur complement restricted to the line. For a grid line aligned with an interface, the restriction of the Schur complement matrix to this line is almost a block diagonal matrix (actually the matrix is block diagonal with blocks that overlap at the cross points). This block diagonal matrix represents the coupling between points on the line. Matrix approximations to these lines can be built by , de ned over each element of the interfaces that lies on that line. Such a vector is depicted in Figure 4 for a horizontal grid line. Thus, the overall To reduce the cost of the building of these matrices, steps 1) and 2) can be combined as well as steps 3) and 4). ) the case d = 2 for points on vertical interfaces. After steps 1) and 2) we repeat the same procedure for the horizontal interface points. It is important to note that combining steps 1) and 2) introduces small approximation errors. For example, the tridiagonals constructed for lines that are not aligned with interfaces are no longer exact. However, the advantage of this process is that only 6(2d+1) matrix-vector products are needed to build the probe (as compared with 4(2d + 1) for red/black probing).
We refer to this procedure as full probing and use the notationM full (d) to denote the local component of the resulting preconditioner wherẽ 
Experimental Results
The full probing schemes was implemented and tested rst on Problem (1). In Table 5 we illustrate the convergence for a box decomposition. Table 6 . More speci cally, the method is relatively insensitive to variations in " though there is a peak which occurs between 10 ?2 and 10 ?3 . This peak can be predicted by applying Fourier analysis techniques to a closely related model problem. Essentially, full probing is least e ective when horizontal and vertical coupling among horizontal interfaces in the Schur complement stencil is approximately the same. This gives rise to a convergence peak as the anistropic stength is varied (see 10] for details). In Table 7 , we display the CPU time required by the three fastest methods considered on this model problem. It can be seen that the extra cost to obtain " Preconditioner Table 6 Number of iterations varying the anisotropic behavior on a 257 257 grid with a 8 8 decomposition the full probe approximation is easily o set for " 10 ?3 . Furthermore, the gures given in Table 8 show that the application of the full probing preconditioner is not signi cantly more costly than the other schemes (though its construction is more expensive Table 7 CPU time varying the anisotropic behavior on a 257 257 grid with a 8 8 decomposition
We conclude with two nonconstant coe cient examples where the direction of the anisotropic behavior changes within the domain. Speci cally, we consider the following problem " x (x; y)a(x; y)u xx + " y (x; y)b(x; y)u yy = f de ned on the unit square with Dirichlet boundary conditions. The functions " x () and " y () are depicted in Figure 6 and 7 for two di erent examples.
The results obtained for " = 10 ?4 and two di erent choices of a() and b() are given in Table 9, Table 10, and Table 11 . Similar to the model problem, it is clear that the full probing method is superior in both iterations and total time. That is, the general behavior ofM full BPS is similar to that of the Poisson equation on a uniform grid in that the number of iterations does not depend strongly on the number of domains. It should be stressed that using more sophisticated discretization techniques for the coarse grid problem, it is possible to improve Table 8 CPU time cost for he construction of each preconditioner and for one iteration on a 257 257 grid with a 8 8 decomposition (2) the performance of the algorithm on these problems so that they converge as rapidly as for the Poisson equation 11].
Conclusion
We have adapted the domain decomposition probing method for highly anisotropic equations. Speci cally, we have considered two variants of the probing BPS type preconditioner in 5]. One variant, BPS-Red/Black Probing, uses a multicolor ordering of the edges to obtain suitable probe vectors to construct good approximations to the diagonal blocks of the Schur complement. The primary idea is to avoid mixing information between neighboring interfaces, which are often strongly coupled for anisotropic problems when forming probe approximations. Though described for structured meshes, the same coloring technique can be easily extended to unstructured meshes. We have shown through experimental results that the BPS-Red/Black Probing preconditioner signi cantly outperforms the BPS-Probing, BPS-Fourier, and balanced Neumann-Neumann preconditioners on anisotropic problems. Despite these improvements, the convergence associated with all these methods including the BPS-Red/Black Probing scheme still deteriorates when either the anisotropy or the number of sub-a() = 1 + 4 sin 2 ( (x + y)) b() = domains is increased. To overcome this drawback, we have proposed a second variant for structured meshes, BPS-Full Probing, that introduces a series of band matrices. Each band matrix corresponds to the restriction of the Schur complement to a line of the original discretization grid. The full probing method looks somewhat-like an alternating line relaxation procedure and was designed to approximate the coupling between neighboring interfaces properly. Experimental results show that with this new preconditioner, the number of iterations only weakly depends on the number of subdomains (when the number of points per subdomain is xed) as well as on the anisotropy. Though this preconditioner costs a bit more to construct and apply, it often requires signi cantly less iterations than the BPS-Red/Black Probing method. Overall, the problem's anisotropic behavior and the e ciency of the preconditioning implementations will determine which method is the most suitable. 
