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ABSTRACT 
It is well known that the generating function f E I,‘[-- 7~, m] of a class of 
Hermitian Toeplitz matrices A,(f) d escribes very precisely the spectrum of each 
matrix of the class. Recently, this theory has been extended, in various senses, in three 
directions: the non-Hermitian case, the block case, and the case of preconditioned 
Toeplitz matrices. Here, by using some results of the first and the second extension, 
we deduce new properties of distribution of the spectrum of preconditioned matrices 
and we define the concept of generating function for these matrices. Moreover, we 
discuss the consequences of these results on the analysis of convergence of precondi- 
tioned conjugate-gradient methods previously defined in the literature. Finally, we 
perform some numerical experiments which confirm the theoretical idea. 0 1997 
Elsevier Science Inc. 
1. INTRODUCTION 
In this paper we start by considering the spectral properties of Toeplitz 
matrices A,(f) g enerated by an integrable real-valued function f defined on 
the fundamental interval I = [ - rr, ~1 and periodically extended to the 
whole real axis. More precisely, the coefficients of the matrix A,(f) along the 
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k th diagonal are given by 
If the function f is defined on the square I-n-, r12 and periodically 
extended to R2, then, by using the same idea we may define the block 
Toeplitz matrices with Toeplitz blocks: in particular we consider matrices 
A n, fn in the case where they have a block Toeplitz structure i.e., 
A,, A, -*a A,_, 
A_, *. *. : 
A = *,m 
with 
(1) 
and 
The spectral properties of these matrices, which are related to the behavior of 
the generating function f, have been well understood and deeply studied in 
this century (see for instance [19, 24, 1, 45, 38, 40, 391). 
More recently, owing to the applications to the efficient solution of 
Toeplitz linear systems by means of preconditioned conjugate-gradient (PCG) 
methods, some kinds of “preconditioned Toeplitz matrices” have been intro- 
duced. The most successful preconditioners for the case where f is strictly 
positive have been devised in the algebras of circulant, Hartley, and T 
matrices [ll, 7, 61. For the nonnegative case, under the assumption of zeros 
of even orders, the only “optimal’ preconditioners [4] are those chosen in the 
r algebra [15] and in the band Toeplitz class [8, 16, 12, 331. In particular, this 
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last preconditioning strategy has been the most flexible and versatile in 
allowing one to treat also the nondefinite [29], the block [33], and the 
non-Hermit&i [9] cases and the case of zeros of any order [35]. This is the 
reason for which we focus our attention on the Toeplitz preconditioning: 
therefore we consider the positive definite matrix A,(g) generated by a 
nonnegative, nonzero function g, and then, on following a known strategy 
[16, 81, the preconditioned matrix takes the form Ai ‘( g> A”(f). In this 
paper, by collecting known and new results, we show that the function f/g 
describes very precisely the spectrum of the family of matrices 
{A,l(g)A,(f>]n and consequently we introduce the concept of generating 
function for this kind of preconditioned Toeplitz matrices. 
The paper is organized as follows. In Section 2 we briefly discuss the main 
results of the elegant classical theory about Toeplitz matrices due to Szegij, 
Widom, and others. In Section 3 we obtain new results on the asymptotic 
distribution of the spectra of Hermitian Toeplitz matrices, and in Section 4 
we apply these distribution results to the analysis of the spectral behavior of 
the preconditioned Toeplitz matrices by discussing the consequences of the 
preceding spectral analysis on the convergence speed of the related PCG 
methods [29]. Section 5 is devoted to the block case. Finally, in Section 6, we 
discuss the conclusions and we perform some numerical experiments in order 
to give numerical evidence for the theoretical results. 
2. THE CLASSICAL SZEGii THEORY 
We start by briefly recalling the main results of the Szegii theory on the 
spectral behavior of Hermitian Toeplitz matrices generated by a Lebesgue 
integrable function f. Here and in the following we denote by ess inf f and 
ess supf the essential i&mum and the essential supremum off [I9], that is, 
inf f and sup f up to zero-measure sets; moreover, the symbol m{ A} denotes 
the Lebesgue measure of the set A, where A is a subset of RN, N > 0. 
THEOREM 2.1 [19, 401. Let A$“) be the eigenvalues of A”(f) (which are 
real, since f is real-valued and the matrix A,(f) is Hermitian) ordered in a 
nondecreasing way; then, for any continuous function F E C[mr, Mf], with 
rnf = ess inf f, Mr = ess sup f, the asymptotic formula 
holds true. 
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As a direct consequence of the definition of the coefficients ak and in the 
light of the previous theorem, it is possible to prove a localization result on 
the spectrum X:,(f) of th e matrices A,(f) and a first estimate of the 
asymptotic distribution of Z,(f). 
DEFINITION 2.1. We define E&%‘(f), the essential range of f, as the 
closed set of the real values y such that, VC > 0, the Lebesgue measure. 
m{x E Z :f(r> E ( y - E, y + 8)) is always positive. 
THEOREM 2.2. Let f be a Lebesgue integrable real-valued function not 
essentially zero on I (mr < Mf). Then we have: 
1. A$“) E (mr, Mr> for any i < n and n E N. 
2. The topological closure of U U A\“) contains ~??.9(f>. 
n l<i<n 
3. Zf we fix an index i independently of n, then 
lim A$“) = mr and lim A’,“li=M 
?l+m n-m f’ 
Of course, if mf = Mf then A,(f) = mf I. 
More recently, in [45] f mer relationships have been proved. 
THEOREM 2.3. Zf m{x : f(x) = a] = m{x : f(x) = b] = 0, then 
lim #{4”) E [a> bl} m{x:f(x) E [a,bl} = 
n-m n 2?r 
Therefore, if we denote by X, the set 
bf, M@(Wf), e)> 
where B(A, E) is the union of the open balls centered in a E A with radius 
equal to E, then, roughly speaking, few eigenvalues of A,(f) belong to X,. 
More precisely, for any positive E, #{C,(f) n X,} = o(n), so that most of 
the spectrum of A,(f) must be contained in the essential range of f. 
However, surprisingly enough, in [45] the following theorem is proved. 
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THEOREM 2.4. U U A$“) is dense in [mf, Mj]. 
n=libn 
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In the case where f is complex-valued, it is evident that the related 
matrices A,(f) are, in general, not Hermitian. On considering the singular 
values in place of the eigenvalues, an elegant version of the Szegii theory 
results. 
THEOREM 2.5. L/t f be the complex-valued generating function of the 
class A,(f ), and let F be a continuous function defined on the closed set 
[m,, Mfl, where Mr = ess suplf I and mr is the Euclidean distance of zero 
from the convex hull of the essential range off. Then the relation 
is veri$ed, where the symbol CT~ Cfl) denotes the singular values of the matrix 
A,(f ). 
This result, under some restrictive assumptions, has been proved by 
Parter [24] by exploiting linear-algebra tools; more general statements can be 
found in [l, 401: there the argument is mainly based on functional analysis 
and operator theory. 
In addition, in [44], under some hypotheses about f, the author proves a 
second-order result which can be used in order to give an asymptotic 
estimate about the number of the few eigenvalues not belonging to kYS?(f >. 
This refinement is a little simpler to state in terms of the squares of o/“) 
than in terms of the singular values themselves. The restriction about f is due 
to the assumption that it belongs to the Krein algebra [22] K of all the 
functions f such that f is essentially bounded and 
Ilf 11°K = 
k= -cc 
We remark that the Krein algebra contains the linear subspace of the C2 
periodic functions. More precisely, by means of classical estimates on the 
Fourier coefficients of continuous functions (see the chapter on the trigono- 
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metric interpolation in [36] and the bible [46] on trigonometric series), we can 
say that 
1. K contains Ci = {f E Ci : f’ is absolutely continuous}, 
2. K contains T, = {f E C1 : f’ E Lip,], (Y E (0,l 1, 
3. K contains T, = {f E C’ : f’ ’ IS in the Dini-Lipchitz class}. 
More precisely, for the class Ci, we can conclude that the Fourier coeffi- 
cients ak are O(k-‘) [36], while for the classes T, and T, we have 
al; = O(k-(‘+“‘) and ak = o((k log k)-‘) respectively. Notice that all these 
spaces are subspaces of the class C1 and, with the exception of T, , are also 
subspaces of the well-known Wiener class [ll, 141. Concerning the functions 
in the Krein algebra the second-order result of Widom is stated in the 
following theorem [44]. 
THEOREM 2.6. Let t,‘“’ = (aicn)j2, let f E K, and let G be a function 
beZonging to C3[ rn;, Mf2]_ Then 
where c is known constant characterized in [Ml. 
3. NEW RESULTS ON THE DISTRIBUTION OF THE 
TOEPLITZ SPECTRA 
In this section, by using the preceding limit relations (3), (41, and (51, we 
want to analyze the asymptotic distribution of the eigenvalues and/or the 
singular values of the Toeplitz matrices A,(f). We will show that the 
essential range off or If] pl a y s a fundamental role in understanding where 
“most” of the eigenvalues and/or singular values of A,(f) tend to concen- 
trate. 
In order to explain the technique used in the following, we start by 
proving, in the following lemma, a relation which is also a consequence of 
Theorem 2.3. 
LEMMA 3.1. For any positive number E, let X, be the set 
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with f a real-valued integrable function, mr = ess inf f, and Mr = ess sup f. 
Then o(n) eigenvalues of A,(f) belong to X,. 
Proof. For any E > 0, let us consider a continuous function F, con- 
structed in the following way: 
1. F, is defined on [mf, Mf], and 0 < F’ < 1. 
2. Supp(F,) n z@f > is empty, and F, = 1 on X,. 
Since F, is chosen continuous, we can apply Equation (3), obtaining that 
(6) 
since FE is nonzero only where f< x) does not belong to g9( f >. Therefore, 
as C;= 1 F,( A$“)) 3 #{ A$“) E X,} we have proved #{A$“) E X,) = o(n). n 
Analogously it is possible to prove a similar result for the singular values. 
LEMMA 3.2. For any positive value E, let X, be the set 
with f a complex-valued integrable function, Mr = ess sup1 f 1, and mr the 
distance of 0 from the convex hull of the essential range off (which is clearly 
less or equal to ess infl f 1). Th en o(n) singular values of A,(f 1 belong to X,. 
Proof. It is enough to follow the same steps as in the last lemma. n 
Now, with the help of the second-order result obtained by Widom (see 
Theorem 2.6), we can obtain a finer result about the asymptotic distribution 
of the singular values of A,(f >. 
THEOREM 3.1. Let f E K. Then, for any E > 0, only O(1) singular 
values of A,(f) lie in the set 
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Here rnf is the Euclidean distance of the convex hull of the essential range off 
from zero, while Mf is the essential supremum of If I. 
Proof. For any E > 0, we define a three times continuously differen- 
tiable function G, characterized by the following properties: 
1. G, is defined on [m!, Mf2] and 0 < G, < 1. 
2. G, = 0 on ZFS’(/f 1’) and G, = 1 on 
[m:, Mf2]/B(2?B(lf12), 8). 
3. G, E C3[m;, Mf2]. 
From the regularity features of G, we may apply Theorem 2.6, obtaining that 
1 
+2+0 - 
n ( I n ’ 
where c, is the constant c of Theorem 2.6. In the light of the definition of G, 
we have 
% 1 
+-+o - 
n i i n 
with 0, > 0 and going to zero when E -+ 0. Since G,(I f(x>l”> = 0 almost 
everywhere (a.e.) by definition, it follows that #{giCn) E X,} is bounded by a 
constant depending only on E. W 
COROLLARY 3.1. Let f E K and f be a real-valued function. Then, for 
any E > 0, only O(1) eigenvalues of A,(f > lie in the set 
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Proof. It is enough to consider a positive number v such that f + v is 
essentially positive. In this case the eigenvalues of A,(f + v) coincide with 
the singular values of A,(f + v). Therefore we apply the former theorem by 
obtaining that O(1) eigenvalues of A,(f + v) he in the set 
[y+ 0, q+ v]/B@qf+ V)> &)a 
Since the eigenvalues of A,(f + > v are the eigenvalues of A,(f) shifted 
according to the constant v, the claim holds true. n 
4. THE PRECONDITIONED TOEPLI’IZ MATRICES p,,(f; g) 
The aim of this section is a brief exposition of recent results [16, 28, 30, 
31, 35, 29, 271 about the spectra of preconditioned Toeplitz matrices. In 
particular, we want to point out the formal connection with the classical 
spectral theory of Hermitian (nonpreconditioned) Toeplitz matrices. Here 
and in the following, by preconditioned Toeplitz matrix we mean a matrix of 
the form A;i(g)A,(f), which is also indicated by the shorter symbol 
pfi(f; g), where f and g are two L]- functions with g essentially nonnegative 
and nonzero. We observe that, from the assumptions, the matrices A,(f) and 
A,(g) are well defined and A,(g) is positive definite (see the first part of 
Theorem 2.2); therefore the preconditioned matrix ALl(g exists and 
is well defined. 
The first localization result is the version for preconditioned Toeplitz 
matrices of the first point of the classical Theorem 2.2. 
THEOREM 4.1. Let {A,(g)}, and {A,(f)), be two sequences of Toeplitz 
matrices generated by two real-valued Zkbesgue integrable functions f and g, 
where g is essentially nonnegative and nonzero. Then, for any positive integer 
n, the preconditioned matrix 
has eigenvalues in the open set (r, R), where r = ess infif/g), R = 
ess sup(f/g) with r < R. 0th erwise, if r = R then the preconditioned matrix 
has the form 9’,,(f; g> = rZ,. 
The next theorem gives indications about the asymptotic distribution of 
the spectrum of gn(fi g> in th e c osed set [r, R] that is in the convex hull of 1 
the essential range of f/g. 
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THEOREM 4.2 [28, 351. Let h$“’ be the eigenvalues of 9,,(f; g) ordered 
in a nondecreasing way. Then the following relations hold true: 
(a) The topological closure of U := 1 IJ id nh$n) contains the essential 
range g9C f/g >. 
(b) ~@~<f; g) has eigenvalues in (r, RI, and lim,, _ m A’,“) = r, lim,, ~ m 
A(,“) = R. 
(c) If f/g N 1 x - xoI ’ for some x0 E I, then A?) - r is asymptotic to 
nmp. 
Now we consider the PCG method proposed in [29] for the solution of 
indefinite Hermitian Toeplitz systems. By using Corollary 3.1, we refine the 
convergence analysis previously performed [29]. 
4.1. Brief Description of the Method 
In this subsection we give a concise description of the PCG method 
introduced in [29] in order to deal with the nondefinite case. 
Let us assume that the entries of A,(f) are given and that the function 
(with nondefinite sign) f(x) is kn own, say, by means of its formal expression. 
Here and hereafter we assume that f(x) has zeros xi, . . . , x, E 1. 
The method is outlined by the following stages: 
Stage 1. Find g such that g(x,) = 0, g is positive elsewhere, and the 
closed set g.%(f/g) is contained in [ a-, p-1 U [ a+, p+ 1, where (Y- < p- < 
0 < CY+ < p+; for instance, set g = If I. 
Stage 2. Compute the Toeplitz matrix A,(g), which is Hermitian and 
positive definite [8], and consider the equivalent non-Hermitian system 
Tn(f; g)” = L 
where L = A,‘(g)b. 
Stage 3. Consider the new equivalent system 
[9Jf; g)12x = g 
where the new coefficient matrix is associated with a symmetrizable positive 
definite form and L = ~@~<fi g $. S o ve 1 it by means of the PCG method. 
Actually, since [~?@~<f; g>]’ = A,‘(g)A,(f)A,‘(g)A,(f), we can look at 
the coefficient matrix as the product of A,‘(g), which is a Hermitian 
positive definite (HPD) matrix, and T,, = A,(f)A,‘(g)A,(f), which is an 
HPD matrix if A,(f) 1s nonsingular and is nonnegative definite otherwise. 
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Therefore, in stage 3, we may apply a PCG method in which T, is the 
coefficient matrix of a new equivalent system and A,(g) is the precondi- 
tioner. Of course, the convergence features of this PCG method, that is, the 
number of iterations needed to reach the solution within a fKed accuracy, are 
determined by the spectral properties of the matrix [~Y,,(fi g)]‘, or equiva- 
lently by the spectral behavior of gfl<f; g>. 
Now the main goal is to analyze the convergence speed of this procedure. 
Actually, by applying the result of [3] and the following theorems, we expe_ct 
that the conjugate-gradient method, applied to the system [p”<fi g)12x = b, 
converges to the solution with a preassigned 
iterations, where 
k = logcm) + q log(c+/A(;“)) I I l%(l/~) ’ 
accuracy E in at most k + q 
c+ = (max{ lo-l, P’})“, c-= (max(lp-I, a+])2, 
and q is a constant if f and g belong to the Krein algebra (see Theorem 4.4). 
In addition, if E is fixed and h’;’ > 6 > 0 or goes to zero slowly, then the 
desired precision is practically reached through a constant number of itera- 
tions. 
From a practical point of view, in order to perform stage 1, we choose 
g(r) such that g( xi) = 0, g is positive elsewhere and 
O< lim_itf/il< lirn.s;p($/ <co. (9) 
In this case we have 
f 
lF.2 - ( 1 c [a-, p-1 u [a’, P’l (10) g 
where LY- < /3- = sup,{f(x)/g(x) 
d p+. 
The following result holds true. 
< 0) < 0 < (Y+= inf,{f(x)/g(x) > 0) 
THEOREM 4.3 [29]. Let f and g be two continuous functions satisfying 
the conditions (9) and (10). Then the following statements hold true: 
(a> For any 71~ 0, #{N(yan(f; g>> I-I [(Y-, P-+ 71 U ia+- 71. @+I) = 
n - o(n). 
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(b) Zf f and g are even rational function then, for any q > 0, 
#{h(zQf; g)) n [a-, P-+ ql u [a+- 7, P’l} = n - W>. 
It is worth noting that in that theorem we have demonstrated that the 
number of “outliers” is constant only in the special case of f and g being 
trigonometric rational symmetric functions. The next result is a strong gener- 
alization of the cited result, because we extend this property to the whole 
Krein algebra, which contains all the space of C ‘, [ I ] functions. 
THEOREM 4.4. Let f and g be two functions belonging to the Krein 
algebra and satisfying the conditions (9) and (10). Then, for any 7) > 0, 
#{h(~&f; g>> n [a-, p-+ 771 U [a+- q, p’l] = n - O(1). 
Proof. Let us take LY = ( p-+ a’>/2, and let us define f,(x) as f(x) - 
tg(x); it is evident that the function f,(x) vanishes if and only if x E 
1x: i,“‘, r,], for all t E (fi-, a’>. Moreover, on setting E = (Q’- p->/ 
2 - 77, f,(x) keeps the same sign for all t E [(Y - E, (Y + E] (see Lemma 2.1 
in [29]), and it follows that 
m{xEz:fu_-E(X) <O} =m{xEz:fol+E(r) CO}. (11) 
It is worth pointing out that, by the assumptions of Theorem 2.3, we can 
choose 77 = 0 if m{x E I: f,_,(x) = O} = 0 and m{x E I: fm+,(x> = 0) = 
0, that is, if the sets Z, and Z, for which f/g coincides with p- or CY+ are 
zero-measure sets; otherwise, IJ has to be positive, but it can be chosen as 
small as we like. 
Therefore, by the results of Theorem 2.3, we obtain that the inertia of 
A,(f) - (a - &I,(g) is almost the same as that of A,(f > - (a + 
E)A,(g), i.e., 
#{A,(A,(f) - (a - e)A,(g)) < 0, i = l,..., n) 
= #{h,(A,(f) - (a + e)A,(g)) < 0, i = l,...,n} + w, (12) 
where w = O(1) if f(x) and g( > x are symmetric rational functions (see 
Theorem 2.4 of [29]) or if f(x) and g(x) are in the Krein algebra (see 
Corollary 3.1). But Ai ‘12(g> is positive definite, and therefore the inertia of 
A,(f) - t&(g) coincides with that of A,“2(g)A,(f)A,1’2(g) - tZ for 
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any t E R; the latter matrix is similar to Ail(g - tZ, and so, using 
(121, we have 
s@{A+(A,(f) - (a - s)&(g))} = siP{Ai(&(f) - (a + c>An(g))I 
for all i E J where #J = n - w. Moreover, A,(A,‘(g)[A,(f) - (a + 
.s)A,(g)]) = A,(A;‘(g)[ A,(f) - (a - e)A,(g)]) - 28, and consequently 
Ail(g - aZ has at most w eigenvahres in (-8, E), that is, 
A,‘(g)A,(f) h as at most w eigenvalues in (a - .fz, a + ET). Since (a - E, 
a + E) coincides with ( p- + 77, a+ - ~1, the theorem is proved, with q = 0 
if 2, and 2, are zero-measure sets, and with 7 > 0 but as small as we like 
otherwise. H 
Therefore, we can conclude that the PCG method devised in [29] has a 
good convergence rate. Since the number of outliers is independent of n 
(under the assumption that f and g belong to K), the total number of 
iterations required to reach the solution within a preassigned accuracy E can 
grow, at most, logarithmically with the condition number of the precondi- 
tioned matrix [gn(fi g )12. Finally, we recall that, in the light of the numerical 
experiments [29], it seems that the decrease to zero of the minimal eigenvahre 
of [g,,(f, g)12 is also very slow, and, consequently, the convergence speed of 
the related PCG method is substantially constant and independent of the 
dimension n of the problem. 
5. THE BLOCK CASE 
Let f( x, y ) be a Lebesgue integrable function defined on Q = [ - T, ~1~ 
and extended periodically to R2; we define the Fourier coefficients of f as 
ak,q 
By A,, ,(f> we denote the n X n block Toeplitz matrix with m X m 
Toeplitz blocks defined according to the relations (13). If the pair (j, k) 
indicates the position in the matrix A,, m and the pair ( p, 4) the position of 
the entry in the block, then we have 
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for j, k = 0, 1, . . . , n - 1, p, q = 0, 1, . . . , m - 1. Of course, if f is real 
valued then the matrix A “,,<f> is Hermitian, so that its spectrum is real. In 
addition we have this characterizing result which relates the eigenvalues of 
A,, ,<f> and the analytic behavior of the function f. 
THEOREM 5.1 [27, 381. Letf: Q -+ R be a Lebesgue integrable function. 
Then all the eigenvalues of A .,,<f> lie in the open set (m,, Mf) in the case 
where mf = ess info f < Mr = ess supo f. Moreover, if we order the eigen- 
values A;“, “)( A,, ,( f >> in a nor&creasing way, then for any fixed k indepen- 
dent of n and m’we find 
lim 
n,m-+m 
h(k”j”‘)(A,,,(f)) = mf, n ljn,A%m’k(A,,,.,(f)) = Mr* 
Finally, if mf = Mf then A,,, ,(f > = mf I. 
In addition we have [38] (for the whole ergodic theorem analogous to 
Theorem 2.1 holding in m > 1 dimensions and for L’ functions see [40]) 
THEOREM 5.2. Zf m{(x, y)EQ:f(x, y)=a}=m{(x, y)EQ:f(x, y>= 
b) = 0, then 
lim s#{A(~~,~) E [a, bl} = 4(x, y) E Q:f(X, Y> E [a$bll 
n.m-+m nm 4,rr2 
Now we recall a theorem about the localization of the spectrum of the 
considered block Toeplitz matrices which is a direct generalization of the 
analogous Theorem 4.1 in the scalar case. 
THEOREM 5.3 [28, 271. Let I A,,,(f )) and IA,,,(g)) be two sequences 
of block Toeplitz matrices generated by two real-valued integrable functions f 
and g with g essentially nonnegative and nonzero. Then the preconditioned 
matrix 
9VVlz(f; g) = A~,l,(g)AfVJf) 
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has eigenvalues in the open set (I-, R) with 
r = essinffcX’ ‘) <R = esssupfcr’ ‘) 
Q dXTY) Q ghd’ 
If r = R, then the preconditioned matrix simply coincides with r-l. 
5.1. Some Consequences of Tyrtyshnikov and Zamarashkin’s Result 
In this subsection we obtain a result of asymptotical distribution about the 
spectra of the preconditioned matrices. As in the scalar case, the main tools 
are the properties of the eigenvalues of the nonpreconditioned matrices; 
more specifically, the thesis of Theorem 5.2 will play a crucial role in the 
proof of the next result. 
THEOREM 5.4. Let A$“, m, be the eigenvalues of 9,,, ,(f; g> ordered in a 
nondecreasing way. Then the following relations hold true: 
(a> The topological closure of IJ T, m= 1 lJ i b nm A!“* m, contains the essen- 
tial range 89&f/g). 
(b) 9,,,,(f; g) has eigenvalues in (r, R), and 
lim A(lnzm) = r, lim h(,n,lm) = R. 
n,m+m n,m+m 
Proof. We demonstrate the general result under the sole hypothesis that 
g is essentially nonnegative and m{(x, y) E [-rr, 7~1’: g(x, y) = 0) = 0. 
Indeed, the thesis is equivalent to the following statement: 
Va E zZ(f/g), Vc > 0, 3n E N, A E I%:,,, suchthat IA - cr[ < E. 
Here, we denote by Z, the eigenvalues of y”,, ,(f; g). 
Let H,,nl, (I = A,,,(f) - aA,,,( If H,,,, a is singular for some 
values of n, m, then there exists A E a, m such that A = (Y. Otherwise 
H n, m,a is nonsingular for any pair of positive integers (n, m). Moreover, 
H n, m, n = A,,,$&, y>>, h w ere the function cz(x, y) is defined as f(x, y) 
- zg(r, y>, with z a real parameters. 
Now we consider m,” = m{(x, y) E Q: f - (a + e)g < 0) and m?, = 
m{(x, y> E Q: f - (a - e)g < O}. Since g > 0 a.e., we have that f - (a + 
e)g <f - (a - e>g a.e., that is, f/g - ((Y + E) < f/g - ((Y - E) a.e. But 
CY E ES’(f/g) and therefore rnz > m”_ E. 
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At this point we recall an asymptotic result about the distribution of the 
eigenvalues of Toeplitz matrices due to Tilli [38] (it is also a simple conse- 
quence of the powerful result of Tyrtyshnikov and Zamarashkin [40]): for all 
[a, b] and for any f E L’-[Q] such that m{(x, y) E Q: f(x, y) = a orf(x, y) 
= b} = 0, we have 
lim #{i : W”)(4,,(f)) E (a, b)j 
n.m*m nm 
= m{k Y) E Q:.f(x> y) E (ah)) 
4,rr2 
Consequently 
#{i: h~“,“‘)(A,,,,,(c,+.)) < 0) = n-[ $ + o(I)]. (14) 
#{i: h~“,“‘)(A,,,,,(c,_.)) < 0) = nm[$ + o(I)]. (15) 
On using the relation m,” > m”_, it follows that, for n, m large enough, 
“many” eigenvalues of A,, ,1,(c3) move from positive values to negative ones 
when the parameter z continuously moves from (Y - E to o + E. As a 
consequence, by using a continuity argument, we find A(n, m) E (a - E, 
a + E) such that the matrix A,, ,,,(c*(“, ,,( x)) is singular, i.e., A(n, m) E C, m. 
Therefore the theorem is proved. ‘B 
REMARK. In the proof of the previous theorem, in the equations (I4), 
(9), we have supposed that m{(x, y>EQ:f-_(a+&)g=O}+m{(x, Y)E 
Q: f - (a - c>g = 0) = 0. In th e case where this assumption is not verified 
we can obviously choose E*, 0 < E* < E, such that 
m{(x, y) E Q: f- (a + &*)g = 0) 
=m{(x,y) EQ:~-(a-&*)g=O] =O. 
Moreover if the thesis of the theorem is proved for E* such that 0 < E* < E, 
then it holds for E. 
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5.2. Application-s to the Solution of Block Toeplitz Linear Systems 
In this subsection we want to stress the consequences of the last results 
on the convergence analysis of the CG and PCG methods applied to this kind 
of block Toeplitz systems. In [27], we proved that the minimal eigenvalue of 
A,, ,( f) tends to mr as n, m tend to QJ. This means that, if mf = 0, then the 
associated linear system becomes ill conditioned (for estimates on the magni- 
tude of this ill-conditioning see [3O]), but we are not able to give precise 
results on the convergence rate of the CG method, because we have no 
information about the distribution of the rest of the spectrum. On the other 
hand, by virtue of Theorems 5.1 and 5.2, we know very well the asymptotical 
behavior of the whole spectrum of A,, m <f ), and therefore we can give a tight 
result on the convergence speed of the CC method. Moreover, by means of 
Theorems 5.3 and 5.4, we can extend the same remark to the case of 
preconditioned matrices. In particular we can conclude that the asymptotic 
behavior of the CC and PCG methods is decided by the numbers Mf/mr 
and R/r and by the sets Z9Cf) and EFMf/g>. 
For instance, let us consider the block Toeplitz linear system A,, ,<f )x = 
b with f(x, y) = x2 + y2. Let us take A n, ,(g) as preconditioner by choos- 
ing g(x, y> = 4 - 2~0s x - 2~0s y [A,,,(g) is the finite-difference matrix 
obtained by the five-point discretization mask applied to the homogeneous 
Dirichlet problem Au = f 1. From Theorem 5.3 (see also 1271) we can 
conclude that the number of iterations of this PCG method [2], in order to 
reach the solution within a fued accuracy E > 0, is 
N, < Clog f + 1, 
( 1 
(16) 
R = m&f/g) = ,rr2/2, r = min(f/g) = 1. 
By using the new Theorem 5.4, we observe that the eigenvalues of 
.y”n,m<fi g> are quite uniformly distributed on [r, R] = Z9(f/g). This im- 
plies that the estimate of (16) is tight in the sense that we cannot expect a 
number N, of PCG iterations much less than (R/2r) log(l/~) + 1. 
6. CONCLUSIONS 
In this paper we have proved some new results about the asymptotic 
distribution of the eigenvalues of preconditioned matrices of the form 
g”<f, g). These properties allow one to improve the convergence analysis of 
the PCG method defined in [29] for the iterative solution of nondefinite 
Toeplitz linear systems. Moreover, we give a more precise description of the 
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behavior of the PCG method devised in [27] for the solution of positive 
definite block Toephtz linear systems. Finally, by combining this new spectral 
analysis with known properties [16, 28, 351 of the localization and the 
extremes of the spectrum of g,,(f; g), we can conclude that the function f/g 
describes the eigenvalues of p,,(f; g) as well as the function f describes the 
eigenvalues of A,(f) [19]. In this way a concept of generating function is 
introduced even for this class of preconditioned matrices. 
In order to understand this idea, let us consider the following two 
examples: we take f(x) = x21r11’12, g(r) = 2 - 2 cos x for the first example 
and f(x) = X(X(, g(x) = x2 or g(x) = 2 - 2~0s x: for the second one. In 
the first case it is easy to see that: 
1. f is symmetric on I; 
g 
2. 
f 
min - = 0: 
[O, rl g 
f 
T2+ l/12 
3. max -= 
[o, ?r] g 4 ; 
f 
4. - is an increasing function on 10, ml; 
5 gfl 
. 
( 1 
2 (0) = +w (vertical tangent at x = 0). 
The eigenvalues of gn(f; g), f or n = 512, plotted with respect to a uniform 
grid of points pi = irr/513, i = 1,. . . ,512, form a curve which has the 
expected shape of f/g ( see Figure 1). Even from a quantitative point of view, 
the approximation is almost satisfactory, as shown in Figure 2, where we have 
plotted the difference between (f/gX pi> and hi(gn(f; g)). 
In the second example with g(x) = x2, we simply have 
f = sign(X) on I, 
g 
and in fact, Figure 3 shows perfect agreement of the spectrum of the 
preconditioned matrix with the behavior of the function f/g. Moreover, 
notice that all the eigenvalues belong to the interval ( - 0.999, 0.999) with the 
only exception of four outliers, and the ones closest to zero (50.4) are not 
very close to zero. 
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FIG. 1. Eigenvalues of P,(f; g), f= x~(x/“‘~, g = 2 - 2~0s X, n = 512. 
0.01 
0.025’ 
0 10 200 300 400 so0 600 
FIG. 2. Plot of &(P,(f; g)) - (f/gXq), xi = i~/513, for i = 1,. . . ,512. 
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FIG. 3. Eigenvahres of P,,(f; g), f = x(x1, g = x2, n = 256. 
When g(x) = 2 - 2 cos x, the function f/g is odd on I and possesses 
the following properties: 
1. -(f)= [-;,-l] “[$,I; 
f 
2. - is an increasing function on I; 
g 
3. lim 
Y -+ o+ 
4. lim 
x -+ o- 
5. lim 
x + o+ 
(x) = 0 (horizontal tangent at x = O+ 1; 
(x) = 0 (horizontal tangent at x = O- ); 
f 1 f -= lim -= 
g ‘x-,0-g 
- 1 (jump at x = 0). 
Figure 4, for n = 256, shows impressive agreement with the theoretical 
predictions. Notice that, also in this case, we have only four outliers, well 
separated from zero: we point out that this fact is strong numerical confirma- 
tion of the goodness of PCG based algorithms devised in [29] for the solution 
of Toeplitz linear systems with nondefinite generating functions. 
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FIG. 4. Eigenvalues of P,(f; g), f = ~1x1, g = 2 - 2cos x, n = 256. 
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