We show that any freely selfdecomposable probability law is unimodal. This is the free probabilistic analog of Yamazato's result in [Ann. Probab. 6 (1978), 523-531].
Let us also point out that several results from Section 3 in the present paper (most notably Lemma 3.5) may be extracted from the more general and somewhat differently oriented theory developed in the papers [Hu1] - [Hu2] by H.-W. Huang. We prefer in the present paper to give a completely self-contained and elementary exposition in the specialized setup considered here. In particular our approach does not depend upon the rather deep complex analysis considered in Huang's papers and originating in the work of S.T. Belinschi and H. Bercovici (see e.g. [BB05] ).
The remainder of the paper is organized as follows: In Section 2 we provide background material on ⊞-infinite divisibility, the Bercovici-Pata bijection, selfdecomposability and unimodality. In Section 3 we establish unimodality for probability measures in L(⊞) satisfying in particular that the corresponding Lévy measure has a bounded C 2 -density with bounded support. In Section 4 we extend the unimodality result from such measures to general measures in L(⊞), using that unimodality is preserved under weak limits.
Background

Free and classical infinite divisibility
A (Borel-) probability measure µ on R is called infinitely divisible, if there exists, for each positive integer n, a probability measure µ 1/n on R, such that µ = µ 1/n * µ 1/n * · · · * µ 1/n n terms , (2.1) where * denotes the usual convolution of probability measures (based on classical independence). We denote by ID( * ) the class of all such measures on R. We recall that a probability measure µ on R is infinitely divisible, if and only if its characteristic function (or Fourier transform)μ has the Lévy-Khintchine representation:
where η is a real constant, a is a non-negative constant and ρ is a Lévy measure on R, meaning that ρ({0}) = 0, and
The parameters a, ρ and η are uniquely determined by µ and the triplet (a, ρ, η) is called the characteristic triplet for µ. Alternatively the Lévy-Khintchine representation may be written in the form:
where γ is a real constant, σ is a finite measure on R and (γ, σ) is called the generating pair for µ. The relationship between the representations (2.3) and (2.2) is as follows: For two probability measures µ and ν on R, the free convolution µ ⊞ ν is defined as the distribution of x + y, where x and y are freely independent (possibly unbounded) selfadjoint operators on a Hilbert space with spectral distributions µ and ν, respectively (see [BV93] for further details). The class ID(⊞) of infinitely divisible probability measures with respect to free convolution ⊞ is defined by replacing classical convolution * by free convolution ⊞ in (2.1).
For a (Borel-) probability measure µ on R with support supp(µ), the Cauchy (or Stieltjes) transform is the mapping G µ : C \ supp(µ) → C defined by:
The free cumulant transform C µ of µ is then given by
for all z in a certain region R of C − (the lower half complex plane), where the (right) inverse G −1 µ of G µ is well-defined. Specifically R may be chosen in the form:
for suitable positive numbers η and M, where C + denotes the upper half complex plane. It was proved in [BV93] (see also [Ma92] and [Vo86] ) that C µ constitutes the free analog of logμ in the sense that it linearizes free convolution:
for all probability measures µ and ν on R and all z in a region where all three transforms are defined. The results in [BV93] are presented in terms of a variant, ϕ µ , of C µ , which is often referred to as the Voiculescu transform, and which is again a variant of the Rtransform R µ introduced in [Vo86] . The relationship is the following:
for all z in a region ∆ η,M as above. In [BV93] it was proved additionally that µ ∈ ID(⊞), if and only if ϕ µ extends analytically to a map from C + into C − ∪ R, in which case there exists a real constant γ and a finite measure σ on R, such that ϕ µ has the free Lévy-Khintchine representation:
The pair (γ, σ) is uniquely determined and is called the free generating pair for µ. In terms of the free cumulant transform C µ the free Lévy-Khintchine representation may be written as
where the relationship between the free characteristic triplet (a, ρ, η) and the free generating pair (γ, σ) is again given by (2.4).
In [BP99] Bercovici and Pata introduced a bijection Λ between the two classes ID( * ) and ID(⊞), which may formally be defined as the mapping sending a measure µ from ID( * ) with generating pair (γ, σ) onto the measure Λ(µ) in ID(⊞) with free generating pair (γ, σ). It is then obvious that Λ is a bijection, and it turns out that Λ further enjoys the following properties (see [BP99] and [B-NT02]): 
Selfdecomposability and Unimodality
In analogy with the class L( * ) of selfdecomposable probability laws in classical probability (see Section 1), a probability measure µ on R is called ⊞-selfdecomposable, if there exists, for any c in (0, 1), a probability measure µ c on R, such that µ = D c µ ⊞ µ c . Denoting by L(⊞) the class of such measures, it follows from the properties of Λ that
The measures in L( * ) may alternatively be characterized as those measures in ID( * ) whose Lévy measure (cf. (2.2)) has the form
where k : R \ {0} → R is increasing on (−∞, 0) and decreasing on (0, ∞) (see [Sa99] ). By the definition of Λ and (2.11) we have the exact same characterization of the measures in L(⊞), if we let the term "Lévy measure" refer to the free Lévy-Khintchine representation (2.9) rather than the classical one (2.2). The definition of a unimodal probability measure µ given in Section 1 is equivalent to the existence of a real number a, such that the distribution function t → µ((−∞, t]) is convex on (−∞, a) and concave on (a, ∞). From this characterization it follows that for any sequence (µ n ) of unimodal probability measures on R we have the implication:
for any probability measure µ on R (see e.g. [GnKo68, §32, Theorem 4]).
The case of compactly supported Lévy measures
Throughout this section we consider a bounded, continuous function k : R \ {0} → [0, ∞), which is increasing on (−∞, 0), decreasing on (0, ∞) and not identically 0. Note that
dt is then automatically a Lévy measure, and that supp(k) = [a, b] for some a in (−∞, 0] and b in [0, ∞). We assume that (a, b) = (0, 0). Note then that k(t) > 0 for all t in (a, b) \ {0}.
Next we definek
We note for later use that
where we have introduced
3.1 Lemma. Let ν k be the measure in ID(⊞) with free characteristic triplet (0,
(t) dt). Then the Cauchy transform G ν k of ν k satisfies the identity:
Proof. Let C ν k denote the free cumulant transform of ν. For any u in (−∞, 0) we then find (cf. formula (2.9)) that
it follows for any y in (0, ∞) that
By analytic continuation we may thus conclude that
By definition of the free cumulant transform it therefore follows that
and hence that G
For any z in C + such that also H k (z) ∈ C + , we may thus conclude that
as desired.
Next we introduce the function J :
and we further define the constants c, d in R by the identities:
Note that J(x) = ∞ for all x in (a, b), and that J(x) → 0 as x → ±∞. It is therefore apparent that
In the following lemma we collect some basic observations about c, d and J.
3.2 Lemma. With J, c and d as defined above, we have that (iii) H k is always well-defined at c and d. (t−a) 2 dt ≤ 1, and hence also
In the following we shall consider additionally the function F k : C + → R given by
(ii) We have that
), then we have that
and (iii) is continuous on R and differentiable on R \ {c, d}.
(iv) For any x in R we have that x + iv k (x) = 0.
takes values in [0, ∞) and is continuous (by dominated convergence) and strictly decreasing in y. In addition
by dominated and monotone convergence. If x ∈ (c, d) it follows from Lemma 3.2(ii) that b a |t|k(t) (x−t) 2 dt > 1, and hence there is a unique
(ii) For any x, y in R, such that y > 0, we note that
, then the right hand side of (3.6) holds, if and only if y = v k (x). If x ∈ (c, d) c , then the right hand side of (3.6) is false for all y in (0, ∞), since
. In combination with (3.5) this shows that 
as x ց c. Therefore the defining property (3.4) implies that v k (x) must be smaller than ǫ, when x is sufficiently close to c. Similarly v k (x) → 0 as x ր d.
(v) It suffices to note that v k (0) = 0, and this follows from (i) and Lemma 3.2(i).
In the following we consider the function P k : R → R defined by
Note that P k is well-defined by Lemma 3.2(iii) and since
3.4 Proposition. For any x in R we have that
Proof. We consider first the case where x ∈ R \ {c, d}. For any s in [0, 1] we put
In addition it follows from Lemma 3.1 that
as s ց 0 (cf. Lemma 3.3(v)). Thus G ν k (z) has the limit
as z → P k (x) along the curve s → H k (w s ). It follows then from Theorem 2.2 in [CoLo] 
as z → P k (x) non-tangentially from C + , as desired. We consider next the case where
By dominated convergence and formula (3.1) it follows therefore that
as s ց 0. Thus in both cases H k (c + is) → H k (c) = P k (c) as s ց 0. At the same time it follows from Lemma 3.1 and Lemma 3.3(iii) that
as s ց 0.
Another application of Theorem 2.2 in [CoLo] then shows that in fact
3.5 Lemma. The function P k is a strictly increasing homeomorphism of R onto R.
Proof. It follows immediately from (3.7) and (3.1) that P k (x) → ±∞ as x → ±∞.
Hence it suffices to show that P k is injective and continuous on R, since these properties are then automatically transferred to the inverse P −1 k . We show first that P k is injective on R. Indeed, if x, x ′ ∈ R such that P k (x) = P k (x ′ ), then Proposition 3.4 shows that
where "
∢ →" denotes non-tangential limits. Clearly the above identities imply that x = x ′ . Regarding continuity we note first that since
it follows immediately from (3.7) and the continuity of v k (cf. Lemma 3.3) that P k is continuous on each of the intervals (−∞, c),
c , it follows moreover from (3.1) and monotone convergence that P k is left-continuous at c and right continuous at d. To verify that P k (x) → P k (c) as x ց c, it suffices by (3.1) and continuity of v k to show that
For this we consider for each
and we note that by (3.4)
for all x in (c, d). This implies that the family {h x | x ∈ (c, d)} is uniformly integrable with respect to the finite measure |t|k(t) dt, and since also h x (t) → h c (t) as x ց c for all t in (a, b), it follows that h x → h c in the L 1 -space of the measure |t|k(t) dt. Clearly this implies (3.8), and similarly it follows that P k (x) → P k (d) as x ր d.
3.6 Corollary. The measure ν k is absolutely continuous with respect to Lebesgue measure with a continuous density f ν k (ξ) given by
In particular the support of ν k is the compact interval [P k (c),
Proof. This follows by Stieltjes-Inversion and Proposition 3.4. Indeed, for any x in R we have that lim
Recalling (see e.g. Chapter XIII in [RS78] ) that the singular part of ν k is concentrated on the set ξ ∈ R lim yց0 |G ν k (ξ + iy)| = ∞ , it follows in particular that ν k has no singular part. For any x in R we find furthermore by the Stieltjes Inversion Formula that
.
In particular we see that f ν k (ξ) > 0, if and only if ξ ∈ (P k (c), P k (d)). Denoting by P −1 k the inverse of P k , we note finally that
which via the continuity of P −1 k shows that f ν k is continuous too.
3.7 Lemma. Consider a function k : R \ {0} → [0, ∞) which is not identically 0. Assume that k satisfies the following conditions:
(c) k is increasing on (−∞, 0) and decreasing on (0, ∞).
Consider in addition the function F k defined by (3.3). Then for any r in (0, ∞) there exists a number θ r in (0, π), such that the function θ → F k (r sin(θ)e iθ ) := F k (r sin(θ) cos(θ), r sin 2 (θ)) is strictly decreasing on (0, θ r ] and strictly increasing on [θ r , π).
Proof. Let u be a new variable defined by t = (r sin θ)u. Then
Now take any decreasing function h : (0, ∞) → [0, ∞) from C 2 ((0, ∞)) with bounded support and such that h, h ′ , h ′′ are bounded. Then let
Note then that if we define k ± r (u) := k(±ru) for u > 0, and
then it holds that
Assuming that h is not identically 0, we are going to show that
].
For any x in (−1, 1) we note first by differentiation under the integral sign that
and so (1) holds. Moreover, by integration by parts,
(3.12)
Hence we have the property (2). Finally, we proceed to compute ψ ′′ h (x). Using Leibniz' formula we find that
(3.13)
In the resulting expression above the first three integrals are positive for any x in (−1, 1), since −h ′ , h ≥ 0 and u 2 + 2ux + 1 = (u + x) 2 + 1 − x 2 ≥ 0. By integration by parts, the last integral can be written as follows:
and is therefore positive as well for any
]. Hence the property (3) is proved.
Recalling now formula (3.9), note that since at least one of the functions k
, and Ψ
. Hence,
) and there exists a unique zero of Ψ
). Therefore Ψ r is strictly decreasing on (−1, x r ] and strictly increasing on [x r , 1), and the lemma now follows readily from formula (3.10).
3.8 Proposition. Consider a function k : R \ {0} → [0, ∞), which is not identically 0, and assume that k satisfies conditions (a)-(c) in Lemma 3.7. Then the associated measure ν k (described in Lemma 3.1) is unimodal. In fact there exists a number ω in (P k (c), P k (d)), such that the density f ν k (cf. Corollary 3.6) is strictly increasing on [P k (c), ω] and strictly decreasing on [ω,
Proof. We show first that for any number ρ in (0, ∞), the equality f ν k (ξ) = ρ has at most two solutions in ξ. Since P k is a bijection of R onto itself, this is equivalent to showing that the equality
has at most two solutions in x. For this we note first that
where C ρ is the circle in C with center . Writing x + iy as re iθ (r > 0, θ ∈ (−π, π]) we find that C ρ is given by
in polar coordinates. We need to show that C ρ intersects the graph G of v k in at most two points. By the defining property (3.4) of v k , this is equivalent to showing that the equality
has at most two solutions for θ in (0, π). But this follows immediately from Lemma 3.7.
It is now elementary to check that ν k is unimodal. Since f ν k is continuous, strictly positive on (P k (c), P k (d)) and 0 on R\(P k (c), P k (d)), it attains a strictly positive maximum at some point ω in (P k (c),
, it follows then from the continuity of f ν k , that each of the intervals (P k (c), ξ 1 ), (ξ 1 , ξ 2 ) and (ξ 2 , ω) must contain a solution to the equation f ν k (ξ) = ρ, which contradicts what we established above. Subsequently the argumentation given above also implies that f ν k is in fact strictly increasing on [P k (c), ω]. Similarly it follows that f ν k must be strictly decreasing on [ω, P k (d)], and this completes the proof.
The general case
In this section we extend Proposition 3.8 to general measures ν from L(⊞). The key step is the following approximation result.
4.1 Lemma. Let k : R \ {0} → [0, ∞) be a function which is increasing on (−∞, 0), decreasing on (0, ∞) and such that k(t) |t| 1 R\{0} (t) dt is a Lévy measure. Let further a be a non-negative number.
Then there exists a sequence (k n ) of functions k n : R \ {0} → [0, ∞) satisfying the conditions (a)-(c) in Lemma 3.7 and such that
Proof. For each n in N we introduce first the function k
and we note that k 
and let R n be the restriction ofR n to (0, ∞). Note also that
Since k 0 n as well as the derivatives of ϕ and ϕ itself is a bounded function, it follows then by differentiation under the integral sign thatR n is a bounded C ∞ -function on R with bounded derivatives, and so its restriction R n on (0, ∞) has bounded derivatives too. Since k 0 n is decreasing in (0, ∞), it follows immediately from (4.1) that so is R n . Moreover, supp(R n ) ⊆ (0, n] by the definition of k 0 n . For any t in (0, ∞) and n in N note next that
Moreover, the monotonicity assumptions imply that k is continuous at almost all t in (0, ∞) (with respect to Lebesgue measure). For such a t we may further consider n so large that t + , n] for all u in [0, 1]. For such n it follows then that
by monotone convergence. We conclude that R n (t) ր k(t) as n → ∞ for almost all t in (0, ∞).
Applying the considerations above to the function κ : (0, ∞) → [0, ∞) given by κ(t) = k(−t), it follows that we may construct a sequence (L n ) n∈N of non-negative functions defined on (−∞, 0) and with the following properties:
• For all n in N the function L n has bounded support.
• For all n in N we have that L n ∈ C ∞ ((−∞, 0)), and L
(p)
n is bounded for all p in N 0 .
• For all n in N the function L n is increasing on (−∞, 0).
• L n (t) ր k(t) as n → ∞ for almost all t in (−∞, 0) (with respect to Lebesgue measure).
Next choose a non-negative function ψ from C |t|ψ(t) dt = 1. We are now ready to define k n : R \ {0} → [0, ∞) by
It is then apparent from the argumentation above that k n satisfies the conditions (a)-(c) in Lemma 3.7, and it remains to show that
1+t 2 dt as n → ∞. For any bounded continuous function g : R → R we find that
where, when letting n → ∞, we used dominated convergence on each of the integrals; note in particular that Proof. We note first that for any probability measure µ on R and any constant a in R, the free convolution µ ⊞ δ a is the translation of µ by the constant a, and hence µ is unimodal, if and only if µ⊞δ a is unimodal for some (and hence all) a in R. For ⊞-infinitely divisible measures this means that the measure with free generating pair (γ, σ) (cf. (2.8)) is unimodal, if and only if the measure with free generating pair (γ + a, σ) is unimodal for some (and hence all) a in R. In other words, unimodality depends only on the measure σ appearing in the free generating pair. Now let ν be a measure from L(⊞) with free characteristic triplet (a, k(t) |t| dt, η), where a ≥ 0, η ∈ R and k : R \ {0} → [0, ∞) is increasing on (−∞, 0) and decreasing on (0, ∞). According to the discussion above, it suffices then to show that the measure ν 0 with free generating pair (0, aδ 0 + |t|k(t) 1+t 2 dt) is unimodal (cf. (2.4) ). If k ≡ 0, then ν 0 is a semicircular distribution and in particular unimodal. We may thus henceforth assume that k is not identically 0. By application of Lemma 4.1 we may choose a sequence (k n ) of non-negative functions, satisfying (a)-(c) in Lemma 3.7, and such that |t|k n (t) 1 + t 2 dt w −→ aδ 0 + |t|k(t) 1 + t 2 dt as n → ∞. (4.2)
In particular k n is not identically 0 for all sufficiently large n. For such n it follows then from Proposition 3.8 and (2.4) that for some real number γ n the measure with free generating pair (γ n , |t|kn(t) 1+t 2 dt) is unimodal. Hence this is also true for the measure ν 
4]).
It is known that the absolutely continuous part of a freely infinitely divisible law has a real analytic density inside its support [BB04, Theorem 3.4]. Hence, any non-degenerate freely selfdecomposable measure is of the form f (x) dx, where f ≥ 0 is continuous on R and real analytic inside its support. By contrast, a general freely infinitely divisible measure can have a density discontinuous on the boundary of its support, even if it is absolutely continuous. For instance the free Poisson law 1 2π
4 − x x 1 [0,4] (x) dx has a density which is discontinuous at 0.
