Abstract-Many applications require the interpretation of the Euclidean coordinates of features of a 3-dimensional (3D) object through 2D images. In this paper, the range and the Euclidean coordinates of an object undergoing general affine motion are determined, via a nonlinear observer, for a physically realizable paracatadioptric imaging system. The nonlinear estimator asymptotically determines the range information provided that the Euclidean motion parameters are known. The proposed technique is developed through a Lyapunovbased design and stability analysis, and simulation results are provided that illustrate the performance of the state estimator.
I. INTRODUCTION
Conventional (i.e. planar) imaging systems are restrictive for some applications due to limitations in the field-of-view (FOV). To improve the FOV researchers have proposed a variety of techniques including: fish-eye lenses [17] , rotating imaging systems [1] , cluster of cameras [15] , and catadioptric systems with 3D image surfaces (i.e. spherical, elliptical, hyperboloid, and paraboloid mirrors) [2] . The research described in this paper is focused on catadioptric systems. A catadioptric system combines reflective (catoptric) and refractive (dioptric) elements (i.e. a camera and a mirror) [8] . Catadioptric systems with a single effective viewpoint are classified as central catadioptric systems. Central catadioptric systems are desirable because they yield pure perspective images [5] . In [2] , Baker and Nayar derived the complete class of single-lens single-mirror catadioptric systems (e.g., paraboloid mirror under orthographic projection) that satisfy the single viewpoint constraint.
Catadioptric systems provide a larger FOV in a manner that is favorable over alternative technologies. For example, a rotating camera system has a reduced effective bandwidth, moving parts, and extra care has to be taken to eliminate blur as the acquired images are stitched together to construct a panoramic scene. For many applications the cost of a cluster of cameras is inhibitive when compared to a catadioptric system with a similar FOV. Moreover, the viewpoints of all the cameras must coincide for a cluster of cameras to generate pure perspective images, which is a nontrivial calibration obstacle.
Catadioptric systems also exhibit several limitations. In general, the coordinates of an object are projected onto a mirror and then onto a camera lens. For cameras that use a lens that yields a perspective projection, the alignment of the lens and the mirror must be calibrated to account for the distance between them. Paracatadioptric systems are a special case of a central catadioptric system that is constructed with a paraboloid mirror and an orthographic lens. The use of the orthographic lens reduces the alignment requirements, and hence, simplifies the calibration of the system, as well as the computation of pure-perspective images [13] . In comparison to other technologies that extend the FOV, another limitation of catadioptric systems is that the use of a curved mirror warps the image. This distorted image mapping presents a challenging obstacle for reconstructing the Euclidean coordinates of observed feature points.
Reconstructing the Euclidean coordinates of observed feature points is a challenging problem of significant interest even for conventional planar imaging systems because range information (i.e. distance from imaging system to 3D object) is lost in the image projection. For example, several researchers have investigated the range identification problem for conventional imaging systems when the motion parameters are known. In [9] , Jankovic and Ghosh developed a discontinuous observer to exponentially identify range information of features from successive images of a camera where the object model is based on known skewsymmetric affine motion parameters. In [3] , Chen and Kano generalized the object motion beyond the skew-symmetric form of [9] and developed a new discontinuous observer that exponentially forced the state observation error to be uniformly ultimately bounded (UUB). In comparison to the UUB result of [3] , a continuous observer was constructed in [4] to asymptotically identify the range information for a general affine system with known motion parameters (i.e., the result in [4] eliminated the skew-symmetric assumption and yielded an asymptotic result with a continuous observer). More [10] , [11] .
Motivated by the benefits of an improved FOV, Ma et al. suggested that range identification could be achieved for a paracatadioptric system having zero focal length using a linear approximation-based observer. The resulting state estimation of the original nonlinear system is produced from a sequence of approximate linear, time-varying observers [12] . In [7] , Gupta et al. constructed a nonlinear observer, based on the work in [4] , to asymptotically identify the 1-4244-0171-2/06/$20.00 ©2006 IEEE.
range for the zero focal length system considered in [12] . The contribution of the current paper is the development of a nonlinear estimator, based on [4] , to extract the range information (and hence, the Euclidean coordinates) from a paracatadioptric system that is physically realizable (i.e. having non-zero focal length). Specifically, a Lyapunovbased analysis is used to prove that the 3D Euclidean coordinates of an object moving with general affine motion are asymptotically identified. Numerical simulation results are provided to illustrate the performance of the observer. where xS (t) [X1 (t), X2 (t), X3 (t)]T (E I3 denotes the unmeasurable Euclidean coordinates of an object feature along the X, Y, and Z axes of an inertial reference frame, respectively, where the Z axis is colinear with the optical axis of the camera. In (1), the parameters aij(t) E R Vi,j = 1, 2, 3 and b(t) = [b,, b2, b3]T E R3 denote known motion parameters (as in [3] , [4] , [7] , [9] , and [10] - [12] ). The affine motion dynamics introduced in (1) are expressed in a general form that describes an object motion consisting of a rotation, translation, and linear deformation [16] . where f (E R denotes the constant known distance between the focal point and the vertex of the paraboloid, and L(x) E R is defined as
Because the projection from the paraboloid mirror to the camera is orthographic in nature (i.e. reflected light rays are parallel to the optical axis), yl(t) and y2(t) correspond to the measured pixel coordinates of the camera. Also, because the paraboloid is rotationally symmetric, Y3(t) is computed from the measured pixel coordinates as
To facilitate subsequent development, the auxiliary signal
and contains the unknown range information. Substituting (5) into (2), we obtain the following system
Taking the time derivative of (6) and utilizing (1), the following can be determined:
Vi 1,2, 3 where (7) signifies the projected dynamics of the object feature onto the paracatadioptric system.
In ( The projection of a point x(t) onto a paraboloid mirror with its focus at the origin (see Fig. 1 ) can be described as follows [6] :
where Qo(t) E R is defined as
To facilitate the subsequent development, the dynamics in (7) can be rewritten as P=Ql +9 (10) where Qi (t) E 3 denotes a matrix of measurable and known signals.
Assumption 2: In contrast to the systems examined in [7] and [12] , the development in this paper is based on the more general (and more practical) assumption that the focal point is not at the vertex of the paraboloid (i.e. f > 0). Moreover, the focal point is not a vanishing point (i.e. f E C).
Assumption 3: The image-space feature coordinates Yi(t), y2(t) are bounded functions of time; hence, from (4) Y3(t) E I2C. 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 optical axis of the imaging system. Since L > , (5) can be used to conclude that y4(t) E ZOO. (15) where g(t) A [g1(t), g2(t), g3(t)]T 1E R denotes a subsequently designed estimate for g(t). The following error dynamics are obtained after taking the time derivative of e(t) and utilizing (10) and (15): g Ag (16) Based on the structure of (14) and (16), g(t) is designed as follows [4] : g =-(ks + a)g + -ysgn(e) + ak,e (17) where k5, y (E 2R X I denote diagonal matrices of positive constant estimation gains, and the notation sgn(-) is used tõ ( . ) l < (3 (12) indicate a vector with the standard signum function applied to each element of the argument. After using (14), (16) and n 'ositive constants. (17) , the following expression can be obtained:
The objective of this paper is to extract the Euclidean coordinate information of the object feature from its projection onto the paracatadioptric system. From (6) and the fact that yi(t), y2(t) and y3(t) are measurable, if y4(t) could be identified then the complete Euclidean coordinates of the feature can be determined. To achieve this objective, an estimator is constructed based on the unmeasurable imagespace dynamics for y(t). To (14) where a E R3x3 denotes a diagonal matrix of positive constant gains &i, &2, &3 E R. The error systems in (13) and (14) are defined based on the goal to prove that the projected dynamics given in (7) can be identified (i.e., that g(t) can be identified). If g(t) can be identified, the fact that y(t) are measurable can be used along with (11) to compute y4(t).
IThe filtered estimation signal is unmeasurable due to a dependence on the unmeasurable terms g, (t), 92 (t), 93 (t). 
Remark 3: Based on (12) and (19), the following inequalities can be developed: (20) where (4 and(5 (E R denote known positive constants.
Remark 4: The structure of the estimator in (17) contains discontinuous terms; however, as discussed in [4] , the overall structure of the estimator is continuous (i.e., g(t) is continuous).
Remark 5: Considering (11), the unmeasurable signal y4(t) can be identified if g(t) approaches g(t) as t -÷ oo (i.e., y1 (t), Y2(t) and y3(t) approach y, (t), Y2(t) and Y3(t) as t --oc) since the parameters bi(t) Vi = 1, 2, 3 are assumed to be known, and yi(t), y2(t) and y3(t) are measurable. After y4(t) is identified, (6) can be used to extract the 3D Euclidean coordinates of the object feature (i.e. determine the range information). To prove that g(t) approaches g(t)
as t -oo, the subsequent development will focus on proving that e(t) -0 and e(t) -0 as t -÷ oo based on (13) and (16) .
IV. ANALYSIS
The following theorem and associated proof can be used to conclude that the observer design of (15) and (17) can be used to identify the unmeasurable signal y4(t).
Theorem 1: For the paracatadioptric system in consideration, the unmeasurable signal y4(t) (and hence, the Euclidean coordinates of the object feature) can be asymptotically determined from the estimator in (15) and (17) After taking the time derivative of (22) 
By definition, (28) can now be used to prove that r(t) E C22
From the fact that r(t) E LO0, (13) and (14) can be used to
prove that e(t), e(t), y(t), and y(t) E ZOO. The expressions in (15) and (17) can be used to determine that g(t) and g(t) E ZOO. Based on (12) , the expressions in (18) and (19) can be used to prove that rT(t), i1(t), r(t) E ZOO. Based on the fact that r(t), r(t) E ZOO and that r(t) E C2, Barbalat's Lemma [14] can be used to prove that r(t) -÷ 0 as t -oo;
hence, standard linear analysis can be used to prove that lle(t) 1 -÷ 0 and e(t) 1 -÷ 0 as t -÷ oo. Based on the fact that 11e(t) 1 -÷ 0 and e(t) 1 -÷ 0 as t -÷ oo, the expression given in (13) can be used to determine that y,(t), 12(t) and y3(t) approach y, (t), Y2(t) and y3(t) as t -÷ oo, respectively. Therefore, the expression in (16) can be used to determine that g(t) approaches g(x) as t -÷ oo. The result that g(t) approaches g(x) as t -÷ oo, the fact that the parameters bi(t) Vi 1, 2, 3 are assumed to be known, and the fact that the image-space signals yi (t), y2(t) and y3(t) are measurable can be used to identify the unknown signal y4(t) from (11) . Once y4(t) is identified, the complete Euclidean coordinates of the object feature can be determined using (6).
V. NUMERICAL SIMULATION
In this section, numerical simulation results are provided to illustrate the performance of the range identification observer for the paracatadioptric system. The object feature is assigned the following affine motion dynamics [4] The estimates for g(x) were initialized as follows: g1(to) = 1 g2(to) = 1 g3(to) = 1.
After adjusting the observer gains as k, = diag{50, 50, 50} a = diag{15, 15,15}
-y = di'ag{l1, 1, l} X 10-5 the resulting mismatch between g, (x) and g, (t), 92 (x) and g2(t), and 93(x) and g3(t) (i.e., e1(t), e2(t), and 63(t) respectively) is depicted in Fig. 2 . The mismatch between y4(t) and y4(t) is provided in Fig. 3 . The y4(t) term is obtained from numerical integration of the Q4(t) term, while the estimated value is obtained by replacing g(x) with g(t)
in (1 1).
Additive-white-gaussian-noise (AWGN) was injected into the measurable image-space signals Yi (t), Y2 (t) via the awgn( function in MATLAB, while maintaining a constant signal-to-noise-ratio of 20. Without changing any of the other simulation parameters, the mismatch between g, (x) and g1 (t), 92(x) and g2(t), and 93(x) and 33(t) (i.e., e1(t), Fig. 5 . Mismatch between y4(t) and y4(t) in the presence of noise. e2 (t), and 3(t) respectively) is provided in Fig. 4 , while the mismatch between y4(t) and y4(t) is provided in Fig. 5 
