Abstract. To every affine real arrangement of hyperplanes A R we associate a family of diagrams of spaces over the face poset of the arrangement. We show that any cover of the complement of the complexification of A R is homotopy equivalent to the homotopy colimit of one of the diagrams. More precisely, we show that any cover of the Salvetti complex is isomorphic to the order complex of the poset limit of one of the diagrams. We thus obtain explicit simplicial models for covers of the Salvetti complex.
Introduction
Let V be a d-dimensional complex vector space. An arrangement of hyperplanes in V is a finite set A = {H i } i=1,...,n of affine or linear codimension 1 subspaces of V . The arrangement induces a stratification of the ambient space by its hyperplanes and their intersections. The poset of strata, i.e. the intersections in A, is customarily perceived as the combinatorial data of the arrangement. On the topological side, it is interesting to study the link H i and the complement of the arrangement M(A) := V \ H i . One of the main questions in arrangement theory is to clarify to what extent the combinatorial data of the arrangement determine topological invariants of the complement or of the link of the arrangement. Our interest restricts now to the case where V is a complex vector space. A famous open question in this direction is the so-called K(π, 1)-problem. An arrangement is said to be K(π, 1) if the higher homotopy groups of the complement π i (M(A)) vanish for i > 1. There are two large classes of arrangements that were shown to be K(π, 1) in classical works by Deligne (complexified simplicial arrangements, see [D] ) and Falk-Randell and Terao (supersolvable arrangements, see [FR] , [T] ): both these classes admit a purely combinatorial characterization. It is an open question whether being K(π, 1) is a combinatorial property in general. A very useful tool in studying the topology of arrangements are combinatorial models for M(A), i.e. cell complexes that are built from the combinatorial data of the arrangement and that model M(A) up to homotopy equivalence or even homeomorphism. Many combinatorial models for M(A) exist at present. Among them let us only mention the Salvetti complex, introduced by Mario Salvetti in [S] ; it models the homotopy type of the complement of complexified arrangements (i.e., complex arrangements where the defining equations of the H i have real coefficients), and
The author acknowledges support for this project by ETH research grant the model introduced by Björner and Ziegler in [BZ] , that generalizes the work of Salvetti to any complex arrangement. These combinatorial models led to important achievements in various contexts, among others the computation of cohomology algebras of complements of certain classes of subspace arrangements in purely combinatorial terms, see [FZ] , [dL] , [dLS] . In this work we present a combinatorial model for the covers of the complement M(A) of a complexified arrangement. We hope that exploiting these models will bring some progress on the K(π, 1)-question (e.g. through explicit computations on the universal cover), and will possibly simplify the computation of local system cohomology on M(A).
In the first part of the article we will review the Salvetti complex, oriented systems as introduced by Paris [Pa] , and diagrams of spaces. these three gadgets constitute the ingredients for the formulation of our models.
In the second part we define certain diagrams of spaces, and we prove that these diagrams, in fact, serve as models for covers of arrangement complements. In Section 4 we give the definition of the diagram belonging to a given cover of an oriented system (Γ, ∼) associated to a real arrangement A. We note that homotopy colimits of our diagrams can always be written as an order complex of an explicitly given poset and we prove that the homotopy colimit of the diagram associated to the trivial cover of (Γ, ∼) is the Salvetti complex. We then use this diagram to answer a question due to Michael Falk, who asked for a generalization of a construction described in the proof of lemma 2.3 of [F] . The Section 5 is entirely dedicated to proving that the homotopy colimit of the diagram associated to a cover of (Γ, ∼) is a cover of the Salvetti complex in the topological sense. The following Section 6 introduces a formulation of the homotopy colimit of our diagrams as CW complexes that is useful for considerations concerning the fundamental group. We show that the fundamental group of the homotopy colimit of a diagram is isomorphic to the fundamental group of the oriented system to which the diagram is associated. In the last Section 7 we summarize our work and we prove the main theorem on diagram models: each cover S ′ of the Salvetti complex is homotopy equivalent to the homotopy colimit of a certain diagram model D. The order complex of the poset limit of D is isomorphic to S ′ as a cover. As a corollary we find that the homotopy colimit of the diagram associated to the universal cover (in the orientedsystem sense) of (Γ, ∼) gives the universal cover (in the topological sense) of the Salvetti complex. We conclude the article by illustrating the construction on a simple but instructive example.
Part 1. The toolkit.
In the first part of our article, we review the concepts and definitions that will be used to formulate our model. We do not aim for completeness: extensive references on each topic will be given. For a comprehensive introduction to arrangement theory we refer to [OT] .
Basic Notions
Let A be an arrangement in R d , i.e., a set of linear or affine codimension 1 subspaces of R d . For an affine subspace X of R d it is standard to define a subarrangement A X := {H ∈ A | X ⊆ H} of A, and the restriction of A to X, A X := {X ∩H | H ∈ A\A X }.
The set of connected components of V \ A we will denote with C(A), the chambers of A. There are two posets associated with A that we will frequently use: the intersection lattice of A,
i.e., intersections of hyperplanes ordered by reversed inclusion, and the face poset of A,
i.e., cells in R d that are chambers of restricted arrangements, ordered by containment.
In the latter definition, F denotes the closure of F in the standard topology of R d . In fact, F(A) is the poset of strata for the stratification of R d into relatively open polyhedral cells induced by the arrangement. Given a poset P, it is standard to write ∆(P) for the order complex of P, i.e., the abstract simplicial complex whose vertices are the elements of P and whose simplices are the chains p 0 > · · · > p k in P. Throughout this paper, A denotes a linear or affine real hyperplane arrangement. Taking the same linear forms as for A in complex d-space, we obtain the complexification A C of A. We will denote by M(A) the complement of
The Salvetti Complex
A central tool in the study of the topology of M(A) is the simplicial complex Sal(A), introduced by Salvetti in [S] . We will recall its definition and thereby essentially follow the original paper, although we will adapt the notation for our purposes.
1.1. Faces act on chambers. Before starting with the construction, we want to define a composition of faces. Fix a face F ∈ F(A) and let |F | denote its affine hull. The canonical projection V → V /|F | induces a map
It is not hard to see that this composition satisfies the following properties:
Writing C F for F • C we can also state:
After these (perhaps at this point obscure) remarks, we move on to define the Salvetti complex.
Definition of Sal(A).
We start with the real arrangement A, and we choose a point w(F ) in the interior of every face F ∈ F(A). We write the complexification of R n as C n = R n ⊕ R n , and consider points
for any F ∈ F(A) and C ∈ C(A).
Notice that, although indexed by F and C, the points w(F, C) actually depend on F and C F ; only the relative position of C with respect to F is important. These points will form the vertex set of the simplicial complex Sal(A) simpl . The convex hull of {w (F 0 
, and all simplexes are of this form. There is another way to look at the Salvetti complex, which may be more suggestive for some purposes. Indeed, one may take a vertex for every chamber, and connect each pair of vertices corresponding to adjacent chambers by a pair of opposite oriented edges. One attaches higher dimensional cells to the resulting (oriented) graph in such a way that as many d-cells correspond to every (n − d)-face F of A R as there are chambers adjacent to F : The d-cell corresponding to the face F and the chamber C is denoted by [F, C] . To see how it is attached to the (d − 1)-skeleton, consider the chamberC opposite to C with respect to F and the positive directed minimal paths from C toC: these form the 1-skeleton [F, C] 1 of [F, C] , which consists of all cells of dimension k ≤ d whose 1-skeleton lies in [F, C] 1 . This way one can construct a CW-complex Sal(A) CW by induction on the skeleta. It is easy to see that Sal(A) simpl is the barycentric subdivision of Sal(A) CW : in fact, the simplices ∆(φ, C) with max(φ) = F are simplices of the baricentric subdivision contained in the closed cell [F, C] . The two complexes are canonically homeomorphic, and we shall therefore identify them and use the name Sal(A) for both constructions.
1.3. The fundamental group π 1 (Sal(A)). Salvetti gave different presentations of π 1 (Sal(A)) in part 2 of [S] , and we refer there for explicit results. Here we only want to remind that we can write the fundamental group as
where σ denotes the smallest normal subgroup containing {∂ [F, C] | codim(F ) = 2}, the set of boundaries of 2-cells (see e.g. [M] ch. 7, Thm 2.1). In fact, the fundamental group is determined by the 2-skeleton of the complex. From the construction of Sal(A) as a CW-complex one can easily see that σ is generated by the elements γ 1 γ −1 2 , where the γ i are directed, minimal paths with same beginning and end. This last remark shows how orientation of the edges carries the whole information about the attaching of higher cells, and in particular about the fundamental group.
Oriented Systems
We turn our attention to a tool introduced by Paris [Pa] , which will encode all the information of the arrangement that we need to define our diagram model. 2.1. Definition of an oriented system (Γ, ∼). Our starting point will be an oriented graph, i.e., a set of vertices V and a set of edges E consisting of some ordered pairs e = (v 1 , v 2 ) of elements v i ∈ V . A path α in an oriented graph is a sequence of edges e 1 e 2 . . . e n , each with an exponent ǫ i = ±1, meaning that there is a sequence of vertices (x i ) i=0,...,n with e i = (x i−1 , x i ) if ǫ i = 1, and e i = (x i , x i−1 ) if ǫ i = −1. The inverse of a path α is then defined as α −1 = e −ǫn n e −ǫ n−1 n−1 . . . e −ǫ 1 1 . We also define begin(α) := x 0 , end(α) := x n . Definition 2.1. An Oriented System is a pair (Γ, ∼) where Γ is an oriented graph and ∼ is an identification between paths of Γ such that
Given a real arrangement of hyperplanes A, we can associate to it an oriented system (Γ(A), ∼). Let C(A) be the vertex set of Γ(A) and define an oriented edge pointing from A to B if A is adjacent to B (i.e., there is only one hyperplane separating them). Identify two paths if they are both positive (i.e. ǫ i = 1 for all i), they start at the same point v and end at the same point w, and they both have minimal length among all positive paths connecting v to w. Note that, geometrically, Γ(A) is the 1-skeleton of the Salvetti complex.
The fundamental group π(Γ, ∼).
Forgetting orientation of edges, we can view the oriented graph Γ as a 1-complex, and therefore consider its fundamental group π 1 (Γ) (here we will always deal with connected graphs, so we do not need to specify a base point). The conditions that were required in the definition of the equivalence relation on paths ensure that ∼ induces an equivalence relation on π 1 (Γ); therefore we can consider the quotient
which we will call the fundamental group of the oriented system (Γ, ∼).
As a curiosum, let us point out that in the case of (Γ(A), ∼) the definition of ∼ is such that all loops γ ∈ π 1 (Γ(A)) of the form γ = αβ −1 for α, β minimal positive paths are equivalent to the trivial loop in π(Γ(A), ∼). These are the loops that by construction bound some 2-cell in the Salvetti complex. We will see later (proposition 6.2) that, in fact, 
In this setting, Paris also showed a theorem that we recall for later use:
Proof. See [Pa] In the following we will concentrate on the oriented system (Γ(A), ∼) associated with an arrangement, and its covers. Therefore we will no longer explicitly refer to the arrangement A and simply write Γ for Γ(A). By lemma 3 of [S] , given two vertices v 1 , v 2 there is always a positive minimal path in Γ going from v 1 to v 2 . This motivates the following definition: given a cover ρ : (Θ, ∼) → (Γ, ∼), two vertices v 1 , v 2 of Γ and a vertex v of Θ with ρ(v) = v 1 , we will denote byγ v (v 1 → v 2 ) the (unique) positive minimal path of (Θ, ∼) starting at v and lifting the (unique) positive minimal path of (Γ, ∼) going from v 1 to v 2 .
Diagrams of spaces
The theory of homotopy colimits of diagrams comes from homological algebra and category theory. It was developed by Quillen, Bousfield, Kan and others (see for example [Q] , [BoKa] ), and has now reached remarkable extension and depth. In this work we will take the more combinatorial point of view that Welker, Ziegler andŽivaljević adopted in [WZŽ] , where they developed a useful toolkit for applications of homotopy colimits in discrete mathematics. We refer to that paper for a comprehensive and detailed introduction to the subject.
Diagrams of spaces. A diagram of spaces is a covariant functor
where I denotes some small category and T op is the category of topological spaces and continuous maps. In our combinatorial setting, I will always be some poset P. Indeed, a poset is a small category if we say that there is an arrow from p ∈ P to q ∈ P if and only if p ≥ q in P.
In order to simplify notation, we will sometimes write D p for the space D(p), and f p>q for the map D(p > q).
3.2. Homotopy colimits. Given a diagram of spaces, one can consider its homotopy colimit. Again, we will take here the 'constructive', topological definition given in [WZŽ] .
Definition 3.1. Given a diagram of spaces D : P → T op, the homotopy colimit of D is defined by
where the relation ∼ is given, for p > q, by the following identifications:
As a very small example consider the poset with two elements p and q and the order relation given by p > q. Let a diagram over this poset be given that associates to p the space A, to q the space B, and to the order relation p > q the map f : A → B. Then the homotopy colimit is
hence it is the mapping cylinder of f (see [Wh] I,5).
3.3. The simplicial model lemma. Explicit computations of homotopy colimits can become very long and cumbersome, even for small examples. Therefore it is convenient to apply the tools described in [WZŽ] for manipulating a diagram and bringing it into a more manageable form. We consider the special case of diagram spaces D(p) being homotopy equivalent to order complexes of posets Q p . Then it is possible to write the homotopy colimit as an order complex of an explicitly given poset.
Definition 3.2. A diagram of posets is a diagram of spaces D : P → T op such that the spaces assigned to poset elements are order complexes, i.e., there exist posets
In this situation, we also can define the poset limit Plim D of the diagram of posets D. This is a poset with set of elements
and order relations defined by
We can now state the simplicial model lemma: 
Proof. See [BaKo] , note after Corollary 2.11.
3.4. The subdivision lemma. We now present another technical tool that we will need in this exposition. It requires some preparatory definitions:
Definition 3.4. Given a poset P and an element P ∈ P, let P ≤P denote the subposet of P consisting of all elements smaller than or equal to P . Moreover,
Given a diagram of spaces D on P, we will denote by µ * D the inverse image of D with respect to the map of posets µ : Σ ∨ (P) → P that sends each chain to its minimal element. The spaces are defined as
Lemma 3.5. Let D be a diagram of spaces. We have
Proof. Consider an element P ∈ P. The preimage µ −1 (P ≤P ) is meet-contractible via {F } ∈ min −1 (F ) (i.e., the meet σ ∧ {F } exists for all σ ∈ min −1 (F ≤F )), hence it is contractible by corollary 10.13 of [B] . The claim now follows from lemma 4.7 of [WZŽ] .
This concludes the preparatory first part of our article. In the following, we will introduce the diagram models.
Part 2. The diagram models.
Recall that we always have in mind a real arrangement A that we want to study, with its face poset F and the associated oriented system (Γ, ∼).
To each cover of the Salvetti complex of A we will associate a certain diagram of spaces, whose homotopy colimit is homotopy equivalent to the cover.
The main character
As all mathematical stories, also ours begins with a definition:
Definition 4.1. Given a cover of oriented systems ρ : (Θ, ∼) → (Γ, ∼), (Γ, ∼) the oriented system associated to an arrangement A, we define a diagram of spaces
with discrete spaces D ρ (F ) := {v ∈ V (Θ)|ρ(v) < F }, and maps being inclusions
Let us first make the following observation. 
The "spaces" are in fact finite sets of points. We can consider them as order complexes of posets Q F where Q F = {C ∈ C(A)| C < F } as a set, and the order relation is the empty one: C 1 ≥ C 2 if and only if C 1 = C 2 . In this situation we can apply the simplicial model lemma (3.3): hocolim D id has the same homotopy type as ∆(Plim D id ), which we want to study now. In the following we set W := ∆(Plim D id ). The vertex set of the simplicial complex W is clearly
For the higher-dimensional simplices we have to look at the chains in Plim D id . There we have
is then given by a chain in F and a chamber adjacent to the maximal element of this chain. The rest can be reconstructed as above. Since all chains are of this form, we can encode each simplex of W by ∆(φ, C), with which we will mean the d-simplex given by the d + 1-chain φ and the chamber C > max(φ). A quick look at definition 1.2 shows that the evident bijection V → V (Sal(A)) can be linearly extended to all simplices to get an isomorphism of simplicial complexes. This construction was motivated by a question asked by Michael Falk at the end of section 2 in [F] , where he presented a modelŜ for the complement of complexified line arrangements. It was constructed starting from the local data of the arrangements A X for X ∈ L and attaching the complexes Sal(A X ) "in the right way". By contraction of an appropriate subcomplex ofŜ he obtained a minimal 2-dimensional complex carrying the homotopy type of the arrangement complement. The following theorem yields a natural generalization of the construction ofŜ for affine arrangements of any dimension. 
Proof. In the following, given a diagram D over a poset P and an element P ∈ P, let D[P ≤P ] denote the diagram over P ≤P that is naturally induced by D. Moreover, F will always denote F(A), the face poset of the whole arrangement. Consider a face F ∈ F. It is easy to see that F(A |F | ) = F ≤F . We have
We now consider the diagram µ * D id as defined in 3.4. The subdivision lemma 3.5 guarantees hocolim µ
Consider now the map of posets f : Σ ∨ (F) → F op defined by f (σ) = max(σ). The homotopy colimit of a diagram over a poset P with a unique minimal element0 is homotopy equivalent to the space attached to0 (indeed, consider the inclusion ι : {0} → P : since0 is the unique minimal element, the preimage ι −1 (P ≤P ) is contractible for all P ∈ P and we can apply lemma 4.7 of [WZŽ] ). Hence by lemma 4.8 of [WZŽ] , there is an homotopy equivalence
where
being the natural inclusions of homotopy colimits.
Now we leave it to the reader to check that (µ
For any F ∈ F op we then have an homotopy equivalence by lemma 3.5:
These maps commute with the morphisms of the diagrams and hence induce an homotopy equivalence between the homotopy colimits by lemma 4.6 of [WZŽ] . Putting everything together we have then
as required.
Covering maps
We now turn to the general case of a cover ρ : (Θ, ∼) → (Γ, ∼). In fact, all diagrams D ρ are diagrams of posets (see the proof of 4.2), and an application of the simplicial model lemma 3.3 gives hocolim
For simplicity let us from now on write
The simplicial complex W ρ has vertex set
and the simplices are chains with respect to the partial order
A technical lemma has to be worked out here in order to make the following easier to read.
Lemma 5.1. For the vertex set V ρ of W ρ := Plim D ρ the following holds:
where ∼ is the smallest equivalence relation generated by
Proof. Consider the map j :
It is surjective, since in the equivalence class of each pair (F, v) there is some (F,ṽ) ∈ V ρ , for example the one withṽ = end(
The map j would fail to be injective if we could find (F, v 1 ), (F, v 2 ) ∈ V ρ with v 1 = v 2 such that there is v ∈ V (Θ) with
This is impossible by the uniqueness of lifting paths.
The map ρ : Θ → Γ naturally induces a morphism of diagrams that we call.
On diagram spaces of D ρ it is given by a map
for every F ∈ F.
Remark: To check compatibility with the morphisms, consider that for each pair
The morphism λ induces a map between the homotopy colimits by functoriality, and thus a map
In fact, λ ρ is a simplicial extension of λ. The simplex ∆(φ, v) of W ρ is mapped to ∆(φ, ρ(v)) in W . Note that the previous considerations can be followed step by step to see that also a morphism η :
The goal of this section is to prove
induced by a cover of oriented systems ρ : (Θ, ∼) → (Γ, ∼), is a topological cover of W .
Proof. The first thing one should ensure when speaking of covering spaces is that the base space is connected and locally arcwise connected. In our case this follows from the fact that W is finite dimensional and locally finite. Now take P ∈ W and ǫ > 0 such that B N ǫ (P ) does not contain any vertex of W (except P if P happens to be a vertex). Let σ be the smallest dimensional simplex of W containing P , and let U be the star of σ. We have to show that each component of Λ ρ −1 (B N ǫ (P )) is mapped homeomorphically to B N ǫ (P ). For this, we will show that Λ ρ −1 (U ) is a disjoint union of copies of U , each of which is mapped identically to U by Λ ρ .
There is a chainφ and a chamberC < max(φ) such that σ = ∆(φ,C). Defining F := max(φ), we can write U as
which we can simplify, noting that for each φ ⊇φ there is only one C < max(φ) with CF =C. This chamber will be called C(φ). So now we can write
,
The last notation we now introduce is v(C, w) denoting the vertex of Θ where a directed path should start, in order to be the lift of the path C → ρ(W ) ending in w. More precisely, for w ∈ V (Θ) and C ∈ V (Γ) we denote by v(C, w) the (unique) v ∈ V (Θ) such that w = end γ v (C → ρ(w)) .
For a fixed v ′ ∈ ρ −1 (C) define
Claim 1:
Proof: Let us first show inclusion from left to right. Take a simplex on the left hand side, say
, which is a simplex of U since by assumption φ ⊇φ.
For the other inclusion, take ∆(φ, v) for any φ ⊇φ and v ∈ ρ −1 (C(φ)).
Claim 2: Fixṽ ∈ ρ −1 (C), then Λ ρ : Wṽ → U is a homeomorphism. Proof: We have already seen that each simplex of Wṽ maps to a simplex of U . Surjectivity is clear, since given a simplex ∆(φ, C) of U , σ := ∆(φ, v(C,ṽ)) is a simplex of Wṽ with Λ ρ (σ) = ∆(φ, C). Now it will suffice to show injectivity on the vertex sets, since linear extension on each simplex will give a PL-map. Take two different vertices of Wṽ, say w 1 := (F 1 , v(C 1 ,ṽ)) and w 2 := (F 2 , v(C 2 ,ṽ)), and suppose Λ ρ (w 1 ) = Λ ρ (w 2 ). This means first of all, that F 1 = F 2 =: F and (C 1 ) F = (C 2 ) F =: C. In order to simplify notation we will write
In order to prove this, we will have to distinguish two cases. By assumption, the face F must be by assumption comparable to each element ofφ, but technical reasons suggest a different treatment depending on whether F is bigger or smaller thanF = max(φ). In any case, one important remark is that C 1 and C 2 are by construction of the form C(φ) for some φ (say, the φ giving the smallest simplex of Wṽ containing w 1 or w 2 ). The definition of C(φ) implies then (C 1 )F = (C 2 )F =C. Before going into further details, it is useful to translate lemma n. 3 of [S] to our language:
Lemma 5.3. LetC ∈ V (Γ), and consider C ∈ V (Γ) such that C < F for an F ∈ F. Then one positive minimal path fromC to C is the composition of a positive minimal path fromC toC F with a positive minimal path fromC F to C. 
e e e e e e e e e e e e e e e e e
Sinceα 1 andα 2 are positive minimal paths, we obtain a positive minimal path α i : C i → C by composingα i with a positive minimal path α :C → C (see 5.3). So for i = 1, 2:α
, and by construction we have end(ω 1 ) = v = end(ω 2 ). With this we can write for i = 1, 2:
This clearly does not depend on i, and proves the claim in the caseF > F . Case F ≤F : In this case bothC and C are adjacent to F . Moreover, recall that, by definition, Let ω i , w i ,ω i ,α i be defined as above and α ′ be a positive minimal path
Then by 5.3 we know that α i • α ′ : C i →C is a positive minimal path, and therefore equivalent toα i . This
It is easy to see that ρ(ω
This shows the result in the caseF ≥ F and concludes the proof of Claim 2.
The fact that σ belongs to both W v 1 and W v 2 implies that we can write v in two ways:
This is the same as to say
which implies v 1 = v 2 since ρ(v 1 ) = ρ(v 2 ) =C. Such a shared vertex w can followly not exist: this concludes the proof of Claim 3. These considerations on the structure of the map Λ ρ show that Proposition 5.2 holds.
The fundamental group
The goal of this section is to obtain more insight into the structure of the complexes W ρ . In the end we will be able to state and prove Proposition 6.2, which relates the fundamental group of a diagram model and of the corresponding oriented system. The following general observation is at the core of this section: for any covering ρ : Θ → Γ, the space W ρ = ∆(Plim D ρ ) is the barycentric subdivision of a CWcomplex having V (Θ) as vertices, and a d-cell [F, v] 
is the barycentric subdivision of a closed d-ball. The cell [F, v] is attached to those vertices v ′ that can be written as
6.1. 1-cells. In particular, between two vertices v 1 , v 2 we have one 1-cell for each codimension 1 face F with F > ρ(v 1 ), F > ρ(v 2 ), and for each v ∈ V (Θ) such that
As candidates for v we have only v 1 and v 2 : first of all, since codim(F ) = 1 and ρ(v) < F we only can have have either ρ(v) = ρ(v 1 ) or ρ(v) = ρ(v 2 ). Now, if we suppose ρ(v) = ρ(v 1 ), the condition imposes that Fix v ∈ V (Θ) and F ∈ F with codim(F ) = 2 (w.l.o.g. ρ(v) < F ). The vertices in the boundary ∂ [F, v] are those of the form
where C is any chamber adjacent to F . We label the points end(
Now consider v i = v j , and suppose that in ∂ [F, v] an edge between them exists. This means that ρ(v i ) is adjacent to ρ(v j ), and there is F 1 with F > F 1 > ρ(v i ) and F > F 1 > ρ(v j ) such that this edge can be written as [F 1 ,ṽ] . To determine whether v = v i or v j (which gives the direction of the edge!) recall that we must have the following adjacencies in Plim D ρ :
In ∂ [F, v] we have then one edge for each codimension 1 facet F 1 incident to F , and this edge is oriented from the vertex that projects to the chamber to the same side as C 0 w.r.t. F 1 to the other.
We may also view ∂ [F, v] as a subgraph of W ρ 1 with an orientation; namely, a subdivision of S 1 with the only one source (C 0 ) and one sink (the chamber opposite to C 0 , say C k ). Corresponding to it, we have a subgraph in Θ consisting of two positive paths from v 0 to v k . These are mapped by ρ to two positive paths C 0 → . . . C i · · · → C k with C i < F for all i. They are both minimal, hence equivalent.
6.3. The fundamental group. We recall the definition of the fundamental group of an oriented system and have a closer look at the one of (Θ, ∼), a cover of (Γ, ∼). A loop α ∈ π(Θ) is equivalent to the constant loop in π(Θ, ∼) if and only if there are two paths γ 1 , γ 2 with γ 1 ∼ γ 2 and α = γ i γ −1 2 . This is precisely the case if ρ(γ 1 ) ∼ ρ(γ 2 ) in (Γ, ∼), since ∼ on Θ is induced through ρ from (Γ, ∼) as the smallest relation such that α ∼ β if begin(α) = begin(β) and ρ(α) ∼ ρ(β). We can state this precisely by saying
where Σ ρ is the subgroup generated by the loops of the form γ 1 γ −1 2 with ρ(γ 1 ) ∼ ρ(γ 2 ). As a final remark, note that ρ(γ 1 ) ∼ ρ(γ 2 ) in (Γ, ∼) if and only if the corresponding paths are homotopic in Sal(A).
Now consider π 1 (W ρ ), the fundamental group of hocolim D ρ . By standard tools of algebraic topology (see for ex. [M] ch. 7 Thm. 2.1) we can define
and say
Now consider the natural inclusion i : Θ → W ρ . We are now ready to prove Lemma 6.1. The induced map
Proof. First note that Σ ρ is a normal subgroup of π(Θ): for each α ∈ π(Θ) and
Therefore, Σ ρ is the smallest normal subgroup containing γ 1 γ −1 2 for each pair (γ 1 , γ 2 ) with ρ(γ 1 ) ∼ ρ(γ 2 ). We have already seen that each i −1 ⋆ (∂ [F, v] ) is always of the form γ 1 γ −1 2 with ρ(γ 1 ) ∼ ρ(γ 2 ). Let ω i := ρ(γ i ): by definition of ω 1 ∼ ω 2 , they are constructed by concatenation and conjugation from positive, minimal paths. Since Σ ρ is a normal subgroup, it remains to show that for each pair (γ 1 , γ 2 ) with ω 1 ∼ ω 2 and ω i positive and minimal, there areω 1 ,ω 2 , α, F , v with ρ(v) = end(α) and such that
First notice that given ω 1 ∼ ω 2 positive and minimal in Γ and F > end(ω 1 ) = end(ω 2 ) with codim(F ) = 2, by 5.3 there is a chamber C > F , positive and minimal pathsω 1 ,ω 2 , α such that ω i ∼ αω i for i = 1, 2 and end(α) = C. Moreover, each vertex ofω i is adjacent to F , but no vertex of α other than C is adjacent to F . So given a pair γ 1 ∼ γ 2 in Θ with ω 1 , ω 2 positive and minimal as above, let v ′ := begin(γ 1 ) = begin(γ 2 ). Applying the previous considerations we can write ρ(γ 1 γ 2 ) = ∂ [F, v] .
This concludes the proof of the lemma.
The following proposition is now immediate: Proposition 6.2. For a cover of oriented systems ρ : (Θ, ∼) → (Θ, ∼), the fundamental group of the homotopy colimit of the diagram model D ρ is isomorphic to the fundamental group of the oriented system (Θ, ∼):
Results and examples
7.1. The main result. Combining the results of pur studies we are now able to formulate and prove our main theorem. Proof. By 6.2 we have an isomorphism ϕ : π(Γ, ∼) → π 1 (hocolim D id ). Since hocolim D id ≃ Sal(A) by 4.2, we can consider the preimage G := ϕ −1 (r ⋆ (π 1 (S ′ ))) of the fundamental group of S ′ in π(Γ, ∼). Theorem 2.3 gives a cover ρ : (Θ, ∼) → (Γ, ∼) with ρ ⋆ (π(Θ, ∼)) = G. Again by 6.2 we have an isomorphism ϕ ρ : π(Θ, ∼) → π 1 (hocolim D ρ ). These isomorphisms come naturally from the inclusion ι of the oriented systems as 1-skeleton of the CW-version of the homotopy colimits. Therefore the following diagrams commute
An immediate consequence of the theorem is As an illustration of the result, we want to work out an easy but instructive example.
7.
2. An example. Consider the arrangement given by one point P ∈ R. The space R is divided by P in two chambers A and B. It is easy to write down the face poset F and the oriented system (Γ, ∼) as follows:
The complexification of A is the arrangement given by a point in the complex plane. The complement M(A) is then homotopy equivalent to S 1 , and its universal cover hence is R. We will now see how the diagram models come to this conclusions. First consider D id , a diagram on the poset F. The 'space' associated to A and B is one point: D id (A) = {A}, D id (B) = {B}. To the element P we attach a space consisting of two points, one for each chamber adjacent to P . To keep track of which point is associated to which chamber, we will write D id (P ) = {A, B}. The maps between spaces are in this case trivial, but let us explain where they come from: We now have to look at the universal cover of (Γ, ∼). Since Sal(A) has no 2-cells, the identification ∼ on Γ (hence onΓ, too) is empty. Let us then write (Γ, ∼) as follows:Γ :
whereρ : (Γ, ∼) → (Γ, ∼) is clearly defined byρ(A i ) = A,ρ(B i ) = B for all i.
Writing down the diagram Dρ we have to keep in mind that the space associated to an element F ∈ F has as many disconnected points as there are vertices in Γ that project to a chamber adjacent to F . So we have Dρ(A) = {A i | i ∈ Z}, Dρ(B) = {B i | i ∈ Z}, Dρ(P ) = Dρ(A) ∪ Dρ (B) . For the maps one has to take care of how paths are lifted. Let us work out some special case and write down the diagram in the same fashion as above:
Dρ(P > A) : It is now clear that hocolim D ρ ∼ = ∆(Plim Dρ) ≃ R, as required.
