A recognition system based on linguistic features was developed for the semivowels/w j r 1/ in American English. The features of interest are sonorant, syllabic, consonantal, high, back, front, and retroflex. Acoustic correlates and events related to these features were used to detect and classify the semivowels. The recognizer was tested across semivowels occurring in a wide range of phonetic environments. The corpora included polysyllabic words and sentences spoken by males and females of several dialects. The results show that a feature-based approach to recognition is a viable methodology. Fairly consistent overall recognition results were obtained. Across the test data, acoustic events were detected within 97% of the semivowels and classification rates were 62% for /w/, 74% for/1/(/w/and/1/were often confused), 90% for/r/and 84% for/j/.
INTRODUCTION
A system for recognizing the class of sounds known as the semivowels/w j r 1/in American English was developed to demonstrate the viability of a feature-based approach to recognition. Recognizing the semivowels is a particularly challenging problem since the semivowels, which are acoustically similar to the vowels, almost always occur adjacent to a vowel. Furthermore, the spectral changes between the semivowels and adjacent vowels are often quite gradual so that acoustic boundaries are usually not apparent. In this respect, recognition of the semivowels is more difficult than the recognition of other consonants.
In a feature-based approach to recognition, speechspecific information consisting of the acoustic correlates of the linguistic features which comprise a phonological description of the speech sounds is used. Research into recognition systems of this type which attempt to explicitly extract the linguistic information from the speech signal and discard the components which are extra-linguistic is presently suffering in comparison to probabilistic approaches such as hidden Markov models (HMM) (Levinson etal., 1983; Rabiner et al., 1983; Jelinek, 1985; Lee, 1988 ) and pseudo-neural networks (e.g., Elman and McClelland, 1986; Waibel, 1989) which attempt to make the linguistic-extralinguistic differentiation implicitly by training models on large databases. The appeal of statistically based systems is that they can be automatically trained and the success they have achieved in limited speech recognition/understanding tasks suggests that they are able to extract statistical regularides from simple signal representations such as cepstral coefficients and their time derivatives. However, as Zue (1985) and Makhoul and Schwartz (1985) suggest, further improvements in these systems will depend on the successful incorporation of speech knowledge (which gets at the phonetically relevant information) into these frameworks. Finally, in a feature-based approach to recognition, an acoustic-event-oriented as opposed to a segment-oriented scheme can be used for recognition. In traditional approaches to recognition, either the speech signal is segmented into phoneme-sized pieces to which labels are assigned, or labels are assigned on a frame-by-frame basis. Sounds like the semivowels pose a problem for such approaches since there are often no obvious acoustic boundaries between them and adjacent sounds. In contrast, the system discussed in this paper identifies specific acoustic events around which acoustic properties for features are extracted. This event-oriented approach led to the detection of select acoustic landmarks which signaled the presence of 97% of the semivowels. Another advantage offered by an event-oriented approach is that there is no underlying assumption that sounds are nonoverlapping. Thus it allows for the possibility of recognizing sounds that are completely or partially coarticulated.
A variety of efforts have been

I. METHOD
A. Stimuli
To develop the recognition system, a database of 233 polysyllabic words containing semivowels in a variety of phonetic environments was selected from the 20 000-word Merriam-Webster Pocket dictionary. The semivowels occur adjacent to voiced and unvoiced consonants, as well as in word-initial, word-final, and intervocalic positions. The semivowels occur adjacent to vowels which are stressed and unstressed, high and low, and front and back. A more detailed discussion of this database is given in Espy-Wilson (1992).
To test the recognition system, the same database and a small subset of the TIMIT database (Lamel et al., 1986 ) was used. In particular, the sentences "She had your dark suit in greasy wash water all year" (sentence-l) and "Don't ask me to carry an oily rag like that" (sentence-2) were chosen since they contain several semivowels in a number of contexts. However, note that many of the contexts represented in the polysyllabic words are not included in the sentences.
B. Speakers and recordings
The polysyllabic words were embedded in the carrier phrase "_ pa." The final "pa" was added in order to avoid glottalization and other types of utterance-final variability. In addition to the latter database, we also tested the recognition system on 14 repetitions of sentence-1 (6 females and 8 males) and 15 repetitions of sentence-2 (7 females and 8 males). The speakers cover 7 U.S. geographical areas and an "other" category used to classify talkers who moved around often during their childhood. Like the words in the other databases, these sentences were recorded using a closetalking microphone.
C. Segmentation and labeling
The polysyllabic words were excised from their carrier phrase after they were digitized with a 6.4-kHz low-pass filter and a 16-1d-Iz sampling rate, and pre-emphasized to compensate for the relatively weak spectral energy at high frequencies (a particular issue for sonorants). To facilitate analysis and recognition, the words were segmented and labeled by the author with the help of playback and displays of several attributes including LPC and wideband spectra, the speech signal and various bandlimited energy waveforms. The Merriam-Webster Pocket dictionary provided a baseline phonemic transcription of the words. However, modifications of some of the labels were made based on the speakers' pronunciations (for more details, see Espy-Wilson, 1992).
D. Feature analysis
The features chosen to separate the semivowels as a class from other sounds are sonorant, nonsyllabic, and nasal. The features selected to distinguish among the semivowels Table I 
E. Recognition strategy
The recognition strategy for the semivowels is divided into two steps: detection and classification. The detection process marks certain events signaled by changes in the parameters listed in Table I Table II usually occur within the designated semivowel(s). Dip detection 2 is performed within the time functions representing the midfrequency energies to locate all nonsyllabic sounds. In addition, dip detection and peak detection 3 are performed on the tracks of F 2 and F•. An F 2 dip should be found in sounds which are produced with a more "back" articulation than adjacent sounds. An F 2 peak should be found in sounds which are produced with a more "front" articulation than adjacent sounds. Retroflexed and some labial sounds should contain an F3 dip. Finally, an F 3 peak should occur in the semivowels/l/and/j/. In addition, some/w/'s which are in a retroflexed environment may also contain an F 3 peak since F 3 is generally higher in a/w/than it is in an adjacent retroflexed sound. The methodology used to detect these acoustic events differs, depending upon whether the semivowels are prevo- (Joos, 1948; Fant, 1960; Daiston, 1975) have observed a sharp spectral discontinuity between /1/ and following stressed vowels and they attribute this to the rapid release of the tongue tip from the alveolar ridge in the production of a prevocalic /1/. On the other hand, the postvocalic /1/ rule requires that the rate of spectral change between the/1/and preceding vowel be gradual since alveolar contact is often not realized or is realized only gradually in the production of a postvocalic/1/.
The properties in the rules are combined using fuzzy logic. In the fuzzy logic framework, addition is analogous to a logical "or" and the result of this operation is the maximum value of the properties being considered. Multiplication of two or more properties is analogous to a logical "and." In this case, the result is the minimum value of the properties being operated on. Since the value of any property is between 0 and 1, the result of any rule is also between 0 and 1. We chose 0.5 to be the dividing point for classification. That is, if the sound to which a semivowel rule is applied receives a score greater than or equal to 0.5, it will be classified as that semivowel.
II. RESULTS
The semivowel recognizer is evaluated by comparing its output with the hand transcription. Given that the placement of segment boundaries is subjective, some flexibility is used in tabulating the detection and classification results. A semivowel is considered detected if an energy dip and/or one or more formant extrema is placed somewhere between the beginning (minus 10 ms) and end (plus 10 ms) of its hand- 
A. Semivowel recognition results
The overall recognition results for the databases are compared in Table III In spite of the differences between the databases, the detection results are fairly consistent. The results from all three databases show the importance of using formant information in addition to energy measures. Across contexts, F 2 minima are most important in locating /w/'s and /1/'s, F 3 minima are most important in locating/r/'s, and F: maxima are most important in locating/j/'s. When in an intervocalic context, however, the detection results using only energy minima compare favorably with those using the cited formant minimum/maximum. Most of the misclassifications of vowels are of the type described above. They occur because of contextual influence as in the case of the beginning of the/at/in "flamboyant" which resembles a/w/due to the influence of the preceding fo/. They also occur when diphthongs like the/3I/in "flamboyant" are followed by another vowel. In this case, the offglide of the diphthong is often recognized as a semivowel. 
III. SUMMARY AND DISCUSSION
The framework developed for the feature-based approach used in the recognition system for semivowels is based on three key assumptions. First, it assumes that the abstract features have acoustic correlates which can be reliably extracted from the physical signal. The acoustic properties are derived from relative measures as opposed to absolute measurements so that they are less sensitive to speaker differences, speaking rate, and context. Second, the framework is based upon the general idea that the acoustic manifestation of a change in the value of a feature is marked by a specific event in the appropriate acoustic parameter(s). An acoustic event can be a minimum, maximum or an abrupt spectral change in a parameter. Finally, the framework is based on the notion that these events serve as landmarks for when the acoustic correlates for features should be extracted to classify the sounds in the signal.
The results obtained show that the feature-based framework is a viable methodology for speaker-independent continuous speech recognition. Fairly consistent recognition results were obtained for the three corpora which include polysyllabic words and sentences which were spoken by males and females of several dialects. Thus one major conclusion that can be drawn from these data is that much of the across-speaker variability disappears if relative measures are used to extract the acoustic properties for features.
As While the feature-based recognition results are encouraging, an analysis of the errors has brought forth several issues, which need to be addressed to improve and extend the feature-based approach and to appropriately evaluate its performance. First, phenomena such as coarticulation and lenition make the present hand-transcription procedure inadequate for evaluating phoneme recognition performance. As in the case of "harlequin" discussed in Sec. III C, speech sounds often overlap, at least to some extent, so that some of the strongest acoustic evidence for a feature that is distinctive for a particular sound may occur outside of the region transcribed for that sound. Present hand-transcription techniques don't allow for such overlap so that matching in such cases is problematic. In the case of lenition, the often large acoustic change that accompanies weakened consonants is not reflected in the hand transcription. Thus the evaluation of misclassifications resulting from lenition is not straightforward.
Second, an analysis of the insertions and other misclassifications show that, in many cases, errors occur because decisions about the underlying phoneroes are being made too early in the recognition process. The portions of the waveforms recognized as semivowels do look like semivowels. Thus to improve recognition results would require that contextual influences and feature changes due to coarticulation and lenition be taken into account before labeling is done. One possibility is to not integrate the extracted acoustic properties to make a decision about what the sounds are within a word before lexical access. Instead, lexical access can be performed directly from the extracted acoustic properties. In this way, the underlying sounds within a word are not known until the word has been recognized.
Finally, there appears to be a hierarchy of features which may govern not only the appropriate acoustic property for features, but also what features are applicable during different portions of the waveform. In particular, the acoustic correlates of some or all of the features may differ depending upon whether the sound is syllabic so that the vocal tract is relatively open, or nonsyllabic so that the vocal tract is more constricted. For example, the acoustic correlate used in this study for the feature high is one often associated with vowels. However, this property which should separate the liquids /1 r/ from the glides /w j/ grouped all of the semivowels together. Along this same line, the features back and front were used to help distinguish among the semivowels. However, given that the semivowels are usually nonsyllabic, the features labial and coronal should probably be used in addition to or instead of the more vowel-like features. The latter features may also be more desirable because they are based on spectral shape as opposed to formant frequencies. The tracking of formant frequencies is often problematic during consonants since, due to the constricted vocal tract, the formants may merge or be obscured by nearby antiresonances. 
