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Introduction
Since the 90’s, computer systems take a growing place into our everyday lives. It might be
embedded-systems, such as in robotic, automotive or avionic systems, telecommunication
or transportation systems or energy services, etc. The presence of such systems offers new
possibilities, but the price to pay is the increasing software failures which can have dramatic
consequences in terms of human lives or prohibitive costs. Manual validation is expensive,
may be impossible for large systems, and is permeable to mistakes. The development of
automatic tools serving to analyze or to ensure security/safety has thus become crucial to
discover and avoid breaches and mistakes in the development of embedded systems.
One can generally decompose validation methods into three parts: modeling, specifi-
cation, and validation: the first step consists in describing the system that must be verified.
Generally, this description is either given by the source code of the system, or by a for-
mal (i.e., mathematical) model extracted from the system. This model can be an hybrid
system [ACH+95], an automaton [ASU86] and their extensions (stochastic, timed, etc), a
Kripke structure [Kri63], etc. The specification step consists in describing the properties
or requirements that the system must satisfy. These properties can be specified by predi-
cates, by formulas of a temporal logic such that the linear time logic (LTL) [Pnu77] or the
branching time logic (CTL) [CE82]. The third step is the validation, where the model is
checked against the specification. Various techniques exist to validate the correctness of a
system or to detect errors in it. Hereby, we focus on model-based techniques that we list
below.
Model-Checking A classical and well-known technique to validate a model of a system
is given by model checking. It has been introduced in [CE82] and [QS82]. This method
works on a model (specification) G of the system which is generally given by a (finite) state
transition system like Kripke Structure.
Model G
Property Φ
Model Checker G |= Φ? Y es
No: Counter-example
Figure 1: Model-checking principle
The specification Φ, which gives the properties that the system must satisfy, is generally
specified by a formula of a temporal logic such that the linear time logic (LTL) or the
branching time logic (CTL). Model checking techniques analyze the model of the system
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and produce an output which says if the model satisfies the given specification (see Fig. 1).
When the specification is not satisfied, a witness (e.g., a sequence of events leading to the
violation of the specification), which shows that the model of the system does not behave
correctly, is given. This proof is often given as an error trace and a human assistance is
then required to identify the source of the error and to fix it on the specification.
On-line Monitoring. Even-though validated by model-checking, the actual system usu-
ally derived from the specification and can be subject to errors w.r.t. the implementation.
So, there is still a need to validate on-line the behaviour of the system.
• Model-Based Testing. Testing aim is to validate at run-time an implementation I
during its execution according to some requirements [Bri88, Tre96a, CJRZ02],[J15].
It is an alternative to the model-checking whenever the model checking algorithms
are prohibitive in terms of complexity or whenever the expected requirements has to
be tested on the actual implementation rather than on its model.
Model G @ TC Tester
Imp I
Observation through the interface Obs
I IOCO G
I ?IOCO G
Figure 2: Model-based conformance testing
Among the different testing theories, one can consider the model-based conformance
testing [Tre96b] which consists in comparing the observable behavior of a black-box
implementation I of a system with respect to those allowed by its formal specifi-
cation G representing the expected behavior of I (expressed in a ”mathematical”
framework). The idea is to derived from the specification G a set of test cases TC
that are run on the implementation in order to detect some deviations between the
implementation and its model. If a difference (a non-conformance) is detected, the
implementation has to be modified (typically, bugs have to be fixed) and the process
is iterated until no more errors are detected.
A classical formalization of conformance is called ioco [Tre96b] which defines what
it means for an implementation of a system to be correct w.r.t. a specification. Intu-
itively, an implementation conforms to its specification if after each observable trace1
of the specification, the implementation only exhibits outputs and blockings that are
also allowed by the specification.
• Run-time Verification. When the model is not available or too complex to be for-
mally checked, it is still possible to validate on-line the expected specifications. At
an abstract level, a run-time verification approach consists in synthesising a verifica-
tion monitor (cf. [HR02, FFM12]), i.e., a decision procedure used at run-time on the
1Not all but only a part of the actions of the implementation can be observed.
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implementation I. The monitor (partially) observes the system under scrutiny and
emits verdicts regarding the satisfaction or violation of the property of interest.
Property Φ Monitor M
Imp I
s |= Φ ?
Observation s
Figure 3: Run-time Verification principle
Diagnosis. Besides model-checking and conformance model testing that are tradition-
ally used to verify the properties that hold on the model of the system, one can be in-
terested in identifying on-line that some particular behaviours (called faults) occur on
the actual system I that is described by a formal model G of the system (note that G is
supposed to be correct w.r.t. I (G ∼ I in Fig 42), and that G includes the fault mod-
els). Diagnosing is an increasingly active research domain and model-based approaches
have been proposed which differ according to the kind of models or faults they con-
sider [SSL+96, BLPZ98, RC98, PC05, DLT00a, FBJ+00]. Most of the times, diagnosis
aims at achieving the detection of faults that might have occurred in the system. Detection
is an oracle (called diagnoser) that decides whether the system works in normal conditions
or whether a fault happened (knowing that only a part of actions that occur in the system
can be observed). The diagnoser is derived from the model of the system and the fault
that one wants to detect or isolate (a fault might be the occurrence of a set of actions, a
sequences of actions, or in general given by an extension closed languages). A system is






Observation through the interface Obs
Yes: A fault occurred in the system
No: no fault occurred in the system
? : Don’know
Assuming G ∼ I
Figure 4: Diagnosis technique
Supervisory Control. Compared to model-checking or monitoring, the supervisory con-
trol problem is to correct the model of the system w.r.t. some requirements. The control
theory of discrete event systems [RW89, CL08] allows the use of constructive methods
2This constitutes a main difference with the conformance testing where the behaviour of the model is compared
with the implementation in order to find some differences or deviations.
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ensuring, a priori and by means of control, required properties on a system’s behavior. Su-
pervisory control can be used to fix errors specifications, or in the design process to obtain
correct-by-construction software’s (like for a refinement process). The starting point of
these theories is: given a model of the system G (that is supposed to correctly represent the
behaviour of an implementation) and control objectives Φ (modelled as formal properties
expressed in LTL or CTL w.r.t. the specification), a controller C must be derived by various
means (based on model checking techniques) such that the resulting behavior of the closed-
loop system meets the control objectives. This controller can be applied in parallel with
specification (in that case, the controller can be seen as a refinement of the specification),
or coupled with the implementation (I) in a way to correct an already deployed system





C s.t. I(or G)‖C |= Φ
Assuming G ∼ I
Figure 5: Discrete Controller Synthesis (DCS) Principle
Enforcement. Runtime enforcement [Sch00a, HMF06, LBW09, FMFR11] is a verifica-
tion/validation technique aiming at correcting (possibly incorrect) executions of a system
of interest, which is supposed to be unknown (as for the run-time verification). In tradi-
tional approaches, the enforcement mechanism is a monitor E that implements a decision
procedure that take inputs from the implementation, possibly corrects them and outputs a
sequence of events satisfying the property. . How a monitor transforms the input sequence
is done according to a high-level specification, formalized as a property, that indicates cor-
rect and incorrect sequences. Moreover, a monitor should only output correct sequences
(the monitor is sound) and should minimally alter the input sequence (the monitor is trans-
parent).




Figure 6: Enforcer Mechanism
Contributions: we now summarize our contributions in the analysis of (embedded) sys-
tems modeled by (finite) transition systems.
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• In the field of diagnosis of discrete event systems, we propose in Chapter 2 a model
of supervision patterns general enough to capture past occurrences of particular tra-
jectories of the system. Modeling the diagnosis objective by a supervision pattern
allows us to generalize the properties to be diagnosed and to render them indepen-
dent of the description of the system. In [C22], we proposed techniques for the
verification of the diagnosability and for the construction of a diagnoser based on
standard operations on transition systems. We have shown that these techniques are
general enough to express and solve in a unified way a broad class of diagnosis prob-
lems found in the literature. We recently extended these results to a class of infinite
recursive system (Recursive Tile Systems) [J4],[C11]. Further, this work has been
extended for the prediction of supervision patterns. The occurrences of the pattern
are predictable if it is possible to infer about any occurrence of the pattern before
the pattern is completely executed by the system [C19]. Recently, we examined the
case of transient faults, that can appear and be repaired. Diagnosability in this setting
means that the occurrence of a fault should always be detected in bounded time, but
also before the fault is repaired. Checking this notion of diagnosability is proved to
be PSPACE-complete [C1].
• In Chapter 3, we address the supervisory control problem based on the Ramadge&
Wonham framework [RW89]. Our contribution in this field was to tackle the problem
of the control of concurrent systems composed of multiple sub-systems. The idea
was to compute controllers locally without having to compute the global system. We
have adopted a language-based approach and proposed novel notions and algorithms
in order to solve this problem [J14]. This works has been done in the context of
Benoit Gaudin’s PhD thesis [Gau04].
Following this work, we have also been interested in the control of distributed sys-
tems communicating asynchronously; the aim was to build local controllers that
restrict the behavior of a distributed system in order to satisfy a global invariance
property [J6], [C12]. Distributed systems are modeled as communicating finite state
machines with reliable unbounded FIFO queues between subsystems. To refine their
control policy, controllers can use the FIFO queues to communicate by piggybacking
extra information to the messages sent by the subsystems [C13]. We define synthe-
sis algorithms allowing to compute the local controllers and ensure termination by
using abstract interpretation techniques, to over-approximate queue contents by reg-
ular languages [J6]. This work was part of the PhD of G. Kalyon, with Th. Massart
(ULB, Bruxelles) and T. Le Gall (CEA) [Kal10].
• In the field of computer security, a problem that received little attention so far is the
enforcement/detection of confidentiality properties. As a confidentiality property,
we consider the notion of opacity (introduced by [BKMR08] which is a very gen-
eral notion modeling the absence of information flow towards inquisitive attackers.
This information flow might occur when a configuration of the system is reached, an
event occurred or more generally when the system executes a particular sequence of
actions. In Chapter 4, we consider the problem of information flow in the case where
the system is given by a finite transition system G and an inquisitive user A, called
the adversary which partially observes the system through a particular interface.
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System G Attacker A
Σo
We provides various techniques allowing to
– model-check the opacity property [J9];
– detect opacity violations at run-time using diagnosis techniques [C18];
– enforce the opacity property on a critical system. In particular, we study how
one can restrict behavior of a system in order to avoid information leakage
using supervisory control theory [J12];
– enforce at run-time the opacity property [J9].
This work has been realized in the context of Jérémy Dubreil’s PhD Thesis, under
the co-supervision of T. Jéron [Dub09].
• We finally present recent works related to the on the fly enforcement of real-time
properties, in the context of Srinivas Pinisetty’s PhD Thesis, under the joint su-
pervision of T. Jéron and Y. Falcone [Pin15]. Runtime enforcement is a verifica-
tion/validation technique aiming at correcting possibly incorrect executions of a sys-
tem of interest. In this chapter, we consider enforcement monitoring for systems
where the physical time elapsing between actions matters. Executions are thus mod-
elled as timed words (i.e., sequences of actions with dates). We consider run-time
enforcement for timed specifications modelled as timed automata. Our enforcement
mechanisms have the power of both delaying events to match timing constraints,
and suppressing events when no delaying is appropriate, thus possibly allowing for
longer executions. To ease their design and their correctness-proof, enforcement
mechanisms are described at several levels: enforcement functions that sfpecify the
input-output behaviour in terms of transformations of timed words, constraints that
should be satisfied by such functions, enforcement monitors that describe the opera-
tional behaviour of enforcement functions, and enforcement algorithms that describe
the implementation of enforcement monitors. The feasibility of enforcement moni-
toring for timed properties is validated by prototyping the synthesis of enforcement
monitors from timed automata [J1],[J2],[J5], [C3], [C4], [C8]. This part is given by
the article [J1] provided with this document.
Other Contributions: This introduction ends with a list of contributions not presented
in this document:
• Control of symbolic systems. We consider here reactive synchronous systems, i.e.,
data-flow systems reacting to inputs sent by the environment, and producing out-
puts resulting from internal transformations. In this framework, part of the inputs
is uncontrollable Yuc (it may correspond to measures from sensors), whereas the
other part of inputs Yc (e.g., user commands to actuators) is controllable. Triggering
these events makes the system evolve from a configuration to some other one. In
this setting, we aim at synthesizing controllers restricting the possible values of the






Figure 7: Controlled Symbolic transition system.
In this framework, discrete controller synthesis is an operation that applies on a tran-
sition system (originally uncontrolled) with a given control objective: a property that
has to be enforced by control. In this work, we consider invariance and reachability
of a subset of the state space (typically, forcing a predicate over the state variables of
the system to be always true or to be true in the future). But we can also use observers
composed in parallel with the original system, to enable general safety properties3.
The purpose of control synthesis is then to obtain a controller, which is a constraint
on values of controllable variables Yc, as a function of the current state and the values
of uncontrollable inputs Yuc, such that all remaining behaviors satisfy the objective.
As the synthesized controller is maximally permissive, it is a priori given by a re-
lation which can be transformed into a control function by adding new constraints
between variables. This is illustrated in Figure 7, where the transition system, as
yet uncontrolled, is composed with the synthesized controller C, which is fed with
uncontrollable inputs Yuc and the current state value from S, in order to produce the
values of controllable Yc which are enforcing the control objective. The transition
system then takes Y = Yuc ∪ Yc as input and makes a step by computing the new
state and producing the new outputs.
– When all the variables of the systems are Boolean, we have shown how to com-
pute controllers so that a logical property is verified on the controlled system.
We also developed symbolic algorithms allowing to solve optimal control prob-
lems [J18], [C30]. All these techniques have been integrated in the Polychrony
environment [J18] and the Heptagon Language[J8] and more particularly in the
Sigali tool box [J18]. This tool has been successfully used to verify or con-
trol various academic or industrial systems (the incremental design of a power
transformer station controller [J18], [J17], [J19]) as well as non trivial examples
from robotic control-command systems [J13]. A similar approach was applied
for the control of reconfigurations in fault-tolerant systems [C15],[C21].
– During the last past years, we extended these results to systems handling nu-
merical variables. The principle is the same except that the state space of the
system is now infinite. We provide algorithms allowing to compute a con-
troller ensuring safety properties. Since variables in infinite domains are ma-
3An observer is simply an LTS allowing to capture a safety property over the sequences of the system (e.g. the
event a does not occur twice in a row in the system). As usual, we assume that an observer is complete so that its
composition with the system let the system behavior unchanged.
12 Contents
nipulated, these algorithms are based on abstract interpretation techniques that
over-approximate the state space that has to be forbidden by control, hence per-
form the computation on an abstract (infinite) domain (typically polyedra) [C7],
[C5], [C2]. This methodology has been implemented in the tool Reax whose
aim is to replace Sigali, which is limited to finite state systems described by
boolean variables.
This topic corresponds to a long-term collaboration with E. Rutten as well as with
two post-doc researchers: N. Berthier and G. Delaval.
• Test of reactive systems. In the field of automatic test generation, we have been in-
terested in combining formal verification and conformance testing. A specification of
a system, an extended input-output automaton, which may be infinite-state-and a set
of safety properties (”nothing bad ever happens”) and possibility properties (”some-
thing good may happen”) are assumed. The properties are first tentatively verified
on the specification using automatic techniques based on approximated state-space
exploration, which are sound, but, as a price to pay for automation, are not complete
for the given class of properties. Because of this incompleteness and of state-space
explosion, the verification may not succeed in proving or disproving the properties.
However, even if verification did not succeed, the testing phase can proceed and pro-
vide useful information about the implementation. Test cases are automatically and
symbolically generated from the specification and the properties and are executed on
a black-box implementation of the system. The test execution may detect violations
of conformance between implementation and specification; in addition, it may detect
violation/satisfaction of the properties by the implementation and by the specifica-
tion. In this sense, testing completes verification [J15], [C26].
Chapter 1
Notations
In this chapter, we provide notations and basic results that will be used throughout this
document. We first introduce the notion of languages and further model of the labeled
transition system (LTS) as well as some basic transformations associated to this model.
1.1 Languages
We start first by recalling useful standard notations: we assume given an alphabet Σ, that
is a finite set {σ, σ1, . . .}. The set of finite words over Σ is denoted by Σ∗, with ε for the
empty word. In the paper, typical elements of Σ∗ are s, t, u, . . .. For each s, t ∈ Σ∗ of the
form s = σ1 . . . σn and t = σ′1 . . . σ
′
m (n,m ∈ N), the concatenation of s and t is still a
word defined by s.t = σ1. . . . σn.σ′1 . . . σ
′
m. The length of s ∈ Σ∗ is denoted |s| (the length
of the empty word is zero). We let Σn with n ∈ N denote the words of length n over Σ. A
set L of finite words over Σ, L ⊆ Σ∗, is called a language over Σ.
Given two words s, s′ ∈ Σ∗, we say that s′ is a prefix of s whenever there exists
s′′ ∈ Σ∗ such that s = s′.s′′. The set of prefixes of a language L ⊆ Σ∗ is given by
pref(L) = {s ∈ Σ∗ : ∃s′ ∈ Σ∗, s.s′ ∈ L}. L is said prefix-closed if pref(L) = L and
extension-closed if L = L.Σ∗. Given a word s ∈ Σ∗, the (right) residuation of s w.r.t. L
and Σ′ ⊆ Σ, noted s−1(L,Σ′) consists of all words s′ over Σ′ such that s.s′ ∈ L. When
Σ′ = Σ we simply denote s−1(L,Σ′) by s−1L
For a word s and i ∈ [1, |w|], the i-th letter of s is noted s[i]. Given a word s and two
integers i, j, s.t. 1 ≤ i ≤ j ≤ |s|, the subword from index i to j is noted s[i···j].
Given two words s and s′, we say that s′ is a subsequence of s, noted s′ / s, if there
exists an increasing mapping k : [1, |s′|] → [1, |s|] (i.e., ∀i, j ∈ [1, |s′|] : i < j =⇒
k(i) < k(j)) such that ∀i ∈ [1, |s′|] : s′[i] = s[k(i)]. Notice that, k being increasing entails
that |s′| ≤ |s|. Intuitively, the image of [1, |s′|] by function k is the set of indexes of letters
of s that are “kept” in s′.
Given Σ1 ⊆ Σ, we define the projection operator on finite words, PΣ1 : Σ∗ → Σ∗1,
that removes in a word of Σ∗ all the events that do not belong to Σ1. Formally, PΣ1 is
recursively defined as follows: PΣ1(ε) = ε and for σ ∈ Σ, u ∈ Σ∗, PΣ1(u.σ) = PΣ1(u).σ
if σ ∈ Σ1 and PΣ1(u) otherwise. Let K ⊆ Σ∗ be a language. The definition of projection
14 Labelled transition system
for words extends to languages: PΣ1(K) = {PΣ1(s) | s ∈ K}. Conversely, let K ⊆ Σ∗1.
The inverse projection of K is P−1Σ1 (K) = {s ∈ Σ∗ | PΣ1(s) ∈ K}.
1.2 Labelled transition system
The model of labelled transition system is commonly used to represent the behavior of
systems at a very abstract level. It is composed of a (possibly infinite) number of states
(or configurations) and transitions between those states, labeled by actions representing the
atomic evolutions of the system.
Definition 1.1 (LTS) A labelled transition system G is a tuple (Q, qo,Σ,−→) with Q a set
of states with a distinguished element qo called the initial state, Σ is the set of events of G,
−→⊆ Q× Σ×Q is the partial transition relation. If Q is finite, G is a finite LTS.
This model allows to give a very simple mathematical description of the evolution of sys-
tems (control-command system, computer programs, etc).
Example 1.1 Figure 1.1 is an LTS that models the behavior of a machine that can break







Figure 1.1: Example of LTS
In the rest of the section, we assume given an LTS G = (Q,Σ,−→, qo),
• we write q σ−→ q′ for (q, σ, q′) ∈−→. We extend −→ to arbitrary sequences by
setting : q ε−→ q always holds, and q sσ−→ q′ whenever q s−→ q′′ and q′′ σ−→ q′, for
some q′′ ∈ Q.
• Let q s−→ mean that q s−→ q′ for some q′ ∈ Q. The event set of a state q ∈ Q is
Σ(q) , {σ ∈ Σ | q σ−→}.
• A state q is reachable if ∃s ∈ Σ∗, qo s−→ q.
• We set δG(q, s) , {q′ ∈ Q | q s−→ q′}. In particular δG(q, ε) , {q}. By abuse of
notation, for any language L ⊆ Σ∗,
δG(q, L) , {q′ ∈ Q | q s−→ q′ for some s ∈ L},
and for any Q′ ⊆ Q, δG(Q′, L) =
⋃
q∈Q′ δG(q, L).
• A subset Q′ ⊆ Q is stable whenever δG(Q′,Σ) ⊆ Q′.
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• G is alive if Σ(q) 6= ∅, for each q ∈ Q. It is Σ′-complete whenever Σ(q) = Σ′, for
each q ∈ Q. It it said to be complete whenever it is Σ-complete.
• We say that G is deterministic if whenever q σ−→ q′ and q σ−→ q′′, then q′ = q′′, for
each q, q′, q′′ ∈ Q and each σ ∈ Σ.
A run ρ from state qo in G is a finite sequence of transitions
qo
σ1−−→ q1 σ2−−→ q2 · · · qi−1 σi−−→ qi · · · qn−1 σn−−→ qn (1.1)
s.t. σi+1 ∈ Σ and qi+1 ∈ δG(qi, σi+1) for i ≥ 0. The trace of the run ρ is the word
tr(ρ) = σ1.σ2 · · ·σn. We let last(ρ) = qn, and the length of ρ, denoted |ρ|, is n. For
i ≤ n we denote by ρ(i) the prefix of the run ρ truncated at state qi, i.e., ρ(i) = qo σ1−−→
q1 · · · qi−1 σi−−→ qi. The set of finite runs from qo in G is denoted Runs(G).
A word u ∈ Σ∗ is generated by G if u = tr(ρ) for some ρ ∈ Runs(G). Let L(G) be the
set of words generated by G, which elements are also called trajectories of G.
In the next chapters, we will often need to distinguish a subset F ⊆ Q to denote final
states. Such states can be used to encode the achievement of a task or configurations of the
system that violate some properties, etc. The word s ∈ Σ∗ is accepted by G if s = tr(ρ)
for some ρ ∈ Runs(G) with last(ρ) ∈ F . The language of (finite) words LF (G) of G is the
set of words accepted by G, i.e., LF (G) = {s ∈ Σ∗ | δG(qo, s) ⊆ F}. Note that an LTS
equipped with a set of final states F is usually called in the literature an automaton.
Parallel Composition of LTSs. In several situations, a system is initially given by a col-
lection of components modeled by LTSs that interact with each other by sharing common
events. The global behavior of this system is then obtained by composing these LTSs to-
gether using the parallel composition operator that represents the concurrent behavior of
the LTS with synchronization on the common events.
Definition 1.2 Let G1 = (Q1, q1o ,Σ1,−→1) and G2 = (Q2, q2o ,Σ2, −→2). The parallel
composition of G1 and G2 is the LTS G1 × G2 = (Q, qo,Σ,−→) where
• Q = Q1 ×Q2, qo = (q1o × q2o)
• Σ = Σ1 ∪ Σ2






2) if σ ∈ Σ1 ∩ Σ2 and qi
σ−→i q′i, i = 1, 2




2) if σ ∈ Σ2 \ Σ1 and q2
σ−→2 q′2
(1.2)
Using the projection PΣi : Σ
∗ → Σ∗i , i = 1, 2, we can characterize the languages resulting
from the parallel composition as follows:




Moreover, if the two LTSs are equipped with a set of final states (F1 and F2), then we have:
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Example 1.2 Let G1 and G2 be two LTSs over respectively Σ1 = {a, u1, b} and Σ2 =
{a, u2} represented in Fig. 1.2(a). The LTS G1 ×G2 obtained by composing these two LTS


































(b) G1 × G2
Figure 1.2: parallel composition of two LTS
State predicates. Given a set of states E ⊆ Q of an LTS G, the functions PostG, Pre∀G
and Pre∃G from 2
Q → 2Q are defined as follows:
PostG(E) = {δG(q, σ) | ∃σ ∈ Σ, q ∈ E} (1.5)
Pre∃G(E) = {q ∈ Q | ∃σ ∈ Σ, δG(q, σ) ∩ E 6= ∅} (1.6)
Pre∀G(E) = {q ∈ Pre∃G (E) | ∀σ ∈ Σ, δG(q, σ) ⊆ E} (1.7)
The states of PostG(E) are the immediate successors of E in G. The states belonging to
Pre∀G (E) are the states such that all immediate successors belong to E, while the states
belonging to Pre∃G (E) are such that at least one immediate successor belongs to E.
Given a live LTS G, let ReachG(E) be the set of states that can be reached from E,
InevG(E) be the set of states that inevitably lead to a set E in a finite number of steps and
CoReachG(E) the set of states from which E is reachable. These sets are given by the
following least fix-points (lfp):
ReachG(E) = lfp(λX.E ∪ Post∀G(X)) (1.8)
InevG(E) = lfp(λX.E ∪ Pre∀G(X)) (1.9)
CoReachG(E) = lfp(λX.E ∪ Pre∃G(X)) (1.10)
Note that by the Tarski’s theorem [Tar55], since the functionsE∪postG(X), E∪Pre∀G (X)
and E ∪ Pre∃G (X) are monotonic, the limit of the previous fix-points actually exists (but
may be uncomputable as the state space is possibly infinite).
Observable behavior. In the next chapters, partial observation will play a central role. In
this regard, the set of events Σ can partitioned into Σo and Σuo
Σ = Σo ∪ Σuo, and Σo ∩ Σuo = ∅,
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where Σo represents the set of observable events. Elements of Σuo are unobservable events.
Typical elements of Σ∗o will be denoted by µ, µ
′. We say that G is Σo-alive if ∀q ∈ Q,∃s ∈
Σ∗.Σo, q
s−→, meaning that there is no terminal loop of unobservable events. Notice that
when G has no loop of unobservable events, G is alive if and only if G is Σo-alive. Now,
the language of traces of G is given by
TracesΣo(G) , PΣo(L(G))
It is the set of observable sequences of its trajectories.
Next, we introduce the unobservable-closure UC(G) of an LTS G, in order to abstract
out unobservable events according to the projection PΣo .
Definition 1.3 For an LTS G = (Q,Σ,−→, qo), the unobservable-closure of G is the LTS
UC(G) = (Q,Σo,−→o, qo) where for any q, q′ ∈ Q, σ ∈ Σo, q σ−→o q′ in UC(G) whenever
there exists s ∈ Σ∗uo such that q
sσ−→ q′ in G. 
We get L(UC(G)) = PΣo(L(G)) and for F ⊆ Q, LF (UC(G)) = PΣo(LF (G)).
From the projection PΣo , we derive an equivalence relation between trajectories of G,
written∼G , called the delay-observation equivalence in reference to the delay-bisimulation
of [Mil81]:
Definition 1.4 (Delay-Observation Equivalence, ∼G) Let ∼G⊆ L(G) × L(G) be the bi-
nary relation defined by s ∼G s′ whenever
• PΣo(s) = PΣo(s′) and
• s ∈ Σ∗Σo if and only if s′ ∈ Σ∗Σo.
One easily verifies that ∼G is an equivalence relation, and we write [s] for the equivalence
class of s.
Given s ∈ L(G), s naturally maps onto a trace of G, namely PΣo(s). Now, given a non
empty trace µ of G, µ does not uniquely determine a delay-observation equivalence class
as in general µ can be brought back in G in at least two different manners:
• µ can be associated with the class [s] with PΣo(s) = µ and s ∈ Σ∗Σo,
• or µ can be associated with the class [s′] with PΣo(s′) = µ and s′ ∈ Σ∗Σuo
Notice that by Definition 1.4, [s] and [s′] are different. Henceforth, the equivalence class




(µ) ∩ L(G) ∩ Σ∗Σo if µ 6= ε
[ε] otherwise.
(1.11)
We say that [[µ]]Σo is the set of trajectories compatible with the trace µ. When clear from
the context, we will use [[µ]] for [[µ]]Σo . The above semantics is consistent with an on-line
observation performed by a user of the system for whom the system is only seen through
the interface given by the observation mask PΣo . We suppose that users are reacting faster
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than the system. Therefore, when an observable event occurs, a user can take a decision
before the system proceeds with any unobservable event. This explains why we do not
consider trajectories ending with unobservable events in the definition of the semantics.
Next, we might be interested by the possible states in which the system can be, based




This is formalized by the notion of determinisation:
Definition 1.5 Let G = (Q,Σ,−→, q0) be an LTS with Σ = Σuo∪Σo. The determinization
of G is the LTS DetΣo(G) = (X ,Σo,→d, X0) where X = 2Q (the set of subsets of Q
called macro-states), X0 = {q0} and→d= {(X,σ, δG(X,Σ∗uo.σ)) | X ∈ X and σ ∈ Σo}.
Notice that for this definition the target macro-state X ′ of a transition X σ→d X ′ is only
composed of states q′ of G which are targets of sequences of transitions q s.σ−→ q′ end-
ing with an observable event σ. The reason for this definition is the coherency with
[[.]]Σo . In fact, from the definition of →d in DetΣo(G), we infer that δDetΣo (G)(X0, µ) =
{δG(q0, [[µ]]Σo)}, which means that the macro-state reached from X0 by µ in DetΣo(G) is
composed of the set of states that are reached from q0 by trajectories of [[µ]]Σo in G.
Finally, determinisation preserves traces, so we have L(DetΣo(G)) =
TracesΣo(DetΣo(G)) = TracesΣo(G).
Example 1.3 In order to illustrate the previous definition, let us consider the following LTS
G (left-hand side of Fig. 1.3). The corresponding DetΣo(G) is depicted on the right-hand
side of Fig. 1.3.











q0 q1, q5 q2, q6 q7










Figure 1.3: Example of determinisation
Chapter 2
Diagnosis of Discrete Event
Systems
Besides model-checking and conformance model testing that are traditionally used to ver-
ify the properties that hold on the model on the system, one can be interested in identifying
on-line that some particular behaviours (called faults) occur on the actual system I that is
described by a formal model G of the system (note that G is supposed to be correct w.r.t.
I. Diagnosing and monitoring dynamical systems is an increasingly active research do-
main and various model-based approaches have been proposed which differ according to
the kind of models they used [SSL+96, BLPZ98, RC98, PC05, DLT00a, FBJ+00]. Most
of the time, fault diagnosis aims at achieving the detection of the faults. The challenge in
diagnosis is hence to build accurate diagnosers, that do not miss faults, but do not raise
false alarms either. A diagnoser can be seen as a state estimator for the monitored system,
that builds from an observation the set of possible current states of the system. When the
estimation contains only faulty states, a diagnoser can claim that a fault occurred. Con-
versely, when the estimation contains only non-faulty states, the diagnoser can claim that
the system is in a safe state.
In this chapter, we are interested in the fault detection that might arise in a system. In
the sequel, we shall consider the framework introduced by [SSL+96], in which the faulty
behaviour is included in the system modeled by an LTS. In this setting, the general diag-
nosis problem is thus to detect or identify patterns of particular events (i.e., a particular
behaviour modeling a faulty behaviour) on a partially observable system. The aim of diag-
nosis is to decide, by means of a diagnoser, whether or not such a pattern occurred in the
system. Even if such a decision cannot be taken immediately after the occurrence of the
pattern, one requires that this decision has to be taken in a bounded delay. This property
is usually called diagnosability. This property can be checked a priori from the system
model, and depends on its observability and on the kind of faults which are looked for.
The diagnosis problem has been tackled with different formalisms from the
LTS [SSL+96] model and their timed or probabilistic extension, Petri Nets, High-level
Message Sequence Charts [J7], recursive tile systems, which are recursive infinite systems
generated by a finite collection of finite tiles, a simplified variant of deterministic graph
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grammars (slightly more general than push-down systems) [J4]. As stressed earlier in or-
der to solve the diagnosis problem, one has to assume that the faulty behaviour of the
system is known. Faulty models depend on the kind of faults we are looking for: it might
be the execution of an event, reaching a faulty state (state-based diagnosis), the execution
of a supervision pattern or of a particular sequence of a language. Most of the times, the
faulty behaviour is considered as stable, meaning that once the fault occurred, the system
remains faulty forever. Meanwhile, the problem of diagnosing intermittent faults has been
tackled in [CLT04]. Finally, following the supervisory control problem, different kinds of
architecture of the diagnoser can be considered: the diagnoser can be centralized (it ob-
serves the systems through a particular interface (a subset of the possible events or a mask)
and takes its decision according to what it observes. The diagnoser can be decentralized
and in that case, each local diagnoser has a particular view of the system, takes its own
decision regarding the presence of fault and a global oracle ”compiles” the decisions of all
the diagnosers in order to decide whether a fault occurred or not in the system. We refer
to [ZL13] for a complete review of the diagnosis problem depending on the different kinds
of models of systems or faults that are considered.
The contents of this chapter is as follows:
• In Section 2.1, we propose a model of supervision patterns general enough to capture
past occurrences of particular trajectories of the system. Modeling the diagnosis ob-
jective by a supervision pattern allows us to generalize the properties to be diagnosed
and to render them independent of the description of the system [C22].
• In Section 2.2, we are going one step ahead and [C22] is extended for the predic-
tion of supervision patterns. The occurrences of the pattern are predictable if it is
possible to infer about any occurrence of the pattern before the pattern is completely
executed by the system. We designed an off-line algorithm to verify the property of
predictability. We have shown that the verification is polynomial in the number of
states of the system. We further designed an on-line algorithm to track the execution
of the pattern during the operation of the system. This algorithm is based on the use
of a diagnoser LTS [C19].
• In Section 2.3, we examine the case of transient faults, that can appear and be re-
paired. Diagnosability in this setting means that the occurrence of a fault should
always be detected in bounded time, but also before the fault is repaired. Checking
this notion of diagnosability is proved to be PSPACE-complete. It is also shown that
faults can be reliably counted provided the system is diagnosable for faults and for
repairs [C1].
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2.1 Diagnosis of Stable Supervision Patterns
Even-though well defined by [SSL+96] and others, one observes many different definitions
of diagnosability and ad-hoc algorithms for the construction of the diagnoser, as well as for
the verification of diagnosability. As a consequence, all these results are difficult to reuse
for new but similar diagnosis problems. We believe that the reason comes from an absence
of a clear definition of the involved patterns, which would clarify the separation between
the diagnosis objective and the specification of the system. In this section, we formally
introduce the notion of supervision pattern as a means to define the diagnosis objectives:
a supervision pattern is an automaton which language is the set of trajectories one wants
to diagnose. The proposal is general enough to cover in an unified way an important class
of diagnosis objectives, including detection of permanent faults, but also transient faults,
multiple faults, repeating faults, as well as quite complex sequences of events. We then
propose a formal definition of the Diagnosis Problem in this context. The essential point
is a clear definition of the set of trajectories compatible with an observed trace. Now, the
Diagnosis Problem is expressed as the problem of synthesizing a function over traces, the
diagnoser, which decrees on the possible/certain occurrence of the pattern on trajectories
compatible with the trace. The diagnoser is required to fulfil two fundamental properties:
correctness and bounded diagnosability. Correctness expresses that the diagnoser answers
accurately and Bounded Diagnosability guarantees that only a bounded number of observa-
tions is needed to eventually answer with certainty that the pattern has occurred. Bounded
Diagnosability is formally defined as the Ω-diagnosability of the system (where Ω is the
supervision pattern), which compares to standard diagnosability by [SSL+96]. Relying on
the formal framework we have developed, we then propose algorithms for both the diag-
noser’s synthesis, and the verification of Ω-diagnosability. We believe that these generic
algorithms as well as their correctness proofs are a lot more simple than the ones proposed
in the literature.
2.1.1 Supervision Patterns
In this section, we introduce the notion of supervision patterns, which are means to define
languages we are interested in for diagnosis purpose. We then give some examples of
such patterns. Finally, we introduce the diagnosis problem for such patterns. Supervision
patterns are represented by particular LTSs:
Definition 2.1 A supervision pattern is a 5-tuple Ω = (QΩ,Σ,−→Ω, q0Ω , QF ), where
(QΩ,Σ,−→Ω, q0Ω) is a deterministic and complete LTS, and QF ⊆ Q \ {q0Ω} is a distin-
guished stable1 subset of states.
As Ω is complete we get L(Ω) = Σ∗. Also notice that the assumption that QF is sta-
ble means that its accepted language is “extension-closed”, i.e. satisfies LQF (Ω).Σ∗ =
LQF (Ω). Otherwise said, LQF (Ω) is a complement of a safety property. This choice is nat-
ural since we want to diagnose whether all trajectories compatible with an observed trace
have a prefix recognized by the pattern. Notice that Definition 2.1 requires that q0Ω /∈ QF ;
this is very natural. Indeed, a supervision pattern is not designed to declare a fault a priori
1By stable, we mean that all transitions starting from a state in QF reach a state also in QF .
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while the system has not made any transition yet. Henceforth, we do not consider that un-
expected behaviour (membership in QF ) can occur from the very initial state of a system.
We now give some examples of supervision patterns which rephrase classical properties
one is interested in for diagnosis purpose.
Occurrence of one fault. Le f ∈ Σ be a fault and consider that we are interested in
diagnosing the occurrence of this fault. A trajectory s ∈ Σ∗ is faulty if s ∈ Σ∗.f.Σ∗. The




Figure 2.1: Supervision pattern for one fault
The aim of this pattern is to mimic the diagnosis of the occurrence of a fault as introduced
in [SSL+96].
Occurrence of multiple faults. Let f1 and f2 be two faults that may occur in the sys-
tem. Diagnosing the occurrence of these two faults in a trajectory means deciding the
membership of this trajectory in Σ∗.f1.Σ∗ ∩ Σ∗.f2.Σ∗ = LF1(Ωf1) ∩ LF2(Ωf2), where
Ωfi , i ∈ {1, 2} are isomorphic to the supervision pattern Ωf described in Figure 2.1. The
supervision pattern is then the product Ωf1 × Ωf2 which accepted language in F1 × F2 is









ΣΣ \ {f1, f2}
Σ \ {f1}
Σ \ {f2}
Figure 2.2: Supervision pattern for two faults
More generally, the supervision pattern for the occurrence of a set of faults {f1, · · · , fl} is
the product ×i=1,...,lΩfi , considering ×i=1,...,lFi as final state set.
Ordered occurrence of events. If the diagnosis that has to be performed concerns the
occurrences of different faults in a precise order, for example, f2 after f1, the trajectories
that have to be recognized by the supervision pattern are Σ \ {f1}∗.f1.Σ \ {f2}∗.f2.Σ∗.
If f1 corresponds to a fault event and f2 to the reparation of this fault in the system, then
we actually diagnose the reparation of the fault f1. With this pattern, the aim is to match
the I-diagnosability in [CLT04].
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N F1 F
f1 f2
Σ \ {f1} Σ
Σ \ {f2}
Figure 2.3: Ordered occurrence of events
Multiple occurrences of the same fault. Another interesting problem is to diagnose the
multiple occurrences of the same fault event f , say k times. The supervision pattern is
given in Figure 2.4 which accepted language is LF (Ωf )k. The aim is to match the k-
diagnosability of [JKG03].
N F1 F2 Fk−1 F
f f f f
Σ \ {f}
Σ \ {f} Σ \ {f}
Σ \ {f}
Σ
Figure 2.4: k occurrences of the same fault f
This can be easily generalized to a pattern recognizing the occurrence of k pat-
terns (identical or not). One can also consider as faulty set of final states the sets
({Fi, · · · , Fk−1, F})k′≤i≤k. A diagnoser computed with respect to one of these sets diag-
noses that the fault f occurs at least i times (with i ≥ k′). Now we can also consider the
union of the verdicts of all these diagnosers. We thus diagnose that a fault occurred at least
between k′ and k times. With k′ = 1, this actually corresponds to the [1−k]-diagnosability
of [JKG03].
Intermittent Fault. So far, we have considered permanent faults. However, there exist
numerous systems in which faults are intermittent (i.e. the effect of the fault can be re-
paired). We here assume that reparation of a fault f is encoded by means of an event r
(see [CLT04] for details). We shall come back to this aspect in the next section for particu-
lar kinds of intermittent faults that cannot be represented by a stable supervision pattern.
The supervision pattern given in Figure 2.5 describes the fact that a fault (occurrence





Σ \ {f, r} Σ
Σ \ {f, r}
Figure 2.5: Intermittent fault with repair
It is worthwhile noting that this can be generalized to a pattern recognizing the occurrence
of k faults (identical or not) without repair.
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2.1.2 The Diagnosis Problem
In the remainder of the paper, we consider a system whose behavior is modeled by an LTS
G = (Q,Σ,−→, qo). The only assumption made on G is that G is Σo-alive. Notice that
G can be non-deterministic. We also consider a supervision pattern Ω = (QΩ,Σ,−→Ω
, qoΩ , QF ) denoting the language LQF (Ω) that we want to diagnose.
We define the Diagnosis Problem as the problem of defining a function DiagΩ on traces
whose intention is to answer the question whether trajectories corresponding to observed
traces are recognized or not by the supervision pattern. We do require some properties for
DiagΩ: Correctness and Bounded Diagnosability.
• Correctness means that “Yes” and “No” answers should be accurate
• Bounded Diagnosability means that trajectories inLQF (Ω) should be diagnosed with
finitely many observations.
The Diagnosis problem can be stated as follows: given an LTS G and given a supervision
pattern Ω, decide whether there exists (and compute if any) a three valued function DiagΩ :
Traces(G) → {“YES”, “NO”, “?”} decreeing, for each trace µ of G, on the membership
in LQF (Ω) of any trajectory in [[µ]]Σo . Formally,
• (Diagnosis Correctness) The function should verify
DiagΩ(µ) =
 “YES” if [[µ]]Σo ⊆ LQF (Ω)“NO” if [[µ]]Σo ∩ LQF (Ω) = ∅“?” otherwise.
• (Bounded Diagnosability) As G is only partially observed, we expect in general situa-
tions where DiagΩ(µ) = “?” (as neither [[µ]]Σo ⊆ LQF (Ω) nor [[µ]]Σo∩LQF (Ω) = ∅
hold). However, we require this undetermined situation not to last in the following
sense: there must exist n ∈ N, the bound, such that whenever s ∈ [[µ]]Σo ∩ LQF (Ω),
for all t ∈ L(G)/s ∩ Σ∗.Σo, if |PΣo(t)| ≥ n then DiagΩ(PΣo(s.t)) = “YES”.
Diagnosis Correctness means that the diagnosis of a trace µ is “No” if no trajectory in its
semantics [[µ]]Σo lies in LQF (Ω) while it is “Yes” if all trajectories in [[µ]]Σo lie in LQF (Ω).
Bounded Diagnosability means that when observing a trajectory in LQF (Ω), a “Yes” an-
swer should be produced after finitely many observable events (See 2.6 for an intuitive
explanation of these notions).
Now, if DiagΩ provides a Correct Diagnosis, Bounded Diagnosability can be rephrased,
by replacing DiagΩ(PΣo(s.t)) = “YES” with [[PΣo(s.t)]]Σo ⊆ LQF (Ω). We obtain what
we call the Ω-diagnosability. Notice that this is now a property of G with respect to Ω.
Definition 2.2 An LTS G is Ω(n)-diagnosable, where n ∈ N, whenever
∀s ∈ LQF (Ω) ∩ L(G) ∩ Σ∗Σo,∀t ∈ L(G)/s ∩ Σ∗Σo,
if |PΣo(t)| ≥ n then [[PΣo(s.t)]]Σo ⊆ LQF (Ω),
(2.1)
We say that G is Ω-diagnosable if G is Ω(n)-diagnosable for some n ∈ N.
Ω-diagnosability says that when a trajectory s ending with an observable event is recog-
nized by the supervision pattern Ω, for any extension t with enough observable events, any
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Figure 2.6: the Ω-diagnosability for Ω = Ωf
trajectory s′ compatible with the observation PΣo(s.t) is also recognized by Ω. The remark
before Definition 2.2 is formalized by :
Proposition 2.1 If DiagΩ computes a Correct Diagnosis, then G is Ω-diagnosable if and
only if the Bounded Diagnosability Property holds for DiagΩ.
As to show the unifying framework based on supervision patterns, we here consider the
very particular supervision pattern Ωf of Section 2.1.1, originally considered by [SSL+95,
SSL+96] with the associated notion of f -diagnosability. Let us first recall this notion. Let
G be an LTS which is alive and has no loop of unobservable event. G is f -diagnosable
whenever
∃N ∈ N,∀s ∈ Σ∗.f, ∀t ∈ L(G)/s, if |t| ≥ N,
then ∀u ∈ L(G), u ∼Σ0 s.t⇒ u ∈ Σ∗.f.Σ∗
(2.2)
For the f -diagnosability to guarantee that the Bounded Diagnosability Property is achiev-
able, it is necessary to assume that each infinite trajectory in G contains at least one observ-
able event. The following proposition relates f -diagnosability with Ωf -diagnosability:
Proposition 2.2 Let G be an LTS and assume that G is alive and has no loop of internal
events. Then G is f -diagnosable if and only if G is Ωf -diagnosable.
2.1.3 Algorithms for the Diagnosis Problem
We now propose algorithms for the Diagnosis Problem based on standard operations on
LTSs. In a first stage we base the construction of the DiagΩ function on the synchronous
product of G and Ω and its determinisation, and prove that the function DiagΩ com-
putes a Correct Diagnosis. Next, we propose an algorithm allowing to check for the Ω-
diagnosability of an LTS, thus ensuring the Bounded Diagnosability Property of the func-
tion DiagΩ. Hence achieving the decision of the Diagnosis Problem.
2.1.3.1 Computing a candidate for the function DiagΩ
We propose a computation of the function DiagΩ: given G an LTS and a supervision pat-
tern Ω, we first consider the synchronous product GΩ of G and Ω (see Definition 1.2). Next
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we perform on GΩ a second operation (see Definition 1.5) which associates to GΩ a de-
terministic LTS written DetΣo(GΩ). We then show how DetΣo(GΩ) provides a function
DiagΩ delivering a Correct Diagnosis.
We now explain the construction of the diagnoser from G and Ω. Let us first consider
the synchronous product GΩ = G × Ω (see Definition 1.2). We then get L(GΩ) = L(G) ∩
L(Ω) = L(G) as Ω is complete (thus L(Ω) = Σ∗). We also get L(GΩ, Q × QF ) =
L(G) ∩ LQF (Ω) meaning that the trajectories of G accepted by Ω are exactly the accepted
trajectories of GΩ. Finally, note that Q × QF is stable in GΩ as both Q and QF are stable
by assumption.
We now apply determinisation to GΩ. We have TracesΣo(DetΣo(GΩ)) =
TracesΣo(GΩ) = TracesΣo(G) thus for all µ ∈ TracesΣo(G), δDetΣo (ΣoGΩ)(Xo, µ) =
{δGΩ(qo, [[µ]]Σo}.
We now establish the following fundamental results on the construction DetΣo(GΩ):
Proposition 2.3 For any µ ∈ TracesΣo(G) = TracesΣo(GΩ),
δDetΣo (GΩ)(Xo, µ) ⊆ Q×QF ⇐⇒ [[µ]]Σo ⊆ LQF (Ω) (2.3)
δDetΣo (GΩ)(Xo, µ) ∩Q×QF = ∅ ⇐⇒ [[µ]]Σo ∩ LQF (Ω) = ∅ (2.4)
(2.3) means that all trajectories compatible with a trace µ are accepted by Ω if and only
if µ leads to a macro-state only composed of marked states in GΩ. (2.4) means that all
trajectories compatible with µ are not accepted by Ω if and only if µ leads to a macro-state
only composed of unmarked states in GΩ.
We have now the material to define the function DiagΩ and to obtain the Diagnosis
Correctness Property, following directly from Proposition 2.3.
Theorem 2.1 Let DetΣo(GΩ) be the LTS built as above, and let DiagΩ(µ) be:
“YES”, if δDetΣo (GΩ)(X0, µ) ⊆ Q×QF
“NO”, if δDetΣo (GΩ)(X0, µ) ∩Q×QF = ∅
“?”, otherwise.
(2.5)
DiagΩ computes a Correct Diagnosis.
Example 2.1 In order to illustrate the diagnoser construction, consider the LTS G of
Fig. 2.7 (left-hand side). Assume we want to diagnose the occurrence of the fault event
f . We thus use the supervision pattern Ωf described in Figure 2.1 and build the product
GΩ = G × Ωf . In this case GΩ is isomorphic to G with set of marked states {q1, q2, q3}.
The diagnoser (as well as its answers) obtained by determinization of GΩ is also repre-
sented in Figure 2.7 (right-hand side). The red square means that the diagnoser emits the
”Y ES” verdict, the dashed-line borders rectangle means the diagnoser emits the ”?” ver-
dict whereas the ”NO” verdict is emitted in the other cases. 
2.1.3.2 Verifying the Bounded Diagnosability Property of DiagΩ
As we have established the Correctness of DiagΩ, according to Proposition 2.1, the
Bounded Diagnosability Property of DiagΩ is provided by the Ω-diagnosability of G. We
now propose an algorithm for deciding Ω-diagnosability (Definition 2.2).
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q0 q0, q2 q0, q2, q3 q3
a a b
a b
Figure 2.7: GΩ and its associated diagnoser computed w.r.t. Ωf
This algorithm is adapted from [JHCK01, YL02]. The idea is that G is not Ω-
diagnosable if there exists an arbitrarily long trace µ, such that two trajectories compatible
with µ disagree on membership to LQF (Ω) (see the above example). To do so, we make
the use of the Unobservable closure of GΩ: UC(GΩ) (Definition 1.3) that preserves the in-
formation about LQF (Ω) membership while abstracting away unobservable events. Next,
a self-product UC(GΩ) × UC(GΩ) allows to extract from a trace µ pairs of trajectories of
GΩ and to check their LQF (Ω) membership agreement.
By definition, for all µ ∈ TracesΣo(G), qo
µ→o q′ in UC(GΩ) if and only ∃s ∈ [[µ]]Σo
s.t. q s−→ q′ in M . Consider now UC(GΩ) = (Q′,Σo,→o, qo) and let Γ = UC(GΩ) ×
UC(GΩ) be the LTS (Q′ × Q′,Σo,→Γ, (qo, qo). By definition of UC and synchronous
product, if µ ∈ TracesΣo(G) and (qo, qo)
µ→Γ (q, q′) there exists s, s′ ∈ [[µ]]Σo s.t. qo
s−→
q and qo
s′−→ q′ in GΩ.
Definition 2.3 Given Γ defined as above.
• We say that (q, q′) ∈ Q′ × Q′ is Ω-determined whenever q ∈ Q × QF ⇐⇒ q′ ∈
Q×QF . Otherwise, it is called undetermined.
• A path in Γ is called an n-undetermined path if it contains n + 1 consecutive Ω-
undetermined states (thus n events between them).
• A path in Γ is an undetermined cycle if it is a cycle which states are all undetermined.
We now show the relation between Ω(n)-diagnosability and the existence of n-
undetermined paths.
Theorem 2.2 G is Ω-diagnosable if and only if there exists n such that Γ contains no
reachable n-undetermined path.
Observe also that the presence of an undetermined cycle in the twin machine Γ induces the
presence of an ambiguous cycle in the diagnoser DetΣo(GΩ). However, the converse is not
true, therefore, the presence of cycles on ambiguous sates in the diagnoser only provides a
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sufficient condition for diagnosability. This property of diagnosers was first considered as
a necessary and sufficient condition in [SSL+95], and then corrected in [SSL+96].
Based on theorem 2.2 and on the fact that Γ is finite state, we conclude that:
Corollary 2.1 G is not Ω-diagnosable if and only if Γ contains a reachable undetermined
cycle.
Using Proposition 2.1 and the construction of Γ, verifying diagnosability amounts to check
the existence of reachable undetermined cycles in Γ, retrieving the idea of the algorithm
of [YL02, JHCK01]. By Corollary 2.1 and Theorem 2.2, we obtain:
Corollary 2.2 If G is Ω-diagnosable, then G is Ω(n + 1)-diagnosable, and not Ω(n)-
diagnosable where n is the length of the longest undetermined path of Γ.
We now summarize the procedure to determine whether G is Ω-diagnosable: we perform
a depth first search on Γ which either exhibits an undetermined cycle or ends by having
computed the length of the longest undetermined sequence. Obviously, this procedure has
linear cost in the size of Γ.
Example 2.2 In order to illustrate the construction of Γ, let us come back to the Exam-
ple 2.1. UC(GΩ) is given in Figure 2.8 (left-hand side). The rectangles correspond to the
marked states. Now Γ = UC(GΩ)× UC(GΩ) is given in Figure 2.8 (right-hand side).
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Figure 2.8: UC(GΩ) and Γ for the LTS of Figure 2.7
The tuples {(q0, q2), (q2, q0), (q0, q3), (q3, q0)} in Γ are undetermined. Now it is easy
to show that there is no undetermined cycle, which according to Corollary 2.1 ensures that
G is Ωf -diagnosable. Indeed, as soon as f is triggered, b is observed after the occurrence
of a finite number of observable events (bounded by 3). Thus the observation of b surely
indicates that f occurred in the past.
A contrario, consider the LTS G′Ω in Figure 2.9. Γ′ given in Figure 2.10 has undeter-
mined cycles (in (1, 3) and (3, 1)), thus, G′Ω is not Ωf -diagnosable. In fact, for any n, the
trajectories s1 = an and s2 = f.an are both compatible with µ = an, while s1 /∈ LF (Ωf ),
whereas s2 ∈ LF (Ωf ).
Incidentally as previously mentioned, this example proves that Ω-diagnosability cannot be
checked directly on the diagnoser. In fact the diagnosers for G′ and Ωf (Figure 2.9, right)
and for G for Ω (Figure 2.7, right) are isomorphic, and G is Ωf -diagnosable while G′ is not.

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Figure 2.9: G′ and its associated diagnoser w.r.t. Ωf
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Figure 2.10: Γ′ for the LTS G′ of Example 2.1
2.1.4 conclusion
A supervision pattern is an automaton, like the ones used in many different domains (ver-
ification, model-based testing, pattern matching, etc), in order to unambiguously denote a
formal language. As illustrated in this section, the fault-occurrence diagnosis is a particular
case of pattern diagnosis, but patterns are also useful to describe more general objectives,
as shown in subsections 2.1.1. The concept of supervision patterns is even more attractive
in the sense that patterns can be composed using usual combinators inherited from lan-
guage theory (union, intersection, concatenation, etc.). Adopting the behavioral properties
point of view on the patterns leads to the attempt to diagnose any linear time pure past
temporal formulas [LS95]. It is clear that the properties we consider do not meet the LTL
definable properties handled by [JK04]. We now turn to technical aspects of the approach.
We have insisted on what the semantics of a trace is: a trace denotes the set of trajectories
which project onto this trace and that necessarily end up with an observable event. Conse-
quences of this choice are manifold in the definitions of Ω-diagnosability, DetΣo(GΩ) and
UC(G). We could have chosen another semantics, impacting on the related definitions ac-
cordingly: for example we could have considered the set of trajectories which project onto
this trace. What is mostly important is the accurate match between the semantics for traces
and the other definitions: hence we avoid displeasing discrepancies to determine precisely
the Diagnosability Bound, and even better, we have a clear proof for the correctness of
the synthesis algorithm. However, we believe our choice is the most natural when admit-
ting that the diagnosis function implemented online as an output verdict is reactive to an
observable move of the system.
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2.2 Predictability of Stable Supervision patterns
Compared with Section 2.1, this section takes the diagnosis problem one step ahead, and
considers the problem of predicting (faulty) sequence patterns in the behavior of a partially-
observed discrete-event system (DES). If it is possible to predict the occurrences of a pat-
tern that describes event sequences that lead or cause the system to fail or malfunction, then
the system operator can be warned in time to halt the system, take preventative measures,
or otherwise to reconfigure the system.
The problem of prediction of patterns in DES as considered here builds on and extends
two prior studies: (i) the problem of predictability of single event occurrences in partially-
observed DES studied in [GL06b] and (ii) the problem of diagnosis of sequence patterns in
DES studied in [C22] (presented in Section 2.1) and [GL06a]. The consideration of patterns
in the context of the property of predictability requires more than technical modifications to
the two works mentioned above; this is true especially for the development of a polynomial-
time test for pattern predictability, as will be seen later in this section. The notion of
predictability we here consider in this chapter is different from prior works on other notions
of predictability in [Cao89], [SRBT91], [FH99]. Other references on predictability in DES
or discrete event simulation systems are [BM95], [CR90], [Dec98], [MM06], [QHF02].
The results presented in this chapter are related to [JK04] in which the authors considered
the notion of inevitability. Indeed, in this paper, the authors are interested in diagnosing
inevitability, thus in detecting that a pattern will be inevitably satisfied within a bounded
number of observations after this inevitability. In contrast, in the context of this chapter,
predictability means detecting inevitability strictly before its occurrence.
In this section, we introduce the notion of predictability of a pattern. G and Ω are as
defined in the preceding section. Roughly speaking, a pattern is predictable if it is always
possible to detect the future recognition of the pattern, strictly before this recognition, only
based on the observations. We explain the idea of predictability in the following example.
Example 2.3 Consider the LTS G1 shown in Fig.2.11. The set of events is Σ =
{f1, f2, a, b, c}. Let Σuo = {a, f1, f2} be the set of unobservable events. We assume
that the pattern under consideration is either the occurrence of f1 followed by f2 or the
one of f2 followed by f1. This pattern is given in Fig. 2.2 and denoted by Ω in this example.




























ΣΣ \ {f1, f2}
Σ \ {f1}
Σ \ {f2}
Figure 2.11: LST G1
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is followed by f2 (or f2 followed by f1): b.f2.f1.c∗, f1.b.f2.c∗ and f1.a.b.c.f2.c∗. The
other branch, which does not satisfy the pattern, records f1.c∗. Thus, after the observation
of b.c.c, we know for sure that the pattern has been recognized. G1 is thus Ω-diagnosable.
Moreover, we can also predict the recognition of the pattern ahead of time. Indeed, if we
do observe b then we know for sure that the pattern has not occurred so far but will occur
in the future. After b, the system is either in state 1, 8 or 3. After the occurrence of c, then
G1 is either in 5, 6 or 9. In the first two cases, the pattern has occurred. In the third case,
we need to wait for a second c to occur to be sure that it occurred (the system is then either
in state 5, 6, 10, in which the pattern has surely occurred). 
2.2.1 Definition of predictability
We now formally define the predictability of patterns. As previously said, this general-
izes the predictability definition introduced in [GL06b] by considering sequence patterns
instead of single events.
Definition 2.4 An LTS G is Ω(n)-predictable, where n ∈ N, whenever
∃n ∈ N,∀s ∈ L(G) ∩ LQF (Ω).Σ∗.Σo,∃t ∈ [L(G) ∩ Σ∗.Σo] ∪ {ε}, t < s ∧ t /∈ LQF (Ω)
such that
∀u ∈ [[PΣo(t)]]Σo ,∀v ∈ L(G)/u, |PΣo(v)| ≥ n =⇒ u.v ∈ LQF (Ω)
G is said to be Ω-predictable if it is Ω(n)-predictable for some n ∈ N.
The definition means that for any trajectory s recognized by the pattern, there exists a strict
prefix t not recognized by the pattern, such that any trajectory u compatible with obser-
vation PΣo(t) will inevitably be extended into a trajectory u.v recognized by the pattern.
That is, upon observation of PΣo(t), one can already predict that the pattern, while not yet
recognized, will inevitably be recognized; see (see Figure 2.12) for a conceptual represen-
tation.
Figure 2.12: Intuitive explanation of the predictability
Let us now relate the notion of Ω-predictability to the notion of Ω-diagnosability of Sec-
tion 2.1.
Proposition 2.4 Given a systemG and a supervision pattern Ω, ifG is Ω-predictable, then
G is Ω-Diagnosable.
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The proof of the proposition immediately follows from the respective definitions of these
properties. (Further details on pattern diagnosability can be found in [C22], [GL06a]).
Note that the converse of this proposition is false as shown by the following example:
Example 2.4 We consider a variation of Example 2.3. The new system is given by the
LTS G2 represented in Fig. 2.11 (and reproduced here in the right-hand side of Fig. 2.11
for completeness. The pattern and the partition of the event sets into observable and un-
























Figure 2.13: LST G2
It is easy to show that G2 is Ω-diagnosable. However, G2 is not Ω-predictable. Indeed,
because of the sequence f1.a.b.c.b∗ that is not recognized by the pattern, one can not be
sure that the pattern will occur by observing the trace b. Further, if we observe the trace
b.c, it may be too late, as the system may have trigger the sequence f1.b.f2.c, which is a
sequence recognized by the pattern. 
2.2.2 Verification of Predictability
In this section, we present an off-line algorithm to verify the property of predictability.
In [GL06a], where the problem of predictability of single event occurrences is considered,
the algorithm for the verification of predictability is based on the construction of a diag-
noser automaton. In this part, we propose to adapt the polynomial-time verification of
diagnosability based on verifier LTS [JHCK01, YL02] to the verification of predictability.
In Section 2.1.3, we provided a technique based on verifiers to verify the diagnosability of
a pattern in polynomial time in the number of states of the system. In the case of diagnos-
ability, the verifier identifies the existence, if any, of strings that violate the definition of
this property. We adopt this underlying principle in building the algorithm for verification
of predictability of patterns. By definition of predictability, the trajectories that violate pre-
dictability are the ones that: (i) are accepted by the pattern, (ii) end with observable events,
and (iii) have the property that none of their prefixes are sufficient to predict the occurrence
of the pattern. That is, for all the prefixes of such trajectories, there exists a trajectory that
produces the very same observation as the prefix but whose continuation does not contain
the pattern. Thus, if we find one or more trajectories violating predictability as was just de-
scribed, then we can conclude that at least one occurrence of the pattern is not predictable
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in the system. It is possible to transform the search for these trajectories into a search for
states in an LTS that carry information on acceptance, inevitability, and projections, for
trajectories leading to them. This avoids the construction of the diagnoser, providing an
algorithm with polynomial complexity.
In the remainder of this section, we decompose the test of predictability into 5 steps,
each of them corresponding to particular operations requested to perform the test. Assume
that the predictability problem is given by G = (Q,Σ,→, q0) and Ω = (QΩ,Σ,→Ω, q0Ω)
equipped with FΩ.
Step 1. It consists in constructing the synchronous product GΩ = G×Ω = (QGΩ ,Σ,→GΩ
, q0GΩ) and the final state set F = Q × FΩ. By the properties of the synchronous product,
and as Ω is complete (thus L(Ω) = Σ∗) we get L(GΩ) = L(G) ∩ L(Ω) = L(G) and
LF (GΩ) = L(G) ∩ LFΩ(Ω) meaning that the accepted trajectories of GΩ in F are exactly
the trajectories of G accepted by Ω in FΩ. Finally note that F is stable in GΩ as both Q and
FΩ are stable by assumption.
Step 2. It consists in computing InevGΩ(F ) (see Eq. 1.9) and to consider the following
partition of the state space QGΩ : QGΩ = N ∪ I ∪F where I = InevGΩ(F ) \F is the set of
states not belonging to F but from which F is unavoidable, and N = QGΩ \ InevGΩ(FGΩ)
is the set of states from which F is avoidable.
The diagram of Fig. 2.14 shows how GΩ evolves from one part to another according to
the set of states it belongs to. This diagram illustrates the fact that even though the system
can remain forever in N -states, if it reaches an I-state, then after a finite number of steps2
the system will eventually evolve into an F -state.
N I F
Figure 2.14: Moves in the partition of QGΩ
Example 2.5 The construction of the LTS G2Ω of Fig. 2.13, is illustrated by Fig. 2.15, with
N -states in blue, F -states in red, whereas the I-states are those with dashed-line borders.

Step 3. Construct the Unobservable-Closure (see Def. 1.3) UC(GΩ) = (QGΩ ,Σo,→UC
, q0GΩ) of GΩ with final state set F and preservation of the partition QGΩ = N ∪ I ∪ F .
Using this partition, we also label states in (Pre∃UC(GΩ)(F ) \ F ), corresponding to the set
of states having an immediate successor in F , but not belonging to F . It thus characterizes
the maximal prefixes t of trajectories of G not recognized by Ω in FΩ, i.e. their observation
is the last chance to predict acceptance. By the properties of UC, we get L(UC(GΩ)) =
PΣo(L(GΩ) and LF (UC(GΩ) = PΣo(LF (GΩ)) and LF (UC(GΩ) = PΣo(LF (GΩ)) which
2represented by dashed lines
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Figure 2.15: The LTS G1Ω
in some sense means that UC preserves information on (the inevitability of the) recognition
by the pattern, while abstracting away internal events. To illustrate this point, we use
Example 2.4. The Unobservable-Closure of G2Ω is described in Fig. 2.16 where states in
(Pre∃UC(GΩ)
(F ) \ F ) are those with dashed-line borders.
q0, A
q1, A
q3, B q5, D
q6, D
q11, B















Figure 2.16: The LTS UC(G2Ω)




The role of Γ is to synchronize trajectories of GΩ with same trace µ.
Step 5. Check the predictability condition given by the theorem 2.3 below. This com-
pletes the statement of the verification algorithm.





A reachable state in (Pre∃UC(GΩ)(F ) \ F ) × N characterizes two trajectories with same
observation, one where FΩ is avoidable, and the other one where it was the last chance to
predict acceptance. Notice that symmetry in Γ allows us to simplify the condition, but in
practice, also reachable states in N × (Pre∃UC(GΩ)(F ) ∩ \F ) should be detected.















































































Figure 2.17: The LTS Γ2 derived from G2Ω
Example 2.6 Figures 2.17 describe the construction of Γ2 for G2 with the pattern Ω.
The 6 states with dashed-line borders in Γ2 are states in (Pre∃UC(G2Ω)
(F ) \ F ) × N and
prove that G2 is not Ω-predictable. For example, the string b.f2.f1.c with observation b.c
already leads to acceptance, but acceptance is not predictable because of trajectories in
f1.a.b.c.b
∗ Finally, one can note that G2 is Ω-diagnosable, as in Γ2, there is no cycle of
states of the form (I ∪N)× F . 
To summarize this section we now outline a possible algorithm Test Pred allowing to test
the predictability of a system G w.r.t. a pattern Ω:
Algorithm 1: Test Pred(G,Ω)
input : G and Ω.
output: Is Ω predictive or not w.r.t. G?
begin1
GΩ = G × Ω2
Compute the states set F , I and N on GΩ3
Compute UC(GΩ) and the state set (Pre∃UC(GΩ)(F ) \ F )4
Γ = UC(GΩ)× UC(GΩ)5
return ( (Pre∃UC(GΩ)(F ) \ F )×N = ∅ in Γ)6
end7
Proposition 2.5 Using algorithm Test Pred(G,Ω), the overall complexity of the test of pre-
dictability is quadratic in the product of the sizes of G and Ω.
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The first step is the construction of GΩ = G×Ω which is linear in ‖G‖×‖Ω‖where ‖G‖ and
‖Ω‖ are the sizes of G and Ω in terms of states and transitions. In the second step, one needs
to compute InevGΩ(F ), to partition QGΩ into N ∪ I ∪F . This is linear in ‖GΩ‖. The third
step consists in constructing UC(GΩ), and labelling of states by (Pre∃UC(GΩ)(F ) \ F ). It is
linear in ‖GΩ‖. The construction of Γ = UC(GΩ)× UC(GΩ) in the fourth step is quadratic
in the size of UC(GΩ). Checking that no reachable state is in (Pre∃UC(GΩ)(F ) \ F ) × N (
Step 5) can be done during this construction. The overall complexity of the verification of
predictability is thus quadratic in the product of the sizes of G and Ω.
2.2.3 The P diagnoser
In this section, we now explain how to construct from G and Ω a special kind of diagnoser,
called P diagnoser (for Prediction Diagnoser) that can be used on-line to predict the recog-
nition of a pattern. We emphasize some properties of this P diagnoser when the system is
predictable w.r.t. a given pattern Ω.
To do so, let us consider GΩ as defined in Section 2.2.2 (Step 1) and build
DetΣo(GΩ) = (X ,Σo,→d, X 0) as defined in Def. 1.5. Remember that this
can be done by reusing UC(GΩ) and apply a subset construction. We then have
L(DeΣot(GΩ)) = PΣo(L(GΩ)) = PΣo(L(G)) thus for any observation µ ∈ PΣo(L(G)),
δDetΣo (GΩ)(X
0, µ) = {δGΩ(q0GΩ , [[µ]]Σo)}.
The P diagnoser for predictability PredictΩ is defined from DetΣo(GΩ) as follows.
For any observation µ in TracesΣo(G), let PredictΩ(µ) be:
Y es if δDetΣo (GΩ)(X
0, µ) ⊆ F
Pred if δDetΣo t(GΩ)(X
0, µ) ⊆ I
Pred F if δDetΣo (GΩ)(X
0, µ) ⊆ (I ∪ F ) ∧ δDetΣo (GΩ)(X
0, µ) ∩ I 6= ∅
∧ δDetΣo (GΩ)(X
0, µ) ∩ F 6= ∅
No if δDetΣo (GΩ)(X
0, µ) ⊆ N
Pred N if δDetΣo (GΩ)(X
0, µ) ⊆ (I ∪N) ∧ δDetΣo (GΩ)(X
0, µ) ∩ I 6= ∅
∧ δDetΣo (GΩ)(X
0, µ) ∩N 6= ∅
? otherwise.
(2.6)
To clarify the verdicts given by the P diagnoser, we now adopt a language point of view.
Using the partition of QGΩ = N ∪ I ∪ F , we can partition L(G) = L(GΩ) into three
different languages
L(G) = LN ∪ LI(GΩ) ∪ LF (GΩ)
where LN = L(G) \ (LF (GΩ) ∪ LI(GΩ)). Based on this partition, we then have the
following results that directly derive from the definition on the P diagnoser
• PredictΩ(µ) = Y es if [[µ]]Σo ⊆ LF (GΩ)
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• PredictΩ(µ) = Pred if [[µ]]Σo ⊆ LI(GΩ)
• PredictΩ(µ) = Pred F if
– [[µ]]Σo ⊆ LI(GΩ) ∪ LF (GΩ), and
– [[µ]]Σo ∩ LI(GΩ) 6= ∅, and
– [[µ]]Σo ∩ LF (GΩ) 6= ∅
• PredictΩ(µ) = No if [[µ]]Σo ⊆ LN
• PredictΩ(µ) = Pred N if
– [[µ]]Σo ⊆ LN ∪ LI(GΩ), and
– [[µ]]Σo ∩ LN 6= ∅, and
– [[µ]]Σo ∩ LI(GΩ) 6= ∅
Y es means that all the trajectories in [[µ]]Σo lie in LFΩ(Ω), which means that the observa-
tion µ only corresponds to trajectories recognized by the pattern. Pred means that trajec-
tories compatible with µ are not recognized by the pattern so far, but all their extensions
will inevitably be after a bounded number of observations. No simply means that all tra-
jectories compatible with µ can still be extended without being recognized by the pattern.
Pred F means that the recognition of the pattern is unavoidable but some trajectories
compatible with the observation are already recognized by the pattern. Pred N means
that the observed trace corresponds to some trajectories where recognition of the pattern is
unavoidable, but others where this is false.
Example 2.7 Back to Examples 2.3 and 2.4, the P diagnosers (as well as their verdicts)
obtained by determinization of G1Ω and G2Ω respectively for G1 and G2 with the pattern Ω
given in Figure 2.18. 


































Figure 2.18: The P diagnosers of G1 (left-hand side) and G2 (right-hand side)
We have the following results about predictors.
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Proposition 2.6 If G is Ω(n)-predictable, then
(i) PredictΩ(µ) = Pred ⇒ (∀µ′ ∈ PΣo(L(G))/µ, ‖µ′‖ ≥ n ⇒ PredictΩ(µµ′) =
Y es)
(ii) PredictΩ(µ) = “YES”⇒ ∃µ′ < µ s.t. PredictΩ(µ′) = Pred and ‖µ‖−‖µ′‖ ≤ n
(iii) ∀µ ∈ PΣo(L(G)), PredictΩ(µ) 6= ? 
Point (i) simply says that whenever the P diagnoser emits the verdict Pred, then after at
most n observations, the P diagnoser will emit the verdict Y es. Point (ii) emphasizes the
fact that if the P diagnoser emits the verdict Y es, then the P diagnoser emitted, in the past,
the verdict Pred. Point (iii) shows that the verdict ? can not be emitted as far as the system
is Ω-predictable. Indeed, if this verdict is emitted, it would say that there is a trajectory
compatible with µ that is recognized by the pattern without having being detected, which
contradicts the fact that the system is predictable.
Figure 2.19 explains the possible evolutions of the verdicts emitted by the P Diagnoser
whenever the system is predictable.
No Pred Yes
Pred N Pred F
Figure 2.19: Possible evolutions of the P diagnoser verdicts.
Comparison with [JK04]. The results we presented in this paper are very close to the
work of Jiang and Kumar [JK04] who introduced the notion of inevitability. Indeed,
in [JK04], the authors are interested in diagnosing inevitability, thus in detecting that a
pattern will be inevitably satisfied, within a bounded number of observations after after
this inevitability3, while prediction means detecting inevitability strictly before satisfac-
tion. It should also be noted that, despite the fact that the diagnoser for inevitability may
give earlier verdicts than the diagnoser for satisfaction, the diagnosability of inevitability
is strictly equivalent to diagnosability of satisfaction. In contrast, we have shown that pre-
dictability implies diagnosability, but not the converse. One consequence of their definition
of diagnosability is that the on-line diagnoser is not able to infer whether the pattern has
been actually recognized or not. Indeed, compared to the P diagnoser, the verdicts Pred,
Pred F and F are merged into a single verdict.
2.2.4 Conclusion
In this section, we have presented a generalized notion of predictability of patterns in dis-
crete event systems. Predictability of patterns defines the ability to detect the recognition
3This work considers properties specified in Linear Temporal Logic (LTL) which are more expressive as
patterns. However, their notion of pre-diagnosability required for diagnosability means that the property reduces
to a stable property on the system (can be checked on a finite trajectory).
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of this pattern strictly before its actual occurrence. Based on rather standard operations
on LTSs, we provide a test of polynomial complexity to verify the predictability property
as well as an algorithm allowing to construct a diagnoser for the purpose of the on-line
prediction of the pattern.
2.3 Diagnosis of Intermittent Failures
So far, we considered the diagnosis of stable supervision patterns (i.e. the faulty behaviour
is absorbing: once the system becomes faulty for a particular execution, it remains faulty
for all possible extensions of this execution. However, in many systems, faulty behaviour
might occur intermittently, with faulty sequences that can be extended to sequences after
which the system is repaired. It is worthwhile noticing that the procedure described in the
first section of this Chapter, can not be used as such to diagnose the occurrence of such
intermittent (or repairable) behaviors.
2.3.1 Notations and preliminary results
In this section, we shall assume that the system to be diagnosed is given by a deterministic
LTS G = (Q, q0,Σ,−→) for which the set of states is partitioned into two subsetsQN]QF ,
and let us nameQN normal (or safe) states andQF faulty states, to help intuition. As usual,
not all, but only a part of the events is observable: Σ = Σo ]Σu. The aim of the diagnosis
is then to be able to detect that the system is in a faulty state after a given observation.
The faulty language of G is derived from faulty sequences, i.e. sequences that terminate
in a faulty state: LF (G) = {s ∈ Σ∗, δG(q0, s) ∈ QF }. The normal (safe) language of G
is defined similarly, and denoted LN (G). As G is deterministic LN (G) ∩ LF (G) = ∅, or
LN (G) ] LF (G) = L(G).
Remark 2.1 One can note that the faulty language can be obtained by considering a su-
pervision pattern as described in the first section without the asumption of stability for the
final states and by performing the product between the system and this supervision pattern.
When faults are non permanent in G, that is when there exist transitions from QF to QN ,
one may nevertheless be interested in detecting that some transient fault (i.e., fault that has
occurred but was then repaired) has occurred. This can again be captured by an obvious
transform of G into G′, that adds memory to states of G to propagate the fact that a fault
occurred sometimes in the past. With the assumption that G is deterministic, this amounts to
saturating the fault language of G: LF (G′) = LF (G) Σ∗∩L(G). This idea is a variant of the
pattern recognition introduced in section 2.1. It was used in [JKG03] to track the occurrence
of k transient faults. It is also present in [CLT04] under the names of O-diagnosis (detection
of the occurrence of a fault) and I-diagnosis (detection of the occurrence of a repair). All
these notions are thus variants of the classical diagnosis approach, even if they are recast
in the context of transient failures. In [CLT04], the authors propose a ”memory LTS”
that can be composed with a specification to remember occurrences of faults and repairs.
However, even if fault repair is considered, the LTS propagates the information that a fault
occurred. In the next section, we consider a different setting, where diagnosis is considered
as accurate if it detects a fault before it is repaired.
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2.3.2 Diagnosis and T-diagnosability
We still consider a Σo-live deterministic LTS G, and assume that some faults in G can
be repaired, i.e. G contains transitions from QF to QN , or equivalently that the fault
language LF (G) is not extension-closed. The diagnoser of an observed sequence µ =
PΣo(s) produced by some sequences s of G is defined as in Eq. (2.5). However, we
reinforce the diagnosability criterion for G by requiring that, when some fault occurs, it is
still detected in finite time, but also before it is repaired.
Let us first introduce some notation. We denote by
LminF (G) = {s.σ ∈ LF (G) | s /∈ LF (G) ∧ σ ∈ Σ}
the set of minimal faulty words of G, i.e., words that correspond to a run ending with a
transition from a normal state to a faulty one in G. For a word s ∈ LF (G), let s → s.t ∈
LF (G) denote the continuous presence of a fault along t. Formally, s → s.t ∈ LF (G) iff
∀ t′ ≤ t, s.t′ ∈ LF (G), where ≤ denotes the prefix relation on words.
Definition 2.5 An LTS G is timely diagnosable (T-diagnosable for short) whenever
∀ s ∈ LminF (G), ∃n ∈ N, ∀ s.t ∈ L(G),
[ |PΣo(t)| ≥ n ⇒ ∃ t′ ≤ t : s→ s.t′ ∈ LF (G) (2.7)
∧ [[s.t′]]Σo ⊆ LF (G) ]
T-diagnosability differs from Def. (2.2) mainly by requiring that the fault that appears in s
remains for the whole execution of a prefix t′ of t. This notion is illustrated in Fig. 2.20,
that depicts several observationally equivalent runs, and shows observation times at which
a correct diagnosis/detection can be produced (before repair). Observe that if faults are
not repairable, s ∈ LminF (G) implies that s → s.t′ ∈ LF (G) for every t′, and Def. (2.8)
reduces to Def. (2.2) (condition ∀s ∈ LF (G) in Def. (2.2) can equivalently be replaced






Figure 2.20: A faulty word v and two equivalent words v′, v′′. The observed labels are
represented as pins, and the faulty zones as grey rectangles. Detections correspond to times
(in number of observations) where all equivalent words are faulty.
Example 2.8 Fig. 2.21 illustrates the notion of T-diagnosability. Safe (resp. faulty) states
are represented as black (resp. red) boxes. One has Σ = {a, b, c, d} and Σo = {a}. Ignor-
ing the grayed transitions at the bottom, the LTS is T-diagnosable as after the observation
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of sequence a a fault occurred in both runs at the top, and this fault is each time detected
before it is repaired since Diag(a) = F . By adding the bottom part, T-diagnosability is
lost : once a has been observed, one knows for sure that a fault occurred, but no detection















Figure 2.21: A T-diagnosable system, when the path at the bottom is ignored.
2.3.3 Vanishing faults and repairs
T-diagnosability seems to be a reasonable first step towards the ability to count fault oc-
currences. Unfortunately, this is not the case as it is already apparent in Fig. 2.20 : an LTS
with such equivalent sequences can be T-diagnosable, and nevertheless the same observed
sequence matches a sequence with one fault (top) and one with two faults (bottom). The
situation is even worse. Let us call a vanishing fault a fault that occurs and is repaired in the
silent part of a sequence of G (i.e., between two observations), and similarly for a vanishing
repair. Then, the LTS G can exhibit runs with an arbitrary number of vanishing faults and
repairs without losing its T-diagnosability.
This is illustrated by the example in Fig. 2.22: Σ = {a, b}, Σo = {a}. In this LTS G, one
has DiagΩ(a) = ”F”. A vanishing repair appears at the end of sequence ab and a vanishing
fault at the end of a.b.b. Nevertheless, T-diagnosability holds : for s = a ∈ LminF (G)
one gets immediate fault detection (t = ε works), for s = a.b2 ∈ LminF (G) one has
[[s]]Σo = {a} ⊆ LF (G) so again the fault detection is ”immediate” with t = ε, and similarly
for s = a.b4 ∈ LminF (G).
q0 q1 q2 q3 q4 q5 q6
a b b b b a
a
Figure 2.22: An arbitrary number of vanishing faults and repairs may exist in a T-
diagnosable automaton.
It is quite counter-intuitive that the ”immediate” detection of the fault occurring at s = a.b2
actually relies on the detection of the fault that took place previously, at s = a. This
phenomenon is due to the fact that T-diagnosability, just as diagnosability, only refers to
runs that stop at a visible transition. Everything that happens between observations is
almost ignored. For permanent faults, this is harmless: it only shifts the detection by one
observation. For repairable faults, it introduces odd phenomena. A natural way to make
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fault detection causal (and to open the way to a counting of faults) is thus to forbid the
existence of vanishing repairs
6 ∃ s = s1.s2.a ∈ L(G) : s1 ∈ LF (G) ∧ s1.s2 ∈ LN (G)
∧ a ∈ Σ ∧ s1.s2.a ∈ LF (G) ∧ PΣo(s2) = ε (2.8)
and of vanishing faults
6 ∃ s = s1.s2.a ∈ L(G) : s1 ∈ LN (G) ∧ s1.s2 ∈ LF (G)
∧ a ∈ Σ ∧ s1.s2.α ∈ LN (G) ∧ PΣo(s2) = ε (2.9)
Under these assumptions, at most one transition from QF to QN or from QN to QF can
take place between two visible events. Note that detecting whether an LTS has vanishing
faults (resp.repairs) can be done in NLOGSPACE, and in linear time w.r.t. the size of G.
2.3.4 A T-diagnosability test
One can consider the converse of (2.1). Specifically, G is not T-diagnosable iff
∃s1 ∈ LminF (G), ∀n ∈ N, ∃s1.s2 ∈ L(G) : |PΣo(s2)| ≥ n, (2.10)
∀s′2 ≤ s2, s1 → s1.s′2 6∈ LF (G) ∨ [[s1s′2]]Σo 6⊆ LF (G)
In words, G is not T-diagnosable whenever it is possible to find a minimal faulty sequence
s1 and arbitrarily long extensions s2 such that along the longest faulty prefix s′2 ≤ s2 of s2,
the detection of the fault can not occur in a timely way, either because repair occurs before
any possible detection, or because the extension remains ambiguous.
It is worth noticing that the twin-machine idea used to check the diagnosability of per-
manent faults is not sufficient to check the T-diagnosability of repairable faults. The main
obstacle is that T-diagnosability can not be characterized by pairs of equivalent runs. It is
rather a global property on classes of equivalent runs in G. This is illustrated in Fig. 2.23,
where unobservable transitions are depicted as dashed arrows (Σo = {a}). This automaton
is not T-diagnosable. However, by checking only pairs of equivalent runs, one always finds
a time where ambiguity seems to vanish. For example, considering only the top and central
loops, a3n+1 seem to be detection times for the faults that appear in these runs. To reveal
that T-diagnosability does not hold, one would have to check triples of equivalent runs here.
And it is easy to design examples where triples are not sufficient and one needs to escalate
to quadruples of equivalent runs to reveal the non T-diagnosability, etc. This suggests a non
polynomial complexity of the T-diagnosability test.
The idea of the twin-machine construction is to check whether a faulty run can create an
ambiguity that can never be resolved. For repairable faults, this ambiguity signal can be
directly derived from DetΣo(G), the diagnoser of G. Consider the (deterministic) LTS
A = G × DetΣo(G). DetΣo(G) is a deterministic automaton over alphabet Σo ⊆ Σ,
and L(DetΣo(G)) = TracesΣo(G). So L(A) = L(G) : the construction of A performs
a simple state augmentation on G, without changing its behavior (just like the memory
automaton mentioned above). This state augmentation attaches an ambiguity status to each
state of G as follows. States of A take the form (q, x) ∈ Q × X where X = 2Q. So














Figure 2.23: This system is not T-diagnosable, but this is not apparent if only pairs of
equivalent runs are considered.
they can be labeled by elements in {N,F} × {N,U, F} : for example (q, x) is of type
(N,U) iff q ∈ QN and x is uncertain. LN (G) and LF (G) are easily identifiable in A as
sequences terminating in a state of type (N, .) or (F, .) respectively. A state (q, x) is said
to be minimally faulty if and only if q is the terminal state of a sequence s ∈ LminF (G).
Theorem 2.4 With the notation above, G is not T-diagnosable if and only if there exists a
reachable minimally faulty state (q, x) ∈ Q× X in A such that (q, x) is of type (F,N) or
(F,U) and either
1. there exists a state (q′, x′) of type (N,N) or (N,U)
2. or there exists a cycle of (F,U) states
that is reachable from (q, x) through a (possibly empty) sequence of (F,N) states followed
by a sequence of (F,U) states.
Moreover, we can derive from the above Theorem the following complexity for the T-
Diagnosability Problem.
Theorem 2.5 Deciding whether an automaton G is T-diagnosable is a PSPACE-complete
problem.
Intuitively, the fact that T-diagnosability belongs to PSPACE is due to Theorem 2.4,
whereas the hardness of the problem can be shown by reduction from the language in-
clusion problem, which is known to be PSPACE-complete [Koz77] (recall that this prob-
lem can be formulated as follows: given G1, ...Gn some deterministic finite automata,⋂
i∈1..n L(Gi) = ∅ ?).
Example 2.9 Back to the example depicted in Figure 2.23, the LTS A = G × DetΣo(G)
is given in Figure 2.24 (left-hand side), whereas its abstract view carrying only labels of
composite states is given in Figure 2.24 (right-hand side) (recall that {b, c, d} are unob-
servable). It is easy to check that A does not fulfill the conditions of Theorem 2.4. Indeed,
A contains a (F,U) state, from which a (N,U) state is reachable (this is highlighted in
the figure by a dashed arrow). Thus, as already mentioned, G is not T-diagnosable. 











































Figure 2.24: A = G ×DetΣo(G) and its sbstract view
2.3.5 Counting Faults
As faults are not permanent, counting the number of faults occurring at run-time is a useful
information: even if a system is able to repair all occurrences of faults, a too large number
of faults may indicate a major failure. To count faults, an immediate idea is to maintain
a fault counter that is incremented each time the diagnoser goes from N to F and from
U to F . Even if a diagnosis can be triggered in time, i.e. before the fault is repaired, T-
diagnosability is not sufficient to correctly count faults along a trajectory. Fig. 2.20 reveals
that this can not work as counting moves of the diagnoser from {N,U} to F in this example
would detect two faults, while v has only one fault and v′′ has two. Conversely, counting
only moves from N to F or from U to F leads to minoring the real number of faults that
occurred in some runs.
We will say that G is T-Diagnosable w.r.t. N if repairs can be faithfully detected.
Intuitively, this property can be checked by inversion of safe and faulty states, an then
checking T-diagnosability of the so-obtained system. Consider the Diagnosis function
DiagΩ : TracesΣo(G) → {N,F,U} defined by (2.5). We define the function ]FDiagΩ from
TracesΣo(G) to N as follows: Let µ ∈ TracesΣo(G) and ρ ∈ (N + U + F )∗ the associated
sequence of verdicts emitted by DiagΩ. Let ρ
′ ∈ (N + F )∗ be the projection of ρ on the
verdicts {N,F}, then ]FDiagΩ(µ) is the number of occurrences of pairs NF that appear in
ρ′. Intuitively, ]FDiagΩ is a function that will be used to count the number of faults the diag-
noser is able to detect. We can define similarly the function ]NDiagΩ , counting the number of
detected repairs, by inverting N and F in the previous definition.
Given a sequence u of G, ]FG (u) denotes the number of times G moves from a normal
state to a faulty state in u and ]NG (σ(u)) denotes the number of times G evolves from a
faulty state to a normal state in u. We can now state the following proposition:
Proposition 2.7 If G is T-Diagnosable w.r.t. F and T-Diagnosable w.r.t. N , and has no
vanishing faults nor repairs, then ∀v ∈ L(G) and µ = Π(v), then
• 0 ≤ ]FG (v)− ]FDiagΩ(µ) ≤ 1.
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• 0 ≤ ]NG (v)− ]NDiagΩ(µ) ≤ 1.
Moreover if DiagΩ(µ) = F then ]
F




Intuitively, this proposition states that we can build from the diagnoser a function that
counts the number of times the system becomes faulty (resp. is repaired) with an error of
at most 1. Furthermore, the difference is null as soon as the fault (resp repair) is diagnosed
by the diagnoser. Note that the condition for counting in proposition 2.7 is sufficient, but








Figure 2.25: A T-Diagnosable automaton wr.t. N but not w.r.t. F
In this example, the automaton is T-diagnosable w.r.t. N but not w.r.t. F, moreover the
sequence of verdicts emitted by ∆ isNUUN . However, after reading aa we know for sure
that a single fault occurred.
2.3.6 Related work
The diagnosis of such transient faults has been considered in [CLT04], which proposed
four notions of diagnosability. One of them (“O-diagnosability”) consists in detecting the
occurrence of a transient fault, even after it has been repaired, which amounts to saturating
LF (G). Symmetrically, the “I-diagnosability” aims at detecting the occurrence of a repair,
even if fault(s) followed, which amounts to inverting the roles of SF and SN , or to saturat-
ing the safe language LN (G). Both notions thus match the standard (or historical) notion
of diagnosability for a slightly modified version of G.
In [JKG03], two definitions involving multiple occurrences of faults are given. A sys-
tem is K−diagnosable if the execution of any state-trace containing at least K failures
can be deduced within a finite delay from the observed behavior. K-diagnosability is not
monotonic, and the authors also introduce [1 · · ·K]-diagnosability, that is met by systems
that are J-diagnosable for every 1 ≤ J ≤ K. Compared with [1 · · ·K]-diagnosability or
simply K diagnosability, we introduced a sufficient condition under which it is possible
to count exactly the number of faults that occurred in the system. Furthermore, similarly
to [CLT04], the definitions of diagnosability introduced in [JKG03], do not require the
detection of the fault before its repair.
In the same manner, [CLT04] introduced the notions of “P-diagnosability” and “R-
diagnosability”. These two notions are dual: P-diagnosability states that after the occur-
rence of a fault, it is always possible to detect the fact that the system is currently faulty,
based on the observation (even though the fault has been repaired in the past). Conversely,
R−diagnosability states that after a fault is repaired, it is possible to detect in finite time
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whether the system is currently in a safe state. As we are mainly detecting fault occur-
rences, our work should only be compared to the notion of “P-diagnosability”. Our notion
of T-diagnosability is then stronger than P-diagnosability, as we require that detection of
faults occur before they are repaired. It is then easy to show that whenever a system is
T-diagnosable then it is also P-diagnosable. Finally, note that that deciding whether an au-
tomatonA is P-diagnosable is a also a PSPACE-complete problem (the techniques we used
to prove this result are similar to the ones for the T-diagnosability problem).
2.3.7 Conclusion
We have proposed a notion of ”timely-diagnosability” that requires the detection (in
bounded time) of transient faults after they occur, and before they are repaired. This
notion was defined for a deterministic partially observed automaton. While this choice
allows one to express most properties in terms of faulty and safe languages, it leads to
quite complicated criteria for T-diagnosability, as in Theorem 2.4. It could be interest-
ing to define T-diagnosability for non-deterministic LTSs, and to explore whether criteria
simplify. For example, it is likely that in the absence of vanishing faults and of vanish-
ing repairs, T-diagnosability is preserved by unobservable-closure. Also, while the T-
diagnosability of faults relies on a complicated criterion, it is likely that systems which
are both T-diagnosable for faults and for repairs are more easier characterized. This sub-
class is quite interesting, as it corresponds to systems where all changes of state class are
detected in bounded time, and in any case before they change again. So ambiguity, when it
appears, can not last forever.
2.4 General Conclusion and Futur Work
In this chapter, we have been interested in the fault diagnosis of discrete event systems.
In the worry of exposing a fairly general framework for diagnosis issues, the Diagnosis
Problem is presented in a rather denotational spirit, as opposed to the operational spirit
we find in the literature: we put the emphasis on the diagnosis function PredictΩ with
its correctness and boundedness diagnosability property. Correctness is an essential prop-
erty that ensures the accuracy of the diagnosis. Moreover, verifying the diagnosability
property of the system with respect to the supervision pattern guarantees that when using
PredictΩ online, an occurrence of the pattern will eventually be diagnosed, and that this
eventuality can be quantified. It is the standard notion of “Diagnosability”, but seen here
as a mere mean to achieve a satisfactory diagnosis function; we are aware that this point of
view differs from other classical approaches. The definition of diagnosability as proposed
here is automata-based, with G and Ω, but could as well be expressed in a language-based
framework. We further extended this notion of diagnosis to the notion of predictability
of supervision pattern following the same framework. We finally examined the case of
transient faults, that can appear and be repaired. Diagnosability in this setting means that
the occurrence of a fault should always be detected in bounded time, but also before the
fault is repaired. We presented this in a state-based framework but the extension to faults
represented by supervision patterns is trivial as mentioned in Remark 2.1.
The previous results can be extended in several directions:
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• Even-tough the decentralized approach for diagnosis of DES has been widely stud-
ied in the last past years [DLT00b, PC05, Tri01], The modular approach of diagnosis
has received so far little attention. Roughly speaking, it consists in considering a
systems composed of several sub-systems, that can become faulty. The idea is to
build local diagnosers (one for each sub-system) and to find necessary and sufficient
conditions under which the occurrence of a fault occurring in a sub-system can be
surely diagnosed. This problen has benn tackled for concurrent systems with the
assumption that the common events are observable [CLT06] or not necessarily ob-
servable [YP10]. Meanwhile none of them considers general patterns of faults (the
fault is always localised in a single component). Extending the supervision pattern
diagnosis problem to concurrent systems would thus be an interesting extension. Our
view is that those diagnosers have to be built without building the whole system state
space, but from (abstractions of) local diagnosers artifacts by taking into account (ab-
straction of) the interaction between the different components4. One can also think
to add communications between the local diagnosers that would help them to refine
their knowledge and to take local decisions regarding the presence or the absence of
faults. To solve this point, we might consider the know-how and techniques from the
decentralized diagnosis theory [RV01].
• An other interesting problem in this area concerns the active diagnosis which consists
in controlling the system in order to render it diagnosable. Different approaches
have been proposed in the literature for qualitative or quantitative active diagnosis.
Recently with L. Hélouet, we started to investigate this problem from another point of
view. Instead of controlling the system, we assume that the diagnoser has the ability
to ask for a test that will allow to partially disambiguate the set of configurations the
systems might be in. Depending of this test, the energy (or cost) to pay is different.
The diagnoser starts with a certain energy provision and the active diagnosis problem
is then to derive strategies that would render the system diagnosable with the help of
the tests, without exhausting its energy.
• Finally, in order to consider the fault diagnosis of more realistic systems, it would be
interesting to consider to be abe to includ data in the model of system. We already
have results for this kind of models for automatic test generation [J15] or controller
synthesis [J10] and it might be interesting to use these techniques to derive diag-
nosers and test for the diagnosability of those systems.
4This is actually an approach that we have considered for the control of concurrent systems. See Chapter 3,
Section 3.2 for more details
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Chapter 3
Control of Discrete Event Systems
Nowadays systems, such as embedded systems, transportation systems or energy services
are becoming more and more complex. Usually, these systems are composed of several
sub-systems that interact with each others either synchronously or asynchronously. Due to
the interaction between these systems, some undesired behaviours might happen (e.g., mu-
tual exclusion between configurations reached by these systems). The complexity of these
systems makes that it might be difficult to manually compute a controller that avoids these
”bad” behaviours. To alleviate this problem, the theory control of Discrete Event Systems
[Won03, CL08] has been introduced in the eighties. The idea is the following: given a
model of the system (that is supposed to accurately represent the behaviour of the system1
and a legal behaviour, a controller has to be derived such that the resulting behaviour of
the closed-loop system is included in the legal one [Won03]. As usual in the controller
synthesis setting, the actions of the system can be partitioned into those that can not be
controlled (e.g. inputs received from sensors, failures) and those that van constrained, by
e.g., a discrete controller (typically the starting of a task). The idea of the controller is then
to observe the current behaviour of the system and to say which controllable event can be
triggered after this observation. One main particularity of the supervisory control problem
is that the aim is to synthesize a controller which is as less restrictive as possible, mean-
ing that the occurrence of an event is disable only when it is necessary. Moreover, as for
the diagnosis problem tackled in Chapter 2, mostly due to economic point of view, not all
but only a part of these events can be observed by a controller that has to take its control
decision based on this partial observation.
In this chapter, we shall consider concurrent/distributed systems and tackle the super-
visory control problem for this kind of systems. Roughly speaking, in this framework,
two classes of systems are generally considered, depending on whether the communica-
tion between sub-systems is synchronous2 or not. When the network communication can
be done through multiplexing or when the synchrony hypothesis [BG92] can be made,
the decentralized control problem and the modular control problem address the design
1When dealing with several sub-systems, we also assume that a correct model of each of them is available.
2By synchronous communication, we mean that the communication between controller(s) and system(s) is
instantaneous.
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of coordinated controllers that jointly ensure the desired properties for this kind of sys-
tems [YL00, RW92, Ric00, KvS05]. When considering asynchronous distributed systems,
the communication delays between the components of the system must also be taken into
account. Note that in both cases the distributed/decentralized control synthesis problem is
undecidable [PR90, Tri04].
The content of this chapter is organized as follows:
• Section 3.1 recalls the bases of the Supervisory Control Problem.
• In Section 3.2, we tackle the control problem of concurrent systems, i.e., systems
that communicate in a synchronous way. The idea is to computes controllers locally
without having to compute the global system (that might be impossible to build due
to the state-space explosion induced by the parallel composition of sub-systems).
We adopted a language-based approach and proposed novel notions and algorithms
in order to solve this problem [J14].
• In Section 3.3, we are going one step ahead and consider distributed systems,
i.e., systems that are composed of several systems that communicate asynchronously
by means of FIFO channel that are assumed to be unbounded. The aim is to build
local controllers (which only have a view of their own sub-systems) that restrict the
behavior of a distributed system in order to satisfy a global state avoidance prop-
erty [J6], [C12]. To refine their control policy, controllers can use the FIFO queues
to communicate by piggybacking extra information to the messages sent by the sub-
systems [C13]. We define synthesis algorithms allowing to compute the local con-
trollers and ensure termination by using abstract interpretation techniques, to over-
approximate queue contents by regular languages [J6].
3.1 Brief overview of the controller synthesis theory
This section briefly recalls the basic notions of the supervisory control problem that are
necessary to tackle the control problem introduced in Section 3.2 and 3.3 as well as in
Chapter 4. A global and complete overview of this theory can be found in [CL08].
Given a prefix-closed behavior K ⊆ L(G) ⊆ Σ∗ expected from the system G, the goal
of supervisory control is to enforce this behavior on G by pairing this system with a monitor
(also called controller) that observes a subset Σm of the events in Σ and controls a subset
Σc of the events in Σ, i.e. enables or disables each instance of these controllable events.
Σuc = Σ \ Σc is the set of uncontrollable events. As in diagnosis, not all but only a part
of the events can be observed due to the limitation of the sensors attached to the systems
or due to the distributed/concurrent nature of the systems where events cannot be seen by
all sub-systems. We therefore decompose the alphabet of the system onto observable and
unobservable events and we denote by Σm the set of observable events.
Formally, a controller is given by a function
C : TracesΣm(G)→ {γ ∈ 2Σ | Σuc ⊆ γ},
delivering the set of actions that are allowed in G after having observed the observation
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trace µ ∈ TracesΣm(G). We write C/G for the closed-loop system depicted in Figure 3.1,






Figure 3.1: Control Architecture
The closed-loop system C/G is a Discrete Event System that can be characterized by the
language L(C/G) which is recursively defined as follows:
1. ε ∈ L(C/G)
2. [(s ∈ L(C/G)) and sσ ∈ L(G) and σ ∈ C(PΣm(s))]⇔ sσ ∈ L(C/G)
Remark 3.1 Note that C can be seen as an LTS that acts in parallel with the system G as
we shall see in Chapter 4
Controllability. To be correct, a controller is not allowed to disable uncontrollable events
when restricting the behavior of the system. This leads us to introduce the notion of con-
trollable language [Won03].
Definition 3.1 A prefix-closed language K ⊆ L(G) is controllable w.r.t. L(G) and Σc if
K.(Σ \ Σc) ∩ L(G) ⊆ K. (3.1)
This definition states that K is controllable if no uncontrollable event needs to be disabled
to exactly confine the system L(G) to K.
Remark 3.2 This definition can be extended to the case where K 6⊆ L(G) by considering
K ∩ L(G) as a new specification.
Observability. Due to the fact that a controller only has a partial view of the system, its
control action can change only after the occurence of an observable event. Moreover, given
two sequences s, s′ ∈ L(G) such that s ∼Σm s′ (i.e. s and s′ are observationally equivalent
w.r.t. Σm - Cf. Def 1.4), the controller can not distinguish between these two sequences.
If for some reason, the controller has to disable an event σ after the sequence s then it also
has to disable it after the sequence s′. This notion is captured by the following property
named observability
Definition 3.2 A prefix-closed languageK is observable w.r.t. L(G), Σm and Σc if ∀s, s′ ∈
K such that s ∼Σm s′, it entails that sσ ∈ K ⇔ s′σ ∈ K for all σ ∈ Σc.
Based on the two previous notions, we can state the following theorem:
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Theorem 3.1 Given a system G, and a prefix-closed language K ⊆ L(G), there exists a
controller C such that L(C/G = K if and only if K is controllable w.r.t. L(G) and Σc and
K is observable w.r.t. L(G), Σm and Σc.
In general, given a system G and a (prefix-closed) specification K ⊆ L(G), K may be not
controllable or observable, which means that it is necessary to restrict the behavior of K
in order to obtain a sub-language of K that fulfills these properties. Obviously, one wants
to reduce as less as possible the behavior of L(G). In the sequel we shall call a valid
controller, a controller such that L(C/G) is controllable w.r.t. L(G) and Σuc and L(C/G)
is observable w.r.t. L(G), Σm and Σc.
Thus, the control problem is the following:
Problem 3.1 Given a system G, and a prefix-closed language K ⊆ L(G), compute a valid
controller C such that
• L(C/G) ⊆ K
• C is maximal in the following sense: for any other valid controller C′, such that
L(C′/G) ⊆ K, we have L(C′/G) ⊆ L(C/G).
In the sequel, we shall be more interested in computingL(C/G) rather than C itself knowing
that C can be easily extracted from L(C/G). First one can notice that the union of an
arbitrary number of controllable languages is controllable, which means that there exists a
unique supremal controllable language of K. It is given by
SupC(K,Σuc,L(G)) = K↑c = K \ [(L(G) \ K)/Σ∗uc]Σ∗ (3.2)
However, in general, observability is not stable under union of languages. This induces
that if K is not observable, then in general there does not exits a supremal controllable and
observable sub-language of K. To alleviate this problem, the notion of normality has been
introduced [KGS91].
Definition 3.3 Assuming that Σc ⊆ Σm, a prefix-closed language K is normal w.r.t. L(G),
Σm if P−1Σm [PΣm(K)] ∩ L(G) ⊆ K
Normality is stable under union of languages. Moreover, under the assumption Σc ⊆ Σm,
normality and observability are equivalent [CL08]. Therefore, under this assumption, both
controllability and observability are stable under union of languages, and there exists a
supremal controllable and observable prefix-closed sub-language of K, that we denote
SupCo(K,L(G),Σc,Σm) (3.3)
which represents the largest behavior in K that can be enforced by control.
Actual computation of the controlled system. Let G = (Σ, Q, qo, δ) be the system
under consideration and AK = (Σ, QK, qKo , δK) be such that L(AK) = K. The algorithm
computing the supremal solution is the following
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(i) Compute GK = G ‖ K and consider the set of states Bad s.t.
Bad = {(q, qK) ∈ Q×QK | ∃σ ∈ Σuc, δG(q, σ)! ∧ δGK((q, qk), σ) is not defined}
(these states violate the controllability property)
(ii) Compute A = DetΣm(GK) = (Σm, X, xo, δA), with X = 2Q×QK and let
F = {x ∈ X | x ∩Bad 6= ∅}
(this corresponds to the set of states that have to be removed to fulfill both controlla-
bility and observability)
(iii) AC = (Σm, X \ Coreachuc(F ), xo, δA)
(iv) GC = G ‖ AC
If GC is not reduced to the empty automaton, then L(GC) = L(C/G).
Example 3.1 Figure 3.2(a) describes the product G × AK in which the state 3 is marked.
Hence, a sequence that reaches the state 3 is violating the safety property modeled by K.
We assume that Σm = {a, b, c, uc} and that Σc = {a, b, c}. The controller decisions are
performed according to the observed behavior of the system (depicted in Figure 3.2(b)). If
the controller observes a sequence in a.(c.a)∗.b.uc, then he knows that the system is either
in state 3 or 7. Thus, in order to avoid the state 3,7 , the controller needs to disable the



































(c) The controlled system C/G
event b (uc being uncontrollable). The obtained LTS (only keeping the reachable part) is
the maximal controller such that L(C/G) ⊆ K. The behavior of the controlled system is
given in Figure 3.2(c). 
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3.2 Control of concurrent discrete event systems
In this section, we focus on the control of Concurrent Discrete Event Systems (CDES)
defined by a collection of components that interact with each other. In many applications
(as e.g. manufacturing systems, control-command systems, protocol networks, etc) and
control problems, systems are often modeled by several components acting concurrently.
In this section, we are concerned with the control of a system where the construction of
its model is assumed not to be feasible (due to the state space explosion resulting from the
composition), making the use of classical supervisory control methodologies impractical.
Several approaches have been investigated to deal with the complexity issue of the con-
trol of CDES. Given a CDES G modeled by a set of sub-systems {Gi}1≤i≤n (i.e., G =
‖1≤i≤nGi) and a specification expressed by a language K, the problem under considera-
tion is to compute the supremal controllable sublanguage of K ∩ L(G) w.r.t. L(G) without
having to explicitly build L(G). One classical approach consists in using Binary Decision
Diagrams (BDD) [Bry92] to encode the system ([HWT92, Gun97, MW06, VLF04],[J18])
and to use transformer predicates to perform all the operations. Even though the whole
system needs to be built, such encoding is efficient in the sense that it avoids the state space
enumeration during the synthesis phase. Meanwhile, it is still interesting to combine these
symbolic approaches with methods that are independent of the implementation. These
methods should be based on the structure of a CDES and have to be efficient even though
the tool, that is used to perform the supervisor synthesis, is based on enumerative methods.
In [dC00b, DC00a], the authors consider the control of a product plant (i.e. systems com-
posed of sub-systems, not sharing common events)3. Given a set of specifications, for each
of them, a local sub-system is built from the components that are coordinated by the corre-
sponding specification (i.e. all the components that share some events used to express it).
It is then sufficient to compute local supervisors ensuring each specification with respect to
the corresponding local sub-system in order to obtain the result on the whole system. An
incremental and modular approach has been presented in [BMD00, AFF02]. When several
specifications are under considerations, the global supervisor can be obtained by perform-
ing the parallel composition of the different corresponding “local” supervisors. Finally,
closely related to the decentralized theory4, under the hypothesis that the specification is
separable and that the shared events are controllable, the authors of [WH91] provide a
solution allowing to compute local supervisors Ci acting upon each sub-system Gi and to
operate the individually controlled system Ci/Gi concurrently in such a way that the be-
havior of the controlled system (i.e. L(‖i Ci/Gi)) corresponds to the supremal controllable
sublanguage ofK w.r.t. the system L(G). Note that each supervisor is efficiently computed
since it is derived from each sub-system thus avoiding to build the whole system. The same
methodology has been used in [RL03] for the control of concurrent systems for which the
various components are supposed to have an identical structure. Knowing that the local
controllers Ci are only operating on a subset of the local events, the authors give necessary
and sufficient conditions over the specification K, to obtain a non-blocking controlled sys-
tem that exactly matches K. Finally note that a decentralized architecture could be used to
3Given a CDES G modeled by {Gi}1≤i≤n, the authors actually collapse the sub-systems in order to obtain a
product plant.
4see e.g. [CDFV88, RW92, YL00] for details related to this theory.
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efficiently implement the controllers computed according to the theory of [dC00b, DC00a].
See also [JK00, LK02] and [MW06, AW02, LLW05][C27] for other works related to the
control of concurrent systems and hierarchical systems.
In this section, our motivation is similar to that of the previous works. We want to
use the particular structure of a concurrent system in order to avoid the building of the
whole system. In this study, we have chosen not to consider the non-blocking aspect, but
rather to focus on the computation of controllers for prefix-closed specifications with the
aim of extending the class of specifications for which a maximal controllable solution ex-
ists. Indeed, besides the non-blocking aspect, that is tackled by some of the above works,
one common condition that is required is the separability of the specification (as e.g. in
[WH91]) or of the solution (as e.g. in [RL03, JK00]). However, this request happens to
be quite restrictive. Indeed, this condition does not permit to model a particular behavioral
interleaving between different components or a particular scheduling of actions that belong
to different components (for example, it is not possible to specify that one sub-system G1
can only trigger a local action a1 when one other sub-system G2 already triggered a local
action a2). So, our aim was to find another methodology for which the separability condi-
tion is not required. To do so, we have chosen not to adopt a “decentralized” approach as
in [dC00b, WH91, RL03, JK00]. Instead of having one local controller per sub-system (or a
set of sub-systems [dC00b]) that enforces local control actions with respect to the events of
this component ( resp. set of components), we perform the control on some approximations
of the system, each of them derived from the behavior of one component. The behavior of
these approximations is restricted so that they respect a new language property for discrete
event systems called partial controllability condition that depends on the specification. It is
shown that, a controller can be efficiently derived from these “controlled approximations”
so that the behavior of the controlled system is actually controllable with respect to the
system and the uncontrollable events, even though the specification is not separable. At
this point we only require that the components that share an event agree on the controllable
status of this event. However, it is generally the case, that the obtained solution is not the
most permissive one. We thus give some new conditions under which the behavior of the
obtained controlled system corresponds to the supremal controllable language contained in
the specification with respect to the system. One condition concerns the system itself and
requires the shared events to be controllable (as in [WH91]), the other one concerns the
specification and is called local consistency (it is shown to be strictly less restrictive than
separability condition).
3.2.1 Control problem formulation & Related works
We here consider a system composed of several components, sharing common events, i.e.
a system G is modeled as a collection of LTS Gi = (Qi, qoi,Σi,−→i). The global behavior
of the system is given by G = G1 ‖ · · · ‖ Gn. We then have
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Given a set of LTSs (Gi)i≤n modeling G, we denote by Σs the set of shared events of G. It





The alphabet of one sub-system Gi is split into the controllable event set Σi,c and the
uncontrollable event set Σi,uc, i.e. Σi = Σi,uc
.∪ Σi,c. The alphabet of the global system







Σi,c and Σuc = Σ \ Σc.
Moreover, we assume that the following relation holds between the control status of shared
events:
∀i, j, Σi,uc ∩ Σj,c = ∅ (3.4)
which simply means that the components that share an event agree on the control status of
this event. Under this hypothesis, we have that Σuc = ∪iΣi,uc.
Let K ⊆ Σ∗ be the specification. The problem we are interested in is the computation
of the supremal controllable sub-language (K ∩ L(G))↑c of K ∩ L(G) w.r.t. Σuc and
L(G). As we consider concurrent systems, the construction of the entire system may not
be feasible (due to the state-space explosion resulting from the composition), as well as the
construction of an LTS generating K∩L(G). It is then important to design algorithms that
perform the controller synthesis phase by taking advantage of the structure of G without
building it. Hence, the actual problem is to compute (K ∩ L(G))↑c without computing
neither L(G) nor K ∩ L(G).
3.2.1.1 comparison between approaches
Due to the concurrent nature of the system it seems quite natural to solve the control prob-
lem using a decentralized methodology based on the structure of the system. First intro-
duced in [WH91], this corresponds to the classical approach that has been investigated in
the literature so far [dC00b, RL03, JK00, LK02]5. However, it is worthwhile noting that
a centralized approach can also be used to solve this problem. We now briefly outline the
works of [WH91] based on a decentralized approach before presenting our methodology
based on a centralized but modular approach and pointing out the differences between these
two approaches.
A Decentralized approach The works of [WH91] are related to the decentralized control
theory. The authors consider the control of Concurrent Discrete Event Systems G modeled
by several sub-systems {Gi}1≤i≤n. Given a specification modeled as a prefix-closed lan-
guage K, they provide a method that computes local modular controllers Ci on Gi (based
on a notion of separable specification (See Definition 3.4)) in such a way that language
generated by the parallel composition of the local controlled systems Ci/Gi corresponds to
the supremal controllable sublanguage of K ∩ L(G) w.r.t. L(G).
5Even though differently presented, one can use a decentralized architecture to implement the result
of [dC00b].
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Definition 3.4 L ⊆ Σ∗ is said to be separable w.r.t. {Σi}i≤n with ∪i≤nΣi = Σ, whenever
there exists a set of languages {Li}i≤n, s.t. Li ⊆ Σ∗i and L = L1 ‖ · · · ‖ Ln.
It may be shown that when L is separable w.r.t. {Σi}i≤n, then this language can be
rewritten as : L = PΣ1(L) ‖ · · · ‖ PΣ1(L). Now, based on Definition 3.4, the authors
of [WH91] have shown that, given a concurrent system G modeled by {Gi}1≤i≤n and
K ⊆ Σ∗, if Σs ⊆ Σc, then there exists a set of local controllers (Ci)1≤i≤n such that ‖1≤i≤n
L(Ci/Gi) = SupC(K∩L(G),Σuc,L(G)) if and only if SupC(K∩L(G),Σuc,L(G)) is sep-
arable. Even though interesting, this result requires to build SupC(K ∩ L(G),Σuc,L(G))
and to check whether it is separable or not. Nevertheless, the authors have proved the
following theorem that gives a condition under which no global verification is required:
Theorem 3.2 Let G be a concurrent system modeled by {Gi}1≤i≤n, with L(Gi) ⊆ Σ∗i and
K ⊆ Σ∗ the specification. If Σs ⊆ Σc and K is separable w.r.t. {Σi}i≤n, then
‖i≤n SupC(Pi(K) ∩ L(Gi),Σi,uc, L(Gi)) = SupC(K ∩ L(G),Σuc,L(G)).
Hence, given a Concurrent DES G and a separable specificationK, Theorem 3.2 shows that
there exists a set of local controllers Ci acting upon Gi such that the parallel composition of
the local controlled systems actually corresponds to the supremal controllable sub-language
of K ∩ L(G), i.e., ‖i≤n L(Ci/Gi) = (K ∩ L(G))↑c (c.f. Fig. 3.2).







Figure 3.2: A Decentralized architecture for Concurrent DES
Complexity overview. IfK is separable w.r.t. {Σi}i≤n (which can be checked inO(Nn+1K ),
where NK is the size of the LTS that generates K), then synthesizing the local controllers
requires the computation of the projection of K over Σi. In the worst case, the size of the
LTS that generates PΣi(K) is inO(2NK). Hence, in the worst case, solving the supervisory
control problem requires O(n.2NK .N + Nn+1K ) in both space and time where N is the
size of each component. Note that if the specification is directly given as a concurrent
specification K1 ‖ · · · ‖ Kn that is compatible with the alphabet of the system then the
complexity raises down to O(n.N.NK), where NK is the size of each component Ki.
Our approach is different and is more related to the modular approach of [WR88].
Indeed, the system G can be described by the following parallel composition of LTS
G =‖i≤n G−1i , where G−1i is the LTS such that L(G−1i ) = P−1Σi (L(Gi)). In fact, each
G−1i can be seen as an approximation of the system G, which corresponds to all the knowl-
edge of the behavior that we may deduce on G from Gi knowing that this component is
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composed with other components. Compared to [WH91], we adopt a dual approach. In-
stead of controlling each component Gi (i.e. L(Gi)) to enforce PΣi(K), we have chosen
to control the approximations L(G−1i ) of the system in order to enforce K in a modular
fashion. Hence our problem is to find conditions under which we are able to synthesize
controllers such that
L(C1/P−1Σ1 (G1)) ∩ · · · ∩ L(Cn/P
−1
Σn
(Gn)) = (K ∩ L(G))↑c
Unfortunately, it is not sufficient to compute a controller Ci acting upon G−1i that restricts
the behavior L(G−1i ) to the supremal controllable sublanguage of K ∩ L(G−1i ) and to op-
erate the controlled systems Ci/G−1i concurrently to obtain the supremal controllable sub-









Figure 3.3: Supervision Scheme
This is basically due to the duality between the local and global controllable events. The
idea is then to refine the notion of controllability in order to take into account the fact that
uncontrollable events may be local to a component. The property that we ensure on each
P−1Σi (Gi) according to K is called the partial controllability condition and is defined in
Section 3.2.1.2.
3.2.1.2 Partial Controllability Condition
Definition 3.5 LetM⊆ L ⊆ Σ∗ be prefix-closed languages. Let Σ′uc ⊆ Σuc ⊆ Σ be two
sub-alphabets of Σ. LetM′ ⊆ M, thenM′ is partially controllable with respect to Σ′uc,
Σuc,M and L if
(i) M′ is controllable w.r.t Σ′uc and L.
(ii) M′ is controllable w.r.t Σuc andM.
Intuitively, L will be seen as an approximation of the system w.r.t. one of its components
andM as the initial specification (C.f. Section 3.2.2 and Theorem 3.3). Now, given a sub-
behavior ofM, the idea is that we may allow the violation of the controllability condition
by triggering an uncontrollable event σ that is not local (i.e. σ ∈ Σuc \ Σ′uc), because L
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only constitutes an approximation of the system and because at least one of the other con-
trollers, computed from the other approximations, will avoid these events to be admissible.
However, we still want to enforce the controllability ofM′ w.r.t. M and Σuc becauseM
will constitute the actual specification and not an approximation. In general,M is not par-
tially controllable with respect to Σ′uc, Σuc,M and L (e.g. ifM is not controllable w.r.t.
Σ′uc and L). However, it can be shown that there exists a supremal sub-language ofM that
satisfies this property.
Proposition 3.1 LetM ⊆ L ⊆ Σ∗ be prefix-closed languages, Σ′uc ⊆ Σuc. There exists
a unique supremal language, denoted by M↑pc, which is partially controllable w.r.t Σ′uc,
Σuc,M and L. Moreover
M↑pc = SupC(SupC(M,Σ′uc,L),Σuc,M) (3.5)
Proposition 3.1 offers a practical way to computeM↑pc, the supremal partially controllable
sub-language ofMw.r.t. to Σ′uc, Σuc,M and L. This language will be sometimes denoted
SupPC(M,Σ′uc,Σuc,L) in the sequel. The complexity for the computation ofM↑pc is in
O(NM.NL), where NM (resp NL) is the size of the LTS generatingM (resp. L).
3.2.2 Control of Concurrent DES
Given a Concurrent DES G modeled by LTS {Gi}1≤i≤n, and a specification K, we want to
compute a controllable sub-language of K∩L(G) w.r.t. L(G) and Σuc, without building G
itself.
Modular Computation of a controllable sub-language of K w.r.t. L(G). Based on the
concept of partial controllability applied on K and on the approximations of the system
P−1Σi (L(Gi)) derived from each of its components, the next theorem provides a modular
way to compute a sub-language of K that is controllable with respect to G.
Theorem 3.3 Let G a concurrent system modeled by LTS {Gi}1≤i≤n and let K ⊆ Σ∗ be a
prefix-closed language modeling the specification. For i ≤ n, we denote
• Ki = K ∩ P−1Σi (L(Gi)), and
• K↑pci the supremal sublanguage of Ki partially controllable with respect to Σi,uc,
Σuc, Ki and P−1Σi (L(Gi)).
Then, K↑pc1 ∩ · · · ∩ K↑pcn is controllable with respect to Σuc and L(G).
Theorem 3.3 gives us a modular method to compute a sub-language ofK that is controllable
w.r.t. L(G) and Σuc. Moreover, this computation is performed without building the system
G (i.e. there is no need to perform the parallel composition between the components of G).
From a computational point of view, based on Section 3.2.1.2, for i ≤ n, the computation
ofK↑pci is inO(N.NK) (whereN represents the number of states of any sub system Gi and
NK the one of the specification K).
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Example 3.2 Let G = G1 ‖ G2, as described in Example 1.2 with Σ1uc = {u1} and
Σ2uc = {u2} and let us consider the specification given by the language K ⊆ Σ∗ as
described in Fig. 3.4(a)6. Our aim is to compute a sub-language of K ∩ L(G) that is
controllable w.r.t. L(G) and Σuc. Following Theorem 3.3, we first compute the languages
Ki = K ∩ P−1Σi (L(Gi)), i = 1, 2. The LTS generating K1 and K2 are represented in



















Figure 3.4: K and the derived specifications K1 and K2
Now based on Eq.(3.5), we compute K↑pc1 (resp K↑pc2 ), the supremal language of K1
(resp. K2) that is partially controllable w.r.t. Σuc, Σ1,uc and P−1Σ1 (L(G1), (resp Σ2,uc
and P−1Σ2 (L(G2))) (c.f. Fig. 3.5). The intersection of these two languages is the language











Figure 3.5: The resulting supremal partially controllable languages
Let us now describe how a controller can be extracted from the previously computed lan-





i is controllable with respect to Σuc andL(G). However, it is not
interesting to perform the intersection between these languages and to derive a controller
from the result (all the computational advantages of our method would be lost).
Each K↑pci can be seen as a controller Ci which is able to restrict behaviors of P−1Σi (Gi)
to a controllable one with respect to Σi,uc. Since P−1Σi (Gi) is an over-approximation of
G, it is also possible to apply Ci to G. Doing so for all i leads to the concept of modu-
larity described in [WR88]. But since the controlled systems generated by two different
6Note that b belongs to the alphabet of K even though it can not be triggered.
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Ci are controllable with respect to two different sets of uncontrollable events, the results
of [WR88] can not be used. However, Theorem 3.3 justifies the use of a modular architec-
ture. Hence, from a given behavior, only events enabled by all the Ci (derived from K↑pci )
are effectively enabled. In other words, the global controller acting upon G is given by
C(s) = C1(s) ∩ · · · ∩ Cn(s). The controller architecture is summarized in Fig. 3.3.
3.2.2.1 Computation of (K ∩ L(G))↑c
The above methodology allows us to compute a controllable sub-language of K ∩ L(G).




i is a controllable sub-language
of (K∩L(G))↑c. However, it may happen that this language is not the maximal permissive
one (as in Example 1.2 in which the supremal controllable sublanguage of K ∩ L(G) is
given by (K ∩ L(G))↑c = {ε, a, u1, au2}). In this section, we present some conditions
under which Theorem 3.3 gives access to the supremal solution.
First, it is worthwhile noting that, in general, uncontrollable shared events are not ad-
equate to perform local computations. Indeed, in order to ensure the partial controllability
of Ki w.r.t. Σi,uc, Σuc, P−1Σi (L(G)), we may need to disable a shared uncontrollable event
by control, even though this event is not fireable in the global system (this is due to the
fact that we are working on approximations and thus with local informations). This leads
us to restrict the class of CDES to the class that do not share uncontrollable events (i.e.
Σs ⊆ Σc).
The specification is a subset of L(G). Theorem 3.4 shows that whenever the specifi-
cation models sub-behaviors of the system (i.e K ⊆ L(G)), then applying Theorem 3.3
provides a maximal permissive controller.




Theorem 3.4 states that whenever the shared events are controllable and the language of
the specification is included in that of the system, our method computes the supremal
controllable sub-language of K w.r.t. L(G) and Σuc. We recall that the complexity of
our method is in O(n.N.NK). This has to be opposed to the complexity O(Nn.NK)
of computing (K ∩ L(G))↑c when G is seen as a unique LTS (of course this complexity
only stands for prefix-closed specification). Finally note that it is sufficient to check that
∀1 ≤ i ≤ n, K ⊆ P−1Σi (L(Gi)) in order to check thatK ⊆ L(G). Hence, it is not necessary
to compute L(G).
Example 3.3 Let us consider the system given in Fig. 3.4 again, and the specification given
by K = {u1, au2}. It is easy to show that K ⊆ L(G). Moreover, for this specification, we
have K = K1↑pc = K2↑pc, which implies that K1↑pc ∩ K2↑pc = K. Hence according to
Theorem 3.4, K = SupC(K,Σuc,L).
The specification is locally consistent w.r.t. L(G). In some situations, modeling the
specification by a language included in the language of the system may lead to a language
that is too complex to be efficiently represented. Moreover, requiring the inclusion of
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languages induces that the specification of K may be itself relatively difficult to identify
as L(G) is not known (the inclusion can only be checked a posteriori). One may consider
a specification that requires the system to trigger only once a particular event, say a. As
such, this specification can be modeled by an LTS with two states. However, if we request
this specification to be included in the behavior of the system, we would have to unfold the
system in order to only take into account the behaviors that match this specification.
To alleviate these problems (size, inclusion and difficulty of modeling), we now intro-
duce a new condition under which our methodology gives access to the supremal control-
lable sub-language of K w.r.t. L and Σuc. This condition does not require the specification
to be included in the one of the system and allows us to have specifications that are rela-
tively independent of the system. This condition is called local consistency and is given by
Definition 3.7. But first, we introduce the notion of consistency:
Definition 3.6 Let Σ′ ⊆ Σ be two alphabets and letM⊆ Σ∗ be a prefix-closed language.
Let us consider alphabets Σuc ⊆ Σ and Σ′uc = Σuc ∩ Σ′. M is consistent with respect to
Σuc and PΣ′ if ∀s ∈M, ∀s′ ∈ s−1(M,Σuc), ∀σ ∈ Σ′uc,
PΣ′(s
′)σ ∈ s−1(MΣ′uc)⇒ s′σ ∈ s−1(M,Σuc). (3.6)
Definition 3.6 captures a certain interleaving between the local (Σ′uc) and global uncon-
trollable events. In particular, among other aspects, this condition induces that if after a
sequence s of M, there is a local uncontrollable event that is admissible, then this event
is admissible whenever M triggers uncontrollable events that belong to Σuc \ Σ′uc (C.f.
Fig. 3.6)).
Figure 3.6: An aspect of the Definition 3.6 reflecting the interleaving.
Definition 3.7 Let us consider a concurrent system G modeled by LTS {Gi}1≤i≤n and K
be a prefix-closed language over Σ. K is locally consistent with respect to Σuc and G if
∀i ∈ {1, . . . , n}, K ∩ P−1Σi (L(Gi)) is consistent with respect to Σuc and PΣi .
Therefore, a language is locally consistent for a concurrent systems whenever it is consis-
tent according to each local sub-system. Intuitively, if K is locally consistent with respect
to Σuc and L(G), then it means that the possible interleaving between the local/global un-
controllable events w.r.t. each approximation of the system are taken into account in the
specification K. Roughly speaking, it means that K respects the interleaving between the
local and global uncontrollable events as long as they happen in the approximations.
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Example 3.4 Let us consider the concurrent system given by the parallel composition of
G1 and G2 respectively represented in Fig. 3.7 (a) and 3.7 (b). The sets of uncontrollable













Figure 3.7: G = G1‖G2.
consider several specifications, given by Fig. 3.8(a) to 3.8(d). In order to check the local







































Figure 3.8: Different specifications
It is easy to show that both K1 and K2 are locally consistent w.r.t. G. However, one
can check that K3 is not locally consistent because K3 ∩ P−12 (L(G2)) is not consistent.
Indeed, inK3∩P−12 (L(G2)) (= K3), we have that PΣ2(u1).u2 ∈ K3 (since PΣ2(u1).u2 =
u2) while u1.u2 /∈ K3. Finally, even-though K4 seems very similar to K3, K4 is locally
consistent. Indeed, K4 ∩ P−1Σ2 (L(G2)) = {u1} and is consistent. The difference between
K3 and K4 is that the sequence u2 belongs to P−1Σ2 (L(G2)) whereas u′2 does not.
Theorem 3.5 If Σs ⊆ Σc and K is locally consistent, then with the notations of Theo-
rem 3.3, ⋂
1≤i≤n
K↑pci = (K ∩ L(G))↑c
Theorem 3.5 states that the local consistency condition together with Σs ⊆ Σc are sufficient
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conditions under which our approach solves the Basic Supervisory Control Problem7. Now,
given prefix-closed languages K and L(G), the complexity of checking local consistency
is O(n.N2.N2K) (where NK denotes the number of states of the LTS generating K and N
represents the number of states of any sub system Gi (see [Gau04] for details regarding how
the local consistency check is performed). Moreover, as previously mentioned, the com-
plexity of computing (K∩L(G))↑c with our method is O(n.NK.N). Therefore, whenever
our method can be applied, its overall complexity is O(n.N2.N2K).
3.2.2.2 How to relax the assumption Σs ⊆ Σc
According to Theorems 3.4 or 3.5, in order to solve the Basic Supervisory Control Prob-
lem, we do require (1) the specification to be locally consistent or to be included in L(G)
and (2) the shared events to be controllable. However, none of these conditions is nec-
essary (only sufficient) to obtain a maximal solution. The next corollary shows that it is
possible to suppress the second condition as far as the uncontrollable shared events are
not involved during the computation phase. Moreover, the modular computation approach
gives an efficient way to check for this. If this property holds, our approach provides a
maximal solution to the BSCP, even when some shared event are uncontrollable.
Corollary 3.1 Consider a concurrent system G modeled by LTS {Gi}1≤i≤n s.t. L(Gi) ⊆
Σ∗i and K ⊆ Σ∗. If K ⊆ L(G) or K is locally consistent w.r.t Σuc \ Σs and G and if







SupPC(Ki,Σi,uc,Σuc, P−1Σi (L(Gi))) = SupC(K ∩ L(G),Σuc,L(G))
If Condition 3.7 holds then it simply says that uncontrollable shared events are not involved
in the computation of the supremal partially controllable sub-language of K with respect to
Σi,uc and Σuc (i.e. considering Σi,uc ∩ Σs as controllable or not gives access to the same
solution).
3.2.3 Conclusion
In this section, we investigate the Supervisory Control of Concurrent Discrete Event Sys-
tems. In particular, we propose an efficient modular method that computes the supremal
controllable language included in a specificationK w.r.t. to the system G. This computation
is performed without building the whole system, hence avoiding the state space explosion
induced by the concurrent nature of the system. Moreover, if one wants to change a com-
ponent of G, e.g. replacing Gi by G′i, then as far as G′i is expressed using the same alphabet
as the one of Gi with the same partitioning between the controllable/uncontrollable event,
then it is sufficient to recompute K′i↑pc = (K ∩ P−1Σi (L(G′i))↑pc in order to obtain the new
controller (note that only the conditions referring to G′i have to be (re)-checked). Hence this
7In [C28], a similar result was obtained but with a more restrictive condition named G-observability.
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methodology is also suitable for reconfigurable systems. Finally, note that our method can
be used in complement to the one of [dC00b] and [AFF02] whenever the sub-specifications
do not concern the whole system (i.e for each sub-specification, our method can be used
to compute the controllers on the concerned sub-machines, without having to build the
corresponding global LTS). However, for some control problems, it may happen that the
specification that has to be ensured is more related to the notion of states rather than to the
notion of trajectories of the system (the mutual exclusion problem for example). For this
class of problems, one of the main issues is the State Avoidance Control Problem or dually
the Invariance Control Problem. If one wants to use a language-based approach to encode
this problem, then the obtained specification may be of the size of the global system itself
which renders the use of the above works intractable in the sense that the computation of the
specification requires the computation of the whole system. Hence, the previous method is
not suitable for this kind of control problems (see [C25] for a methodology totally devoted
to the state avoidance control problem).
In the next section, we relax the synchronous hypothesis and show how to solve the Su-
pervisory Control Problem whenever the communication between sub-systems takes times.
3.3 Control of Distributed Systems
In this section, we consider that the system to be controlled is composed of n (finite) sub-
systems that communicate through reliable unbounded FIFO channels (meaning that the
delay between the transmission and the reception of a message between subsystems is
a priori unbounded). These subsystems are modeled by communicating finite state ma-
chines [BZ83] (CFSM for short), a classical model for distributed systems like communi-
cation protocols [BZ83, PP91, LGJJ06] and web services [MW07]. Following the archi-
tecture described in Figure 3.9, we assume that each subsystem is controlled by a local
controller which only observes the actions fired by its subsystem and communicates with it
with zero delays. The control decision is based on the knowledge each local controller has
about the current state of the whole system. Controllers communicate with each other by
adding some extra information (some timestamps and their state estimates) to the messages
normally exchanged by the subsystems. These communications allow them to refine their
knowledge, so that control decisions may be more permissive.
In this section, we focus on the state avoidance control problem that consists in preventing
the system from reaching some bad states. To solve this control problem, we first compute
offline (i.e. before the system execution), the set of states that lead to bad states by only
taking uncontrollable transitions. We then compute online (i.e. during the execution of
the controlled system) state estimates for each controller so that they can take a better
control decision. Since the (co-)reachability problem is undecidable in our settings, we
rely on the abstract interpretation techniques of [LGJJ06] to ensure the termination of the
computations of our algorithms by overapproximating the possible FIFO channel contents
(and hence the state estimates) by regular languages.
Related Works Over the past years a considerable research effort has been done in decen-
tralized supervisory control [RW92, YL00, Ric00, JK00] that allows to synthesize individ-
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ual controllers that have a partial observation of the system’s moves and can communicate
with each other [Ric00, BL00, LRL07]. The pioneer work of Pnueli and Rosner [PR90]
shows that the synthesis of distributed systems is in general undecidable. In [GSZ09],
Gastin et al. study the decidability of LTL synthesis depending on the architecture of the
distributed system. However, in these works the authors consider a synchronous architec-
ture between the controllers. In [Tri04], Tripakis studies the decidability of the existence
of controllers such that a set of response properties is satisfied in a decentralized frame-
work with communication delays between the controllers. He shows that the problem is
undecidable when there is no communication or when the communication delays are un-
bounded. In [Ira09], Irasihi proves the decidability of a decentralized control problem of
discrete event systems with k-bounded-delay communication. In [BBG+10], Bensalem et
al. propose a knowledge-based algorithm for distributed control: each subsystem is con-
trolled according to a (local) knowledge of the property to ensure. When local knowledge
is not sufficient, synchronizations are added until a decision can be taken (the reachability
problem is decidable in their model). Unlike them, the reachability problem is undecid-
able in our model, the state estimates are a form of knowledge that does not depend on the
property to ensure, and we never add synchronizations.
The control of concurrent systems (see the previous section) is closely related to our
framework [JK00, KvS05, LK02],[J14]. However, in this setting, the system is com-
posed of several subsystems that communicate with zero delay (and similarly for the con-
trollers) whereas in our framework, the subsystems and the controllers communicate asyn-
chronously and we thus have to take into account the a priori unbounded communication
delays to perform the computation of the controllers.
Our problem differs from the synthesis problem (see e.g. [Mas91, Gen05]) which asks
to synthesize a communication protocol and to distribute the actions of a specification de-
pending on the subsystem where they must be executed, and to synchronize them in such a
way that the resulting distributed system is equivalent to the given global specification.
In [Dar05], Darondeau synthesizes distributed controllers for distributed system com-
municating by bounded channels. He states a sufficient condition allowing to decide if a
controller can be implemented by a particular class of Petri nets that can be further trans-
lated into communicating automata. Some other works deal with the computation of a


















Figure 3.9: Control architecture of a distributed system.
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Xu and Kumar propose a distributed algorithm which computes an estimate of the cur-
rent state of a system. Local estimators maintain and update local state estimates from
their own observation of the system and information received from the other estimators.
In their framework, the local estimators communicate between each others through reliable
FIFO channels asynchronously, whereas the system is monolithic, and therefore these FIFO
channels are not included into the global states of the system. Moreover, as we consider
concurrent systems, we also have to take account the communication delay between sub-
systems to compute the state-estimates as well as the control policies. Finally, compared
with [XK09], we have chosen to exchange information between controllers using existing
communication channels between subsystems. This completely changes the computation
of the state-estimates. Note also that the global state estimate problem of a distributed
system is related to the problems of (Mazurkiewicz) trace model checking and global pred-
icate detection; this later aims to check if there exists a possible global configuration of the
system that satisfies a given global predicate φ. A lot of related works, consider an offline
approach where the execution, given as a Mazurkiewicz trace [Maz86] is provided from
the beginning (see e.g. [GMM06, KMMB07] for a review and efficient methods). Online
global predicate detection has been studied, e.g. in [JTGVR94, SG02]. The proposed so-
lution involves a central monitor which receives on the fly the execution trace. Note that
one of the main issues in these problems is to get a precise estimation on the sequences
of events in the distributed execution. Therefore, standard techniques based e.g. on vector
clocks [Fid88, Mat89] are used to generate a partial ordering of events; and so does also
our method. However, compared to the above mentioned works, our problem is particular
for several reasons. First, the information must be received by all local controllers since
no central monitor is present; second FIFO queues are part of the global states; finally
these controllers must take proactive measures to prevent the system from taking an unsafe
action.
3.3.1 Model of the system
We model distributed systems by communicating finite state machines (CFSMs) [BZ83]
with reliable unbounded FIFO channels (also called queues below). CFSMs with un-
bounded channels are very useful to model and verify communication protocols at an ab-
stract level, since we can reason about them without considering the actual size of the
queues, which depends on the implementation of the protocol.
Definition 3.8 (Communicating Finite State Machines) A CFSM T is defined by a 6-
tuple 〈L, `0, Q,M,Σ,∆〉, where (i) L is a finite set of locations, (ii) `0 ∈ L is the initial
location, (iii) Q is a finite set of queues, (iv) M is a finite set of messages, (v) Σ ⊆
Q× {!, ?} ×M is a finite set of actions, which are either an output i!m to specify that the
message m ∈M is written on the queue i ∈ Q or an input i?m to specify that the message
m ∈M is read on the queue i ∈ Q, and (vi) ∆ ⊆ L× Σ× L is a finite set of transitions.
An output transition 〈`, i!m, `′〉 indicates that, when the system moves from the location
` to `′, a message m must be concatenated to the end of the queue i. An input transition
〈`, i?m, `′〉 indicates that, when the system moves from ` to `′, the message m must be
present at the beginning of the queue i and must be removed from this queue. To simplify
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the presentation of our method, this model has no internal actions (i.e. events that are
local to a subsystem and that are neither inputs nor outputs) and we assume that T is
deterministic i.e., ∀` ∈ L,∀σ ∈ Σ : |{`′ ∈ L|〈`, σ, `′〉 ∈ ∆}| ≤ 1. Those restrictions are
not mandatory and our implementation [McS10] accepts CFSMs with internal actions and
non-deterministic ones. For σ ∈ Σ, the set of transitions of T labeled by σ is denoted by
Trans(σ). The occurrence of a transition is called an event and given an event e, δe denotes
the corresponding transition.
Semantics The semantics of a CFSM is defined as follows: A global state in this model
is given by the local state of each subsystem together with the content of each queue.
Therefore, since no bound is given neither in the transmission delay, nor on the length of
the queues, the global state space is a priori infinite. A global state of a CFSM T is a tuple
〈`, w1, ..., w|Q|〉 ∈ D = L× (M∗)|Q| where ` is the current location of T and w1, ..., w|Q|
are finite words on M∗ which give the contents of the queues in Q.
Definition 3.9 (Semantics of a CFSM) The semantics of a CFSM T =
〈L, `0, Q,M,Σ,∆〉 is given by an LTS [[T ]] = 〈D, ~x0,Σ,→〉, where (i)D , L× (M∗)|Q|
is the set of states, (ii) ~x0 , 〈`0, ε, . . . , ε〉 is the initial state, (iii) Σ is the set of actions,
and (iv) →, ⋃δ∈∆ δ−→⊆ D × Σ × D is the transition relation where δ−→ is defined as
follows:
δ = 〈`, i!m, `′〉 ∈ ∆ w′i = wi ·m
〈`, w1, . . . , wi, . . . , w|Q|〉 δ−→ 〈`′, w1, . . . , w′i, . . . , w|Q|〉
δ = 〈`, i?m, `′〉 ∈ ∆ wi = m · w′i
〈`, w1, . . . , wi, . . . , w|Q|〉 δ−→ 〈`′, w1, . . . , w′i, . . . , w|Q|〉
To simplify the notations, we often denote transition ~x δe−→ ~x′ by ~x e−→ ~x′. An execution
of T is a sequence ~x0 e1−→ ~x1 e2−→ . . . em−−→ ~xm where ~x0 = 〈`0, ε, · · · , ε〉 is the only initial
state and ~xi
ei+1−−−→ ~xi+1 ∈−→ ∀i ∈ [0,m−1]. Given a sequence of actions σ = σ1 · · ·σm ∈
Σ∗ and two states x, x′ ∈ X , x σ−→ x′ denotes that the state x′ is reachable from x by
executing σ. Given a set of states Y ⊆ X and ∆′ ⊆ ∆, ReachT∆′(Y ) corresponds to the
set of states that are reachable in [[T ]] from Y by only triggering transitions of ∆′ ⊆ ∆
in T , whereas CoreachT∆′(Y ) denotes the set of states from which Y is reachable by only















n are the nth functional power of PostT∆′(E) ,
{~x′ ∈ D|∃~x ∈ E,∃δ ∈ ∆′ : ~x δ−→ ~x′} and PreT∆′(E) , {~x′ ∈ D|∃~x ∈ E,∃δ ∈
∆′ : ~x′
δ−→ ~x}. Although there is no general algorithm that can exactly compute the
(co)reachability set [BZ83], there exists a technique that allows us to compute an over-
approximation of this set (see section 3.3.4.2).
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Product of CFSM A distributed system T is generally composed of several subsystems
Ti (∀i ∈ [1..n]). In our case, this global system T is defined by a CFSM resulting from the
product of the n subsystems Ti, also modeled by CFSMs. This can be defined through the
product of two subsystems.
Definition 3.10 (Product) Given two CFSMs Ti = 〈Li, `0,i, Qi,Mi,Σi,∆i〉, their prod-
uct, denoted by T1||T2, is defined by a CFSM T = 〈L, `0, Q,M,Σ,∆〉, where (i)
L , L1 × L2, (ii) `0 , (`0,1, `0,2), (iii) Q , Q1 ∪ Q2, (iv) M , M1 ∪ M2, (v)
Σ , Σ1 ∪ Σ2, and (vi) ∆ , {〈〈`1, `2〉, σ1, 〈`′1, `2〉〉|(〈`1, σ1, `′1〉 ∈ ∆1) ∧ (`2 ∈ L2)} ∪
{〈〈`1, `2〉, σ2, 〈`1, `′2〉〉|(〈`2, σ2, `′2〉 ∈ ∆2) ∧ (`1 ∈ L1)}.
This operation is associative and commutative up to state renaming.
Definition 3.11 (Distributed system) A distributed system T = 〈L, `0, Q,M,Σ,∆〉 is
defined by the product of n CFSMs Ti = 〈Li, `0,i, Ni,M,Σi,∆i〉 (∀i ∈ [1..n]) acting in
parallel and exchanging information through FIFO channels.
Note that a distributed system is also modeled by a CFSM, since the product of several
CFSMs is a CFSM. To avoid the confusion between the model of one subsystem and the
model of the whole system, in the sequel, a CFSM Ti always denotes the model of a single
process, and a CFSM T = 〈L, `0, Q,M,Σ,∆〉 always denotes the distributed system T =
T1|| . . . ||Tn.
Communication Architecture We consider an architecture for the system T =
T1|| . . . ||Tn (See Def. 3.11 with point-to-point communication i.e., any subsystem Ti can
send messages to any other subsystem Tj through a queue8 Qi,j . Thus, only Ti can write a
message m on Qi,j (denoted by Qi,j !m) and only Tj can read m on this queue (denoted by
Qi,j?m). Moreover, we suppose that the queues are unbounded, that the message transfers
between the subsystems are reliable and may suffer from arbitrary non-zero delays, and that
no global clock or perfectly synchronized local clocks are available. With this architecture9,
the set Qi of Ti (∀i ∈ [1..n]) can be rewritten as Qi = {Qi,j , Qj,i | (1 ≤ j ≤ n)∧ (j 6= i)}
and ∀j 6= i ∈ [1..n], Σi ∩ Σj = ∅. Let δi = 〈`i, σi, `′i〉 ∈ ∆i be a transition of Ti,
global(δi) , {〈〈`1, . . . , `i−1, `i, `i+1, . . . , `n〉, σi, 〈`1, . . . , `i−1, `′i, `i+1, . . . , `n〉〉
∈ ∆ |∀j 6= i ∈ [1..n] : `j ∈ Lj} is the set of transitions of ∆ that can be built
from δi in T . We extend this definition to sets of transitions D ⊆ ∆i of the subsys-
tem Ti : global(D) ,
⋃
δi∈D global(δi). We abuse notation and write ∆ \ ∆i instead of
∆ \ global(∆i) to denote the set of transitions of ∆ that are not built from ∆i.
3.3.2 Framework and State Avoidance Control Problem
In the sequel, we are interested in the state avoidance control problem which consists in
preventing the system from reaching some undesirable states.
8To simplify the presentation of our method, we assume that there is one queue from Ti to Tj . But, our
implementation is more permissive and zero, one or more queues can exist from Ti to Tj .
9In our examples, we do not mention queue Qi,j when there is no message sent from Ti to Tj .
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3.3.2.1 Control Architecture
The distributed system T is composed of n subsystems Ti (∀i ∈ [1..n]) and we want
to associate a local controller Ci with each subsystem Ti in order to satisfy the control
requirements. Each controller Ci interacts with Ti in a feedback manner: Ci observes the
last action fired by Ti and computes, from this observation and some information received
from the other controllers (corresponding to some state estimates), a set of actions that Ti
cannot fire in order to ensure the desired properties on the global system. Following the
Ramadge & Wonham’s theory [RW89], the set of actions Σi of Ti is partitioned into the
set of controllable actions Σi,c, that can be forbidden by Ci, and the set of uncontrollable
actions Σi,uc, that cannot be forbidden by Ci. The subsets Σ1,c, . . . ,Σn,c are disjoint,
because Σi ∩Σj = ∅, ∀i 6= j ∈ [1..n]. In this section and in our implementation [McS10],
inputs are uncontrollable and outputs are controllable, a classical assumption for reactive
systems. Our algorithm however does not depend on this particular partition of the actions,
since one of its parameters is the set of uncontrollable actions. The set of actions, that can
be controlled by at least one controller, is denoted by Σc and is defined by Σc ,
⋃n
i=1 Σi,c;
We also define Σuc , Σ \ Σc =
⋃n
i=1 Σi,uc. This partition also induces a partition on the
set of transitions ∆i into the sets ∆i,c and ∆i,uc. The set of transitions ∆ is similarly
partitioned into the sets ∆c and ∆uc.
3.3.2.2 Distributed Controller and Controlled Execution
The control decision depends on the current state of the global system T (i.e. state-feedback
control). Unfortunately, a local controller does not generally know the current global state,
due to its partial observation of the system. So, it must define its control policy from a state
estimate corresponding to its evaluation of the states in which the system T can be. It is
formally defined as follows:
Definition 3.12 (Local Controller) A local controller is a function Ci : 2D → 2Σi,c which
defines, for each estimate E ∈ 2D of the current state of T , the set of controllable actions
that Ti may not execute.
This definition of a local controller does not explain how each local controller can compute
a state estimate. In section 3.3.3, we define an algorithm that allows Ci to compute this state
estimate during the execution of this system. Note that besides the precision of the state
estimate, one important property that should be satisfied by the state estimate E is that the
actual current state of the system belongs to E.
Based on Definition 3.12, a distributed controller is defined by:
Definition 3.13 (Distributed Controller) A distributed controller Cdi is defined by a tuple
Cdi , 〈Ci〉ni=1 where each Ci, i ∈ [1..n] is a local controller.
A controlled execution is an execution that may occur in T under the control of Cdi.
Definition 3.14 (Controlled Execution) Given a distributed controller Cdi = 〈Ci〉ni=1, s =
~x0
e1−→ ~x1 e2−→ . . . em−−→ ~xm is a controlled execution of T under the control of Cdi if
∀k ∈ [1,m], whenever δek ∈ ∆i and the state estimate ~xk−1 is E, then σek 6∈ Ci(E).
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Note that with this definition, the language of the controlled system is controllable with
respect to the language of the original system. It is basically due to the fact that each local
controller is only able to disable the controllable actions that can occur in its corresponding
subsystem.
3.3.2.3 Definition of the Control Problem
Control synthesis aims at restricting the behavior of a system to satisfy a property. The
properties we consider are invariance properties, defined by a subset Good ⊆ D of states,
in which any execution of the transition system should be confined. Alternatively, it can be
viewed as a state avoidance property where Bad = D \Good defines a set of states that no
execution should reach. Notice that the specification Bad can involve the contents of the
FIFO channels (we remember that D = L× (M∗)|Q|). We define the problem as follows:
Problem 3.2 (Distributed State Avoidance Control Problem) Given a set Bad ⊆ D of
forbidden states, the distributed state avoidance control problem (the distributed problem
for short) consists in synthesizing a distributed controller Cdi = 〈Ci〉ni=1 such that each
controlled execution of the system T under the control of Cdi avoids Bad.
Proposition 3.2 Given a distributed systems T , a distributed controller Cdi and a set of
forbidden states Bad ⊆ D, it is undecidable to know whether Cdi solves Problem 3.2.
Moreover, deciding the existence of a non-trivial controller Cdi solving Problem 3.2 is un-
decidable.
Intuitively, this result is a consequence of the undecidability of the (co-)reachability prob-
lem in the CFSM model [BZ83].
Remark 3.3 (Trivial solution and the non-blocking problem) The definition of Prob-
lem 3.2 does not tackle the non-blocking problem (i.e. by imposing that at every time
at least one transition of one of the sub-systems is allowed). Therefore, there exists a trivial
solution of this problem, which consists in disabling all output transitions so that nothing
happens in the controlled system. However, our aim is to find, as often as possible, solu-
tions that are correct and permissive enough to be of practical value. Since the principle
of safe control is to allow a transition only when the local controller is sure that this tran-
sition cannot lead to a bad state, permissiveness directly depends on the knowledge local
controllers have about the global system.
3.3.3 State Estimates of Distributed Systems
In this section, we present an algorithm that computes estimates of the current state of a
distributed system. The result of this algorithm is used, in section 3.3.4, by our control
algorithm which synthesizes distributed controllers for the distributed problem. We first
recall the notion of vector clocks [Lam78], a standard concept that we use to compute state
estimates.
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3.3.3.1 Vector Clocks
To allow the local controllers to have a better understanding of an execution of the dis-
tributed system, it is important to determine the causal and temporal relationship between
the events that occur during this execution : events emitted by a same subsystem are or-
dered. When concurrent subsystems communicate, additional ordering information can be
obtained, and the communication scheme can be used to obtain a partial order on the events
of the system. In practice, vectors of logical clocks, called Vector clocks [Lam78], can be
used to time-stamp the events of a distributed system. The order of the vector clocks in-
duces the order of the corresponding events. Vector clocks are formally defined as follows:
Definition 3.15 (Vector Clocks) Let 〈D,v〉 be a partially ordered set, a vector clock map-
ping of width n is a function V : D 7→ Nn such that ∀d1, d2 ∈ D : (d1 v d2)⇔ (V (d1) ≤
V (d2)).
In general, for a distributed system composed of n subsystems, the partial order on events
is represented by a vector clock mapping of width n. The method for computing this
vector clock mapping depends on the communication scheme of the distributed system.
For CFSMs, it can be computed by the Mattern’s algorithm [Mat89], which is based on the
causal and thus temporal relationship between the sending and reception of any message
transferred through any FIFO channel. This information is then used to determine a partial
order, called causality (or happened-before) relation ≺c, on the events of the distributed
system. This relation is the smallest transitive relation satisfying the following conditions:
(i) if the events ei 6= ej occur in the same subsystem Ti and if ei comes before ej in the
execution, then ei ≺c ej , and (ii) if ei is an output event occurring in Ti and if ej is the
corresponding input event occurring in Tj , then ei ≺c ej . In the sequel, when ei ≺c ej , we
say that ej causally depends on ei (or ei happened-before ej).
In Mattern’s algorithm [Mat89], each subsystem Ti (∀i ∈ [1..n]) maintains a vector clock
Vi ∈ Nn. Each element Vi[j],∀j ∈ [1..n] is a counter which represents the knowledge
of Ti regarding Tj and which can roughly be interpreted as follows: Ti knows that Tj has
executed at least Vi[j] events. Initially, each component of the vector Vi, ∀i ∈ [1..n] is set
to 0. Next, when an event e occurs in Ti, the vector clock Vi is updated as follows: first,
Vi[i] is incremented (i.e., Vi[i]← Vi[i] + 1) to indicate that a new event occurred in Ti and
next two cases are considered:
• if e consists in sending a message m to Tj , the vector clock Vi is attached to m and
both information are sent to Tj .
• if e corresponds to the reception of a message m tagged with vector clock Vj , then
Vi is set to the component-wise maximum of Vi and Vj . This allows us to take into
account the fact that any event, that precedes the sending of m, should also precede
the event e.
We now define a lemma related to vector clocks that will be used in the sequel:
Lemma 3.1 Given a sequence se1 = ~x0
e1−→ ~x1 e2−→ . . .
ei−1−−−→ ~xi−1 ei−→ ~xi
ei+1−−−→
~xi+1
ei+2−−−→ . . . em−−→ ~xm executed by T , if ei 6≺c ei+1, then the sequence se2 = ~x0 e1−→
~x1
e2−→ . . . ei−1−−−→ ~xi−1
ei+1−−−→ ~x′i
ei−→ ~xi+1
ei+2−−−→ . . . em−−→ ~xm can also occur in T .
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This property means that if two consecutive events ei and ei+1 are such that ei 6≺c ei+1,
then these events can be swapped without modifying the reachability of ~xm.
3.3.3.2 Computation of State Estimates
Each time an event occurs in a sub-system Ti, the local controller Ci updates its vector clock
Vi and its state estimate Ei that should contain the current state of T . Note that Ei must
also contain any future state that can be reached from this current state by firing actions that
do not belong to Ti as Ei does not observe them. Our state estimate algorithm proceeds as
follows :
• When Ti sends a message m to Tj , Ti attaches the vector clock Vi and the state
estimate Ei of Ci to this message. Next, Ci observes the action fired by Ti, and infers
the fired transition. It then uses this information to update its state estimate Ei.
• When Ti receives a message m from Tj , Ci observes the action fired by Ti and the
information sent by Tj i.e., the state estimate Ej and the vector clock Vj of Cj . It
computes its new state estimate from these elements.
In both cases, the computation of the new state estimate Ei depends on the computation of
reachable states. In this section, we assume that we have an operator that can compute an
approximation of the reachable states. We explain in section 3.3.4 how to implement this
operator.
State Estimate Algorithm Our algorithm, called SE-algorithm, computes state estimates
of a distributed system. It is composed of three sub-algorithms: (i) the initialEstimate
algorithm, which is only used when the system starts its execution, computes, for each
controller, its initial state estimate (ii) the outputTransition algorithm computes on-line
the new state estimate of Ci after an output of Ti, and (iii) the inputTransition algorithm
computes online the new state estimate of Ci after an input of Ti.
initialEstimate Algorithm: Each component of the vector Vi is set to 0. To take into account
that, before the execution of the first action of Ti, the other subsystems Tj (∀j 6= i ∈
[1..n]) could perform inputs and outputs, the initial state estimate of Ci is given by Ei =
ReachT∆\∆i(〈`0,1, . . . , `0,n, ε, . . . , ε〉).
outputTransition Algorithm: Let Ei be the current state estimate of Ci. When Ti fires an
output transition δ = 〈`1, Qi,j !m, `2〉 ∈ ∆i, the following operations are performed to
Algorithm 2: initialEstimate(T )
input : T = T1|| . . . ||Tn.
output: The initial state estimate Ei of the controller Ci (∀i ∈ [1..n]).
begin1
for i← 1 to n do for j ← 1 to n do Vi[j]← 02
for i← 1 to n do Ei ← ReachT∆\∆i(〈`0,1, . . . , `0,n, ε, . . . , ε〉)3
return (E1, . . . , En)4
end5
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Algorithm 3: outputTransition(T , Vi, Ei, δ)
input : T = T1|| . . . ||Tn, the vector clock Vi of Ci, the current state estimate Ei of Ci, and a
transition δ = 〈`1, Qi,j !m, `2〉 ∈ ∆i.
output: The state estimate Ei after the output transition δ.
begin1
Vi[i]← Vi[i] + 12






update the state estimate Ei:
• Vi[i] is incremented (i.e., Vi[i]← Vi[i] + 1) to indicate that a new event has occurred
in Ti.
• Ti tags message m with 〈Ei, Vi, δ〉 and writes this information on Qi,j . The estimate
Ei, tagging m, contains the set of states in which T can be before the execution of δ.
The additional information 〈Ei, Vi, δ〉 will be used by Tj to refine its state estimate.
• Ei is updated as follows to contain the current state of T and any future state that
can be reached from this current state by firing actions that do not belong to Ti:
Ei ← ReachT∆\∆i(Post
T
δ (Ei)). More precisely, Post
T
δ (Ei) gives the set of states in
which T can be after the execution of δ. But, after the execution of this transition,
Tj (∀j 6= i ∈ [1..n]) could read and write on their queues. Therefore, we define the
estimate Ei by ReachT∆\∆i(Post
T
δ (Ei)).
inputTransition Algorithm: Let Ei be the current state estimate of Ci. When Ti fires an
input transition δ = 〈`1, Qj,i?m, `2〉 ∈ ∆i, it also reads the information 〈Ej , Vj , δ′〉 (where
Ej is the state estimate of Cj before the execution of δ′ by Tj , Vj is the vector clock of Cj
after the execution of δ′ by Tj , and δ′ = 〈`′1, Qj,i!m, `′2〉 ∈ ∆j is the output corresponding
to δ) tagging m, and the following operations are performed to update Ei:
• we update the state estimate Ej of Cj (this update is stored in Temp) by using the
vector clocks to guess the possible behaviors of T between the execution of the
transition δ′ and the execution of δ. We consider three cases :
– if Vj [i] = Vi[i] : Temp ← PostTδ (ReachT∆\∆i(Post
T
δ′(Ej))). In this case,
thanks to the vector clocks, we know that Ti has executed no transition be-
tween the execution of δ′ by Tj and the execution of δ by Ti. Thus, only
transitions in ∆ \ ∆i could have occurred during this period. We then update
Ej as follows. We compute (i) PostTδ′(Ej) to take into account the execution
of δ′ by Tj , (ii) ReachT∆\∆i(Post
T
δ′(Ej)) to take into account the transitions





δ′(Ej))) to take into account the execution of δ.
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Algorithm 4: inputTransition(T , Vi, Ei, δ)
input : T = T1|| . . . ||Tn, the vector clock Vi of Ci, the current state estimate Ei of Ci and a
transition δ = 〈`1, Qj,i?m, `2〉 ∈ ∆i. Message m is tagged with the triple
〈Ej , Vj , δ′〉 where (i) Ej is the state estimate of Cj before the execution of δ′ by Tj ,
(ii) Vj is the vector clock of Cj after the execution of δ′ by Tj , and (iii) δ′ =
〈`′1, Qj,i!m, `′2〉 ∈ ∆j is the output corresponding to δ.
output: The state estimate Ei after the input transition δ.
begin1
\\We consider three cases to update Ej2
if Vj [i] = Vi[i] then Temp← PostTδ (ReachT∆\∆i(Post
T
δ′(Ej)))3





else Temp← PostTδ (ReachT∆(PostTδ′(Ej)))5
Ei ← PostTδ (Ei) \\We update Ei6
Ei ← Ei ∩ Temp \\ Ei = update of Ei ∩ update of Ej (i.e., Temp)7
Vi[i]← Vi[i] + 18
for k ← 1 to n do Vi[k]← max(Vi[k], Vj [k])9
end10





deed, in this case, we can prove (see Theorem 3.6) that if we reorder the transi-
tions executed between the occurrence of δ′ and the occurrence of δ in order to
execute the transitions of ∆i before the ones of ∆j , we obtain a correct update
of Ei. Intuitively, this reordering is possible, because there is no causal relation
between the events of Ti and the events of Tj , that have occurred between δ′
and δ. So, in this reordered sequence, we know that, after the execution of δ,
only transitions in ∆ \∆j could occur followed by transitions in ∆ \∆i.
– else Temp ← PostTδ (ReachT∆(PostTδ′(Ej))). Indeed, in this case, the vector
clocks do not allow us to deduce information regarding the behavior of T be-
tween the execution of δ′ and the execution of δ. Therefore, to have a correct
state estimate, we update Ej by taking into account all the possible behaviors
of T between the execution of δ′ and the execution of δ.
• Ei is updated to take into account the execution of δ: Ei ← PostTδ (Ei).
• and we intersect Temp and Ei to obtain a better state estimate: Ei ← Ei ∩ Temp.
• vector clock Vi is incremented to take into account the execution of δ and subse-
quently is set to the component-wise maximum of Vi and Vj . This last operation
allows us to take into account the fact that any event that precedes the sending of m
should also precede the occurrence of δ.
3.3.3.3 Properties
State estimate algorithms should have two important properties: soundness and complete-
ness. Completeness means that the current state of the global system is always included in
76 Control of Distributed Systems
the state estimates computed by each controller. Soundness means that all states included
in the state estimate of Ci (∀i ∈ [1..n]) can be reached by one of the sequences of actions
that are compatible with the local observation of Ti.
We first introduce some additional notations and a lemma used in the proof of Theo-
rem 3.6. Let s = ~x0
e1−→ ~x1 e2−→ . . . em−−→ ~xm be an execution of T . When an event ek
is executed in the sequence s, the state estimate of each controller Ci is denoted by Eki .
This state estimate is defined in the following way: if ek has not been executed by Ti, then
Eki , E
k−1
i . Otherwise, E
k
i is computed by Ci according to Algorithm 3 or 4.
Theorem 3.6 The SE-algorithm is complete if the Reach operator computes an over-
approximation of the reachable states. In other words, the SE-algorithm satisfies the fol-
lowing property: for any execution ~x0





Theorem 3.7 The SE-algorithm is sound if the Reach operator computes an under-
approximation of the reachable states. In other words, the SE-algorithm satisfies the fol-
lowing property: for any execution ~x0
e1−→ ~x1 e2−→ . . . em−−→ ~xm of T , Ei ⊆ {x′ ∈ X|∃σ ∈
P−1Σi (PΣi(σe1 .σe2 . . . σem)) : ~x0
σ−→ x′} (∀i ≤ n) where ∀k ∈ [1,m], σek is the action
that labels the transition corresponding to ek.
If we compute an underapproximation of the reachable states, our state estimate algorithm
is sound but not complete. If we compute an overapproximation of the reachable states,
our state estimate algorithm is complete but not sound. Since we only need complete-
ness to solve the control problem, we define in section 3.3.4 an effective algorithm for the
distributed problem by computing overapproximations of the reachable states.
3.3.4 Actual Computation by Means of Abstract Interpretation of Dis-
tributed Controllers for the Distributed Problem
In this section, we first define a semi-algorithm for the distributed problem which uses
the SE-algorithm as sub-algorithm. Next, we explain how to extend it by using abstract
interpretation techniques to obtain an effective algorithm.
3.3.4.1 Semi-Algorithm for the Distributed Problem
Our algorithm, which synthesizes a distributed controller Cdi for the distributed problem, is
composed of two parts:
• Offline part: We compute the set I(Bad) of states of the global system T that may
lead to Bad by a sequence of uncontrollable transitions. Next, we compute, for each
local controller Ci, a control function Fi which gives, for each action σ of Ti, the set
of states of T that may lead to I(Bad) by a transition labeled by σ. This information
is used by Ci, in the online part, to define its control policy.
• Online part: During the execution of T , each local controller Ci uses the SE-
algorithm to obtain its own state estimate Ei and computes from this information
the actions to be forbidden.
These two parts are formalized as follows.
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Offline Part The set I(Bad) of states of T leading uncontrollably to Bad is given






n(Bad) (see (3.9)). Alternatively, it is defined as the least fixpoint of the
function λB.Bad∪PreT∆uc(B). Since this function is continuous as a composition of con-
tinuous functions, the Knaster-Tarski and Kleene’s theorems [Tar55, Mar97] ensure that
the least fixpoint exists, so I(Bad) = CoreachT∆uc(Bad).
Next, we define, for each local controller Ci, the control function Fi : Σi × 2X → 2X ,
which gives, for each action σ ∈ Σi and set B ⊆ X of states to be forbidden, the set
Fi(σ,B) of global states in which the action σ must be forbidden. This set corresponds,
more precisely, to the greatest set O of states of T such that, for each state ~x ∈ O, there
exists a transition labeled by σ leading to B from ~x:
Fi(σ,B) ,
{
PreTTrans(σ)(B) if σ ∈ Σi,c
∅ otherwise (3.10)
We compute, for each action σ ∈ Σi, the set Fi(σ, I(Bad)) ∀i ∈ [1..n]. This information
is used, during the execution of T , by the local controller Ci to compute the actions to be
forbidden.
Online Part The local controller Ci is formally defined, for each state estimate E ∈ 2X ,
by:
Ci(E) , {σ ∈ Σi | Fi(σ, I(Bad)) ∩ E 6= ∅} (3.11)
Informally, if E is the state estimate of Ci, it forbids an action σ ∈ Σi if and only if there
exists a state ~x ∈ E in which the action σ must be forbidden in order to prevent the system
T from reaching I(Bad).
During the execution of the system, when the subsystem Ti (∀i ∈ [1..n]) executes a
transition δ = 〈`i, σ, `′i〉, the local controller Ci receives the following information:
• if σ = Qj,i?m (with j 6= i ∈ [1..n]), it receives σ, and the triple 〈Ej , Vj , δ′〉 tagging
m.
• if σ = Qi,j !m (with j 6= i ∈ [1..n]), it receives σ.
In both cases, since Ci knows that Ti was in the location `i before triggering σ, this con-
troller can infer the fired transition. Ci then uses the SE-algorithm with this information to
update its state estimate Ei and computes, from this estimate, the set Ci(Ei) of actions that
Ti cannot execute.
The following theorem proves that this algorithm synthesizes correct controllers for the
distributed problem.
Theorem 3.8 Given a set of forbidden states Bad ⊆ X , our distributed controller Cdi =
〈Ci〉ni=1 solves the distributed problem if ~x0 /∈ I(Bad).
Example 3.5 We consider the sequence of actions of our running example of Fig-
ure 3.10. The set Bad is given by the set of global states where the location of





[1, 1, 0] [1, 2, 0] [1, 3, 0]
[1, 3, 1] [1, 3, 2]




Figure 3.10: An execution of the running example.
T1 is Aer. Thus, I(Bad) = Bad ∪ {〈`1, `2, `3, w1,2, w2,1, w2,3, w3,1〉|(`1 = A0) ∧
(w2,1 = a.M
∗)}. At the beginning of the execution of T , the state estimates of
the subsystems are E1 = {〈A0, B0, D0, ε, ε, ε, ε〉}, E2 = {〈A0, B0, D0, ε, ε, ε, ε〉,
〈A1, B0, D0, c, ε, ε, ε〉}, and E3 = {〈A0, B0, D0, ε, ε, ε, ε〉, 〈A1, B0, D0, c, ε, ε, ε〉,
〈A1, B1, D0, ε, b∗, ε, ε〉, 〈A1, B2, D0, ε, b∗(a + ε), ε, ε〉, 〈A1, B3, D0, ε, b∗(a + ε), d, ε〉}.
After the first transition 〈A0, Q1,2!c, A1〉, the state estimate of the controller C1 is not
really precise, because a lot of things may happen without the controller C1 being in-
formed: E1 = {〈A1, B0, D0, c, ε, ε, ε〉, 〈A1, B1, D0, ε, b∗, ε, ε〉, 〈A1, B2, D0, ε , b∗a, ε, ε〉,
〈A1, B3, D0, ε, b∗(a + ε), d, ε〉, 〈A1, B3, D1, ε, b∗(a + ε), ε, ε〉, 〈A1, B3, D0, ε, b∗(a +
ε), ε, d〉}. However, after the second transition 〈B0, Q1,2?c,B1〉, the controller C2 has an
accurate state estimate: E2 = {〈A1, B1, D0, ε, ε, ε, ε〉}. We skip a few steps and consider
the state estimates before the sixth transition 〈D1, Q3,1!d,D0〉: E1 is still the same, because
the subsystem T1 did not perform any action, E3 = {〈A1, B3, D1, ε, b∗(a + ε), ε, ε〉}, and
we do not give E2, because T2 is no longer involved. When T3 sends message d to T1, it
tags it with E3. Thus, C1 knows, after receiving this message, that there is a message a
in the queue Q2,1. It thus disables the action A2
Q1,2!d−→ A0, as long as this message a is
not read (action A2
Q2,1?a−→ A2), to prevent the system from reaching the forbidden states.
Note that if we consider the sequence of actions of Figure 3.10 without the sending and the
reception of the message a, then when T1 reaches the location A2 by executing the action
Q3,1?d, its controller C1 enables the actions Q1,2!d, because it knows that no message a is
in Q2,1.
3.3.4.2 Effective Algorithm for the Distributed Problem
The algorithms described in the previous sections require the implementation of (co-)
reachability operators. Those operators cannot be implemented exactly because of undecid-
ability reasons. Abstract interpretation-based techniques [CC77] allows us to implement,
in a finite number of steps, an overapproximation of the (co-)reachability operators, and
thus of the set I(Bad), and of the state estimates Ei.
Computation of (Co-)Reachability Sets by Abstract Interpretation For a given set
of global states X ′ ⊆ X and a given set of transitions ∆′ ⊆ ∆, the reachability (resp.
co-reachability) set from X ′ can be characterized by the least fixpoint ReachT∆′(X
′) =
µY.F∆′(Y ) with F∆′(Y ) = X ′ ∪ PostT∆′(Y ) (resp. CoreachT∆′(X ′) = µY.F∆′(Y ) with
F∆′(Y ) = X
′ ∪ PreT∆′(Y )). Abstract interpretation provides a theoretical framework to
compute efficient over-approximations of such fixpoints. The concrete domain i.e., the sets
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of states 2X , is substituted by a simpler abstract domain Λ, linked by a Galois connection
2X −−→←−−α
γ
Λ [CC77], where α (resp. γ) is the abstraction (resp. concretization) function.
The fixpoint equation is transposed into the abstract domain. So, the equation to solve has
the form: λ = F ]∆′(λ), with λ ∈ Λ and F ]∆′ w α ◦ F∆′ ◦ γ where w is the comparison
operator in the abstract lattice. In that setting, a standard way to ensure that this fixpoint
computation converges after a finite number of steps to some overapproximation λ∞, is to
use a widening operator ∇. The concretization c∞ = γ(λ∞) is an overapproximation of
the least fixpoint of the function F∆′ .
Choice of the Abstract Domain In abstract interpretation-based techniques, the quality
of the approximation we obtain depends on the choice of the abstract domain Λ. In our
case, the main issue is to abstract the content of the FIFO channels. Since the CFSM model
is Turing-powerful, the language which represents all the possible contents of the FIFO
channels may be recursively enumerable. As discussed in [LGJJ06], a good candidate to
abstract the contents of the queues is to use the class of regular languages, which can be
represented by finite automata. Let us recall the main ideas of this abstraction.
Finite Automata as an Abstract Domain We first assume that there is only one queue in
the distributed system T ; we explain later how to handle a distributed system with several
queues. With one queue, the concrete domain of the system T is defined by X = 2L×M∗ .
A set of states Y ∈ 2L×M∗ can be viewed as a map Y : L 7→ 2M∗ that associates a lan-
guage Y (`) with each location ` ∈ L; Y (`) therefore represents the possible contents of
the queue in the location `. In order to simplify the computation, we substitute the concrete
domain 〈L 7→ 2M∗ ,⊆〉 by the abstract domain 〈L 7→ Reg(M),v〉, where Reg(M) is the
set of regular languages over the alphabet M and v denotes the natural extension of the
set inclusion to maps. This substitution consists thus in abstracting, for each location, the
possible contents of the queue by a regular language. Regular languages have a canon-
ical representation given by finite automata, and each operation (union, intersection, left
concatenation,...) in the abstract domain can be performed on finite automata.
Widening Operator With our abstraction, the widening operator we use to ensure the
convergence of the computation, is also performed on a finite automaton, and consists
in quotienting the nodes10 of the automaton by the k-bounded bisimulation relation ≡k;
k ∈ N is a parameter which allows us to tune the precision: increasing k improves the
quality of the abstractions in general. Two nodes are equivalent w.r.t. ≡k if they have
the same outgoing path (sequence of labeled transitions) up to length k. While we merge
the equivalent nodes, we keep all transitions and obtain an automaton recognizing a larger
language. Note that the number of equivalent classes of the k-bounded bisimulation relation
is bounded by a function of k and of the size of the alphabet of messages. Therefore the
number of states of the resulting automaton is also bounded. So, if we fix k and we apply
this widening operator regularly, the fixpoint computation terminates (see [LGJJ06] for
more details and examples).
10The states of an automaton representing the queue contents are called nodes to avoid the confusion with the
states of a CFSM.
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Figure 3.11: Automaton A and A′ built from A with the 1-bounded bisimulation relation
≡1
Example 3.6 We consider the automaton A depicted in Figure 3.11, whose recognized
language is a + ba + bba + bbba. We consider the 1-bounded bisimulation relation i.e.,
two nodes of the automaton are equivalent if they have the same outgoing transitions. So,
nodes 0, 1, 2 are equivalent, since they all have two transitions labeled by a and b. Nodes
3 and 4 are not equivalent to any other nodes since 4 has no outgoing transition whereas
only a is enabled in node 3. When we quotient A by this equivalent relation, we obtain the
automaton A′ on the right of Figure 3.11, whose recognized language is b∗a. 
When the system contains several queues Q = {Q1, . . . , Qr}, their content can be repre-
sented by a concatenated wordw1] . . . ]wr with onewi for each queueQi and ], a delimiter.
With this encoding, we represent a set of queue contents by a finite automaton of a special
kind, namely a QDD [BGWW97]. Since QDDs are finite automata, classical operations
(union, intersection, left concatenation,...) in the abstract domain are performed as previ-
ously. We must only use a slightly different widening operator not to merge the different
queue contents [LGJJ06].
Effective Algorithm The Reach and Coreach operators are computed using those ab-
stract interpretation techniques: we proceed to an iterative computation in the abstract
domain of regular languages and the widening operator ensures that this computation ter-
minates after a finite number of steps [CC77]. So the Reach (resp. Coreach) operators
always give an overapproximation of the reachable (resp. co-reachable) states, whatever
the distributed system is. Finally, we define the distributed controller as in section 3.3.4.1
by using the overapproximations I ′(Bad) and E′i instead of I(Bad) and Ei.
3.3.5 Conclusion
We propose in this section a novel framework for the control of distributed systems modeled
as communicating finite state machines with reliable unbounded FIFO channels. Each local
controller can only observe its subsystem but can communicate with the other controllers
by piggy-backing extra information, such as state estimates, to the messages sent in the
FIFO channels. Our algorithm synthesizes the local controllers that restrict the behavior
of a distributed system in order to satisfy a global state avoidance property, e.g. to ensure
that an error state is no longer reachable or to bound the size of the FIFO channels. We
abstract the content of the FIFO channels by the same regular representation as in [LGJJ06];
this abstraction leads to a safe effective algorithm. Even if we cannot have any theoretical
guarantee about the permissiveness of the control (like a non-blocking property), we remind
that this permissiveness depends on the quality of the abstraction. The more precise the
abstraction is, the more permissive the control is.
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3.4 General Conclusion and Future Work
In this chapter, we investigated the Supervisory Control of Concurrent Discrete Event Sys-
tems. We have developed algorithms that perform the controller synthesis phase by taking
advantage of the structure of the plant without expanding the system, hence avoiding the
state space explosion induced by the concurrent nature of the plant. So far we have been
interested in the control of systems for prefix-closed specifications modeling e.g. safety
properties. It would be interesting to look for results ensuring that the controlled system
is non-blocking while still avoiding the computation of the whole state space. Techniques
have been developed for the state avoidance control problem [C24] and have to be extended
to the language-based approach. Another point of interest would be to extend theses tech-
niques to the hierarchical model as described in [MW06, LLW05],[J16],[C23]. Another
challenge is to extend control synthesis for infinite concurrent symbolic systems (i.e. sys-
tems modeled by LTS handling numerical variables) in order to be able to consider more
realistic systems.
Regarding the distributed control problem, as a further work, we intend to solve the
main practical drawback of our approach: we compute and send states estimates every time
a message is sent. A more evolved technique would consist in the offline computation of
the set of possible estimates. Estimates would be indexed in a table, available at execution
time to each local estimator. A similar on-line method would be to use the memoization
technique: when a state estimate is computed for the first time, it is associated with an
index that is transmitted to the subsystem which records both values. If the same estimate
must be transmitted, only its index can be transmitted and the receiver can find from its
table the corresponding estimate. We still have to determine what is the most efficient tech-
nique, and evaluate how it improves the current implementation. We also believe that the
work of decentralized control with communication [RC11] and modular control with coor-
dinator [KvS08] might be adapted to our framework in order to reduce the communication
between controllers.
Applying classical control theory may lead to strong restrictions in controlled systems.
One challenge is thus to develop techniques that would lead to the synthesis of more flex-
ible supervisors. One direction towards this “flexible” controller synthesis scheme is to
merge control and diagnosis techniques. The idea would be to control as far as possible
and then to diagnose whenever a fault occurs. Another possibility would be to control the
system with respect to a degraded property as soon as a diagnoser raises an alarm. An
interesting application domain for these techniques would be the security of networks or
web-services. Other more general and long-term research perspectives concern the active
control of reconfigurable systems, in which components can dynamically join or leave the
system. In this context, properties are also dynamic and depend on the system configu-
ration. We should then design on-line synthesis techniques and automatic deployment of
supervisors. We shall come back to this point in the general conclusion (Chapter 5).
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Chapter 4
Formal methods for the diagnosis
and the control of confidential
properties
Security is one of the most important and challenging aspects in designing services de-
ployed on large open networks like Internet or mobile phones, e-voting systems etc.
For such services, naturally subject to malicious attacks, methods to certify their se-
curity are crucial. In this context there has been a lot of research to develop formal
methods for the design of secure systems and a growing interest in the formal verifi-
cation of security properties [Low99, BAF05, BLL+05] and in their model-based test-
ing [Sch00b, LBW05, DFG+06, Le 07]. Security properties are generally divided into
three categories:
• availability: (a user can always perform the actions that are allowed by the security
policy),
• integrity: (something illegal cannot be performed by a user), and
• confidentiality: (some secret information cannot be inferred by a user).
We focus here on confidentiality and especially information flow properties. We use the
notion of opacity defined in [BKMR08] formalizing the absence of information flow, or
more precisely, the impossibility for an attacker to infer the truth of a predicate (it could
be the occurrence in the system of some particular sequences of events, or the fact that the
system is in some particular configurations).
Consider a predicate ϕ over the trajectories of a system G and an attacker observing
only a subset of the events of G. We assume that the attacker knows the model G.
In this context, the attacker should not be able to infer that a trajectory of G satisfies
ϕ. The secret ϕ is opaque for G with respect to a given partial observation if for every
trajectory of G that satisfies ϕ, there exists a trajectory, observationally equivalent from
the attacker’s point of view, that does not satisfy ϕ. In such a case, the attacker can never
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be sure that a trajectory of G satisfying ϕ has occurred. In the sequel, we shall consider
a secret ϕ corresponding to a set of secret states or given by a regular language. Finally,
note that the definition of opacity is general enough to define other notions of information
flow like trace-based non-interference and anonymity (see [BKMR08]). Note also that
secrecy [AČZ06] can be handled as a particular case of opacity (See Remark 4.2) and thus
our framework applies to secrecy as well. While usual opacity is concerned by the current
disclosure of a secret, K-opacity, introduced in [SH07], additionally models secret retrieval
in the past (e.g., K execution steps before) whereas initial-opacity relates to the membership
of the system’s initial state within a set of secret states. The system is initial-state opaque if
the observer is never sure whether the system’s initial state was a secret state or not [SH13].
For these different notions of opacity, besides deciding the absence of information flow
in the systems, the question that naturally arises is ”what can be done to correct the sys-
tem in order to preserve its opacity”. We shall consider two different kind of techniques
allowing to answer to this question:
• Supervisory control theory (SCT), which restricts the system’s behavior in order to
preserve the secret;
• Enforcement, which inputs observable events of the systems and outputs (possibly)
modified information to observers, such that the secret is preserved.
For the latter, it is either possible to dynamically change the observability status of an event,
making it invisible for the attacker [J9]; or postponing the production of the event in order
to avoid the disclosure of the secret [J2] [C10], or to enforce opacity by statically insert-
ing additional events in the output behavior of the system while preserving its observable
behavior [WL12]. We do not discuss in this introduction all works related to the study
of opacity of a secret for a given secret but the reader can refer to [JLF16] for a com-
plete review of the different approaches that have been proposed in the literature in the last
decade.
The contents of this chapter is as follows:
• In Section 4.1, we formally introduce the notion of opacity for a secret which can be
formulated either by means of languages or states.
• Section 4.2 provides a method allowing to check the opacity of a secret for a given
system. It is in particular shown that this problem is PSPACE-complete [J9].
• Section 4.3 is devoted to the diagnosis of information flow [C18]. We first char-
acterize the set of observations allowing an attacker to infer the secret information.
Further, based on the diagnosis of discrete event systems, we provide necessary and
sufficient conditions under which the detection and prediction of secret information
flow can be ensured, and it is possible to construct a monitor allowing an administra-
tor to detect it.
• In Section 4.4, we provide different techniques allowing to enforce such opacity
on transition systems by supervisory control following the scheme of Chapter 3
[J12],[C20].
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• Finally, in Section 4.5, we follow a different approach. We introduce the notion of
dynamic partial observability where the set of events the user can observe changes
over time. We show how to check that a system is opaque w.r.t. a dynamic observer
and also address the corresponding synthesis problem: given a system G and secret
set of states S, compute the set of dynamic observers under which S is opaque. It
turns out that this problem can be reduced to a two-players safety game and that
the set of such observers can be finitely represented and can be computed in EXP-
TIME [J9][C17].
4.1 Confidential information
There exists an information-flow whenever an attacker, denoted A is able to deduce con-
fidential information on the execution of a system G from the observation of a subset of
events Σa ⊆ Σ. Given a run of G corresponding to the execution of the sequence of event
s, the observation of the attacker A is given by the static natural projection PΣa(s) follow-
ing the architecture of Figure 4.1
System G Attacker A
Σa
Figure 4.1: View of G from A
In the sequel we let G = (Q, q0,Σ,−→) be a non-deterministic finite automaton over Σ.
The language Lϕ ⊆ Σ∗ represents a confidential information on the execution of G, i.e. if
the current trace of a sequence is s ∈ L(G), the user should not be able to deduce, from the
knowledge of PΣa(s) and the structure of G, that s ∈ Lϕ. As stressed earlier, the attacker
is armed with full information on the structure of G (he can perform computations using G
like subset constructions) but has only partial observability at runtime upon its behaviors,
namely the observed traces are in Σ∗a.
Next we introduce the notion of opacity first defined in [Maz04, BKMR08]. Intuitively,
a secret Lϕ is opaque with respect to a pair (G,Σa) if the attackerA can never be sure that
the current trace of the executed sequence in G is in Lϕ.
Definition 4.1 (Trace Based Opacity) Let Lϕ ⊆ Σ∗. The secret Lϕ is opaque with re-
spect to (L(G),Σo)1 if for all µ ∈ TracesΣa(G), [[µ]]Σa 6⊆ Lϕ. 
Example 4.1 Let G be the automaton depicted in Figure 4.2 with Σ = {h, p, a, b}, Σa =
{a, b}. The secret under consideration is the occurrence of the event “h”, and this can
defined by Lϕ = Σ∗.h.Σ∗. This should not be revealed to the users of the system, knowing
that “h” is not observable. Lϕ is not opaque w.r.t. (G,Σa) as by observing “b”, the sole
corresponding sequence in [[b]]Σa is h.b and thus it is in Lϕ. Note that if the attacker
observes only “a”, then it cannot tell whether the current sequence of actions of the system








Figure 4.2: Trace based opacity illustration
Remark 4.1 Given two languages L1 and L2 in Σ∗, a secret Lϕ such that Lϕ ⊆ Σ∗ and
an interface Σa. Assume that Lϕ is opaque w.r.t. (L1,Σa) and (L2,Σa), then Lϕ is opaque
w.r.t. L1 ∪ L2, but not necessarily w.r.t. L1 ∩ L2.
Given three languages L1, L2 and L3, G1, acting upon Σ such that L1 ⊆ L2 ⊆ L3, Lϕ
may be opaque w.r.t. (L2,Σa) but not opaque w.r.t. (L1,Σa) or (L3,Σa).
In view of correcting the system whenever it is not opaque, it is interesting to characterize
the sequences of L(G) that do not disclose the secret Lϕ.
Proposition 4.1 ([BBB+07]) Given a system G and a set of traces Lϕ, there always exists
a supremal prefix-closed sublanguage L′ of L(G) such that Lϕ is opaque w.r.t. L′ and Σa,
namely the language L′ = L(G) \ ((L(G) \ P−1Σa ◦ PΣa(L(G) \ Lϕ)).Σ∗). 
Intuitively, the language P−1Σa ◦ PΣa(L(G) \ Lϕ) is the set of “safe” sequences that do
not reveal Lϕ, whereas any sequence in L(G) \ P−1Σa ◦ PΣa(L(G) \ Lϕ) reveals Lϕ (these
sequences are extended with Σ∗ as, once ϕ has been revealed, this holds forever). We shall
denote by SupOp(L(G),Lϕ,Σ0) the function that computes the language L′ previously
defined.
An alternative definition of opacity is when the secret is a set of states of the system.
Definition 4.2 (State Based Opacity) Let F ⊆ Q. The secret F is opaque with respect to
(G,Σo) if for all µ ∈ TracesΣa(G), Post({q0}, [[µ]]Σa) 6⊆ F. 
Remark 4.2 We can extend the definition of opacity to a (finite) family of sets F =
{F1, F2, · · · , Fk}: the secret F is opaque with respect to (G,Σo) if for all F ∈ F , for
all µ ∈ TracesΣa(G), Post({q0}, [[µ]]Σa) 6⊆ F. This can be used to express other kinds of
confidentiality properties. For example, [AČZ06] introduced the notion of secrecy of a set
of states F . Intuitively, F is not secret w.r.t. G and Σa whenever after an observation µ, the
attacker either knows that the system is in F or knows that it is not in F . Secrecy can thus
be handled considering the opacity w.r.t. a family {F,Q \ F}.
In the sequel we consider only one set of states F and, when necessary, we point out what
has to be done for solving the problems with a family of sets.
Example 4.2 Consider the automaton G of Figure 4.3, with Σa = Σ = {a, b}. The secret
is given by the states represented by red squares i.e., F = {q2, q5}. The secret F is
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Figure 4.3: State based opacity illustration
certainly not state-based opaque with respect to (G,Σ), as by observing a trace of b∗.a.b,
an attacker A knows that the system is in a secret state. Notice that he does not know
whether it is q2 or q5 but still he knows that the state of the system is in F . 
From Trace-Based to State-Based Opacity. Let Lϕ be given by a finite and complete
automatonAϕ with accepting states Qϕ and initial state qϕ0 . Define G ×Aϕ with accepting
states Fϕ = Q×Qϕ.
Proposition 4.2 If Aϕ is deterministic then Lϕ is trace-based opaque w.r.t. (G,Σa) iff Fϕ
is State-Based opaque w.r.t. (G × Aϕ,Σa).
Hence in this case, Trace-Based Opacity can be reduced in polynomial time to State-Based
Opacity. If Aϕ is non-deterministic, prior to the previous construction we need to deter-
minize Aϕ and the product has size exponential in |Aϕ|.
4.2 Checking State Based Opacity
In this section, without lost of generality, we shall consider the verification of the state-
based opacity. Let G = (Q, q0,Σ,−→) be a non-deterministic LTS with F the set of secret
states. Checking the opacity of F w.r.t. (G,Σa) is based on the determinization via subset
construction adapted to our definition of opacity: DetΣa(G) denotes the deterministic LTS
which is computed from G. Now, based on this operation, to check whether F is opaque
w.r.t. (G,Σa) we can proceed as follows:
1. determinize G using the construction of Definition (1.5) and denote DetΣa(G) the
obtained LTS with states in 2Q. Note that the set of accepting states is Fo = 2F ;
2. check whether Fo is reachable in DetΣa(G)
• if yes, then F is not opaque w.r.t. (G,Σa),
• otherwise, F is opaque w.r.t. (G,Σa).
Indeed, if there exists µ ∈ Σ∗a such that µ ∈ LFo(DetΣa(G)), then according to Def. (1.5),
it entails that Post({qo}, [[µ]]Σa) ⊆ F , meaning that F is not opaque w.r.t. (G,Σa). Thus,
according to this construction, the set of observed traces for which the attacker knows that
the current execution discloses the secret is given by LFo(DetΣo(G)) where Fo = 2F .
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Example 4.3 Back to the LTS G of Fig. 4.2, DetΣa(G) is given in Fig. 4.4. It is easy to
check that Fo = {(q2, q5)} is reachable from qo, thus F is not opaque w.r.t. (G,Σa).
Remark 4.3 To check opacity for a family {F1, F2, · · · , Fk}, we define F to be the set
2F1 ∪ 2F2 ∪ · · · ∪ 2Fk (as pointed out before, this enables us to handle secrecy).
The previous construction shows that State Based Opacity on non-deterministic LTS can be
checked in exponential time. Actually, checking state based opacity for (non-deterministic)
LTS is PSPACE-complete. Given an LTS G over Σ and F the set of accepting states, the
(language) universality problem is to decide whether G accepts all possible sequences,
namely if LF (G) = Σ∗. If not, then G is not universal. From [MS72], checking language
universality for a non-deterministic LTS with accepting states is PSPACE-complete. It
might be shown that the problems of the problem of checking opacity of a secret and the
(language) universality problem the are equivalent [J9]. We thus obtain the following result:
Theorem 4.1 Checking opacity of F w.r.t. (G,Σa) is PSPACE-complete for non-
deterministic LTS.
Whenever G is not opaque, it is interesting to be able to detect an information flow from an
attacker A. This is the aim of the next section.
4.3 Diagnosis of information flows
We here consider three components: a system G, an attacker A and a monitor M (mod-
elling for example the administrator of the system or an intrusion detection system) (C.f.
Figure 4.5). We assume that the system G is modeled by a finite transition system. Users
interact with G through an interface PΣo , corresponding to the inputs/outputs of the system.
For this system, one can define some confidentiality policies. Following the approach
of [C22] for the diagnosis and [AČZ06, BKMR08], a secret is modeled by a property ϕ
given as a regular language over the alphabet Σ of the system G. The secret is preserved as
far as the attacker cannot surely infer that the property ϕ is satisfied by the current execution
of the system based on the observations performed through the interface PΣo . A contrario,
the monitorM tries to analyze the information flow between the system G and the attacker
A in order to raise an alarm whenever the secret has been revealed.
M can also try to predict the information flow. To do so, we assume that M knows the
power of the attacker (i.e. he knows the model of the system G and the interface Po of the
attacker). He observes the system through the interface PΣm (we do not assume any link





between the two interfaces). Further, based on the set of observations allowing the attacker
to infer the secret information, we provide necessary and sufficient conditions under which
detection and prediction of secret information flow can be ensured, and construct a monitor
M allowing an administrator to detect the attacks. This supervision is performed on-line,
the monitor raising an alarm whenever an information flow occurs.
4.3.1 Inference of Opacity by the attacker A
In this section, we consider a user A interacting with a system modeled by an LTS G =
(Q, qo,Σ,→) through an interface modeled by the projection PΣa and we assume that the
secret is given by a complete and deterministc LTSAϕ with accepting states Qϕ and initial
state qϕo . We say that a trajectory s ∈ L(G) is recognized by Aϕ, noted s |= ϕ whenever
s ∈ LQϕ(Aϕ).
Next, following the results presented in Section 2.2, we can build a function OϕA which
gives access, for each observation µ ∈ TracesΣa(G) to what an attacker A can infer on
s and ϕ. Formally, if s is the current execution of the system and µ = PΣa(s) is the
corresponding observation, the verdicts we are interested in are defined by the following
function:
OϕA : Σ∗A → V = {Y es, Inev, Inev Y es,Never,No, ?}
where the semantic of the verdicts is as follows:
1) OϕA(µ) = Y es if A knows that for the current execution s (s.t. PA(s) = µ), s |= ϕ;
2) OA(µ) = Inev if A knows that s 6|= ϕ but also that ϕ will be inevitably satisfied by all
the possible extensions of s;
3) OϕA(µ) = Inev ϕ if A knows that s |= ϕ or that ϕ will inevitably be satisfied in the
future but cannot distinguish between the two cases so far
4) OϕA(µ) = No if A knows that s 6|= ϕ, but ϕ is neither unavoidable nor impossible;
5) OϕA(µ) = ? in all the other cases, meaning that A cannot infer any useful information
with regards to s and ϕ after the observation µ = PA(s).
The explanation of how such a function can be derived from G, A and Σa as given in
Section 2.2.3.
Example 4.4 Consider the system G described in the left-hand side of Fig. 4.6. The alpha-
bet of G is Σ = {a, b, c,X, Y, Z, h, τ, δ}. We assume here that the secret property is given
by the occurrence of h (LTS Aϕ in the right-hand side of Fig. 4.6); in this example, the
attacker tries to infer the occurrence of the event h in the system.
The interface of the attacker is reduced to ΣA = {a, b, c, δ}. The observer OϕA that the
attacker A can build is given by the LTS depicted in the lower part of Fig. 4.6.
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Figure 4.6: G, Aϕ and the corresponding OϕA
Formal methods for the diagnosis and the control of confidential properties 91
4.3.2 Monitoring Opacity
Given a secret ϕ, based on the techniques described in the preceding sections, it is possible
to check whether ϕ is opaque w.r.t. G and the interface PΣa . When ϕ is not opaque, it can
be important for an administrator to supervise the system on-line by means of a monitor
M and to raise an alarm as soon as an information flow occurs. For this, we assume that
M knows the model of the system G and observes it through the interface PΣm . Moreover,
M knows the ability of the attacker A, meaning that the monitor knows that A observes
the system via the interface PΣa and that he can construct an observation function OϕA. We
do not assume any relation between PΣa and PΣm . Thus, M has to infer the attacker’s
knowledge based on the observation of TracesΣm(G) ⊆ Σ∗m. If ϕ is not opaque w.r.t.
the system G and the interface PΣa , an administrator can build an observation function to
diagnose the fact that the secret has been revealed. One can also be more accurate and try
to predict the fact that the secret will be inevitably known by the attacker strictly before the
information flow.
Note that it is not necessary to diagnose the fact that the system performed a sequence
satisfying the secret if this sequence does not correspond to a non-opaque execution (this
sequence does not reveal anything to the attacker); only the executions that lead to an
information flow have to be taken into account. Indeed, the secret ϕ is revealed to the
attacker by an execution s ∈ L(G) if and only if PΣa(s) ∈ LF0(DetΣa(G ×Aϕ)).
In other words, we are interested in diagnosing the property: ”The secret ϕ has been
revealed to the attacker”, which corresponds to the extention-closed language that can be
recognized by an LTS Ω, equipped with a set of final states FΩ such that:
LFΩ(Ω) = P−1Σa (LF0(DetΣa(G ×Aϕ))) · Σ
∗ (4.1)
Example 4.5 To illustrate the computation of (4.1), let us come back to Example 4.4. It is
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Figure 4.7: The LTS Ω computed from DetΣa(G ×Aϕ)
Supervision of Information Flow Given a system G, an attacker A observing G via the
interface PΣa and a secret ϕ (that we assume to be non-opaque), we describe now a method
allowing an administratorM observing G via the interface PΣm to know whether there is an
information flow or not. We assume that the monitor in charge of the supervision has a full
knowledge of G and knows the observation mask PΣa . As mentioned in the introduction of
this section,M does not directly observe ϕ. Only the trajectories causing an information
flow have to be supervised. We consider then the stable property Ω corresponding to the
trajectories of G inducing an information flow from G to A (see Eq. (4.1)). In order to
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construct the observer OΩM in charge of the supervision of Ω (i.e. corresponding to the
information leak of ϕ), we first build GΩ = G×Ω and the sets FGΩ , IGΩ , NGΩ (as described
in Step 2., Section 2.2.3).
Now, based on the techniques of the section 2.2.3, one can compute the LTSDetΣa(GΩ)
over ΣΣm from which we can derive an observer OΩM with the following verdicts: for
µ ∈ TracesΣm(G),
• OΩM(µ) = ”Y es”:M infers that Ω is satisfied and thus can deduce that A knows ϕ;
• OΩM(µ) = ”No”:M knows thatA does not know ϕ but might know it in the future;
• OΩM(µ) = ”Inev”: M knows that A will inevitably know ϕ but does not know it
yet;
• OΩM(µ) = ”Inev Y es”:M knows that A already knows or will know ϕ;
• OΩM(µ) = ”?” means thatM cannot deduce anything about the knowledge of A.
Unfortunately, the case OΩM(µ) = ”?” does not imply that the attacker A does not know
ϕ. As M and A observe the system via different interfaces, it might be the case that A
already knows ϕ and thatMwill never infer this information. This corresponds to the non-
diagnosability of Ω [C22]. This can occur when there exist two arbitrarily long trajectories
s and s′ corresponding to the same observation µ such that s ∈ LFΩ(Ω) (thus a non-opaque
trajectory of ϕ) and s′ 6∈ LFΩ(Ω). In the next section, we will give necessary and sufficient
conditions under which this case does not occur.
4.3.3 Necessary and sufficient conditions for detection/prediction of
information flow
Consider the system G as well as the property Ω described in the previous section.
4.3.3.1 Diagnosability
Intuitively, G is Ω-diagnosable ([SSL+96],[C22]) if there exists n ∈ N such that for any
trajectory s of G such that s |= Ω, Ω becomes non-opaque after waiting for at most n obser-
vations. In the case of monitoring opacity, this means that when the monitor is observing
a trace in LFΩ(Ω), a “Yes” answer should be produced by the observer after finitely many
observed events. Hence, if there exists s ∈ L(G) triggered by the system such that s is non-
opaque for A, thenM will surely know it at most n observed events after the observation
of PΣm(s).
4.3.3.2 Predictability
If the system is Ω-diagnosable, then it might be interesting to refine the verdict by predict-
ing the satisfaction of the property strictly before its actual occurrence (see Section 2.2).
Roughly speaking, Ω is predictable if it is always possible to detect the future satisfaction
of Ω, strictly before this happens, only based on the observations. This property means that
for any trajectory s that satisfies Ω, there exists a strict prefix t that does not satisfy Ω, such
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that any trajectory u compatible with observation PΣm(t) will inevitably be extended into
a trajectory u.v satisfying Ω. In our setting, this means thatM can always predict that A
will know ϕ and then the system operator can be warned in time to halt the system or can
take counter-measures in order to avoid the secret to be revealed.
Example 4.6 To illustrate this section, we still consider the system G and the secret ϕ
defined in Example 4.4. Assume that the interface of the monitor M is Σm = {x, y},
Pred :M knows
thatA will but does











Figure 4.8: Observation function OΩM
then the system is Ω-predictable. Indeed, after the observation of x,M knows that all the
possible extensions will satisfy Ω and thus that the secret will be revealed.
4.3.4 Conclusion
So far, in Section 4.2 and Section 4.3, we have shown how to model-check the opacity of
a system and to diagnose/predict that a user considered as an attacker might have inferred
information regarding the secret ϕ of the system G. In the next sections, we will show
how to ”correct” the system in such a way that this leakage of information does not happen
anymore.
4.4 Ensuring opacity by control
Our aim in this section is not to model-check (Section 4.2) or to diagnose information flow
(Section 4.3), but to enforce such properties on transition systems by supervisory control
following the scheme of Chapter 3. In these works, one considers a finite and deterministic
labeled transition system G over an alphabet Σ, a regular set S ⊆ Σ∗ (the secret) and a
subset Σa ⊆ Σ (the alphabet of the adversary), and one searches for a finite state supervisor
C enforcing the opacity of S w.r.t. the natural projection from Σ∗ to Σ∗a (by the opacity of
Lϕ we mean the opacity of the set of runs with traces in Lϕ). In this setting, G represents a
system running in the scope of an inquisitive adversary. The adversary observes all actions
in Σa and tries to infer from these partial observations the knowledge that the trace of the
run of G is in the secret set Lϕ.




Figure 4.9: Control Architecture
4.4.1 The opacity problem and preliminary results
One subtlety lays in the additional assumption that the adversary knows exactly the system
G and the supervisor C. This means that new confidential information may be inferred
by the adversary from the knowledge of C and the partial observation of the run of the
controlled system. To solve the problem, one might think of iterating the construction,
thus producing a decreasing chain of regular languages L(G) = K0 ⊇ K1 ⊇ K1 ⊇ . . . .
Unfortunately, the iteration may be infinite, hence it may not yield an effective construction
and it does not show either that this limit is regular. The exact problem is to find a supervisor
C that enforces the opacity ofLϕ w.r.t. L(G/C) and the projection from Σ∗ to Σ∗a, and this is
an intrinsically circular problem because the control objective cannot be expressed without
an explicit reference to the controller (this is not true when the control objective is a safety
property). The control problem can be stated as follows:
Problem 4.1 Given a system G and a set of traces Lϕ. an Attacker A observing the sys-
tem through Σa ⊆ Σ. Check the existence of a maximally permissive controller C that
observes G trough the interface Σm and controlling Σc ⊆ Σm such that Lϕ is opaque
w.r.t. (L(G/C),Σa).
In order to solve this problem, we first adapt a language-based approach and introduce the
following set of languages:
KLϕ = {K ⊆ L(G) |
K is controllablle w.r.t. L(G) and Σc,
K is observable w.r.t. L(G), Σm and Σc,
Lϕ is opaque w.r.t. (K,Σa)
}
and we denote by
K↑ = ∪K∈KLϕK
its supremal element. It turns out that unlike the other controllability and observability
properties (under the assumption that Σc ⊆ Σm), the opacity property is stable under
arbitrary union. This implies the following result:
Proposition 4.3 Problem 4.1 has a solution if K↑ 6= ∅, otherwise no control can enforce
the opacity of Lϕ.
Even though the previous proposition entails the existence of a unique maximal sub-
language of L(G), that is controllable, observable and in restriction to which Lϕ is opaque,
we still have to examine whether this language is regular (or at least, to exhibit sufficient
conditions for regularity) and to provide an effective computation of this language. It may
be remarked that restricting languages to ensure controllability and observability does not
always preserve opacity and the other way round (see Example 4.7). Thus, in a first attempt
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Figure 4.10: Control of non-opacity (I)
towards an effective computation of K↑, following the classical methodology of Supervi-
sory Control Theory, we establish below a fix-point characterization of this language by
alternating the computation of the supremal sub-language that ensures the opacity of Lϕ
and the supremal controllable and observable sub-language. To do so, consider the follow-
ing operator:
SupK(•) = SupCo(SupOp(•,Lϕ,Σ0),L(G),Σc,Σm)
Remark that SupK(•) si monotonic w.r.t. set inclusion. Now, as the prefix-closed subsets
of L(G) form a complete sub-lattice of P(Σ∗), it follows from Tarski’s Theorem [Tar55]
that SupK(•) has a greatest fix-point in this sub-lattice. Let K(Lϕ,L(G)) be the greatest
fix-point of the operator SupK(•) included in L(G). We can prove that
Proposition 4.4 K(Lϕ,L(G)) = K↑
This fix-point computation is illustrated in Example 4.7.
Example 4.7 The system to be controlled is given in Figure 4.10. We assume that Σa =
{a, b, d, e}, Σm = {a, c1, c2, b, d, e}, and Σc = {b, c1, c2, e}. The secret is given by the
language Lϕ = Σ∗.h.Σ∗. When observing d, the attacker knows that h occurred and
the secret is revealed (in state 5). By control, action c1 is disabled, thus avoiding the
uncontrollable sequence h.d to be triggered, and the LTS depicted in Figure 4.11(a) is
obtained. However, doing so, the secret is now revealed to the attacker who knows the
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Figure 4.11: Control of non-opacity (II)
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control law after the observation of the action b, which leads to disable the action c2, giving
the LTS of Figure 4.11(b). The secret is now opaque with respect to this LTS, which is the
maximal sub-LTS of the system with this property. 
Note that this fix-point characterization of K↑ does not ensure that this language can be
always computed by a finite iteration as shown in Example 2 in [C20].
4.4.2 Effective computation of the supremal solution
We now investigate sufficient conditions, induced by relations between the alphabets Σc,
Σm, and Σa under which K↑ is regular and one can effectively compute a finite automaton
generating this optimal opacity control. We first describe two cases for which the previous
fix-point computation terminates and finally design a novel algorithm not derived from the
classical control theory that computes K↑ whenever Σa ⊆ Σm but Σc and Σa are not
necessarily comparable.
Assumption 1: Σc ⊆ Σm ⊆ Σa [C20]. Under this assumption, the controller observes
and controls only a part of the actions of the attacker, meaning that it is less powerful
than the attacker. Nevertheless, this is a sufficient condition allowing to solve the control
problem.
Proposition 4.5 Assume Σc ⊆ Σm ⊆ Σa, then
K↑ = SupK(L(G))
Assumption 2: Σa ⊆ Σc ⊆ Σm [C20]. This assumption simply means that the con-
troller can observe all the actions of the attacker and control them.
Proposition 4.6 Assume Σa ⊆ Σc ⊆ Σm , then
K↑ = SupOp(L(G),Lϕ,Σ0)
In [C20], we provided non-trivial adaptation of Ramadge and Wonham’s methods effec-
tively computes K↑, whenever Σc ⊆ Σa ⊆ Σm, meaning that all actions of the attacker
can be observed by the controller, but only a part of them can be controlled2. One can think
that the controller can filter out the requests sent by the attacker to the system, whereas the
outputs of the system cannot be disabled by the controller. This is for example the behavior
of a firewall for Internet services. We hereby focus on a less restrictive assumption.
Assumption 3: Σc ⊆ Σm and Σa ⊆ Σm [J12]. We first show that solving the Opac-
ity Control Problem under the assumption Σ = Σa (full observation) induces a general
solution of the Opacity Control Problem. The parameter Σa of the Opacity Control Prob-
lem will therefore be eliminated from the subsequent sections where the problem is af-
forded a solution. Indeed one can show that the Opacity Control Problem with param-
eters (Σ, L(G), Lϕ, Σc,Σa, Σm) is equivalent to the same problem with parameters
2In [TO08], the authors also provided a method whenever Σm = Σ and (∀s, s′ ∈ L(G))(∀σ ∈ Σuc ∩ Σa)
s ∼Σa s′ ∧ sσ ∈ L(G)⇒ s′σ ∈ L(G)
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(Σm, PΣm(L(G)), L′ϕ, Σc,Σa, Σm), with L′ϕ = PΣm(L′ϕ) \ PΣm(L(G) \ Lϕ) (Propo-
sition5 in [J12]). Based on this, whenever Σa ⊆ Σm ⊆ Σ, one can reformulate the opacity
control problem in terms of the abstract system induced by the observation map PΣm and
a new secret L′ϕ derived from Lϕ, solve the problem in this abstract setting, and lift up the
solution K′ ↑ to the original setting as K ↑ = P−1Σm(K′ ↑) ∩ L(G).
In the sequel, we assume without lost of generality that the transition system G recog-
nizes the secret Lϕ, i.e. G = (Q,Σ, , q0,−→, Qϕ) such that for any s ∈ Σ∗, s ∈ L(G) iff
δG(q0, s) is defined and s ∈ Lϕ iff δG(q0, s) ∈ Qϕ. This second condition, even though it
does not hold for arbitrary G and Lϕ, always holds for the parallel composition of G and a
complete deterministic automaton recognizing Lϕ.
Throughout the section, d : Q×2Q×Σ→ Q denotes a partial map such that d(q, E, σ)
is either equal to δ(q, σ) or undefined. Let us recall the following.
Definition 4.3 Given d : Q × 2Q × Σ → Q, define inductively d(q, E, ε) = q and
d(q, E, σs) = d(d(q, E, σ), E, s) for σ ∈ Σua and s 6= ε. Let δd : (Q× 2Q)×Σ→ (Q×
2Q) be the partial transition map on Q× 2Q such that δd((q, E), σ) = (q′, E′) is given by
q′ = d(q, E, σ), E′ = E if σ /∈ Σa, andE′ = d(E,E, (Σ\Σa)∗σ) otherwise. For s ∈ Σ∗,
define inductively δd((q, E), ε) = (q, E) and δd((q, E), sσ) = δd(δd((q, E), s), σ). Let
A(d) denote the LTS which is generated by the partial transition map δd from the initial
state (q0, {q0}). Thus A(d) = (Θd,Σ, δd, (q0, {q0})) where Θd is the closure of the set
{(q0, {q0})} under δd. Finally let L(d) = L(A(d)). •
Note that by definition of δd, L(d) ⊆ L(G).
Example 4.8 Let G be the transition system depicted in Figure 4.12, with Q =
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Figure 4.12: G
Let δG : Q×Σ→ Q be the partial map defined according to the arcs of the picture. G may
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be seen as a representation of all sequences of possible moves of an agent in a three storey
building with a south wing and a north wing, both equipped with lifts and both connected
by a corridor at each floor. Moreover, there is a staircase that leads from the first floor in
the south wing to the third floor in the north wing. The agent starts from the first floor in the
south wing. He can walk up the stairs (s) or walk through the corridors (c) from south to
north without any control. The lifts can be used several times one floor upward (u) and at
most once one floor downwards (d) altogether. The moves of the lifts are controllable. Thus
Σc = {u, d} and Σuc = {s, c}. The secret is that the agent is either at the second floor in
the south wing or at the third floor in the north wing (red square states in Figure 4.12). The
adversary may gather the exact sub-sequence of moves in Σa = {s, c, u} from sensors, but
he cannot observe the upward moves of the lifts. Thus Σa = {u, c, s} and Σuo = {d}.
Let d0 : Q × 2Q × Σ → Q be the map defined with d0(q, E, σ) = δ(q, σ). The
automaton A(d0) defined from G is depicted in Figure 4.13. Each configuration (q, E) of
the automaton is represented with q in the first line and with the list of elements of E in the
second line. For instance,
δd0((1, {1}), c) = (d0(1, {1}, c), d0({1}, {1}, d∗c))
= (4, {4, 9}).
In fact,
• d0(1, {1}, c) = δ(1, c) = 4,
• d0(1, {1}, d) = δ(1, d) = 6, and
• d0(1, {1}, dc) = d0(d0(1, {1}, d), {1}, c) = δ(6, c) = 9.
Similarly,
δd0((4, {4, 9}), u)
= (d0(4, {4, 9}, u), d0({4, 9}, {4, 9}, d∗u)) = (5, {5, 10})
because
d0(4, {4, 9}, d∗u)
= {d0(4, {4, 9}, u), d0(d0(4, {4, 9}, d), {4, 9}, u)}
= {δ(4, u), δ(δ(4, d), u)} = {5, 10}.
In contrast
δd0((4, {4}), d)
= (d0(4, {4}, d), {4}) = (δ(4, d), {4}) = (9, {4})
because d ∈ Σua. 
All other examples presented in the section are continuations of Example 4.8.
Throughout the section, we let θ = (q̃, Ẽ) ∈ Q× 2Q with q̃ ∈ d(Ẽ, Ẽ,Σ∗ua).
We will now investigate which words in L(d) actually disclose the secret Lϕ to the ad-
versary, and how one can remedy these security failures. First, let us introduce a definition.
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Definition 4.4 Given a partial map d : Q × 2Q × Σ → Q, let LE(d) = {E ⊆ Q |E 6=
∅ ∧ d(E,E,Σ∗uo) ⊆ Qϕ} be the associated set of loosing estimates, and for any θ = (q̃, Ẽ)
in Q× 2Q such that q̃ ∈ d(Ẽ, Ẽ,Σ∗uo), let
LT (d, θ) = {s ∈ Σ∗ | δd(θ, s) ∈ Q× LE(d)}
be the set of loosing traces w.r.t. state q̃ of G, adversary’s state estimate Ẽ and control d. •
Proposition 4.7 If for every configuration θ = δd((q0, {q0}), s̃) reached in A(d),
LT (d, θ) = ∅ then Lϕ is opaque w.r.t. L(d) and Σa.
We have now in hands all elements needed to compute d ↑ : Q × 2Q × Σ → Q such that
Lϕ is opaque w.r.t. (L(d↑),Σa) and L(d↑) = K↑ is the largest controllable sublanguage
of L(G) with this property. To do so, we introduce the following partial map:
Definition 4.5 Given d : Q× 2Q × Σ→ Q, let φ(d) ⊆ d be the partial map such that
• φ(d)(q, E, σ) is undefined if σ ∈ Σc and
– either q 6∈ d(E,E,Σ∗ua)
– or LT (d, θ) ∩ Σ∗uc 6= ∅ for θ = δd((q, E), σ),
• φ(d)(q, E, σ) = d(q, E, σ) otherwise.
Example 4.9 Let d1 = φ(d0). We restrict our attention to pairs (q, E) such that E ⊆ E′
for some reachable configuration (q, E′) of A(d0), which is enough for computing Ad1 .
Then d1(q, E, u) is undefined for q = 7 and ∅ 6= E ⊆ {2, 7} or for q = 10 and any
∅ 6= E ⊆ {5, 10}. Similarly, d1(q, E, d) is undefined for q = 1 and E = {1}. This is so
because ds ∈ LT (d0, (1, {1})) and s is not controllable. The resulting automaton Ad1 is




























Definition 4.6 Let d † = dn for the least n such that dn+1 = dn where di+1 = φ(di) and
d0 : Q× 2Q × Σ→ Q is the map defined with d0(q, E, σ) = δ(q, σ). •
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Example 4.10 Given that d1(E,E,Σ∗ua) = E ∪ {d1(q, E, d) | q ∈ E}, LE(d1) contains
exactly one loosing estimate, namely the singleton set {1}. Thus, u ∈ LT (d1, (0, {0}))
and d2(0, {0}, u) is undefined. The automaton Ad2 is depicted in Figure 4.15. The reader























Based on this definition, we can conclude that
Theorem 4.2 K↑ = L(d ↑) is the largest prefix-closed and controllable sub-language of
L(G) s.t. Lϕ is opaque w.r.t. K† and Σa and is regular.
Example 4.11 The optimal control defined by the automaton Ad2 prevents the agent from
using the lift of the south wing, and it also prevents the agent from using the lift of the
north wing from the second floor to the third floor at any time after he has used this lift
downwards. 
4.4.3 Conclusion
Given a system modeled by an G over Σ∗, a regular secret Lϕ ⊆ Σ∗ and an adversary ob-
serving a subset Σa ⊆ Σ of the events of G, we have addressed the problem of computing
the supremal controller that enforces the opacity of Lϕ on G while observing and control-
ling respective subsets Σm and Σc ⊆ Σm of events of G under various assumptions on
the set of events. The question is open whether the supremal controller is still regular and
effectively computable when Σm and Σa are not comparable. We would like to add that
the control synthesis algorithm which has been proposed can be easily adapted to enforce
the notion of secrecy as defined in [AČZ06].
4.5 Ensuring opacity by dynamic filtering
In this section, instead of restricting the behavior of the system by means of a controller
which enables/disables some actions, we consider dynamic observers that will dynamically
change the set of observable events in order to ensure opacity. Compared to the approaches
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related to the supervisory control theory, this approach is not intrusive in the sense that it
does not restrict the system behavior but only hides observable events. Indeed, one can
think of a dynamic observer as a monitor or a filter (See Figure 4.16) which is added on top
of the system.
System G Filter D Attacker Au ∈ Σ
∗ D(u)
Figure 4.16: Architecture filtering out fequences of events in G
We here show how to check opacity when the dynamic observer is given by a finite LTS,
thus extending the results of the previous section. Second we give an algorithm to compute
the set of all dynamic observers which can ensure opacity of a secret ϕ for a given system
G. Notice also that secrecy (see section 4.1) can be handled as a particular case of opacity
and thus our framework applies to secrecy as well.
Remark 4.4 The notion of dynamic observers was already introduced in [CT08] for the
fault diagnosis problem. Notice that the fault diagnosis problem and the opacity problems
are not reducible one to the other and thus we have to design new algorithms to solve the
opacity problems under dynamic observations.
4.5.1 Opacity with Dynamic Projection
So far, we have assumed that the observability of events is given a priori and this is why
we used the term static projections/observers. We generalize this approach by considering
the notion of dynamic projections encoded by means of dynamic observers as introduced
in [CT08] for the fault diagnosis problem. In this section, we formulate the opacity problem
using dynamic observers and introduce the notion of dynamic projection that permits to
render unobservable some events after a given observed trace (for example, some outputs
of the system). To illustrate the benefits of such projections, we consider the following
example:
Example 4.12 Consider again the LTS G of Example 4.2, Figure 4.3, where the set of
secret states is F = {q2, q5}. With Σo = Σ = {a, b}, F is not opaque. If either Σo = {a}
or Σo = {b}, then the secret becomes opaque. Thus if we have to define static sets of
observable events, at least one event will have to be permanently unobservable. However,
the less you hide, the more important is the observable behavior of the system. Thus, we
should try to reduce as much as possible the hiding of events. For this particular example,
we can be more efficient by using a dynamic observer that will render unobservable an
event only when necessary. In this example, after observing b∗, the attacker still knows that
the system is in the initial state. However, if a subsequent “a” follows, then the attacker
should not be able to observe “b” as in this case it could know that the system is in a secret
state. We can then design a dynamic events hider as follows: at the beginning, every event
is observable; when an “a” occurs, the observer hides any subsequent occurrences of “b”
and permits only the observation of “a”. Once an “a” has been observed, the observer
releases its hiding by letting both “a” and “b” be observable again.
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4.5.1.1 Opacity Generalized to Dynamic Projection
In this section, we define the notion of dynamic projection and its associated dynamic
observer. We show how to extend the notion of opacity in order to take into account the
dynamic aspect of events’ observability.
Dynamic projections and dynamic observers An (observation-based) dynamic projec-
tion is a function that decides to let an event be observable or to hide it (see Figure 4.16),
thus playing the role of a filter between the system and the attacker to prevent information
flow. Such a projection can be defined as follows:
Definition 4.7 A dynamic observability choice is a mapping TD : Σ∗ → 2Σ. The
(observation-based) dynamic projection induced by TD is the mapping D : Σ∗ → Σ∗
defined by: D(ε) = ε and for all u ∈ Σ∗, and all σ ∈ Σ,
D(u.σ) = D(u).σ if σ ∈ TD(D(u)) and D(u.σ) = D(u) otherwise. (4.2)
Assuming that u ∈ Σ∗ occurred in the system and µ ∈ Σ∗ has been observed so far by the
attacker i.e., µ = D(u), then the events that are currently observable are the ones which
belong to TD(µ). Note that the choice of this set cannot change until an observable event
occurs in the system. Given µ ∈ Σ∗, D−1(µ) = {u ∈ Σ∗ | D(u) = µ} i.e., the set of
sequences that project onto µ.
Example 4.13 A dynamic projection D : Σ∗ → Σ∗ corresponding to the one we intro-
duced in Example 4.12 can be induced by the dynamic observability choice TD defined by
∀u ∈ b∗.a, TD(u) = {a}, and TD(u) = {a, b} for all the other sequences u ∈ Σ∗.
For a model G as above and a dynamic projection D, we denote by TrD(G) = D(L(G)),
the set of observed traces. Conversely, given µ ∈ TrD(G), the set of words [[µ]]D of G that
are compatible with µ is defined by:
[[ε]]D = {ε} and for µ ∈ Σ∗, σ ∈ Σ : [[µ.σ]]D = D−1(µ).σ ∩ L(G)
Given two different dynamic projections D1 and D2 and a system G over Σ, we say that
D1 and D2 are G-equivalent, denoted D1 ∼G D2, whenever for all u ∈ L(G), D1(u) =
D2(u). The relation∼G identifies two dynamic projections when they agree on L(G); they
can disagree on other words in Σ∗ but since they will not be generated by G, it will not
make any difference from the attacker point of view. In the sequel we will be interested in
computing the interesting part of dynamic projections given G, and thus we will compute
one dynamic projection in each class.
Definition 4.8 Given an LTS G = (Q, q0,Σ,−→), with F ⊆ Q, the set of secret states, F
is opaque with respect to (G, D) if
∀µ ∈ TrD(G), PostG({q0}, [[µ]]D) 6⊆ F (4.3)
Again, this definition extends to families of sets. We say that D is a valid dynamic projec-
tion if (4.3) is satisfied (i.e., whenever F is opaque w.r.t. (G,D)) and we denote by D the
set of valid dynamic projections. Obviously if D1 ∼G D2, then D1 is valid if and only if
D2 is valid. We denote by D∼G the quotient set of D by ∼G .
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Remark 4.5 Let Σo ⊆ Σ be a fixed subset of actions, then if D is a dynamic projection
that defines a constant mapping making actions in Σo always observable (and the others
always unobservable), we have D(µ) = PΣo(µ) and we retrieve the original definition of
state based opacity in case of static projection. Finally, note that we can also alternatively
consider a trace-based opacity as the one defined in Definition 4.1, with dynamic projec-
tion instead of natural projection with a result similar to the one of Proposition 4.2. The
property of secrecy can be extended as well using dynamic projection.
In the sequel, we will be interested in checking the opacity of F w.r.t. (G, D) or to syn-
thesize such a dynamic projection D ensuring this property. In Section 4.1, the dynamic
projection was merely the natural projection and computing the observational behavior of
G was easy. Here, we need to find a characterization of these dynamic projections that can
be used to check opacity or to enforce it. To do so, we introduce the notion of dynamic
observer [CT08] that will encode a dynamic projection in terms of LTS’s.
Definition 4.9 (Dynamic observer) An observer is a complete and deterministic LTSO =
(X,x0,Σ, δo,Γ) where X is a (possibly infinite) set of states, x0 ∈ X is the initial state, Σ
is the set of input events, δo : X ×Σ→ X is the transition function (a total function), and
Γ : X → 2Σ is a labeling function that specifies the set of events that the observer keeps
observable at state x. We require that for all x ∈ X and for all σ ∈ Σ, if σ /∈ Γ(x), then
δo(x, σ) = x, i.e., if the observer does not want an event to be observed, it does not change
its state when such an event occurs.
We extend δo to words of Σ∗ by: δo(q, ε) = q and for u ∈ Σ∗, σ ∈ Σ, δo(q, u.σ) =
δo(δo(q, u), σ). Assuming that the observer is at state x and an event σ occurs, it outputs σ
whenever σ ∈ Γ(x) or nothing (ε) if σ /∈ Γ(x) and moves to state δo(x, σ). An observer
can be interpreted as a functional transducer taking a string u ∈ Σ∗ as input, and producing
the output which corresponds to the successive events it has chosen to keep observable.
Example 4.14 Examples of dynamic observers are given in Figure 4.17. 
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Figure 4.17: Examples of Dynamic Observers
We now relate the notion of dynamic observer to the notion of dynamic projection.
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Proposition 4.8 Let O = (X,x0,Σ, δo,Γ) be an observer and define DO as fol-
lows: DO(ε) = ε, and for all u ∈ Σ∗, DO(u.σ) = DO(u).σ if σ ∈
Γ(δo(x0, u)) and DO(u) otherwise. Then DO is a dynamic projection.
In the sequel, we shall write [[µ]]O for [[µ]]DO .
Proposition 4.9 Given a dynamic projection D and TD its dynamic observability choice,
we can define the dynamic observer OD = (Σ∗, ε,Σ, δD, TD) where δD(u, σ) = D(u.σ).
Note that there might exists several equivalent observers that encode the same dynamic pro-
jection. For example, the observer depicted in Figure 4.17(b) is one observer that encodes
the dynamic projection described in Example 4.13. But, one can consider other observers
obtained by unfolding an arbitrary number of times the self-loops in states 1 or 3. Finally, to
mimic the language theory terminology, we will say that a dynamic projection D is regular
whenever there exists a finite state dynamic observer O such that DO = D.
To summarize this part, we can state that with each dynamic projectionD, we can associate
a dynamic observer OD such that D = DOD . In other words, we can consider a dynamic
projection or one of its associated dynamic observers whenever one representation is more
convenient than the other. If the dynamic projection D derived fromO is valid, we say that
O is a valid dynamic observer. In that case, we will say that F is opaque w.r.t. (G,O) and
we denote by OBS(G) the set of all valid dynamic observers.
Checking opacity The first problem we are going to address consists in checking whether
a given dynamic projection ensures opacity. To do so, we assume given a dynamic observer
which defines this projection map. The problem, we are interested in, is then the following:
Problem 4.2 (Dynamic State Based Opacity Problem)
INPUT: A non-deterministic LTS G = (Q, q0,Σ, δ, F ) and a dynamic
observer O = (X,x0,Σ, δo,Γ).
PROBLEM: Is F opaque w.r.t. (G,O) ?
We first construct an LTS which represents what an attacker will see under the dynamic
choices of observable events made by O (i.e. by hiding in G the events the observer has
chosen to hide after observing a given trace). To do so, we define the LTS G ⊗ O =
(Q×X, (q0, x0),Σ∪ {τ}, δ, F ×X) where τ is a fresh letter not in Σ and δ is defined for
each σ ∈ Σ, and (q, x) ∈ Q×X by:
• δ((q, x), σ) = δG(q, σ)× {δo(x, σ)} if σ ∈ Γ(x);





Proposition 4.10 F is opaque w.r.t. (G,O) if and only if F × X is opaque w.r.t. to (G ⊗
O,Σ).
The previous result is general, and if O is a finite state observer we obtain the following
theorem:
Theorem 4.3 For finite state observers, Problem 4.2 is PSPACE-complete.
As Proposition 4.10 reduces the problem of checking opacity with dynamic observers to
the problem of checking opacity with static observers, Theorem 4.3 extends to family of
sets (and thus to secrecy).
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4.5.2 Enforcing opacity with dynamic projections
So far, we have assumed that the dynamic projection/observer was given. Next we will
be interested in synthesizing one in such a way that the secret becomes opaque w.r.t. the
system and this observer. Initially we assume that the attacker can observe all events in
Σ. The problem we have in mind is to add an interface (a dynamic observer/projection)
between the system and the attacker that will filter out some events so that the confidential
information never leaks, following the architecture of Figure 4.16. Thus the problem can
be stated as follows:
Problem 4.3 (Dynamic Observer Synthesis Problem)
INPUT: A non-deterministic LTS G = (Q, q0,Σ, δ, F ).
PROBLEM: Compute the set of valid observers OBS(G)3.
Deciding the existence of a valid observer is trivial: it is sufficient to check whether always
hiding Σ is a solution. Moreover, note that OBS(G) can be infinite and that there might be
an infinite number of different valid projections/observers ensuring the opacity of F with
respect to G.
To solve Problem 4.3, we reduce it to a safety 2-player game. Player 1 will play the
role of an observer and Player 2 what the attacker observes. Assume the LTS G can be in
any of the states s = {q1, q2, · · · , qn}, after a sequence of actions occurred. A round of the
game is: given s, Player 1 chooses which letters should be observable next i.e., a set t ⊆ Σ;
then it hands it over to Player 2 who picks up an observable letter σ ∈ t; this determines a
new set of states on which G can be after observing σ, and the turn is back to Player 1. The
goal of the Players are defined by:
• The goal of Player 2 is to pick up a sequence of letters such that the set of states that
can be reached after this sequence is included in F . If Player 2 can do this, then it
can infer the secret F . Player 2 thus plays a reachability game trying to enforce a
particular set of states, say Bad (i.e., the states in which the secret is disclosed).
• The goal of Player 1 is opposite: it must keep the game in a safe set of states where
the secret is not disclosed. Thus Player 1 plays a safety game trying to keep the game
in the complement set of Bad.
As we are playing a (finite) turn-based game, Player 2 has a strategy to enforce Bad iff
Player 1 has no strategy to keep the game in the complement set of Bad (turn-based finite
games are determined [Mar75]).
We now formally defines the 2-player game and show that it allows us to obtain a finite
representation of all the valid dynamic observers. Let H = (S1 ∪S2, s0,M1 ∪M2, δH) be
a deterministic game LTS given by:
• S1 = 2Q is the set of Player 1 states and S2 = 2Q × 2Σ the set of Player 2 states;
• the initial state of the game is the Player 1 state s0 = {q0};
• Player 1 will choose a set of events to hide in Σ. Thus, Player 1 actions are in the
alphabet M1 = 2Σ and Player 2 actions in M2 = Σ;
• the transition relation δH ⊆ (S1 ×M1 × S2) ∪ (S2 ×M2 × S1) is given by:
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– Player 1 moves (choice of events to observe): if s ∈ S1, t ⊆ Σ, then δH(s, t) =
(s, t);
– Player 2 moves (choice of next observable event): if (s, t) ∈ S2, σ ∈ t and
s′ = Post(s, (Σ \ t)∗.σ) 6= ∅, then δH((s, t), σ) = s′.
We define the set of Bad states to be the set of Player 1 states s s.t. s ⊆ F . For family of
sets F1, F2, · · · , Fk, Bad is the set of states 2F1 ∪ 2F2 ∪ · · · ∪ 2Fk .
Remark 4.6 If we want to exclude the possibility of hiding everything for Player 1,
it suffices to build the game H with this constraint on Player 1 moves (i.e., ∀s ∈
S1, enabled(s) 6= ∅). Using a similar method, we can also consider other kinds of
constraints: for example, a valid observer could choose to hide outputs whenever it is
necessary to preserve the secret, however, this observer must keep observable (and thus
accepted) all the requests sent by the attacker to the system. To do so, assuming that Σ is
partitioned into Σ? ∪ Σ!, where Σ? denotes the set of inputs of the system and Σ! the set
of outputs events, we can force the observer to choose to hide only events of Σ!, letting ob-
servable all the actions performed by the attacker by building the game H so that ∀s ∈ S1,
2Σ? ⊆ enabled(s). 
Let Runsi(H), i = 1, 2 be the set of runs of H that end in a Player i state. A strategy for
Player i is a mapping fi : Runsi(H) → Mi that associates with each run that ends in a
Player i state, the new choice of Player i. Given two strategies f1, f2, the gameH generates
the set of runs Outcome(f1, f2, H) combining the choices of Players 1 and 2 w.r.t. f1 and
f2. f1 is a winning strategy for Playing 1 inH for avoidingBad if for all Player 2 strategies
f2, no run of Outcome(f1, f2, H) contains a Bad state. A winning strategy for Player 2 is
a strategy f2 s.t. for any strategy f1 of Player 1, Outcome(f1, f2, H) reaches a Bad state.
As turn-based games are determined, either Player 1 has a winning strategy or Player 2 has
a winning strategy.
We now relate the set of winning strategies for Player 1 inH to the set of valid dynamic
projections. Let PM2(%) = PΣ(tr(%)) for a run % of H .
Definition 4.10 Given a dynamic projectionD, we define a strategy fD such that for every
% ∈ Runs1(H), fD(%) = TD(PM2(%)). 
Let Outcome1(f1, H) = (∪f2Outcome(f1, f2, H)) ∩ Runs1(H) be the set of runs ending
in a Player 1 state which can be generated in the game when Player 1 plays f1 against all
the possible strategies of Player 2. The set of runs Outcome2(f2, H) is similarly defined.
Proposition 4.11 Let D be a dynamic projection. D is valid if and only if fD is a winning
strategy for Player 1 in H .
Given a strategy f for Player 1 in H , for all µ ∈ Σ∗, there exists at most one %µ ∈
Outcome1(f,H) such that PM2(tr(%µ)) = µ.
Definition 4.11 Let f be a strategy for Player 1 in H . We define the dynamic projection
Df induced by the dynamic observability choice Tf : Σ∗ → 2Σ given by: Tf (µ) = f(%µ)
if %µ. 
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Proposition 4.12 If f is a winning strategy for Player 1 in H , then Df is a valid dynamic
observer.
Notice that we only generate a representative for each of the equivalence classes induced
by ∼G . However, an immediate consequence of the two previous propositions is that there
is a bijection between the set of winning strategies of Player 1 and D∼G .
4.5.2.1 Most Permissive Dynamic Observer
We now define the notion of most permissive dynamic observers and show the ex-
istence of a most permissive dynamic observer for a system G. For an observer
O = (X,xo,Σo, δo,Γ) and s ∈ Σ∗, recall that Γ(δo(xo, s)) is the set of events that
O chooses as observable after observing s. Assume s = σ0.σ1 · · ·σk. Let s =
Γ(xo).σ1.Γ(δo(xo, σ1)).σ2.Γ(δo(xo, σ2)) · · ·σk.Γ(δo(xo, σk))) i.e., s contains the history
of whatO has chosen to observe at each step and the events that occurred after each choice.
Definition 4.12 Let O∗ : (2Σ.Σ)∗ → 22Σ . By definition, such a mapping O∗ is the most
permissive observer4 for ensuring that F is opaque if the following holds:
O = (X,xo,Σo, δo,Γ) is a valid observer ⇐⇒ ∀w ∈ L(G), Γ(δo(xo, w)) ∈ O∗(w)
The definition of the most permissive observer states that any valid observerO must choose
a set of observable events inO∗(w) on input w; if an observer chooses its set of observable
events in O∗(w) on input w, then it is a valid observer.
Theorem 4.4 The most permissive dynamic observer O∗ can be represented by a finite
LTS FH .
The previous theorem states that FH can be used to generate any observer. In particular,
given a state-based winning strategy, the corresponding valid observer is finite and thus its
associated dynamic projection is regular.
An immediate corollary of Theorem 4.4 is the following:
Corollary 4.1 Problem 4.3 is in EXPTIME.
Example 4.15 To illustrate this section, we consider the following small example. The
system is depicted by the LTS in Figure 4.18(a). The set of secret states is reduced to the
state (2). Figure 4.18(b) represents the associated game LTS. The states of Player 1 are
represented by circles whereas the ones of Player 2 are represented by squares. The only
bad states is the state (2) (bottom right). The most permissive strategy is obtained when
Player 1 does not allow transition {a, b} to be triggered in state (1) (otherwise, Player 2
could chose to observe either event a or b and in this case the game will evolve into state
(2) and the secret will be revealed). The dashed lines represent the transitions that are
removed from the game LTS to obtain FH . Finally, Figure 4.18(c) represents a possible
observer O generated from the game LTS. 
4Strictly speaking O∗ is not an observer because it maps to sets of sets of events whereas observers map to
sets of events. Still we use this term because it is the usual terminology in the literature.








(b): The game LTS
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Figure 4.18: Example of a game LTS
4.5.2.2 Optimal Dynamic Observer
Among all the possible observers that ensure the opacity of the secret, it is worthwhile
noticing that some are better (in some sense) than others: they hide less events on average.
We here define a notion of cost for observers which captures this intuitive notion. We
first introduce a general cost function and we show how to compute the cost of a given
pair (G,O) where G is a system and O a finite state observer. Second, we show that
among all the valid observers (that ensure opacity), there is an optimal cost, and we can
compute an observer which ensures this cost. The problems in this section and the solutions
are closely related to the results in [CT08] and use the same tools: Karp’s mean-weight
algorithm [Kar78] and a result of Zwick and Paterson [ZP96]. We want to define a notion
of cost which takes into account the set of events the observer chooses to hide and also
how long it hides them. We assume that the observer is a finite LTS O = (X,x0,Σ, δo,Γ).
With each set of observable events Σ′ ∈ 2Σ we associate a cost of hiding Σ \ Σ′ which is
a positive integer. We denote Cost : 2Σ → N this function. Now, if O is in state x, the
current cost per time unit is Cost(Γ(x)). Let Runsn(G) be the set of runs of length n in
Runs(G). Given a run ρ = q0 σ1−−→ q1 · · · qn−1 σn−−→ qn ∈ Runsn(G), let xi = δo(x0, wi)







Notice that the time basis we take is the number of steps which occurred in G. Thus if
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the observer is in state x, and chooses to observe Γ(x) at steps i and i+ 1, Cost(Γ(x)) will
be counted twice: at steps i and i+ 1. The definition of the cost of a run corresponds to the
average cost per time unit, the time unit being the number of steps of the run in G. Define
the cost of the set of runs of length n that belongs to Runsn(G) by: Cost(n,G,O) =
max{Cost(ρ,G,O) | ρ ∈ Runsn(G)}. The cost of an observer with respect to a system G
is
Cost(G,O) = lim sup
n→∞
Cost(n,G,O) (4.4)
(notice that the limit may not exist whereas the limit sup is always defined.) To compute
the cost of a given observer, we can use a similar algorithm as the one given in [CT08], and
using Karps’s maximum mean-weight cycle algorithm [Kar78]:
Theorem 4.5 Computing Cost(G,O) is in PTIME.
Finally we can solve the following optimization problem:
Problem 4.4 (Bounded Cost Observer)
INPUTS: A LTS G = (Q, q0,Σ, δ, F ) and an integer k ∈ N.
PROBLEMS:
(A) Is there any O ∈ OBS(G) s.t. F is opaque w.r.t. (G,O) and Cost(G,O) ≤ k ?
(B) If the answer to (A) is “yes”, compute a witness observer O s.t. Cost(G,O) ≤ k.
To solve this problem we use a result from Zwick and Paterson [ZP96], which is an exten-
sion of Karp’s algorithm for finite state games.
Theorem 4.6 Problem 4.4 can be solved in EXPTIME.
The solution to this problem is the same as the one given in [CT08], and the proof for the
opacity problem is detailed in [J9]. The key result is Theorem 4.4, which enables us to
represent all the winning strategies in H as a finite LTS. Synchronizing G and the most
permissive valid dynamic observer FH produces a weighted game, the optimal value of
which can be computed in PTIME (in the size of the product) using the algorithm in [ZP96].
The optimal strategies can be computed in PTIME as well. As G×FH has size exponential
in G and Σ, the result follows.
4.6 General Conclusion and Futur Work
In this chapter, we have investigated different kinds of problems related to the notion of
opacity : the verification of opacity, the diagnosis of information leakage as well as the
control of opacity by considering the supervisory control theory and the control by means
of dynamic observer.
The work presented in this chapter suggests several other problems that could be inter-
esting to investigate.
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• So far, we have assumed that the attacker is passive in the sense that he/she is ob-
serving the system and was deducing information according to he observation of the
system. It might be interesting to consider an active attacker that might be able to
dynamically observe more events (with a price to pay), to change the decision of the
controller by allowing to disable events to be triggered by the system, etc. A first step
toward this last point has been proposed in [KWKL16] and deserves to be continued
and extended.
• In section 4.4, we provided a solution to the opacity control problem with the as-
sumption that the set of events observable by the controller and the one observable
by the attacker are comparable. In order to provide a complete theory for the con-
trol problem, it would be interesting to investigate, how to remove the assumptions
that relates the alphabets. It is still an open problem, even-though we suspect this
problem to be undecidable. Note that, in [TML+16], the authors remove these as-
sumptions, but they assume that the attacker does not know the controller (or in other
words, does not know the set of events observed by the controller). Therefore, in this
setting, removing the set of sequences that reveal the secret is sufficient to solve the
problem (no new sequences revealing the secret can appear after the first step of
control).
• So far, we have been interested in the analysis of the opacity of a system w.r.t. to a
single attacker. In [BBB+07], the authors consider several attackers having a differ-
ent point of view of the system, each of them trying to infer a particular secret. They
investigate the control problem with the hypothesis that the controller observes and
controls all events. Applying our techniques of control to their framework can thus
be an interesting extension. Also one can think that each attacker has its own set of
secrets and that they want to infer the secrets of the other attackers. On possible idea
would be to build a “fair” controller that would ensure that each attacker can only
acquire a minimal knowledge of the others secrets. This can be seen as a game with
costs.
• Many applications in which security issues cannot be ignored deal with infinite data
types. Such systems or services are naturally modeled with infinite transition sys-
tems. In order to avoid that confidential information leaks from such infinite systems,
it seems important to investigate combined techniques of opacity control and abstract
interpretation. A possible scheme is to enforce opacity by supervisory control on fi-
nite abstractions of infinite systems and then to lift control to the original systems for
subsequent model-checking.
• Finally, an interesting extension of our work would be to consider quantitative opac-
ity rather than qualitative opacity. Indeed it might happen than the set of trajectories
that violate the opacity property has a very low (resp. high) probability to be exe-
cuted. In the first case, we can consider that a controller or a diagnoser can disregard
this set of sequences in order to take its decision. In the second case, it is the attacker
that can assume that the secret is leaked as soon as the possible sequences based on
its observation have a probability to be executed that exeeds a given trehshold. This
problem has been tackled in e.g., [BMS10], where the authors try to quantify the
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probability of opacity leakage and to minimize it by means of control. One might try
to extend the techniques introduced in Section 4.4 to this new setting. Another direc-
tion for quantitative opacity, would be to quantify the effort needed by the attacker to
deduce the secret and to declare that a system is secure w.r.t. a given secret whenever
the effort to acquire these secret is too important.
Chapter 5
Conclusion & Perspectives
In this document, we have been interested in the analysis of discrete event systems. These
analysis were performed on monolithic or concurrent systems. In all cases, the model of
the system was fixed as well as the properties to be either ensured and / or diagnoses.
However, the last past years have seen the proliferation of cloud computing and of
the Softwarization of Everything which tends to gather under the same roof computing
(clouds/fogs), networking (SDN) and complex networked services oriented to the user
(apps, IoT). For these applications, the growing scale together with the continuously chang-
ing runtime environments and user needs is significantly increasing their operational costs.
In this domain, we would like to move from static towards adaptive controller synthesis
solutions. The inherent dynamicity of deployed systems and the difficulty to forecast their
evolution made it necessary for applications to dynamically adapt themselves at runtime
with minimal or no human intervention. However, as changes to the system are performed
autonomously, it is necessary to ensure that performed actions will not jeopardize the safety
and the security of the running applications as well as the integrity and confidentiality the
human using these devices.
The objective would be to promote a systematic and automatic approach for the design
and implementation of reliable adaptive and reconfigurable systems and to provide tools
ensuring that, whatever the runtime conditions, whatever the adaptations performed the
system remains in safe configurations at a low cost. Such systems can be modeled with
finite automata and their extensions. In this context, requirement/properties that have to be
guaranteed are also dynamic and depend on the system configuration. These properties can
be either logical or quantitative. One important aspect concerns the dynamicity of the sys-
tems in which components can arrive and leave at runtime. This leads to consider different
requirements that have to be ensured on the global system depending on its current con-
figuration. On-line synthesis techniques have thus to be designed to automatically deploy
supervisors or controllers in charge of the safety of this system. On one side, an important
challenge for this kind of reconfigurable system concerns the modular control that consists
in decomposing global properties into several smaller ones that depend on subsystems or
concern fewer attributes. To achieve the global adaptation strategy, those controllers have
first to be computed and coordinated at a higher level. Finally, one has to improve the flex-
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ibility of these controllers, allowing them to take potential failures and their diagnosis into
account. A second step will be to consider the modeling of systems for which some part
of the behavior is not known on-line. The goal will be to understand how such modeling
can be articulated with the use of a constructive formal method like controller synthesis. In
particular, how one can compute on-line controllers ensuring some dynamic properties that
depend on the current configuration of the system.
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[JTGVR94] C. Jard, Jéron T, Jourdan G.-V, and J.-X. Rampon. A general approach to
trace-checking in distributed computing systems. In ICDCS, pages 396–403,
1994.
126 Bibliography
[Kal10] G. Kalyon. Supervisory control of infinite state systems under partial obser-
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Runtime enforcement is a verification/validation technique aiming at correcting possibly 
incorrect executions of a system of interest. In this paper, we consider enforcement 
monitoring for systems where the physical time elapsing between actions matters. 
Executions are thus modelled as timed words (i.e., sequences of actions with dates). 
We consider runtime enforcement for timed specifications modelled as timed automata. 
Our enforcement mechanisms have the power of both delaying events to match timing 
constraints, and suppressing events when no delaying is appropriate, thus possibly allowing 
for longer executions. To ease their design and their correctness-proof, enforcement 
mechanisms are described at several levels: enforcement functions that specify the input–
output behaviour in terms of transformations of timed words, constraints that should be 
satisfied by such functions, enforcement monitors that describe the operational behaviour 
of enforcement functions, and enforcement algorithms that describe the implementation 
of enforcement monitors. The feasibility of enforcement monitoring for timed properties is 
validated by prototyping the synthesis of enforcement monitors from timed automata.
© 2016 Elsevier B.V. All rights reserved.
1. Introduction
Runtime enforcement [1–5] is a verification and validation technique aiming at correcting possibly-incorrect executions of 
a system of interest. In traditional (untimed) approaches, the enforcement mechanism is a monitor modelled as a transducer 
that inputs, corrects, and outputs a sequence of events. How a monitor transforms the input sequence is done according 
to a specification of correct sequences, formalised as a property. Moreover, a monitor should satisfy some requirements: 
it should be sound in the sense that only (prefixes of) correct sequences are output; it should also be transparent meaning 
that the output sequence preserves some relation with the input sequence, depending on the authorised operations.
Runtime enforcement monitors can be used in various application domains. For instance, enforcement monitors can be 
used for the design of firewalls, to verify the control-flow integrity and memory access of low-level code [6], or implemented 
in security kernels or virtual machines to protect the access to sensitive system resources (e.g., [7]). In [8], we discuss some 
other uses of enforcement monitors such as resource allocation and the implementation of robust mail servers.
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Y. Falcone et al. / Science of Computer Programming 123 (2016) 2–41 3In this paper, we consider runtime enforcement of timed properties, initially introduced in [5,9]. In timed properties (over 
finite sequences), not only the order of events matters, but also their occurrence dates affect the satisfaction of the property. 
It turns out that considering time constraints when specifying the behaviour of systems brings some expressiveness that 
can be particularly useful in some application domains when, for instance, specifying the usage of resources. In Section 2, 
we present some running and motivating examples of timed specifications related to the access of resources by processes. 
We shall see that, in contrast to the untimed case, the amount of time an event is stored influences the satisfaction of 
properties.
In [5], we propose preliminary enforcement mechanisms restricted to safety and co-safety timed properties. Safety and 
co-safety properties allow to express that “something bad should never happen” and that “something good should happen 
within a finite amount of time”, respectively. In [9], we generalise and extend the initial approach of [5] to the whole class 
of timed regular properties. Indeed, some regular properties may express interesting behaviours of systems belonging to a 
larger class that allows to specify some form of transactional behaviour. Regular properties are, in general, neither prefix 
nor extension closed, meaning that the evaluation of an input sequence w.r.t. the property also depends on its possible 
future continuations. For instance, an incorrect input sequence alone may not be correctable by an enforcement mechanism, 
but the reception of some events in the future may allow some correction. Hence, the difficulty that arises is that the 
enforcement mechanism should take conservative decisions and change its behaviour over time taking into account the 
evaluation (w.r.t. the property) of the current input sequence and its possible continuations. Roughly speaking, in [5,9], 
enforcement mechanisms receive sequences of events composed of actions and delays between them, and can only increase 
those delays to satisfy the desired timed property; while in this paper, we consider absolute dates and allow to reduce 
delays between events (as described in detail in the following paragraph).
Contributions In this paper, we extend [9] in several directions. The main extension consists in increasing the power of 
enforcement mechanisms by allowing them to suppress input events, when the monitor determines that it is not possible 
to correct the input sequence, whatever is its continuation. Consequently, enforcement mechanisms can continue operating, 
and outputting events, while in our previous approaches the output would have been blocked forever. This feature and 
other considerations also drove us to revisit and simplify the formalisation of enforcement mechanisms. We now consider 
events composed of actions and absolute dates, and enforcement mechanisms are time retardant with suppression in the fol-
lowing sense: monitors should keep the same order of the actions that are not suppressed, and are allowed to increase 
the absolute dates of actions in order to satisfy timing constraints. Note, this allows to decrease delays between actions, 
while it is not allowed in [5,9]. As in [5,9], we specify the mechanisms at several levels, but in a revised and simplified 
manner: the notion of enforcement function describes the behaviour of an enforcement mechanism at an abstract level 
as an input–output relation between timed words; requested properties of these functions are formalised as soundness, 
transparency, optimality, and additional physical constraints1; we design adequate enforcement functions and prove that 
they satisfy those properties; the operational behaviour of enforcement functions is described as enforcement monitors, and 
it is proved that those monitors correctly implement the enforcement functions; finally enforcement algorithms describe 
the implementation of enforcement monitors and serve to guide the concrete implementation of enforcement mechanisms. 
Interestingly, although all untimed regular properties over finite sequences can be enforced [10], some enforcement limita-
tions arise for timed properties (over finite sequences). Indeed, we show that storing events in the timed setting influences 
the output of enforcement mechanisms. In particular, because of physical time, an enforcement mechanism might not be 
able to output certain correct input sequences. Finally, we propose an implementation of the enforcement mechanisms for 
all regular properties specified by one-clock timed automata (while [5,9] feature an implementation for safety and co-safety 
properties only).
Paper organisation The rest of this paper is organised as follows. In Section 2, we introduce some motivating and running 
examples for the enforcement monitoring of timed properties, and illustrate the behaviour of enforcement mechanisms and 
the enforceability issues that arise. Section 3 introduces some preliminaries and notations. Section 4 recalls timed automata. 
Section 5 introduces our enforcement monitoring framework and specifies the constraints that should be satisfied by en-
forcement mechanisms. Section 6 defines enforcement functions as functional descriptions of enforcement mechanisms. 
Section 7 defines enforcement monitors as operational description of enforcement mechanisms in the form of transition 
systems. Section 8 proposes algorithms that effectively implement enforcement monitors. In Section 9, we present an im-
plementation of enforcement mechanism in Python and evaluate the performance of synthesised enforcement mechanisms. 
In Section 10, we discuss related work. In Section 11, we draw conclusions and open perspectives. Finally, to ease the 
reading of this article, some proofs are sketched and their complete versions can be found in Appendix A.
2. General principles and motivating examples
In this section, we describe the general principles of enforcement monitoring of timed properties, and illustrate the 
expected input/output behaviour of enforcement mechanisms on several examples.
1 The two latter constraints are specific to runtime enforcement of timed properties.
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Fig. 2. Behaviour of an enforcement mechanism.
2.1. General principles of enforcement monitoring in a timed context
As illustrated in Fig. 1, the purpose of enforcement monitoring is to read some (possibly incorrect) input sequence of 
events σ produced by a system, referred to as the event emitter, to transform it into an output sequence of events o that 
is correct w.r.t. a specification formalised by a property ϕ . This output sequence is then transmitted to an event receiver. In 
our timed setting, events are actions with their occurrence dates. Input and output sequences of events are then formalised 
by timed words and enforcement mechanisms can be seen as transformers of timed words.
Fig. 2 illustrates the behaviour of an enforcement mechanism when correcting an input sequence. The dashed and solid 
curves respectively represent input and output sequences of events (occurrence dates in abscissa and actions in ordinate). 
The behaviour of an enforcement mechanism should satisfy some constraints, namely physical constraint, soundness, and 
transparency. Intuitively, the physical constraint states that an enforcement mechanism cannot modify what it has already 
output, i.e., the output forms a continuously-growing sequence of events; soundness states that the output sequence should 
be correct w.r.t. the property (note, soundness is not represented in the figure, since this would require to represent an 
area containing only the sequences admitted by the property); transparency states that the output sequence is obtained by 
delaying or suppressing actions from the input sequence (and not changing the order of actions); thus, if the events of the 
input curve are not suppressed, they appear later in the output curve, in the same order. For example, actions a1, a3 and 
a4 are delayed but a2 is suppressed. Notice that by delaying dates of events the enforcement mechanism allows to reduce 
delays between events. For example, action a4 occurs strictly after action a3, but both actions are released at the same date. 
Moreover, the actions should be released as output as soon as possible, which will be described by an optimality property.
2.2. Motivating examples
We introduce some running and motivating examples related to the usage of resources by some processes. We also 
provide some intuition on the expected behaviour of our enforcement mechanisms, and point out some issues arising in the 
timed context. We discuss further these issues and their relation to the expected constraints on enforcement mechanisms.
Let us consider the situation where two processes access to and operate on a common resource. Each process i (with 
i ∈ {1, 2}) has three interactions with the resource: acquisition (acqi ), release (reli ), and a specific operation (opi ). Both 
processes can also execute a common action op. System initialisation is denoted by action init. In the following, variable t
keeps track of global time. Figs. 3, 4, and 5 illustrate the behaviour of enforcement mechanisms for several specifications on 
the behaviour of the processes and for particular input sequences.2
2 We shall see in Section 3.2 how to formalise these specifications by timed automata.
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Fig. 4. Behaviour of an enforcement mechanism for specification S2 on σ2.
Specification S1 The specification states that “Each process should acquire the resource before performing operations on it and 
should release it afterwards. Each process should keep the resource for at least 10 time units (t.u.). There should be at least 1 t.u. 
between any two operations.”
Let us consider the input sequence σ1 = (1, acq1) · (3, op1) · (3.5, op1) · (4.5, acq1) · (5, op1) · (10, rel1) (where each event 
is composed of an action associated with a date, indicating the time instant at which the action is received as input). The 
monitor receives the first action acq1 at t = 1, followed by op1 at t = 3, etc. At t = 1 (resp. t = 3), the monitor can output 
action acq1 (resp. op1) because both sequences (3, op1) and (1, acq1) · (3, op1) satisfy specification S1. At t = 3.5, when the 
second action op1 is input, the enforcer determines that this action should be delayed by 0.5 t.u. to ensure the constraint 
that 1 t.u. should elapse between occurrences of op1 actions. Hence, the second action op1 is released at t = 4. At t = 4.5, 
when action acq1 is received, the enforcer releases it immediately since this action is allowed by the specification with no 
time constraint. Similarly, at t = 5, an op1 action is received and is released immediately because at least 1 t.u. elapsed 
since the previous op1 action was released as output. At t = 10, when action rel1 is received, it is delayed by 1 t.u. to ensure 
that the resource is kept for at least 10 t.u. (the first acq1 action was released at t = 1). Henceforth, as shown in Fig. 3, the 
output of the enforcement mechanism for σ1 is (1, acq1) · (3, op1) · (4, op1) · (4.5, acq1) · (5, op1) · (11, rel1).
Specification S2 The specification states that “After system initialisation, both processes should perform an operation (actions opi ) 
before 10 t.u. The operations of the different processes should be separated by 3 t.u.”
Let us consider the input sequence σ2 = (1, init1) · (3, op1) · (4, op1) · (5, op2) · (6, op2). At t = 1, 3, 4, when the enforcement 
mechanism receives the actions, it cannot release them as output but memorises them since, upon each reception, the 
sequence of actions it received so far cannot be delayed so that a known continuation may satisfy specification S2. At t = 5, 
upon the reception of action op2, the sequence received so far can be delayed to satisfy specification S2. Action init1 is 
released at t = 5 because it is the earliest possible date: a smaller date would be already elapsed. The two actions op1 are 
also released at t = 5, because there are no timing constraints on them. The first action op2 is released at t = 8 to ensure 
a delay of at least 3 t.u. with the first op1 action. The second action op2, received at t = 6, is also released at t = 8, since 
it does not need to be delayed more than after the preceding action. Henceforth, as shown in Fig. 4, the output of the 
enforcement mechanism for σ2 is (5, init1) · (5, op1) · (5, op1) · (8, op2) · (8, op2).
Specification S3 The specification states that “Operations op1 and op2 should execute in a transactional manner. Both actions 
should be executed, in any order, and any transaction should contain one occurrence of op1 and op2 . Each transaction should com-
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plete within 10 t.u. Between operations op1 and op2 , occurrences of operation op can occur. There is at least 2 t.u. between any two 
occurrences of any operation.”
Let us consider the input sequence σ3 = (2, op1) · (3, op1) · (3.5, op) · (6, op2). At t = 2, the monitor cannot output action 
op1 because this action alone does not satisfy the specification (and the monitor does not yet know the next events i.e., 
actions and dates). If the next action was op2, then, at the date of its reception, the monitor could output action op1
followed by op2, as it could choose dates for both actions in order to satisfy the timing constraints. At t = 3 the monitor 
receives a second op1 action. Clearly, there is no possible date for these two op1 actions to satisfy specification S3, and 
no continuation could solve the situation. The monitor thus suppresses the second op1 action, since this action is the one 
that prevents satisfiability in the future. At t = 3.5, when the monitor receives action op, the input sequence still does not 
satisfy the specification, but there exists an appropriate delaying of such action so that with future events, the specification 
can be satisfied. At t = 6, the monitor receives action op2, it can decide that action op1 followed by op and op2 can be 
released as output with appropriate delaying. Thus, the date associated with the first op1 action is set to 6 (the earliest 
possible date, since this decision is taken at t = 6), 8 for action op (since 2 is the minimal delay between those actions 
satisfying the timing constraint), and 10 for action op2. Henceforth, as shown in Fig. 5, the output of the enforcer for σ3 is 
(6, op1) · (8, op) · (10, op2).
Specification S4 The specification states that “Processes should behave in a transactional manner, where each transaction consists 
of an acquisition of the resource, at least one operation on it, and then its release. After the acquisition of the resource, the operations 
on the resource should be done within 10 t.u. The resource should not be released less than 10 t.u. after acquisition. There should be no 
more than 10 t.u. without any ongoing transaction.”
Let us consider the input sequence σ4 = (1, acqi) · (2, opi) · (3, reli). Before t = 3, no output can be produced, since no 
transaction is complete, and events must be stored. At t = 3, when the monitor receives reli , it can decide that the three 
events acqi, opi , and reli can be released as output with appropriate delaying. Thus, the date associated with the two first 
actions acqi and opi is set to 3, since this is the minimal decision date. Moreover, to satisfy the timing constraint on release 
actions after acquisitions, the date associated to the last event reli is set to 13. The output of the enforcement mechanism 
for σ4 is then (3, acqi) · (3, opi) · (13, reli).
Let us now consider the input sequence σ ′4 = (3, acqi) · (7, opi) · (13, reli). The monitor observes action acqi followed by an 
opi and a reli actions only at date t = 13. Hence, the date associated with the first action in the output should be at least 13, 
which is the minimal decision date. However, if the monitor chooses a date for acqi which is strictly greater than 10, the 
timing constraint cannot be satisfied. Consequently, the output of the monitor remains always empty. Notice however that 
the input sequence provided to the monitor satisfies the specification. Nevertheless, the monitor cannot release any event 
as output as it cannot take a decision until it receives action reli at date t = 13, which affects the date (i.e., the absolute 
time instant when it can be released as output) of the first action acqi , thus falsifying the constraints.
Discussion Specification S4 illustrates an important issue of enforcement in the timed setting, exhibited in this paper: 
because input timed words are seen as streams of events with dates, for some properties, there exist some input timed 
words that cannot be enforced, even though they either already satisfy the specification, or could be delayed to satisfy the 
specification (if they were known in advance). For instance, we shall see that specifications S1, S2, and S3 do not suffer 
from this issue, while S4 does. Actually, it turns out that enforcement monitors face some constraints due to streaming: 
they need to memorise input timed events before taking decision, but meanwhile, time elapses and this influences the 
possibility to satisfy the considered specification. Nevertheless, the synthesis of enforcement mechanisms proposed in this 
paper works for all regular timed properties, which means that the synthesised enforcement mechanisms still satisfy their 
requirements (soundness, transparency, optimality, and physical constraint), even though the output may be empty for some 
input timed words.
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We first recall some basic notions on untimed languages (Section 3.1). We then introduce timed words and languages 
(Section 3.2) and extend previous notions in a timed setting (Section 3.2). Finally, we introduce some orders on timed words 
that will be used in runtime enforcement (Section 3.3).
3.1. Untimed languages
A (finite) word over an alphabet A is a finite sequence w = a1 · a2 · · ·an of elements of A. The length of w is n and 
is noted |w|. The empty word over A is denoted by εA , or ε when clear from the context. The set of all (respectively 
non-empty) words over A is denoted by A∗ (respectively A+). A language over A is any subset L of A∗ .
The concatenation of two words w and w ′ is noted w · w ′ . A word w ′ is a prefix of a word w , noted w ′  w , whenever 
there exists a word w ′′ such that w = w ′ · w ′′ , and w ′ ≺ w if additionally w ′ = w; conversely w is said to be an extension
of w ′ .
The set pref(w) denotes the set of prefixes of w and subsequently, pref(L) def= ⋃w∈L pref(w) is the set of prefixes of words 
in L. A language L is prefix-closed if pref(L) =L and extension-closed if L · A∗ =L.
Given two words u and v , v−1 · u is the residual of u by v and denotes the word w , such that v · w = u, if this word 
exists, i.e., if v is a prefix of u. Intuitively, v−1 · u is the suffix of u after reading prefix v . By extension, for a language 
L ⊆ A∗ and a word v ∈ A∗ , the residual of L by v is the language v−1 · L def= {w ∈ A∗ | v · w ∈L}. It is the set of suffixes 
of words that, concatenated to v , belong to L. In other words, v−1 · L is the set of suffixes of words in L after reading 
prefix v .
For a word w and i ∈ [1, |w|], the i-th letter of w is noted w[i] . Given a word w and two integers i, j, s.t. 1 ≤ i ≤ j ≤ |w|, 
the subword from index i to j is noted w[i··· j] .
Given two words w and w ′ , we say that w ′ is a subsequence of w , noted w ′ 	 w , if there exists an increasing mapping 
k : [1, |w ′|] → [1, |w|] (i.e., ∀i, j ∈ [1, |w ′|] : i < j =⇒ k(i) < k( j)) such that ∀i ∈ [1, |w ′|] : w ′[i] = w[k(i)] . Notice that, k being 
increasing entails that |w ′| ≤ |w|. Intuitively, the image of [1, |w ′|] by function k is the set of indexes of letters of w that 
are “kept” in w ′.
Given an n-tuple of symbols e = (e1, . . . , en), for i ∈ [1, n], i(e) is the projection of e on its i-th element (i(e) def= ei ). 
Operator i is naturally extended to sequences of n-tuples of symbols to produce the sequence formed by the concatenation 
of the projections on the i-th element of each tuple.
3.2. Timed words and languages
As sketched in Section 2, input and output streams are seen as sequences of events composed of a date and an action, 
where the date is interpreted as the absolute date when the action is received by the enforcement mechanism. In what 
follows, we formalise input and output streams with timed words, and related notions, generalising the untimed setting.
Let R≥0 denote the set of non-negative real numbers, and  a finite alphabet of actions. An event is a pair (t, a) ∈
R≥0 × , where date((t, a)) def= t ∈ R≥0 is the absolute time instant at which action act((t, a)) def= a ∈  occurs.
A timed word over alphabet  is a finite sequence of events σ = (t1, a1)· (t2, a2) · · · (tn, an), where (ti)i∈[1,n] is a non-
decreasing sequence in R≥0. We denote by start(σ ) 
def= t1 the starting date of σ and end(σ ) def= tn its ending date (with the 
convention that the starting and ending dates are equal to 0 for the empty timed word ε).
The set of timed words over  is denoted by tw(). A timed language is any set L ⊆ tw(). Note that even though the 
alphabet (R≥0 × ) is infinite in this case, previous notions and notations defined in the untimed case (related to length, 
prefix, subword, subsequence etc) naturally extend to timed words.
The concatenation of timed words however requires more attention, as when concatenating two timed words, one should 
ensure that the result is a timed word, i.e., dates should be non-decreasing. This is ensured as soon as the ending date 
of the first timed word does not exceed the starting date of the second one. Formally, let σ = (t1, a1) · · · (tn, an) and 
σ ′ = (t′1, a′1) · · · (t′m, a′m) be two timed words with end(σ ) ≤ start(σ ′), their concatenation is σ · σ ′ def= (t1, a1) · · · (tn, an) ·
(t′1, a′1) · · · (t′m, a′m). By convention σ · ε def= ε · σ def= σ . Concatenation is undefined otherwise.
The untimed projection of σ is (σ ) 
def= a1 · a2 · · ·an in ∗ (i.e., dates are ignored).
Given t ∈ R≥0, and a timed word σ ∈ tw(), we define the observation of σ at date t as the prefix of σ that can be 




σ ′ ∈ pref(σ ) | end(σ ′) ≤ t} .
3.3. Preliminaries to runtime enforcement
Apart from the prefix order  (defined in Section 3.1), the following partial orders on timed words will be useful for 
enforcement.
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but the dates of events in σ ′ exceed the dates of corresponding events in σ . Formally:
σ ′ d σ
def= (σ ′) = (σ ) ∧ ∀i ∈ [1, |σ |] : date(σ ′[i]) ≥ date(σ[i]).
Sequence σ ′ is obtained from σ by keeping all actions, but with a potential increase in dates.
For example, (4, a) · (7, b) · (9, c) d (3, a) · (5, b) · (8, c). Note that delays between events may be decreased, e.g., between 
b and c, but absolute dates are increased.
Delaying subsequence order 	d For σ , σ ′ ∈ tw(), we say that σ ′ is a delayed subsequence of σ (noted σ ′ 	d σ ) iff there exists 
a subsequence σ ′′ of σ such that σ ′ delays σ ′′ . Formally:
σ ′ 	d σ def= ∃σ ′′ ∈ tw() :
(
σ ′′ 	 σ ∧ σ ′ d σ ′′
)
.
Sequence σ ′ is obtained from σ by first suppressing some actions, and then increasing the dates of the actions that are kept. 
This order will be used to characterise output timed words with respect to input timed words in enforcement monitoring 
when suppressing and delaying events.
For example, (4, a) · (9, c) 	d (3, a) · (5, b) · (8, c) (event (5, b) has been suppressed while a and c are shifted in time).
Lexical order lex This order is useful to choose a unique timed word among some with same untimed projection. For two 
timed words σ , σ ′ with same untimed projection (i.e., (σ ) = (σ ′)), the order lex is defined inductively as follows: 
ε lex ε , and for two events with identical actions (t, a) and (t′, a), (t, a) · σ lex (t′, a) · σ ′ if t ≤ t′ ∨ (t = t′ ∧ σ lex σ ′). For 
example (3, a) · (5, b) · (8, c) · (11, d) lex (3, a) · (5, b) · (9, c) · (10, d).
Choosing a unique timed word with minimal duration minlex,end Given a set of timed words with same untimed projection, 
minlex,end selects the minimal timed word w.r.t. the lexical order among timed words with minimal ending date: first the 
set of timed words with minimal ending date are considered, and then, from these timed words, the (unique) minimal 
one is selected w.r.t. the lexical order. Formally, for a set E ⊆ tw() such that ∀σ , σ ′ ∈ E : (σ ) = (σ ′) (i.e., such that 




where σ end σ ′ if end(σ ) ≤
end(σ ′), for σ , σ ′ ∈ tw().
4. Timed languages and properties as timed automata
Timed automata is a usual model used to specify properties of sequences of events where timing between them matters. 
In this section, we introduce timed automata as a specification formalism for timed properties (Section 4.1). We describe 
a partitioning of the states of timed automata (Section 4.2). The partitioning allows to distinguish behaviours according to 
i) whether they currently satisfy or violate the property, and ii) whether or not this remains true for future behaviours. 
Finally, we present some sub-classes of regular properties (Section 4.3).
4.1. Timed automata
A timed automaton [11] is a finite automaton extended with a finite set of real valued clocks. Let X = {x1, . . . , xk} be 
a finite set of clocks. A clock valuation for X is an element of RX≥0, that is, a function from X to R≥0. For ν ∈ RX≥0 and 
δ ∈ R≥0, ν + δ is the valuation assigning ν(x) + δ to each clock x of X . Given a set of clocks X ′ ⊆ X , ν[X ′ ← 0] is the 
clock valuation ν where all clocks in X ′ are assigned to 0. G(X) denotes the set of guards, i.e., clock constraints defined as 
Boolean combinations of simple constraints of the form x 	 c with x ∈ X , c ∈ N and 	 ∈ {<, ≤, =, ≥, >}. Given g ∈ G(X)
and ν ∈ RX≥0, we write ν |= g when g holds according to ν .
Definition 1 (Timed automata). A timed automaton (TA) is a tuple A = (L, l0, X, , 	, F ), such that L is a finite set of locations
with l0 ∈ L the initial location, X is a finite set of clocks,  is a finite set of actions, 	 ⊆ L ×G(X) ××2X × L is the transition 
relation. F ⊆ L is a set of accepting locations.
Example 1 (Timed automata). Let us consider again the specifications introduced in Section 2 where two processes access 
to and operate on a common resource. The global alphabet of events is  def= {init,acq1, rel1,op1,acq2, rel2,op2,op}. The 
specifications on the behaviour of the processes introduced in Section 2 are formalised with the TAs in Fig. 6. Accepting 
locations are denoted by squares.
S1 The specification is formalised by the automaton depicted in Fig. 6a with alphabet i1
def= {reli,acqi,opi} for process i, 
i ∈ {1,2}. The automaton has two clocks x and y, where clock x serves to keep track of the duration of the resource 
acquisition whereas clock y keeps track of the time elapsing between two operations. Both locations of the automaton 
are accepting and there are two implicit transitions from location l1 to a trap state: i) upon action reli when the value 
of clock x is strictly lower than 10, and ii) upon action opi when the value of clock y is strictly lower than 1.
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S2 The specification is formalised by the automaton depicted in Fig. 6b with alphabet 2
def= {init,op1,op2}. The automaton 
has two clocks, where clock x keeps track of the time elapsed since initialisation, whereas clock y keeps track of the 
time elapsing between the operations of the two different processes.
S3 The specification is formalised by the automaton depicted in Fig. 6c with alphabet 3
def= {op,op1,op2}. Clock x keeps 
track of the time elapsing since the beginning of the transaction, whereas clock y keeps track of the time elapsing 
between any two operations.
S4 The specification is formalised by the automaton depicted in Fig. 6d with alphabet i4
def= {acqi,opi, reli}. Clock x keeps 
track of the duration of a currently executing transaction, whereas clock y keeps track of the time elapsing between 
two transactions.
The semantics of a TA is defined as follows.
Definition 2 (Semantics of timed automata). The semantics of a TA is a timed transition system A = (Q , q0, 
, →, Q F ) where 
Q = L × RX≥0 is the (infinite) set of states, q0 = (l0, ν0) is the initial state where ν0 is the valuation that maps every clock 
in X to 0, Q F = F × RX≥0 is the set of accepting states, 
 = R≥0 ×  is the set of transition labels, i.e., pairs composed 
of a delay and an action. The transition relation →⊆ Q × 
 × Q is a set of transitions of the form (l, ν) (δ,a)−−−→(l′, ν ′) with 
ν ′ = (ν + δ)[Y ← 0] whenever there exists (l, g, a, Y , l′) ∈ 	 such that ν + δ |= g for δ ∈ R≥0.
In the following, we consider a timed automaton A = (L, l0, X, , 	, F ) with its semantics A. A is said to be deter-
ministic whenever for any location l and any two distinct transitions (l, g1, a, Y1, l′1) and (l, g2, a, Y2, l′2) with source l and 
same action a in 	, the conjunction of guards g1 and g2 is unsatisfiable. A is said to be complete whenever for any loca-
tion l ∈ L and any action a ∈ , the disjunction of the guards of the transitions leaving l and labelled by a is valid. In the 
remainder of this paper, we shall consider only deterministic and complete timed automata, and, automata refer to timed 
automata.
Remark 1 (Completeness and determinism). Although we restrict the presentation to deterministic TAs, results may easily be 
extended to non-deterministic TAs, with slight adaptations required to the vocabulary and when synthesising an enforce-
ment monitor. Regarding completeness, for readability of TA examples, if no transition can be triggered upon the reception 
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constraint).
Remark 2 (Other definitions of timed automata). The definition of timed automata used in this paper is as the initial (and 
general) one proposed in [11] except that we do not use the Büchi acceptance condition because we deal with finite words. 
Even though we restrict constants in guards to be integers, and will see in Section 7 that TAs with rational constants may 
be necessary in the computation, those TAs can be transformed into integral TAs. Other definitions of timed automata have 
been proposed (see e.g., [12] for details). For instance, timed safety automata [13] are a simplified version of the original 
timed automata where invariants on locations replace the Büchi condition, as used in UPPAAL [14]. Several classes of deter-
minisable automata with restrictions on the resets of clocks have been proposed. Event-recording (resp. event-predicting) 
timed automata [15] are timed automata with a clock associated to each action that records (resp. predicts) the time elapsed 
since the last occurrence (resp. the time of the next occurrence) of that action; event-clock automata have event-recording 
and event-predicting clocks.
A run ρ of A from a state q ∈ Q is a sequence of moves in A: ρ = q (δ1,a1)−−−−→ q1 · · ·qn−1 (δn,an)−−−−→ qn , for some n ∈ N. The 
set of runs from the initial state q0 ∈ Q is denoted Run(A) and RunQ F (A) denotes the subset of those runs starting in q0
and accepted by A, i.e., ending in an accepting state qn ∈ Q F .
The trace started at date t of the run ρ is the timed word (t1, a1) · (t2, a2) · · · (tn, an) where ∀i ∈ [1, n] : ti = t + ∑ij=1 δ j
(the date of ai is the sum of delays of the i first events plus t). We note q 
w→t qn in this case, and generalise to q w→t P
when qn ∈ P for a subset P of Q . We note w−→ for w→0 . We note L(A) the set of traces started at date 0 of Run(A). We 
extend this notation to LQ F (A) as the set of traces of runs in RunQ F (A). We thus say that a timed word is accepted by A
if it is the trace started at date 0 of an accepted run.
Example 2 (Runs and traces of a timed automaton). Consider the automaton in Fig. 6a. A possible run of this automaton 
from the initial state (l0, 0, 0) is the sequence of moves (l0, 0, 0) 
(1,acq1)−−−−−→ (l1, 0, 0) (2,op1)−−−−→ (l0, 2, 0) (1,op1)−−−−→ (l1, 3, 0) (0.5,acq1)−−−−−−→
(l1, 3.5, 0.5) 
(0.5,op1)−−−−−→ (l1, 4, 0). The trace starting at date 0 of this run is the timed word wt = (1, acq1) · (3, op1) · (4, op1) ·
(4.5, acq1) · (5, op1). We have (l0, 0, 0) wt−−→ (l1, 4, 0).
We now introduce the product of timed automata which is useful to intersect languages recognised by timed automata.
Definition 3 (Product of timed automata). Given two TAs A1 = (L1, l01, X1, , 	1, F1) and A2 = (L2, l02, X2, , 	2, F2) with 
disjoint sets of clocks, their product is the TA A1 × A2 def= (L, l0, X, , 	, F ) where L = L1 × L2, l0 = (l10, l20), X = X1 ∪ X2, 
F = F1 × F2, and 	 ⊆ L × G(X) ×  × 2X × L is the transition relation, with ((l1, l2), g1 ∧ g2, a, Y1 ∪ Y2, (l′1, l′2)) ∈ 	 if 
(l1, g1, a, Y1, l′1) ∈ 	1 and (l2, g2, a, Y2, l′2) ∈ 	2.
It is easy to check that L(A) = L(A1) ∩L(A2).
4.2. Partition of states of A
Given a TA A = (L, l0, X, , 	, F ), with semantics A = (Q , q0, 
, →, Q F ), the set of states Q of A can be parti-
tioned into four subsets good (G), currently good (Gc), currently bad (Bc) and bad (B), based on whether a state is accepting 
or not, and whether accepting or non-accepting states are reachable or not.
Formally, Q is partitioned into Q = GC ∪ G ∪ BC ∪ B where Q F = GC ∪ G and Q \ Q F = BC ∪ B and
• GC = Q F ∩ pre∗(Q \ Q F ) i.e., the set of currently good states is the subset of accepting states from which non-accepting 
states are reachable,
• G = Q F \ GC = Q F \ pre∗(Q \ Q F ) i.e., the set of good states is the subset of accepting states from which only accepting 
states are reachable,
• BC = (Q \ Q F ) ∩ pre∗(Q F ) i.e., the set of currently bad states is the subset of non-accepting states from which accepting 
states are reachable,
• B = (Q \ Q F ) \ pre∗(Q F ) i.e., the set of bad states is the subset of non-accepting states from which only non-accepting 
states are reachable,
where, for a subset P of Q , pre∗(P ) denotes the set of states from which the set P is reachable.
It is well known that reachability of a set of locations is decidable using the classical zone (or region) symbolic represen-
tation (see [16]) and is PSPACE-complete. Since Q F is the set of states with location F , this result can be used to compute 
the partition of Q .
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traverses currently good and/or currently bad states, and may eventually reach a good state and remain in good states, or 
a bad state and remain in bad states, or in pathological cases, it can directly start in good or bad states. This partition will 
be useful to characterise the classes of safety and co-safety timed properties, as explained in Section 4.3, and later for the 
synthesis of enforcement mechanisms.
4.3. Some sub-classes of regular timed properties
Regular, safety, and co-safety timed properties In this paper, a timed property is defined by a timed language ϕ ⊆ tw()
that can be recognised by a timed automaton. That is, we consider the set of regular timed properties. Given a timed 
word σ ∈ tw(), we say that σ satisfies ϕ (noted σ |= ϕ) if σ ∈ ϕ . Safety (resp. co-safety) properties are sub-classes of 
regular timed properties. Informally, safety (resp. co-safety) properties state that “nothing bad should ever happen” (resp. 
“something good should happen within a finite amount of time”). In this paper, the classes are characterised as follows:
Definition 4 (Regular, safety, and co-safety properties). We consider the following three classes of timed properties.
• Regular properties are the properties that can be defined by languages accepted by a TA.
• Safety properties are the non-empty prefix-closed timed languages that can be accepted by a TA.
• Co-safety properties are the non-universal3 extension-closed timed languages that can be accepted by a TA.
The sets of safety and co-safety properties are subsets of the set of regular properties.
Safety and co-safety timed automata In the sequel, we shall only consider the properties that can be defined by deterministic 
and complete timed automata (Definition 1). Note that some of these properties can be defined using a timed temporal 
logic such as a subclass of MTL, which can be transformed into timed automata using the technique described in [17,18].
We now define syntactic restrictions on TAs that guarantee that a regular property defined by a TA defines a safety or a 
co-safety property.
Definition 5 (Safety and co-safety TA). Let A = (L, l0, X, , 	, F ) be a complete and deterministic TA, where F ⊆ L is the set 
of accepting locations. A is said to be:
• a safety TA if l0 ∈ F ∧ (l, g, a, Y , l′) ∈ 	 : l ∈ L \ F ∧ l′ ∈ F ;
• a co-safety TA if l0 /∈ F ∧ (l, g, a, Y , l′) ∈ 	 : l ∈ F ∧ l′ ∈ L \ F .
It is then easy to check that safety (respectively co-safety) TAs define safety (respectively co-safety) properties.4 Intu-
itively, a safety TA starts in the accepting location l0 and has no transition from non-accepting to accepting locations. Thus, 
either all reachable locations are accepting (in this case, the TA recognises the universal language since it is complete), or 
the TA stays in accepting locations before possibly jumping definitively to non-accepting locations. At the semantic level a 
safety TA either has only good states (case of the universal language), or its runs start in the set of currently good states 
and may definitively jump in either the set of bad or the set of good states (no currently bad state can be reached). Thus, 
a safety TA defines a prefix-closed language. Conversely, a co-safety TA starts in the non-accepting location l0 and has no 
transition from accepting to non-accepting locations. Thus, either all reachable locations are non-accepting (in this case, the 
TA recognises the empty language), or it stays in non-accepting locations before possibly jumping definitively to accepting 
locations. At the semantic level, a co-safety TA either only has bad states (case of the empty language), or its runs start in 
the set of currently bad states and may definitively jump in either the set of good states or the set of bad states (currently 
good state cannot be reached). Thus, a co-safety TA defines an extension-closed language.
Example 3 (Classes of timed automata). Let us consider again the specifications introduced in Example 6. We formalise specifi-
cation Si as property ϕi , i = 1, . . . , 4. Property ϕ1 is a safety property specified by the safety TA in Fig. 6a (leaving accepting 
locations is definitive). Property ϕ2 is a co-safety property specified by the co-safety TA in Fig. 6b (leaving non-accepting 
locations is definitive). Property ϕ3 is specified by the TA in Fig. 6c. Property ϕ4 is specified by the TA in Fig. 6d. Both prop-
erties ϕ3 and ϕ4 are regular, but neither safety nor co-safety properties. In the underlying automata, runs may alternate 
between accepting and non-accepting locations, thus the languages that they define are neither prefix nor extension-closed.
3 The universal property over R≥0 ×  is tw().
4 As one can observe, these definitions of safety and co-safety TAs slightly differ from the usual ones by expressing constraints on the initial state. As 
a consequence of these constraints, consistently with Definition 4, the empty and universal properties are ruled out from the set of safety and co-safety 
properties, respectively.
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5. Enforcement monitoring in a timed context
We now introduce our enforcement monitoring framework (Section 5.1) and specify the expected constraints on the 
input/output behaviour of enforcement mechanisms (Section 5.2).
5.1. General principles
To ease the design and implementation of enforcement monitoring mechanisms in a timed context, we describe enforce-
ment mechanisms at three levels of abstraction: enforcement functions, enforcement monitors, and enforcement algorithms. An 
enforcement function describes the transformation of an input timed word into an output timed word at an abstract level 
where the whole input timed word is considered. In this section, we first formalise the constraints enforcement functions 
must satisfy, which reflect both physical constraints related to time, and required properties relating the input to the out-
put. In Section 6, we shall define such enforcement functions, and prove that they satisfy the constraints. An enforcement 
monitor is a more concrete view and defines the operational behaviour of the enforcement mechanism over time. In Sec-
tion 7, we shall define enforcement monitors as extended transition systems and we prove that, for a given property ϕ , 
the associated enforcement monitor implements the corresponding enforcement function. In other words, an enforcement 
function serves as an abstract description (black-box view) of an enforcement monitor, and an enforcement monitor is the 
operational description of an enforcement function. An enforcement algorithm (see Section 8) is an implementation of an 
enforcement monitor.
5.2. Constraints on an enforcement mechanism
At an abstract level, an enforcement mechanism for a given property ϕ can be seen as a function which takes as input a 
timed word and outputs a timed word. At this level, the input is considered as a whole, and the output is the corresponding 
whole timed word eventually produced, after an unbounded time elapse. In other words, the delay to observe the input and 
to produce the output is not considered. This is schematised in Fig. 7 and defined in Definition 6.
Definition 6 (Enforcement function signature). For a timed property ϕ , an enforcement mechanism behaves as a function, 
called enforcement function Eϕ : tw() → tw().
An enforcement function Eϕ models a mechanism that reads some input timed word σ from an event emitter, which is 
possibly incorrect w.r.t. ϕ , and transforms it into a timed word that satisfies ϕ which is output to the event receiver.
Before providing the actual definition of enforcement function in Section 6, we define the constraints that should be 
satisfied by an enforcement mechanism. The following constraints can serve as a specification of the expected behaviour of 
enforcement mechanisms for timed properties, that can delay and suppress events.
An enforcement mechanism should first satisfy some physical constraint reflecting the streaming of events: the output 
stream can only be modified by appending new events to its tail. Second, it should be sound w.r.t. the monitored property, 
meaning that it should correct input words according to ϕ if possible, and otherwise produce an empty output. Third, it 
should be transparent, which means that it is only allowed to shift events in time while keeping their order (we refer to 
such kind of mechanisms as time retardants) and suppress some events. These constraints are formalised in the following 
definition:
Definition 7 (Constraints on an enforcement mechanism). Given a timed property ϕ , an enforcement function Eϕ : tw() →
tw(), should satisfy the following constraints:
– Physical constraint:
∀σ ,σ ′ ∈ tw() : σ  σ ′ =⇒ Eϕ(σ )  Eϕ(σ ′) (Phy).
– Soundness:
∀σ ∈ tw() : Eϕ(σ ) |= ϕ ∨ Eϕ(σ ) = ε (Snd).
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∀σ ∈ tw() : Eϕ(σ ) 	d σ (Tr).
The physical constraint (Phy) means that Eϕ is monotonic: the output produced for an extension σ ′ of an input word 
σ extends the output produced for σ . This stems from the fact that, over time, what is actually output by the enforcement 
function is a continuously growing timed word, i.e., what is output for a given input timed word can only be modified by 
appending new events with greater dates. Soundness (Snd) means that the output either satisfies property ϕ , or is empty. 
This allows to output nothing if there is no way to satisfy ϕ . Note that, together with the physical constraint, soundness 
implies that no event can be appended to the output before being sure that the property will be eventually satisfied with 
subsequent output events. Transparency (Tr) means that the output is a delayed subsequence of the input σ , thus the 
enforcement function is allowed to either suppress input events, or increase their dates while preserving their order.
It can be easily checked on the examples in Section 2 that the output sequences satisfy the constraints of enforcement 
mechanisms.
Remark 3. The soundness, transparency, and physical constraints describe the expected input/output behaviour of an en-
forcement function for the whole input sequence. Note that it however does not strongly constrain the output. In particular, 
an enforcement function that never produces any output complies to these constraints. However, to be practical, an actual 
enforcement function should also provide some guarantees on the output sequence it produces in terms of length and delay 
w.r.t. the input sequence. Such guarantees are specified by an optimality property in Section 6.
6. Enforcement functions: input/output description of enforcement mechanisms
We now define an enforcement function dedicated to a desired property ϕ . Its purpose is to define, at an abstract level, 
for any input word σ , the output word Eϕ(σ ) expected from an enforcement mechanism that works as a delayer with 
suppression, where suppression only happens upon the reception of an event that prevents any satisfaction of the property 
in the future.
First, we discuss some preliminaries (Section 6.1) regarding the consequences of the choice of suppression strategy on ef-
ficiency and on the possible output sequences of the enforcement function. Then, we define the enforcement function itself, 
and prove in Section 6.2 that this functional definition satisfies the physical, soundness, and transparency constraints. We 
also prove that the enforcement function satisfies some optimality criterion with the chosen suppression strategy. Finally, 
in Section 6.3, we explain how the enforcement function behaves over time (how a given input sequence is consumed over 
time, and how the output is released in an incremental fashion).
6.1. Preliminaries to the definition of enforcement functions
An enforcement mechanism needs to memorise events since, for some properties (typically co-safety properties), upon 
the reception of some input timed word, the property might not be yet satisfiable by delaying, but a continuation of the 
input may allow satisfaction. For more general properties (which are neither safety nor co-safety properties), there may 
exist some prefix for which the property is satisfiable by delaying the input, thus dates can be chosen for these events. For 
efficiency reasons, and for our enforcement mechanisms to be amenable to online implementations, we also want to build 
the output in a fashion that is as incremental as possible. Enforcement mechanisms should thus take decisions on dates of 
output events as soon as possible. Still for efficiency considerations, we impose that suppression should occur only when 
necessary, i.e., when, upon the reception of a new event, there is no possibility to satisfy the property, whatever is the 
continuation of the input. Moreover, we decide to suppress the last received event only because it causes the unsatisfiability 
(even) if delayed. Note, when an enforcement mechanism decides not to suppress an action, it should not modify its decision 
in the future. Our choice of suppression strategy mainly stems from efficiency reasons. We discuss our choice and possible 
alternatives in Remark 4 in Section 6.2 (p. 15).
6.2. Definition of enforcement functions
As intuitively explained in the motivating examples of Section 2, during the correction of an input timed word σ , some 
subsequence of events σc is temporarily stored, until some new event (t, a) eventually allows to satisfy the property for 
the first time, or satisfy it again, by delaying the sequence σ ′c = σc · (t, a). For such a sequence σ ′c , the definition of an 
enforcement function shall use the set CanD(σ ′c) of candidate delayed sequences of σ ′c , independently of the property ϕ .
CanD(σ ′c) =
{
w ∈ tw() | w d σ ′c ∧ start(w) ≥ end(σ ′c)
}
.
The set CanD(σ ′c) is the set of timed words w that delay σ ′c , and start at or after the ending date of σ ′c (which is the date 
t of the last event (t, a) of σ ′c ). As we shall see, w d σ ′c stems from the fact that we consider enforcement mechanisms 
as time retardants, while start(w) ≥ end(σ ′c) means that the eligible timed words should not start before the date of its 
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With this preliminary notation, the enforcement function for a property ϕ can be defined as follows:
Definition 8 (Enforcement function). The enforcement function for a property ϕ is the function Eϕ : tw() → tw() defined 
as:





where storeϕ : tw() → tw() × tw() is defined as
storeϕ(ε) = (ε, ε)









, ε) if κϕ(σs,σ ′c) = ∅,




with σ ∈ tw(), t ∈ R≥0,a ∈ ,
(σs,σc) = storeϕ(σ ), and σ ′c = σc · (t,a),




def= CanD(σ ′c) ∩ σ−1s ·L.
For a given input σ , function storeϕ computes a pair (σs, σc) of timed words: σs , which is extracted by the projection 
function 1 to produce the output Eϕ(σ ); σc is used as a temporary memory. The pair (σs, σc) should be understood as 
follows:
• σs is a delayed subsequence of the input σ , in fact of its prefix of maximal length for which the absolute dates can be 
computed to satisfy property ϕ;
• σc is a subsequence of the remaining suffix of σ for which the releasing dates of events, still have to be computed. It is 
a subsequence (and not the complete suffix) since some events may have been suppressed when no delaying allowed 
to satisfy ϕ , whatever is the continuation of σ , if any.
Function Eϕ incrementally computes a timed word according to the input timed word, and is defined inductively as follows. 
When the empty word ε is input, it produces (ε, ε). Otherwise, suppose that for the input σ the result of storeϕ(σ ) is 
(σs, σc) and consider a new received event (t, a). Now, the new timed word to correct is σ ′c = σc · (t, a). There are three 
possible cases, according to the vacuity of the two sets κϕ(σs, σ ′c) and κpref(ϕ)(σs, σ ′c). These sets are obtained respectively 
as the intersection of the set CanD(σ ′c) with σ−1s · ϕ and σ−1s · pref(ϕ). Let us recall that:
• CanD(σ ′c) is the set of timed words that delay σ ′c , and start at or after the ending date of σ ′c (i.e., the date of its 
last event (t, a)), since choosing an earlier date would cause the date to be already elapsed before the event could be 
released as output;
• σ−1s · ϕ = {w ∈ tw() | σs · w |= ϕ} is the set of timed words that satisfy ϕ after reading σs; similarly, since pref(ϕ) ={v ∈ tw() | ∃w ′ ∈ tw() : v · w ′ |= ϕ} we get that σ−1s · pref(ϕ) =
{
w ∈ tw() | ∃w ′ ∈ tw() : σs · w · w ′ |= ϕ
}
, and thus 
σ−1s · pref(ϕ) is the set of timed words for which a continuation satisfies ϕ after reading σs .
Thus κϕ(σs, σ ′c) is the set of timed words w that belong to the candidate delayed sequences of σ ′c and such that σs · w
satisfies ϕ; and κpref(ϕ)(σs, σ ′c) is the set of timed words w that belong to the candidate delayed sequences of σ ′c , and such 
that some additional continuation w ′ may satisfy ϕ , i.e., σs · w · w ′ |= ϕ . Note that, since κϕ(σs, σ ′c) ⊆ κpref(ϕ)(σs, σ ′c), we 
distinguish three different cases:
– If κϕ(σs, σ ′c) = ∅ (and thus κpref(ϕ)(σs, σ ′c) = ∅), it is possible to choose appropriate dates for the timed word σ ′c =
σc · (t, a) to satisfy ϕ . The minimal timed word in κϕ(σs, σ ′c) w.r.t. the lexicographic order is chosen among those with 
minimal ending date, and appended to σs; the second element of the pair is set to ε since all events memorised in 
σc · (t, a) are corrected and appended to σs .
– If κpref(ϕ)(σs, σ ′c) = ∅ (and thus κϕ(σs, σ ′c) = ∅), it means that, whatever is the continuation of the current input σ ·(t, a), 
there is no chance to find a correct delaying for (t, a). Thus, event (t, a) should be suppressed, leaving σc and σs
unmodified.
– Otherwise, i.e., when κϕ(σs, σ ′c) = ∅ but κpref(ϕ)(σs, σ ′c) = ∅, it means that it is not yet possible to choose appropriate 
dates for σ ′c = σc · (t, a) to satisfy ϕ , but there is still a chance to do it in the future, depending on the continuation of 
the input, if any. Thus σc is modified into σ ′c = σc · (t, a) in memory, but σs is left unmodified.
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(i.e., κpref(ϕ)(σs, σc · (t, a)) = ∅), we choose to erase only the last received event (t, a), since it is the one that causes this 
impossibility. However, other policies to suppress events could be chosen. In fact, one could choose to suppress any events 
in σc · (t, a), since dates of these events have not yet been chosen. This would then require to choose among all such 
subsequences, using an appropriate order. This may be rather complex to define, and, more importantly, computationally 
expensive because one would have to face the combinatorial explosion induced when considering the 2|σc ·(t,a)| possible 
subsets of actions to suppress. Moreover, let us notice that enforcement mechanisms are purposed to work in an online 
fashion, hence making decisions on each reception of a new event. For this purpose, not reconsidering the suppression 
choices makes them definitive and lowers the computation related to suppression.
Proposition 1. Given some property ϕ , its enforcement function Eϕ as per Definition 8 satisfies the physical (Phy), soundness (Snd), 
and transparency (Tr) constraints as per Definition 7.
Proof of Proposition 1 – sketch only. The proof of the physical constraint is a direct consequence of the definition of storeϕ . 
The proofs of soundness and transparency follow the same pattern: they rely on an induction on the length of the input 
word σ . The induction steps use a case analysis, depending on whether the last input subsequence (i.e., the events in 
σc · (t, a)) can be corrected or not. The complete proofs are given in Appendix A.1. 
In addition to the physical, soundness, and transparency constraints, the functional definition also ensures that each 
subsequence is output as soon as possible, as expressed by the following proposition.
Proposition 2 (Optimality of enforcement functions). Given some property ϕ , its enforcement function Eϕ as per Definition 8 satisfies 
the following optimality constraint:
∀σ ∈ tw() : Eϕ(σ ) = ε ∨ ∃m, w ∈ tw() : Eϕ(σ ) = m · w(|= ϕ), with
m = maxϕ≺,ε(Eϕ(σ )), and
w = minlex,end{w ′ ∈ m−1 · ϕ | (w ′) = (m−1 · Eϕ(σ ))
∧ m · w ′ 	d σ ∧ start(w ′) ≥ end(σ )}




σ ′ ∈ ϕ | σ ′ ≺ σ} ∪ {ε}) .
For any input σ , if the output Eϕ(σ ) is not empty, then (it satisfies ϕ by soundness and) the output can be separated into 
a prefix m which is the maximal strict prefix of Eϕ(σ ) satisfying property ϕ , and a suffix w . The optimality condition focuses 
on this last part, which is the suffix that allows to satisfy (again) the property. However, since the property considers any 
input σ , the same holds for every prefix of the input that allows to satisfy ϕ by enforcement, thus for any such (temporary) 
last subsequence.
The optimality constraint expresses that, among those sequences w ′ that could have been chosen (see below), w is the 
minimal one in terms of ending date, and lexical order (this second minimality ensures uniqueness). The “sequences that 
could have been chosen” are those such that m · w ′ satisfies the property, have the same events (thus can be produced by 
suppressing the same events), are delayed subsequences of the input σ , and have a starting date greater than or equal to 
end(σ ), since end(σ ) is the date at which w ′ is appended to the output, and thus a smaller date would be in the past of 
the output event.
Proof of Proposition 2 – sketch only. The proofs rely on an induction on the length of the input word σ . The induction step 
uses a case analysis, depending on whether the last input subsequence (i.e., the events in σc · (t, a)) can be corrected or not. 
The proof is given in Appendix A.2 (p. 32). 
Remark 5 (On the optimality condition). Note that the condition (w ′) = (m−1 · Eϕ(σ )) in Proposition 2 stems from the 
strategy chosen to suppress events (see Remark 4). If an enforcement function is defined, such that it is allowed to suppress 
any event in σc · (t, a), then the condition (w ′) = (m−1 · Eϕ(σ )) in optimality should be removed. Moreover, note that 
optimality has to be defined in a recursive manner. Indeed, since enforcement mechanisms should produce output sequences 
in an incremental fashion, the optimal output that should be produced for an input sequence depends on the optimal 
outputs that have been produced for the prefixes of the input sequence. Because of the performance reasons mentioned 
in Remark 4, defining a more general notion of optimality (possibly parameterised by the suppression strategy) is left for 
future work.
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6.3. Behaviour of enforcement functions over time
At an abstract level, an enforcement function takes as input a timed word and computes as output the timed word that 
is eventually produced by the enforcement mechanism after some unbounded delay. However, at a more concrete level, 
enforcement obeys some temporal constraints relative to the current date t . Firstly, since the enforcement mechanism reads 
the input timed word σ as a stream, what it can effectively observe from σ at date t is its prefix obs(σ , t). Consequently, at 
date t , what it can compute from this observation is Eϕ(obs(σ , t)). Note that it is legal to do so since, by definition obs(σ , t)
is a prefix of σ , and thus, by the physical constraint (Phy), Eϕ(obs(σ , t)) is a prefix of the complete output Eϕ(σ ). Now, 
Eϕ(obs(σ , t)) is a timed word where dates attached to events model the date when they should eventually be released as 
output. But at date t , only its prefix obs(Eϕ(obs(σ , t)), t) is effectively released as output. Now, notice that, since Eϕ behaves 
as a time retardant (i.e., dates attached to output events exceed dates of corresponding input events), and Eϕ(obs(σ , t)) is 
a prefix of Eϕ(σ ), we get obs(Eϕ(obs(σ , t)), t) = obs(Eϕ(σ ), t). From this, we conclude that the released output at date t
is obs(Eϕ(σ ), t). Finally, what is ready to be released at date t , but not yet released is the residual of Eϕ(obs(σ , t)) after 
observing obs(Eϕ(σ ), t) thus obs(Eϕ(σ ), t)−1 · Eϕ(obs(σ , t)). The enforcement monitor described in the next section, which 
implements the enforcement function, takes care of this temporal behaviour.
Example 4 (Behaviour of enforcement functions over time). (See Fig. 8.) Let us consider the input timed word σ = (t1, a1) ·
(t2, a2) · (t3, a3) · (t4, a4) · (t5, a5) · (t6, a6) · (t7, a7), and let the output of the enforcement function be Eϕ(σ ) = (t′1, a1) ·
(t′2, a2) · (t′4, a4) · (t′5, a5) · (t′7, a7). At time instant t:
– the observation of σ is obs(σ , t) = (t1, a1) · (t2, a2) · (t3, a3) · (t4, a4) · (t5, a5),
– the subsequence of remaining suffix of obs(σ , t) for which the releasing dates still have to be computed is σ tmc = (t5, a5),
– the output that the enforcement function can compute from obs(σ , t) is Eϕ(obs(σ , t)) = (t′1, a1) · (t′2, a2) · (t′4, a4),
– the released output is obs(Eϕ(obs(σ , t)), t) = obs(Eϕ(σ ), t) = (t′1, a1) · (t′2, a2);
– the timed word ready to be released, denoted by σ tms, is obs(Eϕ(σ ), t)−1 · Eϕ(obs(σ , t)) = (t′4, a4).
Example 5 (Enforcement function). We illustrate how Definition 8 is applied to enforce specification S3 (see Section 2), 
formalised by property ϕ3, recognised by the automaton depicted in Fig. 6c with 3 (= {op1,op2,op}), and the input timed 
word σ3 = (2, op1) · (3, op1) · (3.5, op) · (6, op2). Fig. 9 shows the evolution of the observed input timed word obs (σ3, t), the 
output of the storeϕ function when the input timed word is obs(σ3, t), and Eϕ3 . Variable t keeps track of physical time, 
i.e., it contains the current date. When t < 6, the observed output is empty (since Eϕ3 (obs (σ3, t)) = ε). When t ≥ 6, the 
observed output, is obs ((6,op1) · (8,op) · (10,op2) , t) (since Eϕ3 (obs (σ3, t)) = (6, op1) · (8, op) · (10, op2)).
Example 6 (Enforcement function: a non-enforceable property). Consider specification S4 formalised by property ϕ4, recognised 




, and the input timed word σ4 = (3, acqi) · (7, opi) · (12, reli). 
Fig. 10 shows the evolution of the observation of the input timed word obs(σ4, t), the output of the storeϕ function when 
the input timed word is obs(σ4, t), and Eϕ4 . The output of the enforcement function is ε at any date because delaying 
action acqi for 9 t.u. (i.e., until observing action reli ) violates the timing constraint of 10 t.u. without transaction.
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Fig. 10. Evolution over time of the values of the enforcement function for property ϕ4 (a non-enforceable property).
Remark 6 (Simplified enforcement functions for safety properties). Because of the characteristics of safety properties, the enforce-
ment function for such properties can be simplified. A safety property ϕ is prefix closed thus pref(ϕ) = ϕ , which implies 
that the two functions κpref(ϕ) and κϕ are identical. Thus, the two first cases in the definition of storeϕ(σ · (t, a)) can be 
simplified and distinguished according to whether κϕ(σs, σ ′c) = ∅ or not; and the third case never happens. Moreover, since 
σc is initially empty, and the two first cases in the definition of storeϕ(σ · (t, a)) do not modify σc , by a simple induction on 
the input sequence, we observe that σc always remains empty. Thus, the second output parameter of function storeϕ (i.e., 
the internal memory) can be suppressed. Additionally, in the first case, the first argument of the output can be simplified 
as it is always called with the last read event (t, a) (see below).
The enforcement function for safety properties storesaϕ : tw() → tw() can be defined as follows:
storesaϕ (ε) = ε
storesaϕ (σ · (t,a)) =
{
storesaϕ (σ ) · (min (K (σ , (t,a))) ,a) if K (σ , (t,a)) = ∅,
storesaϕ (σ ) otherwise,
where K (σ , (t,a)) def= {t′ ∈ R≥0 | t′ ≥ t ∧ storesaϕ (σ ) · (t′, a) 	d σ · (t, a) ∧ storesaϕ (σ ) · (t′, a) ∈ ϕ} is the set of dates t′ ≥ t that 
can be associated to a such that the extension storesaϕ (σ ) · (t′, a) of storesaϕ (σ ) is a delayed subsequence of σ · (t, a) and still 
satisfies property ϕ .
7. Enforcement monitors: operational description of enforcement mechanisms
The enforcement function defined in Section 6 describes inductively how an input stream of events is transformed ac-
cording to a property. It provides a functional view of enforcement mechanisms and could be implemented using functional 
programming constructs such as recursion and lazy evaluation.
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of events σs that have been already corrected, through functions κϕ and κpref(ϕ) . Consequently, implementing directly an 
enforcement function would require the enforcement mechanism to store σs in its memory, that would grow over time and 
never be emptied.
Instead, we implement an enforcement function Eϕ for a property ϕ specified by a TA Aϕ with an enforcement monitor 
(EM). An EM has an operational semantics: it is defined as a transition system E , and has explicit state information. It keeps 
track of and uses information such as time elapsed, and the state reached after reading (or simulating) σs in the underlying 
TA to release the actions stored in σs at appropriate dates. Hence, an EM does not need to store σs .
7.1. Preliminaries to the definition of enforcement monitors
In contrast with an enforcement function which, at an abstract level, takes a timed word as input and produces a timed 
word as output, an enforcement monitor E also needs to take into account physical time (i.e., the actual date t), the current 
observation obs(σ , t) of the input stream σ at date t , the release of events to the environment which is obs(Eϕ(σ ), t), 
and the residual of Eϕ(obs(σ , t)) after releasing obs(Eϕ(σ ), t). Note, since storing these sequences would be impractical at 
runtime, an enforcement monitor encodes equivalent information as described below.
An EM E is equipped with: a clock which keeps track of the current date t; two memories and a set of enforcement 
operations used to store and release some timed events to and from the memories, respectively. The memories are basically 
queues, each of them containing a timed word:
• σmc manages the input queue, more precisely the subsequence of the input obs(σ , t) consisting of non-suppressed 
events for which dates could not yet be chosen to satisfy the property. This exactly corresponds to the timed word σc
in function storeϕ (see Definition 8);
• σms is the output queue which manages the part of the output Eϕ(σ ) which is computed at date t but not yet released; 
since at date t only prefix obs(σ , t) has been observed, and obs(Eϕ(σ ), t) has already been released, σms contains the 
residual obs(Eϕ(σ ), t)−1 · Eϕ(obs(σ , t)), i.e., the timed word that is ready to be released but not yet released.
An EM also keeps track of the current state q of the underlying LTS of the TA Aϕ that encodes ϕ and the date tF at which 
q is reached. The current state q is the one reached after reading the timed word Eϕ(obs(σ , t)) (that also corresponds to σs
in the definition of Eϕ ), which is the output that can be computed from the current observation obs(σ , t). By definition q
is either q0 or a state in Q F . The date tF is the date end(Eϕ(obs(σ , t))) (and evaluates to 0 if Eϕ(obs(σ , t)) = ε).
7.2. Function update
Before defining enforcement monitors, we introduce function update which takes as input the current state q ∈ Q F ∪{q0}
of Aϕ 5 reached after reading Eϕ(obs(σ , t)), the arrival date tF in this state q, a timed word σmc ∈ tw() that has to be 
corrected, and the last received event (t, a). Function update possibly updates the current state, and outputs a marker used 
by E to make decisions, according to whether σmc can be corrected or not, and in the negative case, whether an extension 
could be.
Definition 9 (Function update). update is a function from Q ×R≥0 × tw() × (R≥0 × ) to Q × tw() × {ok, c_bad, bad}
defined as follows:







if kQ F (q, tF ,σmc · (t,a)) = ∅ ∧ q
wmin→ tF q′,
(q,σmc,bad) if kQ F ∪BC (q, tF ,σmc · (t,a)) = ∅,
(q,σmc · (t,a),c_bad) otherwise,
where, for Q ⊆ Q ,
kQ(q, tF ,σ ) =
{
w ∈ tw() | q w→tF Q
}
∩ CanD(σ ),
and wmin = minlex,end kQ F (q, tF , σmc · (t, a)).
Recall that CanD(σ ) (defined in section 6.2) computes the set of timed words that delay σ and start at or after end(σ ). 
Function kQ explicitly uses the semantics Aϕ  = (Q , q0, 
, →, Q F ) of the TA Aϕ defining property ϕ , and, using function 
CanD, mimics the computation of the sets κϕ(σs, σ ′c), and κpref(ϕ)(σs, σ ′c) defined in section 6.2. Function kQ is parame-
terised with a set of states Q ⊆ Q and called with three parameters: the current state q, a date tF , and a sequence σ . It 
returns the set of timed words leading to a state in Q from state q starting at date tF , among sequences in CanD(σ ).
The three cases in the definition of update encode the three cases in the definition of function storeϕ , in the same order:
5 The partitioning of the states Q of A into four subsets G , GC , BC and B is defined in Section 4.2.
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events in σmc · (t, a) such that an accepting state q′ ∈ Q F is reached from q, starting at date tF . In this case, function 
update returns q′ , wmin, and marker ok: wmin is the minimal word w.r.t. the lexical order among those timed words of 
minimal ending date in kQ F (q, tF , σmc · (t, a)), q′ ∈ Q F is the state reached from q with wmin, and marker ok indicates 
that Q F is reached.
– In the second case, Q = Q F ∪ BC and kQ F ∪BC (q, tF , σmc · (t, a)) is empty; it is thus impossible to correct σmc · (t, a) in the 
future, since no candidate sequence delaying σmc · (t, a) leads to a state in Q F ∪ BC , i.e., accepting states or states from 
which a path leads to an accepting state (they all lead to bad states B). This reflects the fact that κpref(ϕ)(σs, σc · (t, a))
is empty, since the set of accepting states of pref(ϕ) is Q F ∪ BC . In this case, function update returns state q and timed 
word σmc unmodified, indicating that event (t, a) is suppressed, and marker bad indicates that no accepting state could 
be reached in the future if (t, a) was retained in memory.
– In the third case, function update returns state q unmodified, but returns the timed word σmc · (t, a), and a marker 
c_bad. The marker indicates that σmc · (t, a) cannot be delayed to reach an accepting state, but there it is still possible 
to reach a new accepting state after observing more events in the future.
On the computation of function update Function update can be computed using operations on TAs and known algorithms 
solving classical problems, with the help of the standard symbolic representation of behaviours of TAs by region or zone 
graphs, and refinement of these, using Difference Bound Matrices (DBM) to encode timing constraints. However, one needs 
to adapt TAs following practical considerations as explained below. We first introduce the sub-problems involved in the 
computation of update and references to their algorithmic solutions. Next, we explain some considerations to extend the 
kind of TAs handled by these algorithms. Finally, we explain how to encode the computation of update into these algorithms 
and standard operations on TAs.
Reachability problem: For a TA A = (L, l0, X, , 	, F ), check whether F is reachable. Recall that reachability is PSPACE-
complete in the size of the TA A [11] and can be solved using the symbolic region or zone representations and 
forward or backward analysis, e.g., using UPPAAL [14].
Optimal reachability problem: For a TA A = (L, l0, X, , 	, F ), check whether F is reachable and if yes, find a run with 
minimal duration. It can be proven that this problem is also PSPACE-complete in the size of A. PSPACE-hardness is 
a direct consequence of the fact that reachability in TAs is already PSPACE-hard. PSPACE-easiness is a consequence 
of the fact that a more general problem, the optimal cost reachability problem for weighted timed automata (WTAs), 
is proven to be PSPACE-complete in [19], and can be solved by the exploration of the weighted directed graph. The 
weighted directed graph is a refinement of the region graph in which the durations of time transitions are arbitrar-
ily close to integers, and edges are augmented with cost functions which are polynomials in the constants of A. 
Cost-optimal paths can be found among those where the durations spent in locations are arbitrarily close to integers. 
Moreover, in the case of TAs with only non-strict guards, the optimal timed words indeed have integral dates.
We now state four considerations that allow to apply these algorithms in our context:
Consideration 1 In a real runtime environment, dates of input events are observed by a digital clock with limited precision. 
Observed dates can thus be considered as rationals, more precisely integral multiples of a sampling rate 1/D of a 
clock, rather than reals as in the idealised model of timed words. As a consequence of this, of the computation of 
update and its use in the enforcement monitor, the computed output dates are also rationals (obtained by reverse 
scaling of integer dates obtained by optimal reachability, see below).
Consideration 2 In our definition of TAs, all constants in guards are integers. These TAs are sometimes called integral TAs. 
As will be clear later, and in particular because of Consideration 1, we shall also consider rational TAs, i.e., TAs where 
constants can be rational. A rational TA can be transformed into an integral TA by considering 1/d as the new unit 
value, where d is the least common multiple of all denominators of rational constants. Note that the value 1/d, which 
will be useful in the sequel, will always be a multiple of the observation sampling rate 1/D , thus one can simply 
take 1/D . Since the size of the regions/zones graph depends on the maximal constant, there is a tradeoff between the 
precision of the observation and the cost of reachability analysis.
Consideration 3 Still due to Consideration 1, in the use of update we will have to solve (optimal) reachability not only from 
the initial state, but from some state q where the location l may differ from l0 and clocks have a rational valuation ν . 
First, as is the case with Consideration 2, one can scale this TA by multiplying all constants by the least common 
multiple of denominators of this valuation (and constants if rational) in order to get an integral TA starting in an 
integral valuation ν ′ . Second, the construction of the region/zone automaton will be as usual, except that it should 
start in (l, ν ′).
Consideration 4 As seen above with optimal reachability, for TAs with strict (lower) guards, infimum may not be realisable
even though reachability is achieved. However, a timed word arbitrarily close to the infimum exists as soon as reacha-
bility is achieved. Alternatively, one may approximate the TA with a TA exhibiting only non-strict guards. Since output 
dates should be multiple of the sampling rate 1/D , the approximation consists in transforming all strict guards of the 
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rational TA into an integral TA, and get guards of the form x ≥ D ∗ c + 1.
Remark 7. Most of the above considerations concern rational constants (or initial rational valuations) in TAs and have their 
roots in the precision of the observation (Consideration 1). An alternative way to understand those considerations, and avoid 
problems of rational constants in all the algorithms, is simply to consider the observation sampling 1/D as the new time 
unit, and thus to observe events at integral dates and rescale TA Aϕ according to this new time unit. As a consequence, all 
TAs that have to be built would be integral TAs.
We now come back to the computation of function update. First, CanD(σmc · (t, a)) can be represented by a rational TA 
C with a new clock y /∈ X (that does not belong to the set of clocks of the TA Aϕ of the property) initialised to 0, and 
|σmc · (t, a)| transitions in sequence, one transition per action in σmc · (t, a), the first transition with constraint y ≥ t , the 
other ones with no timing constraint, no reset on any transition, and one accepting location in set FC at the end, with no 
outgoing transition. Clearly, this automaton recognises timed words delaying σmc · (t, a) and starting after t . Since t is the 
date at which a is observed, by Consideration 1 we suppose that it is a rational, multiple of the observation sampling 1/D , 
thus C is a rational TA. For technical reasons, in the following we will rather consider the rational TA C ′ obtained from C
by replacing y ≥ t by y ≥ t − tF in the first transition, where tF is the arrival date in state q (note that it can be easily 
proven by induction on the use of update that tF is rational, since computed output dates are rational). C ′ recognises the 
same timed words as C , with all dates decreased by the duration tF .
For the first case in the definition of update, one needs first to check whether kQ F (q, tF , σmc · (t, a)) = ∅ and then to pick 
a timed word with minimal duration in this set. This can thus be done as follows: let Aϕ(q) be the same TA as Aϕ , but 
starting in the initial state q, where q is a pair (l, ν) with l ∈ L and ν a rational valuation of the clocks in X . Now build 
the product TA Aϕ(q) × C ′ and check whether F × FC is reachable. For this purpose, Consideration 4 is used to transform 
strict guards into non-strict ones, and then Considerations 2 and 3 are used to transform this rational TA initialised with 
a rational valuation into an integral TA initialised with an integral valuation. If F × FC is reachable, computing the timed 
word with minimum duration can be done using the algorithm described in [19], resulting in an integral timed word. Next, 
one has to rescale this integral timed word into a rational timed word by division by the scalings used to transform rational 
TAs to integral TAs. Finally, the resulting timed word is increased by the duration tF to get the final result.
For the second case, one needs to check whether kQ F ∪BC (q, tF , σmc · (t, a)) = ∅. This can be done as follows: let C ′′ be 
the same automaton as C ′ , except that the accepting locations in FC loop on any action; C ′′ then recognises extensions of 
timed words in CanD(σmc · (t, a)), but again decreased by the duration tF ; build the product Aϕ(q) × C ′′ , and check whether 
F × FC is reachable in this TA, using Considerations 2 and 3 again to transform this rational TA initialised with a rational 
valuation into an integral TA initialised with an integral valuation. If the answer is no, kQ F ∪BC (q, tF , σmc · (t, a)) = ∅.
An operational definition of function update as an algorithm is described in Section 8.
Complexity Recall that for an integral timed automaton A = (L, l0, X, , 	, F ), reachability can be solved by first construct-
ing the region graph or zone graph which size is in O((|	| + |L|).(2M + 2)|X |.|X |!.2|X |), where M is the maximal constant 
appearing in guards, |L| is the number of locations, |	| the number of edges, and |X | the number of clocks, and solving 
reachability in this finite graph. Since reachability in finite graphs is NLOGSPACE-complete (in the size of the finite graph), 
globally, this algorithm is in PSPACE, and it is proven that the problem is PSPACE-complete [11].
As previously mentioned, optimal reachability is PSPACE-complete in the size of A. It is a consequence of the PSPACE-
completeness of the more general problem of optimal reachability for weighted time automata. Weighted timed automata 
are extensions of timed automata where a cost function C assigns integer costs to both locations and transitions, with the 
semantics that firing a transition e induces a cost C(e), and spending τ time units in a location l induces a cost C(l).τ . The 
optimal reachability problem for TAs can thus be reduced to the cost optimal reachability problem for WTAs in which a 
null cost is assigned to transitions and a cost of 1 is assigned to every location. The optimal reachability problem is solved 
by first constructing the weighted directed graph, which refines the region graph by focusing on what happens close to 
integral corners of regions, and labelling transitions with a cost function. The size of the weighted directed graph is |X | + 1
times bigger than the region graph. Optimality is then solved by traversing on-the-fly this graph and comparing the weights 
of elementary paths.
For simplicity, the complexity of both algorithms are in general abstracted to O(2|A|) where |A| takes into account the 
number of transitions, locations, the maximal constant, and the number of clocks in A.
Note that to solve those problems for a rational TA, one first needs to build an integral TA according to the observa-
tion sampling 1/D , by multiplying constants by D . The size of the region graph thus becomes O((|	| + |L|).(2.D.M +
2)|X |.|X |!.2|X |), and both problems are still in O(2|A|). For the product of two TAs A = (L, l0, X, , 	, F ), and B =
(L′, l′0, X ′, , 	′, F ′), with respective maximal constants M and M ′ , the size of the region graph thus becomes O((|	|.|	′| +
|L|.|L|′).(2. max(M, M ′) + 2)|X |+|X ′ |.(|X | + |X ′|)!.2|X |+|X ′ |), and the complexity of (optimal) reachability becomes O(2|A|+|B|).
Now, let us come to the complexity of update, or more precisely to the orders of sizes of the region graphs and weighted 
directed graphs that need to be traversed, since these are the key elements in the complexity of the algorithms. For a given 
input memory σmc · (t, a), the computation of update requires to solve the optimal reachability problem on the automaton 
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explained above, and Aϕ(q) is obtained from a TA Aϕ = (L, l0, X, , 	, F ) (with maximal constant M) by shifting the initial 
state to q. Firstly, note that the automaton Aϕ(q) is of same size as Aϕ , but is a rational TA, thus the maximal constant of 
the corresponding integral automaton is M.D when scaling to integral automata with observation sampling 1/D . Secondly, 
the automata C ′ and C ′′ both have O(|σmc|) locations and respectively O(|σmc|) and O(|σmc| + ||) transitions. They both 
have one clock and the maximal constant of their corresponding integral TAs is the integer D.(t − tF ).
For the product TAs Aϕ(q) × C ′ and Aϕ(q) × C ′′ , we get O(|σmc|.|L|) locations and respectively O(|σmc|.|	|) and 
O((|σmc| + ||).|	|) transitions. The maximal constant is D. max(M, t − tF ) and both automata have |X | + 1 clocks.
In the first case of function update, solving the optimal reachability problem in the TA Aϕ(q) × C ′ induces the (partial) 
construction and traversal of a weighted directed graph which is of size O((|X | + 2).|σmc|.(|	| + |L|).(2.D. max(M, t − tF ) +
2)|X |+1.(|X | + 1)!.2|X |+1).
In the second case, the reachability problem in the TA Aϕ(q) × C ′′ can be solved by building a region graph of size 
O(((|σmc| + ||).|	|) + (|σmc|.|L|)).(2.D. max(M, t − tF ) + 2)|X |+1.(|X | + 1)!.2|X |+1).
In spite of these complexities, these problems can be efficiently solved, e.g., in UPPAAL [14], using zones and their 
encoding with DBMs. One key to efficiency is the choice of the right observation sampling 1/D which influences the size of 
the maximal constant in integral TAs. The smaller is 1/D , the tighter is the observation, but the larger is the region graph. 
It should also be noted that even though the maximal size of the product automata is in the product of sizes of component 
automata, in practice only paths in Aϕ along the untimed projection of σmc · (t, a) have to be considered, which strongly 
restricts the region graph or weighted directed graph that need to be built when searching for (optimal) accepted timed 
words. Finally, as will be clear later, update is called with sequences σmc · (t, a) of increasing length (in the case where no 
suppression occurs), starting from 1, until it can be corrected to satisfy ϕ , in which case its length is reinitialised to 1. The 
worst case complexity is reached when no prefix can be corrected (but a possible extension always could) before the arrival 
of the sequence. But in general, we may expect that ϕ can be regularly satisfied by correcting the input.
7.3. Definition of enforcement monitors
We can now define the enforcement monitor using function update defined in Section 7.2.
Definition 10 (Enforcement monitor). Let us consider a regular property ϕ recognised by the TA Aϕ with semantics Aϕ  =
(Q , q0, 
, →, Q F ). The enforcement monitor for ϕ is the transition system Eϕ = (CEϕ , cEϕ0 , 
Eϕ , ↪−→Eϕ ) s.t.:
– CEϕ = tw() × tw() ×R≥0 × Q ×R≥0 is the set of configurations of the form (σms, σmc, t, q, tF ), where σms, σmc are 
timed words to memorise events, t is a positive real number to keep track of time, q is a state in the semantics of the 
TA and tF keeps track of the arrival date in q,
– c
Eϕ
0 = (ε, ε, 0, q0, 0) ∈ CEϕ is the initial configuration,
– 
Eϕ = ((R≥0 × ) ∪ {ε}) × Op × ((R≥0 × ) ∪ {ε}) is the alphabet, i.e., the set of triples comprised of an op-
tional input event, an operation, and an optional output event, where the set of possible operations is Op =
{store-ϕ(·), storesup-ϕ(·), store-ϕ(·), release(·), idle(·)};
– ↪−→Eϕ ⊆ CEϕ × 
Eϕ × CEϕ is the transition relation defined as the smallest relation obtained by the following rules 
applied with the priority order below:
– 1. store-ϕ:
(σms, σmc, t, q, tF ) 
(t,a)/store−ϕ(t,a)/ε
↪−→Eϕ (σms · w, ε, t, q′, end(w)), if update(q, tF , σmc, (t, a))) = (q′, w, ok),
– 2. storesup-ϕ:
(σms, σmc, t, q, tF ) 
(t,a)/storesup−ϕ(t,a)/ε
↪−→Eϕ (σms, σmc, t, q, tF ), if update(q, tF , σmc, (t, a)) = (q, σmc, bad),
– 3. store-ϕ:
(σms, σmc, t, q, tF ) 
(t,a)/store−ϕ(t,a)/ε
↪−→Eϕ (σms, σmc · (t, a), t, q, tF ), if update(q, tF , σmc, (t, a)) = (q, σmc · (t, a), c_bad),
– 4. release:
((t, a) · σ ′ms, σmc, t, q, tF ) 
ε/release(t,a)/(t,a)
↪−→Eϕ (σ ′ms, σmc, t, q, tF ),
– 5. idle:
(σms, σmc, t, q, tF ) 
ε/idle(δ)/ε
↪−→Eϕ (σms, σmc, t + δ, q, tF ) if δ ∈ R>0 is a delay such that, for all δ′ < δ, no other rule can be 
applied to (σms, σmc, t + δ′, q, tF ),6
where c
e/op(p)/e′
↪−→Eϕ c′ denotes the fact that the enforcement monitor moves from configuration c to configuration c′ by 
reading e, executing operation op parameterised by p, and outputting e′ .
6 The allowed delays are obviously not known in the starting configuration of rule idle. In practice, at the implementation level, allowed delays are 
determined using busy-waiting.
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and can be released as output; σmc is the input sequence read by the EM, but yet to be corrected, except for events that 
are suppressed; t indicates the current date; q is the current state of Aϕ  reached after processing the sequence already 
released, followed by the timed word in memory σms, i.e., Eϕ(obs(σ , t)); tF is the arrival date in q.
Semantic rules can be understood as follows:
• Upon the reception of an event (t, a) (i.e., when t is the date in the configuration and (t, a) is read), one of the following 
rules is executed. Notice that their conditions are exclusive of each others.
– 1. Rule store-ϕ is executed if function update returns state q′ ∈ Q F , timed word w and marker ok, indicating that 
ϕ can be satisfied by the sequence already released as output, followed by σms, and followed by w which minimally 
delays σmc · (t, a) to satisfy ϕ . When executing the rule, sequence w is appended to the content of output memory 
σms, the input memory σmc is emptied, q′ is the new state and end(w) is the new arrival date.
– 2. Rule storesup-ϕ is executed if the update function returns marker bad, indicating that σmc · (t, a) followed by any 
sequence cannot be corrected. Event (t, a) is then suppressed, and the configuration remains unchanged.
– 3. Rule store-ϕ is executed if the update function returns marker c_bad, indicating that σmc · (t, a) cannot be cor-
rected yet. The event (t, a) is then appended to the internal memory σmc, but σms, q and tF remain unchanged.
• When no event can be received, one of the following rules is applied, with decreasing priority:
– 4. Rule release is executed if the current date t is equal to the date corresponding to the first event of the timed word 
σms = (t, a) ·σ ′ms in the memory. The event is released as output and removed from σms in the resulting configuration.
– 5. Rule idle adds the time elapsed δ to the current value of t when neither store nor release operations are possible 
at any time instant between t and t + δ.
Note, all rules except rule idle execute in zero time. Moreover, it is important to notice that the definition of update entails 
that the state q inside a configuration is either initial (initially q = q0) or accepting (it is only modified by a store-ϕ rule 
which makes it jump to a state q ∈ Q F as a result of update), one case not excluding the other (e.g., for safety properties).
Example 7 (Execution of an enforcement monitor). We illustrate how the rules of Definition 10 are applied to enforce prop-
erty ϕ3 (see Section 2), recognised by the automaton depicted in Fig. 6c with 3 = {op1,op2,op}, and the input timed word 
σ3 = (2, op1) · (3, op1) · (3.5, op) · (6, op2). Fig. 11 shows how semantic rules are applied according to the current date t , and 
the evolution of the configurations of the enforcement monitor, together with input and output. More precisely, each line 
is of the form O/c/I , where O is the sequence of released events, c is a configuration, and I is the residual of the input 
σ after its observation at date t . The resulting (final) output is (6, op1) · (8, op) · (10, op2), which satisfies property ϕ3. Note 
that after t = 10, only rule idle can be applied.
7.4. Relating enforcement functions and enforcement monitors
We show how the definitions of enforcement function and enforcement monitor are related: given a property ϕ , any in-
put sequence σ , at any date t , the output of the associated enforcement function and the output behaviour of the associated 
enforcement monitor are equal.
Preliminaries We first describe how an enforcement monitor reacts to an input sequence. In the remainder of this section, 
we consider an enforcement monitor E = (CE , cE0 , 
E , ↪−→E ), not related to a property. Enforcement monitors, described 
in Section 7, are deterministic. By determinism, we mean that, given an input sequence, the observable output sequence is 
unique. Moreover, given σ ∈ tw() and t ∈ R≥0, how an enforcement monitor reads σ until date t is unique: it goes through 
a unique sequence of configurations. Since rule idle does not read nor produce any event, ε belongs to the input alphabet. 
Thus, given an input sequence σ and a date t , there is possibly an infinite set of corresponding sequences over the input-
operation-output alphabet (as in Definition 10). All these sequences are equivalent: they involve the same configurations for 
the enforcement monitor and the same output sequence. Consequently, the rules of transition relations are ordered in such 
a way that reading ε will always be the transition with least priority. Consequently, given an input sequence, reading ε (and 
doing other operations such as outputting some event) is always possible when the monitor cannot read an input.
More formally, let us define E ioo(σ , t) ∈ (
E )∗ to be the unique sequence of transitions (triples comprised of an op-
tional input event, an operation, and an optional output event) that is “triggered” from the initial configuration, when the 
enforcement monitor reads σ until date t:
Definition 11 (Input-operation-output sequence). Given an input sequence σ ∈ tw() and some date t ∈ R≥0, we define the 
input-operation-output sequence, denoted as E ioo(σ , t), as the unique7 sequence of (
E )∗ such that:
7 The uniqueness of E ioo(σ , t) is discussed in Remark 9 in Appendix A.3.
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∃c ∈ CE : cE0
E ioo(σ ,t)
↪−→∗E c
∧ 1(E ioo(σ , t)) = obs(σ , t)
∧ timeop(2(E ioo(σ , t))) = t
∧ ¬
(
∃c′ ∈ CE , e ∈ (R≥0 × ) : c (ε,release(e),e)↪−→E c′
)
,
where the timeop function indicates the duration of a sequence of enforcement operations and says that only the idle
enforcement operation consumes time. Formally:
timeop(ε) = 0;
timeop(op · ops) =
{
d + timeop(ops) if ∃d ∈R>0 : op = idle(d),
timeop(ops) otherwise.
The observation of the input timed word σ at any date t , corresponding to obs(σ , t), is the concatenation of all the input 
events read/consumed by the enforcement monitor over various steps. Observe that, because of the assumptions on 
E , only 
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rule idle applies to configuration c: rule release does not apply by definition of E ioo(σ , t) and none of the store rules applies 
because 1(E ioo(σ , t)) = obs(σ , t).
Relating enforcement functions and enforcement monitors We now relate the enforcement function Eϕ and the enforcement 
monitor Eϕ , for a property ϕ , using the input-operation-output behaviour E iooϕ of Eϕ as per Definition 11. Seen from the 
outside, an enforcement monitor Eϕ behaves as a device reading and producing timed words. Overloading notations, this 
input/output behaviour can be characterised as a function Eϕ : tw() ×R≥0 → tw() defined as:
∀σ ∈ tw(),∀t ∈R≥0 : Eϕ(σ , t) = 3
(
E iooϕ (σ , t)
)
.
The corresponding output timed word Eϕ(σ , t), at any date t , is the concatenation of all the output events produced by the 
enforcement monitor over various steps of the enforcement monitor (where all ε ’s are erased through concatenation). In 
the following, we do not distinguish between an enforcement monitor and the function that characterises its behaviour.
Finally, we define an implementation relation between enforcement monitors and enforcement functions as follows.
Definition 12 (Implementation relation). Given an enforcement function Eϕ (as per Definition 8) and an enforcement monitor 
(as per Definition 10) whose behaviour is characterised by a function Eϕ , we say that Eϕ implements Eϕ iff:
∀σ ∈ tw(),∀t ∈R≥0 : obs(Eϕ(σ ), t) = Eϕ(σ , t).
Proposition 3 (Relation between enforcement function and enforcement monitor). Given a property ϕ , its enforcement function Eϕ
(as per Definition 8, p. 14), and its enforcement monitor Eϕ (as per Definition 10, p. 21), Eϕ implements Eϕ in the sense of Definition 12.
Proof of Proposition 3 – sketch only. The proof is given in Appendix A.4, p. 37. The proof relies on an induction on the 
length of the input word σ . The induction step uses a case analysis, depending on whether the input is completely observed 
or not at date t , whether the input can be delayed into a correct output or not, and whether the memory content (σms) 
is completely released or not at date t . The proof also uses several intermediate lemmas that characterise some special 
configurations (e.g., value of the clock variable, content of the memory σms) of an enforcement monitor. 
8. Enforcement algorithms: implementation of enforcement mechanisms
An enforcement monitor remains an abstract view of a real enforcement mechanism, and needs to be further concretised 
into an implementation. The implementation of an enforcement monitor consists of two processes running concurrently 
(called hereafter StoreProcess and ReleaseProcess) and started simultaneously, and a shared memory, as shown in Fig. 12.
StoreProcess implements the store rules of the enforcement monitor. The memory contains the timed word σms: the cor-
rected sequence that can be released as output. The memory is realised as a queue, shared between the StoreProcess and
ReleaseProcess, where the StoreProcess adds events, which are processed and corrected, to this queue. ReleaseProcess
reads the events stored in the memory σms and releases the action corresponding to each event as output, when time 
reaches the date associated to the event. StoreProcess also makes use of another internal buffer σmc (not shared with any 
other process), to store the events which are read, but cannot be corrected yet, to satisfy the property. In the algorithms, 
primitive await is used to wait for a trigger event from another process or to wait until some condition becomes true. 
Primitive wait is used by a process to wait for some amount of time determined by the process itself.
In the following, we first present algorithm update used by algorithm StoreProcess, then present algorithm StoreProcess, 
and finally algorithm ReleaseProcess.
Algorithm update (see Algorithm 1) Algorithm update implements function update from Definition 9. It takes as input q, the 
current state, tF , the arrival date in state q, the events stored in the internal memory σmc of StoreProcess, and the new 
event (t, a), and returns a new state q′ , a timed word σ ′mc, and a marker in the set {ok,c_bad,bad}, indicating whether 
σmc · (t, a) can be delayed to satisfy ϕ .
The algorithm makes use of the following functions. Function computeReach computes all the reachable paths8 from 
the current state q upon events in σmc · (t, a) that start after date t , where time starts at date tF , the arrival date 
8 A path is a run in the symbolic (zone) graph.
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allPaths ← computeReach(σmc · (t, a), q, tF )
accPaths ← getAccPaths(allPaths)
if accpaths = ∅ then
σ ′mc ← getOptimalWord(accPaths, σmc · (t, a))
return(post(q, σ ′mc), σ ′mc, ok)
else
isReachable ← checkReachAcc(allPaths)








(q, tF ) ← (q0, 0)
(σms, σmc) ← (ε, ε)
while tt do
(t, a) ← await(event) /* i.e., action a is received at date t */
(q′, σ ′mc, isPath) ← update(q, tF , σmc, (t, a))
if isPath = ok then
σms ← σms · σ ′mc
σmc ← ε
q ← q′
tF ← end(σ ′mc)
else
σmc ← σ ′mc
end if
end while
in q. Formally, it computes 
{
w ∈ tw() | q w→tF
}
∩ CanD(σmc · (t, a)). Function getAccPaths takes as input all the paths 
returned by computeReach and returns only those that lead to a state in Q F . Formally it computes kQ F (q, tF , σmc · (t, a)) ={
w ∈ tw() | q w→tF Q F
}
∩ CanD(σmc · (t, a)). Both functions use forward analysis, zone abstraction, and operations on zones 
such as the resetting of clocks and intersection of guards [16].
Function getOptimalWord takes all the accepting paths and a sequence σmc · (t, a) and computes optimal delays for 
events in σmc · (t, a). This function first computes an optimal date for each event, for all accepting paths. Finally, it picks a 
path among the set of accepting paths whose ending date is minimal, and returns it as the result. Function getOptimalWord
implements the computation described in Section 7.2 (§ On the computation of function update) using a simplified version of 
the algorithm in [19]. Function post takes a state of the automaton defining the property, a timed word, and computes the 
state reached by the automaton. Function checkReachAcc takes a set of paths as input. From the last state in each path, it 
checks if an accepting state in the input TA is reachable or not (i.e., whether a state in Q F is reachable). It returns tt, if an 
accepting state is reachable, and ff otherwise. Formally it checks whether kQ F ∪BC (q, tF , σ) is empty.
The algorithm proceeds as follows. If the set of accepting paths is not empty (i.e., a state in Q F is reachable upon 
delaying σmc · (t, a)), then function update returns ok, the optimal word computed using getOptimalWord, and the state 
reached in the TA (computed using the function post). Otherwise, it checks if it is possible to reach an accepting state in 
the future (computed using function checkReachAcc). If it is impossible to reach an accepting state (i.e., from all the states 
reached upon delaying σmc · (t, a), Q F is not reachable), then function update returns bad, σmc, and the current state q. 
Otherwise, it returns the current state q, σmc · (t, a), and c_bad.
Algorithm StoreProcess (see Algorithm 2) Algorithm StoreProcess is an infinite loop that scrutinises the system for input 
events. In the algorithm, q represents the state of the property automaton.
The algorithm proceeds as follows. StoreProcess initially sets its clock t to 0. This clock keeps track of the time elapsed 
and increases with physical time. Variable tF is initialised to 0. This variable contains the date of the last event of σms, 
if σms is not empty, and the date of the last released event otherwise. The algorithm also initialises q to q0, and the two 
memories σms and σmc to ε . It then enters an infinite loop where it waits for an input event (await(event)). When receiving 
an action a at date t , it stores event (t, a). It then invokes function update with the current state q, the arrival date tF , 
the events stored in σmc and the new event (t, a). Then, function update returns a new state q′ , a timed word σ ′mc and 
the marker isPath. If marker isPath = ok, it means that σmc · (t, a) can be corrected into the timed word σ ′mc computed by 
update and this word leads from state q to state q′ in the underlying semantics of the timed automaton, at date end(σ ′mc). 
Then, timed word σ ′mc is appended to shared memory σms (since σ ′mc leads to an accepting state q′ from state q), the 
internal memory σmc is cleared, state q is updated to q′ and tF to end(σ ′mc). In all other cases, σmc is set to σ ′mc, the result 
of update, which is either σmc if isPath = bad (it is impossible to correct the input sequence σmc whatever are the future 








events) or σmc · (t, a) if isPath = c_bad. Event (t, a) is thus deleted. In both cases, state q, tF and memory σms are not 
modified.
Algorithm ReleaseProcess (see Algorithm 3) Algorithm ReleaseProcess is an infinite loop that scrutinises memory σms and 
releases actions as output.
The algorithm proceeds as follows. Initially, clock d, which keeps track of the time elapsed, is set to 0 and then increases 
with physical time. ReleaseProcess waits until the memory is not empty (σms = ε). Using operation dequeue, the first 
element stored in the memory is removed, and is stored as (t, a). Since d time units elapsed, process ReleaseProcess waits 
for (t − d) time units before performing operation release(a), releasing action a as output at date t (which amounts to 
appending (t, a) to the output of the enforcement monitor).
Remark 8 (Launching StoreProcess and ReleaseProcess). In order to respect the semantics of the enforcement monitor, the 
two processes StoreProcess and ReleaseProcess should be launched simultaneously. This ensures that their current dates 
(encoded by t for StoreProcess and d for ReleaseProcess) are always equal.
9. Implementation and evaluation
We implemented the algorithms in Section 8 and developed an experimentation framework called TiPEX: (Timed Prop-
erties Enforcement during eXecution)9 in order to:
1. validate through experiments the architecture and feasibility of enforcement monitoring, and
2. measure and analyse the performance of the update function of the StoreProcess.
From [5], we completely re-implemented the synthesis of enforcement monitors. TiPEX supports now all regular properties. 
The prototype presented in [5] handles only safety and co-safety properties, with independent algorithms and prototype 
implementations for each class. Now, following the algorithms proposed in this paper, TiPEX supports all regular properties 
defined by deterministic one-clock timed automata. In [20], we describe the implementation of a simplified version of 
function update that does not allow to suppress events. We recently implemented another version of function update based 
on the enforcement mechanisms and algorithms described in Section 8. In this section, we compare the performance of the 
implementations of these functions. Note, when we consider suppression, when an accepting state is not reachable with 
the events received so far, we need to perform another additional computationally-expensive analysis (checkReachAcc in 
Algorithm 1), to decide whether or not the last event should be suppressed.
The rest of this section is organised as follows. Section 9.1 describes our experimental framework. Section 9.2 present 
the properties used in the evaluation. Section 9.3 discusses the evaluation results.
9.1. Experimental framework
The experimental framework is depicted in Fig. 13. As mentioned in [5], regarding algorithm StoreProcess, the most 
computationally intensive step is the call to function update. We thus focus on this function in the evaluation.
Module Main uses module Trace Generator that provides a set of input traces to test the module Store. Module Trace 
Generator takes as input the alphabet of actions, the range of possible delays between actions, the desired number of traces, 
and the increment in length per trace. For example, if the number of traces is 5 and the increment in length per trace is 
100, then 5 traces will be generated, where the first trace is of length 100 and the second trace of length 200 and so on. For 
each event, Trace Generator picks an action (from the set of possible actions), and a random delay (from the set of possible 
delays) which is the time elapsed after the previous event or the system initialisation for the first event. For this purpose, 
Trace Generator uses methods from the Python random module.
Module Store takes as input a property and one trace, and returns the total execution time of the update function to 
process the given input trace. The TA modelling the property is a UPPAAL [21] model written in XML. Module Store uses 
the pyuppaal library to parse the UPPAAL model (input property), and the UPPAAL DBM library to implement the update
9 Available at http :/ /srinivaspinisetty.github .io /Timed-Enforcement-Tools/.
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Table 1
Performance analysis of enforcement monitors for ϕs .
|tr| t_ update t_ update-sup mem mem-sup
10,000 6.44 6.64 17.8 17.9
20,000 12.73 13.44 19.6 19.6
30,000 19.51 20.16 21.3 21.3
40,000 26.41 26.50 22.6 22.7
50,000 31.88 33.10 24.3 24.3
60,000 38.44 39.84 26.2 26.2
70,000 45.16 45.92 27.7 27.8
80,000 51.21 53.34 29.1 29.1
function.10 The sequence of events received by the enforcement monitor is modelled by a second UPPAAL model. Module 
Main Test Method sends this sequence to module Store (using the property), and keeps track of the result returned by the 
Store module for each trace.
Experiments were conducted on an Intel Core i5-4210U at 1.70GHz CPU, with 4 GB RAM, and running on Ubuntu 14.04 
LTS.
9.2. Description of the properties
We describe the properties used in our experiments and discuss the results of the performance analysis.
The properties follow different patterns [22], and belong to different classes. They are inspired from the properties 
introduced in Example 1. They are recognised by one-clock timed automata since this is a limitation of our current imple-
mentation (extension to more than one clock is ongoing). We however expect the trends exposed in the following to be 
similar when the complexity of automata grows, since it induces heavier computation for each call to function update.
• Property ϕs is a safety property expressing that “There should be a delay of at least 5 time units (t.u.) between any two request 
actions”.
• Property ϕcs is a co-safety property expressing that “A request should be immediately followed by a grant, and there should 
be a delay of at least 6 t.u. between them”.
• Property ϕre is a regular property, but neither a safety nor a co-safety property, and expresses that “Resource grant and 
release should alternate. After a grant, a request should occur between 15 to 20 t.u.”.
The automata defining the above properties can be found in [23].
9.3. Performance evaluation of function update
Results of the performance analysis for the properties are reported in Tables 1, 2, and 3. The reported numbers are mean 
values over 10 runs. Note, 10 runs were sufficient to obtain 95% confidence for all metrics, and the measurement error was 
less than 1%. The entry |tr| indicates the length of the input trace (i.e., the number of events input to the enforcement 
monitor). The entry t_ update (resp. t_ update-sup) indicates the total execution time of the function update without (resp. 
with) suppression in seconds. The entry mem (resp. mem-sup) indicates the maximum memory used by the Main Test 
Method when using function update without (resp. with) suppression; both measured in megabytes.
10 The pyuppaal and DBM libraries are provided by Aalborg University and can be downloaded at http :/ /people .cs .aau .dk /~adavid /python/.
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Performance analysis of enforcement monitors for ϕre.
|tr| t_ update t_ update-sup mem mem-sup
10,000 10.21 20.33 17.6 17.6
20,000 20.56 39.32 19.0 19.0
30,000 30.95 61.20 20.2 20.2
40,000 42.37 82.23 21.6 21.6
50,000 53.67 101.46 22.8 22.8
60,000 62.06 121.55 24.2 24.2
70,000 81.63 137.49 25.4 25.4
80,000 91.89 167.16 26.8 26.8
Table 3
Performance analysis of enforcement monitors for ϕcs.
|tr| t_ update t_ update-sup mem mem-sup
100 2.022 2.256 16.4 16.4
200 8.124 8.547 16.4 16.4
300 18.207 18.868 16.4 16.4
Strategy for generating traces To have a meaningful performance assessment of function update, module Trace Generator 
uses a strategy to ensure that calls to function update yields computation using σmc. For (the safety) property ϕs, module 
Trace Generator generates events so that each event of the trace leads to a call to function update to correct the date of 
the input event. This strategy allows to assess the performance of function update when it is extensively used with buffer 
σmc empty. For (the co-safety) property ϕcs, module Trace Generator ensures that input sequences can be corrected only 
on the last event (hence implying that, for a sequence of length n, function update is called n times where the buffer 
containing σmc is of size i − 1 on the ith call). This strategy allows to assess the performance of function update when 
σmc is used significantly. For (the regular property) ϕre, module Trace Generator ensures that the property can be corrected 
every two events, which is the length of the minimal path between accepting locations of the underlying automaton of ϕre . 
This strategy allows to asses the performance of function update when alternating between finding a correction of the input 
sequence using buffer σmc and buffering corrected events in buffer σms.
Safety property ϕs (see Table 1) We can observe that t_ update, and t_ update-sup increase linearly with the length of the 
input trace. Moreover, the time taken per call to update (i.e., t_ update/|tr|) does not depend on the length of the trace. 
This behaviour is as expected for a safety property. Indeed, function update is always called with only one event which 
is read as input (the internal buffer σmc remains empty). Consequently, the state of the TA is updated after each event, 
and after receiving a new event, the possible transitions leading to a good state from the current state are explored. For 
the same input trace, there is no significant variation in the values of t_ update, and t_ update-sup. This behaviour is as 
expected because for the considered safety property (ϕs) and input traces, after receiving a new event, it is always possible 
to compute a delay to satisfy the property. Thus, in the function update with suppression, checkReachAcc is never invoked.
Regarding memory usage, we can notice that by increasing the length of the input trace by 10,000, the peak memory 
usage increases by less than 2 MB. For the same input trace, there is no variation in memory usage (mem and mem-sup are 
equal).
Regular property ϕre (see Table 2) Recall that the considered input traces are generated in such a way that they can be 
corrected every two events. Consequently, function update is invoked with either one or two events. For the considered 
input traces, the time taken per call to function update does not depend on the length of the trace. Moreover, for input traces 
of same length, the value of t_ update (resp. t_ update-sup) is higher for ϕre than the value of t_ update (resp. t_ update-sup) 
for ϕs. This stems from the fact that, for a safety property, function update is invoked only with one event. Furthermore, for 
the same input trace, t_ update-sup is greater than t_ update. This stems from the fact that, for the considered input traces 
(where it is possible to correct every two events) the function update with suppression invokes function checkReachAcc
|tr|/2 times.
Regarding memory usage, by increasing the length of the input trace by 10,000, the peak memory usage increases by 
less than 2 MB. For input traces of same length, there is no significant variation in the values of mem and mem-sup between 
ϕre and ϕs.
Co-safety property ϕcs (see Table 3) Recall that the considered input traces are generated in such a way that they can be 
corrected only upon the last event. From the results presented in Table 3, notice that t_ update, and t_ update-sup are now 
quadratic. Moreover, the average time per call to function update increases with |tr|. For the considered input traces, this 
behaviour is as expected for a co-safety property because the length of the internal buffer σmc increases after each event, 
and thus function update is invoked with a growing sequence.
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t_ update-sup is around 0.2 seconds greater than t_ update. Indeed, for the considered input traces (where it is possible to 
correct the input sequence only upon the last event) the function update with suppression invokes function checkReachAcc
|tr| − 1 times. We can also observe that t_ update-sup −t_ update increases linearly with |tr|.
Regarding memory usage, since we consider small increments of the input traces, we cannot notice significant variation. 
For input trace of length 100, peak memory usage noticed for ϕs is 16.5 MB. Thus we can notice that, for input traces of 
same length, for ϕre, ϕs, and ϕcs, there is no significant variation in the value of mem.
10. Related work
Several approaches for the runtime verification and enforcement of properties are related to the one proposed in this 
paper.
10.1. Runtime verification
As a verification/validation technique, runtime enforcement is related to runtime verification. At an abstract level, a 
runtime verification approach consists in synthesising a verification monitor (cf. [24]), i.e., a decision procedure used at 
runtime. The monitor observes the system under scrutiny and emits verdicts regarding the satisfaction or violation of the 
property of interest. See [25–28] for short tutorials and surveys on runtime verification. Runtime verification principles have 
been used in many concrete application domains and for various purposes such as the safety checking of cyber-physical 
systems [29–32], the security of financial and IT systems [33–35], and many more.
10.2. Runtime verification of timed properties
We discuss more specifically some approaches for the runtime verification of timed properties for real-time systems. 
One can also refer to the survey of Goodloe and Pike [36] which presents some approaches to monitoring hard real-time 
systems and potential application-domains when monitoring safety properties.
Several approaches consider the problem of synthesising automata-based monitors from formulae in temporal logics that 
handle physical time (as opposed to logical time). Sokolsky et al. [37] introduced an expressive first-order logic tailored 
for runtime verification. The logic features event attributes (aka parametric events) and dynamic indexing of properties (to 
handle the dynamic creation of monitors at runtime). Models of the logic also refers to physical time. Bauer et al. [38]
synthesised monitors for timed-bounded properties expressed in a variant of Timed Linear Temporal Logic tailored for 
monitoring. Nickovic et al. [17,18] synthesised timed automata from Metric Temporal Logic (a temporal logic with a dense 
notion of time). Still for MTL, Thati [39] use rewriting of formulae for online monitoring. All these approaches are compatible 
with ours since they are purposed to synthesise decision procedures for logic-based timed specification formalisms. More 
specifically, the synthesised automata-based monitors can be used as input in our approach as replacements of timed 
automata.
Basin et al [40] provided a general comparison of monitoring algorithms for real-time systems. Time models are cate-
gorised as i) either point-based algorithms or interval-based, and ii) either dense or discrete depending on the underlying 
ordering of time points (i.e., finitely or infinitely many time points). Basin et al. presented and compared monitoring algo-
rithms for the past-only fragment of propositional metric temporal logic.
Several tools have been proposed for monitoring timed properties. RT-MaC [41] verifies timeliness and reliability cor-
rectness properties at runtime. The Analog Monitoring Tool [42] verifies formulae in Signal Temporal Logic over continuous 
signals. LARVA [43,44] verifies properties (over Java programs) expressed in several specification formalisms by translating 
input specifications into the so-called Dynamic Automata with Timers and Events which basically resemble timed automata 
with stop watches. Contrary to these approaches, the monitors presented in this paper differ in their objectives and how 
they are interfaced with the system: the monitors are not intended to modify the internal state of the system but rather to 
modify a sequence of timed events between two systems.
10.3. Runtime enforcement of untimed properties
Roughly speaking, the research efforts in runtime enforcement aims at defining and implementing enforcement primi-
tives that supplement the monitors used in runtime verification. Most of the work in runtime enforcement was dedicated to 
untimed properties (see [45] for a short overview). Schneider introduced security automata as the first runtime mechanism 
for enforcing safety properties [1]. Ligatti et al. [3] later introduced edit-automata as enforcement monitors. Edit-automata 
can insert a new action by replacing the current input, or suppress it. Similar to edit-automata are generic enforcement 
monitors [4] which are finite-state machines augmented with a memory and parameterised with enforcement primitives 
operating on the input and memory. Moreover, some variants of edit-automata differ in how they ensure the transparency 
constraints (see e.g., [46]). Synthesis techniques of enforcement mechanisms from a property have been proposed only for 
generic enforcement monitors [4] and restricted forms of edit-automata [3].
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of some form of enforcement primitives. For instance, JavaMOP and the RV system [47] define the notion of code handler
which are user-defined code-snippets that can be attached to monitor states. LARVA allows the user to specify corrective 
actions [48] that can be used for undoing the effects of previous actions carried out by the system.
10.4. Runtime enforcement of timed properties
The endeavours on runtime enforcement discussed in the previous subsection consider logical time, as opposed to phys-
ical time. Moreover, storing an event is assumed without consequence on the execution nor on the satisfiability of the 
property, i.e., the duration during which an event is retained in memory has no influence. In the following of this subsec-
tion, we discuss the approaches on runtime enforcement that consider physical time.
Basin et al. [49] refined the work of Schneider on security automata to take into account discrete-time constraints by 
modelling the passing of time as uncontrollable events. Similarly, we consider elapsing of time as uncontrollable but con-
sider dense time. The enforcement mechanisms in [49] differ from ours in several aspects: they consider only truncation 
automata (and they are thus limited to safety properties, not necessarily regular). Moreover, our enforcement mechanisms 
have additional enforcement primitives: buffering of actions (which basically amounts to letting time elapse) and suppres-
sion of actions which allows for longer inputs to be processed by enforcement mechanisms.
In previous work [5,9], we introduced the problem of runtime enforcement for timed properties. We similarly proposed 
several notions of enforcement mechanisms: enforcement function, enforcement monitor, and enforcement algorithms. 
In [5], only safety and co-safety properties are considered and different definitions of mechanisms are proposed for each 
class. In [9], all regular properties are considered. Given a timed automaton, enforcement functions, monitors and algorithms 
are synthesised according to one general definition. Also, for the enforcement of co-safety properties, the approach in [5] as-
sumes that time elapses differently for input and output sequences (the sequences are de-synchronised). More precisely, the 
delay of the first event of the output sequence is computed from the moment an enforcement mechanism detects that its 
input sequence can be corrected (that is, the mechanism has read a sequence that can be delayed into a correct sequence). 
Compared to [5], the approaches in [9] and this paper are more realistic as they do not suffer from this “shift” problem.
10.5. Monitorability and enforceability
In this paper, we identify some timed properties that are not enforceable by mechanisms that comply to the constraints 
mentioned in Section 5.2 (see Example 6). Characterising monitorable properties (i.e., properties that can be runtime veri-
fied) and enforceable properties are two important endeavours. We briefly discuss some of the main approaches on these 
topics in the following and discuss in Section 11.2 how we plan to characterise enforceable timed properties in the future.
Monitorable properties Kim et al. [50] first defined monitorable properties as the co-recursively enumerable safety proper-
ties. Pnueli et al. [51] generalised the definition to the properties for which it is always possible to determine a definitive 
satisfaction or violation at runtime. Bauer et al. [38] showed that safety and co-safety properties are monitorable in the 
sense of [51]. Later, Falcone et al. [10] showed that obligation properties form a strict subset of the set of monitorable 
properties in the sense of [51], but that less properties should be monitored in practice. Sistla et al. [52] defined necessary 
and sufficient conditions for the monitorability of hybrid systems where an Extended Hidden Markov system is monitorable 
if there exists an arbitrarily-precise monitor stating verdicts on the system outputs. More recently, Rosu [53] defined moni-
torable properties as safety properties arguing that these can be specified by general (finite-state machine) monitors.
Enforceable properties Enforceable properties are the properties for which a sound and transparent enforcement monitor 
can be synthesised. The set of enforceable properties depends on the primitives conferred to enforcement monitors. Secu-
rity automata [1] can enforce safety properties. Note, Schneider, Hamlen, and Morrisett [2] showed that security automata 
can only monitor co-recursively enumerable safety properties because of computational limits exhibited by Viswanathan 
and Kim [54]. Edit-automata [3] can enforce infinite renewal properties. (The set of infinite renewal properties is a super-
set of safety properties and contains some liveness properties.) Generalised enforcement monitors [4] can enforce response 
properties in the safety-progress classification. In addition to enforcement primitives and computability constraints, enforce-
ability limitations arise when properties are expressed over infinite sequences (see [45,4] for a comparison of enforceable 
untimed properties over infinite sequences). However, any property over finite sequences is enforceable with a monitor en-
dowed with the primitives of an edit-automaton (see Section 10.3 and [3]) [10]. More recently, Basin et al. [49] showed that 
security automata can enforce the safety properties that cannot be violated through a sequence of uncontrollable events.
11. Conclusions
11.1. Summary
This paper presents a general enforcement monitoring framework for systems with timing requirements. We show how 
to synthesise enforcement mechanisms for any regular timed property (modelled by a timed automaton). The enforcement 
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lar, in this paper, we propose enforcement mechanisms that delay the absolute dates of events of the observed input (while 
being allowed to shorten the delay between some events). Moreover, suppressing events is also introduced. An event is sup-
pressed if it is not possible to satisfy the property by delaying, whatever are the future continuations of the input sequence 
(i.e., the underlying TA can only reach non-accepting states from which no accepting state can be reached). Formalising 
suppression required us to revisit the formalisation of all enforcement mechanisms. Enforcement mechanisms are described 
at several levels of abstraction (enforcement function, monitor, and algorithms), thus facilitating the design and implemen-
tation of such mechanisms. We propose a prototype implementation and our experiments demonstrate the feasibility of 
enforcement monitoring for timed properties.
11.2. Future work
Several avenues for future work are open by this paper.
First, we believe it is important to study and delineate the set of enforceable timed properties. As shown informally by 
this paper, some timed properties should be characterised as non-enforceable. For this purpose, an enforceability condition 
should be defined and used to delineate enforceable properties. Such a criterion should also ideally be expressible on timed 
automata. Note however that, even for non-enforceable properties, enforcement monitors can be built, but may not be able 
to output some correct input sequences. The output sequences of our enforcement mechanisms are however always either 
correct or empty.
Specifications are currently modelled with timed automata. One can consider synthesising enforcement mechanisms from 
more expressive formalisms. For instance, we could consider formalisms such as context-free timed languages (which can be 
useful for recursive specifications) or introduce data into requirements (which can be useful in some application domains, 
as shown for safety properties in [8]).
Implementing efficient enforcement monitors is another important aspect and should be done in a particular applica-
tion domain. We propose TiPEX, a Python implementation of enforcement mechanisms with the objectives of i) making a 
quick prototype that shows feasibility of enforcement monitoring in a timed context, and ii) reusing some existing UPPAAL 
libraries. In the future, we will consider implementing our enforcement monitors in other languages such as C or Java, and 
we expect even better performance and a more stand-alone implementation.
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Appendix A. Proofs
Recall that Eϕ : tw() → tw() is defined as:





where storeϕ : tw() → tw() × tw() is defined as
storeϕ(ε) = (ε, ε)
storeϕ(σ · (t,a)) =
⎧⎪⎪⎨
⎪⎪⎩
(σs · minlex,end κϕ(σs,σ ′c), ε), if κϕ(σs,σ ′c) = ∅,




with σ ∈ tw(), t ∈R≥0,a ∈ ,





def= CanD(σ ′c) ∩ σ−1s · ϕ,
as defined in Section 6.2, with:
CanD(σ ) = {w ∈ tw() | w d σ ∧ start(w) ≥ end(σ )} ,
as defined in Section 6.1.
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We shall prove that, given a property ϕ ⊆ tw(), the associated enforcement function Eϕ : tw() → tw(), defined as 
per Definition 8 (p. 14), satisfies the physical constraint, is sound and transparent. These constraints are recalled below:
– Physical constraint:
∀σ ,σ ′ ∈ tw() : σ  σ ′ =⇒ Eϕ(σ )  Eϕ(σ ′) (Phy).
– Soundness:
∀σ ∈ tw() : Eϕ(σ ) |= ϕ ∨ Eϕ(σ ) = ε (Snd).
– Transparency:
∀σ ∈ tw() : Eϕ(σ ) 	d σ (Tr).
The proof of (Phy) is straightforward by noticing that function storeϕ is monotonic on its first output (∀σ , σ ′ ∈ tw() : σ 
σ ′ =⇒ 1(storeϕ(σ )) 1(storeϕ(σ ′))).
We now prove both (Snd) and (Tr) by an induction on the length of the input timed word σ . For this purpose, we 
actually prove a slightly stronger property of Eϕ : for any σ ∈ tw(), (i) Eϕ satisfies (Snd)σ def= Eϕ(σ ) |= ϕ ∨ Eϕ(σ ) = ε and 
(Tr)σ
def= Eϕ(σ ) 	d σ , and (ii) (σs) · (σc) 	 (σ ), where σs and σc are as in the definition of storeϕ(), recalled above.
Induction basis (σ = ε) The proof of the induction basis is immediate from the definitions of Eϕ , storeϕ(ε), 	, and 	d .
Induction step Let us suppose that for some σ ∈ tw(), Eϕ(σ ) |= ϕ ∨ Eϕ(σ ) = ε (Snd)σ , and Eϕ(σ ) 	d σ (Tr)σ (induction 
hypothesis). Let us consider σ ′ = σ · (t, a), with t ∈ R≥0, t ≥ end(σ ), and a ∈ . Suppose that storeϕ(σ ) = (σs, σc) and 
σ ′c = σc · (t, a), where end(σc) ≤ t . We distinguish two cases:
• Case κϕ(σs, σ ′c) = ∅. In this case, we have Eϕ(σ · (t, a)) = 1
(
storeϕ (σ · (t,a))
)
= σs · minlex,end κϕ(σs, σ ′c). From the 
definition of function κϕ , we have κϕ(σs, σ ′c) ⊆ σ−1s · ϕ , and thus Eϕ(σ · (t, a)) ∈ ϕ . Thus Eϕ satisfies (Snd)σ ′ .
From the induction hypothesis, we know that (σs) · (σc) 	 (σ ). We deduce (σs) · (σc · (t, a)) 	 (σ ·
(t, a)) which shows that (ii) holds again for σ ′ .
Let w ∈ κϕ(σs, σ ′c). From the definition of κϕ(), since w ∈ σ−1s · ϕ , we have start(w) ≥ end(σs), which implies that 
σs · w ∈ tw(). Since w ∈ CanD(σ ′c), we have start(w) ≥ t and w d σ ′c , which entails that (w) = (σ ′c). Moreover, 
from start(w) ≥ t , we know that all dates of the events in w are greater than or equal to those of the events in σ · (t, a). 
Since i) σc · (t, a) = σ ′c , ii) w and σ ′c have the same untimed projection (i.e., (w) = (σ ′c)), and iii) the concatenated 
untimed projections of σs and σ ′c form a subword of the untimed projection of σ · (t, a) (i.e., (σs) · (σ ′c) 	 (σ ·
(t, a))), and hence we deduce (σs) · (w) 	 (σ · (t, a)). Thus, using σs 	d σ (from induction hypothesis), we 
obtain σs · w 	d σ · (t, a) = Eϕ(σ ′) 	d σ ′ , i.e., Eϕ satisfies (Tr)σ ′ .
• Case κϕ(σs, σ ′c) = ∅. Note, this case encompasses the two last cases in function storeϕ . From the definition of Eϕ , in both 
cases we have Eϕ(σ · (t, a)) = 1
(
storeϕ(σ · (t, a))
)




= σs , and using the induction 
hypothesis Eϕ(σ ) |= ϕ , we deduce that Eϕ(σ ′) |= ϕ (Snd)σ ′ .
Moreover, Eϕ(σ · (t, a)) 	d σ and thus Eϕ(σ · (t, a)) 	d σ · (t, a). We deduce (Tr)σ ′ .
Finally, from the induction hypothesis (σs) · (σc) 	 (σ ), we can conclude that (σs) · (σc · (t, a)) 	 (σ ·
(t, a)), proving (ii) for σ ′. 
A.2. Proof of Proposition 2 (p. 15)
The proof of Proposition 2 requires the following lemma related to storeϕ which says that, when storeϕ(σ ) = (σs, σc)
and σc is not the empty timed word, there is no sequence delaying a prefix of σc , starting after the ending date of σ , and 
allowing to correct σ .
Lemma 1. Let us consider σ ∈ tw(), if storeϕ(σ ) = (σs, σc) and σc = ε , then
∀w ∈ tw() : (start(w) ≥ end(σ ) ∧ ∃v ∈ pref(σc) : w d v) =⇒ σs · w /∈ ϕ.
Proof. The proof is done by induction on σ ∈ tw().
Induction basis For σ = ε , we have σc = ε by definition of storeϕ , and the induction basis holds.
Induction step Let us suppose that for some σ ∈ tw(), if storeϕ(σ ) = (σs, σc) and σc = ε , then ∀w ∈ tw() : (start(w) ≥
end(σ ) ∧ ∃v ∈ pref(σc) : w d v) =⇒ σs · w /∈ ϕ (induction hypothesis). Let us consider σ · (t, a) ∈ tw(), and let (σ ′s , σ ′c) =
storeϕ (σ · (t,a)). Following the definition of function storeϕ , we distinguish three cases:
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(start(w) ≥ end(σ ) ∧ ∃v ∈ pref(σc) : w d v) =⇒ σs · w /∈ ϕ , which implies ∀w ∈ tw() : (start(w) ≥ end(σ · (t, a)) ∧
∃v ∈ pref(σc) : w d v) =⇒ σs · w /∈ ϕ , which shows that the property holds again for σ · (t, a) since σ ′c = σc .• Otherwise (κϕ(σs, σc · (t, a)) = ∅ and κpref(ϕ)(σs, σc · (t, a)) = ∅), we have σ ′c = σc · (t, a). Using the induction hy-
pothesis, we have: ∀w ∈ tw() : (start(w) ≥ end(σ ) ∧ ∃v ∈ pref(σc) : w d v) =⇒ σs · w /∈ ϕ , which implies ∀w ∈
tw() : (start(w) ≥ end(σ · (t, a)) ∧ ∃v ∈ pref(σc) : w d v) =⇒ σs · w /∈ ϕ . Since κϕ(σs, σ ′c) = ∅, by definition we 
have ∀w ∈ tw() : (start(w) ≥ end(σ · (t, a)) ∧ w d σc · (t, a)) =⇒ σs · w /∈ ϕ . Combining both predicates, we obtain 
∀w ∈ tw() : (start(w) ≥ end(σ · (t, a)) ∧ ∃v ∈ pref(σc · (t, a)) : w d v) =⇒ σs · w /∈ ϕ . 
Let us now return to the proof of Proposition 2. We shall prove that, given a property ϕ , the associated enforcement 
function Eϕ : tw() → tw() as per Definition 8 (p. 14) satisfies the optimality constraint (Op) (from Proposition 2, p. 15). 
That is, we shall prove that ∀σ ∈ tw() : (Op)σ , where:
(Op)σ
def= Eϕ(σ ) = ε ∨ ∃m, w ∈ tw() : Eϕ(σ ) = m · w(|= ϕ), with
mσ = maxϕ≺,ε(Eϕ(σ )), and
wσ = minlex,end{w ′ ∈ m−1σ · ϕ | (w ′) = (m−1σ · Eϕ(σ ))
∧mσ · w ′ 	d σ ∧ start(w ′) ≥ end(σ )}
The proof is done by induction on σ ∈ tw().
Induction basis Since storeϕ(ε) = (ε, ε) we get Eϕ(ε) = ε .
Induction step Let us suppose that (Op)σ holds for some σ ∈ tw() (induction hypothesis). Let us consider σ ′ = σ · (t, a)
with t ∈ R≥0, t ≥ end(σ ), and a ∈ . Let us prove that (Op)σ ′ holds. Suppose storeϕ(σ ) = (σs, σc) and σ ′c = σc · (t, a). We 
distinguish two cases depending on whether κϕ(σs, σ ′c) = ∅ or not:
• Case κϕ(σs, σ ′c) = ∅. We have Eϕ(σ · (t, a)) = 1
(
storeϕ(σ · (t, a))
) = σs · minlex,end κϕ(σs, σ ′c).
By definition of κϕ(σs, σ ′c) we know that σs · minlex,end κϕ(σs, σ ′c) ∈ ϕ . From the definition of function storeϕ and the 
induction hypothesis, we know that σs corresponds to mσ ′ in the definition of (Op)σ ′ : it is the maximal strict prefix 
of Eϕ(σ ′) = σs · minlex,end κϕ(σs, σ ′c) that satisfies ϕ . Indeed, storeϕ(σ ) = (σs, σc) and, either σc = ε , then Eϕ(σ ′) =
σs.(t′, a) for some t′ and σs is the maximal strict prefix of Eϕ(σ ′) satisfying ϕ; or σc = ε and using Lemma 1, we know 
that none of the prefixes of σc can be delayed in such a way that, when appended to σs , the concatenation forms a 
correct sequence.
It follows that Eϕ(σ · (t, a)) = mσ ′ · wσ ′ with mσ ′ = σs and
wσ ′ = σ−1s · Eϕ(σ · (t,a)),
= minlex,end κϕ(σs,σ ′c)
= minlex,end
⎧⎪⎨
⎪⎩w ′ ∈ m−1σ ′ · ϕ | w ′ d σc · (t,a)︸ ︷︷ ︸
σ ′c
∧start(w ′) ≥ end(σ ′c)
⎫⎪⎬
⎪⎭ .
Since end(σ ′c) = t , then
wσ ′ = minlex,end
{
w ′ ∈ m−1σ ′ · ϕ | w ′ d σc · (t,a) ∧ start(w ′) ≥ t
}
.
We shall prove that{
w ′ ∈ m−1σ ′ · ϕ | w ′ d σc · (t,a) ∧ start(w ′) ≥ t
}
= {w ′ ∈ m−1σ ′ · ϕ | (w ′) = (m−1σ ′ · Eϕ(σ · (t,a)) ∧ mσ ′ · w ′ 	d σ · (t,a)
∧ start(w ′) ≥ end(σ · (t,a))},
that is (since end(σ · (t, a)) = t):{
w ′ ∈ m−1σ ′ · ϕ | w ′ d σc · (t,a) ∧ start(w ′) ≥ t
}
= {w ′ ∈ m−1σ ′ · ϕ | (w ′) = (m−1σ ′ · Eϕ(σ · (t,a)) ∧ mσ ′ · w ′ 	d σ · (t,a)
∧ start(w ′) ≥ t}.
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∀w ′ ∈ m−1σ ′ · ϕ : start(w ′) ≥ t
=⇒ (w ′ d σc · (t,a)
⇐⇒ ((w ′) = (m−1σ ′ · Eϕ(σ · (t,a))) ∧ mσ ′ · w ′ 	d σ · (t,a)
)
.
(⇒) Since (m−1σ ′ · Eϕ(σ · (t, a)) = (σc · (t, a)), by definition of d , we have (w ′) = (m−1σ ′ · Eϕ(σ · (t, a))). 
From transparency, we know that σs 	d σ and (σs) · (σc · (t, a)) 	 (σ · (t, a)). Then, from start(w ′) ≥ t , we 
deduce mσ ′ · w ′ 	d σ · (t, a).
(⇐) From (w ′) = (m−1σ ′ · Eϕ(σ · (t, a)), w ′ and m−1σ ′ · Eϕ(σ · (t, a) = m−1σ ′ ·σc · (t, a) have the same events. Moreover, 
since start(w ′) ≥ t , all events in w ′ have greater dates than t (and hence, greater than those of all events in 
σc · (t, a)). Thus w ′ d σc · (t, a).
Thus, we conclude that Eϕ satisfies (Op)σ ′ .
• Case κϕ(σs, σ ′c) = ∅. We have Eϕ(σ · (t, a)) = 1
(
storeϕ(σ · (t,a))
) = 1(storeϕ(σ )) = σs = Eϕ(σ ). Thus, from the in-
duction hypothesis, we deduce that (Op)σ ′ holds. 
A.3. Preliminaries to the proof of Proposition 3 (p. 24): characterising the configurations of enforcement monitors
We define some notions and lemmas related to the configurations of any enforcement monitor E .
Remark 9. In the following proofs, without loss of generality, we assume that at any date, in addition to rule idle, at most 
one of the store and release rules of the enforcement monitor applies. This simplification does not come at the price of 
reducing the generality nor the validity of the proofs because i) rules store and release of the enforcement monitor do not 
rely on the same conditions, and ii) the store and release operations of enforcement monitors are assumed to be executed 
in zero time. The considered simplification however reduces the number of (equivalent) cases in the following proofs.
Remark 10. Between the occurrences of two (input or output) events, the configuration of the enforcement monitor evolves 
according to rule idle (since it is the rule with lowest priority). Moreover, from any configuration, applying idle twice 
consecutively each delaying for δ1 and δ2, or applying idle once from the same configuration, with delay δ1 + δ2 will result 
in the same configuration. To simplify notations we will use a rule to simplify the representation of E ioo ∈ ((R≥0 × ) ∪
{ε}) × Op × ((R≥0 × ) ∪ {ε}) stating that
σ · (ε, idle(δ1), ε) · (ε, idle(δ2), ε) · σ ′ is equivalent to σ · (ε, idle(δ1 + δ2), ε) · σ ′,
for any σ , σ ′ ∈ ((R≥0 × ) ∪ {ε}) × Op × ((R≥0 × ) ∪ {ε}) and δ1, δ2 ∈R≥0. Thus, for E ioo, we will only consider sequences 
of 
(
(R≥0 × ) ∪ {ε}
) × Op × ((R≥0 × ) ∪ {ε}) where delays appearing in operation idle are maximal (i.e., there is no 
sequence of two consecutive events with an idle operation).
A.3.1. Some notations
Based on the assumption stated in Remark 9, there are at most two configurations for each date. Let us define the two 
functions configin, configout : tw() × R≥0 → CE that give respectively the first and last configurations of an enforcement 
monitor at some time instant, reading an input sequence. More formally, given some σ ∈ tw(), t ∈ R≥0:
– configin(σ , t) = ctσ such that cE0
w(σ ,t)
↪→∗E ctσ where w(σ , t) 
def= min{w  E ioo(σ , t) | timeop(w) = t};
– configout(σ , t) = ctσ such that cE0
E ioo(σ ,t)
↪→∗E ctσ .
Observe that, when at some date, only rule idle applies, configin(σ , t) = configout(σ , t) holds, because there is only one 
configuration at this date. Moreover, when at some date, other rules apply (rules release or store), configin(σ , t) and 
configout(σ , t) differ. Note, in all cases, from configout(σ , t) only rule idle applies (which increases time).
Moreover, for any σ ∈ tw(), for any two t, t′ ∈ R≥0 such that t ≤ t′ , we note E(σ , t, t′) for E(σ , t)−1 · E(σ , t′), i.e., 
the output sequence of an enforcement monitor between t and t′ . Note that, when t = t′ , we have E(σ , t, t′) = ε , for any 
σ ∈ tw().
The following remark states that configurations keep track of global time, and is a direct consequence of the rules of 
enforcement monitors in Definition 10 (p. 21).
Remark 11 (Value of the third component of configurations). Only rule idle modifies the value of the third component of 
configurations: it increments the third component as time elapses. That is:
∀σ ∈ tw(),∀t ∈R≥0 : 3 (configin (σ , t)) = 3(configout(σ , t)) = t.
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Before tackling the proof of Proposition 3, we give a list of lemmas that describe the behaviour of an enforcement 
monitor, describing the configurations or the output at some particular date for some input and memory content.
Similarly to the first physical constraint, the following lemma states that the enforcement monitor cannot change what 
it has output. More precisely, when the enforcement monitor is seen as function E , the output is monotonic w.r.t. .
Lemma 2 (Monotonicity of enforcement monitors). Function E : tw() ×R≥0 → tw() is monotonic in its second parameter:
∀σ ∈ tw(),∀t, t′ ∈R≥0 : t ≤ t′ =⇒ E(σ , t)  E(σ , t′).
The lemma states that for any input sequence σ , if we consider two dates t, t′ such that t ≤ t′ , then the output of the 
enforcement monitor at date t is a prefix of the output at date t′ .
Proof of Lemma 2. The proof directly follows from the definitions of the function E associated to an enforcement monitor 
(see Section 7.4, p. 22) which directly depends on E ioo, which is itself monotonic over time (because of the definition of 
enforcement monitors). 
As a consequence, one can naturally split the output of the enforcement monitor over time, as it is stated by the 
following corollary.
Lemma 3 (Separation of the output of the enforcement monitor over time).
∀σ ∈ tw(),∀t1, t2, t3 ∈R≥0 : t1 ≤ t2 ≤ t3 =⇒ E(σ , t1, t3) = E(σ , t1, t2) · E(σ , t2, t3).
The lemma states that for any sequence σ input to E , if we consider three dates t1, t2, t3 ∈ R≥0 such that t1 ≤ t2 ≤ t3, 
the output of E between t1 and t3 is the concatenation of the output between t1 and t2 and the output between t2 and t3.
Proof of Lemma 3. Recall that for any t, t′ ∈ R≥0 such that t ≤ t′ , E(σ , t, t′) is the output sequence of an enforcement 
monitor between t and t′ . The lemma directly follows from the definition of E(σ , t, t′) = E(σ , t)−1 · E(σ , t′). 
The following lemma states that, at some date t , the output of the enforcement monitor only depends on what has been 
observed until date t . In other words, the enforcement monitor works in an online fashion.
Lemma 4 (Dependency of the output on the observation only).
∀σ ∈ tw(),∀t ∈R≥0 : E(σ , t) = E(obs(σ , t), t).
Proof of Lemma 4. The proof of the lemma directly follows from the definitions of E ioo (Definition 11, p. 22) and obs (in 
Section 3). Indeed, using obs(σ , t) = obs(obs(σ , t), t), we deduce that E ioo(σ , t) = E ioo(obs(σ , t), t), for any σ ∈ tw() and 
t ∈ R≥0. Using E(σ , t) = 3(E ioo(σ , t)), we can deduce the expected result. 
The following lemma states that after reading some input sequence σ entirely, only the memory content σms and the 
value of the clock t influence the output of the enforcement monitor. More specifically, after completely reading some 
sequence, if an enforcement monitor reaches some configuration containing σms in its memory, its future output is fully 
determined by the memory content σms (containing the corrected sequence) and the value of clock variable t , during the 
total time needed to output it.
Lemma 5 (Values of configout when releasing events).
∀σ ,σms,σmc ∈ tw(),∀t, tF ∈R≥0,∀q ∈ Q :
t ≥ end(σ ) ∧ configout(σ , t) = (σms,σmc, t,q, tF )
=⇒ ∀σ ′ms  σms : configout(σ ,end(σ ′ms)) = (σ ′ −1ms · σms,σmc,end(σ ′ms),q, tF ).
The lemma states that, whatever is the output configuration (σms, σmc, t, q, tF ) reached by reading some input sequence 
σ at some date t ≥ end(σ ), then for any prefix σ ′ms of σms, the output configuration reached at time end(σ ′ms) (output date 
of the last event in σ ′ms) is such that σ ′ms has been released from the memory (the memory is thus σ ′ −1ms · σms) and the 
clock value in this configuration is end(σ ′ms).
Proof of Lemma 5. The proof is a straightforward induction on the length of σ ′ms. It uses the fact that the considered 
configurations occur at dates greater than end(σ ), hence implying that no input event can be read any more. Consequently, 
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only rules idle and release apply. Between end(σ ′ms) and end(σ ′ms · (t, a)) where σ ′ms  σ ′ms · (t, a)  σms, the configuration 
of the enforcement monitor evolves only using rule idle (no other rule applies) until configin(σ , end(σ ′ms · (t, a))) = (σ ′ −1ms ·
σms, σmc, end(σ ′ms · (t, a)), q, tF ). Rule release is then applied to get the following derivation (σ ′ −1ms · σms, σmc, end(σ ′ms ·
(t, a)), q) 
ε/release(t,a)/ε
↪→ ((σ ′ms · (t, a))−1 · σms, σmc, end(σ ′ms · (t, a)), q, tF ). 
The following lemma relates the date of the last event of the corrected sequence and the value of the last variable stored 
in the configuration of an enforcement monitor.
Lemma 6 (Relation between some elements in a configuration).
∀σ ,σms ∈ tw(),∀t, tF ∈R≥0 : configout(σ , t) = (σms, _, t, _, tF ) ∧ σms = ε =⇒ end(σms) = tF .
Proof. The lemma is a straightforward consequence of the definition of enforcement monitors (Definition 10, p. 21). Indeed, 
only rule store-ϕ modifies these elements of a configuration, and it performs it as expected. 
The following lemma states that when an enforcement monitor has nothing to read in input anymore, what it releases 
as output is the observation of its memory content over time.
Lemma 7 (Output of the enforcement monitor according to memory content).
∀σ ,σms,σmc ∈ tw(),∀t, tF ∈ R≥0,∀q ∈ Q :
t ≥ end(σ ) ∧ configout(σ , t) = (σms,σmc, t,q, tF )
=⇒ ∀t′ ∈R≥0 : t ≤ t′ ≤ end(σms) =⇒ E(σ , t, t′) = obs(σms, t′).
The lemma states that, if after some date t , after reading an input sequence σ , the enforcement monitor is in an output 
configuration that contains σms as a memory content, whatever is the date t′ between t and end(σms), the output of the 
enforcement monitor between t and t′ is the observation of σms with t′ time units.
Proof of Lemma 7. The proof is performed by induction on the length of σms and uses Lemma 5.
• Case |σms| = 0. In this case, σms = ε and end(ε) = 0. If t = t′ = 0, we have E(σ , t, t′) = ε = obs(σms, t′). Otherwise, t ≤ t′
does not hold, and thus the lemma vacuously holds.
• Induction case. Let us suppose that the lemma holds for all prefixes of σms of some maximum length n ∈ [0, |σms| − 1]
(induction hypothesis). Following Lemma 6, one can consider σms = σ ′ · (tF , a) where σ ′ is the prefix of σms of length 
n, and (tF , a) ∈ R≥0 × . On the one hand, at date end(σ ′), according to Lemma 5, we have configout(σ , end(σ ′)) =
((tF , a), σmc, end(σ ′), q, tF ) for some σmc ∈ tw() and q ∈ Q . For any t′ ≤ end(σ ′), the lemma vacuously holds. On the 
other hand, let us consider some t′ ∈ [end(σ ′), tF ], we have:
E(σ , t, t′) = E(σ , t,end(σ ′)) · E(σ ,end(σ ′), t′).
(Note, when t = t′ = end(σ ′), the above equation reduces to ε = ε .) Using the induction hypothesis, we find 
E(σ , t, end(σ ′)) = obs(σ ′, end(σ ′)) = σ ′ . Using the semantics of the enforcement monitor (only rules release and idle
apply, no new event is received), we obtain E(σ , end(σ ′), t′) = obs((tF , a), t′). Thus, E(σ , t, t′) = σ ′ · obs((tF , a), t′) =
obs(σ ′ · (tF , a), t′). 
The following lemma states that, for any input σ , after observing the entire input (that is, at any date greater than or 
equal to end(σ )), the content of the internal memory (σc) of the enforcement function and the enforcement monitor are 
the same.
Lemma 8 (Content of the internal memory).
∀σ ∈ tw(),∀t ∈R≥0 : t ≥ end(σ ) =⇒ 2(storeϕ(σ )) = 2(configout(σ , t)).
Proof of Lemma 8. The proof is performed by induction on the length of σ . Recall that storeϕ(σ ) is defined in Section 6.2, 
and configout(σ , t) is defined in Appendix A.3.1.
• Case |σ | = 0. In this case, from the definition of the enforcement monitor (Definition 10, p. 21), none of the store rules 
can be applied. Consequently, we have 2(configout(σ , t)) = ε . Regarding the enforcement function, as per Definition 8
(p. 14), we have 2(storeϕ(ε)) = ε .
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2(configout(σ , t)) (induction hypothesis). Let us consider σ ′ = σ · (tl, a), where (tl, a) ∈R≥0 × .
From the induction hypothesis, for t ≥ end(σ ), we have 2(storeϕ(σ )) = 2(configout(σ , t)), and therefore, for 
any t ≥ tl , we also have 2(storeϕ(σ )) = 2(configout(σ , t)). Let σc = 2(storeϕ(σ )). Consequently, we also have 
configin(σ , tl) = (_, σc, tl, _, _) = configin(σ · (tl, a), tl).
From the definition of storeϕ , we have 2(storeϕ(σ · (tl, a))) = σ ′c , where σ ′c is either ε , σc · (tl, a), or σc depending on 
which case of the storeϕ function applies.
Regarding the enforcement monitor, from the update function (since each case in storeϕ has a corresponding case in 
update), we also have configout(σ · (tl, a), tl) = (_, σ ′c, tl, _, _) (which is obtained by applying one of the store rules based 
on the value returned by function update). For t > tl , since none of the store rules can be applied, we can conclude that 
configout(σ · (tl, a), t) = (_, σ ′c, t, _, _).
Thus, we have 2(storeϕ(σ · (tl, a))) = 2(configout(σ · (tl, a), t)). 
A.4. Proof of Proposition 3: relation between enforcement function and enforcement monitor
We shall prove that, given a property ϕ , the associated enforcement monitor Eϕ as per Definition 10 (p. 21) implements 
the associated enforcement function Eϕ : tw() → tw() as per Definition 8 (p. 14). That is:
∀σ ∈ tw(),∀t ∈R≥0 : obs(Eϕ(σ ), t) = Eϕ(σ , t).
The proof is done by induction on the length of the input timed word σ .
Induction basis Let us suppose that |σ | = 0, thus σ = ε in tw(). On the one hand, we have Eϕ(σ ) = ε , and thus ∀t ∈
R≥0 : obs(Eϕ(σ ), t) = ε . On the other hand, the word E iooϕ (ε, t) over the input-operation-output alphabet is such that ∀t ∈
R≥0 : 1(E iooϕ (ε, t)) = ε . Thus, according to the definition of the enforcement monitor, the rules store-ϕ , storesup-ϕ , and 
store-ϕ cannot be applied. Consequently, the memory of the enforcement monitor σms remains empty as in the initial 
configuration. It follows that rule release cannot be applied as well. We have then ∀t ∈R≥0 : cEϕ0
ε/idle(t)/ε
↪→Eϕ (ε, ε, t, q0, 0), and 
thus Eϕ(ε, t) = ε . Thus, ∀t ∈R≥0 : obs(Eϕ(σ ), t) = Eϕ(ε, t).
Induction step Let us suppose that obs(Eϕ(σ ), t) = Eϕ(σ , t) for any timed word σ ∈ tw() of some length n ∈ N, at any 
date t ∈ R≥0 (induction hypothesis). Let us now consider some input timed word σ · (tn+1, a) for some σ ∈ tw() with 
|σ | = n, tn+1 ∈R≥0, and a ∈ . We want to prove that obs(Eϕ(σ · (tn+1, a)), t) = Eϕ(σ · (tn+1, a), t), at any date t ∈ R≥0.
Let us consider some date t ∈ R≥0. Note that end(σ · (tn+1, a)) = tn+1. We distinguish two cases according to whether 
tn+1 > t or not, that is whether σ · (tn+1, a) is completely observed or not at date t .
• Case tn+1 > t . In this case, obs (σ · (tn+1,a), t) = obs(σ , t), i.e., at date t , the observations of σ and σ · (tn+1, a) are 
identical.
On the one hand, from the definition of Eϕ (since function storeϕ and the delayed subsequence are defined such that 
the date of each event in output is greater than or equal to the date of the corresponding event in the input), we have:
obs
(
Eϕ (σ · (tn+1,a)) , t
) = obs (1 (storeϕ(σ · (tn+1,a))) , t)
= obs (1(storeϕ(σ )), t)
= obs (Eϕ (σ ) , t) .
On the other hand, regarding the enforcement monitor, since obs (σ · (tn+1,a) , t) = obs(σ , t), using Lemma 4 (p. 35), we 
obtain Eϕ(σ · (tn+1, a), t) = Eϕ(σ , t). Using the induction hypothesis, we can conclude that obs
(
Eϕ (σ · (tn+1,a)) , t
) =
Eϕ (σ · (tn+1,a) , t).
• Case tn+1 ≤ t . In this case, we have obs(σ · (tn+1, a), t) = σ · (tn+1, a) (i.e., σ · (tn+1, a) is observed entirely at date 
t). From Remark 11 (p. 34), we know that the configuration of the enforcement monitor at date end(σ · (tn+1, a))
is configin (σ · (tn+1,a) , tn+1) = (σms, σmc, tn+1, qσ , tF ) for some σms, σmc ∈ tw(), qσ ∈ Q , tF ∈ R≥0. Using Lemma 8






σ · (tn+1, a), tn+1
)
because of i) the definition of configin using the definition of E iooϕ and ii) the event (tn+1, a)
has not been yet consumed through any of the store rules by the enforcement monitor at date tn+1.
We distinguish two cases according to whether σc · (tn+1, a) can be delayed into a word satisfying ϕ or not, i.e., whether 
κϕ(σs, σc · (tn+1, a)) = ∅, or not.
– Case κϕ(σs, σc · (tn+1, a)) = ∅. From the definition of function storeϕ , we have storeϕ(σ · (tn+1, a)) = (σs, σ ′c), and 
1
(
storeϕ(σ · (tn+1, a))
) = σs . We also have 1(storeϕ(σ )) = σs . From the definition of Eϕ and obs, we have 
obs(Eϕ(σ · (tn+1, a)), t) = obs(Eϕ(σ ), t).
Regarding Eϕ , according to the definition of function update, we have update(qσ , tF , σmc, (tn+1, a)) = (qσ , σmc, bad)
or (qσ , σmc · (tn+1, a), c_bad). According to the definition of the transition relation, we have:
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(tn+1,a)/store−ϕ(tn+1,a)/ε
↪→Eϕ (σms,σ ′mc, tn+1,qσ , tF ),
where, σ ′mc = σmc if update(qσ , tF , σmc, (tn+1, a)) = (qσ , σmc, bad), and σ ′mc = σmc · (tn+1, a) otherwise. Thus 
configout(σ · (tn+1, a), tn+1) = (σms, σ ′mc, tn+1, qσ , tF ).
Let us consider tε ∈ R≥0 such that between tn+1 − tε and tn+1, the enforcement monitor does not read any input nor 
produce any output, i.e., for all t ∈ [tn+1 − tε, tn+1], config(t) is such that only the rule idle applies.
Let us examine Eϕ(σ · (tn+1, a), t). We have:
Eϕ(σ · (tn+1,a), t) = Eϕ(σ · (tn+1,a), tn+1 − tε)
·Eϕ(σ · (tn+1,a), tn+1 − tε, tn+1)
·Eϕ(σ · (tn+1,a), tn+1, t).
Let us examine Eϕ(σ , t). We have:
Eϕ(σ , t) = Eϕ(σ , tn+1 − tε) · Eϕ(σ , tn+1 − tε, tn+1) · Eϕ(σ , tn+1, t).
Observe that Eϕ(σ · (tn+1, a), tn+1 − tε) = Eϕ(σ , tn+1 − tε) because obs(σ · (tn+1, a), tn+1 − tε) = σ according to 
the definition of obs. Moreover, Eϕ(σ · (tn+1, a), tn+1 − tε, tn+1) = ε since only rule idle applies during the consid-
ered time interval. Furthermore, according to Lemma 7, since configout(σ · (tn+1, a), tn+1) = (σms, σ ′mc, tn+1, qσ , tF ), 
we get Eϕ(σ · (tn+1, a), tn+1, t) = obs(σms, t). Moreover, we know that configin(σ , tn+1) = (σms, σmc, tn+1, qσ , tF ). 
Since the enforcement monitor is deterministic, and from Remark 9 (p. 34), we also get that configout(σ , tn+1) =
(σms, σmc, tn+1, qσ , tF ). Using Lemma 7 (p. 36) again, we get Eϕ(σ , tn+1, t) = obs(σms, t).
Consequently we can deduce that Eϕ(σ · (tn+1, a), t) = Eϕ(σ , t) = obs(Eϕ(σ ), t) = obs(Eϕ(σ · (tn+1, a)), t).
– Case κϕ(σs, σc · (tn+1, a)) = ∅. Regarding Eϕ , from the definition of function storeϕ , we have storeϕ(σ · (tn+1, a)) = (σs ·
minlex,end κϕ(σs, σc · (tn+1, a)), ε), and 1
(
storeϕ(σ · (tn+1, a))
) = σs · minlex,end κϕ(σs, σc · (tn+1, a)). Regarding the 
enforcement monitor, according to the definition of update, we have update(qσ , σmc, (tn+1, a), tF ) = (q′, w, ok) with 
w = minlex,end κϕ(σs, σc · (tn+1, a)), since, σc = σmc and from the definition of κϕ and update, the dates computed 
for σc · (tn+1, a) by both these functions are equal. From the definition of the transition relation, we have:
(σms,σmc, tn+1,qσ , tF )
(tn+1,a)/store−ϕ(tn+1,a)/ε
↪→Eϕ (σms · w, ε, tn+1,q′,end(w)).
Thus configout(σ · (tn+1, a), tn+1) = (σms · w, ε, tn+1, q′, end(w)).
Let us consider tε ∈ R≥0 such that between tn+1 − tε and tn+1, the enforcement monitor does not read any input nor 
produce any output, i.e., for all t ∈ [tn+1 − tε, tn+1], config(t) is such that only rule idle applies.
Let us examine Eϕ(σ · (tn+1, a), t). We have:
Eϕ(σ · (tn+1,a), t) = Eϕ(σ · (tn+1,a), tn+1 − tε)
·Eϕ(σ · (tn+1,a), tn+1 − tε, tn+1)
·Eϕ(σ · (tn+1,a), tn+1, t).
Let us examine Eϕ(σ , t). We have:
Eϕ(σ , t) = Eϕ(σ , tn+1 − tε) · Eϕ(σ , tn+1 − tε, tn+1) · Eϕ(σ , tn+1, t).
Observe that Eϕ(σ · (tn+1, a), tn+1 − tε) = Eϕ(σ , tn+1 − tε) because obs(σ · (tn+1, a), tn+1 − tε) = σ according to the 
definition of obs. Moreover, Eϕ(σ · (tn+1, a), tn+1 − tε, tn+1) = ε since only rule idle applies during the considered time 
interval.
Furthermore, according to Lemma 7 (p. 36), since configout(σ · (tn+1, a), tn+1) = (σms · w, ε, tn+1, q′, end(w)), we get 
Eϕ(σ · (tn+1, a), tn+1, t) = obs(σms · w, t).
Now we further distinguish two more sub-cases, based on whether end(σms · w) = end(w) > t or not (whether all 
the elements in the memory can be released as output by date t or not).
∗ Case end(w) > t .
We further distinguish two more sub-cases based on whether end(σms) > t , or not.
· Case end(σms) > t . In this case, we know that obs(σms · w, t) = obs(σms, t). Hence, we can derive that Eϕ(σ ·
(tn+1, a), t) = Eϕ(σ , t). Also, from the induction hypothesis, we know that Eϕ(σ , t) = obs(Eϕ(σ ), t).
Regarding enforcement function Eϕ , we have
storeϕ(σ · (tn+1,a)) = 1
(
storeϕ(σ )




Eϕ (σ · (tn+1,a)) , t
)
= obs (1 (storeϕ (σ · (tn+1,a))) , t)
= obs ( (store (σ )) · min κ (σ ,σ · (t ,a)), t) .1 ϕ lex,end ϕ s c n+1
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obs
(
Eϕ (σ · (tn+1,a)) , t
) = 1(storeϕ(σ )) · o,
where o  minlex,end κϕ(σs, σc · (tn+1, a)), which is equal to obs(Eϕ(σ ), t) · o, only if the dates computed by the 
update function are different from the dates computed by Eϕ . This would violate the induction hypothesis stating 







) = obs(Eϕ(σ ), t). 
Thus, obs(Eϕ(σ · (tn+1, a)), t) = Eϕ(σ · (tn+1, a), t).
· Case end(σms) ≤ t . In this case, we can follow the same reasoning as in the previous case to obtain the expected 
result.
∗ Case end(w) ≤ t .
In this case, similarly following Lemma 7 (p. 36), we have Eϕ(σ ·(tn+1, a), tn+1, t) = obs(σms · w, t) = σms · w . We can 
also derive that Eϕ(σ , tn+1, t) = σms. Consequently, we have Eϕ(σ · (tn+1, a), t) = Eϕ(σ , t) · w . From the induction 
hypothesis, we know that obs(Eϕ(σ ), t) = Eϕ(σ , t), and we have Eϕ(σ · (tn+1, a), t) = obs(Eϕ(σ ), t) · w .
Moreover, we have
storeϕ(σ · (tn+1,a)) = 1
(
storeϕ(σ )




Eϕ (σ · (tn+1,a)) , t
)
= obs (1 (storeϕ (σ )) · minlex,end κϕ(σs,σc · (tn+1,a)), t) .
Henceforth, we have obs(Eϕ(σ ·(tn+1, a)), t) = storeϕ(σ ) ·minlex,end κϕ(σs, σc ·(tn+1, a)) = Eϕ(σ ) ·minlex,end κϕ(σs,
σc · (tn+1, a)), since, σc = σmc and from the definition of κϕ and update, we know the dates computed for the 
subsequence σc · (tn+1, a) by Eϕ and Eϕ are equal. Finally, we have obs(Eϕ(σ · (tn+1, a)), t) = Eϕ(σ · (tn+1, a), t). 
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