Abstract-Despite the seemingly irreducible simplicity of Witsenhausen's counterexample, the optimal control law for the problem is not yet known. It has been observed that the counterexample contains an implicit communication problem. We formulate a vector version of the Witsenhausen counterexample that helps simplify the problem further while preserving its essential character. The vector version of the counterexample is shown to correspond to a previously unstudied communication problem which we dub "Assisted Interference Suppression." Using concepts of lossy compression, channel coding, and dirtypaper coding, nonlinear control strategies are developed that outperform the optimal linear laws in the limit of large vector lengths for this new problem. The proposed techniques also outperform the best affine strategy and the known scalar strategies by an unbounded factor. A new lower bound is also developed using information-theoretic arguments that is sometimes better than that derived by Witsenhausen.
I. INTRODUCTION
Distributed control is hard. Moreover, it is not even clear why exactly it is hard. Thus, the quest for a deeper understanding has naturally focused on trying to understand the precise nature of the boundary that separates easy problems from hard ones. In this quest, Linear Quadratic Gaussian (LQG) systems have played a special role. This is because perfectly classical information patterns, it is well known that controllers affine in the observation are optimal for such systems. By way of a counterexample, Witsenhausen [1] demonstrated that the property fails to hold for distributed systems. He designed a minimalist two-step LQG distributed control system with two controllers operating at different time steps. For this system, he provided a nonlinear control law that performs better than the optimal affine control laws. He also showed that a measurable optimal control law must exist.
The literature here related to the Witsenhausen counterexample is reasonably rich. We limit our discussion to the few papers that are most relevant to our discussion and in setting a perspective on the problem. In [2] , a discrete version of Witsenhausen's problem is introduced. This allows for a convex formulation over a set of complicated constraints, and thus suggests that the problem may be easy to solve. However, in [3] , the discrete version was shown to be NP complete. Some approaches for searching for the optimal solution are obtained in (amongst other works) [4] - [6] using tools from information theory, neural networks and stochastic optimization respectively. Since the search problem is nonconvex, this body of work has also inspired numerical methods for solving nonconvex problems. Nevertheless, the optimal solution is still elusive.
A different approach to understanding the boundary between hard and easy problems is adopted in another body of work that attempts to show optimality of affine control for certain distributed LQG systems. In [4] , for example, the authors consider a parametrized family of two-stage stochastic control problems. The family includes the Witsenhausen counterexample. Using results from information theory, the authors show that for this family, whenever the cost function does not contain a product of two decision variables, affine control laws are still optimal. In [7] , the author shows that affine control laws continue to be optimal for a deterministic variant of the Witsenhausen counterexample if the cost function is the induced two-norm instead of the expected two-norm in the stochastic variant.
We instead ask the following question: Is the problem posed by Witsenhausen really the simplest counterexample? At first, it might seem that the simplest counterexample is the one with the fewest number of variables. Witsenhausen himself states "There does not appear to exist any counterexample involving fewer variables . . . " than the one presented in [1] . Contrary to this intuition, in this paper, we argue that the vector version of the problem has the potential to actually simplify the problem by allowing us to sidestep the geometry of finitedimensional spaces by allowing an asymptotic law-of-largenumbers perspective by taking the limit of large vector lengths. The precise problem itself is posed in Section II.
Our starting point is the observation that the nonlinear control law in [1] makes use of communication from the first controller to the second controller. This fact was made explicit in [8] . The first controller observes the initial state noiselessly and can make changes to the state. The new state is then observed noisily by the second controller. The key observation is that by making appropriate changes to the initial state, controller 1 can "communicate" to controller 2 via this noisy state "channel". In [8] , using this crucial insight, the authors designed schemes based on quantization of the initial state. When the second controller observes a noisy version of this state, the quantization helps in eliminating the noise in its observation. By varying the choice of the problem parameters, the authors provide a sequence of problems for which certain quantization-based strategies outperform the optimal linear strategies by a factor that tends to infinity.
This communication analogy is taken more seriously in Section III where it is shown that the vector Witsenhausen counterexample is just an information theoretic problem in disguise. This problem is dubbed "Assisted interference suppression." Although the problem itself has not been studied earlier, it is shown to be one of a natural family of problems of which others have been studied quite extensively in the information-theoretic literature.
Section IV then proposes a couple of nonlinear schemes building on the scalar quantization ideas introduced in [8] . More precisely, the quantization in [8] is performed by a strategy that is conceptually related to Tomlinson-Harashima precoding (see e.g. [9, Pg.454] ). Tomlinson-Harashima precoding is a scalar version for what is called dirty-paper coding in information theory. Ideas of dirty-paper coding are used here for the vector problem. A lower bound is also developed based on information theoretic ideas since Witsenhausen's original lower bound of [1, Section 6 ] is tied to the scalar problem. There is a gap between our lower bounds and our upper bounds, thus indicating that more work is needed. However, if indeed the gap can be closed, then we would have a complete understanding of the vector version of Witsenhausen's problem. This would capture most of the distributed-control tensions that are contained by the problem. Understanding the original Witsenhausen counterxample would then reduce to understanding the difference between scalar and vector versions of the problem. That same sort of gap in understanding exists in most information-theoretic problems, but is arguably less interesting.
II. THE VECTOR VERSION OF WITSENHAUSEN'S COUNTEREXAMPLE
We generalize the scalar Witsenhausen problem to a vector case. The system is still a two-step control system. The states and the inputs are now vectors of length m. A vector is represented in bold font, with the superscript used to denote a vector length (e.g. x m ). As in conventional notation, x is used to denote states, u the input, and y the observation.
will often be referred to as the power P of the input. P is proportional to the cost at time 1. The performance is usually evaluated by finding minimum cost for given k.
We note that finding the optimal performance for all k is equivalent to finding the optimal tradeoff between P and cost2,
To see this, we first observe that the region of achievable (P, cost2) pairs is convex. This is because for any two strategies A and B that attain two points (P a , cost2 a ) and (P b , cost2 b ), any of their convex combination (λP a + (1 − λ)P b , λcost2 a + (1 − λ)cost2 b ) can be achieved using a randomized strategy that chooses strategy A with probability λ and strategy B with probability 1 − λ. Now, the intercept on the cost2 axis of the tangent of slope k on the P − cost2 tradeoff gives the minimum cost for the given value of k. On the other hand, given minimum attainable average total costs for all k, whether a point lies in P − cost2 achievable region can be found be checking if k 2 P + cost2 is larger than the minimum attainable cost for all k.
In this paper, we use either of these representations depending on the which presents the results in a more lucid manner.
III. CONNECTIONS WITH INFORMATION THEORY
The problem described in Section II can in fact be viewed as an information theory problem. This correspondence is explained through Fig. 1 . The problem illustrated in Fig. 1  (a) is the vector version for Witsenhausen's counterexample drawn in traditional form with the state evolution forming the backbone of the figure. This is transformed by redrawing the blocks so that the implicit communication channel forms the backbone of the figure and then suppressing the final state and viewing the final control as a reconstruction of the input to the channel. After all, the controller 2 should use u The twist that distinguishes the problem here from previously considered information-theoretic problems is that the system is allowed to make changes to the state x m 0 and the distortion is calculated between the new state x m 1 and the reconstruction of x m 1 . However, it is possible to interpret this mathematical problem in the wireless communication scenario. Fig. 2 illustrates the problem, which is why we refer to it as "Assisted Interference Suppression." The transmitter T has to communicate its message to receiver R in presence of a huge interference from I. The interferer generates an iid Gaussian signal x m 0 that is known non-causally at the 'helper' H. The helper attempts to suppress the interference at the receiver R. The signal received at R is given by
where w ′ m is the signal transmitted by T , and z m is the AWGN. In order to suppress the effect of x The problem is, however, somewhat unrealistic, because it assumes that the helper H knows the channel fade coefficient from the interferer to the receiver. (See [10] , [11] for why this provides a challenge in a parallel context sometimes called "the cognitive channel" by information theorists.) However, it shows that the vector Witsenhausen problem should naturally be a problem of interest to information theorists as well. ||x m 2 || 2 , and the objective is to minimize the average cost. In (b), the same problem is cast as an information theory problem. The input to the channel u m 1 has an average power constraint of P , that is,
The encoder E has noncausal side information of the interference x m 0 . The objective is to minimize the average distortion
. The two problems are equivalent.
1 At this point, we do not have a proof of the optimality of this strategy. However, for the particular case when the MMSE error can be made zero, it is evident that this strategy is optimal. . It attempts to suppress the interference at receiver R (by modifying it using u m 1 ) so that the receiver R can get a clean channel from the transmitter T .
The figure shows information theoretic model for the Assisted Interference Suppression problem shown in Fig. 2 . The objective is to maximize the rate R. For the helper, a strategy can be "polish" the dirt so that the the decoder D can obtain a good estimate estimate x m 1 , thus cleaning the channel for use by the encoder E.
Closely related problems have been addressed in the information theory literature. All these problems are based on Fig. 1 (b) . We now discuss three such related problems.
The Dirty-Paper Coding (DPC) problem [12] addresses the problem of communicating a message reliably across a channel with known interference. The interference vector is assumed known non-causally at the transmitter. The objective is to communicate the message reliably at maximum possible rate R for a given transmit power P . A tradeoff between R and P is calculated. Surprisingly, it turns out that this tradeoff is the same as that for a channel with no interference.
In this context, the Assisted Interference Suppression problem can also be interpreted as one component in a distributed dirty-paper coding problem. One agent, the helper, has non-causal knowledge of the interference. A different agent, the transmitter, wants a clean channel for its signal. The helper and the transmitter must implement dirty-paper coding in a distributed manner. The helper "polishes" the dirt, so that it can be more easily suppressed by the receiver that sees the sum of the polished dirt, receiver noise, and the desired message.
Recently, a different related problem of state amplification was solved by Kim et al [13] . For the system in Fig. 1 (b) , the objective in [13] is to convey the information of the initial state x m 0 of the system to the receiver, along with a message. There is an average power constraint on the input, that is, ||u m 1 || 2 ≤ mP . The authors characterize the tradeoff between the rate R for the message and the obtained reduction in uncertainty in the knowledge of the state at the receiver. The minimization of uncertainty in knowledge of state is observed to be equivalent to minimization of mean-square error for the Gaussian state. For R = 0, therefore, the objective is to minimize the meansquare error in estimation of x m 0 at the receiver. Another variation of the problem that is in some sense the dual of the problem in [13] is that of state masking [14] . The objective there is to minimize the information about x m 0 that can be obtained from y Table I . The table suggests that these problems are natural cousins of each other.
IV. TWO SCHEMES BASED ON INFORMATION-THEORETIC

IDEAS
In this section we design two schemes for the vector Witsenhausen problem. The schemes are based on information theoretic concepts and they are shown to perform better (in some cases) than any affine scheme, and known scalar schemes. For ease of elucidation, we provide results as powercost2 tradeoffs rather than minimum cost. Finally, to compare various bounds and the performance of the scalar scheme in [8] , we plot the total cost curves (for varying problem parameters).
A. A Joint Source-Channel Coding (JSCC) based scheme
We first provide a nonlinear coding scheme that is based on the concept of joint source-channel coding in information theory. To enable understanding of the scheme, we review some fundamental results and definitions from information theory in Appendix I. These are taken from [15] , and the reader is referred to [15] for further details.
We first briefly describe the scheme, before giving a detailed analysis of its performance.
As in [8] , the idea is to quantize the space of realizations of x m 0 to arrive at x m 1 . These points are chosen carefully so that with high probability, the second controller can recover x , and hence the second cost, to zero. In the vector case, for a careful choice of points, the probability of error in recovering x m 1 converges to zero exponentially in m [16] . Therefore, for large enough m, the average cost at time 2 can be made as small as desired.
At time 1, the state of the system is x 
the average distortion is no greater than D (in the limit). We denote the quantization point for given initial state , which is the "quantized" x m , is itself transmitted across the channel. Since a random Gaussian codebook achieves the channel capacity [15] for an average power constraint equal to the average power of the codebook, the points in the codebook form a good channel code as well. Since these codewords are generated N (0, σ 
Simplifying the capacity expression,
Thus, for reliable communication,
which is satisfied when 1 2 log 2 σ be made as close to zero as desired. Therefore, the asymptotic total cost is just k 2 min{σ 2 0 , σ 2 w }. The JSCC based scheme is conceptually easier to understand using the recently proposed deterministic model for communication in wireless networks [17] . In the wireless model in Fig. 2 , the helper H clears out the channel for the second controller by zero forcing the "low order bits" of the interference, thereby creating space for the transmitter T to communicate its message to the receiver R. In the distributed DPC interpretation of the problem, if each of the helper and the message encoder have equal power, as long as the power exceeds σ 2 w , the encoder can communicate reliably. Thus there is at most a half-bit loss in rate for the transmitter-receiver communication when the DPC is implemented in a distributed manner as compared to the implementation in the usual joint manner.
Note that the above scheme has no flexibility-the cost factor k is ignored completely in the design. This motivates design of schemes that have a smoother tradeoff between the two costs. Also, observe that the lossy source code performs a quantization on x It leads to a natural question -whether there exist quantization schemes that increase the power of the resulting codeword. In the next section, we provide one such scheme.
B. A Dirty-Paper Coding (DPC) based scheme
In this section, we propose a family schemes based on dirtypaper coding [12] . This family is parameterized by constant α. For a given choice of k, we can optimize over α in order to obtain a good scheme.
As in the last section, dirty-paper coding (DPC) techniques [12] in information theory can be thought of as performing a quantization. Contrary to the quantization in the JSCC scheme, DPC increases the power in the codeword. This suggests that dirty-paper schemes might perform better than the JSCC scheme. We refer the reader to Costa's original paper [12] for more details. We note that due to standard control theory notation used here, our notation is different from that in [12] .
The scheme proceeds by choosing an auxiliary random variable V ∼ N (0, P + α 2 σ 2 0 ), for some α that will be chosen by an optimization later. M = 2 mT iid sequences are drawn uniformly at random from the set of typical v m , where 4 
Eqn. (3)]
These sequences are then distributed uniformly over 2 nR bins. A particular bin is chosen 5 . The encoding is now performed as follows. Given a source sequence x 
It is shown in [12] that the decoder (in our case the second controller), can recover v m from the received sequence as long as the rate R is smaller than [12, Eqn. 6]
Since there is no message to be communicated, as a first step, we can assume the rate R to be zero. This keeps P small, which lowers the costs since k 2 P is the cost at time 1. At time 2, the cost is the average mean-square error in estimating x 
This cost can be achieved only if C(α, P ) in (9) is greater than 0. Thus, the optimal cost is obtained by minimizing (11) under the constraint that C(α, P ) > 0. Consider α = 1. In this case, the receiver reliably recovers v m = u , the cost at time 2 is zero. Also,
5 Eventually we will let R → 0, so there's no loss in choosing any particular bin. 6 The scheme [12] is designed such that each element of u m 1 and x m 0 appear to have been drawn independently from their respective Gaussian iid distributions. That is, asymptotically in block length, the empirical correlation between u m 1 and x m 0 is zero. 6 which is strictly positive at P = σ 2 w . Therefore, it is possible to make the second cost zero for some values of P < σ 2 w for this scheme. Since the MMSE cost is zero, the net cost is smaller than σ 2 w . Notice that this was not possible for the JSCC based scheme, where the cost D is constrained to be greater than σ 2 w . We note here that there is potential advantage in communicating at non-zero rate. The first controller can quantize the initial state x m 0 using a vector quantizer. It can then send communicate this quantized state reliably across the channel. The receiver thus gets an estimate of x m 0 , in addition to the observations in (10) , and can improve the mean square estimate of x m 1 . However, our empirical observations suggest that the gain here is almost negligible for small as well as large values of σ 2 0 . In this work, therefore, we restrict ourselves to zero-rate implementation of DPC based scheme.
C. A combination of the linear scheme and the DPC based scheme
While the DPC scheme outperforms the linear scheme for high values of σ 
where u Fig. 4 shows that in some cases the performance of the combination scheme can indeed be better than the DPC based scheme as well as the linear scheme. The figure suggests that for low power a pure linear scheme performs well, as opposed to the high power case, when a pure DPC based approach performs well. Fig. 5 makes this explicit. For low power, linear performs better than the DPC, and all the power is dedicated to the DPC scheme. As the power increases, the part dedicated to the DPC increases and at large power, all the power is dedicated to the DPC scheme, and a = 0.
D. A lower bound on the costs for the vector problem
Witsenhausen [1, Section 6] derived a lower bound on the costs for the scalar problem. However, his lower bound does not hold for the vector case. Thus a new lower bound is needed for the vector case. The following theorem derives one such lower bound. , a combination of the linear scheme and the DPC based scheme can perform better than both of these schemes. For large power, it is possible to force the vector x m 0 to zero, and hence the linear scheme performs better. For small power, DPC coding performs better. JSCC based scheme requires a power of 0.75 for all values of cost2. Observe that DPC based scheme attains zero cost2 for P < 0.75. We normalize cost2 by the maximum possible cost2 that is attained when P = 0 since in the limit of P → 0, all schemes have the same performance. . η denotes the fraction of power that is dedicated to the linear scheme. For low P , η is close to 1, implying that all the power is dedicated to the linear part. As η increases, the power is shared between DPC and linear parts, until at high power, when a pure-DPC based approach performs as well as the combination scheme.
by
where
Proof: See Appendix III
E. Comparison with linear and scalar schemes
In this section, we compare the vector scheme with the optimal linear scheme, and the scalar nonlinear schemes in [8] . For simplicity, assume σ 2 w = 1. For given value of σ 2 0 , the cost for the optimal linear scheme is (from [8] )
Since σ 2 w = 1, the asymptotic cost for the JSCC based scheme is k 2 σ 2 w = k 2 . The ratio of the optimal linear cost to the cost for the JSCC based is, therefore,
Now let k → 0 and σ 2 0 → ∞. If a is close to 0, the second term is unbounded. If a is close to −1, the first term gets unbounded. For any other value of a, both terms are unbounded.
Thus any choice of sequence (k, σ 0 ) such that k → 0 and σ 0 → ∞, the ratio diverges to infinity. Observe that there is more flexibility in choice of (k, σ 0 ) as compared to that in [8] , where a careful choice has been made. The four schemes, viz. the optimal linear scheme and the three vector nonlinear schemes proposed here are compared in Fig. 8 and Fig. 9 .
In Appendix II, we show that the proposed scheme can outperform the scalar nonlinear scheme in [8] by a factor of infinity. This is also evident from Fig. 8 . Fig. 8 . This figure shows how the of cost (on a log-log scale) varies with n, where n is the parameter that characterizes the family of control problems in [8] . Thus, kn = 100 n 2 , σ 0,n = 0.01n 2 , and for the scheme in [8] , the size of bin Bn = n. A lower bound on cost for this scheme is derived in Appendix II. Since slopes for DPC and JSCC costs are better than that for a lower bound on scheme in [8] , the ratio of costs for the scheme in [8] and these schemes diverges to infinity.
V. DISCUSSIONS AND CONCLUSIONS
In this paper we consider the vector version of Witsenhausen's counterexample. Making use of the implicit channel in the set-up of the counterexample, and assuming large vector lengths, we apply nonlinear vector schemes inspired by information theoretic techniques. These schemes are shown to outperform the optimal affine scheme and the known scalar schemes by a factor that converges to infinity for a sequence of problems. The results reaffirm the notion that communication is central to Witsenhausen's counterexample. The counterexample is merely an instance, and it suggests that information theory might offer useful tools for obtaining good schemes for general distributed control systems, and bounds on their gap from optimality.
We believe that the derived lower bound to the vector problem is loose because it allows for perfect alignment of the input u Fig. 9 . Plot of cost as a function of n, with kn = 100 n 2 , σ 0,n = 0.01n 2 on a log-log scale comparing the lower bounds with the upper bound obtained from the DPC scheme. Witsenhausen's scalar lower bound plotted here is not valid for the vector problem. Interestingly, in some cases, the scalar lower bound falls above the vector upper bound, showing that strictly better performance can be achieved in the vector case. The figure shows that the vector lower bound derived here is tighter than Witsenhausen's scalar lower bound in certain cases. Since it is also valid for the scalar case, this gives a new lower bound to Witsenhausen's problem.
The two schemes proposed here provide upper bounds to the problem. The observation that the linear scheme performs better than the DPC based scheme for low σ 2 0 suggests that the upper bounds can also be improved upon.
The information theoretic problem of Assisted Interference Suppression posed in Section III seems similar to the other problems discussed in that section. This provides hope that the upper bounds and the lower bounds can be tightened and the exact tradeoff obtained for large vector lengths. We would obtain a solution to the vector version of Witesenhausen's counterexample in the limit of long vector lengths. This would reduce the problem to that of understanding the effects of finite vector lengths, a problem that is still under investigation in information theory.
APPENDIX I SOME USEFUL INFORMATION THEORETIC CONCEPTS
A. Lossy source coding
Assume that we have a source that produces sequence 
from the set of source alphabet-reproduction alphabet pairs into the set of non-negative real numbers. The distortion d(x,x) is a measure of the cost of representing the symbol x by the symbolx.
Definition 2:
The distortion between sequences x m and x m is defined by
Definition 3: A (2 mR , m) rate distortion code consists of an encoding function,
and a decoding (reproduction) function,
The distortion associated with the (2 mR , m) code is defined as
where the expectation is with respect to the probability distribution on x. Definition 4: A rate distortion pair (R, D) is said to be achievable if there exists a sequence of (2 mR , m) rate distor-
is the infimum of all distortions D such that (R, D) achievable for a given rate R.
Theorem 2 (R(D) for Gaussian source):
The ratedistortion function for Gaussian source N (0, σ 2 0 ) with squared-error distortion is
The proof of this theorem tells us that this codebook can be constructed by choosing 2 nR points independently from N (0, (σ 2) An encoding function
The set of codewords is called the codebook.
3) A decoding function g : R m → {1, 2, . . . , M }, which is a deterministic rule which assigns a guess to each possible received vector. Definition 7 (Probability of error): Let
be the conditional probability of error given that i was sent. The average probability of error is defined as
and the maximal probability of error is defined as
Definition 8: A rate R is said to be achievable if there exists a sequence of (2 mR , m) codes such that the maximal probability of error λ (m) → 0 as n → ∞. Definition 9: The capacity of a memoryless channel is the supremum of all achievable rates.
Theorem 3 (Channel coding theorem): The capacity for an additive white Gaussian noise channel of noise variance σ 2 w with an average power constraint P is
In addition, the error probability converges to zero exponentially in m [16] , and the capacity can be achieved by a choosing a codebook of 2 mR points independently from N (0, P I) distribution.
APPENDIX II PERFORMANCE COMPARISON WITH SCALAR SCHEME IN [8] For the family of problems and the quantization scheme in [8] , we find lower bounds on the cost at time 1. We follow the notation of [8] in this section. B 0 is used to denote the 0-th bin (bin that includes the origin), and B is the bin-size. For the particular sequence of problem parameters n in [8] , the size of n th bin is B n = n, σ that increases to infinity as n → ∞. In comparison, the joint source-channel coding based scheme proposed in Section IV has cost of k 2 n . Thus the ratio cost1n k 2 n = 1 for the joint sourcechannel scheme. Hence, the ratio of the costs for the scalar scheme in [8] and the vector scheme proposed here diverges to infinity.
APPENDIX III DERIVATION OF THE LOWER BOUND ON THE COST FOR
VECTOR WITSENHAUSEN PROBLEM In this section, we derive a lower bound on the cost for the vector Witsenhausen problem. Since the bound is valid for any vector length m, it is also valid for m = 1. However, this bound turns out to be looser than the lower bound presented by Witsenhausen in [1, Section 6] for m = 1. Since techniques in [1] do not generalize to m > 1, this bound is needed to estimate the gap in the performance for the proposed schemes from the optimal.
The bound is derived as follows. The end-to-end distortion in the initial state is given by d(x m 0 ,x m 1 ). Suppose we intend to minimize this distortion. This distortion is always lower bounded by the distortion that can be achieved across the "channel" from controller 1 to controller 2. Observe that the channel is AWGN of noise variance σ 
