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Semigroups over real alternative *-algebras:
generation theorems and spherical sectorial operators
Riccardo Ghiloni∗ and Vincenzo Recupero†
Abstract
The aim of this paper is twofold. On one hand, generalizing some recent results obtained in the
quaternionic setting, but using simpler techniques, we prove the generation theorems for semigroups
in Banach spaces whose set of scalars belongs to the class of real alternative *-algebras, which includes,
besides real and complex numbers, quaternions, octonions and Clifford algebras. On the other hand,
in this new general framework, we introduce the notion of spherical sectorial operator and we prove
that a spherical sectorial operator generates a semigroup that can be represented by a Cauchy integral
formula. It follows that such a semigroup is analytic in time.
Keywords: Functions of hypercomplex variables; Functional calculus; Semigroups of linear operators; Spec-
trum, resolvent
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1 Introduction
In the recent years, a great deal of attention has been devoted to a rigorous development of a functional
calculus for right linear operators defined on Banach spaces (Banach bimodules to be precise) over the
real algebra H of quaternions (see [10, 7, 8, 5, 6, 12, 20]). One of the main motivations has to be found
in the study of quantum mechanics in the quaternionic framework (see, e.g., [17, 15, 26, 1]). Indeed, as
pointed out in seminal paper [3], quantum mechanics may be formulated, not only on complex Hilbert
spaces (the classical setting), but also on Hilbert spaces having H as the set of scalars.
This new quaternionic functional calculus strongly relies on the theory of slice regular functions. The
notion of slice regular function was recently introduced in [18] as a generalization to quaternions of the
classical concept of holomorphic function of a complex variable. Let S be the subset of H of square roots
of −1 and, for each j ∈ S, let Cj be the plane of H generated by 1 and j. Observe that each Cj is a copy the
complex plane. The quaternions has a “slice complex” nature, described by the following two properties:
H =
⋃
j∈S Cj and Cj ∩ Ck = R for every j,k ∈ S with j 6= ±k. Let D be a connected open subset of C
invariant under complex conjugation and let ΩD be the open subset of H obtained by rotating D around
R, i.e. ΩD =
⋃
j∈SDj, where Dj := {a + b j ∈ Cj | a, b ∈ R, a + bi ∈ D}. A function f : ΩD −→ H of
class C1 is called slice regular if, for every j ∈ S, its restriction fj to Dj is holomorphic with respect to
the complex structures on Dj and H defined by the left multiplication by j, i.e. if ∂fj/∂a+ j ∂fj/∂b = 0
on Dj. A major property of slice regular functions is a Cauchy-type integral formula (see [4]). If D is
bounded and its boundary is piecewise of class C1, and f is slice and extends to a continuous function
on the closure of ΩD in H, then it holds:
f(p) =
1
2π
∫
∂Dj
Cq(p) j
−1 dq f(q) ∀p ∈ ΩD, ∀j ∈ S, (1.1)
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where Cq(p) denotes the noncommutative Cauchy kernel
Cq(p) := (p
2 − 2Re(q)p+ |q|2)−1(q − p),
the line integral in (1.1) being defined in a natural way (see Appendix-Section 6 in the case V = A). The
unusual fact that the differential dq appears on the left of f(q) depends on the noncommutativity of H.
Notice that, if p and q commute (for example when p, q belong to the same Cj), then it turns out that
Cq(p) = (q − p)−1 and we find again the form of the classical Cauchy kernel for holomorphic functions.
The theory of quaternionic slice regular functions has been extended to octonions in [19]. The related
theory of slice monogenic functions on Clifford algebras Rn was introduced in [11]. These function
theories were unified, generalized and developed in [21] by means of the concept of slice function on a
real alternative *-algebra. A real algebra A is alternative if it satisfies the following weak associativity
condition: α(αβ) = (αα)β and (αβ)β = α(ββ) for every α, β ∈ A. Evidently, all the real associative
*-algebras, like real and complex numbers, quaternions and Clifford algebras, are alternative. The algebra
of octonions is a not associative example of real alternative *-algebra.
As observed in [5, 20], the classical notions of resolvent set and spectrum are not useful in order to
define a noncommutative functional calculus. A promising definition of resolvent set is suggested by the
Cauchy integral formula (1.1) and was given for the first time in [10]. If A is a right linear operator on a
quaternionic Banach bimodule, then its spherical resolvent set is the set of quaternions q such that the
operator
∆q(A) := A
2 − 2Re(q)A+ |q|2 Id
is bijective and its inverse is bounded. Accordingly, the spherical spectrum is the complement of the
spherical resolvent set and the spherical resolvent operator Cq(A) is defined by
Cq(A) := ∆q(A)
−1q − A∆q(A)−1
for every q in the spherical resolvent set of A. These new spectral notions are the starting point of a
rigorous treatment of the noncommutative functional calculus (see [12]) and now provide the basis for a
proper application of the spectral theory to quantum mechanics in the quaternionic setting (see [20]).
The next natural stage in this analysis is the development of a noncommutative theory of right linear
operator semigroups. This task was undertaken in [9], where the functional calculus is used in order to
prove the counterpart of the classical generation theorems by Hille-Yosida and by Feller-Miyadera-Phillips
for right linear operators acting on quaternionic Banach bimodules.
The first aim of our work is to extend these generation theorems to the general framework of real
alternative *-algebras, by using a completely different technique, which does not make use of the functional
calculus. In fact, by means of a simple lemma, we reduce our generalized generation theorems to the
classical commutative case.
Our second purpose is to study a natural extension of the notion of sectorial operator to the general
setting of real alternative *-algebras. We introduce the concept of spherical sectorial operator and we
prove that such an operator generates a semigroup analytic in time, which can be represented by a Cauchy
integral formula. In this case, a suitably generalized functional calculus will play a prominent role. The
concept of spherical sectorial operator and the analyticity in time of the corresponding semigroups are new
even in the quaternionic framework. A spherical sectorial operator on a quaternionic Banach bimodule
X is defined as follows. First, we define the function arg : H\{0} −→ [0, π]. If q ∈ H\R, then there exist,
and are unique, j ∈ S, r ∈ ]0,∞[ and θ ∈ ]0, π[ such that q = reθj ∈ Cj. We set: arg(q) := θ. Moreover,
we define: arg(q) := 0 if q ∈ ]0,∞[ and arg(q) := π if q ∈ ]−∞, 0[. Given a right linear operator A on X ,
we say that A is a spherical sectorial operator if its spherical resolvent set contains a set Σδ of the form
Σδ = {q ∈ H \ {0} : arg(q) < π/2 + δ}
for some δ ∈ ]0, π/2[. We prove that, if A has this property and satisfies the estimate
‖Cq(A)‖ ≤ M|q| ∀q ∈ Σδ
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for some M ≥ 0, then A is the generator of the semigroup
T(t) =
1
2π
∫
Γj
Cα(A) j
−1etα dα, ∀t > 0, (1.2)
where j is an arbitrarily fixed element of S and Γj is a suitable path of Cj, surrounding the spherical
spectrum of A. As a consequence, the semigroup T(t) is analytic in time. We underline that the noncom-
mutative setting prevents from the possibility of applying the classical strategy. A different technique is
needed.
The remaining part of the paper is organized as follows. The next section is devoted to some prelimi-
nary notions. We recall basic concepts and properties concerning real alternative *-algebras and slice
regular functions defined over it. Moreover, we give the precise definition of Banach bimodule over such
a *-algebra and we study right linear operators acting on such a Banach bimodule, including the main
spectral properties of unbounded right linear operators. In Section 3, we recall the statements of the
classical generation theorems for semigroups, we use them in Section 4 to prove their counterparts in
our real alternative *-algebra framework. Finally, in Section 5, we provide the new notion of spherical
sectorial operator and we prove that a spherical sectorial operator generates a semigroup that can be
represented by a Cauchy integral formula as in (1.2). In Appendix-Section 6, we specify the meaning of
line integral of continuous functions with values in a Banach bimodule. This kind of line integral appears
in the mentioned Cauchy integral formula.
2 Preliminaries: slice regular functions and Banach bimodules
over real alternative *-algebras
2.1 Real alternative *-algebras and slice regular functions over it
Let us recall some well-known notions and facts regarding real alternative algebras (see [14, 25, 29]).
A real alternative algebra with unity is a non-empty set A endowed with an addition + : A × A −→
A : (α, β) 7−→ α + β, a product A× A −→ A : (α, β) 7−→ α · β and a scalar multiplication Λ : R× A −→
A : (r, α) 7−→ rα such that:
(i) (A,+,Λ) is a real algebra, i.e. A is a R-vector space and the product is R-bilinear:
(rα + sβ) · γ = r(α · γ) + s(β · γ), γ · (rα + sβ) = r(γ · α) + s(γ · β)
for every α, β, γ ∈ A and for every r, s ∈ R.
(ii) A is alternative, i.e. the mapping (α, β, γ) 7−→ (α · β) · γ − α · (β · γ) is alternating: its value
changes in sign when any two of its arguments are interchanged. This is equivalent to say that
α · (α · β) = (α · α) · β and (α · β) · β = α · (β · β) for every α, β ∈ A.
(iii) There exists a (unique) element 1 of A, called unity of A, such that 1 · α = α · 1 = α for every
α ∈ A. We understand that 1 6= 0, i.e. A 6= {0}.
The real algebra A is said to be finite dimensional if it has finite dimension as a real vector space. If the
product is associative (resp. commutative), then A is called associative (resp. commutative). Clearly,
every associative real algebra is alternative. Let α ∈ A. If α 6= 0 and α · β = 0 for some β ∈ A \ {0},
then α is called zero divisor. The element α is said to be invertible if it has a (two-sided) inverse, i.e.
if there exists a (unique) element of A, denoted by α−1, such that α · α−1 = α−1 · α = 1. The real
alternative algebra A is called real division algebra if every nonzero element of A is invertible. If A is
finite dimensional, then A is a real division algebra if and only if it is without zero divisors.
Suppose that A is a real alternative algebra. A straightforward consequence of bilinearity of the
product is the formula r(α · β) = (rα) · β = α · (rβ) holding for every r ∈ R and α, β ∈ A. In this way,
identifying R with the subalgebra of A generated by the unity 1, we have:
rα = r · α = α · r ∀r ∈ R, ∀α ∈ A.
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In what follows, we will omit the dot notation · for the product and we will write αβ rather that α · β.
As usual powers are defined inductively by α0 := 1, αn := ααn−1 for n ∈ N, n ≥ 1. From the fact
that A is alternative follows that A is power associative, i.e.
αn+m = αnαm ∀α ∈ A, ∀n,m ∈ N.
A real linear mapping A −→ A : α 7−→ αc is called an anti-involution (or a *-involution) if
• (αc)c = α for every α ∈ A,
• (αβ)c = βcαc for every α, β ∈ A,
• rc = r for every r ∈ R.
Endowing A with such an anti-involution, we obtain a real alternative *-algebra with unity.
Let us recall the notions of quadratic cone and of slice regular function, taking [21] as reference.
Throughout the remainder of the paper, we assume that
A is a finite dimensional real alternative *-algebra with anti-involution α 7−→ αc. (2.1)
Given α ∈ A, we define the trace t(α) of α and the (squared) norm n(α) by setting
t(α) := α+ αc and n(α) := ααc. (2.2)
Moreover, we define the quadratic cone of A
QA := R ∪ {α ∈ A : t(α), n(α) ∈ R, t(α)2 − 4n(α) < 0}
and the set of square roots of −1
SA := {j ∈ QA : j2 = −1}. (2.3)
Finally, we define the real part Re(α) and the imaginary part Im(α) of an element α of QA as follows:
Re(α) := (α+ αc)/2 ∈ R and Im(α) := (α− αc)/2. (2.4)
For every j ∈ SA, we denote by Cj := 〈1, j〉 ≃ C the subalgebra of A generated by j. Since A is
assumed to be alternative, if SA 6= ∅, then one can prove that the quadratic cone QA has the following
two properties, which describe its “slice complex” nature:
QA =
⋃
j∈SA
Cj, (2.5)
Cj ∩ Ck = R ∀j,k ∈ SA, j 6= ±k. (2.6)
For every α ∈ QA, we define the function ∆α : QA −→ A by setting
∆α(β) := β
2 − βt(α) + n(α). (2.7)
It is immediate to verify that each α ∈ QA satisfies the real quadratic equation ∆α(α) = 0. This equality
and (2.5) justify the name of QA. Two easy consequences of (2.5) are the following:
• every α ∈ QA \ {0} is invertible in A and α−1 = n(α)−1αc,
• αn ∈ QA for every α ∈ QA and n ∈ N.
In what follows, we assume that
SA 6= ∅ and A is endowed with a norm | · | such that |α| =
√
n(α) for every α ∈ QA. (2.8)
We assume also that A is equipped with the topology induced by | · |.
The reader observes that, if α ∈ QA belongs to Cj for some j ∈ SA, then there exist a, b ∈ R such
that α = a + bj and hence αc = a − bj and |α| = √a2 + b2. In particular, we have: |αβ| = |α||β| and
|αn| = |α|n for every α, β ∈ Cj and n ∈ N.
We now recall some remarkable examples of real algebras satisfying our assumptions (2.1) and (2.8).
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Examples 2.1. (i) The simplest example is the one of complex numbers C, equipped with the usual
conjugation map as anti-involution and with the usual euclidean norm. It is easy to see that QC = C.
(ii) Consider the real vector space R4, identify R with the vector subspace R × {0} of R4 = R × R3
and denote by {1, i, j, k} the canonical basis of R4. Define a product on R4 by imposing the relations
i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j
and by using the distributivity to extend such an operation to all q = a+ bi+ cj+ dk ∈ R4, a, b, c, d ∈ R.
Endowing R4 with this product, we obtain the real algebra H of quaternions, which is associative, but
not commutative. The standard conjugation map q 7−→ q := a − bi − cj − dk is an anti-involution and
the real-valued function q 7−→ |q| := √qq is the usual euclidean norm. Such a norm is multiplicative:
|pq| = |p||q| for every p, q ∈ H. Since every q ∈ H \ {0} has the inverse q |q|−2, H is also a real division
algebra. We consider H to be endowed with the conjugation map q 7−→ q and with the euclidean norm.
Finally, we remark that QH = H.
(iii) The real algebra O of octonions, also called Cayley numbers, can be obtained from H as follows.
Write any element x of O as x = p+ qℓ, where p, q ∈ H and ℓ is an imaginary unit, i.e. ℓ2 = −1. Define
the addition and the product on O by setting
x+ y := (p+ r) + (q + s)ℓ and xy := (pr − sq) + (qr + sp)ℓ,
where y = r+sℓ, r, s ∈ H. The real algebra O constructed in this way has dimension 8 and is alternative.
However, it is neither commutative nor associative. Consider the basis {o0, . . . , o7} of O, where o0 := 1,
o1 := i, o2 := j, o3 := k, o4 := ℓ, o5 := iℓ, o6 := jℓ and o7 := kℓ. It is known that the conjugation
map, sending x =
∑7
h=0 ahoh into x = a0−
∑7
h=1 ahoh, is an anti-involution and the real-valued function
x 7−→ |x| := √xx coincides with the euclidean norm (∑7h=0 a2h)1/2. Also in this case, the norm | · | is
multiplicative and every nonzero element x has inverse x |x|−2. It turns out that O is a real division
algebra. We endowed this algebra with the mentioned conjugation map and with the euclidean norm. It
follows that SO = O.
(iv) Let n be a positive integer and let P(n) be the family of all subsets of {1, . . . , n}. Identify R with
the vector subspace R× {0} of R2n = R×R2n−1 and denote by {eK}K∈P(n) the canonical basis of R2n ,
where e∅ := 1. For simplicity, if K = {k} for some k, then we set ek := eK . We define a product on R2n
by requiring associativity, distributivity and the following relations:
e2k = −1, ekeh = −ehek, eK = ek1 · · · eks
for every k, h ∈ {1, . . . , n} with k 6= h, and for every K ∈ P(n) \ {∅} such that K = {k1, . . . , ks} with
k1 < . . . < ks. The real algebra obtained endowing R
2n with this product is called Clifford algebra
Rn = C ℓ0,n of signature (0, n). Evidently, it is associative, but not commutative if n ≥ 2. Observe that
R1 and R2 are isomorphic to C and H, respectively. If n ≥ 3, a new phenomenon appears: Rn has zero
divisors as 1 − e{1,2,3}. In fact, we have: (1 − e{1,2,3})(1 + e{1,2,3}) = 0. The Clifford conjugation is an
anti-involution of Rn defined by setting
x :=
∑
K∈P(n)(−1)|K|(|K|+1)/2aKek if x =
∑
K∈P(n) aKek ∈ Rn, aK ∈ R,
where |K| indicates the cardinality of the set K. One can prove that the euclidean norm |x| of x, i.e.
(
∑
K∈P(n) a
2
K)
1/2, coincides with
√
xx for every x ∈ QRn . Actually, there exists another norm | · |Cℓ on
Rn, called Clifford operator norm, such that |x|Cℓ =
√
xx for every x ∈ QRn . Such a norm is defined by
setting
|x|Cℓ := sup{|xa| ∈ R : |a| = 1}.
Unlike the euclidean norm | · |, the Clifford operator norm | · |Cℓ has the following submultiplicative
property:
|xy|Cℓ ≤ |x|Cℓ|y|Cℓ ∀x, y ∈ Rn. (2.9)
We consider Rn endowed with the Clifford conjugation and with the Clifford operator norm. If n ≥ 3,
then the quadratic cone QRn of Rn is the proper closed subset of Rn described by the following equations:
xK = 0 and x • (xeK) = 0 for every K ∈ P(n) with eK 6= 1 and e2K = 1,
where • denotes the standard scalar product on Rn = R2n . 
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It is worth recalling that QA = A if and only if A is isomorphic to one of the division *-algebras C, H
or O described above (see [14], §8.2.4 and §9.3.2).
We are now in position to recall the notions of slice and slice regular functions.
Let D be a subset of C, invariant under the complex conjugation z = a+ bi 7−→ z = a− bi. Define
ΩD := {a+ bj ∈ QA : a, b ∈ R, a+ bi ∈ D, j ∈ SA}.
A subset of QA is said to be circular if it is equal to ΩD for some set D as above.
Suppose now that D is open in C, not necessarily connected. Thanks to (2.5) and (2.6), ΩD is a
relatively open subset of QA.
Consider the complexification AC := A ⊗R C of A. The real algebra AC can be described as follows.
Its elements can be written in the following form: w = α+βi, where α, β ∈ A and i is an imaginary unit.
The sum and the product of AC are given by setting
(α + βi) + (α′ + β′i) = (α+ α′) + (β + β′)i, (α+ βi)(α′ + β′i) = (αα′ − ββ′) + (αβ′ + βα′)i.
Definition 2.2. A function F = F1 + F2i : D −→ AC is called stem function if the pair (F1, F2) is
even-odd w.r.t. the imaginary part of z ∈ D, i.e. F1(z) = F1(z) and F2(z) = −F2(z) for every z ∈ D.
The stem function F = F1 + F2i on D induces a (left) slice function I(F ) : ΩD −→ A on ΩD as
follows. Let α ∈ ΩD. By (2.5), there exist a, b ∈ R and j ∈ SA such that α = a+ bj. Then we set:
I(F )(α) := F1(z) + jF2(z), where z = a+ bi ∈ D.
The reader observes that the definition of I(F ) is well-posed. In fact, if α ∈ ΩD∩R, then a = α, β = 0
and j can be choosen arbitrarily in SA. However, F2(z) = 0 and hence I(F )(α) = F1(α), independently
from the choice of j. If α ∈ ΩA \ R, then α has the following two expressions:
α = a+ bj = a+ (−b)(−j),
where a = Re(α), b = | Im(α)| and j = Im(α)/| Im(α)|. Anyway, if z := a+ bi, we have:
I(F )(a+ (−b)(−j)) = F1(z) + (−j)F2(z) = F1(z) + (−j)(−F2(z)) = F1(z) + jF2(z) = I(F )(a + bj).
It is important to observe that every slice function f : ΩD −→ A is induced by a unique stem function
F = F1 + F2i. In fact, it is easy to verify that, if α = a+ bj ∈ ΩD and z = a+ bi ∈ D, then
F1(z) = (f(α) + f(α
c))/2 and F2(z) = −j (f(α)− f(αc))/2.
Let us introduce a subclass of slice functions, which will play an important role in the next sections.
Definition 2.3. Let F = F1 + F2i : D −→ AC be a stem function on D. The slice function f = I(F )
induced by F is said to be real if both the components F1 and F2 of F are real-valued.
One can prove that the slice function f is real if and only if f(ΩD ∩Cj) ⊆ Cj for every j ∈ SA.
Let t ∈ R and let Expt : C −→ AC be the function defined by Expt(a+ bi) := eta cos(b) + eta sin(b)i.
Such a function is a stem function, which induces the following real slice function expt : QA −→ A:
expt(α) = e
ta cos(b) + j eta sin(b) = etα ∀α = a+ bj ∈ QA, (2.10)
where etα :=
∑
n∈N(tα)
n/n!.
In general, the pointwise product of slice functions is not a slice function. However, if F = F1 + F2i
and G = G1 +G2i are stem functions, then it is immediate to see that their pointwise product
FG = (F1G1 − F2G2) + (F1G2 + F2G1)i
is again a stem function. In this way, we give the following definition.
Definition 2.4. Let f = I(F ) and g = I(G) be two slice functions on ΩD. We define the slice product
f · g as the slice function I(FG) on ΩD.
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It is easy to see that, if f is a real slice function and g is an arbitrary slice function, then their slice
product f · g coincides with the pointwise one. In this case, we simply write fg in place of f · g.
Our next aim is to recall the concept of slice regular function, which generalizes the notion of holo-
morphic function from C to any real alternative *-algebra like A.
Let F = F1 +F2i : D −→ AC be a stem function whose components F1, F2 : D −→ A are of class C1.
Here we assume that A is equipped with the standard structure of C1-manifold, as a finite dimensional
real vector space.
Definition 2.5. The slice function f = I(F ) : ΩD −→ A is called slice regular if F = F1 + F2i satisfies
the following Cauchy-Riemann equations:
∂F1
∂a
=
∂F2
∂b
and
∂F1
∂b
= −∂F2
∂a
(z = a+ bi ∈ D).
Significant examples of slice regular functions are the polynomials with right coefficients in A and,
more generally, the convergent power series of the form
∑
n∈N α
nan with coefficients an in A. In particular,
the exponential function expt is slice regular for every t ∈ R.
We remark that, if D is connected, the notion of slice regular function on ΩD given in Definition 2.5
is equivalent to the one given in the Introduction (see [21, Proposition 8] and [23, Theorem 2.4]).
Let α = a+ bj ∈ QA and let Sα := {a+ bk ∈ QA : k ∈ SA}. The function ∆α : QA −→ A defined in
(2.7) has Sα as zero set and is real slice. It follows that the function from QA \ Sα to QA, sending β into
∆α(β)
−1, is well-defined and real slice. In this way, we can define the slice function Cα : QA \ Sα −→ A
by setting
Cα(β) := ∆α(β)
−1(αc − β).
Observe that
Cα(β) = (α− β)−1 ∀α, β ∈ Cj, α 6= β, α 6= βc.
Let ΥA := {(α, β) ∈ QA × QA : β 6∈ Sα}. The function ΥA −→ QA : (α, β) 7−→ Cα(β) is called
Cauchy kernel for slice regular functions on A. This nomenclature is justified by the next result proved
in Corollary 28 of [21] (see also [22]).
Theorem 2.6 (Slice Cauchy formula). Let f = I(F ) : ΩD −→ A be a slice regular function. Suppose
that the boundary ∂D of D is piecewise C1, and the components F1 and F2 of F = F1 + F2i are of class
C1 and admit continuous extension on the closure of D in C. Choose j ∈ SA and define Dj := ΩD ∩ Cj.
Then we have:
f(β) =
1
2π
∫
∂Dj
Cα(β) j
−1 dαf(α) (2.11)
for every β ∈ ΩD if A is associative or for every β ∈ Dj if A is not associative, where ∂Dj is the piecewise
C1 boundary of Dj in Cj. If f is real slice, then the formula is valid for every β ∈ ΩD also when A is
not associative.
The precise meaning of the line integral contained in the above Cauchy integral formula is specified
in the Appendix-Section 6.
If we apply this formula to the real slice function expt defined in (2.10), then we obtain
etβ =
1
2π
∫
∂Dj
Cα(β) j
−1etα dα ∀t ∈ R, ∀β ∈ ΩD, ∀j ∈ SA.
We stress that the associativity of A is not necessary for the validity of the latter equality.
2.2 Banach A-bimodules
The following definitions summarize the notions of vector space on the quaternions or on Clifford algebras,
and that of vector space on the octonions, dealt with in [12] and [24], respectively.
The reader reminds that we are working with a real algebra A satisfying (2.1) and (2.8).
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Definition 2.7. Let (V,+) be an abelian group. We say that V is a (left) A-module if it is endowed
with a left scalar multiplication A× V −→ V : (α, v) 7−→ αv such that
α(u + v) = αu + αv, ∀u, v ∈ V, ∀α ∈ A, (2.12)
(α + β)u = αu + βu, ∀u ∈ V, ∀α, β ∈ A, (2.13)
1u = u, ∀u ∈ V, (2.14)
r(su) = (rs)u ∀u ∈ V, ∀r, s ∈ R. (2.15)
If A is associative it is also required that
α(βu) = (αβ)u, ∀u ∈ V, ∀α, β ∈ A. (2.16)
An abelian subgroup W of V is a (left) A-submodule if αu ∈W whenever u ∈W and α ∈ A.
If A is a field we obtain the classical notion of vector space. The definition of right A-module is
completely analogous:
Definition 2.8. Let (V,+) be an abelian group. We say that V is a right A-module if it is endowed with
a right scalar multiplication V × A −→ V : (α, v) 7−→ αv such that
(u + v)α = uα+ vα, ∀u, v ∈ V, ∀α ∈ A, (2.17)
u(α+ β) = uα+ uβ, ∀u ∈ V, ∀α, β ∈ A, (2.18)
u1 = u, ∀u ∈ V, (2.19)
(ur)s = u(rs) ∀u ∈ V, ∀r, s ∈ R. (2.20)
If A is associative it is also required that
(uα)β = u(αβ), ∀u ∈ V, ∀α, β ∈ A. (2.21)
An abelian subgroup W of V is a right A-submodule if uα ∈W whenever u ∈ W and α ∈ A.
Now we can give the notion of A-bimodule.
Definition 2.9. Let (V,+) be an abelian group. We say that V is a A-bimodule if it is endowed with
two scalar multiplications A× V −→ V : (α, v) 7−→ αv and V × A −→ V : (v, α) 7−→ vα such that V is
both a left A-module and a right A-module and
ru = ur ∀u ∈ V, ∀r ∈ R. (2.22)
If A is associative, it is also required that
α(uβ) = (αu)β ∀u ∈ V, ∀α, β ∈ A. (2.23)
An abelian subgroup W of V is a sub-bimodule if it is both a left and a right A-submodule of V .
In an associative framework, the previous definitions are standard and can be found, e.g., in [2,
Chapter 1, Section 2, p. 26-28], where A is an associative ring and does not contain necessarily the real
numbers. In our case, A contains a copy of R, but it is not necessarily associative, therefore it is natural
to require conditions (2.15), (2.20) and (2.22). These conditions easily yield the following lemma.
Lemma 2.10. If V is an A-bimodule then
r(us) = (ru)s ∀r, s ∈ R. (2.24)
Moreover, with the notations of Definition 2.9, the abelian group (V,+), endowed with the (left) scalar
multiplication R× V −→ V : (r, v) 7−→ rv, is a (left) R-vector space.
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In [2] it is suggested a self-explanatory notation which is useful when we consider different sets of
scalars simultaneously: if V is an abelian group then
AV means that V is considered as a left A-module, (2.25)
VA means that V is considered as a right A-module, (2.26)
AVA means that V is considered as a A-bimodule. (2.27)
However we will not use the last notation and we will simply say that V is an A-bimodule.
The following is a natural generalization of the notion of norm in a vector space.
Definition 2.11. Let V be an A-bimodule. A function ‖ · ‖ : V −→ [0,∞[ is called a norm on V if
‖u‖ = 0 ⇐⇒ u = 0, (2.28)
‖u+ v‖ ≤ ‖u‖ + ‖v‖ ∀u, v ∈ V, (2.29)
‖αu‖ ≤ |α| ‖u‖ and ‖uα‖ ≤ |α| ‖u‖ ∀u ∈ V, ∀α ∈ A, (2.30)
‖αu‖ = ‖uα‖ = |α| ‖u‖ ∀u ∈ V, ∀α ∈ QA. (2.31)
Since R ⊂ QA, (2.31) implies that ‖ · ‖ is a norm on RV in the usual sense. We call the A-bimodule
V , equipped this kind of norm, normed A-bimodule and we endow V with the topology induced by the
metric d : V × V −→ [0,∞[ : (u, v) 7−→ ‖u − v‖, i.e. with the metric induced by ‖ · ‖ as a norm on RV .
Finally, we say that V is a Banach A-bimodule if the norm ‖ · ‖ is complete, i.e. if a sequence (un) in
V converges whenever limn,m→∞ ‖un − um‖ = 0. Equivalently, V is a Banach A-bimodule if and only if
RV is a Banach space.
We underline that, if A is associative, then (2.31) follows from (2.30). In fact, if α = 0, then (2.31) is
evident. Otherwise, if α ∈ QA \ {0} and u ∈ V , then (2.8) implies that
‖αu‖ ≤ |α| ‖u‖ = |α| ‖α−1αu‖ ≤ |α| |α−1| ‖αu‖ = |αα−1| ‖αu‖ = |1| ‖αu‖ = ‖αu‖
and hence ‖αu‖ = |α| ‖u‖. Similarly, we infer that ‖uα‖ = |α| ‖u‖.
We conclude this subsection presenting simple examples of Banach bimodule.
Example 2.12. Let n be an integer ≥ 2 and let Rn be the Clifford algebra of signature (0, n), endowed
with the Clifford conjugation and with the Clifford norm | · |Cℓ (see Examples 2.1,(iv)). Consider a
positive integer m and endow the set V = (Rn)
m with the natural componentwise addition and left and
right Rn-scalar multiplications
(x1, . . . , xm) + (y1, . . . , ym) = (x1 + y1, . . . , xm + ym), (2.32)
α(x1, . . . , xm) = (αx1, . . . , αxm), (x1, . . . , xm)α = (x1α, . . . , xmα), (2.33)
and with the norm
‖(x1, . . . , xm)‖ =
(|x1|2Cℓ + . . .+ |xm|2Cℓ)1/2 .
It is easy to verify that V is a Banach Rn-bimodule. The reader observes that, if n ≥ 3, there always
exist α ∈ Rn and u ∈ V such that the inequalities in (2.30) are not equalities. In fact, if α = 1− e{1,2,3}
and u = (1 + e{1,2,3}, 0, . . . , 0), then αu = 0 = uα and hence ‖αu‖ = 0 = ‖uα‖, while |α| ‖u‖ 6= 0.
Similarly, one can define a structure of Banach O-bimodule on Om by means of formulas (2.32)-(2.33)
and of the euclidean norm ‖(x1, . . . , xm)‖ =
(|x1|2 + . . .+ |xm|2)1/2.
2.3 Right linear operators
Now we introduce the concept of right linear operators acting on A-bimodules.
Definition 2.13. Let V be an A-bimodule and let D(A) be a right A-submodule of V . We say that
A : D(A) −→ V is right linear if it is additive and
A(uα) = A(u)α ∀u ∈ V, ∀α ∈ A. (2.34)
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As usual, the notation Av is often used in place of A(v). We use the symbol Endr(V ) to denote the
set of right linear operators A with D(A) = V . The identity operator is right linear and is denoted
by IdV or simply by Id if no confusion may arise. Moreover, if V is a normed A-bimodule, then we
say that A : D(A) −→ V is closed if its graph is closed in V × V . As in the classical theory, we set
D(A2) := {x ∈ D(A) : Ax ∈ D(A)}.
Observe that, if D(A) is a right A-submodule of V and if A : D(A) −→ V is right linear, then D(A)
is a (left) R-vector subspace of RV and A is (left) R-linear on RV . In particular, End
r(V ) is contained in
End(RV ), the set of (left) R-linear operators from RV into itself.
Let us also recall the following definition (see e.g. [2, Chapter 1, p. 55-57]).
Definition 2.14. Let V be an A-bimodule, let D(A) be a right A-submodule of V and let α ∈ A. If
A : D(A) −→ V is a right linear operator, then we define the mapping αA : D(A) −→ V by setting
(αA)(u) := αA(u), ∀u ∈ V. (2.35)
If D(A) is also a left A-submodule of V , then we can define Aα : D(A) −→ V by setting
(Aα)(u) := A(αu), ∀u ∈ V. (2.36)
The sum of operators is defined in the usual way.
We have the following easy result.
Proposition 2.15. Let V be an A-bimodule. The following assertions hold.
(i) If A ∈ Endr(V ) and λ ∈ R then λA = Aλ ∈ Endr(V ). Moreover, formula (2.35) with α ∈ R makes
REnd
r(V ) an R-vector subspace of End(RV ).
(ii) Assume that A is associative. If A ∈ Endr(V ) and α ∈ A then αA,Aα ∈ Endr(V ). Moreover,
formulas (2.35)-(2.36) make Endr(V ) an A-bimodule.
Notice that, in the general not associative setting, the mappings defined in (2.35)-(2.36) are not right
linear. A simple example is the one in which A is the identity operator on V = O and α = i ∈ O = A.
This fact might suggest that we should consider only the case when A is associative. However, as we will
see in Section 4, only the R-linearity is relevant in proving generation theorems for semigroups in the
alternative framework. Associativity does not play a role and in fact one works in the spaces REnd
r(V )
and End(RV ).
Lemma 2.16. Let V be an A-bimodule. The following assertions hold.
(i) The composition of two right linear operators is right linear on its domain of definition.
(ii) Let A : D(A) −→ V be right linear and let R(A) be its range. Assume that A has left inverse
B : R(A) −→ V , i.e. BA = Id. Then R(A) is a right A-submodule of V and B is right linear.
Proof. The first part (i) is trivial. It is also easy to check that R(A) is a right A-submodule of V . If
y ∈ R(A) and α ∈ A, we are left to prove that B(yα) = B(y)α. Let x ∈ D(A) be such that A(x) = y.
Then A(xα) = A(x)α = yα, therefore, taking B on both left-sides, xα = B(yα). On the other hand,
x = B(y), thus B(y)α = B(yα) and the lemma is proved.
Definition 2.17. Let V be a normed A-bimodule with norm ‖ · ‖. For every A ∈ Endr(V ), we set
‖A‖ := sup
u6=0
‖Au‖
‖u‖ (2.37)
and we define the sets
L
r(V ) := {A ∈ Endr(V ) : ‖A‖ <∞},
GL
r(V ) := {A ∈ L r(V ) : ∃A−1 ∈ L r(V )}.
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Observe that ‖A‖ can be equivalently defined as the operatorial norm of A as an element of End(RV ),
therefore
L
r(V ) = {A ∈ End(RV ) : A is right linear, ‖A‖ <∞}
= {A ∈ L (RV ) : A is right linear}, (2.38)
where L (RV ) = {A ∈ End(RV ) : ‖A‖ < ∞} is the usual normed R-vector space of continuous linear
operators on RV .
Proposition 2.18. Let V be a normed A-bimodule with norm ‖ · ‖. The following assertions hold.
(i) RL
r(V ) is an R-vector subspace of L (RV ).
(ii) Assume that A is associative. If A ∈ L r(V ) and α ∈ A then αA,Aα ∈ L r(V ). Hence L r(V ) is an
A-bimodule.
In general, L r(V ) is not an A-bimodule, since (2.35)-(2.36) do not define right linear operators.
Therefore ‖ · ‖ is not a norm in the sense of Definition 2.11, but it is a norm on RL r(V ). Furthermore,
d(A,B) := ‖A−B‖ defines a metric on L r(V ), which obviously induces the same topology of the relative
topology of L r(V ) as a subset of L (RV ) endowed with the operatorial norm ‖ · ‖.
The following simple lemma is a key result for Section 4.
Lemma 2.19. Let V be a normed A-bimodule with norm ‖·‖. The R-vector subspace L r(V ) of L (RV ) is
closed with respect to the topology of pointwise convergence and hence with respect to the uniform operator
topology of L (RV ).
Proof. Let A ∈ L (RV ) and let (An) be a sequence in L r(V ) such that Anv → Av for every v ∈ V . Then
(2.30) yields that ‖A(uα) − A(u)α‖ ≤ ‖A(uα) − An(uα)‖ + ‖Anu − Au‖|α| for every u ∈ V , α ∈ A and
n ∈ N. Taking the limit as n→∞, we get the right linearity of A.
Corollary 2.20. Let V be a Banach A-bimodule with norm ‖ · ‖. If A ∈ GL r(V ) and B ∈ L r(V ) with
‖B‖ < ‖A−1‖−1, then A+ B ∈ GL r(V ). In particular, GL r(V ) is open in L r(V ). Moreover,
GL
r(V ) = {A ∈ L r(V ) : A is bijective} ⊆ GL (RV ), (2.39)
where GL (RV ) is the set of invertible operators of L (RV ).
Proof. Since ‖A−1B‖ < 1, the series∑∞n=0(−A−1B)n converges in L (RV ) and its sum is ( Id+A−1B)−1.
Every partial sum of this series is an element of L r(V ), hence Lemma 2.19 ensures that ( Id+A−1B)−1 ∈
L r(V ). Thus, as in the classical case, from the equality A+B = A( Id+A−1B), we infer that there exists
(A + B)−1 = ( Id + A−1B)−1A−1 ∈ L r(V ). Concerning the last statement, if A ∈ L r(V ) is bijective
then, by Lemma 2.16, A−1 ∈ Endr(V ). On the other hand, A belongs to L (RV ) and hence, by the open
mapping theorem, we infer that A−1 ∈ L (RV ). Thus we deduce (2.39) from (2.38).
When A is associative, it is easily seen that (2.35), (2.36) and (2.37) make L r(V ) a normed A-
bimodule in the sense of Definition 2.11. Of course, we obtain the same topology as the one induced by
L (RV ). We summarize these facts in the following proposition.
Proposition 2.21. Let V be a normed A-bimodule with norm ‖ · ‖. Assume that A is associative. Then
formulas (2.35), (2.36) and and (2.37) make L r(V ) a normed A-bimodule. In particular, the operatorial
norm ‖ · ‖ defined in (2.37) is a norm on L r(V ) in the sense of Definition 2.11. The topology induced by
this norm is the same topology of L r(V ) as a topological subspace of L (RV ) endowed with the uniform
operator topology.
Furthermore, if V is Banach, the same is true for L r(V ).
For the sake of completeness, we explicitly state a simple fact that will be repeatedly used in the
sequel.
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Lemma 2.22. If V is a normed A-bimodule with norm ‖ · ‖, then C([0,∞[ ;V ) = C([0,∞[ ;RV ) and
C([0,∞[ ;L r(V )) = {f ∈ C([0,∞[ ;L (RV )) : f(t) ∈ L r(V ) for every t ≥ 0}.
Now we want to make precise the notion of differentiability for functions of one real variable with
values in a normed A-bimodule. Since the domain is one dimensional and real, differentiability makes
sense if we consider the codomain as a normed real vector space. Hence there is nothing really new and
we give the following definition.
Definition 2.23. Let I ⊆ R be an interval and let (E,+) be an abelian group endowed with a scalar
multiplication R×E −→ E that makes RE a real vector space. Assume that ‖ · ‖ is a norm on RE in the
usual sense. A map f : I −→ E is called differentiable in t ∈ I if there exists limh→0 1h (f(t+ h) − f(t))
in RE, the limit being taken with respect to the topology induced by ‖ · ‖. Accordingly, if V is a normed
A-bimodule then f : I −→ V is differentiable in t ∈ I if it is differentiable as a function from I into RV ,
and g : I −→ L r(V ) is differentiable in t ∈ I if it is differentiable as a function from I into RL r(V ). By
Lemma 2.19, we can say that g : I −→ L r(V ) is differentiable in t ∈ I if and only if it is differentiable
as a function from I into L (RV ).
2.4 Spectral theoretical notions
In this section, we assume that
X is a Banach A-bimodule with norm ‖ · ‖.
We remind the reader that A is a real algebra satisfying (2.1) and (2.8).
Let us start by recalling the basic spectral notions for operators in real or complex Banach spaces,
which makes sense also for Banach A-bimodules.
Definition 2.24. Let D(A) be a right A-submodule of X and let A : D(A) −→ X be a closed right linear
operator. We define:
(i) σ(A) := {α ∈ QA : α Id− A is not bijective} (the spectrum of A).
(ii) ρ(A) := QA \ σ(A) (the resolvent set of A).
(iii) Rα(A) := (α Id− A)−1 : X −→ D(A) if α ∈ ρ(A) (the resolvent operator of A at α).
If A is associative then the resolvent operator is a bounded right linear operator, by virtue of (2.23),
of the classical closed graph theorem, and of Lemma 2.16. Notice that if α = λ is real, then Rλ(A) is a
bounded right linear operator also in the not associative case. By arguing exactly as in the classical case
(see, e.g., [13, Lemma 6, Section VII.3, p. 568]), from the definition of resolvent operator, we can easily
deduce the following resolvent equation.
Proposition 2.25. Given a closed right linear operator A : D(A) −→ X, we have:
Rλ(A)− Rµ(A) = (µ− λ)Rλ(A)Rµ(A) ∀λ, µ ∈ ρ(A) ∩ R. (2.40)
When A is the division algebra of quaternions, it has been shown that the generalizations of the
classical spectral notions given in Definition 2.24 are not useful tools (see [5, Sect. 4] and [20, Sect.
4]). The new noncommutative Cauchy kernel Cα(β) = ∆α(β)
−1(αc − β) suggests to systematically
replace α Id − A with ∆α(A). This was done for the first time in [5, Definition 4.6., p. 835] in the
quaternionic setting, by introducing the notions of quaternionic spherical spectrum, resolvent set and
resolvent operator.
Let us extend these notions to all real alternative *-algebras.
Definition 2.26. Let D(A) be a right A-submodule of X and let A : D(A) −→ X be a closed right linear
operator. Given α ∈ QA, we define the right linear operator ∆α(A) : D(A2) −→ X by setting
∆α(A) := A
2 − 2Re(α)A + |α|2 Id. (2.41)
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The spherical resolvent set ρs(A) of A and the spherical spectrum σs(A) of A are the circular subsets of
QA defined as follows:
ρs(A) := {α ∈ QA : ∆α(A) is bijective, ∆α(A)−1 ∈ L r(X)} (2.42)
and
σs(A) := QA \ ρs(A). (2.43)
For every α ∈ ρs(A), we define the operators Qα(A) ∈ L r(X) and Cα(A) ∈ End(RX) by setting
Qα(A) := ∆α(A)
−1 (2.44)
and
Cα(A) := Qα(A)α
c − AQα(A). (2.45)
The operator Cα(A) is called spherical resolvent operator of A at α.
Remark 2.27. The reader observes that the range of Qα(A) is obviously D(A
2) for every α ∈ QA.
Moreover, ∆α(A) = A
2 − A2Re(α) + |α|2 Id, because Re(α) is real.
We would like to mention that a definition that has some similarities with the spherical spectrum was
given in [27] in the context of real *-algebras.
Now we collect in the next proposition some significant properties of the operators just defined.
Proposition 2.28. Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X. Then,
for every α, β ∈ ρs(A), we have:
Qα(A)Ax = AQα(A)x ∀x ∈ D(A), (2.46)
Cα(A)x = Qα(A)(α
c Id− A)x ∀x ∈ D(A), (2.47)
Qα(A)Qβ(A) = Qβ(A)Qα(A) (2.48)
and also
Cα(A) ∈ L (RX). (2.49)
Proof. First we observe that ∆α(A) commutes with A, hence for every x ∈ D(A2) we have that
Qα(A)Ax = Qα(A)A∆α(A)Qα(A)x
= Qα(A)∆α(A)AQα(A)x = AQα(A)x,
i.e. (2.46) holds. Formula (2.47) immediately follows. Concerning (2.48) observe that, by (2.46), ∆α(A)
and Qβ(A) commute, hence
Qα(A)Qβ(A) = Qβ(A)∆β(A)Qα(A)Qβ(A)
= Qβ(A)Qα(A)∆β(A)Qβ(A) = Qβ(A)Qα(A).
It is clear that Cα(A) is R-linear and its domain is X . Therefore, by the closed graph theorem, we
infer that Cα(A) is continuous and (2.49) is proved.
Lemma 2.29. Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X and let α ∈ A.
Assume that either A is associative or α ∈ R. Then we have:
Cα(A)α− ACα(A) = Id. (2.50)
Proof. It holds:
Id = (A2 − 2Re(α)A + |α|2 Id)Qα(A)
= A2Qα(A)− AQα(A)2Re(α) + Qα(A)|α|2
= A2Qα(A)− AQα(A)(αc + α) + Qα(A)αcα
= A(AQα(A)− Qα(A)αc)− (AQα(A)− Qα(A)αc)α
= −ACα(A) + Cα(A)α,
as desired.
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Corollary 2.30. Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X. Then
ρ(A) ∩ R = ρs(A) ∩ R and
Cλ(A) = Rλ(A) ∀λ ∈ ρs(A) ∩ R. (2.51)
In particular Cλ(A) ∈ L r(X) for λ ∈ ρs(A) ∩ R.
Proof. We begin by observing that ∆λ(A) = (λ Id−A)2 whenever λ ∈ R. Let λ ∈ ρs(A)∩R. Since Qλ(A)
commutes with A (see (2.46)) and with λ Id (because λ ∈ R), we have that(
(λ Id− A)Qλ(A)
)
(λ Id− A) = (λ Id− A)((λ Id− A)Qλ(A)) = Id.
Hence λ ∈ ρ(A) and
Rλ(A) = (λ Id− A)−1 = (λ Id− A)Qλ(A) = λQλ(A) − AQλ(A) = Cλ(A),
where the last equality holds by virtue of (2.50). On the other hand, if λ ∈ ρ(A)∩R, then (λId−A)−1 exists
and is continuous by the closed graph theorem. It follows that ∆λ(A) is bijective and ∆λ(A)
−1 ∈ L r(X),
thus λ ∈ ρs(A) and, as in the last formula, Cλ(A) = Rλ(A).
In the remaining part of this subsection, we assume that
A is associative.
Let now consider bounded right linear operators. First, for the sake of completeness, we give the proof
of the following lemma, whose quaternionic version was proved in [5, Theorem 4.2, p. 832].
Lemma 2.31. If B ∈ L r(X), then
Cα(B) =
∞∑
n=0
Bnα−(n+1) ∀α ∈ QA, |α| > ‖B‖. (2.52)
Moreover, σs(B) is closed in QA and
σs(B) ⊆ {α ∈ QA : |α| ≤ ‖B‖}. (2.53)
Proof. Let us note that for |α| > ‖B‖ the series converges and
∆α(B)
∞∑
n=0
B
nα−(n+1) =
∞∑
n=0
(B2 − 2Re(α)B + |α|2 Id)Bnα−(n+1)
=
∞∑
n=0
(Bn+2α−(n+1) − Bn+1(α+ αc)α−(n+1) + Bnααcα−(n+1))
=
∞∑
n=0
(Bn+2α−(n+1) − Bn+1α−n + Bn+1αcα−(n+1) + Bnαcα−n)
= αc Id− B, (2.54)
hence, as D(B) = X , from (2.47) we obtain (2.52). As a consequence, we infer (2.53). From the continuity
of QA −→ L r(X) : α 7−→ ∆α(B) and Corollary 2.20, it follows that ρs(B) is open, hence the spherical
spectrum of B is closed.
Lemma 2.32. Let B ∈ L r(X) and let j ∈ SA. Then the map ρs(B) ∩Cj −→ L r(X), sending α = a+ bj
into Cα(B) and its partial derivatives ∂aCα(B) and ∂bCα(B) are continuous and satisfy the equation
∂aCα(B) + ∂bCα(B)j = 0.
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Proof. As α 7−→ ∆α(B) and the inversion A 7−→ A−1 are continuous, the maps α 7−→ Qα(B) and
α 7−→ Cα(B) are continuous in ρs(B) ∩Cj. By applying standard differential calculus in the real Banach
space RL
r(X), we get
∂aCα(B) = −Qα(B)(−2B+ 2a Id)Qα(B)(αc Id− B) + Qα(B)
= −Qα(B)2(−2B+ 2a Id)(αc Id− B) + Qα(B) (2.55)
= −Qα(B)2(2B2 − 4aB+ 2Bbj+ 2aαc Id) + Qα(B),
where we have used commutativity property (2.46). Analogously, we infer
∂bCα(B) = −Qα(B)2b IdQα(B)(αc Id− B)− Qα(B)j
= −Qα(B)22b Id(αc Id− B)− Qα(B)j (2.56)
= −Qα(B)2(−2bB+ 2bαc Id)− Qα(B)j.
Therefore the partial derivatives ∂aCα(B) and ∂bCα(B) are continuous, and we have
∂aCα(B) + ∂bCα(B)j = −2Qα(B)2(B2 − 2aB+ aαc Id+ bαcj Id) + 2Qα(B) (2.57)
= −2Qα(B)2∆α(B) + 2Qα(B) = 0,
as desired.
Proposition 2.33. Let B ∈ L r(X), let f : ΩD −→ A be a real slice regular function with ΩD∩ρs (B) 6= ∅,
let j ∈ SA and let U be a bounded open subset of Cj whose boundary ∂U is piecewise C1 and whose closure
is contained in ΩD ∩ ρs(B) ∩ Cj. Then we have that
1
2π
∫
∂U
Cα(B) j
−1f(α) dα = 0, (2.58)
where the exact meaning of the above line integral is clarified in Appendix-Section 6.
Proof. By Lemma 2.32, the map ∂U −→ L r(X) : α 7−→ Cα(B) j−1f(α) is continuous and hence the line
integral in (2.58) makes sense (see Appendix-Section 6). Let (L r(X))Cj be the (right) complex Banach
space obtained endowing L r(X) with the right multiplication by scalars in Cj. Take a right linear and
continuous functional L : (L r(X))Cj −→ Cj and define the function g : ρs(B) ∩ Cj −→ Cj by setting
g(α) := 〈L,Cα(B)〉. By Lemma 2.32, one has that
∂ag(α) + ∂bg(α)j = 〈L, ∂aCα(B) + ∂bCα(B)j〉 = 0.
In other words, g is holomorphic with respect to the complex structure on Cj induced by the multiplication
by j. Thanks to the definition of real slice regular function, the same is true for the function α 7−→
g(α)j−1f(α) defined on ΩD ∩ ρs(B) ∩ Cj. In this way, the classical Cauchy formula implies that〈
L,
1
2π
∫
∂U
Cα(B) j
−1f(α) dα
〉
=
1
2π
∫
∂U
g(α) j−1f(α) dα = 0.
Now the result follows from the complex Hahn-Banach theorem applied in (L r(X))Cj .
Remark 2.34. If X 6= {0} and B ∈ L r(X), then σs(B) 6= ∅. Let us prove this assertion. Let j ∈ SA
and let (L r(X))Cj , L : (L
r(X))Cj −→ Cj and g : ρs(B) ∩ Cj −→ Cj be as in the proof of the preceding
proposition. Suppose that σs(B) = ∅. Then g is an entire holomorphic function on Cj. Moreover, by
(2.52), we have
|g(α)| ≤M‖L‖j |α|−1 ∀α ∈ Cj, |α| ≥ 1 + ‖B‖,
where ‖L‖j is the norm of L as continuous functional on (L r(X))Cj and M =
∑
n≥0 ‖B‖n(1 + ‖B‖)−n.
By Liouville’s theorem, g is the null function. Thanks to the complex Hahn-Banach theorem, we infer
that Cα(B) = 0 for every α ∈ Cj. This is impossible by the definition of spherical resolvent operator.
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Lemma 2.35. Let B ∈ L r(X), let j ∈ SA and let r ∈ ]0,∞[ such that σs(B) ∩ Cj ⊆ Bj(r), where
Bj(r) := {α ∈ Cj : |α| < r}. Then we have
Id =
1
2π
∫
∂Bj(r)
Cα(B) j
−1 dα. (2.59)
Proof. Thanks to Proposition 2.33 applied with f constantly equal to 1, we can suppose that r > ‖B‖.
By the classical Cauchy formula, and by the fact that B is right linear and continuous, we have
0 = Bn
1
2π
∫
∂Bj(r)
α−(n+1)j−1 dα =
1
2π
∫
∂Bj(r)
Bnα−(n+1)j−1 dα ∀n ≥ 1
and
Id = Id
1
2π
∫
∂Bj(r)
α−1j−1 dα =
1
2π
∫
∂Bj(r)
Idα−1j−1 dα.
Hence, bearing in mind Lemma 2.31, we infer that
Id =
∞∑
n=0
1
2π
∫
∂Bj(r)
Bnα−(n+1)j−1 dα =
1
2π
∫
∂Bj(r)
∞∑
n=0
Bnα−(n+1)j−1 dα
=
1
2π
∫
Bj(r)
Cα(B) j
−1 dα,
as desired.
The next lemma provides a bridge between bounded and unbounded right linear operators and is
based on a technique used in [13, Lemma VII.9.2, p. 600] and also in [8, Definition 3.10].
Lemma 2.36. Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X. Assume that
]0,∞[ ⊆ ρs(A) and take λ ∈ ]0,∞[. Define Φ : QA \ {λ} −→ QA and B ∈ L r(X) by setting
Φ(α) := (α− λ)−1 (2.60)
and
B := −Cλ(A) = −Rλ(A) = (A− λ Id)−1. (2.61)
Then we have:
Φ(σs(A)) = σs(B) (2.62)
and
Cα(A) = −BCΦ(α)(B)Φ(α) ∀α ∈ QA \ {λ}. (2.63)
Proof. Let α ∈ QA \ {λ} and let β := Φ(α). As α = 1/β + λ, we have
Re(α) = Re(β)/|β|2 + λ, (2.64)
hence, since A = B−1 + λ Id, we find
∆α(A) = A
2 − 2Re(α)A+ |α|2 Id
= (B−1 + λ Id)2 − 2Re(α)(B−1 + λ Id) + |α|2 Id
= B−2 + 2(λ− Re(α))B−1 + (|λ|2 − 2λRe(α) + |α|2) Id
= B−2
(
Id+ 2(λ− Re(α))B + (α− λ)(αc − λ)B2)
= B−2
(|β|2 Id+ 2Re(β)/|β|2B+ |β|−2B2)
= |β|−2B−2∆β(B). (2.65)
It follows that ∆β(B) is invertible if and only if ∆α(A) is invertible. Moreover,
Qα(A) = |β|2Qβ(B)B2 = |β|2B2Qβ(B). (2.66)
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We infer at once that Qβ(B) is continuous if and only if Qα(A) is continuous. This proves (2.62). Finally,
equation (2.63) is proved by means of (2.66), indeed
Cα(A) = Qα(A)α
c − AQα(A)
= Qα(A)
(
β/|β|2 + λ)− AQα(A)
= |β|2B2Qβ(B)
(
β/|β|2 + λ)− A|β|2B2Qβ(B)
= B2Qβ(B)(β + |β|2λ)− AB2Qβ(B)|β|2
= B2Qβ(B)(β + |β|2λ)− (A− λ Id)B2Qβ(B)|β|2 − λB2Qβ(B)|β|2
= B2Qβ(B)(β + |β|2λ)− BQβ(B)|β|2 − B2Qβ(B)λ|β|2
= B2Qβ(B)β − BQβ(B)|β|2
= B
(
BQβ(B) − Qβ(B)β
)
β
= −BCβ(B)β.
By combining Lemma 2.36 with Lemma 2.32 and Proposition 2.33, we obtain at once:
Corollary 2.37. Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X and let
j ∈ SA. Assume that ]0,∞[ ⊆ ρs(A). Then the map ρs(A) ∩ Cj −→ L r(X) : α 7−→ Cα(A) and its partial
derivatives ∂aCα(A) and ∂bCα(A) are continuous and satisfy the equation
∂aCα(A) + ∂bCα(A)j = 0.
In particular, if f : ΩD −→ A is a real slice regular function with ΩD ∩ ρs(A) 6= ∅ and if U is a
piecewise C1 bounded open subset of Cj whose closure is contained in ΩD ∩ ρs(A)∩Cj, then we have that
1
2π
∫
∂U
Cα(A) j
−1f(α) dα = 0. (2.67)
3 Generation theorems for semigroups in real or complex Ba-
nach spaces
In this section, for later use, we recall the basic results of the theory of operator semigroups in a real
or complex Banach space. For the proofs, we refer e.g. to [16, 28] and we stress the fact that in these
monographs the functional calculus is not used. We assume that
Y is a real or complex Banach space with norm ‖ · ‖. (3.1)
Definition 3.1. A mapping T : [0,∞[ −→ L (Y ) is called (operator) semigroup if
T(t+ s) = T(t)T(s) ∀t, s > 0, (3.2)
T(0) = Id. (3.3)
We also say that T is a semigroup in Y . A semigroup T in Y is called uniformly continuous if T ∈
C([0,∞[ ;L (Y )). A semigroup T is called strongly continuous if T(·)y ∈ C([0,∞[ ;Y ) for every y ∈ Y .
The case of uniformly continuous semigroups can be treated by means of the operator-valued ex-
ponential, and is described by the following theorem, whose proof can be found, e.g., in [28, Section
1.1].
Theorem 3.2. The following assertions hold.
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(a) If T : [0,∞[ −→ L (Y ) is a uniformly continuous semigroup then T is differentiable and, setting
A := T′(0) ∈ L (Y ), one has
T′(t) = AT(t) ∀t ≥ 0, (3.4)
T(0) = Id. (3.5)
Moreover, T(t) = etA for all t ≥ 0.
(b) If A ∈ L (Y ), the map T : [0,∞[ −→ L (Y ) : t 7−→ etA is a uniformly continuous semigroup and it
is the unique solution of the Cauchy problem
T′(t) = AT(t) ∀t ≥ 0, (3.6)
T(0) = Id. (3.7)
Uniform continuity is a too strong condition for applications, but uniformly continuous semigroups
are needed in order to deal with the most natural case of strongly continuous semigroups. We start by
recalling the notion of generator.
Definition 3.3. Let T : [0,∞[ −→ L (Y ) be a strongly continuous semigroup. The generator of T is
the linear operator A : D(A) −→ Y defined by
D(A) :=
{
y ∈ Y : ∃ lim
h→0
(1/h)(T(h)y − y) = (d/ dt)T(t)y∣∣
t=0
}
, (3.8)
Ay := lim
h→0
1
h
(T(h)y − y), ∀y ∈ D(A). (3.9)
Now we can state the so-called Generation Theorem.
Theorem 3.4 (Feller, Miyadera, Phillips). The following assertions hold.
(a) Let A : D(A) −→ Y be a linear operator with D(A) dense in Y . Assume that there are constants
M ∈ ]1,∞[ and w ∈ R such that ]w,∞[ ⊆ ρ(A) and
‖Rλ(A)n‖ ≤ M
(λ− w)n ∀n ∈ N, ∀λ > w. (3.10)
Then A is the generator of the strongly continuous semigroup T : [0,∞[ −→ L (Y ) defined by
T(t)y = lim
n→∞
etAny, y ∈ Y, where An := nARn(A) ∈ L (Y ). (3.11)
Moreover, ‖T(t)‖ ≤Mewt for all t ≥ 0.
(b) Let T : [0,∞[ −→ L (Y ) be a strongly continuous semigroup. Then there are constants M ∈ ]1,∞[
and w ∈ R such that ‖T(t)‖ ≤ Metw for every t ≥ 0. Moreover, the generator A of T is closed,
D(A) is dense, ]w,∞[ ⊆ ρ(A) and ‖Rλ(A)n‖ ≤ M(λ−w)n for all n ∈ N and for all λ > w.
In both cases (a) and (b), we have that
Rλ(A)y =
∫ ∞
0
e−tλT(t)y dt ∀λ > w, ∀y ∈ Y. (3.12)
For the proof of Theorem 3.4, we refer to [28, Section 1.5], where it is shown that the proof can be
reduced to the important particular case in which M = 1 and w = 0. In such a situation, T is called
a strongly continuous contraction semigroup, and, in order to prove that A generates a semigroup, it is
enough to verify (3.10) for n = 1 only. Indeed, we have the following
Theorem 3.5 (Hille, Yosida). The following assertions hold.
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(a) Let D(A) be a dense vector subspace of Y and let A : D(A) −→ Y be a linear operator. Assume
that ]0,∞[ ⊆ ρ(A) and that
‖Rλ(A)‖ ≤ 1
λ
∀λ > 0. (3.13)
Then A is the generator of a strongly continuous semigroup T : [0,∞[ −→ L (Y ) such that ‖T(t)‖ ≤
1 for all t ≥ 0.
(b) Let T : [0,∞[ −→ L (Y ) be a strongly continuous semigroup such that ‖T(t)‖ ≤ 1 for every t ≥ 0.
Then the generator A of T is closed, D(A) is dense, ]0,∞[ ⊆ ρ(A) and ‖Rλ(A)‖ ≤ 1λ for all λ > 0.
For the proof we refer again to [28, Section 1.3]. Finally, we state the result relating strongly continuous
semigroups with the Cauchy problem (see, e.g., [28, Section 4.1]).
Theorem 3.6. Let A : D(A) −→ Y be a closed linear operator with D(A) dense in Y . Then the following
conditions are equivalent:
(a) A is the generator of a strongly continuous semigroup T.
(b) ρ(A)∩R 6= ∅ and, for every y ∈ D(A), there exists a unique u ∈ C1([0,∞[ ;Y ) such that u(t) ∈ D(A)
for all t ≥ 0 and
u′(t) = Au(t) ∀t ≥ 0, (3.14)
u(0) = y. (3.15)
In such cases, the unique solution of (3.14)–(3.15) is u(t) = T(t)y.
4 Generation theorems for semigroups in Banach A-bimodules
In this section, we generalize the results contained in [9] by proving the generation theorems for semigroups
in Banach A-bimodules. Our proofs are different and simpler, since we reduce to the classical case thanks
to Lemma 2.19.
We recall that A is a real algebra satisfying (2.1) and (2.8). We assume that
X is a Banach A-bimodule with norm ‖ · ‖.
Definition 4.1. A mapping T : [0,∞[ −→ L r(X) is called (right linear operator) semigroup if
T(t+ s) = T(t)T(s) ∀t, s > 0, (4.1)
T(0) = Id. (4.2)
We also say that T is a (right linear operator) semigroup in X . A semigroup T is called uniformly
continuous if T ∈ C([0,∞[ ;L r(X)). A semigroup T is called strongly continuous if T(·)x ∈ C([0,∞[ ;X)
for every x ∈ X .
Remark 4.2. By Lemma 2.22, we could also say that T is a uniformly continuous (resp. strongly
continuous) semigroup in X if T is L r(X)-valued and T is a uniformly continuous (resp. strongly
continuous) semigroup in RX .
Theorem 4.3. The following assertions hold.
(a) If T : [0,∞[ −→ L r(X) is a uniformly continuous semigroup then T is differentiable and, setting
A := T′(0) ∈ L r(X), one has
T′(t) = AT(t) ∀t ≥ 0, (4.3)
T(0) = Id. (4.4)
Moreover T(t) = etA for all t ≥ 0.
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(b) If A ∈ L r(X), the map T : [0,∞[ −→ L r(X) : t 7−→ etA is a uniformly continuous semigroup and
it is the unique solution of the Cauchy problem
T′(t) = AT(t) ∀t ≥ 0, (4.5)
T(0) = Id. (4.6)
Proof. By Lemma 2.22, we have that T is also a uniformly continuous semigroup in RX , therefore we can
apply Theorem 3.2(a). We conclude part (a) by invoking Lemma 2.19, which implies that A = T′(0) ∈
L r(X). Concerning (b), we can apply Theorem 3.2(b) to A ∈ L r(X) ⊆ L (RX) and use again Lemma
2.19 in order to obtain that etA belongs to L r(X) for every t ≥ 0.
The generator of a strongly continuous semigroup is defined as in the classical case.
Definition 4.4. Let T : [0,∞[ −→ L r(X) be a strongly continuous semigroup. The generator of T is
the right linear operator A : D(A) −→ X defined by
D(A) :=
{
x ∈ X : ∃ lim
h→0
(1/h)(T(h)x− x) = (d/ dt)T(t)x∣∣
t=0
}
, (4.7)
Ax := lim
h→0
1
h
(T(h)x − x), x ∈ D(A). (4.8)
We can now prove the generation theorem for semigroups in a Banach A-bimodule.
Theorem 4.5. The following assertions hold.
(a) Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X. Assume that there are
constants M ∈ ]1,∞[ and w ∈ R such that ]w,∞[ ⊆ ρs(A) and
‖Cλ(A)n‖ ≤ M
(λ− w)n ∀n ∈ N, ∀λ > w. (4.9)
Then A is the generator of the strongly continuous semigroup T : [0,∞[ −→ L r(X) defined by
T(t)x = lim
n→∞
etAnx, x ∈ X, where An := nACn(A) ∈ L r(X). (4.10)
Moreover, ‖T(t)‖ ≤Mewt for all t ≥ 0.
(b) Let T : [0,∞[ −→ L r(X) be a strongly continuous semigroup. Then there are constants M ∈ ]1,∞[
and w ∈ R such that ‖T(t)‖ ≤ Metw for every t ≥ 0. Moreover the generator A of T is closed,
D(A) is dense, ]w,∞[ ⊆ ρs(A) and ‖Cλ(A)n‖ ≤ M(λ−w)n for all n ∈ N and for all λ > w.
In both cases (a) and (b), we have that
Cλ(A)x =
∫ ∞
0
e−tλT(t)xdt ∀λ > w, ∀x ∈ X. (4.11)
Proof. Observe that D(A) is a real vector subspace of RX and A is R-linear. Moreover, A is closed and
D(A) is dense in X . Since Cλ(A) = Rλ(A) for real λ, thanks to (4.9), we can apply Theorem 3.4(a) and
infer that A is the generator of the strongly continuous semigroup T : [0,∞[ −→ L (RX) given by
T(t) = lim
n→∞
etAn where An := nARn(A) ∈ L (RX), (4.12)
and ‖T(t)‖X = ‖T(t)‖RX ≤ Mewt for all t ≥ 0. As n Id − A is right linear, by Lemma 2.16, Rn(A) is
right linear. Thus An and e
tAn are right linear as well. From Lemma 2.19, it follows that T(t) is right
linear and (a) is proved. Concerning (b), as T is also a strongly continuous semigroup in L (RX), we can
apply Theorem 3.4(b) and infer the thesis, indeed A ∈ L r(X) because of Lemma 2.19. Formula (4.11)
obviously holds in both cases.
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Using similar arguments, Theorems 3.5 and 3.6 can be rephrased in the new framework. We limit
ourselves to state the relation with differential equations.
Theorem 4.6. Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X. Then the
following conditions are equivalent:
(a) A is the generator of a strongly continuous semigroup T.
(b) ρs(A) ∩ R 6= ∅ and, for every x ∈ D(A), there exists a unique u ∈ C1([0,∞[ ;X) such that
u′(t) = Au(t) ∀t ≥ 0, (4.13)
u(0) = x. (4.14)
In such cases, the unique solution of (4.13)–(4.14) is u(t) = T(t)x.
5 Spherical sectorial operators in Banach A-bimodules
In this section, we study the analogous of the sectorial operators in the new framework of right linear
operators acting on Banach A-bimodules. We will show that these kind of operators can be expressed as
a line integral involving the exponential function. Therefore, it turns out that the associated semigroup
is analytic in time. We would like to draw the reader’s attention that, for the study of these operators,
we actually see the functional calculus at work, whereas in our proof of the generation theorems only the
real structure of the Banach A-bimodules plays a role.
We assume that A is a real algebra satisfying (2.1) and (2.8),
A is associative
and
X is a Banach A-bimodule with norm ‖ · ‖.
Definition 5.1. Define the argument function arg : QA \ {0} −→ [0, π] on QA as follows. If α ∈ QA \R,
then there exist, and are unique, j ∈ SA, ρ ∈ ]0,∞[ and θ ∈ ]0, π[ such that α = ρeθj ∈ Cj. Thus, we can
define arg(α) := θ. Moreover we set: arg(α) := 0 if α ∈ ]0,∞[ and arg(α) := π if α ∈ ]−∞, 0[.
Definition 5.2. Let A : D(A) −→ X be a closed right linear operator with D(A) dense in X and let
δ ∈ ]0, π/2[. We say that A is a spherical δ-sectorial operator if
Σδ :=
{
α ∈ QA \ {0} : arg(α) < π/2 + δ
} ⊆ ρs(A). (5.1)
If A is a spherical δ-sectorial operator for some δ ∈ ]0, π/2[, then we say that A is a spherical sectorial
operator.
Let j ∈ SA and let Ω be an open subset of Cj. By the term C1-path of Ω, we mean a C1-map
γ : [a, b] −→ Ω such that either γ is injective or it is not, but γ(t) = γ(s) only if (t, s) = (a, b) or (t, s) =
(b, a). Denote by −γ : [a, b] −→ Ω the C1-path of V obtained changing the orientation of γ; namely,
−γ(t) := γ(a+ b− t). Given a continuous map g : U −→ Cj, we define
∫
γ
g(α)| dα| := ∫ b
a
g(γ(t))|γ′(t)| dt.
Let γ1, . . . , γn be C
1-paths of Ω and let Γ = γ1+ . . .+ γn be the formal sum of the γi’s. As usual, we set∫
Γ g(α) dα :=
∑n
i=1
∫
γi
g(α) dα, where
∫
γi
g(α) dα is the line integral of g along γi. If g is injective and
of class C1, then we define g ◦ Γ := g ◦ γ1 + . . .+ g ◦ γn. Let γ′1, . . . , γ′m be other C1-paths of Ω and let
Γ′ := γ′1+ . . .+ γ
′
m. In this situation, we denote by Γ−Γ′ = γ1+ . . .+ γn− γ′1− . . .− γ′m the formal sum
γ1 + . . .+ γn + (−γ′1) + . . .+ (−γ′m) of C1-paths of Ω.
Definition 5.3. Let j ∈ SA, let r, s ∈ ]0,∞[ with r < s and let η, ξ ∈ ]0, 2π[ with η < ξ. Define the
C1-paths R(j ; r, s; η) and C (j ; r; η, ξ) of Cj by setting
R(j ; r, s; η)(t) := teηj, t ∈ [r, s], (5.2)
C (j ; r; η, ξ)(t) := retj, t ∈ [η, ξ] (5.3)
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and the C1-maps R−(j ; r; η) : ]−∞,−r] −→ Cj and R+(j ; r; η) : ]r,∞] −→ Cj by setting
R
−(j ; r; η)(t) := −teηj, t ∈ ]−∞,−r] , (5.4)
R
+(j ; r; η)(t) := teηj, t ∈ [r,∞[ . (5.5)
Moreover, we denote by Γ(j ; r, s; η) and Γ(j ; r; η) the following formal sums of C1-maps:
Γ(j ; r, s; η) := −R(j ; r, s;−η) + C (j ; r;−η, η) +R(j ; r, s; η), (5.6)
Γ(j ; r; η) := R−(j ; r;−η) + C (j ; r;−η, η) +R+(j ; r; η). (5.7)
Let U be an open neighborhood in Cj of the union of the images of R
−(j ; r;−η), of C (j ; r;−η, η)
and of R+(j ; r; η), and let Ψ : U −→ L r(X) be a continuous map. Define∫
R−(j ;r;−η)
Ψ(α) dα := lim
h→∞
∫
−R(j ;r,h;−η)
Ψ(α) dα, (5.8)∫
R+(j ;r;η)
Ψ(α) dα := lim
h→∞
∫
R(j ;r,h;η)
Ψ(α) dα, (5.9)
if such limits exist in L r(X). If both limits exist, we say that the integral
∫
Γ(j ;r;η)
Ψ(α) dα converges in
L r(X) and we set∫
Γ(j ;r;η)
Ψ(α) dα :=
∫
R−(j ;r;−η)
Ψ(α) dα+
∫
C (j ;r;−η,η)
Ψ(α) dα+
∫
R+(j ;r;η)
Ψ(α) dα.
In this situation, we have ∫
Γ(j ;r;η)
Ψ(α) dα = lim
h→∞
∫
Γ(j ;r,h;η)
Ψ(α) dα. (5.10)
Lemma 5.4. Let D(A) be a dense right A-submodule of X, let A : D(A) −→ X be a spherical δ-sectorial
operator for some δ ∈ ]0, π/2[, let r ∈ ]0,∞[ and let η ∈ ]π/2, π/2 + δ[. Assume that there exists
M ∈ ]0,∞[ such that
‖Cα(A)‖ ≤ M|α| ∀α ∈ Σδ. (5.11)
Then, for every t > 0, the integral
T(t) :=
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1etα dα (5.12)
converges in L r(X) and does not depend on the choices of r and of η. Moreover, the corresponding map
T : ]0,∞[ −→ L r(X) is differentiable and we have:
sup
t>0
‖T(t)‖ <∞ and d
dt
T(t)x = AT(t)x ∀t > 0.
Proof. Fix t ∈ ]0,∞[. First, we observe that
T(t) =
1
2π
∫ η
−η
Creθj(A)re
θjetre
θj
dθ
− 1
2π
∫ −r
−∞
C−ρe−ηj (A) j
−1e−ηje−tρe
−ηj
dρ+
1
2π
∫ ∞
r
Cρeηj(A) j
−1eηjetρe
ηj
dρ. (5.13)
By using (5.11), we obtain that
‖T(t)‖ ≤ M
2π
∫ η
−η
etr cos(θ) dθ +
M
π
∫ ∞
r
etρ cos(η)
ρ
dρ. (5.14)
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In particular, it follows that the last two integrals of (5.13) are absolutely convergent.
Let us prove that the integral in (5.12) does not depend on r and on η. Let s ∈ ]0,∞[ and let
ξ ∈ ]π/2, π/2 + δ[. We must show that
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1etα dα =
1
2π
∫
Γ(j ;s;ξ)
Cα(A) j
−1etα dα.
Up to interchange r with s, we may suppose that r ≤ s. There are four cases to consider: r < s and
η > ξ, r < s and η = ξ, r < s and η < ξ, r = s and η > ξ. We treat only the first. The proof of the other
cases is similar. Hence suppose r < s and η > ξ. Choose h > s and define the open subset U of Cj by
setting
U :=
{
ρeθj ∈ Cj : (ρ, θ) ∈
(
]r, s[ × ]−η, η[ ) ∪ ( ]r, h[ × ]ξ, η[ )}.
Evidently, the closure of U is contained in Σδ ∩Cj (and hence in ρs(A) ∩Cj) and the boundary of U can
be decomposed as the following formal sum of C1-paths of ρs(A) ∩ Cj :
Γ(j ; s, h; ξ) + C (j ;h; ξ, η)− Γ(j ; r, h; η) + C (j ;h;−η,−ξ).
By Corollary 2.37, we have that
1
2π
∫
Γ(j ;r,h;η)
Cα(A) j
−1etα dα− 1
2π
∫
Γ(j ;s,h;ξ)
Cα(A) j
−1etα dα
=
1
2π
∫
C (j ;h;ξ,η)+C (j ;h;−η,−ξ)
Cα(A) j
−1etα dα.
In this way, since∥∥∥∥∥
∫
C (j ;h;ξ,η)+C (j ;h;−η,−ξ)
Cα(A)j
−1 dαetα
∥∥∥∥∥ =
∥∥∥∥∥
∫
[−η,−ξ]∪[ξ,η]
Che−θj(A) j
−1jhe−θjethe
−θj
dθ
∥∥∥∥∥
≤ 2
∫ η
ξ
Meth cos(ξ) dθ → 0 as h→∞,
we infer that
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1etα dα = lim
h→∞
1
2π
∫
Γ(j ;r,h;η)
Cα(A) j
−1etα dα
= lim
h→∞
1
2π
∫
Γ(j ;s,h;ξ)
Cα(A) j
−1etα dα =
1
2π
∫
Γ(j ;s;ξ)
Cα(A) j
−1etα dα,
as desired. Thanks to the independence of integral in (5.12) from r and η just proved, we can choose
r = 1/t and η = δ/2 in (5.14), obtaining the following uniform estimate in t > 0:
‖T(t)‖ ≤ M
2π
∫ η
−η
ecos(θ) dθ +
M
π
∫ ∞
1/t
etρ cos(δ/2)
ρ
dρ
=
M
2π
∫ η
−η
ecos(θ) dθ +
M
2π
∫ ∞
− cos(η/2)
e−r
r
dr.
Let us complete the proof by showing that ddtT(t)x = AT(t)x if t > 0. Let us observe that∫
Γ(j ;r;η)
etα dα = 0. (5.15)
In fact, using the classical Cauchy formula, we have that∥∥∥∥∥
∫
Γ(j ;r,h;η)
etα dα
∥∥∥∥∥ =
∥∥∥∥∥−
∫
C (j ;h;η,2π−η)
etα dα
∥∥∥∥∥ ≤ 2(π − η)eth cos(η)h→ 0 as h→∞.
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Moreover let us observe that
∫
Γ(j ;r;η)
Cα(A)α j
−1etα dα is absolutely convergent and ACα(A) = Cα(A)α−
Id, by Lemma 2.29, hence from (5.15) we infer that
∫
Γ(j ;r;η) ACα(A) j
−1etα dα is also convergent. Therefore
differentiating under the integral sign, using (2.50), the closedness of A, and taking into account the
definition of line integral given in Appendix-Section 6 (see formula (6.4)), we get
d
dt
T(t)x =
1
2π
(∫
Γ(j ;r;η)
Cα(A)α j
−1etα dα
)
x
=
1
2π
(∫
Γ(j ;r;η)
ACα(A) j
−1etα dα
)
x+
1
2π
j−1
∫
Γ(j ;r;η)
etα dα x
= A
(
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1etα dα
)
x = AT(t)x.
Let us observe that whereas the first part of the proof of the preceding lemma is an adaptation of a
classical argument to our general setting, we did not prove that T(t) is a right linear operator semigroup,
indeed the arguments based on Fubini theorem or on the inversion of the Laplace transform do not work
in the noncommutative setting. Therefore we have to follow a different procedure and we will deduce
that T(t) is a semigroup from the fact that T(t)x solves the first order differential equation u′(t) = Au(t).
Lemma 5.5. Let D(A) be a dense right A-submodule of X, let A : D(A) −→ X be a spherical δ-sectorial
operator for some δ ∈ ]0, π/2[, let r ∈ ]0,∞[ and let η ∈ ]π/2, π/2 + δ[. Then we have
Cλ(A) =
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1(λ− α)−1 dα ∀λ > r. (5.16)
Proof. Choose λ ∈ R with λ > r. First of all we observe that
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1(λ− α)−1 dα = 1
2π
∫ η
−η
Creθj(A)re
θj(λ− reθj)−1 dθ
− 1
2π
∫ −r
−∞
C−ρe−ηj(A) j
−1e−ηj(λ+ ρe−ηj)−1 dρ +
1
2π
∫ ∞
r
Cρeηj (A) j
−1eηj(λ− ρeηj)−1 dρ.
The convergence of the last two integrals follows from the estimate∥∥∥∥
∫ −r
−∞
C−ρe−ηj (A) j
−1e−ηj(λ+ ρe−ηj)−1 dρ
∥∥∥∥
+
∥∥∥∥
∫ ∞
r
Cρeηj(A) j
−1eηj(λ − ρeηj)−1 dρ
∥∥∥∥ ≤ 2
∫ ∞
r
M
ρ|λ− ρeηj| dρ.
Let h,R ∈ R such that h > λ + 1 and 1/R = min{λ − r, 1}/2. Define an open subset Uh of Cj and a
closed subset DR of Cj contained in Uh as follows:
Uh :=
{
ρeθj ∈ Cj : (ρ, θ) ∈ ]r, h[ × ]−η, η[
}
and DR :=
{
α ∈ Cj : |α− λ| ≤ 1/R
}
.
Observe that the boundary of U \DR decomposes as the formal sum C (j ;h;−η, η)− Γ(j ; r, h; η)− ∂DR
of C1-paths of Cj. Moreover, since A is δ-sectorial, the closure of U is contained in ρs(A) ∩ Cj. In this
way, Corollary 2.37 implies that
1
2π
∫
Γ(j ;r,h;η)
Cα(A) j
−1(λ− α)−1 dα
= − 1
2π
∫
∂DR
Cα(A) j
−1(λ− α)−1 dα+ 1
2π
∫
C (j ;h;−η,η)
Cα(A) j
−1(λ − α)−1 dα.
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On the other hand, we have that∥∥∥∥∥
∫
C (j ;h;−η,η)
Cα(A) j
−1(λ− α)−1 dα
∥∥∥∥∥
=
∥∥∥∥
∫ η
−η
Cheθj(A)j
−1 jheθja(λ− he−θj)−1 dθ
∥∥∥∥
≤
∫ η
−η
M
|λ− he−θj| dθ ≤
2ηM
h− λ → 0 as h→∞
and hence
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1(λ− α)−1 dα = lim
h→∞
1
2π
∫
Γ(j ;r,h;η)
Cα(A) j
−1(λ− α)−1 dα
= − 1
2π
∫
∂DR
Cα(A) j
−1(λ− α)−1 dα.
Define B := −Cλ(A) ∈ L r(X) and the map Φ : A \ {λ} −→ A by Φ(α) := (α−λ)−1. By (2.62), we know
that σs(B) ∩ Cj ⊆ Φ(Cj \DR) = Bj(R). Now, using the change of variable β = Φ(α) and Lemmas 2.35
and 2.36, we get
− 1
2π
∫
∂DR
Cα(A) j
−1(λ− α)−1 dα = − 1
2π
∫
∂DR
BCΦ(α)(B) j
−1Φ(α)2 dα
= B
1
2π
∫
−∂Bj(R)
Cβ(B) j
−1 dβ = −B.
In conclusion, we have that
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1(λ − α)−1 dα = −B = Cλ(A).
The proof is complete.
We are now in position to prove our main theorem about spherical sectorial operator.
Theorem 5.6. Let D(A) be a dense right A-submodule of X and let A : D(A) −→ X be a spherical
δ-sectorial operator for which there exists M ∈ ]0,∞[ such that
‖Cα(A)‖ ≤ M|α| ∀α ∈ Σδ. (5.17)
Fix j ∈ SA and define the map T : [0,∞[ −→ L r(X) by setting
T(0) := Id, (5.18)
T(t) :=
1
2π
∫
Γ(j ;r;η)
Cα(A) j
−1etα dα ∀t > 0, (5.19)
for some r ∈ ]0,∞[ and η ∈ ]π/2, π/2 + δ[. Then T is the semigroup generated by A and the following
equality holds:
Cλ(A) = Rλ(A) =
∫ ∞
0
e−tλT(t) dt ∀λ > 0. (5.20)
As a consequence, the integral in (5.19) is independent of j ∈ SA and T is analytic in time.
Proof. By Lemma 5.4, we know that the integral in (5.19) is convergent in L r(X), does not depend on
the choice of r > 0 and η ∈ ]π/2, π/2 + δ[ and there exists a constant C ≥ 0 such that
‖T(t)‖ ≤ C ∀t ≥ 0. (5.21)
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Fix λ > 0 and define Γ := Γ(j ;λ/2; η). Choose L > 0. Since λ ∈ R and α ∈ Cj commute, the Fubini
theorem, the fundamental theorem of calculus and Lemma 5.5 ensure that
∫ L
0
e−tλT(t) dt =
1
2π
∫
Γ
∫ L
0
Cα(A) j
−1et(α−λ) dα
=
1
2π
∫
Γ
Cα(A) j
−1eL(α−λ)(α− λ)−1 dα− 1
2π
∫
Γ
Cα(A) j
−1(α− λ)−1 dα
=
1
2π
∫
Γ
Cα(A) j
−1eL(α−λ)(α− λ)−1 dα+ Cλ(A).
Since ∥∥∥∥
∫
Γ
Cα(A) j
−1eL(α−λ)(α− λ)−1 dα
∥∥∥∥
≤
∫
Γ
M
|α|
eL(Re(α)−λ)
|α− λ| | dα| ≤
∫
Γ
M
|α|
e−Lλ/2
|α− λ| | dα| → 0 as L→∞,
formula (5.20) is proved. Differentiating under the integral sign in the mentioned formula, we find
dn−1
dλn−1
Rλ(A) = (−1)n−1
∫ ∞
0
T(t)tn−1e−tλ dt (5.22)
Since d
n−1
dλn−1Rλ(A) = (−1)n−1(n− 1)!Rλ(A)n, formula (2.40) implies that
Cλ(A)
n = Rλ(A)
n =
1
(n− 1)!
∫ ∞
0
T(t)tn−1e−tλ dt ∀λ > 0. (5.23)
It follows that
‖Cλ(A)n‖ ≤ 1
(n− 1)!
∫ ∞
0
Ctn−1e−tλ dt =
C
λn
≤ C
(λ − r)n ∀λ > r. (5.24)
Hence we can apply Theorem 4.5 and deduce that A generates a strongly continuous semigroup U(t) such
that
‖U(t)‖ ≤ Cert.
Moreover, for every x ∈ D(A), U(·)x is the unique solution of the Cauchy problem
u′(t) = Au(t), t > 0, (5.25)
u(0) = x. (5.26)
On the other hand, we know by Lemma 5.4 that
d
dt
T(t)x = AT(t)x ∀t > 0, (5.27)
therefore by Theorem 4.6
T(t)x = U(t)x ∀t > 0, ∀x ∈ D(A)
which yields T = U.
6 Appendix
In this short section, we review the notion of line integral for vector functions with values in a Banach
A-bimodule.
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Let A be a real algebra satisfying (2.1) and (2.8). Let V be a BanachA-bimodule and let γ : [a, b] −→ A
be a piecewise C1 function. Denote by |γ| ⊆ A the image of γ. Given continuous functions F : |γ| −→ V
and f : |γ| −→ A, we set
∫
γ
F (α) dαf(α) :=
∫ b
a
F (γ(s))γ′(s)f(γ(s)) ds, (6.1)
where the last integral is a Bochner integral. Let us recall briefly the definition of the Bochner integral
in this new context. Given m ∈ N, Sk ∈ V and Borel subsets Bk of [a, b] for k = 1, . . . ,m, we consider
the measurable step function S : [a, b] −→ V defined by
S :=
m∑
k=1
SkχBk ,
where χBk is the characteristic function of Bk in [a, b]. We set∫ b
a
S(s) ds :=
m∑
k=1
m(Bk)Sk,
where m(Bk) is the Lebesgue measure of Bk. Denote by St([a, b];V ) the set of measurable step functions
on [a, b] with values in V , endowed with the L1-seminorm ‖S‖ := ∫ b
a
‖S(s)‖V ds, where ‖ · ‖V is the norm
of V . The map St([a, b];V ) −→ V : S 7−→ ∫ ba S(s) ds is R-linear and continuous. Therefore, it admits a
continuous extension I : L1([a, b];V ) −→ V to the completion of St([a, b];V ). In the commutative setting
this extension is usually called Bochner integral. Now one can define
∫ b
a
F (γ(s))γ′(s)f(γ(s)) ds := I
(
(F ◦ γ)γ′(f ◦ γ)). (6.2)
For simplicity, if f coincides with the function 1 : |γ| −→ A constantly equal to 1, then we write ∫γ F (α) dα
in place of
∫
γ
F (α) dα 1(α). Evidently, we have:
∫
γ
F (α) dα =
∫ b
a
F (γ(s))γ′(s) ds. We underline that, if
γ′(s) and f(γ(s)) commute a.e. in s ∈ [a, b], then it holds:∫
γ
F (α) dαf(α) =
∫
γ
F (α)f(α) dα.
We warn the reader that, if A is associative, but not commutative, and if X is a Banach A-bimodule,
then in general, for B : Ω −→ L r(X) continuous and x ∈ X , we have(∫
γ
B(α) dα
)
(x) 6=
∫
γ
B(α)(x) dα, (6.3)
where on the left-hand side there is the Bochner integral of a function with values in V = L r(X), and
on the right-hand side we have the integral of a function with values in V = X . In fact, we have the
following identities: (∫
γ
B(α) dα
)
(x) =
∫ b
a
(
B(γ(s))γ′(s)
)
(x) ds (6.4)
and ∫
γ
B(α)(x) dα =
∫ b
a
(
B(γ(s))(x)
)
γ′(s) ds. (6.5)
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