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GLOBAL ∂¯M-HOMOTOPY WITH C
k ESTIMATES FOR A FAMILY
OF COMPACT, REGULAR q-PSEUDOCONCAVE CR MANIFOLDS
PETER L. POLYAKOV
Abstract. Let M0 be a compact, regular q-pseudoconcave compact CR submanifold of a complex
manifold G and B - a holomorphic vector bundle on G such that dimHr
(
M0,B
∣∣
M
)
= 0 for some
fixed r < q. We prove a global homotopy formula with Ck estimates for r-cohomology of B on arbitrary
CR submanifold M close enough to M0.
1. Introduction.
Let M be a compact generic CR submanifold in a complex n - dimensional manifold G, i.e.
for any z ∈M there exist a neighborhood V ∋ z in G and smooth real valued functions
{ρk, k = 1, . . . ,m (1 < m < n− 1)}
on V such that
M ∩ V = {z ∈ G ∩ V : ρ1(z) = · · · = ρm(z) = 0},
∂ρ1 ∧ · · · ∧ ∂ρm 6= 0 on M ∩ V.
(1)
In [P2], where our motivation was to obtain sharp estimates for the operator ∂¯M, we intro-
duced a special nonhomogeneous Lipschitz scale Πα(M), based on the Stein’s scale of spaces
Γα(M) (cf. [S], [FS]), and proved an “almost homotopy” in this scale. The sharpness of esti-
mates in the scale Πα(M) is expressed by the fact that ∂¯M maps Π
α(M) into Πα−1(M) and
the solution operators map Πα(M) into Πα+1(M).
In this paper our motivation is not the sharpness of estimates but rather stability of the
global solvability of the ∂¯M-equation on a compact CR submanifold of a complex manifold.
Namely, we prove a global homotopy formula with Ck- estimates for operator ∂¯M on a family
of compact CR submanifolds, close to a fixed submanifold M0 and satisfying special concavity
condition. The proof basically consists of two steps. On the first step, using a simplified version
of techniques from [P2] we construct a local “almost homotopy” formula with estimates and
on the second step we globalize the constructed formula with control of estimates. Estimates
in Propositions 3.1 and 3.8 represent an important byproduct. They provide local “tame esti-
mates” in terminology of R. Hamilton (cf. [Ha]) for operator ∂¯M and are used in [P3] to study
deformations of a fixed embedded CR structure on M0.
Before formulating the main result we will introduce necessary notations and definitions.
The CR structure on M is induced from G and is defined by the subbundles
T ′′(M) = T ′′(G)|M ∩CT (M) and T ′(M) = T ′(G)|M ∩CT (M),
whereCT (M) is the complexified tangent bundle of M and the subbundles T ′′(G) and T ′(G) =
T ′′(G) of the complexified tangent bundle CT (G) define the complex structure on G.
We will denote by T c(M) the subbundle T (M) ∩ [T ′(M)⊕ T ′′(M)] . If we fix a hermitian
scalar product on G then we can choose a subbundle N ∈ T (M) of real dimension m such that
T c(M) ⊥ N and for a complex subbundle N = CN of CT (M) we have
CT (M) = T ′(M)⊕ T ′′(M)⊕N, T ′(M) ⊥ N and T ′′(M) ⊥ N.
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The Levi form of M is defined as the hermitian form on T ′(M) with values in N
Lz(L(z)) =
√−1 · π
([
L,L
])
(z)
(
L(z) ∈ T ′z(M)
)
,
where
[
L,L
]
= LL− LL and π is the projection of CT (M) along T ′(M)⊕ T ′′(M) onto N .
If functions {ρk} are chosen so that the vectors {gradρk} are orthonormal then the Levi form
of M may be defined as
Lz(M) = −
m∑
k=1
(Lzρk(ζ)) · grad ρk(z),
where Lzρ(ζ) is the Levi form of the real valued function ρ ∈ C4(D) at the point z:
Lzρ(ζ) =
∑
i,j
∂2ρ
∂ζi∂ζ¯j
(z) ζi · ζ¯j.
For a pair of vectors µ = (µ1, . . . , µn) and ν = (ν1, . . . , νn) in C
n we will denote 〈µ, ν〉 =∑n
i=1 µi · νi.
For a unit vector θ = (θ1, . . . θm) ∈ ReNz we define the Levi form of M at the point z ∈ M
in the direction θ as the scalar hermitian form on CT cz (M)
〈θ, Lz(M)〉 = −Lzρθ(ζ),
where ρθ(ζ) =
∑m
k=1 θkρk(ζ).
Following [H2] we callM q-pseudoconcave at z ∈M in the direction θ if the Levi form ofM at
z in this direction 〈θ, Lz(M)〉 has at least q negative eigenvalues on CT cz (M). Correspondingly
M is called q-pseudoconcave at z ∈M if it is q-pseudoconcave in all directions.
We call a q-pseudoconcave CR manifoldM a regular q-pseudoconcave CR manifold (cf. [P1])
if for any z ∈ M there exist an open neighborhood U ∋ z in M and a family Eq(θ, z) of q-
dimensional complex linear subspaces in CT cz (M) smoothly depending on (θ, z) ∈ Sm−1 × U
and such that the Levi form 〈θ, Lz(M)〉 is strictly negative on Eq(θ, z).
For a function f on M (h on G) we denote by |f |k (respectively |h|k) the Ck (M)-norm of f
(respectively the Ck (G)-norm of h).
Let E0 : M → M0 ⊂ G be a fixed embedding of a compact Cp manifold M into a complex
manifold G such that M0 = E0 (M) is a regular q-pseudoconcave CR submanifold of G and let
{U ι}N1 be a finite cover of some neighborhood of M0 in G such that in each U ι the manifold
M0 ∩ U ι has the form (1) with defining functions
{
ρ
(0)
ι,l
}
1≤l≤m. If E is an embedding of M
into G close to E0 with M = E (M) then the map F = E ◦ E−10 : M0 → M may be defined in
some small enough neighborhood U ι = M0 ∩ U ι as F(z) = z + fι(z), with fι ∈ [Cp(U ι)]n. If
|f |p = maxι{|fι|p} is small enough then G = F−1 : M → M0 is also well defined and has the
form G(z) = z + gι(z) in some neighborhood V ι ⊂ F (U ι) with gι ∈ [Cp (V ι)]n. We denote
|E|p = max
1≤ι≤N
{|gι|p} .
For a compact, regular q-pseudoconcave Cp submanifold M ⊂ G and a holomorphic vector
bundle B on G we say that dimHr
(
M,B∣∣
M
)
= 0 for r ∈ Z+ if for any ∂¯M-closed form
f ∈ Ck(0,r)
(
M,B∣∣
M
)
, (1 ≤ k ≤ p), there exists a form h ∈ Ck(0,r−1)
(
M,B∣∣
M
)
such that
∂¯Mh = f .
The following theorem represents the main result of the paper.
Theorem 1. Let M0 ⊂ G be a compact, regular q-pseudoconcave Cp submanifold and let
B be a holomorphic vector bundle on G. Let for some fixed 1 ≤ r ≤ q − 1 the condition
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dimHr
(
M0,B
∣∣
M0
)
= 0 be satisfied. Then there exist C, δ > 0 such that for any Cp embedding
E : M →M ⊂ G
with |E|p < δ and k ≤ p− 7 there exist linear bounded operators
QiM : C
k
(0,i)
(
M,B∣∣
M
)
→ Ck−1(0,i−1)
(
M,B∣∣
M
)
for i = r, r + 1
such that for any differential form h ∈ Ck(0,r)(M) equality:
h = ∂¯MQ
r
M(h) +Q
r+1
M
(∂¯Mh) (2)
and estimates ∣∣∣QiM(h)∣∣∣
k−1 ≤ C|h|k (3)
hold.
Author thanks G. Henkin, S. Krantz and A. Tumanov for helpful discussions and the referee
for pointing out a mistake in the original version of this article.
2. Construction of ”almost-homotopy” formula.
As an intermediate step in the proof of Theorem 1 we prove the following proposition.
Proposition 2.1. Let M ⊂ G be a compact, regular q-pseudoconcave Cp submanifold and let
{U ι}N1 be a finite cover of some neighborhood of M in G such that in each U ι the manifold
M ∩ U ι has the form (1) with defining functions {ρι,l}m1 . Then for any r = 1, . . . , q − 1 and
k ≤ p− 4 there exist linear bounded operators
RrM : C
k
(0,r)
(
M,B∣∣
M
)
→ Ck+1/2(0,r−1)
(
M,B∣∣
M
)
and HrM : C
k
(0,r)
(
M,B∣∣
M
)
→ Ck+1/2(0,r)
(
M,B∣∣
M
)
such that for any differential form h ∈ Ck(0,r)
(
M,B∣∣
M
)
we have equality:
h = ∂¯MR
r
M(h) +R
r+1
M
(∂¯Mh) +H
r
M(h) (4)
and estimates
|RrM|k ≤ C(k) (1 + |ρ|k+3)P (k) , |HrM|k ≤ C(k) (1 + |ρ|k+3)P (k) , (5)
|RrM|k+1/2 ≤ C(k) (1 + |ρ|k+4)P (k) , |HrM|k+1/2 ≤ C(k) (1 + |ρ|k+4)P (k) , (6)
where |ρ|s = max1≤ι≤N,1≤l≤m {|ρι,l|s}.
Boundedness of different ”solution operators” Rr : C
k
(0,r)(M) → Ck+1/2−ǫ(0,r) (M) for any ǫ > 0
was first proved in [AiH].
Below we introduce notations and definitions necessary for the construction of a formula.
For a vector-valued C1-function η = (η1, . . . , ηn) we will use the notation:
ω′(η) =
n∑
k=1
(−1)k−1ηk ∧j 6=k dηj , ω(η) = ∧nj=1dηj .
If η = η(ζ, z, t) is a C1-function of ζ ∈ Cn, z ∈ Cn and a real parameter t ∈ R l satisfying the
condition
n∑
k=1
ηk(ζ, z, t) · (ζk − zk) = 1 (7)
then
dω′(η) ∧ ω(ζ) ∧ ω(z) = 0
4 PETER L. POLYAKOV
or, separating differentials,
dtω
′(η) + ∂¯ζω′(η) + ∂¯zω′(η) = 0. (8)
Also, if η(ζ, z, t) satisfies (7) then the differential form ω′(η)∧ω(ζ)∧ω(z) can be represented
as:
n−1∑
r=0
ω′r(η) ∧ ω(ζ) ∧ ω(z), (9)
where ω′r(η) is a differential form of the order r in dz¯ and respectively of the order n− r− 1 in
dζ¯ and dt. From (8) and (9) follow equalities:
dtω
′
r(η) + ∂¯ζω
′
r(η) + ∂¯zω
′
r−1(η) = 0 (r = 1, . . . , n), (10)
and
ω′r(η) =
1
(n− r − 1)!r!Det
[
η,
r︷︸︸︷
∂¯zη,
n−r−1︷ ︸︸ ︷
∂¯ζ,tη
]
, (11)
where the determinant is calculated by the usual rules but with external products of elements
and the position of the element in the external product is defined by the number of its column.
Let U be an open neighborhood in G and U = U ∩M. We call a vector function
P (ζ, z) = (P1(ζ, z), . . . , Pn(ζ, z)) for (ζ, z) ∈ (U \ U)× U
by strong M-barrier for U if there exists C > 0 such that the inequality:
|Φ(ζ, z)| > C ·
(
ρ(ζ) + |ζ − z|2
)
(12)
holds for (ζ, z) ∈ (U \ U)× U , where
Φ(ζ, z) = 〈P (ζ, z), ζ − z〉 =
n∑
i=1
Pi(ζ, z) · (ζi − zi).
According to (1) we may assume that U = U∩M is a set of common zeros of smooth functions
{ρk, k = 1, . . . ,m}. The Levi form of the function ρ2(z) =
∑m
j=1 ρ
2
j(z) is positive definite on
the complex subspaces Nz for any z ∈ U . Therefore, scaling functions {ρk, k = 1, . . . ,m} if
necessary, and using q-pseudoconcavity of M for any z ∈M we can find an open neighborhood
U ∋ z, and a family Eq+m(θ, z) of q+m dimensional complex linear subspaces in Cn smoothly
depending on (θ, z) ∈ Sm−1 × U and such that
−Lzρθ − Lzρ2
is strictly negative on Eq+m(θ, z) with all negative eigenvalues not exceeding some c < 0.
For a set of functions ρ1, . . . , ρm ∈ Cp(U) we consider a family E⊥n−q−m(θ, z) of (n-q-m)-
dimensional subspaces in T (G), orthogonal to Eq+m(θ, z) and a set of C
p-smooth vector func-
tions
aj(θ, z) = (aj1(θ, z), . . . , ajn(θ, z)) for j = 1, . . . , n− q −m
representing an orthonormal basis in E⊥n−q−m(θ, z).
Defining for (θ, z, w) ∈ Sm−1 × U × Cn
Aj(θ, z, w) =
n∑
i=1
aji(θ, z) · wi, (j = 1, . . . , n− q −m)
we construct the form
A(θ, z, w) =
n−q−m∑
j=1
Aj(θ, z, w) · A¯j(θ, z, w)
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such that the hermitian form
1
2
(
Lzρθ(w) + Lzρ2(w)
)
+A(θ, z, w)
is strictly positive definite in w for (θ, z) ∈ Sm−1 × U .
Then we define for ζ, z ∈ (U \ U)× U :
θk(ζ) = −ρk(ζ)
ρ(ζ)
for k = 1, . . . ,m,
Q
(k)
i (ζ, z) = −
∂ρk
∂ζi
(z)− 1
2
n∑
j=1
∂2ρk
∂ζi∂ζj
(z)(ζj − zj)− 1
2
θk(ζ)
n∑
j=1
∂2ρ2
∂ζi∂ζj
(z)(ζj − zj),
F (k)(ζ, z) = 〈Q(k)(ζ, z), ζ − z〉,
Pi(ζ, z) =
m∑
k=1
θk(ζ) ·Q(k)i (ζ, z) +
n−q−m∑
j=1
aji(θ(ζ), z) · A¯j(θ(ζ), z, ζ − z),
Φ(ζ, z) = 〈P (ζ, z), ζ − z〉 =
m∑
k=1
θk(ζ) · F (k)(ζ, z) +A(θ(ζ), z, ζ − z).
(13)
To prove that Pi(ζ, z) is a strongM-barrier for some U ∋ z we consider the Taylor expansions
of ρk for k = 1, . . . ,m, and of ρ
2, and using that
∂ρ2k
∂ζi
(z) = 0 for z ∈M obtain
2ReF (k)(ζ, z) = ρk(z)− ρk(ζ) + Lzρk(ζ − z) +O(|ζ − z|3)
+θk(ζ)
[
ρ2(z)− ρ2(ζ) + Lzρ2(ζ − z) +O(|ζ − z|3)
]
.
Then we obtain for some U and (ζ, z) ∈ (U \ (U ∩M))× (U ∩M):
ReΦ(ζ, z) =
m∑
k=1
θk(ζ) ·ReF (k)(ζ, z) +
n−q−m∑
j=1
Aj(θ(ζ), ζ, z) · A¯j(θ(ζ), ζ, z) (14)
=
1
2
(
ρ(ζ)− ρ2(ζ) + Lzρθ(ζ − z) + Lzρ2(ζ − z)
)
+A(θ(ζ), z, ζ − z) +O(|ζ − z|3),
which implies the existence of an open neighborhood U ∋ z in Cn, satisfying (12).
For Aj(ζ, z) := Aj(θ(ζ), z, ζ − z) and Q(k)i (ζ, z) we have the following equalities that will be
used in the estimates below
∂¯ζA¯j(ζ, z) = µ
(j)
τ (ζ, z) + µ
(j)
ν (ζ, z),
∂¯ζQ
(k)
i (ζ, z) = χ
(k)
i (ζ, z),
(15)
where
µ(j)τ (ζ, z) =
n∑
i=1
a¯ji(θ(ζ), z)dζ¯i, µ
(j)
ν (ζ, z) =
n∑
i=1
(ζ¯i − z¯i)∂¯ζ a¯ji(θ(ζ), z),
and
χ
(k)
i (ζ, z) = −
1
2
 n∑
j=1
∂2ρ2
∂ζi∂ζj
(z)(ζj − zj)
 ∂¯ζθk(ζ).
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In our description of local integral formulas on M and in the future estimates we will also
need the following notations.
We define the tubular neighborhood U(ǫ) of M in U as follows:
U(ǫ) = {z ∈ U : ρ(z) < ǫ},
where ρ(z) =
(∑m
k=1 ρ
2
k(z)
) 1
2 . The boundary of U(ǫ) - U(ǫ) is defined by the condition
U(ǫ) = {z ∈ U : ρ(z) = ǫ}.
We consider the fibration of U(ǫ) by the manifolds
M (δ1, . . . , δm) = {ζ ∈ U(ǫ) : ρ1(ζ) = δ1, . . . , ρm(ζ) = δm}
and denote by T ∈ CT (G) the subbundle of vectors tangent to fibers M (δ1, . . . , δm).
For a sufficiently small neighborhood U ∈G we may assume that functions
ρk(ζ), ImF
(k)(ζ, z) {k = 1, . . . ,m}
have a nonzero jacobian with respect to Reζi1 , . . . ,Reζim, Imζi1 , . . . , Imζim for z, ζ ∈ U . There-
fore, for any fixed z ∈ U these functions may be chosen as local Cp coordinates in ζ. We may
also complement the functions above by holomorphic functions wj(ζ) = uj(ζ) + ivj(ζ) with
j = 1, . . . , n−m so that the functions
ρk(ζ), ImF
(k)(ζ, z) {k = 1, . . . ,m},
uj(ζ), vj(ζ) {j = 1, . . . , n−m},
represent a complete system of local coordinates in ζ ∈ U for any fixed z ∈ U .
We consider complex valued vector fields on U for any fixed z ∈ U :
Yi,ζ(z) =
∂
∂ImF (i)(ζ, z)
for i = 1, . . . ,m,
Wi,ζ =
∂
∂wi
, W i,ζ =
∂
∂w¯i
for i = 1, . . . , n−m,
and denote
Yζ(z) =
m∑
k=1
θk(ζ)Yk,ζ(z).
We also introduce a local extension operator of functions and forms from U = U ∩M to U
E : g → E(g).
Assuming that locally manifold M in U with coordinates zj = xj + iyj , j = 1, . . . , n is defined
as
U ∩M = {z ∈ U : ρj(z) ≡ xj − hj(y1, . . . , ym, zm+1, . . . , zn) = 0, j = 1, . . . ,m} , (16)
we define for a function g(y1, . . . ym, zm+1, . . . , zn) on U
E(g)(z1, . . . , zn) = g(y1, . . . , ym, zm+1, . . . , zn),
extending a function identically with respect to x1, . . . , xm. For a differential form
g =
∑
I,J,K
gI,J,KdyI ∧ dzJ ∧ dzK
with multiindices I ∈ (1, . . . ,m), J,K ∈ (m+1, . . . , n) we define extension operator by extending
coefficients as in the formula above.
In our proof of Proposition 2.1 we will also use a special norm for functions and forms on
(U \ U)ζ × Uz. Namely, using functions ρ, θ1, . . . , θm and coordinates y1, . . . , ym, zm+1, . . . , zn
from (16) we define a Cp-diffeomorphism
Ψ : U(ǫ) \ U → (0, ǫ)× Sm−1 × U
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by the formula
Ψ(ζ) = (ρ(ζ), θ1(ζ), . . . , θm(ζ), η1, . . . , ηm, ζm+1, . . . , ζn)
for ζ = ξ + iη. Then for a form h(ζ, z) on (U(ǫ) \ U)ζ × Uz and l ≤ p we denote
‖g‖l =
∣∣∣g (Ψ−1(ρ, θ, η, ζ ′′), z)∣∣∣
Cl([0,ǫ]×Sm−1×Uζ×Uz)
,
with ζ ′′(ζ) = (ζm+1, . . . , ζn).
In what follows we will assume that the defining functions ρ1, . . . , ρm satisfy condition
min
U
∣∣∣∣∣Det
(
∂ρk
∂ζJ
)k=1,...,m
|J |=m,J∈1,...,n
∣∣∣∣∣ > c (17)
for some fixed c > 0. Then from the construction of Aj(ζ, z) and Φ(ζ, z) we conclude that for
l ≤ p− 2 the estimates
‖Aj‖l ≤ C,∥∥∥Q(k)i ∥∥∥l ,
∥∥∥F (k)∥∥∥
l
, ‖Φ‖l ≤ C · (1 + |ρ|l+2) ,
‖Yζ(z)‖l ≤ C (1 + |ρ|l+2)m .
(18)
hold for some C > 0.
The following proposition provides local integral formula for ∂¯M.
Proposition 2.2. Let M ⊂ G be a generic, regular q-pseudoconcave CR submanifold of the
class Cp and let U be an open neighborhood in G with analytic coordinates z1, . . . , zn.
Then for r = 1, ..., q−1, k ≤ p, and any differential form g ∈ Ck(0,r)(M) with compact support
in U = U ∩M the following equality
g = ∂¯MRr(g) +Rr+1(∂¯Mg) +Hr(g), (19)
holds, where
Rr(g)(z)
= (−1)r (n− 1)!
(2πi)n
· prM ◦ lim
ǫ→0
∫
U(ǫ)×[0,1]
E(g)(ζ) ∧ ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ),
Hr(g)(z) = (−1)r (n− 1)!
(2πi)n
· prM ◦ lim
ǫ→0
∫
U(ǫ)
E(g)(ζ) ∧ ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ),
E(g) is an extension of g to U , Φ(ζ, z) is a local barrier for U constructed in (13) and prM
denotes the operator of projection to the space of tangential differential forms on M.
We omit the proof of Proposition 2.2 because it is completely analogous to the proof of for-
mula (19) for another barrier function in [P1].
To construct now global formula on M we consider two finite coverings {Uι ⊂ U ′ι} of G and
two partitions of unity {ϑι} and {ϑ′ι} subordinate to these coverings and such that ϑ′ι(z) = 1
for z ∈ supp(ϑι).
Applying Corollary 2.2 to the form ϑιg in U ′ι we obtain
ϑι(z)g(z) = ∂¯MR
ι
r(ϑιg)(z) +R
ι
r+1(∂¯Mϑιg)(z) +H
ι
r(ϑιg)(z).
Multiplying the equality above by ϑ′ι(z) and using equalities
ϑ′ι(z) · ∂¯MRιr(ϑιg)(z) = ∂¯M
[
ϑ′ι(z) ·Rιr(ϑιg)(z)
] − ∂¯Mϑ′ι(z) ∧Rιr(ϑιg)(z)
and
Rιr+1(∂¯Mϑιg)(z) = R
ι
r+1(∂¯Mϑι ∧ g)(z) +Rιr+1(ϑι∂¯Mg)(z)
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we obtain
ϑι(z)g(z) = ∂¯MR
ι
r(g)(z) +R
ι
r+1(∂¯Mg)(z) +H
ι
r(g)(z) (20)
with
Rιr(g)(z) = ϑ
′
ι(z) · Rιr(ϑιg)(z)
and
Hιr(g)(z) = −∂¯Mϑ′ι(z) ∧Rιr(ϑιg)(z) + ϑ′ι(z) · Rιr+1(∂¯Mϑι ∧ g)(z) + ϑ′ι(z) ·Hιr(ϑιg)(z).
Adding equalities (20) for all ι we obtain
Proposition 2.3. Let M ⊂ G be a generic, regular q-pseudoconcave compact CR submanifold
of the class Cp.
Then for r = 1, ..., q−1, k ≤ p, and any differential form g ∈ Ck(0,r)(M) the following equality
g = ∂¯MR
r
M(g) +R
r+1
M
(∂¯Mg) +H
r
M(g), (21)
holds, where
RrM(g)(z) =
∑
ι
ϑ′ι(z) · Rιr(ϑιg)(z) (22)
and
HrM(g)(z) =
∑
ι
[−∂¯Mϑ′ι(z) ∧Rιr(ϑιg)(z) + ϑ′ι(z)Rιr+1(∂¯Mϑι ∧ g)(z) (23)
+ϑ′ι(z) ·Hιr(ϑιg)(z)
]
.
3. Estimates for Rr
M
and Hr
M
.
From the construction of operatorRr
M
we conclude that in order to prove necessary estimates
for operator Rr
M
it suffices to prove these estimates for operator Rr. In the proposition below
we state necessary estimates for operator Rr.
Proposition 3.1. Let M ⊂ G be a generic, regular q-pseudoconcave CR submanifold of the
class Cp in U satisfying condition (17) and let g ∈ Ck(0,r)(M) (1 ≤ k ≤ p − 4) be a form with
compact support in U = U ∩M.
Then Rr(g) defined in (19) satisfies the following estimates
|Rr(g)|k ≤ C(k) (1 + |ρ|k+3)P (k) |g|k , (24)
|Rr(g)|k+1/2 ≤ C(k) (1 + |ρ|k+4)P (k) |g|k , (25)
with P (k) a polynomial in k and a constant C(k) independent of g.
Proof. In our proof of Proposition 3.1 we will use the approximation of Rr by the operators
Rr(ǫ)(f)(z) = (−1)r (n− 1)!
(2πi)n
(26)
×
∫
U(ǫ)×[0,1]
ϑ(ζ)E(f)(ζ)ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ)
when ǫ goes to 0.
Using equalities (15) we obtain the following representation of kernels of these integrals on
U × [0, 1] ×M:
ϑ(ζ) · ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ)
∣∣∣∣∣U×[0,1]×M (27)
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=
∑
i,J
a(i,J)(t, ζ, z)dt ∧ λi,Jr−1(ζ, z) +
∑
i,J
b(i,J)(t, ζ, z)dt ∧ γi,Jr−1(ζ, z),
where i is an index, J = ∪8i=1Ji is a multiindex such that i 6∈ J, a(i,J)(t, ζ, z) and b(i,J)(t, ζ, z)
are polynomials in t with coefficients that are Cp-functions of z, ζ and θ(ζ), and λi,Jr−1(ζ, z) and
γi,Jr−1(ζ, z) are defined as follows:
λi,Jr−1(ζ, z) =
1
|ζ − z|2(|J1|+|J5|+1) · Φ(ζ, z)n−|J1|−|J5|−1
(28)
×
∑
Det
ζ¯ − z¯, Q(i),
j∈J1︷︸︸︷
dζ¯ ,
j∈J2︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J3︷ ︸︸ ︷
a · µν , χ,
j∈J4︷ ︸︸ ︷
a · µτ ,
j∈J5︷︸︸︷
dz¯ ,
j∈J6︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J7︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J8︷︸︸︷
∂¯zQ
 ∧ ω(ζ),
and
γi,Jr−1(ζ, z) =
1
|ζ − z|2(|J1|+|J5|+1) · Φ(ζ, z)n−|J1|−|J5|−1
(29)
×
∑
Det
ζ¯ − z¯, aiA¯i,
j∈J1︷︸︸︷
dζ¯ ,
j∈J2︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J3︷ ︸︸ ︷
a · µν , χ,
j∈J4︷ ︸︸ ︷
a · µτ ,
j∈J5︷︸︸︷
dz¯ ,
j∈J6︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J7︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J8︷︸︸︷
∂¯zQ
 ∧ ω(ζ).
We joined together terms of the form a · µν and χ since according to (15) they are similar
from the point of view of estimates.
In the proof of boundedness of operators Rr : C
k
(0,r)(M)→ Ck+1/2(0,r−1)(M) we will use smooth-
ness of integrals with kernels λi,Jr−1(ζ, z) and γ
i,J
r−1(ζ, z). Smoothness of these integrals with
respect to ”CR tangent” and ” CR normal” vector fields was investigated in [P2]. Below we
describe some of the constructions from there.
We consider kernels:
KId,h(ζ, z) =
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d · Φ(ζ, z)h
i∈I4︷ ︸︸ ︷
∧dρi
i∈I5︷ ︸︸ ︷
∧dθi(ζ)∧dσ2n−m(ζ, z),
where I = ∪5j=1Ij and Ij for j = 1, . . . , 5 are multiindices such that I1 contains m indices, I2, I3
contain n indices, I4 ∪ I5 contains m− 1 indices, |I4|+ |I5| = m− 1, {ρ(ζ)}I1 = ∏is∈I1 ρs(ζ)is ,
(ζ − z)I2 = ∏is∈I2(ζs − zs)is , (ζ¯ − z¯)I3 = ∏is∈I3(ζ¯s − z¯s)is , and
dσ2n−m(ζ, z) =
m∧
k=1
dζImF
(k)(ζ, z)
n−m∧
i=1
(dwi ∧ dw¯i) .
For kernels KId,h we use the following notation
k
(
KId,h
)
= d− |I2| − |I3|,
h
(
KId,h
)
= h,
l
(
KId,h
)
= |I1|+ |I4|.
The lemma below is a refinement of Lemma 3.2 from [P2] for Ck forms and Cp vector fields.
Lemma 3.2. Let M ⊂ G be a compact, generic, regular q-pseudoconcave Cp submanifold, U
and U = U ∩M be neighborhoods such that (17) is satisfied for some fixed c > 0 in U and let
Φ(ζ, z) be as in (13). Let g(ζ, z, θ, t) be a C l form (1 ≤ l ≤ p − 3) with compact support in
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Uζ × Uz × Sm−1 × [0, 1].
Then for g(ζ, z, t) = g(ζ, z, θ(ζ), t) and a Cp vector field
Dz =
n∑
j=1
aj(z)
∂
∂zj
+
n∑
j=1
bj(z)
∂
∂z¯j
∈ Cp (U ,T )
such that ‖Dz‖p ≤ 1 the following equality holds
Dz
(∫
U(ǫ)×[0,1]
g(ζ, z, t) · KId,h(ζ, z)dt
)
(30)
=
∫
U(ǫ)×[0,1]
[Dzg(ζ, z, t)] · KId,h(ζ, z)dt +
∫
U(ǫ)×[0,1]
[Dζg(ζ, z, t)] · KId,h(ζ, z)dt
+
∑
S,a,b
∫
U(ǫ)×[0,1]
c{S,a,b}(ζ, z, t) · g(ζ, z, t) · KSa,b(ζ, z)dt
+
∑
L,i
∫
U(ǫ)×[0,1]
c{L,i}(ζ, z, t) · [Yζ(z)g(ζ, z, t)] · KLi,h(ζ, z)dt,
where vector field Dζ is defined as
Dζ =
n∑
j=1
aj(ζ)
∂
∂ζj
+
n∑
j=1
bj(ζ)
∂
∂ζ¯j
,
∥∥∥c{S,a,b}∥∥∥
l
,
∥∥∥c{L,i,e,k}∥∥∥
l
≤ C (1 + |ρ|l+3)3m , (31)
with some C > 0 and kernels KSa,b and KLi,h satisfy the following conditions
k
(
KSa,b
)
+ b− l
(
KSa,b
)
≤ k
(
KId,h
)
+ h− l
(
KId,h
)
,
k
(
KSa,b
)
+ 2b− 2l
(
KSa,b
)
≤ k
(
KId,h
)
+ 2h− 2l
(
KId,h
)
.
(32)
Proof. To prove the lemma we represent the integral from the left hand side of (30) as
Dz
(∫
U(ǫ)×[0,1]
g(ζ, z, t) · KId,h(ζ, z)dt
)
(33)
=
∫
U(ǫ)×[0,1]
[Dzg(ζ, z, t)] · KId,h(ζ, z)dt−
∫
U(ǫ)×[0,1]
g(ζ, z, t)
[
DζKId,h(ζ, z)
]
dt
+
∫
U(ǫ)×[0,1]
g(ζ, z, t)
[
(Dz +Dζ)KId,h(ζ, z)
]
dt.
To transform the second term of the right hand side of (33) we apply integration by parts
and obtain∫
U(ǫ)×[0,1]
g(ζ, z, t)
[
DζKId,h(ζ, z)
]
dt = −
∫
U(ǫ)×[0,1]
[Dζg(ζ, z, t)]KId,h(ζ, z)dt
+
∑
S,a,b
∫
U(ǫ)×[0,1]
c{S,a,b}(ζ, z, t) · g(ζ, z, t) · KSa,b(ζ, z)dt,
with
∥∥∥c{S,a,b}∥∥∥
l
≤ 1 and kernels KSa,b satisfying (32).
To transform the third term of the right hand side of (33) we will use the formulas below
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that follow from the definitions of F (k)(ζ, z) and A(ζ, z), estimates (18) and from the fact that
Dz ∈ Cp (U ,T ):
(Dz +Dζ)A(ζ, z) =
∑
li+lj=2 α
lilj
ij (ζ, z, t)(ζi − zi)li(ζ¯j − z¯j)lj ,
(Dz +Dζ)ReF
(k)(ζ, z) =
∑
li+lj=2 β
lilj
ij (ζ, z, t)(ζi − zi)li(ζ¯j − z¯j)lj ,
(Dz +Dζ) ImF
(k)(ζ, z) =
∑n
i=1 βi(ζ, z, t)(ζi − zi) +
∑n
i=1 β¯i(ζ, z, t)(ζ¯i − z¯i),
(Dz +Dζ) (ζj − zj) =
∑n
i=1 α
1
i (ζ, z, t)(ζi − zi) +
∑n
i=1 α¯
1
i (ζ, z, t)(ζ¯i − z¯i),
(Dz +Dζ) (ζ¯j − z¯j) =
∑n
i=1 α
2
i (ζ, z, t)(ζi − zi) +
∑n
i=1 α¯
2
i (ζ, z, t)(ζ¯i − z¯i),
(34)
with
max
{∥∥∥αkikjij ∥∥∥l ,
∥∥∥αki ∥∥∥
l
,
∥∥∥α¯ki ∥∥∥
l
}
≤ C, and max
{∥∥∥βkikjij ∥∥∥l , ‖βi‖l , ∥∥β¯i∥∥l} ≤ C · (1 + |ρ|l+3)
for some C > 0.
Applying operators Dz and Dζ to KId,h(ζ, z) and using formulas (34) we obtain
(Dz +Dζ)KId,h(ζ, z) (35)
= (−h){ρ(ζ)}
I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d · Φ(ζ, z)h+1
[(Dz +Dζ)A]
i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧dσ2n−m(ζ, z)
+
m∑
k=1
θk(ζ) ·
[
(Dz +Dζ) ReF
(k)
] i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧dσ2n−m(ζ, z)
+
m∑
k=1
θk(ζ) ·
[
(Dz +Dζ) ImF
(k)
] i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧dσ2n−m(ζ, z)

+
∑
S,a,b
c{S,a,b}(ζ, z, t) · KSa,b(ζ, z)
with
∥∥∥c{S,a,b}∥∥∥
l
≤ C and kernels KSa,b satisfying (32).
From estimates (34) we conclude that the first two terms of the right hand side of (35) can
be represented as linear combinations with coefficients satisfying
∥∥∥c{S,a,b}∥∥∥
l
≤ C (1 + |ρ|l+3) of
kernels KSd,h+1 with
|S2|+ |S3| = |I2|+ |I3|+ 2,
or
k
(
KSd,h+1
)
≤ k
(
KId,h+1
)
− 2,
and, therefore, satisfying (32).
Considering equality
dσ2n−m(ζ, z) = c(ζ, z)
m∧
j=1
dζImF
(j)(ζ, z)
n−m∧
i=1
(dwi ∧ dw¯i)
with
‖c‖0 > C1,
‖c‖l ≤ C2 (1 + |ρ|l+2)m ,
(36)
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and defining
dζImΦ(ζ, z) dσ2n−m(ζ, z) = c(ζ, z)
 m∑
k=1
(−1)k−1θk(ζ)
∧
j 6=k
dζImF
(j)(ζ, z)
n−m∧
i=1
(dwi ∧ dw¯i)
 ,
we represent the third term of the right hand side of (35) as
(±1)
m∑
k=1
θk(ζ) ·
[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d ·
1
c(ζ, z)
×dζ
(dζImΦ(ζ, z) dσ2n−m(ζ, z)) ∧
i∈I4︷︸︸︷
dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)
Φ(ζ, z)h

+
∑
S,a,b
c{S,a,b}(ζ, z, t) · KSa,b(ζ, z)
with
∥∥∥c{S,a,b}∥∥∥
l
≤ C (1 + |ρ|l+3)2m and kernels KSa,b satisfying (32).
Applying integration by parts to corresponding integrals, using third formula from (34),
estimate (18) for ‖Yζ(z)‖, and estimate (36) we obtain
m∑
k=1
∫
U(ǫ)×[0,1]
g(ζ, z, t)·
θk(ζ) ·
[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d ·
1
c(ζ, z)
(37)
×dζ
(dζImΦ(ζ, z) dσ2n−m(ζ, z))
i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)
Φ(ζ, z)h

= −
m∑
k=1
∫
U(ǫ)×[0,1]
θk(ζ)g(ζ, z, t) · Yζ(z)

[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|dc(ζ, z)

×(dζImΦ(ζ, z) dσ2n−m(ζ, z)) ∧
i∈I4︷︸︸︷
dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)
Φ(ζ, z)h
−
m∑
k=1
∫
U(ǫ)×[0,1]
θk(ζ) [Yζ(z)g(ζ, z, t)] ·
[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|dc(ζ, z)
×(dζImΦ(ζ, z) dσ2n−m(ζ, z))
i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)
Φ(ζ, z)h
=
∑
S,a
∫
U(ǫ)×[0,1]
c{S,a}(ζ, z, t) · g(ζ, z, t) · KSa,h(ζ, z)dt
+
∑
L,i
∫
U(ǫ)×[0,1]
c{L,i}(ζ, z, t) · [Yζ(z)g(ζ, z, t)] · KLi,h(ζ, z)dt
with
∥∥∥c{S,a}∥∥∥
l
< C (1 + |ρ|l+3)3m,
∥∥∥c{L,i}∥∥∥
l
< C (1 + |ρ|l+3)m and kernels satisfying (32).
Combining now formulas (33), (35) and (37) we obtain statement of the Lemma.
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Using now Lemma 3.2 we reduce the statement of Proposition 3.1 to the case k = 0. In this
reduction we will need the following simple lemma.
Lemma 3.3. Let M be a generic CR submanifold of class Cp in the unit ball Bn in Cn of the
form:
M = {ζ ∈ Bn : ρ1(ζ) = · · · = ρm(ζ) = 0},
where {ρk}, k = 1, . . . ,m (m < n) are real valued functions of the class Cp satisfying conditions
(17) on Bn for some c > 0.
Then for any point ζ0 ∈M there exists a neighborhood Vǫ(ζ0) = {ζ : |ζ − ζ0| < ǫ} such that
for any l > n−m the following representation holds in Vǫ :
dζ¯i1 ∧ · · · ∧ dζ¯il ∧ dζ1 ∧ · · · ∧ dζn =
∑
dρj1 ∧ · · · ∧ dρjl−n+m ∧ gi1...ilj1...jl−n+m(ζ) (38)
with
∣∣∣gi1...ilj1...jl−n+m ∣∣∣p ≤ C.
According to (26) and (27) in order to prove the statement of the Proposition 3.1 it suffices
to prove the estimates∣∣∣∫U(ǫ)×[0,1] a(i,J)(t, ζ, z)dt ∧ E(g)(ζ) ∧ λi,Jr−1(ζ, z)∣∣∣k ≤ C(k) (1 + |ρ|k+3)P (k) |g|k ,∣∣∣∫U(ǫ)×[0,1] b(i,J)(t, ζ, z)dt ∧ E(g)(ζ) ∧ γi,Jr−1(ζ, z)∣∣∣k ≤ C(k) (1 + |ρ|k+3)P (k) |g|k
(39)
and ∣∣∣∫U(ǫ)×[0,1] a(i,J)(t, ζ, z)dt ∧ E(g)(ζ) ∧ λi,Jr−1(ζ, z)∣∣∣k+1/2 ≤ C(k) (1 + |ρ|k+4)P (k) |g|k ,∣∣∣∫U(ǫ)×[0,1] b(i,J)(t, ζ, z)dt ∧E(g)(ζ) ∧ γi,Jr−1(ζ, z)∣∣∣k+1/2 ≤ C(k) (1 + |ρ|k+4)P (k) |g|k
(40)
with constants C(k) and P (k) independent of g and ǫ.
Using formulas (15) and estimates (18) for the terms of determinants in (28) and (29) and
applying Lemma 3.3 to the differential form
|J1|+r︷︸︸︷
dζ¯ ∧
|J4|︷︸︸︷
µτ ∧ω(ζ)
we obtain representations
a(i,J)(t, ζ, z)dt ∧ E(g)(ζ) ∧ λi,Jr−1(ζ, z) =
∑
{I,d,j}
c{I,d,j}(ζ, z, t)E(g)(ζ)KId,h(ζ, z), (41)
and
b(i,J)(t, ζ, z)dt ∧ E(g)(ζ) ∧ γi,Jr−1(ζ, z) =
∑
{I,d,j}
c{I,d,j}(ζ, z, t)E(g)(ζ)KId,h(ζ, z) (42)
with coefficients c{I,d,j} satisfying∥∥∥c{I,d,j}∥∥∥
k
≤ C(k) (1 + |ρ|k+3)n (43)
14 PETER L. POLYAKOV
for k ≤ p− 3.
Multiindices Ii for i = 1, . . . , 5 and indices d, h in (41) satisfy conditions
d = 2(|J1|+ |J5|+ 1),
h = n− |J1| − |J5| − 1,
|I2|+ |I3| = 1 + |J2|+ |J3|+ |J6|,
|I4| = |J1|+ |J4|+ r +m− n.
(44)
Multiindices Ii for i = 1, . . . , 5 and indices d, h in (42) satisfy conditions
d = 2(|J1|+ |J5|+ 1),
h = n− |J1| − |J5| − 1,
|I2|+ |I3| = 2 + |J2|+ |J3|+ |J6|,
|I4| = |J1|+ |J4|+ r +m− n.
(45)
Using representations (41) and (42) we reduce the problem of proving (40) to each term
E(g)(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)
of the right hand sides of these representations.
In the lemma below we reduce the proof of (39) and (40) to the case k = 0.
Lemma 3.4. Statement of Proposition 3.1 follows from the corresponding statement for k = 0.
Namely, for the proof of estimates (39) and (40) it suffices to prove that for a function h(ζ, z, t)
on Uζ×Uz×[0, 1] and kernels KId,h, obtained from λi,Jr−1 and γi,Jr−1 after application of Lemma 3.2
the following estimates hold∣∣∣∫U(ǫ)×[0,1] h(ζ, z, t)KId,h(ζ, z)dt∣∣∣0 ≤ C|h|0,∣∣∣∫U(ǫ)×[0,1] h(ζ, z, t)KId,h(ζ, z)dt∣∣∣1/2 ≤ C|h|1,z,
(46)
where |h|1,z = supζ,t |h(ζ, ·, t)|1.
Proof. In order to prove Proposition 3.1 we have to prove that for any set of vector fields
D1, . . . ,Dk ∈ Cp (U ,T ) such that |Di|p ≤ 1∣∣∣D1 ◦ · · · ◦Dk ∫U(ǫ)×[0,1]E(g)(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt∣∣∣0 ≤ C(k) (1 + |ρ|k+3)P (k) |g|k ,∣∣∣D1 ◦ · · · ◦Dk ∫U(ǫ)×[0,1]E(g)(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt∣∣∣1/2 ≤ C(k) (1 + |ρ|k+4)P (k) |g|k
(47)
with constants C(k) and P (k) independent of g and ǫ.
We apply operator
D = D1 ◦ · · · ◦Dk
to integral ∫
U(ǫ)×[0,1]
E(g)(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt
using Lemma 3.2.
Then we obtain representation
D
∫
U(ǫ)×[0,1]
E(g)(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt (48)
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=
∑
‖R‖≤k
∑
{R,S,a,b}
∫
U(ǫ)×[0,1]
c{R,S,a,b}(ζ, z, t) ·
[
{Yζ(z),Dζ}RE(g)(ζ)
]
· KSa,b(ζ, z)dt,
where R = (r1, r2), {Yζ(z),Dζ}R denotes a composition of r1 differentiations Yζ(z) and r2
differentiations Di,ζ with ‖R‖ = r1 + r2,∥∥∥c{R,S,a,b}∥∥∥
0
≤ C(k) (1 + |ρ|k+3)P (k) ,
∥∥∥c{R,S,a,b}∥∥∥
1
≤ C(k) (1 + |ρ|k+4)P (k) , (49)
and kernels KSa,b satisfy (32).
Applying then (46) to each term of the right hand side of (48) and using estimates∣∣∣{Yζ(z),Dζ}RE(g)∣∣∣
0
≤ C(k) (1 + |ρ|k+3)P (k) |g|k ,∣∣∣{Yζ(z),Dζ}RE(g)∣∣∣
1,z
≤ C(k) (1 + |ρ|k+4)P (k) |g|k ,
(50)
we obtain (47).
The following lemma which is a part of Lemma 3.5 from [P2] will be used in the proof of (46).
Lemma 3.5. Let
B(δ) = {(η,w) ∈ Rm ×Cn−m :
m∑
i=1
η2i +
n−m∑
i=1
|w|2 < δ},
V(δ) = {(η,w) ∈ Rm × Cn−m : |η1|+
m∑
i=2
|ηi|2 +
n−m∑
i=1
|w|2 < δ2},
K {k, h} (η,w, ǫ)
=
∧mi=1dηi ∧n−mi=1 (dwi ∧ dw¯i)
(ǫ+
∑m
i=1 |ηi|+
∑n−m
i=1 |wi|)k(
√
ǫ+
√|η1|+∑mi=2 |ηi|+∑n−mi=1 |wi|)2h ,
with k, 2h ∈ Z.
Let
I1 {k, h} (ǫ, δ) =
∫
V(δ)
K {k, h} (η,w, ǫ),
and
I2 {k, h} (ǫ, δ) =
∫
B(1)\V(δ)
K {k, h} (η,w, ǫ).
Then
I1 {k, h} (ǫ, δ)
=

O
(
ǫ2n−m−k−h · (log ǫ)2
)
if k ≥ 2n−m− 1 and k + h ≥ 2n −m,
O (δ) if k ≥ 2n−m− 1 and k + h ≤ 2n −m− 1,
O
(
ǫ(2n−m−k−2h+1)/2 · log ǫ
)
if k ≤ 2n−m− 2 and k + 2h ≥ 2n−m+ 1,
O (δ) if k ≤ 2n−m− 2 and k + 2h ≤ 2n−m,
I2 {k, h} (ǫ, δ) = O
(
δ−1
)
if
{
k ≥ 2n −m− 1 and k + h ≤ 2n−m,
k ≤ 2n −m− 2 and k + 2h ≤ 2n−m+ 2,
We will prove estimate (46) as a corollary of the lemma below.
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Lemma 3.6. Let g be a function with compact support in Uζ ×Uz × [0, 1] such that |g|1,z <∞
and let KSa,b satisfy conditions
k
(
KSa,b
)
+ b− l
(
KSa,b
)
≤ 2n −m− 2,
k
(
KSa,b
)
+ 2b− 2l
(
KSa,b
)
≤ 2n −m.
(51)
Then
fǫ(z) :=
(∫
U(ǫ)×[0,1]
g(ζ, z, t)KSa,b(ζ, z)dt
)
∈ C1/2(U)
and
|fǫ|0 ≤ C (1 + |ρ|3)P |g|0 , |fǫ|1/2 ≤ C (1 + |ρ|3)P |g|1,z (52)
with C independent of g and ǫ.
Proof. To prove inclusion
fǫ ∈ C1/2(U)
we consider for w ∈ U and arbitrary δ > 0 neighborhoods
W (w, ǫ,
√
δ) = {ζ ∈ U : ρ(ζ) = ǫ, |Φ(ζ, w)| ≤ C · δ} ,
such that for |z − w| ≤ δ
W (w, ǫ, c
√
δ) ⊂ W(z, ǫ,
√
δ)
with constants c, C > 0 independent of w, z and δ.
Then we represent fǫ(z) as
fǫ(z) =
∫
W(z,ǫ,√δ)×[0,1]
g(ζ, z, t)KSa,b(ζ, z)dt (53)
+
∫
(U(ǫ)\W (w,ǫ,
√
δ))×[0,1]
g(ζ, z, t)KSa,b(ζ, z)dt.
Applying then formula
dρi|U(ǫ) = ǫdθi
and Lemma 3.5 we obtain for the first term of the right hand side of (53)∣∣∣∣∣
∫
W(z,ǫ,√δ)×[0,1]
g(ζ, z, t)KSa,b(ζ, z)dt
∣∣∣∣∣
≤ C|g|0 ·
ǫl(K) ·
∫
W(z,ǫ,√δ)×[0,1]
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ, z)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)
 (54)
≤ C (1 + |ρ|3)P |g|0
(
ǫl(K) · I1 {k(K), h(K)}
(
ǫ,
√
δ
))
≤ C (1 + |ρ|3)P |g|0 · δ1/2.
The same argument proves the first estimate from (52).
For the second term of the right hand side of (53) using the estimate∣∣∣F (k)(ζ, z)− F (k)(ζ, w)∣∣∣ ≤ C (1 + |ρ|3) δ (55)
for z, w such that |z − w| < δ and Lemma 3.5 we obtain∣∣∣∣∣
∫
(U(ǫ)\W(z,ǫ,
√
δ))×[0,1]
g(ζ, z, t)KSa,b(ζ, z)dt−
∫
(U(ǫ)\W(z,ǫ,
√
δ))×[0,1]
g(ζ, w, t)KSa,b(ζ, w)dt
∣∣∣∣∣
≤
∣∣∣∣∣
∫
(U(ǫ)\W(z,ǫ,
√
δ))×[0,1]
g(ζ, z, t)
[
KSa,b(ζ, z)−KSa,b(ζ, w)
]
dt
∣∣∣∣∣
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+
∣∣∣∣∣
∫
(U(ǫ)\W(z,ǫ,
√
δ))×[0,1]
[g(ζ, z, t)− g(ζ, w, t)]KSa,b(ζ, w)dt
∣∣∣∣∣
≤ C (1 + |ρ|3)P |g|0δ ·
[
I2 {k(K) + 1, b− l(K)}
(
ǫ,
√
δ
)
+ I2 {k(K), b − l(K) + 1}
(
ǫ,
√
δ
)]
+C (1 + |ρ|3)P |g|1,zδ ·
[
I2 {k(K), b − l(K)}
(
ǫ,
√
δ
)]
≤ C (1 + |ρ|3)P |g|1,zδ1/2.
Representation (53) together with the estimates above show that
|fǫ|1/2 ≤ C (1 + |ρ|3)P |g|1,z
uniformly with respect to ǫ.
To prove the first estimate from (52) we use estimate (54) for W(z, ǫ, 1).
In order to complete the proof of Proposition 3.1 we have to prove applicability of Lemma 3.6
to the kernels obtained from λi,Jr−1 and γ
i,J
r−1 after applications of Lemma 3.2. We will achieve this
goal by proving relations (51) for these kernels. According to Lemma 3.2 expressions in the left
hand sides of these relations don’t increase under transformations from this lemma. Therefore
it suffices to prove relations (51) for the original kernels KId,h(ζ, z) satisfying conditions (44)
and (45).
Second condition from (51) is always satisfied for the indices satisfying (44) as can be seen
from the inequality
k(K) + 2h(K) − 2l(K) ≤ 2n−m− |J6| ≤ 2n−m, (56)
where we used relations
4∑
i=1
|Ji| = n− r − 1,
|J2|+ |J3| ≤ m− 1,
for the multiindices of λi,Jr−1.
The same arguments show that condition (56) is also satisfied for the indices defined by (45).
First condition from (51) is not satisfied for all kernels KId,h(ζ, z). But in the lemma below we
show that if this condition is not satisfied then the corresponding term of the integral formula
for Rr(ǫ) does not survive under the limit when ǫ→ 0.
Lemma 3.7. If k(K), h(K), l(K) ∈ Z and
k(K) + h(K) − l(K) ≥ 2n−m− 1
then ∣∣∣∣∣
∫
U(ǫ)×[0,1]
E(g)(ζ)c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
k
≤ C(k)(√ǫ · log ǫ) (1 + |ρ|k+3)P (k) |g|k . (57)
Proof. Under every application of Lemma 3.2 the quantity
k(K) + h(K) − l(K)
doesn’t increase, therefore using representation (48) and estimates (49) and (50) from Lemma 3.4
we reduce the statement of the lemma to the case k = 0:∣∣∣∣∣
∫
U(ǫ)×[0,1]
E(g)(ζ)c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
0
≤ C(√ǫ · log ǫ) (1 + |ρ|3)P |g|0 . (58)
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To prove estimate (58) we use inequality
2n−m+ l(K)− k(K) − h(K) = n− |J1| − |J5|+ |J6| − 1 ≥ 1, (59)
which is a corollary of definitions of k(K), h(K) and l(K), equality
5∑
i=1
|Ji| = n− r − 1
and inequality
n− 1− |J1| − |J5| ≥ 1.
From the condition of the lemma and inequality (59) we obtain
k(K) + h(K) − l(K) = 2n−m− 1
and
n− |J1| − |J5| − 1 = 1,
which leads to
|J1| = n− r − 1, |J3| = 0, |J4| = 0, |J5| = r − 1,
and
l(K) ≥ |J1|+ |J4|+ r +m− n = m− 1 ≥ 1.
Using Lemma 3.5 to estimate the integral in the left hand side of (58) we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
E(g)(ζ)c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
0
≤ |g|0 · ǫl(K) · O (I1 {k(K), h(K), 0} (ǫ, 1))
≤ |g|0 ·

ǫl(K) · O
(
ǫ2n−m−k(K)−h(K) · (log ǫ)2
)
if k(K) ≥ 2n−m− 1,
ǫl(K) · O
(
ǫ(2n−m−k(K)−2h(K)+1)/2 · log ǫ
)
if k(K) ≤ 2n−m− 2.
Using then inequality (59) in the first subcase of the above and inequality (56) in the second
subcase we obtain estimate (58).
This completes the proof of Proposition 3.1.
In the proposition below we refine estimate (24) for a special case k ≪ p.
Proposition 3.8. Let M ⊂ G be a generic, regular q-pseudoconcave CR submanifold of the
class Cp in U satisfying condition (17). Let s, k ∈ Z be such that s ≤ k and k + s ≤ p− 3.
Then Rr(g) defined in (19) satisfies the estimate
|Rr(g)|k+s ≤ C(k) (1 + |ρ|k+3)P (k)
[
|g|k+s + (1 + |ρ|k+s+3) |g|k
]
, (60)
with P (k) a polynomial in k and a constant C(k) independent of g.
Proof. Proof of estimate (60) is analogous to the proof of (24). Namely, we inductively
use Lemma 3.2 and reduce the statement of the Proposition to the estimate (46). The only
difference is that we consider separately two groups of terms: with derivatives of g of order
higher that k and the rest. For the terms with derivatives of g of higher order, derivatives of
functions c{S,a,b} and c{L,i,e,k}, appearing in the Lemma 3.2 will be of the order lower than k.
Therefore, using estimate (31) and estimate (52) from Lemma 3.6, we obtain that these terms
are dominated by the first term of the right hand side of (60).
For the terms from the second group we have to estimate the derivatives of functions c{S,a,b}
and c{L,i,e,k} of the higher order but derivatives of g wiil be of the order, less or equal to k.
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Using estimates (31) and (52) we obtain the second term of the right hand side of (60).
Lemma 3.7 assures that only the terms with ”good” indices have to be estimated.
To complete the proof of Proposition 2.1 we have to prove estimates (5) and (6) for operator
Hr
M
. From the definition of operator Hr
M
we conclude that it suffices to prove these estimates
for each of the terms below
∂¯Mϑ
′
ι(z) ∧Rιr(ϑιg)(z), ϑ′ι(z) · Rιr+1(∂¯Mϑι ∧ g)(z) and ϑ′ι(z) ·Hιr(ϑιg)(z).
Estimates of the first two of these terms follow from the corresponding estimates of operators
Rr proved in Proposition 3.1. The proposition below takes care of the third term of H
r
M
.
Lemma 3.9. Let r < q. Then
Hr(g)(z) = 0. (61)
Proof. Using approximation of Hr by the operators
Hr(ǫ)(g)(z) = (−1)r (n− 1)!
(2πi)n
· prM ◦
∫
U(ǫ)
ϑ(ζ)E(g)(ζ) ∧ ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ)
we conclude that it suffices to prove equality
ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ) = 0 (62)
for r < q.
This kernel with the use of (15) may be represented on U × U as
ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ)
∣∣∣∣
U×U
(63)
=
∑
i,J
a(i,J)(ζ, z) ∧ φ˜i,Jr (ζ, z) +
∑
i,J
b(i,J)(ζ, z) ∧ ψ˜i,Jr (ζ, z),
where i is an index, J = ∪6i=1Ji is a multiindex such that i 6∈ J, a(i,J)(ζ, z) and b(i,J)(ζ, z) are
Cp-functions of z, ζ and θ(ζ), and φ˜i,Jr (ζ, z) and ψ˜
i,J
r (ζ, z) are defined as follows:
φ˜i,Jr (ζ, z) =
1
Φ(ζ, z)n
×Det
Q(i),
j∈J1︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J2︷ ︸︸ ︷
a · µν , χ,
j∈J3︷ ︸︸ ︷
a · µτ ,
j∈J4︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J5︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J6︷︸︸︷
∂¯zQ
 ∧ ω(ζ) (64)
and
ψ˜i,Jr (ζ, z) =
1
Φ(ζ, z)n
×Det
aiA¯i,
j∈J1︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J2︷ ︸︸ ︷
a · µν , χ,
j∈J3︷ ︸︸ ︷
a · µτ ,
j∈J4︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J5︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J6︷︸︸︷
∂¯zQ
∧ω(ζ). (65)
Multiindices of φ˜i,Jr and ψ˜
i,J
r satisfy the following conditions∑3
i=1 |Ji| = n− r − 1,
|J1|+ |J2| ≤ m− 1,
(66)
therefore, if r < q then
|J3| = n− r − 1− |J1| − |J2| ≥ n− r −m > n− q −m,
which is impossible.
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4. Homotopy formula.
Our proof of Theorem 1 is based on a transformation of operators Hr
M
, Rr
M
and Rr+1
M
on
manifolds M close to a fixed manifold M0 such that dimH
r
(
M0,B
∣∣
M0
)
= 0. We start with
the construction of a homotopy formula on M0.
Proposition 4.1. Let M0 ⊂ G be a compact, regular q-pseudoconcave submanifold of the
class Cp and let B be a holomorphic vector bundle on G. Let for some r < q equality
dimHr
(
M0,B
∣∣
M0
)
= 0 be satisfied. Then for k ≤ p − 4 there exist s, l ∈ Z+, linear
continuous functionals {αj}s1 on C1(0,r)
(
M0,B
∣∣
M0
)
, linear continuous functionals {βj}l1 on
C1(0,r+1)
(
M0,B
∣∣
M0
)
, collections {gj}s1 ∈ Cp−4(0,r−1)
(
M0,B
∣∣
M0
)
and {fj}l1 ∈ Cp−4(0,r)
(
M0,B
∣∣
M0
)
,
and operators
Pr
M0
(u) = Rr
M0
(
u−∑li=1 βi(∂¯M0u)fi −∑si=1 αi(u)∂¯M0gi)+∑si=1 αi(u)gi,
Pr+1
M0
(v) = Rr+1
M0
(
v −∑li=1 βi(v)∂¯M0fi)+∑li=1 βi(v)fi, (67)
such that ∣∣PrM0 ∣∣k , ∣∣∣Pr+1M0 ∣∣∣k ≤ C(k), (68)
and operator FM0 = ∂¯M0P
r
M0
+Pr+1
M0
∂¯M0 defines an isomorphism on C
k
(0,r)
(
M0,B
∣∣
M0
)
.
Proof. We consider the Fredholm operator from (4)
AM0 = I−HrM0 = ∂¯M0RrM0 +Rr+1M0 ∂¯M0 : Ck(0,r)
(
M0,B
∣∣
M0
)
→ Ck(0,r)
(
M0,B
∣∣
M0
)
and construct a subspace N (k)
M0
of finite codimension in Ck(0,r)
(
M0,B
∣∣
M0
)
such that the re-
striction of AM0 to N (k)M0 is invertible. To construct such a subspace we will use the lemma
below.
Lemma 4.2. Let A : B −→ B be a Fredholm operator on a Banach space B of the form
A = I −H with compact H. Then the sequence of subspaces
· · · ⊇ Ker (An) ⊇ Ker
(
An−1
)
· · · ⊇ KerA (69)
stabilizes on a finite step.
Proof. Let us assume that sequence (69) doesn’t stabilize on a finite step. Then there
exist δ > 0 and a sequence {xn} ∈ B such that
‖xn‖ = 1, xn ∈ Kn and dist (xn,Kn−1) > δ,
where Kn = Ker (A
n) are finite-dimensional subspaces in B.
Using then Hahn-Banach theorem we can construct a sequence of linear continuous function-
als {ln} on B such that
‖ln‖ ≤ 1/δ, ln(xn) = 1, and ln(x) = 0 for x ∈ Kn−1. (70)
Since H is compact we can assume that sequence {H(xn)} converges in B, and therefore
limn→∞ ‖H(xn − xn−1)‖ = 0.
Using then the estimate
|ln (H(xn − xn−1))| ≤ ‖ln‖ · ‖H(xn − xn−1)‖
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we obtain that |ln (H(xn − xn−1))| → 0 when n→∞.
But on the other hand
ln (H(xn − xn−1)) = ln (xn −A(xn)− xn−1 +A(xn−1)) = ln (xn) = 1,
where we used properties (70) and
A (Kn) ⊆ Kn−1, A (Kn−1) ⊆ Kn−1.
Obtained contradiction proves the lemma.
Applying Lemma 4.2 to AM0 on C
1
(0,r)
(
M0,B
∣∣
M0
)
we find n0 such that
Ker
(
An0+i
M0
)
∩ C1(0,r)
(
M0,B
∣∣
M0
)
= Ker
(
An0
M0
)
∩ C1(0,r)
(
M0,B
∣∣
M0
)
for i ≥ 1
and therefore
Ker
(
A
n0
M0
)
∩ Im
(
A
n0
M0
)
= ∅
for the restriction of An0
M0
to C1(0,r)
(
M0,B
∣∣
M0
)
, and hence on any Ck(0,r)
(
M0,B
∣∣
M0
)
with
1 ≤ k ≤ p− 4.
Using the estimates for operatorHr
M0
we conclude that the restriction of the identity operator
to Ker
(
A
n0
M0
)
∩ Ck(0,r)
(
M,B∣∣
M
)
is smoothing from Ck(0,r)
(
M0,B
∣∣
M0
)
to C
k+1/2
(0,r)
(
M0,B
∣∣
M0
)
for any k ≤ p−4. To prove higher smoothness of the elements of Ker
(
An0
M0
)
∩Ck(0,r)
(
M,B∣∣
M
)
we use the following interpolation result, which follows from [Kr], (cf. [LP]).
Proposition 4.3. Let 0 < ǫ < 1/2 and let
L : C∞(0,r)
(
M0,B
∣∣
M0
)
→ C∞(0,r)
(
M0,B
∣∣
M0
)
be a linear operator, satisfying
|L(f)|k+1/2 ≤ C · |f |k+ǫ,
|L(f)|k+3/2 ≤ C · |f |k+1+ǫ.
for k ∈ Z+.
Then for 0 ≤ α ≤ 1 the estimate
|L(f)|k+α+1/2 ≤ C · |f |k+α+ǫ
holds.
Starting with C
k+1/2
(0,r)
(
M0,B
∣∣
M0
)
and consequtively 2(p − k − 4) times applying Proposi-
tion 4.3 for small enough ǫ we obtain that the identity operator on Ker
(
An0
M0
)
∩Ck(0,r)
(
M,B∣∣
M
)
is smoothing from Ck(0,r)
(
M0,B
∣∣
M0
)
to Cp−4(0,r)
(
M0,B
∣∣
M0
)
. Defining then for k ≤ p− 4
N (k)
M0
= An0
M0
[
Ck(0,r)
(
M0,B
∣∣
M0
)]
and KM0 = Ker
(
A
n0
M0
)
∩ Cp−4(0,r)
(
M,B∣∣
M
)
we obtain that for k ≤ p− 4
(i) Ck(0,r)
(
M0,B
∣∣
M0
)
= N (k)
M0
⊕KM0 ,
(ii) dim KM0 <∞,
(iii) restriction of AM0 to N (k)M0 is an isomorphism.
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Using condition dimHr
(
M0,B
∣∣
M0
)
= 0 we can find finitely many forms g1, . . . , gs and con-
struct a finite basis {
∂¯M0g1, . . . , ∂¯M0gs, f1, . . . , fl
}
of KM0 with {gj}s1 ∈ Cp−4(0,r−1)
(
M0,B
∣∣
M0
)
and {fj}l1 ∈ Cp−4(0,r)
(
M0,B
∣∣
M0
)
so that
SM0 =
{
h ∈ KM0 : ∂¯M0h = 0
}
= Span
{
∂¯M0g1, . . . , ∂¯M0gs
}
,
PM0 = Span {f1, . . . , fl} ,
KM0 = SM0 ⊕ PM0 .
(71)
Applying then Hahn-Banach theorem we construct linear continuous functionals
{αj}s1 on C1(0,r)
(
M0,B
∣∣
M0
)
such that
αj
(
∂¯M0gi
)
= δji ,
αj (h} = 0 for h ∈ N (1)M0 ⊕ PM0 .
(72)
In the construction of linear continuous functionals {βj}l1 from (67) we will need the following
lemma.
Lemma 4.4.
∂¯M0 (PM0) ∩ cl
{
∂¯M0
(
N (2)
M0
⊕ SM0
)}
= {0} , (73)
where cl
{
∂¯M0
(
N (2)
M0
⊕ SM0
)}
is the closure in C1(0,r+1)
(
M0,B
∣∣
M0
)
of the image of N (2)
M0
⊕SM0
under ∂¯M0 .
Proof. Using (71) and (72) we redefine operator Rr
M0
by the formula
RrM0
(
u−
s∑
i=1
αi(u)∂¯M0gi
)
+
s∑
i=1
αi(u)gi.
Then the restriction of a new AM0 = ∂¯M0R
r
M0
+Rr+1
M0
∂¯M0 to N (k)M0 ⊕ SM0 coincides with the
old one on N (k)
M0
and with identity on SM0 .
Therefore there exist bounded linear operators
B
(k)
M0
: N (k)
M0
⊕ SM0 → N (k)M0 ⊕ SM0
such that
B
(k)
M0
◦AM0 = AM0 ◦B(k)M0 = I,
B
(k)
M0
(
N (k)
M0
⊕ SM0
)
= N (k)
M0
⊕ SM0 ,∣∣∣B(k)
M0
∣∣∣ ≤ C(k).
(74)
We denote
Z(k)
M0
=
{
h ∈ Ck(0,r)
(
M0,B
∣∣
M0
)
: ∂¯M0h = 0
}
,
and consider actions of AM0 and B
(k)
M0
on Z(k)
M0
. For any h ∈ Z(k)
M0
we have
AM0(h) = ∂¯M0R
r
M0
(h) ∈ Z(k)
M0
,
and thus
AM0
(
Z(k)
M0
)
⊆ Z(k)
M0
and An0
M0
(
Z(k)
M0
)
⊆ Z(k)
M0
.
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Using (71) we represent h ∈ Z(k)
M0
as
h = hP + hS + hN
with hP ∈ PM0 , hS ∈ SM0 and hN ∈ N (k)M0 , and obtain
An0
M0
(h) = An0
M0
(hN ) + hS ,
with
A
n0
M0
(hN ) ∈ N (k)M0 ∩ Z
(k)
M0
.
Since An0
M0
defines an isomorphism on N (k)
M0
and An0
M0
(
Z(k)
M0
)
⊆ Z(k)
M0
, we conclude that
hN ∈ N (k)M0 ∩ Z
(k)
M0
and, therefore,
Z(k)
M0
=
(
N (k)
M0
∩ Z(k)
M0
)
⊕ SM0 . (75)
From (75) we obtain that for h ∈ Z(k)
M0
AM0(h) = ∂¯M0R
r
M0
(h) ∈ Z(k)
M0
⊂ N (k)
M0
⊕ SM0 ,
and thus
AM0
(
Z(k)
M0
)
= Z(k)
M0
, and B
(k)
M0
(
Z(k)
M0
)
= Z(k)
M0
. (76)
Then for any h ∈ N (k)
M0
⊕ SM0 we will have
AM0(h) = ∂¯M0R
r
M0
(h) +Rr+1
M0
(∂¯M0h) ∈ N (k)M0 ⊕ SM0 ⊂ N
(k−1)
M0
⊕ SM0 (77)
with
∂¯M0R
r
M0
(h) ∈ Z(k−1)
M0
⊂ N (k−1)
M0
⊕ SM0 ,
and thus
Rr+1
M0
(∂¯M0h) ∈ N (k−1)M0 ⊕ SM0 .
Applying B
(k−1)
M0
to both parts of (77) and using the last two inclusions we obtain for h ∈
N (k)
M0
⊕ SM0
h = B
(k−1)
M0
(
∂¯M0R
r
M0
+Rr+1
M0
∂¯M0
)
(h) (78)
= B
(k−1)
M0
∂¯M0R
r
M0
(h) +B
(k−1)
M0
Rr+1
M0
(∂¯M0h).
From (76) we conclude that
∂¯M0B
(k−1)
M0
∂¯M0R
r
M0
(h) = 0,
and
B
(k−1)
M0
∂¯M0R
r
M0
(h) = AM0B
(k−1)
M0
[
B
(k−1)
M0
∂¯M0R
r
M0
(h)
]
(79)
= ∂¯M0R
r
M0
B
(k−1)
M0
B
(k−1)
M0
∂¯M0R
r
M0
(h) = ∂¯M0CM0(h),
with
CM0 = R
r
M0
B
(k−1)
M0
B
(k−1)
M0
∂¯M0R
r
M0
: N (k)
M0
⊕ SM0 → Ck−1(0,r)
(
M0,B
∣∣
M0
)
.
Denoting then
DM0 = B
(k−1)
M0
Rr+1
M0
,
we rewrite (78) for h ∈ N (k)
M0
⊕ SM0 as
h = ∂¯M0CM0(h) +DM0(∂¯M0h). (80)
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To complete now the proof of the Lemma let us assume that there exists ψ 6= 0, such that
ψ ∈ PM0 , and a sequence
{
∂¯M0φi
}∞
1 ∈ C1(0,r+1)
(
M0,B
∣∣
M0
)
such that
φi ∈ N (2)M0 ⊕ SM0 ,
limi→∞ ∂¯M0φi = ∂¯M0ψ in C1(0,r+1)
(
M0,B
∣∣
M0
)
.
From the continuity of operator DM0 we conclude that sequence
{
DM0(∂¯M0φi)
}∞
1 also con-
verges to some γ ∈ C1(0,r)
(
M0,B
∣∣
M0
)
.
Using inclusions φi ∈ N (2)M0 ⊕ SM0 and DM0(∂¯M0φi) ∈ C1(0,r)
(
M0,B
∣∣
M0
)
and representation
(80) we obtain that ∂¯M0CM0(φi) ∈ Z(1)M0 ⊂ N
(1)
M0
⊕ SM0 and therefore
DM0(∂¯M0φi) ∈ N (1)M0 ⊕ SM0 .
Using then closedness of N (1)
M0
⊕ SM0 we obtain that γ ∈ N (1)M0 ⊕ SM0 and ∂¯M0γ = ∂¯M0ψ.
Condition ∂¯M0 (γ − ψ) = 0 implies γ −ψ ∈ Z(1)M0 ⊂ N
(1)
M0
⊕SM0 and therefore ψ ∈ N (1)M0 ⊕SM0 ,
which contradicts inclusion ψ ∈ PM0 .
To conclude the proof of Proposition 4.1 we use condition (73), apply the Hahn-Banach
theorem to C1(0,r+1)
(
M0,B
∣∣
M0
)
and construct linear continuous functionals {βi}l1 such that
βi(∂¯M0fj) = δ
j
i , and βi
(
∂¯M0h
)
= 0 for h ∈ N (2)
M0
⊕ SM0 .
Then operator FM0 = ∂¯M0P
r
M0
+ Pr+1
M0
∂¯M0 with P
r
M0
and Pr+1
M0
from (67) will satisfy the
following conditions:
(i) FM0(h) = AM0(h) for h ∈ N (k)M0 , (k = 2, . . . , p− 4),
(ii) FM0(∂¯M0gi) = ∂¯M0gi,
(iii) FM0(fi) = fi,
and will therefore define an isomorphism on Ck(0,r)
(
M0,B
∣∣
M0
)
.
Estimates (68) follow from the corresponding estimates for operators Rr
M0
and Rr+1
M0
and
from the boundedness of linear functionals {αi}s1 and {βi}l1.
The proposition below, which can be considered as an analogue of the Hodge-Kohn decom-
position for Cp−4(0,r)
(
M0,B
∣∣
M0
)
, is proved using basically the same approach as in the proof of
Proposition 4.1.
Proposition 4.5. Let M0 ⊂ G be a compact, regular q-pseudoconcave submanifold of the class
Cp and let B be a holomorphic vector bundle on G. Then for fixed r < q and 1 < k ≤ p − 4
there exist a finite-dimensional linear operator
KrM0 : C
k
(0,r)
(
M0,B
∣∣
M0
)
→ Ck(0,r)
(
M0,B
∣∣
M0
)
,
and linear operators Qr
M0
and Qr+1
M0
such that∣∣∣Qr
M0
(h)
∣∣∣
k−1 ≤ C|h|k,∣∣∣Qr+1
M0
(h)
∣∣∣
k−1 ≤ C|h|k,
(81)
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and equality
h = ∂¯M0Q
r
M0
(h) +Qr+1
M0
(
∂¯M0h
)
+KrM0(h) (82)
is satisfied for any h ∈ Ck(0,r)
(
M0,B
∣∣
M0
)
.
If for h ∈ Ck(0,r)
(
M0,B
∣∣
M0
)
there exists g ∈ Ck(0,r−1)
(
M0,B
∣∣
M0
)
such that ∂¯M0g = h, then
Kr
M0
(h) = 0.
Proof. As in the proof of Proposition 4.1 we use Lemma 4.2 and Proposition 4.3 and obtain
a more general decomposition
S(k)
M0
=
{
h ∈ KM0 : ∃g ∈ Ck(0,r−1)
(
M0,B
∣∣
M0
)
s. t. ∂¯M0g = h
}
= Span
{
∂¯M0g1, . . . , ∂¯M0gs
}
,
L(k)
M0
= Span {v1, . . . , vt} ,
S(k)
M0
⊕L(k)
M0
=
{
h ∈ KM0 : ∂¯M0h = 0
}
,
PM0 = Span {f1, . . . , fl} ,
KM0 = S(k)M0 ⊕ L
(k)
M0
⊕ PM0 ,
Ck(0,r)
(
M0,B
∣∣
M0
)
= N (k)
M0
⊕KM0 ,
(83)
with {gj}s1 ∈ Ck(0,r−1)
(
M0,B
∣∣
M0
)
.
Applying then Hahn-Banach theorem we construct linear continuous functionals{
α
(k)
j
}s
1
and
{
γ
(k)
j
}l
1
on Ck(0,r)
(
M0,B
∣∣
M0
)
such that
α
(k)
j
(
∂¯M0gi
)
= δji , γ
(k)
j (vi) = δ
j
i ,
α
(k)
j (h} = 0 for h ∈ N k)M0 ⊕ L
(k)
M0
⊕ PM0 ,
γ
(k)
j (h} = 0 for h ∈ N (k)M0 ⊕ S
(k)
M0
⊕ PM0 .
(84)
Redefining as in Lemma 4.4 operator Rr
M0
for a fixed 1 < k ≤ p− 4 by the formula
RrM0
(
u−
s∑
i=1
α
(k)
i (u)∂¯M0gi −
l∑
i=1
γ
(k)
i (u)vi
)
+
s∑
i=1
α
(k)
i (u)gi.
we obtain that the new AM0 = ∂¯M0R
r
M0
+Rr+1
M0
∂¯M0 coincides with the old one on N (k)M0 for
1 < k ≤ p− 4, is identity on S(k)
M0
, and is zero on L(k)
M0
. Thus operator AM0 can be extended to
an isomorphism FM0 on N (k)M0 ⊕ S
(k)
M0
⊕ L(k)
M0
by setting it as identity on L(k)
M0
.
Denoting
Z(k)
M0
=
{
h ∈ Ck(0,r)
(
M0,B
∣∣
M0
)
: ∂¯M0h = 0
}
,
we obtain that F
(k)
M0
defines an isomorphism of N (k)
M0
⊕ S(k)
M0
⊕ L(k)
M0
into itself, preserving Z(k)
M0
.
Therefore, there exists a bounded operator
T
(k)
M0
: N (k)
M0
⊕ S(k)
M0
⊕ L(k)
M0
→ N (k)
M0
⊕ S(k)
M0
⊕L(k)
M0
,
preserving N (k)
M0
and Z(k)
M0
. Using then that for h ∈ N (k)
M0
⊂ N (k−1)
M0
⊕ S(k−1)
M0
⊕ L(k−1)
M0
we have
∂¯M0R
r
M0
(h) ∈ Z(k−1)
M0
, we obtain as in (78) for h ∈ N (k)
M0
h = T
(k−1)
M0
◦ F(k−1)
M0
(h) = T
(k−1)
M0
(
∂¯M0R
r
M0
(h)
)
+T
(k−1)
M0
◦Rr+1
M0
(
∂¯M0h
)
. (85)
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For h ∈ N (k)
M0
we consider a representation of f = ∂¯M0R
r
M0
(h) ∈ Ck−1(0,r−1)
(
M0,B
∣∣
M0
)
as
f = fN + fS + fL,
with fN ∈ N (k−1)M0 , fS ∈ S
(k−1)
M0
, and fL ∈ L(k−1)M0 , and from (85) conclude that g = Rr+1M0
(
∂¯M0h
)
also admits analogous representation
g = gN + gS + gL.
From the definition of operators T
(k)
M0
we conclude that equality (85) holds after projecting
all terms of this equality on N (k−1)
M0
h = fN + gN = prN ◦T(k)M0
(
∂¯M0R
r
M0
(h)
)
+ prN ◦T(k−1)M0 ◦Rr+1M0
(
∂¯M0h
)
,
where prN is the projection on N (k−1)M0 .
As in the proof of Lemma 4.4 we have
∂¯M0
(
prN ◦T(k−1)M0
(
∂¯M0R
r
M0
(h)
))
= 0,
and
prN ◦T(k−1)M0 ∂¯M0RrM0(h) = FM0T
(k−1)
M0
[
prN ◦T(k−1)M0 ∂¯M0RrM0(h)
]
(86)
= ∂¯M0R
r
M0
T
(k−1)
M0
[
prN ◦T(k−1)M0 ∂¯M0RrM0(h)
]
= ∂¯M0C
r
M0
(h),
with
CrM0 = R
r
M0
T
(k−1)
M0
prNT
(k−1)
M0
∂¯M0R
r
M0
: Ck(0,r)
(
M0,B
∣∣
M0
)
→ Ck−1(0,r)
(
M0,B
∣∣
M0
)
.
Denoting then Dr+1
M0
= prNT
(k−1)
M0
◦Rr+1
M0
, we can rewrite (85) for h ∈ N (k)
M0
as
h = ∂¯M0C
r
M0
(h) +Dr+1
M0
(
∂¯M0h
)
. (87)
Using (87) as in the proof of Lemma 4.4 we obtain
∂¯M0 (PM0) ∩ cl
{
∂¯M0
(
N (k)
M0
⊕ S(k)
M0
⊕ L(k)
M0
)}
= {0} , (88)
where cl
{
∂¯M0
(
N (k)
M0
⊕ S(k)
M0
⊕ L(k)
M0
)}
is the closure in Ck−1(0,r+1)
(
M0,B
∣∣
M0
)
of the image of
N (k)
M0
⊕S(k)
M0
⊕L(k)
M0
under ∂¯M0 . Equality (88) allows us to construct linear continuous functionals{
β
(k−1)
i
}l
1
on Ck−1(0,r+1)
(
M0,B
∣∣
M0
)
such that
β
(k−1)
i (∂¯M0fj) = δ
j
i , and β
(k−1)
i
(
∂¯M0h
)
= 0 for h ∈ N (k)
M0
⊕ S(k)
M0
⊕L(k)
M0
.
We consider then operators
Pr
M0
(u) = Rr
M0
(
u−∑li=1 β(k−1)i (∂¯M0u)fi −∑si=1 α(k)i (u)∂¯M0gi −∑ti=1 γ(k)i (u)vi)
+
∑s
i=1 α
(k)
i (u)gi,
Pr+1
M0
(v) = Rr+1
M0
(
v −∑li=1 β(k−1)i (v)∂¯M0fi)+∑li=1 β(k−1)i (v)fi,
Kr
M0
(u) =
∑t
i=1 γ
(k)
i (u)vi
(89)
and operator
LM0 = ∂¯M0P
r
M0
+Pr+1
M0
∂¯M0 ,
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satisfying the following conditions
LM0
∣∣∣
N (k)
= AM0 , LM0
∣∣∣
S(k)
= I, LM0
∣∣∣
L(k)
= 0,
KM0
∣∣∣
N (k)⊕S(k)
= 0, KM0
∣∣∣
L(k)
= I.
(90)
From (90) we conclude that the restriction of LM0 to N (k)M0 is an isomorphism and in order
to construct necessary operators Qr
M0
and Qr+1
M0
we have to modify operators Pr
M0
and Pr+1
M0
only on N (k)
M0
. Such a modification has been made already for operator AM0 in (86) and (87).
Namely, using (86), we obtain for h ∈ N (k)
M0
prN ◦T(k−1)M0 ∂¯M0PrM0(h) = FM0T
(k−1)
M0
[
prN ◦T(k−1)M0 ∂¯M0PrM0(h)
]
= ∂¯M0P
r
M0
T
(k−1)
M0
[
prN ◦T(k−1)M0 ∂¯M0PrM0(h)
]
= ∂¯M0Q
r
M0
(h),
with
QrM0 = P
r
M0
T
(k−1)
M0
prNT
(k−1)
M0
∂¯M0P
r
M0
: Ck(0,r)
(
M0,B
∣∣
M0
)
→ Ck−1(0,r)
(
M0,B
∣∣
M0
)
.
Defining then Qr+1
M0
= prNT
(k−1)
M0
◦ Pr+1
M0
we obtain equality (82) with operators Qr
M0
and
Qr+1
M0
satisfying estimates (81).
In order to prove existence of homotopy operators PM for a manifold M close enough to
M0 we will make several assumptions on the local structure of such a manifold and its defining
functions. We assume the existence of a finite cover {U ι}N1 of some neighborhood of M0 in G
such that in each U ι the manifold M0∩U ι has the form (1) with defining functions
{
ρ
(0)
ι,l
}
1≤l≤m.
We also assume the existence of Cp-diffeomorphisms F : M0 →M such that F(z) = z + f ι(z)
in U ι0 = U ι ∩M0 with f ι ∈ [Cp(U ι0)]n.
For F close enough to identity or |f |p = maxι{|fι|p} small enough the inverse map G = F−1
has the form G(z) = z + gι(z) with gι ∈ [Cp (V ι)]n for some neighborhood Vι ⊂ F (U ι) and
V ι = Vι ∩M. The proposition below shows that the collection {Vι ⊂ U ι}N1 may be chosen so
that it also covers some neighborhood of M0.
We denote by B(r) the ball in Cn of radius r centered at the origin and for a function
f : B(r)→ C we denote
|f |r,p ≡ sup
z∈B(r),|J |≤p
∣∣∣∂Jf(z)∣∣∣ ,
where J = (j1, . . . , j2n) is a multiindex, |J | = j1 + · · · + j2n, and ∂J ≡ ∂j1x1 · · · ∂j2nx2n with
coordinates {xj}2n1 such that zj = xj +
√−1xn+j. For a Cp-smooth vector function f : B(r)→
C
n and k ≤ p we denote
|f |r,k ≡ sup
1≤i≤n
|fi|r,k .
Proposition 4.6. (cf. [W2]) Let Fi(z) = zi + fi(z) for i = 1, . . . , n, and let the functions
{fi}n1 ∈ Cp(B(1)) satisfy the estimate |fi|1,1 < ǫ.
Then for small enough ǫ and fixed s, k ∈ Z, such that 0 ≤ s ≤ k, k + s ≤ p there exist a
constant C(k) and a set of functions
{gi}n1 ∈ Cp (B(1− 2ǫ))
such that G(z) ≡ z + g(z) ∈ B(1) for z ∈ B(1− 2ǫ),
F ◦G(z) = z (91)
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is satisfied on B(1− 2ǫ), and
|gi|1−2ǫ,k ≤ C(k) · (1 + |f |1,k)P (k) |f |1,k, (92)
|gi|1−2ǫ,k+s ≤ C(k) · (1 + |f |1,k)P (k) |f |1,k+s,
with polynomial P (k).
Proof. Substituting formulas for F and G into (91) we obtain the equation
g(z) + f(z + g(z)) = 0 (93)
for mapping g. To construct g satisfying (93) we consider the following sequence of mappings
g0, g1, . . . defined inductively
g0(z) = 0,
gl+1(z) = −f (z + gl(z)) .
(94)
For g0 we have the estimates
|g0(z) + f(z + g0(z))| = |f(z)| ≤ ǫ,
|g1(z)− g0(z)| = | − f(z)| ≤ ǫ.
Assuming then the estimates
|gl(z) + f(z + gl(z))| ≤ (2n)l · ǫl+1,
|gl+1(z) − gl(z)| ≤ (2n)l · ǫl+1,
(95)
for some l we prove them for l + 1. For the first estimate using the mean value theorem we
obtain
|gl+1(z) + f(z + gl+1(z))| = | − f(z + gl(z)) + f(z − f(z + gl(z)))|
= | − f(z + gl(z)) + f(z + gl(z)− gl(z)− f(z + gl(z)))|
≤ 2n · |f |1,1 · |gl(z) + f(z + gl(z))| ≤ (2n)l+1ǫl+2.
For gl+2 − gl+1 using the first estimate for l + 1 we obtain
|gl+2(z)− gl+1(z)| = | − f(z + gl+1(z))− gl+1(z)| ≤ (2n)l+1ǫl+2.
From estimates (95) we obtain that for ǫ < (4n)−1
|gl(z)| = |g0(z) + (g1(z)− g0(z)) + · · ·+ (gl(z)− gl−1(z)) | ≤ ǫ ·
(
1 +
1
2
+ · · ·+ 1
2l
)
< 2ǫ,
and therefore sequence (94) is well defined for z ∈ B(0, 1 − 2ǫ) and converges uniformly on
B(0, 1 − 2ǫ) to a continuous mapping g satisfying (93).
To estimate |g|k and |g|k+s we consider variables {xj}2n1 such that zj = xj +
√−1xn+j
and functions {yj}2n1 and {uj}2n1 such that fj(x) = yj(x) +
√−1yn+j(x) and gj(x) = uj(x) +√−1un+j(x). Then we differentiate (93) with respect to variables xj and as in ([St], Appendix
1) obtain the following system of differential equations[
I +
∂y
∂x
(x+ u(x))
]
· ∂u
∂x
(x) = −∂y
∂x
(x),
or
∂u
∂x
(x) = −
[
I +
∂y
∂x
(x+ u(x))
]−1 ∂y
∂x
(x). (96)
Successively differentiating (96) we obtain (92).
Using proposition 4.6 we can assume now the existence of finite covers {Vι ⊂ U ι}N1 of some
neighborhood of M0 in G and of C
p-diffeomorphisms F : M0 → M and G = F−1 : M → M0
such that F(z) = z + f ι(z) in U ι0 = U ι ∩M0 with f ι ∈ [Cp(U ι0)]n and G(z) = z + gι(z) in
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V ι = Vι ∩M with gι ∈ [Cp (V ι)]n.
In what follows we will use special coordinates in {U ι}. Namely, for a fixed neighborhood U
we choose coordinates {Zj = Xj + iYj}m1 and {Wj = Uj + iVj}n−m1 so that
ρ
(0)
l (z) = Xl − φ(0)l (Y1, . . . , Ym,W1, . . . ,Wn−m) for l = 1, . . . ,m,
ρl(z) = ρ
(0)
l (z + g(z))
(97)
are defining functions for M0 and M respectively.
For δ small enough according to implicit function theorem manifold M with |g|p < δ can be
defined as
M = {z ∈ U : Xl − φl (Y1, . . . , Ym,W1, . . . ,Wn−m) = 0 for l = 1, . . . ,m} .
In the lemma below we prove necessary estimates for supl
∣∣∣φl − φ(0)l ∣∣∣p in terms of |g|p for |g|p
small enough.
Lemma 4.7. (cf. [W2]) Let functions ρ
(0)
l and ρl be defined in U by formulas (97). Then there
exists δ > 0 such that for g with |g|p < δ and k ≤ p− 1 the following estimate holds:∣∣∣φl − φ(0)l ∣∣∣k ≤ C(k)
(
1 +
∣∣∣ρ(0)∣∣∣
k+1
)P (k)
· |g|k. (98)
Proof. We consider for z ∈M the following equality
φ
(0)
l (Y1, . . . , Ym,W1, . . . ,Wn−m)− φl (Y1, . . . , Ym,W1, . . . ,Wn−m) (99)
= Regl(z) + φ
(0)
l (Y1, . . . , Ym,W1, . . . ,Wn−m)
−φ(0)l (Y1 + Img1(z), . . . , Ym + Imgm(z),W1 + gm+1(z), . . . ,Wn−m + gn(z)) ,
which is a corollary of equalities
Xl − φl (Y1, . . . , Ym,W1, . . . ,Wn−m) = 0
and
ρ
(0)
l (z + g(z))
= Xl+Regl(z)−φ(0)l (Y1 + Img1(z), . . . , Ym + Imgm(z),W1 + gm+1(z), . . . ,Wn−m + gn(z)) = 0.
From equality (99) we obtain the estimate∣∣∣φl − φ(0)l ∣∣∣0 ≤ C (|g|0 +
∣∣∣ρ(0)∣∣∣
1
|g|0
)
. (100)
To estimate the derivatives we differentiate with respect to Y,W equalities
ρ
(0)
l (z + g(z))
= ρ
(0)
l (φ1(Y,W ) + Reg1 (φ(Y,W ), Y,W ) , . . . , φm(Y,W ) + Regm (φ(Y,W ), Y,W ) ,
Y1 + Img1 (φ(Y,W ), Y,W ) , . . . , Ym + Imgm (φ(Y,W ), Y,W ) ,
W1 + gm+1 (φ(Y,W ), Y,W ) , . . . ,Wn−m + gn (φ(Y,W ), Y,W )) = 0
for l = 1, . . . ,m. Then, using condition [
∂ρ(0)
∂X
]
= I,
we obtain equality in a matrix form[
∂φ
∂ (Y,W )
]
+
[
∂Reg′
∂X
] [
∂φ
∂ (Y,W )
]
+
[
∂Reg′
∂ (Y,W )
]
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+
[
∂ρ(0)
∂ (Y,W )
(z + g(z))
]
×
(
I +
[
∂ (Img′, g′′)
∂ (Y,W )
]
+
[
∂ (Img′, g′′)
∂X
] [
∂φ
∂ (Y,W )
])
= 0,
where g′ = (g1, . . . , gm) and g′′ = (gm+1, . . . , gn). We transform this equality into(
I +
[
∂Reg′
∂X
]
+
[
∂ρ(0)
∂ (Y,W )
(z + g(z))
]
×
[
∂ (Img′, g′′)
∂X
])
×
[
∂φ
∂ (Y,W )
]
= −
[
∂Reg′
∂ (Y,W )
]
−
[
∂ρ(0)
∂ (Y,W )
(z + g(z))
]
×
(
I +
[
∂ (Img′, g′′)
∂ (Y,W )
])
,
and then into[
∂φ
∂ (Y,W )
]
=
(
I +
[
∂Reg′
∂X
]
+
[
∂ρ(0)
∂ (Y,W )
(z + g(z))
]
×
[
∂ (Img′, g′′)
∂X
])−1
×
(
−
[
∂Reg′
∂ (Y,W )
]
−
[
∂ρ(0)
∂ (Y,W )
(z + g(z))
]
×
(
I +
[
∂ (Img′, g′′)
∂ (Y,W )
]))
.
Using equality
∂
∂ (Y,W )
ρ(0)(z + g(z)) =
∂
∂ (Y,W )
[
ρ(0)(z) +
∫ 1
0
〈
∇ρ(0) (z + tg(z)) , g(z)
〉
dt
]
we can rewrite the previous equality for |g|k+1 small enough as[
∂φ
∂ (Y,W )
]
= (I +A)
(
−
[
∂ρ(0)
∂ (Y,W )
(z)
]
+B
)
, (101)
with matrices A,B satisfying estimates
|A|k , |B|k ≤ C(k)
(
1 +
∣∣∣ρ(0)∣∣∣
k+2
)P (k)
|g|k+1. (102)
For g ≡ 0 (101) becomes [
∂φ(0)
∂ (Y,W )
]
= −
[
∂ρ(0)
∂ (Y,W )
(z)
]
, (103)
and therefore we can rewrite (101) as[
∂φ(0)
∂ (Y,W )
]
−
[
∂φ
∂ (Y,W )
]
= E,
with a matrix E satisfying estimate (102). Using this representation and estimates (102) we
obtain
sup
l
∣∣∣φl − φ(0)l ∣∣∣k =
∣∣∣∣∣
[
∂φ(0)
∂ (Y,W )
]
−
[
∂φ
∂ (Y,W )
]∣∣∣∣∣
k−1
≤ C(k)
(
1 +
∣∣∣ρ(0)∣∣∣
k+1
)P (k)
|g|k.
We assume from now on that the neighborhoods U ι and functions φ(0)l are chosen so that
conditions (97) are satisfied. We assume also that for small enough δ > 0 and a manifold M
with |g|p < δ condition (17) is satisfied on U ι for some fixed c > 0.
As before our local extension operators {Eι} for functions are defined by the formula
Eι(h)(z) = h (Y1, . . . , Ym,W1, . . . ,Wn−m) ,
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and for a differential form
h =
∑
I,J,K
hI,J,KdYI ∧ dWJ ∧ dWK
by extending coefficients as in the formula above.
A global extension operator for any M close to M0 we define by the formula
EM(h) =
∑
ι
Eι (ϑιh) ,
where h is a differential form on M, {ϑι} is a partition of unity subordinate to the cover
{Vι} ⊂ {U ι} and {Eι} are local extension operators.
Our next goal is to estimate the operator(
EM0 ◦HrM0 ◦EM −HrM
)
,
where EM and EM0 are extension operators from M and M0 respectively, r < q, and manifold
M is close enough to M0. In the lemma below we prove a special representation for operator
Hr
M
.
Lemma 4.8. For any ǫ > 0 there exist δ, α > 0 such that for M with |E|p < δ the following
representation holds
HrM = N
r ◦EM + LrM,
where EM is the extension operator,
Nr : Ck(0,r) (G(α),B)→ Cp(0,r)
(
M,B∣∣
M
)
is a finite-dimensional operator,
G(α) =
⋃
ι
{
z ∈ U ι : ρ(0)ι (z) < α
}
,
and Lr
M
admits an estimate
|LrM|k ≤ C(k)ǫ (1 + |ρ|k+4)P (k) (104)
for k ≤ p− 4.
Proof. Using Lemma 3.9 in formula (23) we obtain
HrM(h)(z) =
∑
ι
[−∂¯Mϑ′ι(z) ∧Rιr(ϑιh)(z) + ϑ′ι(z)Rιr+1(∂¯Mϑι ∧ h)(z)]
and conclude that the statement of the lemma would follow from a finite-dimensional approxi-
mation of operators Rr with a remainder admitting estimate (104). We fix a neighborhood U
from the cover {U ι}N1 and consider an approximation of the local solution operator Rr by the
operators
R(0)r (α)(h)(z) = (−1)r
(n− 1)!
(2πi)n
×
∫
U0(α)×[0,1]
ϑ(ζ)E(h)(ζ) ∧ ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ).
From estimate (98) we obtain
|ρl − ρ(0)l |k ≤ C(k)
(
1 + |ρ(0)l |k+1
)
|g|k (105)
for l = 1, . . . ,m. Therefore, for any α > 0 there exists δ(α) > 0 such that for |g|p < δ(α) the
following inclusions hold
U(α/2) ⊂ U0(α) ⊂ U(2α).
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Then
ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ) ∈ Cp{(0,r−1),(n,n−r−1)} (Uz(α/2) × U0,ζ(α)× [0, 1])
for such g and therefore for any ǫ > 0 we can find differential forms
hj ∈ Cp(0,r−1) (Uz(α/2)) , Nj ∈ Cp(n,n−r−1) (U0,ζ(α)× [0, 1]) ,
such that∣∣∣∣∣∣ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ)−
l∑
j=1
Nj(ζ, t)hj(z)
∣∣∣∣∣∣
Cp(Uz(α/2)×U0,ζ (α)×[0,1])
< ǫ.
Therefore, for any α > 0 there exists a finite-dimensional operator
N r(u)(z) =
l∑
j=1
hj(z)
∫
U0(α)×[0,1]
u(ζ)Nj(ζ, t),
such that for any u ∈ Ck(0,r−1) (U0(α)) with |u|k < 1 we have∣∣∣R(0)r (α)(u) −N r(u)∣∣∣
k
≤ Cǫ. (106)
To estimate the Ck norm of the operator R
(0)
r (α)−Rr we use representation (27) and Lem-
mas 3.2 and 3.4 and reduce the problem to the C0-estimate of integrals∫
U0(α)×[0,1]
E(h)(ζ)cM(ζ, z, t)KSM,a,b(ζ, z)dt−
∫
U(β)×[0,1]
E(h)(ζ)cM(ζ, z, t)KSM,a,b(ζ, z)dt (107)
with ‖c(ζ, z, t)‖1 ≤ C(k) (1 + |ρ|k+4)P (k) and β < α/2.
As in the proof of Proposition 2.1 we use Lemma 3.7 to conclude that it suffices to consider
only integrals with kernels KS
M,a,b satisfying (51), since otherwise estimate (57) holds, and
therefore for α small enough the estimate (104) will also hold.
To estimate (107) we consider a function φ(z, ζ) ∈ C∞(Uz × Uζ), such that in coordinates
zj = Xj +
√−1Yj (j = 1, . . . ,m), zj =Wj−m (j = m+ 1, . . . , n),
ζj = ξj +
√−1ηj (j = 1, . . . ,m), ζj = ωj−m (j = m+ 1, . . . , n),
we have
φ(z, ζ) = φ (Y1, . . . , Ym,W1, . . . ,Wn−m, η1, . . . , ηm, ω1, . . . , ωn−m)
and
φ(z, ζ) ≡ 1 for ζ ∈ W(z, α,√α),
φ(z, ζ) ≡ 0 for ζ /∈ W(z, Cα,√Cα) with some C > 1.
Then we represent for β < α/2∫
U(β)×[0,1]
E(h)(ζ)cM(ζ, z, t)KSM,a,b(ζ, z)dt (108)
=
∫
U(β)×[0,1]
E(h)(ζ)φ(z, ζ)cM(ζ, z, t)KSM,a,b(ζ, z)dt
+
∫
U(β)×[0,1]
E(h)(ζ) (1− φ(z, ζ)) cM(ζ, z, t)KSM,a,b(ζ, z)dt.
For the first term of the right hand side of (108) we obtain as in (54)∣∣∣∣∣
∫
U(β)×[0,1]
E(h)(ζ)φ(z, ζ)cM(ζ, z, t)KSM,a,b(ζ, z)dt
∣∣∣∣∣
0
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≤
∫
U(β)∩W(z,Cα,√Cα)×[0,1]
|h(ζ, z, t)||cM(ζ, z, t)||KSM,a,b(ζ, z)|dt
≤ C‖cM‖0|h|0αl(K) · I1 {k(K), h(K)}
(
α,
√
α
) ≤ C(k)α1/2 (1 + |ρ(0)|k+4)P (k) |h|0.
For the second term of the right hand side of (108) using the fact that by construction form
E(h) and function φ(z, ζ) do not depend on variables ξ1, . . . , ξm and that form E(h)KSM,a,b
contains differentials dη1, . . . , dηm, dω1, . . . , dωn−m, dω¯1, . . . , dω¯n−m we apply Stokes’ formula
and obtain ∫
U0(α)×[0,1]
E(h)(ζ) (1− φ(z, ζ)) cM(ζ, z, t)KSM,a,b(ζ, z)dt (109)
−
∫
U(β)×[0,1]
E(h)(ζ) (1− φ(z, ζ)) cM(ζ, z, t)KSM,a,b(ζ, z)dt
=
∫
[U0(α)\U(β)]×[0,1]
E(h)(ζ) (1− φ(z, ζ)) d
[
cM(ζ, z, t)KSM,a,b(ζ, z)dt
]
=
∫
[U0(α)\U(β)]×[0,1]
E(h)(ζ) (1− φ(z, ζ)) d [cM(ζ, z, t)] ∧ KSM,a,b(ζ, z)dt
+
∫
[U0(α)\U(β)]×[0,1]
E(h)(ζ) (1− φ(z, ζ)) cM(ζ, z, t)d
[
KSM,a,b(ζ, z)
]
dt.
For the first term of the right hand side of (109) using estimates for cM and integrating in
coordinates
ρ =
√√√√ m∑
1
ρ2j , θj =
ρj
ρ
(j = 1, . . . ,m), ImFj , (j = 1, . . . ,m), ωl (l = 1, . . . , n−m),
we have ∣∣∣∣∣
∫
[U0(α)\U(β)]×[0,1]
E(h)(ζ) (1− φ(z, ζ)) d [cM(ζ, z, t)] ∧ KSM,a,b(ζ, z)dt
∣∣∣∣∣
≤
∫
(U(2α)\[U(β)∪W(z,α,√α)])×[0,1]
|E(h)(ζ)|
∣∣∣∂ρ [cM(ζ, z, t)] ∧ KSM,a,b(ζ, z)∣∣∣ dt
≤ C(k) ·
(
1 + |ρ(0)|k+4
)P (k) · |h|0 [I2 {k(K), b − l(K)} (α,√α)] ∫ 2α
0
dρ
≤ C(k)α1/2 ·
(
1 + |ρ(0)|k+4
)P (k) · |h|0,
where
∂ρf = dρ ∧ ∂f
∂ρ
,
and in the last inequality we used Lemma 3.5 for kernel KS
M,a,b, satisfying conditions (51).
Again using estimates for cM we obtain for the second term of the right hand side of (109)∣∣∣∣∣
∫
[U0(α)\U(β)]×[0,1]
E(h)(ζ) (1− φ(z, ζ)) cM(ζ, z, t)d
[
KSM,a,b(ζ, z)
]
dt
∣∣∣∣∣
≤
∫
(U(2α)\[U(β)∪W(z,α,√α)])×[0,1]
|E(h)(ζ)|
∣∣∣cM(ζ, z, t)d [KSM,a,b(ζ, z)]∣∣∣ dt
≤ C(k) ·
(
1 + |ρ(0)|k+4
)P (k) · |h|0
× [I2 {k(K) + 1, b− l(K)} (α,√α)+ I2 {k(K), b − l(K) + 1} (α,√α)] ∫ 2α
0
dρ
≤ C(k) ·
(
1 + |ρ(0)|k+4
)P (k)
α1/2 · |h|0,
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where the indices in integrals I2 are the indices that appear after differentiation of the kernel
KS
M,a,b, namely, either k(K) or b increase by one.
In the last inequality we used inequalities
k(K) + 1 + b− l(K) ≤ 2n −m,
k(K) + 1 + 2 (b− l(K)) ≤ 2n−m+ 2,
k(K) + 2 (b− l(K) + 1) ≤ 2n−m+ 2,
which follow from inequalities (51) for KS
M,a,b(ζ, z) and Lemma 3.5.
Combining the estimates above we obtain that for any fixed α > 0 there exists δ(α) > 0 such
that for any submanifold M with |E|p < δ(α) we have∣∣∣R(0)r (α)−Rr∣∣∣
k
≤ C(k) ·
(
1 + |ρ(0)|k+4
)P (k)
α1/2,
and combining this estimate with estimate (106) we obtain the statement of the Lemma.
Using Lemmas 4.7 and 4.8 we obtain the following
Proposition 4.9. Let ρ
(0)
l , ρl and g satisfy conditions (97).Then for any ǫ > 0 there exists
δ > 0 such that for an arbitrary compact, regular q-pseudoconcave CR submanifold M with
|E|p < δ and k ≤ p− 4 the following estimate holds
|EM0 ◦HM0 ◦EM −HrM|k ≤ C(k)ǫ
(
1 + |ρ(0)|k+4
)P (k)
. (110)
Proof. Using Lemma 4.8 we obtain equality
EM0 ◦HM0 ◦EM(h)−HrM(h) (111)
= EM0 ◦
(
Nr ◦EM0 + LrM0
) ◦EM(h) −Nr ◦EM(h)− LrM(h)
= (EM0 ◦Nr ◦EM0 ◦EM −Nr ◦EM) (h) +
(
EM0 ◦ LrM0 ◦EM − LM
)
(h)
= (EM0 − I) ◦Nr ◦EM0 ◦EM(h) +Nr ◦ (EM0 − I) ◦EM(h)
+
(
EM0 ◦ LrM0 ◦EM − LM
)
(h).
For the first term of the right hand side of (111) we reduce the estimate to the estimate of
the operator EM0−I and then further reduce it to the estimate of EιM0−I for a local extension
operator Eι
M0
on Ck(0,0) (U ι,B) .
For any f ∈ Cp(0,0) (U ι,B) using Lemma 4.7 we obtain∣∣∣EιM0(f)∣∣M − f ∣∣M∣∣∣k =
∣∣∣f (φ(0)(Y,W ), Y,W) − f (φ(Y,W ), Y,W )∣∣∣
k
(112)
≤ C(k)|gι|k
(
1 + |ρ(0)|k+1
)P (k) |f |k+1.
Applying this estimate to
f(z) = N ι(E(h))(z) =
l∑
j=1
hj(z)
∫
U0(α)×[0,1]
E(h)(ζ)Nj(ζ, t)
and using estimate
|N ι(E(h))|k ≤ C(k)|h|0 (113)
we obtain the estimate∣∣∣EιM0(f)∣∣M − f ∣∣M∣∣∣k ≤ C(k)|gι|k (1 + |ρ(0)|k+1)P (k) |h|0.
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For the second term of the right hand side of (111) we apply estimates (112) and (113) in
opposite order and obtain for u = EM(h)
|N ι (Eι(u)− u)|k ≤ C(k) |Eι(u)− u|0
≤ C(k)|gι|0
(
1 + |ρ(0)|1
)P |h|1.
Necessary estimate for the third term of the right hand side of (111) follows from estimate
(104) in Lemma 4.8.
Proof of Theorem 1. We consider a compact, regular q-pseudoconcave CR submanifold
M0 such that dimH
r
(
M0,B
∣∣
M0
)
= 0 for some fixed r < q. We assume that a compact, regular
q-pseudoconcave CR submanifold M is close to M0 with |E|p small enough so that functions
ρ
(0)
l , ρl and g satisfy (97).
Abusing notation we will denote also by {gj}s1 ∈ Cp−4(0,r−1) (G,B) and {fj}l1 ∈ Cp−4(0,r) (G,B)
extensions of the corresponding forms from Proposition 4.1.
We define for h ∈ Ck(0,r)
(
M,B∣∣
M
)
, v ∈ Ck(0,r+1)
(
M,B∣∣
M
)
PrM(h) = R
r
M
(
h−
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi −
s∑
i=1
αi (EM(h))EM0
(
∂¯M0gi
))
+
s∑
i=1
αi (EM(h)) gi,
Pr+1
M
(v) = Rr+1
M
(
v −
l∑
i=1
βi (EM(v)) ∂¯Mfi
)
+
l∑
i=1
βi (EM(v)) fi,
and consider the following equality
EM0
[
∂¯M0P
r
M0
(EM(h)) +P
r+1
M0
(
∂¯M0EM(h)
)]− ∂¯MPrM(h)−Pr+1M (∂¯Mh) (114)
= EM0
(
∂¯M0
[
RrM0
(
EM(h)−
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi −
s∑
i=1
αi (EM(h)) ∂¯M0gi
)
+
s∑
i=1
αi (EM(h)) gi
]
+Rr+1
M0
(
∂¯M0EM(h)−
l∑
i=1
βi
(
∂¯M0EM(h)
)
∂¯M0fi
)
+
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)
−∂¯M
[
RrM
(
h−
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi −
s∑
i=1
αi (EM(h))EM0
(
∂¯M0gi
))
+
s∑
i=1
αi (EM(h)) gi
]
−Rr+1
M
(
∂¯Mh−
l∑
i=1
βi
(
EM(∂¯Mh)
)
∂¯Mfi
)
−
l∑
i=1
βi
(
EM(∂¯Mh)
)
fi
=
{
EM0
[
∂¯M0R
r
M0
(EM(h)) +R
r+1
M0
(
∂¯M0EM(h)
)]− ∂¯MRrM(h) −Rr+1M (∂¯Mh)}
+
{
∂¯MR
r
M
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)
+Rr+1
M
(
∂¯M
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
))
− EM0
[
∂¯M0R
r
M0
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)
+Rr+1
M0
(
∂¯M0
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
))]}
+Rr+1
M
∂¯M
(
l∑
i=1
βi
(
EM(∂¯Mh)
)
fi −
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)
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+
{
∂¯MR
r
M
(
s∑
i=1
αi (EM(h))EM0
(
∂¯M0gi
))
+Rr+1
M
∂¯M
(
s∑
i=1
αi (EM(h))EM0
(
∂¯M0gi
))
− EM0
[
∂¯M0R
r
M0
(
s∑
i=1
αi (EM(h)) ∂¯M0gi
)
+Rr+1
M0
∂¯M0
(
s∑
i=1
αi (EM(h)) ∂¯M0gi
)]}
−Rr+1
M
∂¯M
[
s∑
i=1
αi (EM(h))
(
EM0
(
∂¯M0gi
)− ∂¯Mgi)
]
+
l∑
i=1
βi
(
∂¯M0EM(h) −EM
(
∂¯Mh
))
fi
+
s∑
i=1
αi (EM(h))
(
EM0
(
∂¯M0gi
)− ∂¯Mgi)
= {EM0 [(I−HM0) (EM(h))]− (I−HM) (h)}
−
{
EM0
[
(I−HM0)
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)]
− (I−HM)
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)}
−
{
EM0
[
(I−HM0)
(
s∑
i=1
αi (EM(h)) ∂¯M0gi
)]
− (I−HM)
(
s∑
i=1
αi (EM(h))EM0
(
∂¯M0gi
))}
+Rr+1
M
(
l∑
i=1
βi
(
EM(∂¯Mh)− ∂¯M0EM(h)
)
∂¯Mfi
)
+
l∑
i=1
βi
(
∂¯M0EM(h) −EM
(
∂¯Mh
))
fi
−Rr+1
M
∂¯M
[
s∑
i=1
αi (EM(h))
(
EM0
(
∂¯M0gi
)− ∂¯Mgi)
]
+
s∑
i=1
αi (EM(h))
(
EM0
(
∂¯M0gi
)− ∂¯Mgi) .
For the first term of the right hand side of equality above using equality
EM0EM(h) = h, (115)
and applying estimate (110) from Proposition 4.9 we obtain that for any ǫ > 0 there exists
δ > 0 such that for M with |E|k < δ the following estimate holds
|{EM0 [(I−HM0) (EM(h))]− (I−HM) (h)}|k ≤ C(k)ǫ
(
1 + |ρ(0)|k+4
)P (k) |h|k.
For the second term of the right hand side of (114) using equality
EM0fi = EMfi = fi, (116)
estimate (110) and boundedness of functionals {βi}l1 on C1(0,r+1)
(
M0,B
∣∣
M0
)
, we obtain that
for any ǫ > 0 there exists δ > 0 such that for M with |E|k < δ the following estimate holds∣∣∣∣∣EM0
[
(I−HM0)
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)]
− (I−HM)
(
l∑
i=1
βi
(
∂¯M0EM(h)
)
fi
)∣∣∣∣∣
k
≤ C(k)ǫ
(
1 + |ρ(0)|k+4
)P (k) |h|2.
For the third term of the right hand side of (114) using equality
EMEM0
(
∂¯M0gi
)
= ∂¯M0gi, (117)
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estimate (110) and boundedness of functionals {αi}s1 on C1(0,r)
(
M0,B
∣∣
M0
)
, we obtain that for
any ǫ > 0 there exists δ > 0 such that for M with |E|k < δ the following estimate holds∣∣∣∣∣
{
EM0
[
(I−HM0)
(
s∑
i=1
αi (EM(h)) ∂¯M0gi
)]
− (I−HM)
(
s∑
i=1
αi (EM(h))EM0
(
∂¯M0gi
))}∣∣∣∣∣
k
≤ C(k)ǫ
(
1 + |ρ(0)|k+4
)P (k) |h|1.
For the next two terms we use the definition of ∂¯M as
∂¯M = rM ◦ ∂¯ ◦EM
where rM is the operator of restriction onto M. Then we obtain that
EM
(
∂¯Mh
)
= EM ◦ rM ◦ ∂¯ ◦EM(h)
and
∂¯M0EM(h) = rM0 ◦ ∂¯ ◦EM(h).
Using local representation
f = ∂¯ ◦EM(h) =
∑
I,J,K,L
fI,J,K(X,Y,W )dX
I ∧ dY J ∧ dWK
we obtain locally
EM ◦ rM ◦ ∂¯ ◦EM(h) =
∑
I,J,K,L fI,J,K(φ(Y,W ), Y,W )[dφ(Y,W )]
I ∧ dY J ∧ dWK ,
rM0 ◦ ∂¯ ◦EM(h) =
∑
I,J,K,L fI,J,K(φ
(0)(Y,W ), Y,W )[dφ(0)(Y,W )]I ∧ dY J ∧ dWK ,
(118)
where {φj}m1 and
{
φ
(0)
j
}m
1
are defining functions of M and M0 respectively.
Using then estimate (98) from Lemma 4.7 for expressions in (118) we obtain the estimate∣∣∂¯M0EM(h)−EM (∂¯Mh)∣∣1
≤ C|h|3|φ− φ(0)|2 ≤ C|g|2
(
1 + |ρ(0)|3
)P |h|3.
Using the last estimate and the estimate
l
sup
i=1
|∂¯Mfi|k < C
for k ≤ p − 5 we obtain the existence for k ≤ p − 5 and any ǫ > 0 of a δ > 0 such that for M
with |E|k < δ the following estimate holds∣∣∣∣∣Rr+1M
(
l∑
i=1
βi
(
EM(∂¯Mh)− ∂¯M0EM(h)
)
∂¯Mfi
)
+
l∑
i=1
βi
(
∂¯M0EM(h)−EM
(
∂¯Mh
))
fi
∣∣∣∣∣
k
≤ Cǫ
(
1 + |ρ(0)|3
)P |h|3.
To estimate the last two terms of the right hand side of (114) we again use the definition of
∂¯M and representations
∂¯Mgi = rM ◦ ∂¯gi
=
∑
I,J,K,L
fI,J,K(φ(Y,W ), Y,W )[dφ(Y,W )]
I ∧ dY J ∧ dWK ∈ Cp−5(0,r)
(
M0,B
∣∣
M0
)
,
and
EM
(
∂¯M0gi
)
= EM ◦ rM0 ◦ ∂¯gi =
∑
I,J,K,L
fI,J,K(φ
(0)(Y,W ), Y,W )[dφ(0)(Y,W )]I ∧ dY J ∧ dWK .
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Using then estimate (98) from Lemma 4.7 and estimates
s
sup
i=1
|gi|k ≤ C(k) for k ≤ p− 4,
|φ|k ≤ C(k)
(
1 + |ρ(0)|k+1
)
for |g|k small enough,
we obtain for k ≤ p− 6 the estimate∣∣EM (∂¯M0gi)− ∂¯Mgi∣∣k ≤ C(k)|gi|k+2 (1 + |ρ(0)|k+2)P (k) |g|k+1.
Using the last estimate we obtain the existence for k ≤ p − 7 and for any ǫ > 0 of a δ > 0
such that for M with |E|k+2 < δ the following estimate holds∣∣∣∣∣Rr+1M ∂¯M
[
s∑
i=1
αi (EM(h))
(
E
(
∂¯M0gi
)− ∂¯Mgi)
]
−
s∑
i=1
αi (EM(h))
(
E
(
∂¯M0gi
)− ∂¯Mgi)
∣∣∣∣∣
k
≤ C(k)ǫ
(
1 + |ρ(0)|k+3
)P (k) |h|1.
Let now BM0 be the inverse to FM0 = ∂¯M0P
r
M0
+ Pr+1
M0
∂¯M0 , which exists according to
Proposition 4.1 and let B = supk=1,...,p−7 |BM0 |k. Combining all the estimates above we obtain
that there exists δ > 0 such that for M with |E|p < δ the following estimate holds for any
h ∈ Ck(0,r)
(
M,B∣∣
M
)
, (k ≤ p− 7):
∣∣∣EM0 [∂¯M0PrM0 (EM(h)) +Pr+1M0 (∂¯M0EM(h))]− ∂¯MPrM(h)−Pr+1M (∂¯Mh)∣∣∣k < B−14 · |h|k.
Applying then operator CM = EM0 ◦BM0 ◦EM to the form
EM0
[
∂¯M0P
r
M0
(EM(h)) +P
r+1
M0
(
∂¯M0EM(h)
)]− ∂¯MPrM(h)−Pr+1M (∂¯Mh)
and using equalities
EM ◦EM0 = I,
BM0 ◦FM0 = I,
we obtain the following estimate
|I−CMFM|k <
1
4
. (119)
From the estimate above we obtain the existence of an inverse operator DM such that
DM ◦FM = I,
|DM|k ≤ 43 |BM0 |k .
Therefore for any h ∈ Ck(0,r)
(
M,B∣∣
M
)
we have
h = DM∂¯MP
r
M(g) +DMP
r+1
M
(∂¯Mg)
= ∂¯MP
r
MD
2
M∂¯MP
r
M(g) +DMP
r+1
M
(∂¯Mg)
= ∂¯MQ
r
M(g) +Q
r+1
M
(∂¯Mg),
with Qr
M
= Pr
M
D2
M
∂¯MP
r
M
and Qr+1
M
= DMP
r+1
M
.
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