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SPECTRAL FRACTIONAL LAPLACIAN WITH INHOMOGENEOUS DIRICHLET
DATA: QUESTIONS, PROBLEMS, SOLUTIONS
STANISLAV HARIZANOV, SVETOZAR MARGENOV, AND NEDYU POPIVANOV
ABSTRACT. In this paper we discuss the topic of correct setting for the equation (−∆)su = f ,
with 0 < s < 1. The definition of the fractional Laplacian on the whole space Rn, n = 1,2,3 is
understood through the Fourier transform, see, e.g., Karniadakis et.al. (arXiv, 2018). The real
challenge however represents the case when this equation is posed in a bounded domain Ω and
proper boundary conditions are needed for the correctness of the corresponding problem. Let us
mention here that the case of inhomogeneous boundary data has been neglected up to the last
years. The reason is that imposing nonzero boundary conditions in the nonlocal setting is highly
nontrivial. There exist at least two different definitions of fractional Laplacian, and there is still
ongoing research about the relations of them. They are not equivalent. The focus of our study is a
new characterization of the spectral fractional Laplacian. One of the major contributions concerns
the case when the right hand side f is a Dirac δ function. For comparing the differences between
the solutions in the spectral and Riesz formulations, we consider an inhomogeneous fractional
Dirichlet problem. The provided theoretical analysis is supported by model numerical tests.
1. INTRODUCTION
1.1. Riesz formulation. In the case of definition based on the Riesz potential (”Riesz formu-
lation”) the fractional Laplacian operator is introduced as below. For s ∈ (0,1), it is defined
as
(1) (−∆)s u(x) =C (n,s)P.V.
∫
Rn
u(x)−u(y)
|x− y|n+2s dy,
where C (n,s) is a normalized constant.
In this setting, the corresponding homogeneous boundary value problem is:
(2) (−∆)su= f in Ω⊂ Rn, u= 0 in Rn\Ω.
For more information see [5, 6, 13, 2, 10, 11].
1.2. Spectral formulation. Unlike the Riesz definition (1) of the operator (−∆)s, in its spectral
formulation for zero Dirichlet boundary conditions we have the following (see [7, 8]):
(3) (−∆Ω,0)su(x) :=
∞
∑
k=1
(λk)s(u,ek)L2(Ω)ek(x),
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where λk and ek(x) are the corresponding eigenvalues and eigenfunctions of the classical Dirichlet
problem for the Laplacian:
(4) −∆ek = λkek in Ω, ek = 0 on ∂Ω.
In this setting, the related non-local elliptic problem is:
(5) (−∆Ω,0)su= f in Ω, u|∂Ω = 0.
Note that, both problem formulations (2) and (5) are well-posed, regardless the difference
that, in the first case the data are given in the whole domain Rn \Ω, while in the second case -
only on the boundary ∂Ω. The main goal of the paper is to analyze the behavior of the exact
solutions (which are in general different for the two approaches) for various fractional powers
s ∈ (0,1). Two examples are considered. The first one deals with constant right-hand-side f and
the solutions exhibit interface layers, due to the homogeneous Dirichlet boundary conditions.
The steepness of the layers strongly depends on the problem formulation ((2) or (5)) and on
the value of s. The second one deals with Dirac delta right-hand-side and the analysis here is
based on inhomogeneous Dirichlet boundary conditions, since we force the spectral solution to
coincide with the Riesz one on the boundary. Because of the singularity in the right-hand-side,
the solutions also exhibit singularities. Such lack of regularity disable the usage of classical
analysis in this setup.
The paper is organized as follows.
In Section 2 we discuss the difference between solutions in the simple (but important) 1D case
for both formulations, when the right-hand-side is f ≡ 1 on (−1,1). One of the main differ-
ences is in the behavior of both solutions around the boundary of the domain. More precisely,
the solution of the ”Riesz formulation” behaves like [dist(x,∂Ω)]s around ∂Ω (see [13]), but in
the ”spectral formulation” the behavior of solution is quite different (see [8]). The considered
example highlights some general results of Caffarelli and Stinga. Furthermore, an open problem
regarding the boundary layer asymptotic in the spectral case for s= 1/2 is formulated.
In Section 3 we compare again the solutions in both cases (Riesz and Spectral) but for the
right-hand side the Dirac δ0 function, concentrated at the origin (0, ...,0). Note that, this is a
quite delicate setup, since the distribution δ0 does not belong to the classical functional spaces.
We use here the definition of the inhomogeneous Dirichlet spectral problem (see [3, 12]). All
necessary definitions and some short explanations are provided. Also some comparison between
the two solutions is given.
In Section 4 the derived theoretical results are numerically studied.
2. HOMOGENEOUS DIRICHLET CONDITIONS
In this section, we consider the case of right-hand-side f ≡ 1. Let Ω be the unit ball B1 =
{‖x‖ < 1}, where we consider the Euclidean distance in Rn. The corresponding solution of the
”Riesz formulation” (2) (see [13]) is :
(6) uRs (x) = c(n,s)(1−‖x‖2)s, ||x||< 1,
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where
c(n,s) =
2−2sΓ(n/2)
Γ((n+2s)/2)Γ(1+ s)
.
Obviously, the behavior of the solution around the boundary is
(7) uRs (x)∼ [dist(x,∂B1)]s.
It is clear that uRs ∈Cs near the boundary but it is not in Cα for any α > s.
Quite different is the situation for the ”spectral formulation” (5). Here, we prefer for simplicity
to focus only on the 1D case, which we investigate in detail.
The corresponding eigenvalues and orthonormalized eigenfunctions of the Laplace operator
−∆ (see (4)) are:
(8) λk =
(
kpi
2
)2
, ek(x) = sin
[
kpi
2
(x+1)
]
, k = 1,2...
Therefore, equation (3) reads as:
(9) (−∆Ω,0)su :=
∞
∑
k=1
(
kpi
2
)2s
(u,ek)L2(B1)ek(x).
If
(10) f ≡ 1≡
∞
∑
k=1
(1,ek)L2(B1)ek(x)≡
∞
∑
m=0
4
(2m+1)pi
e2m+1(x),
then, comparing (9) with (10), it follows that (u,ek) = 0 for k = 2m and
(u,e2m+1) = 2
(
2
pi
)2s+1 1
(2m+1)2s+1
, m= 0,1,2...
Thus,
(11) us(x) = 2
(
2
pi
)2s+1 ∞
∑
m=0
1
(2m+1)2s+1
sin
[
(2m+1)pi
2
(x+1)
]
.
Let us compare the ”solutions” in the two cases. For the ”spectral formulation”, the behavior of
the solution (11) around the boundary |x|= 1 is quite different than (6) for the ”Riesz formulation”
(see Section 1.1). Also, we give this simple example to illustrate the following Caffarelli - Stinga
result (see [8])
Theorem 2.1. (Boundary regularity for f in Cα - Dirichlet). Assume thatΩ is a bounded domain
and that f ∈C0,α(Ω¯), for some 0 < α < 1. Let u be a solution to (5).
(a) Suppose that 0 < α+2s< 1, Ω is a C1 domain. Then
u(x)∼ dist(x,∂Ω)2s+ v(x), for x close to ∂Ω,
where v ∈C0,α+2s(Ω)
(b) Suppose that s> 1/2, 1 < α+2s< 2, Ω is a C1,α+2s−1 domain. Then
u(x)∼ dist(x,∂Ω)+ v(x), for x close to ∂Ω,
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where v ∈C1,α+2s−1(Ω).
(c) If s= 12 then
u(x)∼ dist(x,∂Ω)| ln dist(x,∂Ω)|+w(x), f or x close to ∂Ω,
where w ∈C1,α(Ω).
In both cases, if f (x0) = 0 for some x0 ∈ ∂Ω, then u(x0) = v(x0) (resp. u(x0) = w(x0)) and u
has the same regularity as v (resp. w) at x0 ∈ ∂Ω.
2.1. Analysis of solution (11). Because of the symmetry, it is enough to study the behavior of
the solution (11) only around x=−1. Actually, the case a) s> 12 is obvious, because us ∈C1(Ω).
Indeed, ∣∣∣∣sin[(2m+1)pi2 (x+1)
]∣∣∣∣≤ (2m+1)pi2 (x+1)
and, thus
(1+ x)−1|us(x)| ≤ 2
(
2
pi
)2s+1 ∞
∑
m=1
1
(2m+1)2s
<+∞.
In the case b) 0< s< 12 we have: for any ε, 0 < ε < 2s
(1+ x)−2s+ε
∣∣∣sin[(2m+1)pi
2
(x+1)
]∣∣∣≤
≤ (1+ x)−2s+ε
[
(1+ x)(2m+1)
pi
2
]2s−ε ∣∣∣sin[(2m+1)pi
2
(x+1)
]∣∣∣1−2s+ε ≤
≤
[
(2m+1)
pi
2
]2s−ε
.
Then
(1+ x)−2s+ε |us(x)| ≤ 4pi
∞
∑
m=0
1
(2m+1)1+ε
<+∞
The most interesting case is c) s= 12 . Now, the solution of problem (5) with f ≡ 1 inΩ= (−1,1)
is given by (11), i.e.
(12) u1/2(x) =
8
pi2
∞
∑
m=0
1
(2m+1)2
sin
[
(2m+1)
pi
2
(x+1)
]
.
We are interested in the behavior of u1/2(x) around the boundary x = ±1. Because of the sym-
metry in (12) it is enough to study the behavior of the function
(13) v(y) :=
8
pi2
∞
∑
m=0
1
(2m+1)2
sin
[
(2m+1)
pi
2
y
]
around y= 0. Denoting
(14) vN(y) := 2
N−1
∑
m=0
4
pi2(2m+1)2
sin
[
(2m+1)
pi
2
y
]
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we find
(15) v′′N(y) =−2Im
{
ei
pi
2 y
N−1
∑
m=0
eimpiy
}
=−1− cos(Npiy)
sin(pi2 y)
.
Using from (14) that vN(0) = v′N(1) = 0, finally we find
vN(y) =
∫ y
0
[∫ 1
λ
1− cos(Npit)
sin(pi2 t)
dt
]
dλ =
=
∫ y
0
t[1− cos(Npit)]
sin(pi2 t)
dt+ y
∫ 1
y
1− cos(Npit)
sin(pi2 t)
dt =: v1N(y)+ v
2
N(y).
Obviously sin(pi2 t)≥ 12t, t ∈ (0,1) and thus y−1v1N(y)≤ 4. From another side
y−1v2N(y) −−−−→y→+0
∫ 1
0
1− cos(Npit)
sin(pi2 t)
dt = v′N(0) =
N−1
∑
m=0
1
(2m+1)
−−−→
N→∞ ∞.
This means that the behavior of v(y)≡ u1/2(y−1) is not like dist(x,∂Ω), as for s> 12 . We could
prove very easy the common result of [8] in this case:
v2N(y)
y| lny| =
1
| lny|
∫ 1
y
1− cos(Npit)
sin(pi2 t)
dt ≤ 4.
Open problem. Is it possible, in the spirit of the last remark of Theorem 2.1, to prove for f ≡ 1
a sharper estimate of the asymptotic behavior of the solution u1/2(x), even though f does not
vanish at any boundary point? For example u1/2(x)∼ dist(x,∂Ω)| ln dist(x,∂Ω)|k for some real
k < 1. According to the conducted numerical experiments in Section 4, it seems k = 0.86 to be
enough (see Fig. 2), which gives rise to a slight improvement of the above general theoretical
result, documented in Theorem 2.1, case (c).
3. INHOMOGENEOUS SPECTRAL FRACTIONAL LAPLACIAN
We consider both formulations, leading to the following non-local problems:
A) The ”Riesz formulation”:
(16) (−∆)su= f in Ω⊂ Rn, u(x) = g(x), x ∈ Rn\Ω.
B) The ”spectral formulation”:
(17) (−∆)su= f in Ω⊂ Rn, u|∂Ω = g.
Note that, unlike the homogeneous case, which has been well studied, the case g 6≡ 0 is less clear
(see [3, 12, 9]). Furthermore, different statements for case B), including possible singularities,
are also available in the literarute (e.g., see [1]).
Now, we solve both cases for f ≡ δ0, where δ0 is the Dirac function, concentrated at the origin
O(0, ...,0), i.e., < δ0,ϕ >= ϕ(O). The utilized approach gives rise to explicit formulation of the
corresponding solutions in terms of infinite power series. Therefore, in this section we will not
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fix the functional spaces we work at, but the interested reader can derive them from the series
asymptotic.
A fundamental solution of the equation
(18) (−∆)su= δ0 in Rn
is (see [6, Theorem 2.3]):
(19) u0(x) = a(n,s)||x||−n+2s, 2s 6= n
u0(x) = a(n,s)ln||x||, 2s= n,
where the constant a(n,s) is given by
a(n,s) =
Γ
(n
2 − s
)
22spi
n
2Γ(s)
, 2s 6= n
(see [6, (1.13) and (1.20)]).
In the ”Riesz case” for 2s 6= n the function (19) is a solution in any bounded domain Ωn ⊂ Rn
of the problem:
(−∆)su= δ0 in Ωn,
u= a(n,s)||x||−n+2s, x ∈ Rn\Ωn.
(20)
Remark 3.1. It is easy to see that
u0 ∈ L2loc(Rn)⇔
a) n= 1, s>
1
4
; b) n= 2, s>
1
2
; c) n= 3, s>
3
4
.
Indeed, δ0 ∈ Ht(Rn) for each t <−n/2, and thus for the solution of the equation (20) it follows:
u0 ∈ L2loc(Rn), if t+2s ≥ 0⇔−n/2+2s > 0⇔ s > n/4. In this case we can not use the usual
duality between Hs and H−s (see for example [8]).
We compare the Riesz solution (19) with the solution of the ”spectral fractional” problem:
(21) (−∆)su= δ0 in Ωn,
where Ωn ⊂ Rn is some appropriate bounded domain, with boundary conditions
(22) u|∂Ωn = u0(x)|∂Ωn.
The cases a) and b) in the ”spectral formulation” are investigated.
For the inhomogeneous Dirichlet problem (21), (22), according to [3], [12]:
(23) (−∆Ωn)s u :=
∞
∑
k=1
(
λ sk (u,ek)L2(Ωn)−λ s−1k
(
u,
∂ek
∂n
)
L2(∂Ωn)
)
ek.
Instead of using this formula for the inhomogeneous operator, in [3] it is suggested to apply the
so called “harmonic lifting” approach, which means: we separate our problem (21)-(22) into two
different problems – a homogeneous fractional Dirichlet problem for the operator, given by (3)
and an inhomogeneous fractional Dirichlet problem, for which we are looking for the solution of
the standard non-fractional Laplace operator with zero right-hand-side and appropriate boundary
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data. In other words, first we will use formula (3) for the operator (−∆)s to find a solution ws(x)
of equation (21). Then we solve:
(24) −∆v= 0 in Ωn, v(x) = u0(x), x ∈ ∂Ωn
in a ”very weak form” in terms of [3, 12, 4].
Case I: n= 1, s 6= 1/2. We will choose now Ω1 = {|x|< 1}. For a solution of
(25)
(
− d
2
dx2
)s
w= δ0 in Ω1, w|x=±1 = 0,
plugging formula (8) in definition (3), we get
(−∆Ω1,0)sw :=
∞
∑
k=1
λ sk (w,ek)L2(Ω1)ek(x) = δ ≡
∞
∑
k=1
< δ ,ek > ek(x)
=
∞
∑
m=0
(−1)m sin
[
(2m+1)pi
2
(x+1)
]
.
Then (w,e2m) = 0 and
(w,e2m+1)L2(Ω1) = (−1)m
(
(2m+1)pi
2
)−2s
.
Thus the solution of (25) is:
(26) w1,s(x) =
(
2
pi
)2s ∞
∑
m=0
(−1)m
(2m+1)2s
sin
[
(2m+1)pi
2
(x+1)
]
.
Since (−1)m = sin[(2m+1)pi/2], we rewrite (26) as
(27) w1,s(x) =
(
2
pi
)2s ∞
∑
m=0
1
(2m+1)2s
cos
[
(2m+1)pix
2
]
.
Theorem 3.2. The solution w1,s(x) from (26) possesses the following properties:
(a) w1,s ∈ L2(Ω1) ⇐⇒ s ∈ (1/4,1).
(b) w1,s(0) =
(
2
pi
)2s ∞
∑
m=0
1
(2m+1)2s
<+∞ ⇐⇒ s> 1
2
.
(c) w1,s ∈C
(
Ω¯1 \{0}
)
, ∀s ∈ (0,1)\{1/2}; w1,s ∈C
(
Ω¯1
)
, ∀s ∈ (1/2,1).
Proof. The function w1,s ∈ L2(−1,1) iff the series ∑∞m=0(2m+1)−4s converges, which is true iff
s > 1/4. Furthermore, w1,s ∈ C[−1,1] iff s > 1/2. Then, we can use the Dirichlet criteria for
convergence, because (as in (15) above)
(28)
P−1
∑
m=p
cos
[
(2m+1)pix
2
]
=
sin(Ppix)− sin(ppix)
2sin(pix/2)
, ∀P> p≥ 0.
Thus, the series (27) uniformly converges away from x= 0. The proof is completed. 
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The solution of the inhomogeneous problem (24) is obviously v1,s = a(1,s), because in (19)
for both x=±1 clearly ‖x‖= 1, and u0|x=±1 = a(1,s) = const.
Then the spectral fractional solution of (21), (22) is:
(29) us(x) = w1,s(x)+a(1,s),
and we compare both solutions from (19) and (29). Note that both solutions belong to L2[−1,1]
iff s> 1/4. However, in order for us ∈C[−1,1] we need s> 1/2.
Case II: n= 2, s∈ (0,1). Now, we choose the domain to be the squareΩ2 = {|x|< 1, |y|< 1}.
The spectral inhomogeneous fractional problem (21), (22) is:
(30) (−∆Ω2)su≡
(
− ∂
2
∂x2
− ∂
2
∂y2
)s
u= δ0 in Ω2,
u|y=±1 = a(2,s)(x2+1)−1+s, −1 < x< 1;
u|x=±1 = a(2,s)(y2+1)−1+s, −1 < y< 1.
(31)
The corresponding eigenvalues and eigenfunctions for the problem (4) in the rectangle Ω2 are:
(32) λk,m = (k2+m2)
pi2
4
, k,m= 1,2...
(33) ek,m(x,y) = sin
[
kpi
2
(x+1)
]
sin
[mpi
2
(y+1)
]
.
According to (3), a solution of equation (30) with homogeneous Dirichlet conditions is:
(34) w2,s(x,y) =
∞
∑
k,m=0
(−1)k+m
λ s2k+1,2m+1
e2k+1,2m+1(x,y)
Following the 1D case, we can rewrite (34) as
(35) w2,s(x,y) =
∞
∑
k,m=0
(2/pi)2s
[(2k+1)2+(2m+1)2]s
cos
[
(2k+1)pix
2
]
cos
[
(2m+1)piy
2
]
.
Theorem 3.3. The solution w2,s(x,y) from (35) possesses the following properties:
(a) w2,s ∈ L2(Ω2) ⇐⇒ s ∈ (1/2,1).
(b) w2,s(0,0) =
(
2
pi
)s ∞
∑
k,m=0
1
[(2k+1)2+(2m+1)2]s
=+∞, ∀s ∈ (0,1),
which means that our “spectral solution” with homogeneous Dirichlet data, as the fun-
damental solution (19) in the Riesz formulation, is always unbounded.
(c) w2,s ∈C
(
Ω¯2 \ (0,0)
)
, for s ∈ (1/2,1).
Proof. It is easy to see that
w2,s ∈ L2(Ω2) ⇐⇒
∞
∑
k,m=1
1
(k2+m2)2s
<+∞ ⇐⇒ s ∈ (1/2,1),
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which concludes (a). Statement (b) is straightforward.
In order to prove (c), we begin with the following well-known result:
Lemma 3.4. Let {αm}∞m=0 be a non-increasing, non-negative sequence and {βm(y)}∞m=0 be a
sequence of continuous functions, which partial absolute sums are uniformly bounded, i.e., there
exists a constant L, such that if BM(y) := ∑Mm=0βm(y), then |BM(y)| ≤ L, for all M ∈ N and y.
Then, the following estimate holds true:∣∣∣∣∣ M∑m=0αmβm(y)
∣∣∣∣∣≤ α0L, ∀M ∈ N.
Now, we apply Lemma 3.4 to the solution (35). Let (x0,y0) ∈ Ω¯2 \ (0,0). Due to symmetry,
without loss of generality let y0 6= 0. Take a local neighborhoodN(x0,y0), which is inΩ2\{y= 0},
respectively Ω¯2 \ {y = 0}, if (x0,y0) ∈ Ω2, respectively (x0,y0) ∈ ∂Ω2. We will prove uniform
convergence of the series (35) inN(x0,y0) with respect to the following definition: for every ε > 0,
there exists an integer K = K(ε) such that for every K1 > K the “partial series”∣∣∣∣∣∣ ∑2K2≤k2+m2<2K21
1
[(2k+1)2+(2m+1)2]s
cos
[
(2k+1)pix
2
]
cos
[
(2m+1)piy
2
]∣∣∣∣∣∣< ε,
for all (x,y) ∈N(x0,y0). Indeed, since y 6= 0, equation (28) gives rise to∣∣∣∣∣P−1∑m=pcos
[
(2m+1)piy
2
]∣∣∣∣∣≤ 1sin(piy/2) ∀P> p≥ 0,
and we can choose a constant L<+∞, such that 1/sin(piy/2)≤ L, for all (x,y) ∈N(x0,y0). For a
fixed k we set
αm :=
1
[(2k+1)2+(2m+1)2]s
, βm(y) := cos
[
(2m+1)piy
2
]
.
Obviously the assumptions in Lemma 3.4 are satisfied for our choice. We consider three separate
cases. Firstly, let
√
2K ≤ k ≤√2K1. Then m≥ 0 and by Lemma 3.4∣∣∣∣∣∣ ∑0≤m<√2K21−k2
1
[(2k+1)2+(2m+1)2]s
cos
[
(2m+1)piy
2
]∣∣∣∣∣∣
=
∣∣∣∣∣∣ ∑0≤m<√2K21−k2αmβm(y)
∣∣∣∣∣∣≤ α0L< L(2k+1)2s .
(36)
Since ∑k(2k+1)−2s <+∞ for s> 1/2, we can choose K such that
∞
∑
k=K
L
(2k+1)2s
<
ε
3
.
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Using the estimate (36) it follows
∑√
2K≤k≤√2K1
∣∣∣∣cos[(2k+1)pix2
]∣∣∣∣ ∣∣∣∣∑
m
αmβm(y)
∣∣∣∣≤ 2K1∑
k=K
L
(2k+1)2s
This guarantees that the corresponding part of the “partial series” within the region
√
2K ≤
k ≤√2K1 is less than ε/3.
Secondly, let K ≤ k ≤√2K. Then in this case for the fixed k we have 2K2 ≤ k2+m2 < 2K21 ,
i.e. now m ≥ mk := [
√
2K2− k2]+1, or m ≥ mk :=
√
2K2− k2, if the last number is an integer.
In both cases ∣∣∣∣∣∣ ∑mk≤m<√2K21−k2
1
[(2k+1)2+(2m+1)2]s
cos
[
(2m+1)piy
2
]∣∣∣∣∣∣
=
∣∣∣∣∣∣ ∑mk≤m<√2K21−k2αmβm(y)
∣∣∣∣∣∣≤ αmkL< L(2k+1)2s .
As in the first case it follows |∑ | < ε/3 with the same choise of K. This guarantees that the
corresponding part of the “partial series” within the region K ≤ k ≤√2K is less than ε/3.
Third, let 0 ≤ k ≤ K. Then, since k2 +m2 ≥ 2K2 within the region of interest, m ≥ K, and
analogously to the second case we conclude∣∣∣∣∣∣ ∑√2K2−k2≤m<√2K21−k2
cos[(2m+1)piy/2]
[(2k+1)2+(2m+1)2]s
∣∣∣∣∣∣≤ αKL< L(2K+1)2s .
Hence the “partial series” within the third region 0≤ k ≤ K is bounded by
K
∑
k=0
L
(2K+1)2s
=
L(K+1)
(2K+1)2s
< L(2K+1)1−2s <
ε
3
for large enough K, as s > 1/2. Taking the value of K bigger than the values in the first and the
third case the proof is completed. 
To solve the corresponding inhomogeneous problem (30), (31) using the ”harmonic lifting”
technique we have to solve
(37) −∆v2,s = 0 in Ω2,
v2,s|y=±1 = (x2+1)−1+s −1 < x< 1
v2,s|x=±1 = (y2+1)−1+s −1 < y< 1
(38)
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It follows from the symmetry that it is enough to solve (37) with boundary conditions:
v˜2,s|y=±1 = (x2+1)−1+s−2−1+s =: ϕ1(x),
v˜2,s|x=±1 = 0,
which classical solution is
v˜2,s(x,y) =
∞
∑
k=1
Ak
(
cosh
[
kpi
2
])−1
sin
[
kpi
2
(x+1)
]
cosh
[
kpi
2
y
]
,
where Ak=
∫ 1
−1ϕ1(x)sin
[kpi
2 (x+1)
]
dx. Note, that ϕ1 is an even function, while sin
[kpi
2 (x+1)
]
is
even for odd k and odd for even k. Thus, A2k= 0, while A2k+1 = 2
∫ 1
0 ϕ1(x)sin
[
(2k+1)pi
2 (x+1)
]
dx.
Then a spectral fractional solution of (30), (31) is:
(39) us(x,y) = w2,s(x,y)+a(2,s)
[
v˜2,s(x,y)+ v˜2,s(y,x)+2−1+s
]
.
4. NUMERICAL TESTS
In this section we numerically confirm the theoretical results from Sections 2–3 and address
various observations on the behavior of the corresponding solutions.
For the homogeneous Dirichlet boundary problem with right-hand-side f ≡ 1 on (−1,1), on
Fig. 1 we plot the solutions with respect to both formulations, when s= {0.25,0.5,0.75}. In (11)
we truncate the sum at 104. We observe that in all the cases, the Riesz solution point-wise exceeds
the spectral one everywhere in (−1,1). At the endpoints±1, of course, the two solutions preserve
the boundary conditions and are zero. Furthermore, the bottom right plot in Fig. 1 illustrates the
maximum of both solutions as a function of s∈ (0,1). This maximum is always attended at x= 0,
and we see that for the spectral formulation the maximum linearly decays as s increases, while
for the Riesz formulation, this maximum is a quadratic function in s for s ∈ (0,1/2), with a peak
at x = 0.25 and only for s ∈ (1/2,1) becomes a linear function. In conclusion, we observe that
when s< 1/2 the Riesz formulation substantially differs from the spectral formulation. We also
confirm that both solutions converge to those of the classical (local) problems, when s→ 0 and
s→ 1, meaning that the fractional Laplacian formulations are indeed continuous extensions of
the standard non-fractional one.
The left plot in Fig. 2 deals with the steepness of the interface layers around x=−1 of the two
solutions and aims at validating the theoretical results in (7) and Theorem 2.1. A uniform grid on
[−1,1] with step size h= 2−10 is considered and the ratios
uRs (−1+ j ·h)
( j ·h)s ,
us(−1+ j ·h)
( j ·h)min(2s,1) , j = {1, . . . ,20}, s= {0.25,0.5,0.75},
for the Riesz and the spectral formulations, respectively, are plotted. The graphs agree with the
theory. In particular, it is clearly visible that the case s = 1/2 for the spectral formulation is the
subtle one, where additional logarithmic factors are needed. The right plot is devoted to a more
detailed analysis of this case, where we assume that u1/2(x) ∼ (x+ 1)| ln(x+ 1)|k, as x→−1.
Then, k ∼ ln(u1/2(x)/(x+1)ln | ln(x+1)| and it can be numerically estimated. We, again, use uniform grid, but
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s= 0.25 s= 0.5
−1 −0.5 0 0.5 10
0.5
1
1.5
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Spectral
−1 −0.5 0 0.5 10
0.5
1
 
 
Riesz
Spectral
s= 0.75 us(0), uRs (0), s ∈ (0,1)
−1 −0.5 0 0.5 10
0.2
0.4
0.6
0.8
 
 
Riesz
Spectral
0 0.5 1
0.5
0.75
1
1.25
 
 
Riesz
Spectral
FIGURE 1. Comparison of the solutions (6) and (11). Up: The whole solutions for
s = {0.25,0.5} as a function of x. Down: (Left) The whole solution for s = 0.75
as a function of x; (Right) The value at x= 0 as a function of s.
s
Riesz (6) Spectral (11) Spectral (11)
uRs (−1+ j·h)
( j·h)s
us(−1+ j·h)
( j·h)min(2s,1)
us(−1+ j·h)
j·h| ln j·h|0.85
min max min max min max
0.25 1.3386 1.3417 1.5004 1.5718 – –
0.50 1.4073 1.4139 3.2960 5.2026 1.0606 1.0717
0.75 1.2559 1.2647 1.5669 1.6824 – –
TABLE 1. Numerical validation of the steepness of the interface layers for j =
1 . . .20, and h= 2−10.
this time a much finer one as h= 10−6, and we compute the series in (11) with higher accuracy,
considering m≤ 106. The plot of the first 20 ratios clearly indicates that k < 1, namely k ∼ 0.85.
This is also confirmed at the original coarse grid with h= 2−10 (see Table 1). Therefore, for this
particular right-hand-side ( f ≡ 1) the general result of Caffarelli - Stinga, cited in Theorem 2.1,
can slightly be improved.
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Behavior at x→−1 ln(|u1/2(−1+ j·10
−6)|/( j·10−6))
ln | ln( j·10−6)|
5 10 15 201
2
3
4
5
6
 
 
5 10 15 200.85
0.86
FIGURE 2. (Left) The boundary layer behavior uRs (x)/(1+ x)
s for (6) vs. the
boundary layer behavior us(x)/(1+ x)min(2s,1) for (11), s= 0.25 (solid lines), s=
0.5 (dashed lines), and s = 0.75 (dotted lines); (Right) More detailed boundary
layer behavior for u1/2(x) for (11), x→−1. Both plots are with respect to the 20
most left grid points j = 1,2, . . . ,20 on a uniform grid with h = 2−10 (left) and
h= 10−6 (right). Red lines - Riesz formulation; Blue lines - spectral formulation.
For the case of inhomogeneous fractional Laplace problem with right-hand-side δ0 we illus-
trate the corresponding 1D solutions with respect to both formulations (see Fig. 3) and the cor-
responding 2D spectral solution (see Fig. 4) for various fractional powers s. In 1D, we consider
s= {0.25,0.45,0.55}, as only for s> 1/4, u0 ∈ L2loc(R) due to Remark 3.1 and w1,s ∈ L2(−1,1)
(i.e., this is the smallest meaningful value of s for both formulations of the particular problem),
while s = 1/2 serves as a point of singularity for both formulations, as u0(0) = w1,s(0) = +∞
when s< 1/2 and u0(0)=w1,s(0)= 0 when s> 1/2. Furthermore, for the boundary case s= 0.25
the graph of u0 is monotone in (−1,0), while the graph of w1,1/4 is oscillatory. The latter oscillat-
ing behavior increases for s< 1/4 (note that we have already proven that w1,s ∈C([−1,1]\{0}))
and disappears for s> 1/4. Apart from that, w1,s and u0 are quite alike. In 2D, the observations
are similar. The difference is, that the oscillating behavior of w2,s is strongly present on the lines
x= 0 and y= 0 and disappears only for s> 0.75, as illustrated in Fig. 4.
5. CONCLUDING REMARKS
The detailed comparative analysis of the Riesz and spectral formulations in the case of ho-
mogeneous boundary conditions and f ≡ 1 well demonstrates the difference between the corre-
sponding solutions. In agreement with the theoretical estimates, the conducted numerical tests
clearly illustrate the behavior of the boundary layers, additionally contributing to some better
understanding of the Open problem formulated at the end of Section 2. The observation that
the Riesz and spectral solutions could substantially differ far form the boundary layers is also an
important one.
14 STANISLAV HARIZANOV, SVETOZAR MARGENOV, AND NEDYU POPIVANOV
s= 0.25 s= 0.45 s= 0.55
−1 −0.5 0 0.5 10.4
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Riesz
Spectral
−1 −0.5 0 0.5 13
3.2
3.4
3.6
3.8
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Riesz
Spectral
−1 −0.5 0 0.5 1−3.4
−2.9
−2.4
 
 
Riesz
Spectral
FIGURE 3. Comparison of the solutions (19) and (29) in 1D for s= {0.25,0.45,0.55}.
w2,s(x,y), s= 0.50 w2,s(x,y), s= 0.60 w2,s(x,y), s= 0.75
|u0(x,y)−w2,s(x,y)| |u0(x,y)−w2,s(x,y)| |u0(x,y)−w2,s(x,y)|
FIGURE 4. Top: Visualization of the spectral solution (39) for the 2D Dirac delta
inhomogeneous fractional Laplace problem (30), (31), with s = {0.5,0.6,0.75}.
Bottom: Difference image in the (x,z)-plane of the corresponding two solutions
(19) and (39).
Our major theoretical contribution concerns the case of inhomogeneous boundary conditions
when the right hand side f is a Dirac δ function. Taking as Dirichlet data the boundary values
of the fundamental Riesz solution we derive a detailed characterization of the solution of the
spectral Laplacian obtained via “harmonic lifting” approach. It is interesting to notice that in this
setting, subject to the derived conditions related to the fractional power s, the Riesz and spectral
solution are much closer. One possible explanation of this observation of the numerical tests is
that there are no boundary layers in the considered particular test problems.
SPECTRAL FRACTIONAL LAPLACIAN WITH INHOMOGENEOUS DIRICHLET DATA 15
ACKNOWLEDGEMENT
The work has been partially supported by the Bulgarian National Science Fund under grant
No. BNSF-DN12/1 and by the National Scientific Program ”Information and Communication
Technologies for a Single Digital Market in Science, Education and Security”, financed by the
Ministry of Education and Science. The research of N. Popivanov has been partially supported
by the Bulgarian National Science Fund under grant No. DNTS-Russia 01/2/23.06.2017.
REFERENCES
[1] N. Abatangelo, L. Dupaigne, Nonhomogeneous boundary conditions for the spectral frac-
tional Laplacian. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 34(2), (2017), 439 – 467.
[2] G. Acosta, J.P. Borthagaray, A fractional Laplace equation: regularity of solutions and finite
element approximations, SIAM Journal on Numerical Analysis, 55(2), (2017), 472 – 495.
[3] H. Antil, J. Pfefferer, S. Rogovs, Fractional Operators with Inhomogeneous Boundary Con-
ditions: Analysis, Control, and Discretization, arXiv: 1703.05256v2 [math.NA] 11 Sep 2017
[4] T. Apel, S. Nicaise, J. Pfefferer, Adapted numerical methods for the numerical solution of
the Poisson equation with L2 boundary data in non-convex domains, SIAM J. Numer. Anal.,
55 (4), (2017), 1937-1957.
[5] C. Bucur, Some Observations on the Green Function for the Ball in the Fractional Laplace
Framework, Communications on Pure and Applied Analysis, 15 (2), (2016), 657-699
[6] C. Bucur, E. Valdinoci, Nonlocal diffusion and applications, Lecture Notes of the Unione
Matematica Italiana 20, Springer (2016).
[7] L. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian, Com-
munications in partial differential equations, 32(8), (2007), 1245 – 1260.
[8] L. Caffarelli, P. Stinga, Fractional elliptic equations, Caccioppoli estimates and regularity
Annales de l’Institut Henri Poincare (C) Non Linear Analysis, 33(3), (2016) 767 – 807.
[9] N. Cusimano, F. del Teso, L. Gerardo-Giorda, G. Pagnini, Discretizations of the Spectral
Fractional Laplacian on General Domains with Dirichlet, Neumann, and Robin Boundary
Conditions, SIAM Journal on Numerical Analysis, 56 (3), (2018), 1243-1272
[10] M. D’Elia, M. Gunzburger, The fractional Laplacian operator on bounded domains as a
special case of the nonlocal diffusion operator, Comp. and Math. with Appl., 66, (2013),
1245-1260.
[11] L. Li, J. Sun, S. Tersian, Infinitely many sign-changing solutions for the Bre´zis-Nirenberg
problem involving the fractional Laplacian, Fractional Calculus and Applied Analysis, 20
(5), (2017), 1146-1164.
[12] A. Lischke, G. Pang, M. Gulian, F. Song, C. Glusa, X. Zheng, Z. Mao, W. Cai,
M. M. Meerschaert, M. Ainsworth, G. E. Karniadakis, What Is the Fractional Laplacian?,
arXiv:1801.09767v2 [math.NA], 12 Nov 2018.
[13] X. Ros-Oton, J. Serra, The Dirichlet problem for the fractional Laplacian: Regularity up to
the boundary, J. Math. Pures Appl., 101 (2014), 275 – 302.
16 STANISLAV HARIZANOV, SVETOZAR MARGENOV, AND NEDYU POPIVANOV
INSTITUTE OF INFORMATION AND COMMUNICATION TECHNOLOGIES, BULGARIAN ACADEMY OF SCI-
ENCES, ACAD. G. BONTCHEV STR., BLOCK 25A, 1113 SOFIA, BULGARIA
Email address: sharizanov@parallel.bas.bg
INSTITUTE OF INFORMATION AND COMMUNICATION TECHNOLOGIES, BULGARIAN ACADEMY OF SCI-
ENCES, ACAD. G. BONTCHEV STR., BLOCK 25A, 1113 SOFIA, BULGARIA
Email address: margenov@parallel.bas.bg
INSTITUTE OF INFORMATION AND COMMUNICATION TECHNOLOGIES, BULGARIAN ACADEMY OF SCI-
ENCES, ACAD. G. BONTCHEV STR., BLOCK 25A, 1113 SOFIA, BULGARIA
Email address: nedyu@parallel.bas.bg
