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Abstract: The dynamic part type selection problem for mid-term scheduling to maximize profit over time 
in a general flexible manufacturing system is considered. Some mathematical programming models are 
developed to address this problem and their method of solution is based on a column generation 
technique. In the solutions to these models, the production plan is represented as a sequence of 
steady-state, periodical, cyclic schedules. Each cyclic schedule allows a subset of parts of different types 
to be released periodically in appropriate production ratios. Parts can be produced according to these 
ratios and cycles until the production requirements for some part type are completed. Then new part 
types can enter production and new ratios and cycles can easily be found. A two-level procedure is 
developed. At the upper level, a large-scale linear programming Master Problem is solved, the columns 
of which are generated by solving a nonlinear, mixed-integer, profit-based part type selection subproblem 
that selects part types for simultaneous production over a period. Numerical experiments demonstrate 
that this model is computationally tractable to solve problems of practical size and over several periods 
of time. 
Keywords: Part type selection; production planning; flexible manufacturing systems; mix ratios 
1. Introduction 
A metal-cutting FMS consists of a set of com- 
puter numerically controlled (CNC) machine 
tools, each capable of multiple operations, inter- 
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connected by an automated materials handling 
system and sometimes a resource (i.e., cutting 
tools) delivery system. All of these are controlled 
by a computer system. Examples of existing FMSs 
are described in Groover [1980], Stecke and Sol- 
berg [1981], Ranky [1983], Stecke [1983], and 
Miller [1985]. 
The design and subsequent operation of FMSs 
are complex and time consuming tasks. There- 
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fore, most researchers have adopted hierarchical 
approaches to the design and operation of FMSs. 
Suri [1985], Stecke [1983, 1989], and Rachama- 
dugu and Stecke [1987] review models and ap- 
proaches used by various researchers. The flexi- 
bility, complexity, and the need for system inte- 
gration of FMSs increase the decision alterna- 
tives at each stage of the decision hierarchy. At 
the tactical level, there are such issues as part 
type selection, part input sequencing, and 
scheduling (see Stecke, 1989, for descriptions of 
these problems). The detailed, operational deci- 
sions can be even more difficult, because there 
may be alternative routes to consider, refixturing, 
and transport, buffer, and tool limitations. One 
aspect of FMS operational control is to schedule 
parts effectively, that is, to meet all requirements 
by their due dates at low operational costs. 
An FMS can be operated in a dedicated or a 
nondedicated mode. In a dedicated mode, the 
FMS usually produces a specific set of part types 
for direct or indirect consumption by a down- 
stream process, such as an assembly line. If there 
is no inventory between the FMS and the down- 
stream processes, the demands determine the 
production ratios on a made-to-order basis. In 
such cases, there may be less freedom to operate 
the FMS and the benefits arising from utilizing 
processing, routing, and other flexibilities can be 
only partially exploited. If a limited inventory is 
allowed between the FMS and the downstream 
systems, the amount of flexibility in operating the 
FMS can be greater. The interim operating pro- 
duction ratios do not need to match the demand 
ratios, provided that the difference between these 
ratios is compensated for by intermediate inven- 
tory in these types of FMSs. 
On the other hand, the FMS may be operated 
in a nondedicated mode to satisfy specific cus- 
tomer requirements for each ordered part type. 
Parts are usually produced on a made-to-order 
basis, as per customer specifications. Each order 
may have a due date associated with it. The due 
date can be either specified by the customer or 
negotiated between the customer and vendor. In 
many real production systems, however, there is 
demand-related information from a variety of re- 
sources that needs to be considered, for example, 
raw material availability, previous customer 
promises, and current shop load and schedules. 
Therefore,  a demand forecast can be made over a 
moderate time horizon. Operating on a made-to- 
order basis can be very convenient to customers, 
but it may sometimes be inflexible. When the 
structure of the demand is inconvenient, it may 
lead to the utilization of only a few resources at 
full capacity, whereas the rest of the resources 
are utilized at low levels. However, if some inven- 
tory is allowed, or if the due dates are 'soft' so 
that there are small nonzero penalties when the 
due dates are violated a little, or if the due dates 
can be modified with no penalty, then the operat- 
ing production ratios can be chosen by a com- 
puter program or by the FMS operator. Ratios do 
not have to match the requirements directly and 
they may be selected, for example, to help attain 
an efficient system utilization (see Stecke, 1992; 
Stecke and Kim 1989, 1991 and Toczy|owski, 
1987). This sometimes may be at the expense of 
limited inventory holding costs a n d / o r  tardiness 
penalties. 
A very important consideration for scheduling 
is to select an appropriate performance measure. 
Many researchers and practitioners use opera- 
tional surrogates that have only an indirect im- 
pact on costs and revenues. These include: aver- 
age or weighted tardiness, throughput, machine 
utilization, and work-in-process inventory, for ex- 
ample. However, a scheduling procedure which 
does well for one criterion is not necessarily the 
best for some other. In this paper, we take rev- 
enue and cost effects of potential schedules di- 
rectly into consideration in particular FMS pro- 
duction situations. 
In this paper, we consider the profit-based 
dynamic part type selection problem for mid-term 
scheduling in a general Flexible Manufacturing 
System which is dedicated to the production of 
various part types, required in medium or large 
quantities and requiring different cutting tools 
and machines for processing. Tool magazine ca- 
pacity and tool duplication are considered. A 
mathematical programming model is developed, 
the solution of which is based on a column gener- 
ation technique. In the solution to the model, a 
production plan is represented as a sequence of 
steady-state, periodical, cyclic schedules. Each 
cyclic schedule dictates a subset of parts of differ- 
ent types to be released periodically in certain 
particular ratios. 
Most FMS part input sequence studies have 
required the constraints of periodic (weekly, for 
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example) production requirements for the part 
types produced in flexible flow systems (FFSs) - 
See Hitz [1979], Erschler et al. [1982, 1985], Akella 
et al. [1985], Pinedo et al. [1986], and McCormack 
et al. [1991]. These requirements are then trans- 
lated into operating productions ratios for the 
part types that are proportional to the production 
requirements, or production targets to aim for. 
In this paper, a more flexible approach to 
selecting part types over time is investigated. We 
accept that the actual operating production ratios 
do not have to match proportionally the desired 
production requirements. Therefore,  a certain 
production flexibility is allowed, which may help 
to improve the utilization of the FMS, even at the 
possible expense of the completion of some parts 
earlier, that is, even when there may be some 
earliness penalties (see Toczytowski 1987). The 
primary objective of scheduling here is to meet 
the due dates of all part types. Therefore,  parts 
processed in the system must be completed just- 
in-time or earlier. The secondary objective that is 
considered here is to maximize profit while con- 
sidering the production costs subject to the re- 
source constraints. The production costs include 
fixed and direct production costs and earliness 
penalties, if there are any. 
The plan of the paper is as follows. The prob- 
lem and some notation are described in Section 
2. The formulation of as well as additional nota- 
tion for the mid-term scheduling problem are 
provided in Section 3. Efficient solution proce- 
dures are also described. First, a formulation is 
presented that relaxes the tooling and tool maga- 
zine capacity constraints. Then the formulation is 
extended to account for both the tool magazine 
capacity as well as the number of tools of each 
type that would be required to process a particu- 
lar batch of selected part types. The detailed 
scheduling problems of determining when and 
which part types are input are addressed in Sec- 
tion 4. Detailed examples that demonstrate the 
solution approaches as well as some computa- 
tional results are provided in Section 5. Section 6 
concludes the paper. 
2. Problem description 
A required number of parts of different types 
are to be processed in an FMS by performing a 
sequence of operations on each part. Different 
part types each have a variety of possible se- 
quences of operations. Orders for part types hav- 
ing different production requirements arrive to 
the system over time. The operations in the FMS 
are performed by machines, from a set of ma- 
chines L. Let M be the set of operations of all 
part types. Operation m ~ M must be processed 
on one of a group of machines from the subset 
L m_cL. Therefore,  for any operation m, there 
are one or more part types and one or more 
machines from the set L m that correspond to this 
operation. A machine can process only one oper- 
ation at a time and an operation cannot be inter- 
rupted once it is in process. 
In order to reduce the complexity of the 
scheduling problem, we aggregate, when possible, 
both the groups of operations and groups of part 
types that are similar from the production point 
of view. The operations m of different part types 
are grouped into sets M u,/z ~ e ' ,  of similar oper- 
ations requiring the same resources (say, ma- 
chines and tools) and having similar processing 
times on these machines. Similar operations m 
M u are said to be of the same type tz. 
The part types can be also grouped into a set 
K of families of similar part types which require 
sequences of similar operations, and have similar 
production and inventory costs and machine tool 
setups (tooling). Since the members of one part 
type family are not distinguishable from the pro- 
duction point of view in our scheduling model, 
the differences among the members of a family, 
as measured by the number of different opera- 
tions, etc., should be relatively small. Thus, the 
major differences within a family of similar part 
types should be only in the arrival and due dates. 
The notation is summarized in Table 1. 
For simplicity of the presentation, we assume 
that all operations of the same type p~ have 
identical processing times and costs. In particu- 
lar, the processing time of each operation of type 
/x on machine 1 is Put. If the operations of the 
same type tz may have similar, but different pro- 
cessing times and costs, the aggregation of these 
operations can cause some inaccuracies. The best 
way to group similar operations and part types is 
a problem which is not considered in this paper. 
The FMS production objectives here are ex- 
pressed as follows. The primary objective of the 
scheduling is to meet the due dates of all part 




j part types, j = 1 , . . . , N  
k families of part types, k ~ K 
m operations m ~ M 
~z types of similar operations, /z ~ ~Y 
l machines, l ~ L 
t period t = 1 , . . . , T  
/3 cyclic schedules , /3  ~ B 
0 tool type, 0 ~ J -  
Inputs: 
A t duration of period t 
r FMS hourly operating cost 
r k unit production cost of  a part of type k 
hkt earliness penalty in period t for part type k 
dkt demand for parts of type k in period t 
P~,/ processing time of an operation of type/x  on machine 
l 
n,, k number  of  operations of type /z  required by a part of 
family k 
t / tool magazine capacity of  machine l 
too. t number  of tools 0 required by an operation of type/z  
on machine I 
Outputs: 
akt 3 production ratio: number  of parts of type k produced 
in one cycle/3 
Ct3 duration of one cycle of  cyclic schedule/3  
y~ number  of  cycles in cyclic schedule /3  
Ikt number  of parts of  type k completed early, before the 
end of period t 
ou~ number  of operations of type ~ on machine l in one 
production cycle 
types. Therefore,  all parts of each type that are 
processed in the FMS must be completed just-in- 
time or earlier. The secondary objective is to 
maximize profit. Here we do this by minimizing 
costs subject to resource and precedence con- 
straints. The costs include direct production costs 
and earliness penalties, if any. Some costs may be 
negative, which indicate profits. 
The flexible system produces various part types 
in medium or large quantities, some subset of 
which can be processed simultaneously. Because 
of the medium-quantity production requirements, 
it can be realistic to operate over time via a 
sequence of steady-state periodical part mixes. 
Each mix allows a subset of parts to be released 
periodically in particular ratios. The production 
ratios do not have to (but may) match the desired 
production requirements. Thus a certain produc- 
tion flexibility is allowed, which helps to improve 
the utilization of the system at the possible ex- 
pense of the completion of some parts earlier 
than required, i.e., by perhaps incurring earliness 
penalties if there are any. 
3. Mid-term scheduling 
For purposes of mid-term scheduling, the 
planning horizon is discretized into T periods of 
length A~ . . . . .  AT, where the length of the plan- 
ning horizon is ~ =  lAr The due dates of the part 
types match the ends of these periods. 
At the mid-term scheduling level, we represent 
the production plan in each period as a sequence 
of steady-state periodical, cyclic schedules. The 
initial transient periods between cyclic schedules, 
during which the system does not operate period- 
ically, depend on the appropriate detailed 
scheduling decisions and thus are not considered 
here. 
A steady-state cyclic schedule fl is defined as 
follows. Let a s = (ak~), k ~ K, be the production 
ratios per cycle, where agt ~ denotes the number of 
parts of type k produced in one cycle ft. (We 
discuss shortly how such ratios ak~ are obtained). 
Let C~ be the duration of one cycle of cyclic 
schedule ft. The number of cycles of cyclic sched- 
ule /3 in period t is a decision variable in our 
model and is denoted by y~(t). 
Let B be the set that contains all possible 
feasible cyclic schedules. Hence a schedule in 
period t is represented by yt3(t), /3 ~B.  The 
number of possible cyclic schedules can be enor- 
mous. Hence it is unrealistic to expect that B can 
be handled explicitly. 
The objective of the Master Scheduling Prob- 
lem is to maximize profits. Here we do this by 
minimizing costs, where costs may be negative to 
indicate profits. During a cyclic schedule/3, there 
is a variety of production costs. The direct pro- 
duction costs are dependent  on the quantities of 
parts produced (costs of materials, electricity, tool 
wear, etc.). The indirect production costs are 
independent of production, such as overhead costs 
or indirect labor costs. The profit from selling 
parts can be considered as a negative cost. The 
direct production costs are proportional to the 
volume of production, whereas indirect produc- 
tion costs are proportional to the schedule dura- 
tion. 
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In our Master Scheduling model, the indepen- 
dent decision variables are yt3(t),/3 ~ B, the num- 
ber of cycles. Hence we need to define cost 
parameters which correspond to these variables. 
Let r be the FMS hourly operating cost which is 
independent of production, and r~ be the net 
cost of producing one part of type k (minus the 
profit received from selling one part of type k). 
Since the duration of one cycle /3 is Ct~ and the 
part mix to be produced is ak~, the net produc- 
tion cost during one cycle/3 is 
bt3 = rCt3 + y '  rka~t ~. 
k ~ K  
This cost is a linear function of cycle duration 
and the production volume gained during one 
cycle. During period t, the total net production 
cost is 
E b~y~( t ) .  
[3~B 
The remaining costs that are also taken into 
account in our model are the earliness penalties. 
These are equal to the inventory holding costs of 
early parts, those that are completed before their 
due dates. The inventory holding costs include 
the capital cost that represents the interest for 
funds or the foregone rate of return that would 
be obtained by investing elsewhere. It also in- 
cludes handling costs, storage costs, property 
taxes, and insurance, among others. 
The Master Scheduling Problems (MS) with 
the cost objective can now be formulated as fol- 
lows: 
(MS) 
min ~ ~ bCy~( t )+  ~ hk t l k ( t  ) (3.1) 
t = l  f l ~ B  k ~ K  
subject to 
I k ( t -  1) + Y'~ ak~yt3(t ) - I k ( t  ) =dk t ,  
[3EB 
k ~ K ,  t =  1 . . . . .  T, 
E Ct3Yt3(t) <~At, t =  1 . . . . .  T,  
[3~B 
yt3(t),  I~( t )  >~ O, integer, 
k ~ K ,  t = l  . . . . .  T, 
where 
Ik(t)  = 








Number of parts of type k completed 
before the end of period t, which are 
early at the end of period t. 
= Inventory holding cost (earliness penal- 
ty) of one part of type k in period t. 
= Number of cycles of cyclic schedule/3 in 
period t. 
= Number of parts of type k produced in 
one cycle of cyclic schedule/3. 
= Duration of one cycle of cyclic schedule 
/3. 
= Total cost of production in one cycle/3, 
including profits with negative sign (i.e., 
b e = rC~ + F~ k ~ Krkak~). 
= Demand for parts of type k in period t. 
A t = Duration of period t. 
The objective function (3.1) represents the sum 
of the production costs and the earliness penal- 
ties that appear during the planning horizon. 
Constraints (3.2) are the inventory balance con- 
straints, which assure that demand for each part 
type in each period is satisfied either indirectly 
from inventory or directly from production during 
the current period. Constraints (3.3) limit the 
production time during each period. 
Table 2 
Structure of the constraint matrix of the Master Scheduling Problem 
I~ 12 "'" IT 1 IT Y~ Y2 YT-I  YT 
- - I  A 
1 A - I  
I - I  A 
I - I  A 
( Ct3)tJ E n 
(Ct3), ~ n 
( CI3)13 ~ n 
(C~)~ ~ n 
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This Master Scheduling Problem is a dynamic 
linear integer programming problem with many 
columns. If the production requirements are in 
medium or large quantities, it is reasonable to 
solve a linear programming relaxation of the 
Master Problem and then to round up the solu- 
tion. The constraint matrix exhibits the structure 
of Table 2, where 
A = [akt3], 
I t = ( I k ( t ) ) k ~  K and y ,=(y~( t ) ) t3~n .  
Constructing the Master Problem explicitly 
could be a formidable task. Even when the num- 
ber of part types is reasonably small, the number 
of columns of A may be enormous. Nevertheless, 
analogously to the Gilmore and Gomory ap- 
proach [1961] for the cutting stock problem, it is 
possible to solve this Master Problem by the 
delayed column generation technique, provided 
that an auxiliary optimization problem can be 
formulated which would allow the entering 
columns that improve the current basic solution 
to be found without looking explicitly over a vast 
existing collection of columns. This approach has 
been shown to be very successful in solving many 
types of discrete scheduling problems (see 
Toczytowski, 1989). The auxiliary optimization 
problems are discrete and structured. They may 
take into account many types of detailed con- 
straints encountered in various practical schedul- 
ing environments. 
In our problem, the auxiliary column genera- 
tion problem must have the task, given the cur- 
rent basic solution and the vector of the dual 
prices, of selecting a new column which would 
improve the current solution. Let B be the cur- 
rent basic matrix and rr = cBB -1 be the vector of 
dual prices. Some columns belonging to B may 
correspond to the inventory variables Ik(t), for 
some k and t, while other columns correspond to 
the number of  cycles variables y~(t), /3 ~ B .  The 
vector of the dual prices can be represented as 
~-= (Tr~ . . . . .  7r, . . . . .  7rr), where 77" t corresponds to 
the dual prices in period t. 
In order to find a new cyclic schedule/3 ~ B to 
be applied in period t, it is necessary to solve a 
Part  Type Selection (PTS) Problem (see 
Toczy~owski, 1989). In this problem, part types 
are selected to be produced during cyclic sched- 
ule /3, production ratios a~ = (akt3), k ~ K ,  are 
determined, and the duration of one cycle Ct~ is 
calculated. Let akt 3 be the unknown variable that 
denotes the number of  parts of type k produced 
in one cycle of schedule /3. Let Ct~ be the un- 
known variable which denotes the duration of 
one cycle of this schedule. Denote at3 = (at3, C~). 
The nonbasic column of the constraint matrix 
of Problem (MS), which corresponds to cyclic 
schedule /3 in period t, may enter into the basis 
only if Y0t~ = 7rtat3 - b~ > 0, i.e., only if the neces- 
sary condition for improving the value of the 
objective function (3.1) is satisfied. It follows that 
Yot3 = ~ cj, tal, t~ + (Trot - r)Ct3 
k ~ K  
where ckt = rrk t -  rk, where r is the FMS hourly 
operating cost and r k is the cost of producing one 
part. 
In order to find the best entering column, one 
would maximize the reduced profit Y0t3. In such a 
case, however, the algorithm would prefer very 
large cycles. For instance, instead of selecting 10 
simple cycles in which part types A and B are 
produced in ratios of 2 : 1, it would prefer a single 
composite cycle in which part types A and B are 
produced in ratios of 20 : 10. Although these two 
cyclic schedules are similar, the algorithm would 
prefer the composite one. Hence, in order to 
compare the groups of cyclic schedules which are 
multiples of an elementary cycle, we maximize 
the profit per time period here, that is, we maxi- 
mize yot3/Ct3. Thus the parameters a~ and Ct3 of 
the best entering cyclic schedule /3 in period t 
can be calculated by solving the following Part 
Type Selection Problem. (For simplicity of pre- 
sentation, we drop the indices /3 of schedule/3.)  
(PTS) 
max ~ c ~ t a J C  (3.5) 
a,o,C k ~ K  
subject to 
E P~,t°ut <~ etC, l ~ L,  (3.6) 
E o~,,= E n~,ka~, U ~ Z ,  (3.7) 
l ~ L .  k ~ K  
a k,o~t ~> 0 and integer Vk , / z ,  I. (3.8) 
Constraint (3.6) states that the workload of 
each machine is limited per cycle at the aggregate 
level, where ou~ is the number of operations of 
type /x on machine l and e t is the estimated 
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maximum portion of time when machine l is 
allowed to be busy. Then e t is a measure of the 
efficiency, or maximum utilization of machine 1. 
The total number of operations of type/z is equal 
to o~ = Et ~ L,o~t and is a function of the number 
of parts of each selected part type processed in 
one cycle, where n,k is the number of operations 
of type /~ required by one part of type k. The 
cost coefficient Ckt is a function of the dual 
prices, ckt = ~'~t-  rk, and is calculated at each 
step of the master problem. It is obvious that 
Ckt <~ 0 implies that in the optimal solution, a k = 0. 
There are many approaches to the selection of 
part types for simultaneous production, see Stecke 
and Kim [1988] for a comparison of these ap- 
proaches. One of the basic differences between 
Problem PTS and other part type selection prob- 
lem formulations presented elsewhere is in the 
profit-based objective function. Here, parts are 
selected in such a way that the net profit per time 
unit is maximized. Profit coefficients ckt are pro- 
vided from the Master Scheduling Problem, which 
has the task of matching the production require- 
ments over the whole horizon and minimizing 
total costs. 
The above formulation of Problem (PTS) is 
rather a simplistic version of the part type selec- 
tion problem, where cutting tool limitations are 
not yet considered. However, it is quite a difficult 
nonlinear integer programming problem (because 
C is a variable), which is hard to solve to optimal- 
ity. 
To make the part type selection problem more 
realistic, Problem PTS is now modified, so that 
the limited capacity of the cutting tool magazines 
can be also considered. Also, the number of tools 
of each tool type that are required to be loaded 
into each magazine is considered. New tools for 
the newly selected part types are loaded into the 
tool magazines of the appropriate machines prior 
to the start of each new cycle/3. 
Let 3- be the set of tool types and v0t be the 
number of  tools of type 0, 0 ~ J ,  that are to be 
loaded into the magazine of machine I. Each tool 
of type 0 requires fo, fo >/1, pockets in the tool 
magazine, usually one or sometimes three pock- 
ets. Define the matrix 12 = [o)0~l], where oJ0~ a is 
the duration of  time for which a tool of type 0 is 
required on machine l for processing an opera- 
tion of type/z.  (Then o90~ a = 0% if machine l is not 
capable of processing the operation of type/x.)  
The cutting tools loaded onto machine l can- 
not exceed the tool magazine capacity, tt: 
E foVot <~ tt, l ~ L. (3.9) 
o~J  
The operations requiring tools of type 0 are 
allowed on machine 1 only if there are a sufficient 
number of  tools of type 0 to be loaded in the tool 
magazine: 
z0 
0<~ E t°o,,°~,<~--Tvo,, O e J ,  l e L ,  (3.10) 
where -~0 is the tool life of a tool of type 0 
divided by ~, which is the estimated maximum 
number of cycles that are in batch /3. 
This part type selection problem with tool re- 
quirements and tool magazine capacity con- 
straints is much more difficult to solve. We have 
developed on approximate approach to solve this 
problem. This approach is based on the observa- 
tion that, for a sufficiently large cycle duration 
C', after setting C =  C',  Problem PTS can be 
approximated by a mixed-integer linear program, 
PTS',  in which C =  C'  and the values of a~, 
k ~ K, are set to be continuous, and called a~. 
This approximation is a relaxation of Problem 
PTS and it provides an upper bound for the 
optimal solution of Problem PTS. The LP values 
of a~, k ~ K, are then used by a rounding proce- 
dure to help determine the integer ratios a k, 
k ~ K, of cyclic schedule/3, such that rn, C~ = C', 
and trrak# .w. a'k, k ~ K, for some integer m. 
Further research is needed in order to exploit 
the structural properties of this problem and to 
develop an efficient near-optimal algorithm. One 
interesting property that can be used in the course 
of seeking a solution by using surrogate relax- 
ation can be described as follows. Let y~, l ~ L, 
be the multipliers associated with constraints 
(3.6), and u l, l ~ L, be the multipliers associated 
with constraints (3.9). The surrogate relaxation 
(see Glover, 1975) of the part type selection prob- 
lem associated with a given y and u, where y and 
u >~ 0, can be obtained by replacing constraints 
(3.6) and (3.9) by one surrogate constraint: 
I~L~ " ;x ~¢[" 0~5 r 
<~C E Yt + ~., txttt, I ~ L .  (3.11) 
I~Lg I ~ L .  
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The best lower bound can be found by solving 
the surrogate dual problem by using surrogate 
multiplier search procedures, see Karwan and 
Rardin [1984], for example. In the particular case 
of the part type selection problem, when sepa- 
rate, distinct tools are provided for different op- 
erations, the loading variables (o,1) can be com- 
puted relatively easily for the fixed values of C 
and a k. However, usually there is some overlap 
of required cutters between different operations. 
4. Detailed scheduling 
At the aggregate level, the cyclic schedule/3 is 
characterized by the calculated production ratios, 
akt ~, k ~ Kt~, and the allocation of sets of the 
operations to the machines, out,/x c.¢t" and l ~ L. 
The desired production ratios found at the aggre- 
gate level may be different from the actual oper- 
ating ratios because of both different system ob- 
jectives and needs as well as differences in the 
detailed and aggregate models. The desired ratios 
can serve as guidelines to help provide input into 
models that can be used to find actual operating 
ratios. 
At the detailed level of the decision hierarchy, 
for a given cyclic schedule/3, we have the follow- 
ing scheduling problem. In order to specify a 
given periodic schedule/3 in detail, it is necessary 
to determine: 1) both the sequence and the inter- 
vals in which parts of different types should be 
input to the system, 2) the possible alternative 
routes (defined by the allocation of the opera- 
tions of individual parts to machines), and 3) the 
start times of all operations of the parts to be 
processed. 
After the part type selection problem is solved, 
there are many basic objectives which can be 
considered in detailed scheduling when seeking 
the best cyclic schedule. Two are distinguished 
here: (i) the duration (Ct~) o f  the production cycle 
/3 should be as small as possible, and (ii) the 
steady state cyclic production should be reached as 
quickly as possible. Objective (i) helps to provide 
a high system utilization. 
Additional objectives may include minimizing 
the mean flow time of processed parts, or WIP 
levels, or the number of pallets, or the number of 
tool changes. The detailed scheduling should take 
into account the calculated production ratios as 
well as various constraints imposed by the system, 
such as limited buffers and material handling 
limitations. 
Since the detailed scheduling problem is a very 
complex discrete optimization problem, it is rea- 
sonable that the solution should be determined 
by approximate methods. Some work in this area 
has been done by Hitz [1979], Erschler et al. 
[1982, 1985], and Arbib et al. [1991]. The works of 
Hitz and Erschler et al. study special cases (flexi- 
ble flow lines and job shops) of general FMSs. 
They determine the best release schedules and 
scheduling disciplines at the machines to obtain a 
good system performance for the FMS in terms 
of short transient state duration as well as good 
steady state characteristics, such as low cycle du- 
rations and part flow times. Arbib et al. describe 
a decomposition approach to detailed scheduling 
with a batching approach to part type selection 
for general FMSs. 
For flexible flow systems, Hitz [1979] presents 
a branch-and-bound algorithm to find the opti- 
mal periodic input sequence that provides the 
minimum transient state duration for small prob- 
lems. Erschler et al. [1982] analyze the dynamic 
behavior of an FMS with periodic releasing of 
parts. They determine upper bounds for the tran- 
sient state duration and some steady-state char- 
acteristics. All of these studies assume FIFO 
queue disciplines at the machines. Erschler et al. 
[1985] obtain a part input strategy and an activity 
schedule on every machine which allows the con- 
trol of every part flow time in a steady-state cyclic 
schedule. Further research is required to deter- 
mine similar steady-state characteristics for gen- 
eral FMSs, where parts may have alternate routes 
and where machines can be pooled into groups of 
identically tooled machines. 
5. Numerical examples 
In this section, we present numerical examples 
which illustrate the performance of the algo- 
rithms presented in Section 3. 
5.1. Problem description 
The FMS scenario is a flexible flow system 
(FFS) consisting of several groups of pooled ma- 
chines. An FFS is used here to focus on the cyclic 
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Figure  1. System conf igura t ion  
I I : M a c h i n e  
( ~ )  : B u f f e r  
input sequencing issues. The different part types 
do visit different machines. 
There is a demand for about 10000 parts be- 
longing to twelve part types, which are ordered 
and due during three periods of length one month 
each. The associated production requirements 
and processing times on machines of different 
types are known. Parts are to be produced on an 
FFS having three groups of pooled machines, 
where each group has two identical machines. A 
possible system configuration is presented in 
Stecke and Kim [1988] (see Figure 1). Each part 
has to visit at least two groups of machines, and 
the routes may be different for different parts. 
The total processing times (in minutes), the 
number of tool slots required, and the production 
requirements for the required part types over 
three periods are provided in Table 3. The tool 
slot capacities of the machines are initially speci- 
fied as 50 slots for all machines. Tool duplication 
is considered here. The cost coefficients are as 
follows: r = $1; (r~) = ( -$65 ,  -35 ,  -40 ,  -45 ,  
- 3 5 ,  - 3 0 ,  - 4 5 ,  - 3 5 ,  - 3 0 ,  - 2 5 ,  - 6 5 ,  - 4 5 ) ;  
h = ($7, 5, 5, 6, 4, 5, 5, 4, 5, 3, 7, 5). The duration 
A t of each production period is 720 hours (3 
shifts/day for 30 days). The maximum level of 
machine utilization, e, is 90%. For space consid- 
erations, the sets of problems presented and dis- 
Table  3 
Process ing  t imes  (minutes) ,  n u m b e r  of tool slots, and  p roduc t ion  r equ i r emen t s  for twelve par t  types on a sys tem of  th ree  mach ine  
types with six mach ines  
Par t  Mach ine  type 1 M a c h i n e  type 2 Mach ine  type 3 Prod.  r equ i r emen t s  
type T ime  Slots T ime  Slots T ime  Slots Per iod  
t = l  t = 2  t = 3  
2PT 1 10 8 55 16 15 16 145 123 172 
PT 2 15 8 10 16 35 12 192 172 161 
PT 3 40 6 55 14 - - 82 475 329 
PT 4 45 14 - 10 14 281 221 274 
PT s 10 10 35 8 10 6 310 266 316 
PT 6 - - 45 12 25 6 262 115 240 
PT 7 10 14 15 14 50 10 - 575 431 
PT s 20 8 45 8 - - 364 255 305 
PT 9 25 10 - 30 6 438 332 399 
PT10 - - 10 16 35 14 604 - 713 
P T l l  65 10 15 8 35 14 - 463 302 
PT12 25 12 - 10 14 241 409 - 
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cussed here are generated by varying the data 
presented in Table 3. However, the results from 
these problems are representative of the results 
typically found using these algorithms for other 
problems also. 
5.2. Implementation 
The experimental version of the algorithm is 
written in Fortran 77 and is implemented on an 
Armas microcomputer, which is a Taiwanese IBM 
PC/AT clone. This experimental implementation 
is not particularly efficient. (In particular, the 
sparsity of the vectors at3 is not exploited in this 
implementation.) Thus we expect that the perfor- 
mance of the algorithm may be improved signifi- 
cantly with a better implementation, which may 
take into account the particular structure of Prob- 
lem (MS). 
For this implementation, we have developed a 
heuristic, suboptimal algorithm for the maximum 
profit Part Type Selection Problem (PTS), as 
described in Section 3. Thus, also the results for 
the Master Problem is suboptimal. For each iter- 
ation of the Master Problem, the integer columns 
are generated by a heuristic rounding procedure, 
starting from the optimal continuous solution of 
the linear mixed-integer relaxation of Problem 
(PTS). 
The accuracy of the algorithm for the Master 
Problem is evaluated with the help of solving to 
optimality a relaxation of the original problem, 
which is obtained by substituting for the nonlin- 
ear, mixed-integer programming Problem (PTS) 
its linear, mixed-integer relaxation, as described 
in Section 3. The relative error is calculated here 
as the difference between the objective function 
values of these two solutions divided by the value 
of the objective function for the relaxed problem. 
5.3. Computational results 
In order to investigate and validate the perfor- 
mance of the algorithm, several sets of runs are 
compared. Initially, in Run 1, the number of tool 
slots available in each of the three tool magazine 
types is 50 slots for all machines. In the remain- 
ing sets of runs, the number of tool slots in the 
tool magazines is reduced to 30, 36, and 24 slots, 
respectively. 
For the first two runs, a relaxation of the 
original problem is solved. The simplified prob- 
lem is obtained from the original one by relaxing 
the earliness and the tardiness penalties to zero. 
Hence, the demands for the three periods may be 
added and the problem is transformed to a sin- 
gle-period aggregate problem. 
Run 1. The Master Problem is solved with 
columns generated by the heuristic Part Type 
Selection algorithm that is described in Section 3. 
The best solution gives a maximum profit of 
$279725 and was found in 5 minutes and 13 
seconds of CPU time on the microcomputer. The 
maximum profit of the relaxation, which is an 
upper bound for the best feasible solution, is 
equal to $280910. Although the accuracy of the 
PTS heuristic algorithm is not necessarily very 
high, the relative error of the solution found by 
the Master Scheduling Problem is less than 0.43%. 
Table 4 provides the part types selected and their 
integer part mix ratios that are found in this best 
solution of Run 1. 
Run 2. In order to make the Part Type Selection 
Problem (PTS) more difficult, in the remaining 
runs, the numbers of tool slots in the tool maga- 
zines is limited to 30, 36, and 24 slots, respec- 
tively. In Run 2, the remaining parameters of the 
problem are the same as in Run 1. The best 
solution found by the MS Problem with the 
heuristic Part Type Selection algorithm gives a 
profit of $268495 and is found in 5 minutes and 
28 seconds of CPU time on the microcomputer. 
The maximum profit for the relaxation of the 
original problem is equal to $270186. The relative 
error of the best solution is 0.63%. 
Table 4 
Optimum Part Mix Ratios for the First Problem (Run 1) 
Selected Production Cycle Selected 
part types ratios duration number 
of cycles 
1, 9, 11 4:5:1 122.5 72 
1, 10, 12 2 :2 :5  75.0 76 
6, 12 1:2 75.0 35 
6, 12 2:3 90.0 10 
6, 11 1:1 162.5 42 
4, 6, 7 4 :4 :1  97.5 68 
7, 8, 11 2:2:1 67.5 462 
5, 7, 11 5 :2 :3  132.5 7 
5 ,9  5:4 87.5 37 
4, 5, 10 3 :4 :3  87.5 168 
3, 9, 10 1:1:1 32.5 661 
2, 3 7:3 122.5 75 
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Run 3. In this run, the original, three-period 
problem is considered, in which the earliness 
penalties are given as above and the tardiness 
penalties are infinity. The best integer solution 
found by the heuristic PTS algorithm gives a 
profit of $265486 and was found in 22 minutes 
and 19 seconds of CPU time on the microcom- 
puter. The maximum profit for the relaxation of 
the original problem is equal to $266948. The 
relative error of the best solution is 0.55%. 
Set of Runs 4. In order to investigate the accuracy 
of the algorithms further, a set of five problems 
with perturbed and different coefficient data were 
generated. These problems were obtained from 
the original problem of Table 3, by randomly 
selecting new processing times PEt, from a uni- 
form distribution on the interval [0.7, 1.3] P~l, for 
all /z and l. The accuracy of the algorithm aver- 
aged over these problems is 0.78%, with a stan- 
dard deviation of 0.39%. 
6. Concluding remarks 
This paper presents and investigates methods 
to formulate and solve a profit-based dynamic 
part type selection problem for general flexible 
manufacturing systems. A mathematical program- 
ming model is developed, the solution of which is 
based on the column generation technique. Nu- 
merical experiments demonstrate that this model 
is computationally tractable for typical problems 
of moderate size. 
In these formulations, tool magazine capacity 
and tool duplication are considered. The tool 
changeover times that may occur as part types 
leave and enter the system are not yet explicitly 
considered. Tool changeover time is easily and 
partially reduced by an appropriate sequencing of 
the part types and their mixes found by the 
algorithm. 
The efficiency of the algorithm is a function 
only of the number of part types and not of the 
number of parts to be processed. In a real appli- 
cation, it would be easy to do some preprocessing 
of the data to reduce the number of part types to 
be considered for production 'next '  over several 
periods. 
Further research is required in several areas: 
(i) to improve the accuracy of the PTS heuristic 
algorithm, (ii) to incorporate into the model the 
limitations on the number of pallets and buffer 
capacities, and (iii) to consider tool changes. 
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