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Kurzfassung
Diese Arbeit bescha¨ftigt sich mit der Analyse der Position, Orientierung und Bewegung
von rigiden und artikulierten Objekten aus Stereobildsequenzen. Grundlage fu¨r diese
Analyse ist eine raum-zeitliche Szenenrekonstruktion auf Basis der bi- oder trinokularen
Bildsequenzen unter Verwendung von Stereobildverarbeitung und Berechnung des opti-
schen Flusses. Darauffolgend wird eine Vorsegmentierung der Szene durchgefu¨hrt, um
die einzelnen Objekte darin zu separieren.
Verschiedene neuentwickelte Verfahren zur Pose-Estimation kommen zum Einsatz,
darunter problemspezifische Varianten des Iterative Closest Point-Algorithmus, mit de-
ren Hilfe sich aus 3D-Punktewolken unter Zuhilfenahme von Modellwissen die Pose eines
Objekts (Position und Orientierung des Objekts) ermitteln la¨sst. Alternativ dazu wer-
den in dieser Arbeit auch neuartige Ansa¨tze zur modellbasierten Stereobildverarbeitung
und zur Fusion von kontur- und punktbasierter Posescha¨tzung untersucht.
Anschließend werden Methoden zur Bewegungsanalyse benutzt, um die zeitliche Ab-
leitung der Pose, die Bewegung, bestmo¨glich zu ermitteln. Bei diesen neu entwickelten
Ansa¨tzen wird auf Basis des optischen Flusses, konturbasiert oder unter Verwendung
eines neuartigen modellbasierten Szenenfluss-Verfahrens, die vollsta¨ndige Objektbewe-
gung ermittelt.
Es werden verschiedene Systemauspra¨gungen vorgestellt, die anwendungsspezifisch in
der Lage sind, robust die Pose und die Bewegung eines rigiden oder artikulierten Objekts
mit einer hohen Genauigkeit zu scha¨tzen. Um zu zeigen, dass der entwickelte Ansatz fu¨r
sehr unterschiedliche Szenarien einsetzbar ist, wird zum einen das Produktionsszenario
in der Fabrik und zum anderen das Straßenverkehrsszenario im Kreuzungsbereich un-
tersucht. Im Produktionsszenario geht es um die Interaktion von Mensch und Roboter.
Dabei wird die Hand-Unterarm-Region des Arbeiters als artikuliertes Objekt untersucht.
Im Straßenverkehrsszenario geht es hingegen um die Realisierung von Fahrerassistenz-
systemen. Hier werden ganze Fahrzeuge als rigide Objekte betrachtet.
Eine Evaluierung auf Basis realistischer Sequenzen belegt unter Verwendung einer
genauen, mit einem anderen Verfahren ermittelten Ground-Truth diese hohen Genauig-
keiten, sowohl bei der neuartigen Scha¨tzung von Position und Orientierung, als auch bei
der neuentwickelten Bewegungsanalyse. Es wird außerdem gezeigt, dass eine Fusion bei
kleinen Objekten im Produktionsszenario sinnvoll ist, da eine Kombination von punkt-
und konturbasierter Posescha¨tzung eine wesentliche Erho¨hung der Systemrobustheit mit
sich bringt. Im Straßenverkehrsszenario zeigt die ausschließliche Verwendung von 3D-
Punkten sehr gute Ergebnisse, wobei die Verwendung eines modellbasierten Stereoan-
satzes eine weitere Steigerung bewirkt. Zur Scha¨tzung der vollsta¨ndigen Bewegung der
Fahrzeuge zeigt ein modellbasierter Szenenflussansatz im Straßenverkehr gute Ergeb-
nisse, wohingegen in der Produktion, bei bekannter Objektkontur ein konturbasierter
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Ansatz oder eine erweiterte Methode zur Analyse der Verschiebungsvektorfelder zum
Einsatz kommt.
Ein Hauptaugenmerk bei dem neuentwickelten System liegt in der Einbringung von
Ru¨ckkopplungen in die Verarbeitungskette. Dadurch wird die Robustheit des Gesamt-
systems nochmals erho¨ht, da hierdurch beispielsweise Fehlkorrespondenzen im Stereoal-
gorithmus verhindert werden ko¨nnen, oder auch artikulierte Objekte klassifiziert und
somit die Objektverfolgung verifiziert werden kann. Eine weitere Eigenschaft des Sys-
tems ist eine instantane Bestimmung der Bewegung durch die Verwendung von lediglich
zwei bzw. drei Zeitschritten, ohne eine zeitliche Filterung zu benutzten, die zu einer
verzo¨gerten Reaktion fu¨hren wu¨rde.
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Abstract
This thesis regards the analysis of position, orientation und motion of rigid and arti-
culated objects from stereo image sequences. In a first step, a spatio-temporal scene
reconstruction based on stereo image analysis and optical flow computation on the bi-
nocular or trinocular image sequences is performed. Subsequently a segmentation stage
is used to seperate the object from each other and from the backgorund.
Different newly developed pose-estimation techniques are utilized, e.g. problem-specific
versions of the iterative closest point algorithm which is used to determine the object
pose (position and orientation) based on the 3D point cloud using model information.
Alternatively, a novel model-based stereo analysis or a novel fusion of contour-based and
point-based pose estimation is applied.
Several new methods for motion analysis can be utilized to determine the temporal
derivative of the pose, i.e. the object motion, instantaneously. Here the complete three-
dimensional motion is determined based on optical flow data, contour-based or by using
a model-based scene-flow technique.
Several system setups are presented which robustly estimate the pose and the motion
of rigid or articulated objets with high accuracy. To demonstrate the usability of the
approach for different szenarios the system is evaluated in the industrial production
scenario and in the traffic scenario at road intersections. In the production scenario the
human hand-forearm-limb is regarded as an articulated object, whereas in the traffic
scenario vehicles are regarded as rigid objects.
The evaluation is based on real-world sequences and shows high accuracies for the
newly developed determination of the position and orientation as well as for the novel
motion analysis using independently determined ground-truth data. Furthermore, it is
shown that the developed fusion approach is useful for small objects in the production
szenario, because a combination of contour-based and point-based algorithms increases
the robustness of the system significantly. For the traffic szenario a use of 3D points alone
shows high accuracies, while the model-based stereo technique achieves a further increase
of the accuracies. For the complete motion analysis in the traffic scenraio, the model-
based scene flow method reaches high accuracy, whereas in the production scenario a
contour-based approach or an extented method for the analysis of optical flow fields is
favourably applied.
One main focus of the system is the integration of decision feedback in the processing
hierarchy, leading to an increased robustness of the system. By using decision feedback,
stereo matching errors can be avoided or a classification of articulated objects can be
done, which allows a verification of the object detection. Another advantage of the system
is the instantaneouse determination of the object motion, where just two or three time
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steps are used. A temporal filtering of the object pose is thus avoided, which would result
in a delayed reaction of the system.
viii
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Teil I.
Einleitung
1
1. Motivation
1.1. Kontext
Die Analyse der Position, Orientierung und Bewegung von rigiden oder artikulierten
Objekten hat ein breites Anwendungsspektrum. Dazu za¨hlen auch die beiden Anwen-
dungsszenarien, welche dieser Arbeit zu Grunde liegen: das Produktionsszenario in der
Fabrik und das Straßenverkehrsszenario im Kreuzungsbereich. Dabei ist das Ziel die Po-
se (Position und Orientierung) sowie deren zeitliche Ableitung, die Bewegung mo¨glichst
genau und mit einer hohen Robustheit zu ermitteln. Außerdem ist eine hohe Analysege-
schwindigkeit wegen der erfolgerlichen kurzen Reaktionszeiten notwendig, weshalb von
einer zeitlichen Filterung zur Ermittlung der Bewegung wegen großer Einschwingzeiten
abgesehen werden soll, da dadurch stets eine gewisse Verzo¨gerung entsteht.
1.1.1. Produktion
Im Bereich von Industrieanlagen hat die Sicherheit der dort arbeitenden Personen obers-
te Priorita¨t. Gema¨ß der entsprechenden Gesetze (siehe Kap. 2.3) muss der Arbeitgeber
verschiedenste Vorkehrungen treffen und so die Gefahren minimieren. Bis zum Jahre
2007 wurden dafu¨r entweder eine komplette Trennung der Arbeitsbereiche von Mensch
und Maschine vorgesehen, oder falls ein gemeinsamer Arbeitsbereich notwendig war, mit-
tels Lichtgitter, Laserscanner, Trittmatten etc. ein abwechselndes Arbeiten von Mensch
und Maschine ermo¨glicht. Seit dem Jahr 2007 ist nun ein visueller Sensor zur 3D-
Objekterkennung der Firma Pilz verfu¨gbar, der die verschiedenen, meist zahlreichen
Sensoren durch ein Kamerasystem ersetzt. Dadurch ergeben sich verschiedene Vorteile:
Zum einen ko¨nnen nun Warn- und Schutzbereiche per Software definiert werden und so-
mit flexibler gestaltet werden. Zum anderen wird der teilweise enorme Hardwareaufwand
fru¨herer Sicherheitssysteme vermieden, was auch auf der finanziellen Seite zum Tragen
kommt.
Durch eine aufwendige Pru¨fung durch die Berufgenossenschaft wurde das System als
sicherheitstechnisch zuverla¨ssig deklariert und wird seit diesem Zeitpunkt in verschiede-
nen Industrien, darunter auch in der Automobilindustrie, eingesetzt.
Dieses sogenannte SafetyEye-System arbeitet auf Basis einer trinokularen Optik und
zwei unabha¨ngig voneinander arbeitenden Stereo-Triangulationsalgorithme. Auf beide
Algorithmen wird in Kap. 2.1.2 eingegangen. Durch die definierten Warn- bzw. Schutz-
bereiche erfolgt eine U¨berpru¨fung, ob sich berechnete 3D-Punkte in diesen Bereichen
befinden. Dringt ein Objekt in diese Bereiche ein, wird die Anlage (z.B. ein Industriero-
boter) abgeschaltet oder wenigstens dessen Fahrt verlangsamt.
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Nachteilig bei dem System ist die fehlende Klassifikation der im Sicherheitsbereich
befindlichen Objekte. Sind diese Objekte lediglich ein Schweißfunken, ein Insekt oder
a¨hnliches, so ist die Abschaltung nicht sinnvoll, verursacht jedoch vermeidbare Kosten.
Außerdem bleibt die Bewegung der Objekte unbeachtet. Dadurch mu¨ssen die Sicher-
heitsbereiche gro¨ßer definiert werden, um eine Kollision zwischen Mensch und Maschine
unabha¨ngig von der jeweiligen Geschwindigkeit zu verhindern. Durch eine gezielte Be-
wegungserkennung der arbeitenden Person im Umfeld des Industrieroboters, ko¨nnte die
Person noch besser geschu¨tzt werden und gleichzeitig wu¨rden unno¨tige Sto¨rungen bei
der Arbeit des Roboters verhindert. Durch eine Pra¨diktion der Position der Person kann
ein Aussage daru¨ber getroffen werden, wo sich die Person bzw. deren Ko¨rperteile in Zu-
kunft befinden. Durch die bekannte Bewegung des Roboters kann so ein Zusammenstoß
vorhergesagt werden und somit fru¨hzeitlich gewarnt werden.
Eine weitere Anwendung, bei der die Bewegungserkennung von Ko¨rperteilen des Ar-
beiters sinnvoll ist, ist die Mensch-Roboter-Interaktion. Roboter sind dazu geeignet,
einfache, zyklische Arbeiten zu verrichten. Jedoch gibt es immer noch komplexe und
individuelle Arbeiten, bei denen der Mensch wesentlich besser geeignet ist. Daher ist ei-
ne Zusammenarbeit bzw. eine Interaktion sinnvoll und bedarf ebenso einer Analyse der
Position, Orientierung und Bewegung des Arbeiters. Die Pose und die Bewegung des Ro-
boters ist durch die Parameter aus dessen Programmierung bei den derzeit modernsten
Industrierobotern auch in sicherheitstechnisch spezifizierter Form verfu¨gbar.
1.1.2. Straßenverkehr
Im Straßenverkehr ist die Entwicklung von Fahrerassistenzsystemen in den letzten Jahren
rasch vorangeschritten. Fahrerassistenzsysteme bieten eine Steigerung der Sicherheit, der
Energieeffizienz oder auch des Komforts, durch die Analyse der Umwelt, der aktuellen
Situation, von Verkehrsinfrastruktur oder auch der anderen Verkehrsteilnehmer. Winner
et al. (2009) beschreiben detailliert aktuelle Entwicklungen in diesem Feld.
Speziell fu¨r den Kreuzungsbereich sind momentan noch keine kommerziellen Fahreras-
sistenzsysteme verfu¨gbar, was maßgeblich an der Komplexita¨t der Situation liegt. Es ist
zum einen anspruchsvoll alle relevanten Verkehrsteilnehmer zu detektieren und deren
Verhalten zu analysieren. Dazu geho¨rt es auch deren Absicht zu erkennen, um daraus
ein Gefahrenpotential fu¨r das eigene Verhalten ableiten zu ko¨nnen. Zum anderen muss
die vorliegende Situation stets schnell erkannt werden, da sich die Zusta¨nde der Verkehrs-
teilnehmer im Kreuzungsbereich schnell a¨ndern ko¨nnen. Daher ist es wichtig, zum einen
die Pose der anderen Verkehrsteilnehmer mo¨glichst genau zu kennen und zum anderen
deren Bewegung ebenso zu bestimmen.
Diese Daten ko¨nnen direkt benutzt werden, um mithilfe der eigenen Bewegungsdaten
eine Kollisionsgefahr fru¨hzeitig zu erkennen. Dabei ist vorallem die Gefahr bei queren-
dem Verkehr sehr hoch und kann durch aktuelle Sensoren im Fahrzeug (Radar oder
monokulare Kamerasysteme) nicht ausreichend genau eingescha¨tzt werden. Außerdem
ist auf Basis dieser Daten eine Klassifikation der Trajektorien der anderen Verkehrsteil-
nehmer mo¨glich, wodurch eine Langzeitpra¨diktion mit einem Zeithorizont von bis zu
zwei Sekunden ermo¨glicht wird. Arbeiten dazu wurden beispielsweise von Hermes et al.
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(2009) vero¨ffentlicht.
Ist der aktuelle Zustand der anderen Verkehrsteilnehmer bekannt, kann zuna¨chst
durch einen autonomen Brems- und/oder Lenkeingriff bei drohender Gefahr die Situa-
tion entscha¨rft werden. Dadurch ko¨nnen Unfa¨lle mit Sach- oder auch Personenscha¨den
verhindert werden. Des Weiteren kann der Fahrer aktiv im Kreuzungsbereich unterstu¨tzt
werden, um eine gefahrlose Durchfahrt durch die Kreuzung zu gewa¨hrleisten. Dadurch
wird der Fahrer gerade in komplexen, innersta¨dtischen Situationen entlastet, wodurch
verkehrsbedingter Streß abgebaut wird.
1.2. Sensorik
In der vorliegenden Arbeit kommt ausschließlich die Stereokamera als Sensor zur Er-
fassung von dreidimensionalen Szeneninformationen zum Einsatz. Im Folgenden soll
erla¨utert werden, weshalb dieser Sensor fu¨r die beiden betrachteten Szenarien vorteil-
haft ist und was Vor- und Nachteile anderer Sensorkonzepte sind. Dazu zeigt Tabelle 1.1
zuna¨chst eine U¨bersicht u¨ber Sensoren zur 3D-Rekonstruktion.
Sensor Vorteile Nachteile
Radar Entfernungs- und Geschwin-
digkeitsinformation, sichtun-
abha¨ngig
geringe laterale Auflo¨sung, Phan-
tombilder, nur zwei Raumdimen-
sionen
Laserscanner hohe laterale Auflo¨sung; hohe
Tiefenauflo¨sung
sichtabha¨ngig, nur zwei Raumdi-
mensionen, hohe Kosten
Sonar geringe Kosten breite Signalkeule, Sto¨rung un-
tereinander, geringe Reichweite
Taktiler Sensor hohe Genauigkeit physikalischer Kontakt
PMD-Sensor direktes 3D-Abbild der Szene,
hohe Tiefenauflo¨sung
hohe Kosten; geringe laterale
Auflo¨sung
Stereokamera hoher Informationsgehalt, hohe
laterale Auflo¨sung, geringe Kos-
ten
sichtabha¨ngig, hoher Berech-
nungsaufwand
Tabelle 1.1.: Vergleich von Sensoren zur 3D-Szenenrekonstruktion
Aus Tabelle 1.1 ist ersichtlich, dass unter der Vorraussetzung, dass eine hohe laterale
Auflo¨sung in beiden Szenarien notwendig ist, jedoch auch der Kostenaspekt nicht außer
Acht gelassen werden darf, nur die Stereokamera als Sensor in Frage kommt. Auf den
genauen Aufbau des Kamerasystems wird jeweils in den Experimenten in Teil III einge-
gangen, wobei hier auch die Verwendung von Grauwert- oder Farbkameras untersucht
wird.
Im Produktionsumfeld werden seit la¨ngerem optische Sensoren zum Schutz von
Mensch und Maschine eingesetzt. Dabei sind ha¨ufig zweidimensionale Sensoren im Ein-
satz, wodurch zur dreidimensionalen U¨berwachung oft eine Vielzahl von Sensoren not-
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wendig sind. Dies ist zum einen aufgrund der hohen Kosten nachteilig, aber auch die
Flexibilita¨t leidet darunter, da beispielsweise bei kleinen A¨nderungen der Anlage evtl.
ein Umbau des gesamten Sicherheitskonzepts notwendig wird.
Der Stand der Forschung, der in Kap. 2.2 und 2.3 wiedergegeben wird, zeigt, dass
bereits eine Vielzahl von Arbeiten auf dem Gebiet der Posescha¨tzung von Personen
unter Verwendung von multiokularen Kamerasystemen existieren und vielversprechende
Ergebnisse aufweisen.
In der Automobilindustrie kommen bereits heute verschiedene Sensorkonzepte zum
Einsatz (Winner et al., 2009). Dazu za¨hlt der Radarsensor, welcher meist fu¨r die weit
nach vorne gerichtete Erkennung von Fahrzeugen im La¨ngsverkehr benutzt wird. Ul-
traschallsensoren kommen ha¨ufig als Parksensorik zum Einsatz. Und Kameras werden
als Ru¨ckfahrhilfe, zur Spur- und Verkehrszeichenerkennung oder als Infrarotausfu¨hrung
zur Unterstu¨tzung bei der Fahrt bei Nacht verwendet. Fu¨r die Analyse von queren-
dem Verkehr sind auf dem Markt derzeit keine Systeme vorhanden, jedoch zeigt der
Stand der Forschung, wie er in Kap. 2.4 wiedergegeben wird, dass hier sowohl Lasers-
canner, Stereokameras als auch eine Kombination von Kamera und Radar bzw. Kamera
und Laserscanner zum Einsatz kommen. Da die kostengu¨nstige Bereitstellung eines zu-
verla¨ssigen Laserscanners in naher Zukunft allgemein als unwahrscheinlich gilt, wird
von dieser Sensorik abgesehen. Eine Fusion von monokularer Kamera mit Radar ist ein
vielversprechender Ansatz, der bereits in verschiedenen Forschungsarbeiten betrachtet
wurde. Eine Stereokamera bietet demgegenu¨ber jedoch den Vorteil, dass eine aufwen-
dige Fusion entfa¨llt und durch eine direkte, dreidimensionale Analyse mehr Daten zur
Verfu¨gung stehen, als durch die Kopplung der jeweils zweidimensionalen Daten von Ka-
mera und Radar.
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2.1. Grundlagen und Methoden der Bildverarbeitung
2.1.1. Grundlagen Kamerasystem
Lochkameramodell
Aufgrund der metrischen Szenenrekonstruktion, die Grundlage der vorliegenden Arbei-
ten ist, ist ein genaues Modell des verwendeten Kamerasystems notwendig. Die Ba-
sis dafu¨r ist das Lochkameramodell. In der vorliegenden Arbeit wird zum besseren
Versta¨ndnis der geometrischen Zusammenha¨nge die Notatin nach Craig (1989) verwen-
det.
Die Lochkamera ist ein einfacher Kameraaufbau, welcher bereits im 6. Jahrhundert
vor Christus im chinesischen Raum erwa¨hnt wurde. Das Licht, welches von der Ober-
fla¨che der beobachteten Objekte reflektiert wird, tritt durch die sehr kleine Lochblende
der Kamera. Hinter dieser Lochblende befindet sich in einem definierten Abstand ein
lichtsensitives Material bzw. ein Sensorchip. Die Kamera besitzt keinerlei Linsen. Das
daraus abgeleitete Lochkameramodell beschreibt grundlegend den Prozess der Bildge-
winnung, genauer gesagt die Beziehung zwischen einem 3D-Punkt vor der Kamera und
dessen Projektion auf die Bildebene (siehe (Faugeras, 1993), (Horn, 1986) oder (Forsyth
und Ponce, 2002)).
Das Lochkameramodell wird durch sein optisches Zentrum O und seine Bildebene R
beschrieben, wobei die Distanz dazwischen als Kamerakonstante f bezeichnet wird (siehe
Abb. 2.1). Die Objektivebene F verla¨uft durch das optische Zentrum der Kamera und
ist parallel zur Bildebene. Die optische Achse ist die Linie senkrecht dazu und verla¨uft
durch das optische Zentrum, wobei der Schnittpunkt zwischen der optischen Achse und
der Bildebene als Kamerahauptpunkt bezeichnet wird.
Der 3D-Punkt Cwi = [xi yi zi]
T im Kamerakoordinatensystem C wird auf den Bild-
punkt Jmi = [ui vi]
T im Bildkoordinatensystem J projiziert, welcher dem Schnittpunkt
zwischen R und dem Strahl (Sehstrahl) von Cwi durch O entspricht. Der Ursprung des
Kamerakoordinatensystems C ist das Loch der Lochkamera, wohingegen der Ursprung
des Bildkoordinatensystems J der Kamerahauptpunkt in der Bildebene ist. Gleichung
2.1 definiert diese Beziehung mathematisch:
ui = −f xi
zi
; vi = −f yi
zi
. (2.1)
Verschiebt man die Bildebene gedanklich aus ihrer urspru¨nglichen Position (Abstand
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Abbildung 2.1.: Projektion mittels Lochkameramodell.
f hinter der Lochblende) vor die Lochblende, wobei die Kamerakonstante als Abstand
beibehalten wird, so verschwindet das negative Vorzeichen in Gleichung 2.1. Dadurch
werden die Zusammenha¨nge u¨bersichtlicher und einfacher zu handhaben. Diese gedank-
liche Verschiebung der Bildebene wird in der vorliegenden Arbeit benutzt.
Die Projektion des 3D-Punktes Cwi auf den 2D-Bildpunkt
Jmi kann mathematisch
durch eine lineare Transformation in homogenen Koordinaten ausgedru¨ckt werden.
Dafu¨r wird der 3D-Punkt Cwi als homogene Koordinate mittels
Cw˜i = [xi yi zi 1]
T
repra¨sentiert und Jmi durch
Jm˜i = [ui vi 1]
T . Die perspektivische Transformation (Glei-
chung 2.2) ist durch Matrix JCP˜ definiert, wobei
∼= bedeutet, dass hier ein beliebiger
Skalierungsfaktor angenommen werden kann.
Jm˜i ∼= JCP˜ Cw˜i , wobei JCP˜ =

 f 0 0 00 f 0 0
0 0 1 0

 (2.2)
Durch die Projektion eines 3D-Punktes aus dem Kamerakoordinatensystem auf einen
2D-Punkt im Bildkoordinatensystem geht eine Dimension verloren. Genauer gesagt wird
maßgeblich die Tiefeninformation gelo¨scht. Grund dafu¨r ist, dass alle 3D-Punkte, die auf
demselben Sehstrahl liegen, auch auf den gleichen Bildpunkt in der Bildebene projiziert
werden. Die fehlende Tiefeninformation kann ohne zusa¨tzliche Information nicht wieder
rekonstruiert werden.
Da der Sensorchip in einzelne Pixel aufgeteilt ist, ist eine Umwandlung der Absolut-
werte von Metern in Anzahl der Pixel sinnvoll. Dafu¨r u¨berfu¨hrt die interne Transforma-
tionsmatrix PJ P˜ in Gleichung 2.3 die 2D-Punkte aus dem Bildkoordinatensystem J in
das Pixelkoordinatensystem P . Der Ursprung des Pixelkoordinatensystems ist, wird wie-
derum die gedanklich vor den Kamerahauptpunkt verschobene Bildebene angenommen,
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typischerweise in der oberen linken Ecke des Bildes definiert.
P m˜i =
P
J P˜
Jm˜i , wobei
P
J P˜ =

 ku γ u00 kv v0
0 0 1

 (2.3)
Die Parameter ku und kv definieren die effektive Anzahl von Pixeln pro Meter ent-
lang der u bzw. v-Achse. Der Hauptpunkt Jm0 = [u0 v0]
T wird in Pixeln gemessen und
zur Modellierung nicht orthogonaler u-v Achsen wird der sogenannte Skew-Parameter
γ verwendet. Da in vielen Fa¨llen, beispielsweise bei der Stereobildverarbeitung, ein
Weltkoordinatensystem sinnvoll ist, werden mittels Matrix CW P˜ Punkte aus dem Kame-
rakoordinatensystem C ins Weltkoordinatensystem W transformiert.
Cw˜i =
C
W P˜
W w˜i , wobei
C
W P˜ =
(
R t
0 1
)
=


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3
0 0 0 1

 (2.4)
Die externen Parameter der Kamera werden durch die Parameter R und t (siehe Glei-
chung 2.4) definiert, was die Position und Orientierung des Kamerakoordinatensystems
C relativ zum Weltkoordinatensystem W darstellt. Sind Welt- und Kamerakoordina-
tensystem identisch, so ist R eine 3 × 3 Einheitsmatrix und t ein dreidimensionaler
Nullvektor.
Um eine vollsta¨ndige Transformation von Weltkoordinaten in Pixelkoordinaten zu
erhalten, ko¨nnen alle Matrizen mittels Matrixmultiplikation zu einer Matrix PW P˜ zusam-
mengefasst werden:
P m˜i =
P
J P˜ · JCP˜ · CW P˜ · W w˜i = PW P˜ · W w˜i. (2.5)
Linsenverzeichnungen: Das Lochkameramodell ist nur pra¨zise, wenn die Lochblende
unendlich klein ist und keine Linsen benutzt werden. Diese Annahmen ko¨nnen in der
Realita¨t nicht erfu¨llt werden. Jedoch kann das Modell weiterhin als Grundlage fu¨r die
Modellierung genutzt werden.
Die Linse vor der Blende fu¨hrt zu Verzeichnungen im resultierenden Bild. Slama (1980)
beschreibt Modelle fu¨r diese Verzeichnungseffekte. Nachdem die Parameter des Verzeich-
nungsmodells fu¨r ein Kamerasystem bestimmt wurden, ko¨nnen die aufgenommenen Bil-
der im Sinne einer idealen Lochkamera korrigiert werden. Auf Basis der korrigierten
Bilder sind metrische Messungen mo¨glich.
Zuna¨chst werden die tonnenfo¨rmigen Verzeichnungen (siehe Abb. 2.2) modelliert.
Durch Gleichung 2.6 ist es mo¨glich, die Verschiebung ∆u bzw. ∆v zu berechnen, die
durch die Linsenverzeichnung entstehen, wobei k1, k3, k5, ... die Verzeichnungskoeffizi-
enten sind und der Radius r =
√
Ju2 +J v2 von der Bildmitte aus berechnet wird.
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[
∆ur
∆vr
]
=
[
Ju(k1r
2 + k3r
4 + k5r
6 + ...)
Jv(k1r
2 + k3r
4 + k5r
6 + ...)
]
(2.6)
Um die Verzeichnungen ausreichend zu kompensieren werden meist drei Verzeich-
nungskoeffizienten verwendet. Die Verzeichnungen werden bei diesem Modell im Bildko-
ordinatensystem J beschrieben.
Neben den radialen Verzeichnungen werden auch die tangentialen Verzeichnungen mit-
modelliert. Die tangentialen Verzeichnungen beschreiben die Verschiebung des Kru¨m-
mungszentrums der Linsenoberfla¨chen relativ zur optischen Achse. Gleichung 2.7 be-
schreibt diese Verschiebung mathematisch.[
∆ut
∆vt
]
=
[
2kJ2 u
Jv + k4(r
2 + 2Ju2)
k2(r
2 + 2Jv2) + 2kJ4 u
Jv
]
(2.7)
Abbildung 2.2.: Linsenverzeichnungen am Beispiel eines Schachbrettmusters. Durch die
tonnenfo¨rmigen Verzeichnungen werden aus Geraden Kurven.
Zusammengefasst kann durch Gleichung 2.8 die Beziehung zwischen verzeichneten
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Koordinaten (Ju,Jv) und unverzeichneten Koordinaten (Ju′,Jv′) beschrieben werden.[
Ju′
Jv′
]
=
[
Ju+∆ur +∆ut
Jv +∆vr +∆vt
]
(2.8)
Somit werden die Verzeichnungseigenschaften des Kamerasystems u¨ber die Parameter
k1 − k5, welche bei der Kamerakalibrierung gleich mitgescha¨tzt werden, definiert. Diese
Parameter geho¨ren zu den intrinsischen Kameraparametern.
Point Spread Function: Ein anderer Effekt, der durch die Verwendung einer endlich
kleinen Blende hervorgerufen wird, ist die Defokussierung. Die Lochkamera projiziert
jeden Punkt aus dem Objektraum scharf auf die Bildebene, wohingegen eine Kamera
mit realer Blende den Punkt tiefenabha¨ngig verbreitert.
Abbildung 2.3.: Entstehung der Unscha¨rfe bei endlicher Apertur. (a) Optimaler Abstand
z0 zur Blende. (b) Gro¨ßerer bzw. kleinerer Abstand fu¨hrt zu verbreiter-
tem Punkt auf der Bildebene mit Durchmesser D.
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Abbildung 2.4.: Intensita¨tsverteilung bei Beugung des Lichts an kreisfo¨rmiger Blende.
(a) Zweidimensionale Abbildung der Lichtintensita¨t. (b) Dreidimensio-
nale Darstellung des Intensita¨tsverlaufs mit dem Airy-Scheibchen, wel-
ches den u¨berwiegenden Teil der Intensita¨t beinhaltet, und mehreren
konzentrischen Ringen, deren Intensita¨t nach außen hin abnimmt.
Abb. 2.3 zeigt die Verbreiterung von Punkten in verschiedenen Absta¨nden zur Linse,
wobei bei optimalem Abstand z0 keine Verbreiterung entsteht. Die Punkte in anderen
Distanzen (z0−∆z1 und z0+∆z2) zur Brennebene erscheinen als Kreise mit dem Durch-
messer D auf der Bildebene. Ist der Durchmesser eines solchen Kreises kleiner als die
Gro¨ße eines Pixelelements, wird die Abbildung dennoch als ideal scharf wahrgenom-
men. Der Abstandsbereich, in dem Punkte als scharf wahrgenommen werden, wird als
Scha¨rfentiefe bezeichnet und ha¨ngt sowohl von der Kamerakonstante, der Brennweite
und der Pixelgro¨ße, als auch von dem Blendendurchmesser ab.
Durch die Vera¨nderung des Blendendurchmessers wird auch direkt die Scha¨rfentiefe
beeinflusst: ein großer Blendendurchmesser liefert viel Licht zur Bildebene, verursacht
aber eine kleine Scha¨rfentiefe. Umgekehrt wird mit wenig Lichtund kleinem Blenden-
durchmesser, aber einem großen Scha¨rfentiefebereich gearbeitet.
Physikalisch verursacht die Blende des Objektivs eine Beugung des Lichts (Pedrotti
et al., 2005). Dadurch entsteht eine kleine Scheibe, die auch Airy-Scheibchen genannt
wird, sowie konzentrische Ringe um das Scheibchen. Im Airy-Scheibchen ist nahezu die
gesamte Beugungsintensita¨t enthalten (siehe Abb. 2.4).
Dieses Verhalten ist mathematisch durch die PSF (point spread function) definiert,
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welche die Intensita¨tsverteilung der Abbildung eines Punktes auf der Bildebene hin-
ter einer realen Blende beschreibt. Diese rotationssymmetrische Verteilung kann mittels
einer Bessel-Funktion erster Ordnung modelliert werden, wobei r dem euklidischen Ab-
stand zur optischen Achse entspricht:
I(r) = I0
(
J1(r)
r
)2
. (2.9)
Um die Beschreibung zu vereinfachen, kann die Intensita¨tsverteilung in erster
Na¨herung als gaußfo¨rmig angenommen werden, wobei die konzentrischen Ringe ausser
Acht gelassen werden.
Stereo-Geometrie: Wie bereits im Kontext der Lochkamera erwa¨hnt, gehen bei der
Projektion eines 3D-Punktes auf die Bildebene Informationen verloren, hauptsa¨chlich
die Tiefeninformation des Punktes. Fu¨r die Applikationen, die in dieser Arbeit unter-
sucht werden, ist aber die Tiefeninformation sehr wichtig und muss mo¨glichst genau
rekonstruiert werden.
Fu¨r den monokularen Fall gibt es Mo¨glichkeiten, die Tiefeninformation nachtra¨glich
zu bestimmen. Zum einen kann die Entfernung zur Kamera von Objekten mit bekannten
Geometriedaten u¨ber die Gro¨ße ihrer Abbildung ermittelt werden. Dieser Ansatz bedingt
eine genaue Aussage u¨ber die Objektgeometrie und erreicht selbst dann nicht die Genau-
igkeiten, die im Rahmen dieser Arbeit von der Szenenrekonstruktion gefordert werden.
Insbesondere trifft dies bei weit entfernten Objekten zu. Zum anderen macht man sich
die Defokussierung zu Nutzen, welche außerhalb des Scha¨rfentiefebereichs auftritt. Durch
vorherige Kalibrierung kann der Zusammenhang zwischen PSF und Objektabstand er-
mittelt werden. Die erreichbaren Genauigkeiten fu¨r reale Sequenzen bei dieser Methode
sind ebenfalls nicht ausreichend. Unter Structure-from-Motion sind Verfahren bekannt,
die die Struktur der Szene aus einer Bildsequenz, die von einer sich bewegenden Kame-
ra aufgenommen wurde, rekonstruieren (Ullman, 1979). Dabei beno¨tigt man eine sich
bewegenden Kamera, und dennoch ist die absolute Tiefengenauigkeit nicht ausreichend
fu¨r die Anwendungen, welche im Rahmen dieser Arbeit untersucht werden.
A¨hnlich wie im menschlichen Sehsystem, das aus zwei Augen besteht, wird daher eine
zweite, ra¨umlich versetzte Kamera benutzt, um Tiefeninformationen zuru¨ckzugewinnen.
Durch Triangulation zwischen den korrespondierenden Abbildungen desselben 3D-Punk-
tes in beiden Kamerabildern la¨sst sich die Entfernung des 3D-Punktes zur Kamera
berechnen. Diese Methode bezeichnet man als Stereobildverarbeitung (engl.: Stereo-
Vision). Fu¨r tiefgehendere Erla¨uterungen zu den Grundlagen der Stereobildverarbeitung
wird an dieser Stelle auf Schreer (2007) verwiesen.
Die Anordnung der beiden Kameras, die zu den einfachsten Formeln zur Ermittlung
der 3D-Punktkoordinaten fu¨hrt, ist die Standard-Stereogeometrie oder auch Stereonor-
malfall genannt (siehe Abb. 2.5). Diese Anordnung ist ein Spezialfall der Epipolargeo-
metrie.
Bei dieser Konfiguration sind die Bildebenen der beiden Kameras parallel. Die Verbin-
dung der beiden optischen Zentren wird als Basislinie b bezeichnet. Die optischen Achsen
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Abbildung 2.5.: Anordnung eines Stereokamerasystems in Standard-Stereogeometrie.
Der Ursprung des Weltkoordinatensystems liegt im optischen Zentrum
der rechten Kamera.
sind parallel und stehen senkrecht auf der jeweiligen Bildebene. Die Kamerakonstanten
sind fu¨r beide Kameras gleich. Die Basislinie ist parallel zu den Bildzeilen und diese sind
parallel zu den Epipolarlinien. Mechanisch ist diese Anordnung anspruchsvoll, weswegen
man normalerweise die Kameras nur ungefa¨hr in Standard-Stereogeometrie anordnet
und spa¨ter durch die Kalibirierung und Rektifizierung (siehe na¨chste Abschnitte) die
aufgenommenen Bilder so manipuliert, als wa¨ren sie mit einer Standard-Stereogeometrie
aufgenommen worden.
Das Epipolar-Constraint besagt, dass die Abbildungen desselben 3D-Punktes in den
beiden Kamerabildern auf den korrespondierenden Epipolarlinien des Stereokamerasys-
tems liegen mu¨ssen. Durch die Standard-Stereogeometrie kann somit die Korrespondenz-
suche auf gleiche Bildzeilen im linken und rechten Kamerabild beschra¨nkt werden, was
die Komplexita¨t der Suche verringert.
Die beobachtete Szene kann mithilfe von korrespondierenden Punkten im linken und
rechten Kamerabild dreidimensional durch Berechnung der 3D-Punktkoordinaten rekon-
struiert werden. Wie bereits erwa¨hnt muss das Kamerasystem zuna¨chst kalibriert und die
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aufgenommenen Bilder anschließend rektifiziert werden (siehe na¨chster Abschnitt), um
Bilder eines idealen Kamerasystems in Standard-Stereogeometrie zu erhalten. Anschlie-
ßend werden in einer Korrespondenzsuche (siehe Kap. 2.1.2) die beiden Abbildungen
desselben Szenenpunktes im linken und rechten Bild bestimmt. Dabei wird die horizon-
tale Differenz zwischen den Abbildungen in den beiden Bildern als Disparita¨t d = ur−ul
bezeichnet, wobei ur die horizontale Pixelposition im rechten Kamerabild und ul die ho-
rizontale Position im linken Bild definiert. Die Disparita¨t gibt direkt Aufschluß u¨ber die
Entfernung des 3D-Punktes zur Kamera: eine kleine Disparita¨t beschreibt eine große
Entfernung und umgekehrt. Der Zusammenhang ist allerdings nichtlinear (siehe auch
Kap. 4.4.6). Die Pixelkoordinaten der beiden Bildpunkte zusammen mit den Parame-
tern des Kamerasystem fu¨hren zu den 3D-Koordinaten des beobachteten Szenenpunktes
im Weltkoordinatensystem W :
Wx =
f · ur
d
, W y =
f · v
d
, W z =
b · f
d
, (2.10)
wobei v die gemeinsame Bildzeile des linken und rechten Bildes ist. Es wird hier das opti-
sche Zentrum der rechten Kamera als Ursprung fu¨r das Weltkoordinatensystem gewa¨hlt.
Kalibrierung
Die Kalibrierung des Kamerasystems dient dazu, die intrinsischen und extrinsischen
Parameter des Systems zu bestimmen. Dabei geho¨ren Kamerakonstante, Pixelanzahl,
Kamerahauptpunkt und Verzeichnungsparameter zu den intrinsischen Parametern und
die Position und Orientierung der jeweiligen Kamera im Weltkoordinatensystem zu den
extrinsischen Parametern.
Zuna¨chst werden bei den meisten Methoden zur Kamerakalibrierung Bilder von einem
bekannten Objekt, bei dem pra¨zise Geometriedaten verfu¨gbar sind (z.B. Schachbrett-
muster), in verschiedenen Posen vor dem Kamerasystem aufgenommen. Das verwendete
Verfahren benutzt ein planares Schachbrettmuster als Kalibrierobjekt, da sich die Ab-
bildungen der Schachbrettecken darauf einfach und subpixelgenau extrahieren lassen.
Anschließend werden mittels der vermessenen 2D-Koordinaten in den beiden Bildern
die Pose des Objekts und die Kameraparameter optimiert. Dabei wird versucht, den
Ru¨ckprojektionsfehler in den beiden Bildern zu minimieren, d.h. der Abstand zwischen
der realen Position der Schachbrettecke im Bild und der Position, die im Pixelkoordina-
tensystem entsteht, wenn man die Ecke auf dem bekannten Objekt in gescha¨tzter Pose
vor der Kamera mit gescha¨tzten Kameraparametern ru¨ckprojiziert. Die Pose des Objekts
wird in dieser Optimierung zusammen mit den Kameraparametern gescha¨tzt.
Grundsa¨tzlich besteht die Mo¨glichkeit, die Parameter durch die Lo¨sung eines linearen
Gleichungssystems zu bestimmen. Jedoch ist das nicht mehr mo¨glich, wenn man auch
die Verzeichnungsparameter mitscha¨tzen will, da dadurch das Problem nichtlinear wird.
Jedoch kann fu¨r eine Initialisierung der Parameter die lineare Methode benutzt werden
und anschließend eine nichtlineare Optimierung auf der Basis dieses Ergebnisses gestartet
werden.
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In der vorliegenden Arbeit wird die Kalibriermethode nach Kru¨ger (2007) verwendet.
Vorteilhaft an dieser Methode ist das Kameramodell, da es die notwendigen Verzeichnun-
gen beinhaltet. Außerdem wird ein automatischer Schachbretteckendetektor verwendet,
was eine manuelle Korrespondenzbestimmung u¨berflu¨ssig macht. Dadurch kann in kur-
zer Zeit eine Vielzahl von Bildern des Schachbrettmusters ausgewertet werden, wodurch
die Kalibrierung insgesamt genauer und robuster wird, was spa¨ter Vorraussetzung fu¨r
eine genaue 3D-Szenenrekonstruktion ist. Des Weiteren werden die gefundenen Schach-
brettecken automatisch verknu¨pft und Ecken im Hintergrund ausgeblendet. Dadurch
kann das Kamerasystem auch in beliebiger Umgebung kalibriert werden, unabha¨ngig
vom Hintergrund hinter dem Schachbrett.
Rektifizierung
Das Ziel der Rektifizierung ist es, aus den Bildern des kalibrierten Kamerasystems neue
Bilder zu generieren, die den Bildern aus einem virtuellen Kamerasystem in Standard-
Stereogeometrie entsprechen. Dazu werden die urspru¨nglichen Bilder so transformiert,
dass die Epipolarlinien parallel zu den Bildzeilen sind und keinerlei Verzeichnungen
mehr in den Bildern auftreten. Dies ist notwendig, da es mechanisch nicht mo¨glich
ist, ein Kamerasystem so pra¨zise aufzubauen, dass die Anforderungen einer Standard-
Stereogeometrie von vornherein erfu¨llt sind.
Die in dieser Arbeit verwendete Rektifizierung basiert auf dem Algorithmus nach Fu-
siello et al. (2000). Vorteilhaft ist hier die kompakte und effektive Berechnung der neuen
Bilder, der Homographien (Abbildungsfunktionen zwischen alten und neuen Bildern)
und der Parameter der virtuellen Kameras. Außerdem werden wa¨hrend der Berechnung
die Transformationen zwischen urspru¨nglichen und virtuellen Kameras im Weltkoordi-
natensystem ausgegeben, welche fu¨r die Arbeiten in Abschnitt 4.4.9 wichtig sind.
In der urspru¨nglichen Version des Algorithmus nach Fusiello et al. (2000) werden
keine Linsenverzeichnungen beru¨cksichtigt. In der vorliegenden Arbeit wird daher ein
erweiterter Algorithmus verwendet, der unverzeichnete Bilder ausgibt.
2.1.2. Stereobildverarbeitung
Wie bereits in Abschnitt 2.1.1 erwa¨hnt, benutzt man fu¨r die Stereobildverarbeitung Bil-
der von zwei ra¨umlich versetzten Kameras, wobei die Bilder zeitlich synchron aufgenom-
men werden, um die beobachtete Szene dreidimensional zu rekonstruieren. Dazu werden
die beiden Bilder zuna¨chst rektifiziert, um die Korrespondenzsuche nur auf einer Bildzei-
le in den beiden Bildern durchfu¨hren zu mu¨ssen. Anschließend werden korrespondierende
Punkte in den Bildern gesucht, d.h. die Abbildung des gleichen 3D-Szenenpunktes in den
beiden Stereobildern. Aus den Bildkoordinaten der beiden korrespondierenden Punkten
la¨ßt sich mithilfe der Kameraparameter die dreidimensionale Position des Punktes im
Raum rekonstruieren.
Die Herausforderung fu¨r den Stereoalgorithmus ist demnach die Suche nach korre-
spondierenden Punkten im linken und rechten Bild, wofu¨r verschiedenste Ansa¨tze in
der Literatur bekannt sind. Einige der nachfolgenden Vero¨ffentlichungen geben einen
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U¨berblick u¨ber den diesbezu¨glichen Stand der Forschung: (Barnard und Fischler, 1982;
Dhond und Aggarwal, 1989; Koschan, 1993; Scharstein und Szeliski, 2002; Brown et al.,
2003).
Die Korrespondenzsuche kann durch verschiedene Annahmen u¨ber die Beziehung der
korrespondierenden Punkte zueinander unterstu¨tzt werden. Diese Annahmen oder Be-
dingungen werden in der Literatur als Stereo-Constraints bezeichnet. Das einfachste
dieser Constraints ist das Compatibility-Constraint. Es bedingt, dass sich die Bildaus-
schnitte, die den gleichen 3D-Punkt im linken und im rechten Bild repra¨sentieren, a¨hneln.
Wie bereits beschrieben, werden aus Effizienzgru¨nden Korrespondenzen nur entlang der
Epipolarlinien gesucht, was als Epipolar-Constraint bezeichnet wird. Wird zudem die Su-
che auf einen bestimmten Disparita¨tsbereich beschra¨nkt, so spricht man vom Disparity-
Limit-Constraint. Vielfach verwandt wird auch das Uniqueness-Constraint (Marr und
Poggio, 1979), welches besagt, dass ein Punkt in einem Bild nur genau einem Punkt im
anderen Bild zugeordnet werden darf.
Des Weiteren ist das Ordering-Constraint zu erwa¨hnen (Baker und Binford, 1981), wel-
ches eine gewisse ra¨umliche Ordnung der Punkte zueinander vorschreibt. Ist ein Punkt in
einem Bild links von einem anderen, so muss er in dem anderen Bild auch links von ihm
sein. Bei Hinterschneidungen wird dieses Constraint allerdings oft verletzt und ist daher
fu¨r Szenen mit großen Tiefenspru¨ngen ungeeignet. Außerdem kann fu¨r bestimmte An-
wendungen das Continuity-Constraint sinnvoll sein (Marr und Poggio, 1979). Es fordert
eine gewisse Glattheit der aus Einzelpunkten bestehenden rekonstruierten Oberfla¨che.
Dies verhindert Tiefenspru¨nge und hat dadurch keine allgemeine Gu¨ltigkeit. Ein we-
niger ha¨ufig verwendetes Constraint, ist das Minimum-Weighted-Matching-Constraint
(Fielding und Kam, 1997). Es beachtet auch die Gesamtfehlersumme u¨ber die ganze
Bildzeile und versucht dabei mo¨glichst viele Korrespondenzen zu etablieren. Eine weite-
re nu¨tzliche Bedingung ist der Left-Right-Consistency-Check (Fua, 1991). Dabei werden
zuna¨chst zu den Punkten im linken Bild korrespondierende Punkte im rechten Bild ge-
sucht und danach umgekehrt. Schlussendlich werden nur Korrespondenzen u¨bernommen,
die in beiden Suchrichtungen gleichermaßen etabliert wurden. Somit werden vor allem
Effekte die durch Verdeckungen entstehen minimiert. Weitere Stereo-Constraints sind in
der Literatur zu finden: (Schreer, 2007) oder (Koschan, 1993).
Strukturen, die sich im Bild wiederholen sind ein grundsa¨tzliches Problem bei der
Korrespondenzbestimmung. Es treten dabei Mehrdeutigkeiten auf, die zu falschen Dis-
parita¨ten und somit zu falschen Tiefenwerten fu¨hren. Besonders bei lokal arbeitenden
Verfahren, aber auch bei globalen Verfahren fu¨hrt dies zu falschen 3D Punkten. In der
vorliegenden Arbeit wird dieses Problem noch genauer betrachtet (siehe Kap. 6.1).
Grundsa¨tzlich ko¨nnen Stereo-Algorithmen in zwei Gruppen unterteilt werden,
abha¨ngig davon, wie groß der aktuell betrachtete Bereich der Bilder ist. Man unter-
scheidet dabei lokale und globale Verfahren.
Lokale Verfahren: Bei lokalen Verfahren werden immer nur einzelne Bildausschnitte
betrachtet, jedoch nie das ganze Bild bzw. die komplette Bildzeile.
Eine der einfachsten Methoden Korrespondenzen in den beiden Stereobildern zu fin-
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den, ist das Blockmatching Horn (1986). Dabei wird zu einem Ausschnitt (Block) im
linken Bild Il ein passender Ausschnitt im rechten Bild Ir gesucht. Dabei ko¨nnen ver-
schiedene Vergleichsmaße benutzt werden. Beispiele fu¨r diese Vergleichmaße sind: der
normierte Kreuzkorrelationskoeffizient (normalized cross-correlation (NCC)):
cNCC =
∑
uw,vw(Il(u, v)− Il) · (Ir(u+ d, v)− Ir)√∑
uw,vw(Il(u, v)− Il)2 ·
√∑
uw,vw(Ir(u+ d, v)− Ir)2
, (2.11)
die Sum-of-Absolute-Differences (SAD):
cSAD =
∑
uw,vw
|Il(u, v)− Ir(u+ d, v)|, (2.12)
die Sum-of-Squared-Differences (SSD):
cSSD =
∑
uw,vw
(Il(u, v)− Ir(u+ d, v))2 , (2.13)
oder die normalisierte Sum-of-Squared-Differences (NSSD):
cNSSD =
∑
uw,vw

 Il(u, v)− Il√∑
uw,vw(Il(u, v)− Il)2
− Ir(u+ d, v)− Ir√∑
uw,vw(Ir(u+ d, v)− Ir)2

2 , (2.14)
wobei die Summe u¨ber uw und vw das Vergleichsfenster definiert und d die Disparita¨t, Il
das linke Bild und Ir das rechte Bild repa¨sentieren. Ein weiteres Vergleichsmaß wird von
Birchfield und Tomasi (1998) vorgestellt. Das vorgestellte Maß erha¨lt eine zusa¨tzliche
Robustheit dadurch, dass es invariant gegen Sampling-Effekte ist. Diese Art der Kos-
tenfunktion wird bei zuletzt vero¨ffentlichten Stereoalgorithmen ha¨ufig genutzt, da sie
sowohl robust, als auch schnell zu berechnen ist.
Ein Beispiel fu¨r einen erweiterten Blockmatching-Algorithmus wird von Franke und
Joos (2000) vorgestellt (siehe Abb. 2.6). Hier werden verschiedene Probleme des ur-
spru¨nglichen Algorithmus behoben oder zumindest verringert. Durch einen Interestope-
rator werden Blo¨cke mit konstanter Intensita¨tsverteilung, was aufgrund des Apertur-
Problems (Marr und Ullman, 1981) zu keiner eindeutigen Korrespondenz fu¨hrt, aus
der Korrespondenzsuche ausgeschlossen. Dabei dient ein vertikales Kantenfilter (z.B.
Prewitt-Filter) zur Differenzierung zwischen Blo¨cken, die eine zuverla¨ssige Korrespon-
denzscha¨tzung erlauben und Blo¨cken, bei denen ein zuverla¨ssiges Resultat prinzipiell
ausgeschlossen ist. Zum anderen wird dem Problem des hohen Rechenaufwands durch
eine Pyramidenstruktur entgegengewirkt. Auf ho¨heren Pyramidenstufen werden weni-
ge Vergleiche durchgefu¨hrt, um eine initiale Tiefenscha¨tzung zu erhalten. Diese wird
dann u¨ber die Pyramidenstufen nach unten propagiert und weiter verfeinert, was ins-
gesamt zu einer Reduzierung des Berechnungsaufwands fu¨hrt. Außerdem werden beim
urspru¨nglichen Blockmatching lediglich pixel-genaue Disparita¨ten bestimmt, was gerade
in gro¨ßeren Entfernungen zu einer ungewollten, groben Quantisierung der Tiefeninfor-
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mationen fu¨hrt. Um diese Tiefeninformationen zu verfeinern, werden die verfu¨gbaren
Disparita¨tswerte nachtra¨glich u¨ber eine Parabelfunktion interpoliert und so das subpixel-
genaue Maximum der Vergleichsfunktion ermittelt.
Abbildung 2.6.: Beispiele fu¨r Stereobildverarbeitungsergebnisse. (a) Eingangsbild aus
der Vero¨ffentlichung von Franke und Joos (2000). (b) Ergebnis zu Bild
(a). 3D-Punkte werden nur an vertiaklen Kanten aufgrund des verwen-
deten Interestoperators extrahiert. Warme Farben bedeuten eine gerin-
ge Distanz zur Kamera, wohingegen kalte Farben große Distanzen re-
pra¨sentieren. (c) Ergebnis von Hirschmu¨ller (2005). Es zeigt sich eine
wesentlich dichtere Rekonstruktion der beobachteten Szene. Je heller
der Grauwert umso geringer die Distanz zur Kamera.
Ein Problem, welches bei der Interpolation der Vergleichmaße entsteht, ist das soge-
nannte Pixel-Locking. Dieser Effekt beschreibt das Pha¨nomen, dass die interpolierten
Werte unnatu¨rlich ha¨ufig ganzzahlig bleiben. Dabei tritt der Effekt bei verschiedenen
Vergleichmaßen auch verschieden stark auf (bei SSD beispielsweise sta¨rker als bei SAD
(Matthies et al., 2007)). Der Grund fu¨r diesen Effekt blieb bislang leider unentdeckt, je-
doch gibt es Ansa¨tze, den Effekt zu reduzieren oder zu umgehen. Ein Ansatz ist dabei die
Idee des Lucas-Kanade Verfahrens zur optischen Fluss-Bestimmung (siehe Kap. 2.1.3) zu
benutzen, um die Disparita¨t zu verfeinern. Es wird zusa¨tzlich eine affine Transformation
zwischen den Vergleichsblo¨cken erlaubt, wodurch das Pixel-Locking nahezu vollsta¨ndig
verhindert wird (Stein et al., 2006). Die Experimente beschra¨nken sich allerdings auf
großfla¨chige Ebenen, wodurch eine allgemeine Aussage ausbleibt.
Ein weiteres Problem bei Blockmatching Algorithmen besteht in der Annahme, dass
die Disparita¨t u¨ber den kompletten Block konstant ist. Diese Annahme wird jedoch an
Objektkanten verletzt. Es entsteht eine Verschmierung der Kanten im Tiefenbild, wobei
die korrekte Kante um etwa die halbe Blockgro¨ße nach links und rechts verschmiert wird.
Zur Reduktion dieses Effekts wird von Kanade und Okutomi (1994) ein Ansatz vorge-
stellt, wobei die einzelnen Blo¨cke in Gro¨ße und Form variieren ko¨nnen, je nach Charak-
teristik der Disparita¨tswerte in der Umgebung. Dadurch werden die Fehler an Kanten
reduziert, allerdings ist dieses Verfahren sehr rechenintensiv. Ein anderer Ansatz von
Hirschmu¨ller et al. (2002) benutzt mehrere Blo¨cke, die gegenseitig ein konsistentes Ver-
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halten absichern. Außerdem werden an Tiefenspru¨ngen nachtra¨glich die Blo¨cke halbiert
und mittels der beiden Blo¨cke versucht, den Tiefensprung mo¨glichst scharf darzustellen,
indem die Trennlinie zwischen den beiden halben Blo¨cken optimiert wird.
Im Gegensatz zu den bislang vorgestellten Stereoverfahren gibt es eine weitere Ka-
tegorie, die nicht direkt auf den Intensita¨tswerten im Bild arbeiten, sondern zuna¨chst
sogenannte Features extrahieren und diese dann u¨ber die gesamte Bildzeile miteinan-
der vergleichen. Diese Features ko¨nnen Ecken, Kanten, Liniensegmente o.a¨. sein, oder
aber eine abstrahierte Beschreibung eines Bildausschnitts wie z.B. bei der Rank- oder
Census-Transformation. Der Nachteil dieser Verfahren ist die Dichte der resultierenden
Tiefenkarte. Nur dort, wo Features im Bild pra¨sent sind, ko¨nnen auch Korrespondenzen
gefunden werden. Der große Vorteil ist jedoch die Verarbeitungsgeschwindigkeit, die fu¨r
gewo¨hnlich sehr hoch ist.
Venkateswar und Chellappa (1995) benutzten eine hierarchische Feature-Anpassung,
welche aus vier Typen von Features besteht: Linien, Kanten, Ecken und Fla¨chen. Dabei
wird von der ho¨chsten Stufe, den Fla¨chen nach unten bis hin zu den Linien durchpropa-
giert und somit eine Grob-nach-Fein-Suche implementiert.
Die Klassifizierung der Pixel anhand ihrer vier direkten Nachbarn wird von Franke
und Kutzbach (1996) vorgeschlagen. Dabei ko¨nnen die Pixelnachbarn entweder dunkler
oder gleich hell oder heller als das betrachtete Pixel sein, wodurch sich insgesamt 34 = 81
Klassen ergeben. Durch die Klassenu¨bereinstimmung werden Korrespondenzen auf der
Epipolarlinie gebildet. Gibt es mehrere mo¨gliche Korrespondenzen wird die Korrespon-
denz mit dem kleinsten resultierenden Disparita¨tswert benutzt, um Phantomobjekte mit
geringer Distanz zur Kamera zu verhindern.
Sehr a¨hnlich dazu wird auch bei der Rank-Transformation lediglich geza¨hlt wieviele
Pixel in der Nachbarschaft dunkler als das betrachtete Pixel sind. Eine Erweiterung
davon ist die Census-Transformation, wobei hier alle Differenzen der Nachbarn zum
Zentrum wiederum in die drei Kategorien dunkler, gleich hell, heller unterteilt werden
und diese Information in einem Bitstring gespeichert wird. Der Vergleich dieser Bitstrings
erfolgt u¨ber die Hamming-Distanz, welche auswertet, wieviele Bits im String gleich sind.
Zabih und Woodfill (1994) stellen beide Verfahren vor und verglichen diese.
Basierend auf der gleichen Grundidee werden von Stein (2004) die Koeffizienten aus
der Census-Transformation zum Feature-Vergleich benutzt, um eine Berechnung des op-
tischen Flusses durchzufu¨hren. Die gleiche Technik kann jedoch auch fu¨r Stereoberech-
nungen benutzt werden. Hier steht auch wiederum die schnelle Berechnung im Vorder-
grund.
Die bisher vorgestellten Feature-basierten Verfahren sind lediglich in der Lage, pixel-
genaue Korrespondenzen zu etablieren. Ein Ansatz, der es auch ermo¨glicht subpixel
genaue Disparita¨ten zu etablieren, wird von Wo¨hler und Kru¨ger (2003) vorgestellt. Hier
werden im Bild zusammenha¨ngende Strukturen mittels Binary-Connected-Components-
Analysis gesucht und deren Kontur durch B-Splines beschrieben. Durch den Vergleich
der Konturen im Linken und rechten Bild ko¨nnen Korrespondenzen ermittelt werden.
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Globale Verfahren: Globale Verfahren zeichnen sich dadurch aus, dass sie eine kom-
plette Epipolarlinie oder direkt das ganze Bild betrachten.
Ein erster globaler Ansatz fu¨r die Berechnung eines Disparita¨tsvektors fu¨r eine kom-
plette Bildzeile geht auf Horn (1986) zuru¨ck. Hier wird der direkte Vergleich von In-
tensita¨tswerten mit einer Glattheitsbedingung fu¨r benachbarte Disparita¨ten in einem
Variationsansatz verknu¨pft. Folgendes Funktional wird dabei minimiert:
e =
∑
u,v
[(
∇2d(u, v)
)2
+ λ(Il(u+ d(u, v)/2, v)− Ir(u− d(u, v)/2, v))2
]
. (2.15)
Durch die Minimierung der zweiten Ableitung der Disprita¨ten werden Spru¨nge in
der Tiefenscha¨tzung vermieden. Der Gewichtungsfaktor λ reguliert diese Bedingung ge-
genu¨ber dem direkten Intensita¨tsvergleich.
Die Methode der Dynamischen Programmierung wird in vielen Vero¨ffentlichungen
und Lehrbu¨chern (Forsyth und Ponce, 2002; Hartley und Zisserman, 2004) als globales
Stereo-Verfahren empfohlen. Hierbei wird das Ordering-Constraint dazu benutzt, eine
effiziente Implementierung der Disparita¨tsbestimmung zu erreichen. Vorteil dieses Ver-
fahrens ist es, dass Bereiche in denen keine Information u¨ber die Disparita¨t vorliegt,
implizit aufgefu¨llt werden.
Darauf aufbauend gibt es auch Verfahren, die den daraus resultierenden Disparita¨ts-
raum (auch DSI fu¨r disparity space image) zusa¨tzlich u¨ber mehrere bzw. alle Bildspal-
ten optimieren. Roy und Cox (1998) benutzten beispielsweise Graph-Cuts, genauer ge-
sagt das Maximum-Flow Verfahren aus der Graphen-Theorie dazu, eine globale Dispa-
rita¨tskarte zu generieren.
Sowohl von Faugeras und Keriven (1998) als auch von Slesareva et al. (2005) werden
Variationsansa¨tze benutzt, um die Disparita¨tskarte sowohl mithilfe eines A¨hnlichkeits-
maßes, als auch durch globale Glattheitsbedingungen zu berechnen. Die Optimierung
basiert bei Faugeras und Keriven (1998) auf einem Level-Set Ansatz, wohingegen von
Slesareva et al. (2005) eine Grob-nach-Fein-Suche in einer Auflo¨sungspyramide benutzt
wird, um die berechneten Euler-Lagrange Gleichungen zu optimieren.
Ein Verfahren, welches sich zwischen globalen und lokalen Verfahren definiert, ist
das Semi-Global-Matching (SGM, (Hirschmu¨ller, 2005), siehe Abb. 2.6). Dabei wird
grundsa¨tzlich versucht eine globale 2D-Kostenfunktion zu minimieren, indem eine Viel-
zahl von eindimensionalen Kostenfunktionen optimiert werden. Dabei ist die Kosten-
funktion wie folgt aufgebaut:
e(d) =
∑
p

c(p, dp) + ∑
q∈Np
F1T (|dp − dq| = 1) +
∑
q∈Np
F2T (|dp − dq| > 1)

 . (2.16)
Der erste Term c(p, dp) ist die pixelweise Kostenfunktion und kann ein beliebiges Ver-
gleichsmaß sein. Sie wird fu¨r die aktuelle Pixelposition p und Disparita¨t dp berechnet.
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Die Funktion T gibt 1 zuru¨ck, wenn die Bedingung erfu¨llt ist, sonst 0. Dadurch bewirkt
der zweite Term eine Bestrafung fu¨r kleine Disparita¨tsunterschiede zu den benachbarten
Disparita¨tswerten dq mit dem Faktor F1. Je kleiner der Werte fu¨r den vorzugebenden
Parameter F1 gewa¨hlt wird, desto mehr werden gekru¨mmte Oberfla¨chen zugelassen.
Genauso werden große Disparita¨tsspru¨nge u¨ber den dritten Term mit dem Faktor F2
bestraft, welcher ebenfalls vorzugeben ist, wobei dieser vom lokalen Intensita¨tgradienten
abha¨ngt. Durch diese Vorgehensweise entstehen scharfe Tiefenspru¨nge, wie sie in ande-
ren Verfahren oft vermisst werden. Das Verfahren berechnet diese Kostenfunktion u¨ber
eindimensionalen Pfade im Bild in acht oder 16 Richtungen zu jedem Pixel mittels dy-
namischer Programmierung. Die Kosten aller Pfade werden anschließend fu¨r jedes Pixel
und jede Disparita¨t addiert. Am Ende wird u¨ber eine Winner-Takes-All -Entscheidung
eine globale Tiefenkarte erzeugt. Ungu¨ltige Disparita¨tswerte werden gelo¨scht und u¨ber
ihre Nachbarschaft interpoliert.
Sun et al. (2005) stellen die Korrespondenzsuche in einem Markov-Netzwerk dar und
lo¨sen dieses anschließend iterative mittels Belief Propagation. Die Ergebnisse geho¨ren
neben den Graph-Cut-Ansa¨tzen laut Scharstein und Szeliski (2002) zu den genauesten
Verfahren.
In verschiedenen Vero¨ffentlichungen werden die unterschiedlichen Ansa¨tze miteinan-
der verglichen. Scharstein und Szeliski (2002) stellen eine Vielzahl von dichten Stereo-
Verfahren vor und evaluieren anhand von Ground-Truth Daten deren Ergebnisse. Au-
ßerdem werden in Verbindung damit die Ground-Truth Daten und Implementierungen
von Standard-Verfahren im Internet bereitgestellt. Dadurch steht ein vereinheitlichter
Benchmark-Datensatz zur Verfu¨gung, mit dem Autoren ihre Algorithmen untereinander
vergleichen ko¨nnen.
Drei Optimierungsstrategien (lokale, semi-global und global), sowie sechs Kostenfunk-
tionen werden von Hirschmu¨ller und Scharstein (2007) miteinander verknu¨pft und ver-
glichen. Speziell fu¨r Fahrerassistenzsysteme ist die Evaluierung von van der Mark und
Gavrila (2006) gedacht. Hier liegt das Hauptaugenmerk auf dem Verhalten bei großen
Tiefenspru¨ngen, wie sie im Straßenverkehr vorkommmen. Dabei zeigt sich, dass fu¨r die
verwendeten Sequenzen das Verfahren nach Hirschmu¨ller et al. (2002), also ein lokales
Verfahren mit Left-Right-Consistency-Check und expliziter Behandlung von Objektkan-
ten, die besten Ergebnisse liefert.
2.1.3. Optischer Fluss
Ebenso wie die Stereobildverarbeitung die Verknu¨pfung von zwei ra¨umlich versetzt auf-
genommenen Bildern beschreibt, werden durch die Berechnung des optischen Flusses
zwei zeitlich versetzt aufgenommene Bilder miteinander verknu¨pft. Dadurch lassen sich
Informationen u¨ber die Bewegung der beobachteten Objekte ableiten bzw. die Kamera-
bewegung (auch
”
Ego-Motion“ genannt) in der Szene ermitteln. Es sind im Kontext des
optischen Flusses verschiedene Zusammenha¨nge zwischen Bildebene und beobachteter
Szene definiert. Das Bewegungsfeld (engl.: Motion-Field) oder auch Verschiebungsvek-
torfeld genannt, beschreibt die auf die Bildebene der Kamera projizierte Bewegung des
dreidimensionalen Objekts. Der optische Fluss bescheibt hingegen die sichtbare Verschie-
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bung des Bildinhalts von einem zum na¨chsten Bild. Der Szenenfluss ist die wahrgenom-
mene dreidimensionale Bewegung des Objekts im Raum, wodurch der optische Fluss die
Projektion des Szenenflusses ist.
Die Verschiebung des 3D-Punktes wi von einem Zeitschritt (t0) zum na¨chsten (t1)
verursacht eine Verschiebung des projizierten Punktes mi im Bild. Fasst man diese Ver-
schiebungsvektoren u¨ber alle abgebildeten 3D-Punkte zusammen, so erha¨lt man das
Verschiebungsvektorfeld oder Bewegungsfeld in der Bildebene.
Das Mirror-Ball-Experiment von Horn (1986) zeigt, dass Bewegungsfeld und optischer
Fluss nicht zwingend gleich sind. Angenommen wird eine rotierende, texturlose, perfekte
Kugel, die in zwei aufeinanderfolgenden Bildern ein Bewegungsfeld in der Bildebene,
jedoch keinerlei optischen Fluss verursacht. Die Kugel dreht sich zwar, jedoch wird keine
Vera¨nderung im Bild dadurch verursacht, weshalb kein optischer Fluss entsteht.
Ein Pha¨nomen, welches bereits von Wallach (1935) erwa¨hnt wurde, ist der sogenannte
Barber-Pole Effekt (siehe Abb. 2.7): Hier wird sowohl der Unterschied zwischen Bewe-
gungsfeld und optischem Fluss veranschaulicht, als auch das Apertur-Problem (Marr
und Ullman, 1981). Unter dem Apertur-Problem versteht man i.A. die Mehrdeutigkeit
der Bewegungsscha¨tzung, die sich u.a. daraus ergibt, dass man keine oder nur einen Teil
der Objektkontur im Bild sieht.
Zusammengefasst verhindert also sowohl die Projektion von dreidimensionalen Ob-
jekten und deren ebenfalls dreidimensionaler Bewegung auf zweidimensionale Bilder, als
auch das Apertur-Problem eine eindeutige Bestimmung der dreidimensionalen Bewegung
von Objekten aus zwei zeitlich aufeinanderfolgenden Bildern. Was aus den beiden Bildern
also bestimmt wird, ist der sogenannte optische Fluss, also das Verschiebungsvektorfeld,
welches zur Vera¨nderung der Intensita¨tsverteilung u¨ber die Zeit im Bild fu¨hrt.
U¨ber die Methoden zur Bestimmung des optischen Flusses aus Bildsequenzen gibt
es lediglich Literaturu¨berblicke aus dem letzten Jahrzehnt, z.B. Barron et al. (1994).
Liu et al. (1998) beru¨cksichtigen neben der Genauigkeit die algorithmische Effizienz der
Verfahren.
Der optische Fluss ist mathematisch durch seine beiden Bewegungskomponenten u˙ und
v˙ definiert, wobei u˙ = du/dt horizontale Bewegungen und v˙ = dv/dt vertikale Bewegun-
gen beschreibt. Angenommen, dass ein Oberfla¨chenelement u¨ber die Zeit eine konstante
Lichtintensita¨t in Richtung Kamera reflektiert, kann das Optical Flow Constraint wie in
Gleichung 2.17 definiert werden (Horn, 1986). Hierbei wird definiert, dass die Intensita¨t
I vor und I ′ nach der Verschiebung um u˙ und v˙ gleich bleibt, wobei ∆t das Zeitintervall
der Verschiebung angibt.
I(u+ u˙∆t, v + v˙∆t, t+∆t) = I ′(u, v, t) (2.17)
Durch die Taylor-Reihenentwicklung kann das Optical Flow Constraint wie folgt um-
geformt werde:
I(u, v, t) + ∆u
∂I
∂u
+∆v
∂I
∂v
+∆t
∂I
∂t
+ e = I ′(u, v, t). (2.18)
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Abbildung 2.7.: Beispiel fu¨r den Unterschied zwischen Bewegungsfeld und optischem
Fluss. (a) In Pfeilrichtung rotierende Barber-Pole. (b) Das durch die Be-
wegung entstandene Bewegungsfeld. Das Bewegungsfeld ist die Projekti-
on der dreidimensionalen Bewegung auf die Bildebene. Die Bewegungs-
vektoren zeigen nach rechts. (c) Der durch die Bewegung entstandene
optische Fluss. Der optische Fluss ist die Verschiebung der Intensita¨ten
im zwei aufeinanderfolgenden Bildern. Die optischen Fluss-Vektoren zei-
gen auf Grund der diagonalverlaufenden Textur nach oben.
Diese Gleichung wird als Gradient Constraint Equation bezeichnet, wobei der Term e
die Terme zweiter und ho¨herer Ordnung fu¨r ∆u,∆v and ∆t beinhaltet. Meist wird der
Term e vernachla¨ssigt und die Ableitungen der Intensita¨t als Iu, Iv und It bezeichnet:
∇I(u, v, t) · (u˙, v˙, 0) + It(u, v, t) = 0,wobei ∇I =

 IuIv
It

 . (2.19)
Grundsa¨tzlich werden in der Literatur, a¨hnlich wie bei der Stereoanalyse, zwei Arten
von Ansa¨tze verfolgt: die lokalen Verfahren und die globalen Verfahren.
Lokale Verfahren: Bei lokalen Verfahren wird versucht, in den beiden Bildern korre-
spondierende Features oder korrespondierende Bildausschnitte zu finden, wobei ledig-
lich lokale Nachbarschaften im Bild beru¨cksichtigt werden, jedoch nie das ganze Bild.
Der zweidimensionale Verschiebungsvektor zwischen den korrespondierenden Bildpunk-
ten wird als Flussvektor bezeichnet. U¨ber das ganze Bild betrachtet entsteht so, je nach
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Verfahren, ein spa¨rliches bzw. dichtes Verschiebungsvektorfeld.
Lucas und Kanade (1981) benutzten die Gradient Constraint Gleichung (Gleichung
2.18) zusammen mit einer Gewichtungsfunktion, um den optischen Fluss zu bestimmen.
Dabei wird angenommen, dass in lokaler Nachbarschaft der optische Fluss konstant
ist. Dadurch wird das Problem, dass zu einem zweidimensionalen Flussvektor nur ein
Messwert verfu¨gbar ist, in ein u¨berbestimmtes Gleichungssystem u¨berfu¨hrt. Fu¨r einen
Flussvektor sind alle Messwerte der lokalen Nachbarschaft verfu¨gbar, die jedoch u¨ber
die Gewichtsfunktion derart verknu¨pft sind, dass das Zentrum der Nachbarschaft die
ho¨chste Relevanz bekommt. Durch die Least-Squares Lo¨sung des Gleichungssystems
ko¨nnen theoretisch an allen Stellen Flussvektoren berechnet werden. Nachteile des Ver-
fahrens sind zum einen die Annahme, dass in der lokalen Nachbarschaft ein konstanter
Fluss angenommen wird und zum anderen, dass eine konstante Intensita¨t in der lokalen
Nachbarschaft wiederum zum Aperturproblem fu¨hrt. Dieses Verfahren ist auch Basis fu¨r
den sogenannten KLT-Tracker. Dieser Trackingalgorithmus besteht zum einen aus dem
beschriebenen Flussverfahren und zum anderen aus einer Eckenextraktion basierend auf
der Vero¨ffentlichung von Tomasi und Kanade (1991). Dabei wird versucht, den Verschie-
bungsvektor nur dort zu berechnen, wo es sinnvoll ist, na¨mlich an Ecken im Bild. Das
Ergebnis sind nur einzelne Flussvektoren, welche jedoch schnell und genau zu berechnen
sind.
Anandan (1989) verwendet die SSD (Sum-of-Squared-Differences), um Bildausschnitte
in den beiden aufeinanderfolgenden Bildern einander zuzuordnen und so ein Verschie-
bungsvektorfeld zu berechnen:
SSD(u, v, u˙, v˙) =
n∑
j=−n
n∑
i=−n
[It0(u+ i, v + j)− It1(u+ u˙∆t+ i, v + v˙∆t+ j)]2 . (2.20)
U¨ber eine Suche nach dem kleinsten SSD-Wert kann fu¨r (u, v) die beste Verschiebung
bestimmt werden.
Die Zuordnung der Bildauschnitte wird u¨ber eine Pyramidenstrategie realisiert, wobei
zuna¨chst in einer groben Auflo¨sung Korrespondenzen gesucht werden, die dann an Stu-
fen ho¨herer Auflo¨sung weiterpropagiert werden und dort das Verschiebungsvektorfeld
verfeinert wird. Außerdem wird von Anandan (1989) ein Glattheitsterm a¨hnlich dem
von Horn und Schunck (1980) benutzt.
Stein (2004) verwendet die Census-Transformation, um optische Fluss-Informationen
zu generieren. Dazu wird das Bild zuna¨chst nach geeigneten Bildausschnitten durchsucht.
Diese Ausschnitte werden als Census-Koeffizienten repra¨sentiert und in einer Hashtabelle
abgelegt. Durch die Hashtabelle la¨sst sich nun nach Korrespondenzen im zweiten Bild
suchen und somit Flussvektoren etablieren. Diese Methode ist numerisch sehr effizient
und sowohl fu¨r kleine als auch fu¨r sehr große Verschiebungen geeignet. In Abb. 2.8a wird
ein Beispiel fu¨r das Berechnungsergebnis des Algorithmus gezeigt.
25
2. Stand der Forschung
Abbildung 2.8.: Beispiele fu¨r die optische Fluss-Berechnung. (a) Ergebnis aus der
Vero¨ffentlichung von Stein (2004). Die Flussvektoren sind farbig darge-
stellt, wobei wa¨rmere Farben schnellere Bewegungen repra¨sentieren. (b)
Eingangsbild einer Testsequenz (Zach et al., 2007). (c) Dazugeho¨riges
Ergebnis (Zach et al., 2007). Hier zeigt die Farbe die Richtung der Be-
wegung und die Helligkeit die Geschwindigkeit.
Globale Verfahren: Die globalen Verfahren erzielen ein dichtes Verschiebungsvektorfeld
und betrachten dabei Bildpunkte aus beiden Bildern auf einmal. Es wird dabei versucht,
mittels Regularisierung bzw. Variationsansa¨tzen zusammen mit Glattheitsbedingungen
die Mehrdeutigkeiten in einigen Regionen durch die Betrachtung der Umgebungsinfor-
mationen aufzulo¨sen.
Horn und Schunck (1980) nutzten diese Gleichung in Kombination mit einer globa-
len Glattheitsbedingung als Funktional zur optischen Fluss Berechnung. Das globale
Fehlerfunktional ist dabei
eHS =
∫ ∫ [
(∇I · (u, v, 0) + It)2 + λ
(
|∇u˙|2 +∇v˙|2
)]
dudv, (2.21)
wobei
∇u˙ = ∂
2u˙
∂u2
+
∂2u˙
∂v2
und ∇v˙ = ∂
2v˙
∂u2
+
∂2v˙
∂v2
. (2.22)
Das Fehlerfunktional eHS des Regularisierungsansatzes besteht aus dem Datenterm,
welcher die Intensita¨tsableitungen erster Ordnung beinhaltet und dem Glattheitsterm,
welcher die ho¨heren Ableitungen der Bewegung beinhaltet. Diese sind u¨ber den Re-
gularisierungsparameter λ verknu¨pft. Das Fehlerfunktional wird iterativ mittels Euler-
Lagrange-Gleichungen gelo¨st.
Durch die Regularisierung wird der optische Fluss in strukturlosen Regionen durch
Interpolation der Bewegungsinformationen der umliegenden Regionen gescha¨tzt.
Lange Zeit wurden an dieser Stelle keine großen Fortschritte verzeichnet, bis vor weni-
gen Jahren einige Vero¨ffentlichungen (u.a. (Brox et al., 2004), (Bruhn, 2006) und (Bruhn
et al., 2005)) zu einem neuen Meilenstein in der optischen Fluss-Berechnung fu¨hrten. Ein
neuer Meilenstein wurde dabei sowohl im Bezug auf die Genauigkeit der Ergebnisse als
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auch in der Berechnungsgeschwindigkeit erreicht. Die Grundlage dafu¨r bildet nach wie
vor der Regularisierungsansatz in der Formulierung von Horn und Schunck (1980). Au-
ßerdem wird die Annahme von Lucas und Kanade (1981) benutzt, um lokale und globale
Einflu¨sse zu kombinieren (Bruhn et al., 2005). Des Weiteren werden zusa¨tzliche Cons-
traints dazu benutzt, um das Ergebnis auf der mathematischen Seite zu verbessern.
Zusa¨tzlich zur Konstanz des Grauwerts, wie von Horn und Schunck (1980) beschrieben,
wird auch eine Konstanz der ra¨umlichen Grauwertableitung gefordert. Außerdem werden
Diskontinuita¨ten explizit im Flussfeld erlaubt und wa¨hrend der Optimierung behandelt.
Zusa¨tzlich werden große Verschiebungen durch eine Coarse-to-Fine-Warping-Strategie
beru¨cksichtigt. Dabei wird auf mehreren Stufen einer Auflo¨sungspyramide gerechnet und
die Zwischenergebnisse zwischen den Stufen mittels Warping weitergegeben. Außerdem
fu¨hrt diese Strategie zu einer weiteren Verbesserung der Robustheit hinsichtlich Inten-
sita¨tsrauschen, ebenso wird die Genauigkeit erho¨ht. Die Verarbeitung zwischen den Py-
ramidenstufen wird durch eine sogenannte Mehrgitterstrategie realisiert. Dies ermo¨glicht
eine ho¨here Effizienz der Berechnung.
Ein a¨hnlicher Ansatz wird auch von Zach et al. (2007) verwendet (siehe Abb. 2.8),
wobei hier die L1-Norm als Vergleichsmaß benutzt wird. Zusa¨tzlich wird eine Unterschei-
dung zwischen Struktur und Textur im Bild verwendet, um etwas genauere Ergebnisse zu
erzielen. Die Lo¨sung erfolgt u¨ber einen Total-Variation-Ansatz, welcher iterativ, a¨hnlich
den von Horn und Schunck verwendeten Euler-Lagrange Gleichungen, funktioniert. Die
Optimierung erfolgt hier auch u¨ber einen Pyramidenansatz. Hier wird auch eine Im-
plementierung auf der Grafikkarte vorgeschlagen, welche wiederum eine Reduktion der
Berechnungsdauer mit sich bringt.
Baker et al. (2007) stellen ein Benchmarking inklusiv Datensatz vor, welches zum
Vergleich von dichten Flussverfahren geeignet ist. Es werden Ground-Truth Daten zur
Verfu¨gung gestellt und Entwickler ko¨nnen die Ergenisse ihrer Arbeiten direkt mit vor-
handenen Verfahren vergleichen.
2.1.4. Szenenfluss
Als Szenenfluss (engl.: Scene Flow) bezeichnet man die vollsta¨ndige, dreidimensionale In-
formation u¨ber die Bewegung von 3D-Punkten in einer Szene. D.h. einem Punkt auf der
Oberfla¨che wird ein sechsdimensionaler Vektor zugeordnet, welcher die dreidimensionale
Position und den dreidimensionalen Bewegungsvektor des Punktes beinhaltet. Im Unter-
schied zum optischen Fluss wird die Bewegung vollsta¨ndig dreidimensional repra¨sentiert.
Der Szenenfluss kann als die 3D-Erweiterung des optischen Flusses gesehen werden oder
umgekehrt ist der optische Fluss die Projektion des Szenenflusses auf die Bildebene. Die
Literatur bietet weitaus weniger Ansa¨tze zur Szenenflussberechnung als beispielsweise
zur Berechnung des optischen Flusses. Man bescha¨ftigt sich erst seit ca. zehn Jahren
damit, da experimentelle Untersuchungen aufgrund nicht ausreichender Rechnertechno-
logien nicht oder nur beschra¨nkt durchgefu¨hrt werden konneten. Das ist auch der Grund
dafu¨r, dass erst in den letzten Jahren brauchbare Ansa¨tze aufgekommen sind, die nun
dank moderner Technologien zu berechnen sind.
Grundsa¨tzlich beno¨tigt man zur Ermittlung des Szenenflusses mindestens vier Bil-
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der: jeweils ein Stereobildpaar zum Zeitpunkt (t0) und eins zum na¨chsten Zeitpunkt
(t1). Alleine eine Kombination von Stereo-Punkten mit einem optischen Flussfeld
fu¨hrt nicht zu der gleichen Information, da die 3D-Punkte zusammen mit den 2D-
Verschiebungsvektoren nur fu¨nfdimensionale Vektoren ergeben und dabei die Bewe-
gungskomponente parallel der optischen Achse des Kamerasystems unbestimmt bleibt.
Abbildung 2.9.: Zusammenha¨nge zwischen den zwei Stereobildpaaren zu zwei aufeinan-
derfolgenden Zeitschritten.
Um diese Problematik zu umgehen wird von Franke et al. (2005) ein Kalman-Filter
dazu benutzt, die fehlende Bewegungskomponente durch zeitliche Filterung zu ermit-
teln. Ein Nachteil ist hierbei die Vielzahl von Filtern, da jedem 3D-Punkt ein Filter
zugeordnet wird. Um dennoch echtzeitfa¨hig zu bleiben, kann nur eine verha¨ltnisma¨ßig
geringe Anzahl von Szenenpunkten berechnet werden, was in einer spa¨rlichen Szenenbe-
schreibung resultiert. Die Filterung bedingt außerdem eine gewisse Einschwingzeit und
bringt eine Tiefpassfilterung der Bewegung mit sich. Fu¨r schnelle Bewegungsa¨nderungen
ist dieser Ansatz ungeeignet.
Der englische Begriff Scene Flow wurde maßgeblich durch die Arbeiten von Vedula
et al. (1999) gepra¨gt. In der Vero¨ffentlichung werden Methoden vorgestellt, um entwe-
der mit vollsta¨ndigem Szenenwissen, mit Wissen u¨ber Stereokorrespondenzen oder ohne
Vorwissen den Szenenfluss zu berechnen. Dies erfolgt jeweils auf der Analyse des op-
tischen Flusses in den Bildern eines Multi-View Kamerasystems. Dieser Ansatz ist fu¨r
Stereobilder nur bedingt geeignet.
Ein Variationsansatz wird von Huguet und Devernay (2007) benutzt, um gleichzeitig
alle Komponenten des Szenenflusses zu bestimmen. Dabei setzt sich das zu minimierende
Funktional E(u, v, d, d′) aus Glattheits- und Datenterm, welche durch den Regularisie-
rungsparameter λ verbunden sind, zusammen:
E(u, v, d, d′) = EData + λESmooth. (2.23)
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Dabei beschreiben u und v die Bildkoordinaten im linken Bild, d die Disparita¨t zum
Zeitpunkt t0 und d
′ die Disparita¨t zum Zeitpunkt t1. Der Datenterm EData besteht aus
den vier Fehlerbeziehungen zwischen den Bildern:
EData =
∫
Ω
(βflEfl + βfrEfr + βstEst + βsEs)dx, (2.24)
wobei durch βfl, βfr, βst und βs Verdeckungen beru¨cksichtigt und aus der Berechnung
ausgeschlossen werden. Durch Ω wird der Berechnungsraum und durch x die Bildkoordi-
nate mit x = (x, y, t) definiert. Die vier Fehlerterme in EData werden beschrieben durch:
Efl(u, v, d, d
′) = Ψ(δ(Il,x; Il,x+w)), (2.25)
Efr(u, v, d, d
′) = Ψ(δ(Il,x+ d; Il,x+w+ d’)), (2.26)
Est(u, v, d, d
′) = Ψ(δ(Il,x+w; Il,x+w+ d’)), (2.27)
Es(u, v, d, d
′) = Ψ(δ(Il,x; Il,x+ d)). (2.28)
Die Ψ-Funktion ist definiert als Ψ(s2) =
√
s2 + ε2 (mit ε = 0.001). Die Verwendung
der Ψ-Funktion fu¨hrt zu einer robusten Fehlerfunktion, korrespondierend zur L1 Norm,
die jedoch u¨berall differenzierbar ist.
Das A¨hnlichkeitsmaß ist definiert als:
δ(I,x; I ′,y) = |I ′(y)− I(x)|2 + γ|∇I ′(y)−∇I(x)|2, (2.29)
wobei ∇ = (∂x, ∂y)T .
Der Glattheitsterm ist dabei definiert als:
ESmooth =
∫
Ω
Ψ(|∇u|2 + |∇v|2 + σ|∇(d′ − d)|2 + µ|∇d|2)dx, (2.30)
wobei σ und µ zur zusa¨tzlichen Steuerung des Optimierungsverhaltens benutzt werden.
Es wird zur Berechnung ein Pyramidenansatz benutzt, um auch große Vera¨nderungen
korrekt berechnen zu ko¨nnen. Die Ergebnisse sind sehr aufwendig zu berechnen und
beno¨tigt fu¨r VGA-Aufnahmen mehrere Minuten Rechenzeit, um den vollsta¨ndigen Sze-
nenfluss auf einer modernen Rechnerplattform zu berechnen.
Wedel et al. (2008) beschreiben ein Verfahren, welches zur Berechnung des Szenenflus-
ses wiederum die 3D-Rekonstruktion von der Bewegungsscha¨tzung trennt. Es wird also
zuna¨chst mittels Stereobildverarbeitung eine spa¨rliche oder dichte Tiefenkarte erzeugt,
um dann wiederum auf einem Regularisierungsansatz basierend die dreidimensionale
Bewegung zu scha¨tzen. Der Vorteil ist hier die deutlich ku¨rzere Berechnungsdauer.
Pons et al. (2003) benutzten ebenfalls einen Variationsansatz, um Oberfla¨chen im
Raum zu generieren und u¨ber statistische A¨hnlichkeitsmaße die beobachtete Oberfla¨che
bestmo¨glich zu rekonstruieren. Die Bewegungsinformationen werden anschließend durch
den gleichen Ansatz unter Verwendung des na¨chsten Stereobildpaares extrahiert.
Der Ansatz von Li und Sclaroff (2008) verwendet Wahrscheinlichkeitsverteilungen fu¨r
den optischen Fluss und die Stereorekonstruktion um daraus verla¨ssliche Szenenfluss-
daten zu generieren. Unsicherheiten in der Korrespondenzbildung fu¨r die Fluss- bzw.
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Stereoberechnung werden dadurch in der globalen Szenenflussberechnung beru¨cksichtigt,
was zu einem stabileren Ergebnis fu¨hrt. Außerdem wird ebenfalls ein Pyramiden-Ansatz
verwendet. Synthetische und reale Testdaten zeigen die Leistungsfa¨higkeit des Ansatzes.
Die Rechenzeit betra¨gt auf einer modernen Rechnerplattform ca. 2 Minuten fu¨r vier
Bilder in QVGA-Auflo¨sung.
Ein spa¨rlicher Ansatz zur Bestimmung des Szenenflusses wird von Schmidt et al.
(2007) vorgestellt. Das Verfahren basiert auf der Modellierung von Grauwertkanten in
raum-zeitlichen ROIs. Es wird dabei gema¨ß der PSF (siehe Abschnitt 2.1.1) eine Sigmoid-
Funktion an die Grauwertkante in aufeinanderfolgenden Bildern angepasst und mithilfe
der Kantenparameter Korrespondenzen etabliert, wodurch 3D-Punkte bestimmt werden.
Da es sich um eine raum-zeitliche Kanteninterpretation handelt, kann außerdem der
optische Fluss und die Tiefengeschwindigkeit ermittelt werden. Das Verfahren und die
im Rahmen dieser Arbeit entwickelten Erweiterungen werden in Abschnitt 4.2.1 genauer
erkla¨rt.
2.1.5. Szenensegmentierung
Da in der vorliegenden Arbeit ausschließlich 3D-Daten verarbeitet werden, wird an dieser
Stelle nur auf Verfahren zur 3D-Punktewolkensegmentierung eingegangen.
Das Ziel der Segmentierung ist es, die 3D-Punktewolke der vorliegenden Szene in
einzelne Objekte zu unterteilen. Dabei wird entweder auf modellfreie Verfahren, i.A.
als Cluster-Verfahren bezeichnet (Duda und Hart, 1973) oder auf modell-basierte Ver-
fahren zuru¨ckgegriffen, wobei der ICP-Algorithmus eine wichtige Rolle spielt (siehe
Kap. 2.1.7). Sehr a¨hnliche Methoden kommen auch in der Photogrammetrie auf Ba-
sis von Laserscanner-Daten zum Einsatz (siehe z.B. (Brenner, 2005; Rottensteiner et al.,
2005)).
Zur Segmentierung kommen oft die klassischen Cluster-Ansa¨tze zum Einsatz, wie das
agglomerative und das divisive Clustering. Hierbei muss keine feste Clusteranzahl vorge-
geben werden. Diese Verfahren beno¨tigen allerdings ein Abbruchkriterium, was je nach
Anwendung schwer zu definieren ist. Anders wird beim k-Means Clustering (MacQueen,
1967) eine feste Anzahl von Clustern vorgegeben, was ebenfalls abha¨ngig vom Szena-
rio schwierig sein kann. Weitere interessante Methoden zum Clustering basieren auf
der Graphentheorie. Hier wird die Graph-Cut Optimierung (Shi und Malik, 1997) bzw.
sehr a¨hnlich dazu das spektrale Clustering (Shi und Malik, 2000) dazu benutzt, um
eine optimale Trennung der Objekte in der Punktewolke zu erreichen. Außerdem zu
erwa¨hnen ist das sogenannte Mean-Shift-Clustering, welches urspru¨nglich zur Farbbild-
segmentierung entwickelt wurde (Comaniciu und Meer, 2002). Hierbei muss weder eine
Clusteranzahl noch ein Abbruchkriterium definiert werden. Das Verfahren ist jedoch fu¨r
3D-Punktewolken nur bedingt geeignet.
Ein Clusterverfahren, welches auch in der vorliegenden Arbeit zum Einsatz kommt,
wird von Konrad (2006) vorgestellt. Das Verfahren ist besonders fu¨r attributierte Punk-
tewolken geeignet, wenn beispielsweise zusa¨tzlich zu den 3D-Koordinaten auch Bewe-
gungsinformationen fu¨r Szenenpunkte verfu¨gbar sind. Es werden zwei Bedingungen an
benachbarte Punkte des gleichen Clusters gestellt: zum einen muss der euklidische Ab-
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stand im 3D-Raum unter einer definierten Schwelle θ3D liegen und zum anderen muss
der Geschwindigkeitsunterschied ebenfalls kleiner einer Schwelle θv sein. Sind beide Be-
dingungen erfu¨llt, so werden beide Punkte dem gleichen Cluster zugeordnet. U¨ber einen
Rekursionsansatz wird anschließend gewa¨hrleistet, dass die Clusternummern alle sinnvoll
vergeben sind, d.h. Punkte eines Clusters auch abschließend alle die gleiche Clusternum-
mer haben. Die Grundidee des Ansatzes geht auf Bock (1974) zuru¨ck. Das Verfahren
wurde urspru¨nglich zum Clustering von Radarpunkten entwickelt. Abb. 2.10 zeigt das
Verfahren angewendet auf Radardaten.
Abbildung 2.10.: Beispiel fu¨r die Segmentierung von Radardaten nach Konrad (2006).
(a) Kamerabild der Szene. (b) Gefilterte Radardaten (Farben definie-
ren Signalsta¨rke). (c) Segmentierte Objekte (gleiche Farbe = gleiches
Cluster).
Der ICP-Algorithmus (Besl und McKay, 1992) ist urspru¨nglich zur Registrierung von
3D-Formen (Punktewolken, Liniensegmente, Fla¨chen, etc.) entwickelt worden. Durch
die Erweiterung von Zhang (1992) wird zusa¨tzlich auch eine Segmentierung erreicht,
da wa¨hrend der Posescha¨tzung auch die Menge der korrespondierenden Datenpunkte
vera¨ndert wird. Ist der Abstand eines Punktes zum Modell u¨ber eine Schwelle Dmax,
so wird der Punkt aus der Punktewolke entfernt. Der Parameter Dmax wird dabei im
statistischen Sinne nach jeder Iteration ermittelt. Schlussendlich liefert der Algorithmus
neben der Objektpose auch die segmentierte Objektpunktewolke.
Ein weiterer Ansatz zur Szenensegmentierung wird von Schmidt et al. (2007) vorge-
stellt. Hier wird ebenfalls auf bewegungsattributierten Punkten gearbeitet und zuna¨chst
ein hierarchisches Clustering durchgefu¨hrt. Anschließend wird mithilfe eines empirisch
bestimmten Schwellwerts der hierarchische Baum partitioniert, was in einer Vielzahl
von einzelnen Clustern resultiert. Diese einzelnen Cluster werden entsprechend ihrer
mittleren Geschwindigkeit zusammengefasst und durch einen einhu¨llenden Zylinder re-
pra¨sentiert. Jeder Zylinder bildet nun eine Objekthypothese, welche anschließend durch
ein Partikel-Filter verfolgt wird. Somit erha¨lt man eine Beschreibung der Szene, ohne
die Objekte darin genauer zu kennen und kann dreidimensionale Objekte u¨ber die Zeit
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in der Szene verfolgenden.
2.1.6. 3D-Pose-Estimation
Das Ziel der Pose-Estimation ist es, aus den Informationen eines Sensors die Lage und
Orientierung (zusammengefasst die Pose) eines Objekts zu scha¨tzen. Dabei wird meist
auf ein mehr oder weniger detailliertes Modell des Objekts zuru¨ckgegriffen.
Man unterscheidet dabei verschiedene Kategorien von Objekten: rigide Objekte, ar-
tikulierte Objekte und Freiformen (auch nicht-rigide Objekte genannt). Ein rigides Ob-
jekt (alle festen Ko¨rper) hat im 3D-Raum sechs Freiheitsgrade, wodurch auch sechs
Parameter zur vollsta¨ndigen Definition der Pose beno¨tigt werden, wobei diese sich in
drei Translations- und drei Rotationsparameter aufteilen. Artikulierte Objekte (z.B. der
menschliche Ko¨rper oder Teile davon, Roboter, Zu¨ge, Auflieger-LKW) haben zusa¨tzlich
noch eine endliche Anzahl von interne Freiheitsgraden, welche zusa¨tzlich als Parame-
ter zu den sechs Parametern der rigiden Objekte hinzukommen. Nicht-rigide Objekte
(z.B. Kabel, Schla¨uche und alle nicht festen Ko¨rper) haben eine unendliche Anzahl von
Freiheitsgraden. Daher wird meist eine Modellfunktion mit einer endlichen Anzahl von
Freiheitsgraden bestimmt, um die Pose approximieren zu ko¨nnen.
Haralick et al. (1989) beschreiben drei verschiedene Klassen des Pose-Estimation Pro-
blems: die 2D-2D Pose-Estimation ermittelt die Pose eines 2D-Objekts aus einem Bild,
wohingegen die 3D-3D Pose-Estimation die Pose eines 3D-Objekts aus 3D Punkten bzw.
3D-Daten scha¨tzt. Eine weitere Klasse bezeichnet die 2D-3D Pose-Estimation: hier wird
versucht alle sechs Poseparameter eines dreidimensionalen Objekts aus einem Bild zu
scha¨tzen. Diese Klasse wird in der Photogrammetrie auch als externes Orientierungs-
problem bezeichnet (Kraus et al., 1997). Lo¨sungsansa¨tze finden sich fu¨r diese Klasse
zahlreich in der Literatur (z.B.: (Lowe, 1991; Phong et al., 1996; Rosenhahn et al.,
2003)).
Das Hauptproblem bei der 2D-3D Pose-Estimation ist die Scha¨tzung der Entfernung
des Objekts zur Kamera. Hier treten vergleichsweise hohe Ungenauigkeiten auf, da der
einzige Anhaltspunkt zur Scha¨tzung der Entfernung die bekannte Gro¨ße des Objekts ist.
Selbst bei exakt bekannter Gro¨ßeninformation stellt sich das Problem, dass fu¨r kleine
Entfernungsa¨nderungen die Objektgro¨ße im Bild quasi gleich bleibt. Hingegen werden
durch ein Stereo-Kamerasystem wesentlich bessere Tiefeninformationen gewonnen, was
zu einer erho¨hten Genauigkeit der Entfernungsscha¨tzung fu¨hrt (Faugeras, 1993). Da es
im Kontext der vorliegenden Arbeit sehr wichtig ist, mo¨glichst genaue Pose-Parameter
zu ermitteln, werden lediglich 3D-3D Verfahren verwendet.
Eine Gruppe von Pose-Estimation Verfahren sind ansichtsbasierte oder appearance-
based Methoden. Dabei wird direkt das Abbild des Objekts mit Bildern des Objekts
in bekannter Pose verglichen. Hierunter za¨hlt auch das monokulare Template-Matching
(von Bank et al., 2003) und das multiokulare Template-Matching, auf welches Kru¨ger
(2007) na¨her eingeht.
Eine weitere Gruppe von Verfahren wird als Model-based Segmentation bezeichnet.
Hierbei werden die Parameter einer geeigneten geometrischen Repra¨sentation adaptiert,
beispielsweise u¨ber eine Konturensuche. Zu diesen Verfahren za¨hlen die Active Contours
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(Kass et al., 1988) und der CCD-Algorithmus (Hanek, 2004). Diese Verfahren eignen sich
insbesondere fu¨r nicht-rigide Objekte mit einer nicht beschra¨nkten Anzahl von internen
Freiheitsgraden.
Die letzte Gruppe von Verfahren ordnet Merkmale (engl.: Features) dem Modell zu
und ermittelt die Pose des Modells daraus. Hierunter fa¨llt auch der Iterative Closest
Point (ICP) Algorithmus, der beispielsweise von Besl und McKay (1992) beschrieben ist
und auf den in Kap. 2.1.7 na¨her eingegangen wird.
Eine detaillierte U¨bersicht u¨ber multiokulare Pose-Estimation Verfahren gibt Kru¨ger
(2007) wieder. Auf Verfahren speziell fu¨r artikulierte Objekte wird in Kap. 2.2 genauer
eingegangen.
2.1.7. Punktbasierte 3D-Modellanpassung
Ein Spezialfall der 3D-3D Pose-Estimation ist die punktbasierte Modellanpassung. Dabei
wird vorausgesetzt, dass die Eingangsdaten als Punkte im Raum verfu¨gbar sind. Diese
Repra¨sentation findet man in erster Linie bei Daten aus Laserscannern, aber auch als
Resultat einer Stereobildverarbeitung. Nachdem das Objekt aus der initialen Punkte-
wolke extrahiert wurde (siehe Abschnitt 2.1.5), wird ein mehr oder weniger detailliertes
Modell des Objekts benutzt, um dessen Pose zu ermitteln. Dabei kann das Modell un-
terschiedlich beschrieben werden, beispielsweise ebenfalls durch eine Punktewolke oder
durch eine Menge von Linien, Kurven oder Oberfla¨chen. Zusammengefasst la¨sst sich das
Problem folgendermaßen ausdru¨cken:
Gesucht wird eine Transformation T , die die Pose des ModellsM in der Art vera¨ndert,
sodass die Objektpunktewolke O mit dem Modell bestmo¨glich u¨bereinstimmt. Diese
U¨bereinstimmung wird erreicht, wenn die Distanz dist zwischen den Objektpunkten
und dem Modell minimal ist:
min
T
dist[T (M), O]. (2.31)
Die im Folgenden beschriebenen Algorithmen haben ihren Ursprung in der Punkte-
wolkenregistrierung, d.h. in der Ermittlung der Transformation zwischen zwei Punk-
tewolken. Dabei wurde zuna¨chst angenommen, dass zwei Punktewolken des gleichen
Objekts vorhanden und die richtigen Korrespondenzen zwischen den Punkten bekannt
sind. Unter diesen Voraussetzungen gibt es zwei Mo¨glichkeiten, die eine geschlossene
Least-Squares-Lo¨sung bieten: zum einen das auf Quaternionen basierende Verfahren
nach Horn (1987b) und zum anderen der Ansatz nach Arun et al. (1987), welchem eine
Singula¨rwertzerlegung (engl.: Singular Value Decomposition (SVD)) zugrunde liegt.
Fu¨r den Fall, dass die Korrespondenzen zwischen den Punktewolken nicht initial be-
kannt sind, wurde Anfang der 90er Jahre der Iterative Closest Point (ICP) Algorith-
mus entwickelt, u.a. von Besl und McKay (1992) und Zhang (1992). Außerdem wurden
hier auch erstmals andere Repra¨sentationen fu¨r das Modellobjekt eingefu¨hrt und man
bescha¨ftigte sich ab diesem Zeitpunkt auch mit der Behandlung von Messfehlern.
Die verschiedenen Varianten des ICP-Algorithmus (vgl. (Rusinkiewicz und Levoy,
2001)), die darauf folgten, lassen sich durch die folgenden Verarbeitungsschritte cha-
rakterisieren:
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• Selektion der Objektpunkte
• Korrespondenzbildung zwischen Modell und Punktewolke
• Gewichtung der Punktpaare
• Ru¨ckweisung von Punktpaaren
• Generierung einer Fehlermetrik fu¨r die verbleibenden Punktpaare
• Minimierung der Fehlermetrik
Selektion: In der Literatur werden verschiedene Ansa¨tze zur Punktselektion erwa¨hnt.
Die wichtigsten dabei sind:
• Benutztung aller Punkte
• Uniformes Subsampling aller Punkte
• Zufa¨llige Auswahl
• Betrachtung weiterer Merkmale (z.B. Intensita¨tsgradient im Bild)
In der Regel wird die Art der Selektion durch die Anzahl von verfu¨gbaren Punkten
bestimmt. Sollten sehr viele Punkte verfu¨gbar sein (z.B. durch die Verwendung eines La-
serscanners), machen Subsampling oder Zufallsauswahl die Registrierung schneller ohne
an Qualita¨t zu verlieren. Dabei ist allerdings auch stets zu beachten, dass mindestens
genau so viele Punkte vorhanden sein mu¨ssen, wie es zu bestimmende Pose-Parameter
gibt.
Korrespondenzbildung: Auch hier gibt die Literatur bereits verschiedenste Ansa¨tze
vor:
• Finde den na¨chsten Punkt des Modells (wenn das Modell auch durch Punkte o.a¨.
beschrieben ist)
• Normal shooting : Die Verbindungsgerade startet im Datenpunkt und endet als
Normale auf der Modelloberfla¨che
• Reverse Calibration: Der Sehstrahl des Sensors verbindet Datenpunkt und Modell
• Eine der drei beschriebenen Methoden, allerdings unter Beru¨cksichtigung weiterer
Merkmale (Intensita¨t o.a¨.)
Wird der na¨chste Punkt auf dem Modell gesucht, so empfiehlt sich die Verwendung
eines k-d Trees (Zhang, 1992). Auch das sogenannte Closest-Point Caching (Simon,
1996) fu¨hrt hier zu einer signifikanten Reduktion der Berechnungskomplexita¨t.
Wird das Modell hingegen kontinuierlich beschrieben, kommen meist die Varianten
Normal shooting oder Reverse Calibration, je nach Sensoreigenschaften zum Einsatz.
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Gewichtung: Um die Optimierung zu stabilisieren, ko¨nnen die Korrespondenzpaare
zusa¨tzlich noch gewichtet werde:
• Konstantes Gewicht fu¨r alle Punktpaare
• Gewichtung umgekehrt proportional zur Distanz, um den Einfluss von Ausreißern
zu verringern
• Gewichtung anhand eines weiteren Merkmals (z.B. Intensita¨t)
• Gewichtung anhand der Sensorcharakteristik und der Ungenauigkeit der Messdaten
Auch hier ist das Messverfahren ausschlaggebend fu¨r die Art der Gewichtung. Zur
Ausreißerbehandlung kann außer der umgekehrt proportionalen Gewichtung zur Distanz
auch auf Verfahren aus der robusten Statistik zuru¨ckgegriffen werden, beispielsweise
durch eine Gewichtung mittels M-Scha¨tzer (Rey, 1983).
Ru¨ckweisung: Um durch ungu¨ltige Korrespondenzen nicht die Optimierung zu sto¨ren,
ko¨nnen an dieser Stelle Punktpaare auch zuru¨ckgewiesen werden:
• Ru¨ckweisung der schlechtesten n% Paare (abha¨ngig von der Distanz)
• Ru¨ckweisung von Paaren mit einer Distanz gro¨ßer einer definierten Schwelle
• Ru¨ckweisung von Paaren mit einer Distanz gro¨ßer als n-mal die Standardabwei-
chung der Distanzverteilung aller Punkpaare
• Ru¨ckweisung an Objektkanten
• Ru¨ckweisung u¨ber die Eigenschaften der benachbarten Punktpaare (hierfu¨r wird
eine Stetigkeit der Oberfla¨chen angenommen)
• Keine Ru¨ckweisungen
Abha¨ngig vom Messverfahren ist eine Ru¨ckweisung sehr sinnvoll oder sogar unabding-
bar, da sonst keine Konvergenz bei der Optimierung erfolgt. Da bei einem Messverfahren
auch immer sogenannte Ausreißer entstehen, z.B. durch Meßfehler verursacht, ist deren
Behandlung wichtig, um dennoch ein genaues Registrierungsergebnis zu erhalten.
Fehlermetrik und Optimierung: Fu¨r Probleme mit einer festen Punktezuordnung sind
seit la¨ngerem geschlossene Lo¨sungsverfahren bekannt, entweder auf Basis einer Sin-
gula¨rwertzerlegung (SVD) oder mittels Quaternionen. Dabei unterscheiden sich die Er-
gebnisse der Verfahren nur geringfu¨gig (Eggert et al., 1997).
A¨ndert sich die Punktezuordnung bzw. handelt es sich um ein Oberfla¨chenmodell, wird
in der Literatur auf nichtlineare Optimierungsalgorithmen verwiesen (z.B. Levenberg-
Marquardt). Auch eine stochastische Suche mittels Simulated annealing wird vorgeschla-
gen (Blais und Levine, 1995).
35
2. Stand der Forschung
Bei einer iterativen Lo¨sung ko¨nnen nach jeder Iteration neue Korrespondenzen gebil-
det, Gewichtungen berechnet und Ru¨ckweisungen durchgefu¨hrt werden. Dadurch wird
eine zusa¨tzliche Stabilita¨t in der Optimierung erreicht, die bei geschlossenen Lo¨sungen
nicht zu erreichen ist.
Die Vorteile bei einer Modellanpassung mittels ICP-Algorithmus sind zum einen die
hohen Robustheit des Ansatzes und zum anderen in der gleichzeitigen Effizienz der
Berechnung. Der Nachteil liegt in der Vorverarbeitung, da nicht direkt auf Kamerabildern
gearbeitet werden kann, sondern zuna¨chst eine Stereoanalyse durchgefu¨hrt werden muss.
2.1.8. Bewegungsanalyse
Die Scha¨tzung von Objektbewegungen aus Bildsequenzen ist eine oft thematisierte Frage-
stellung in der Literatur. Grundsa¨tzlich muss die Applikation genauer betrachtet werden,
um die richtige Methode zur Bewegungsscha¨tzung auswa¨hlen zu ko¨nnen. Im Folgenden
werden die ga¨ngigsten Kategorien erla¨utert.
Instantane Bewegungsscha¨tzung
Bei der instantanen Bewegungsscha¨tzung werden gleichzeitig Bilder aus mehreren Zeit-
schritten verwendet, um die Bewegung eines Objekts zu berechnen, wobei keine zeitli-
che Filterung verwendet wird und somit kein Einschwingverhalten vorhanden ist. Nach-
dem modellbasiert die Pose im aktuellen Zeitschritt bestimmt wurde, wird dasselbe
Objektmodell dazu verwendet, die Bewegung zum na¨chsten Zeitschritt zu ermitteln.
Dabei wird kein weiteres Wissen, beispielsweise u¨ber die Objektbewegung aus vorhe-
rigen Scha¨tzungen, verwendet. Gleichzeitiger Vor- und Nachteil hierbei ist die fehlen-
de Filterung. Das Ergebnis der Bewegungsscha¨tzung steht bei diesen Verfahren direkt
zur Verfu¨gung, ohne dass eine Einschwingzeit beno¨tigt wird. Wird eine Bewegung von
einem zum anderen Zeitschritt falsch oder gar nicht ermittelt, so hat auch dies direk-
ten Einfluss auf darauf aufbauende Algorithmen. Nachteile ko¨nnen bei schnellen Bewe-
gungen oder Bewegungsa¨nderungen entstehen, da diese Bewegungsscha¨tzung nur einen
geringen Konvergenzradius besitzt. Wird die Bewegungsscha¨tzung also ungenau initia-
lisiert, kann die korrekte Bewegung womo¨glich nicht ermittelt werden. Fu¨r diese Art
der Bewegungsscha¨tzung wird kein Bewegungsmodell beno¨tigt, weshalb sie sehr vielsei-
tig einsetzbar ist. Ein Beispiel fu¨r eine solche instantane Bewegungsscha¨tzung ist der
ShapeFlow-Algorithmus, welcher von Hahn et al. (2008b) vorgestellt wird.
Detektionsbasierte Bewegungsscha¨tzung
Die detektionsbasierte Bewegungsscha¨tzung (engl.: tracking by detection) bedingt einen
leistungsfa¨higen Detektor, der in jedem Zeitschritt aufs Neue dazu benutzt wird, das zu
verfolgende Objekt zu erkennen. Anschließend werden detektierte Objekte bereits vor-
handenen Bewegungstrajektorien aus den verstrichenen Zeitschritten zugeordnet. Dazu
dient im einfachsten Fall ein Distanzmaß zwischen detektierter Objektposition und der
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Trajektorie oder einer A¨hnlichkeitsfunktion zwischen den Objekten. Kann einem detek-
tierten Objekt keine Trajektorie zugeordnet werden, so wird eine neue Trajektorie be-
gonnen. Trajektorien, deren Objekt fu¨r mehrere Zeitschritte nicht sichtbar war, werden
gelo¨scht.
Der Vorteil dieser Verfahren liegt in der, a¨hnlich zur instantanen Bewegungsscha¨tzung,
schnellen Reaktionszeit ohne Einschwingverhalten. Nachteil ist jedoch, dass ein robuster
Detektor Voraussetzung fu¨r diese Art der Bewegungsscha¨tzung ist. Außerdem ko¨nnen
Fehldetektionen direkt zu Ausreißern in der Bewegungsscha¨tzung fu¨hren. Ein Beispiel fu¨r
ein solches Verfahren ist das Gesichts-Detektions-System, welches von Yan und Forsyth
(2004) vorgestellt wird.
Flussbasierte Bewegungsscha¨tzung
Alternativ zur Bewegungsscha¨tzung mittels Detektor wird oft eine flussbasierte
Bewegungsscha¨tzung implementiert. Hierbei werden objektunabha¨ngige Korresponden-
zen in aufeinanderfolgenden Zeitschritten etabliert und dadurch der optische Fluss be-
rechnet (siehe Abschnitt 2.1.3). Durch die Analyse dieses Flussfeldes ist es mo¨glich,
die Objektbewegung zu scha¨tzen. Die Schwierigkeit dabei liegt in der dreidimensiona-
len Bewegungsscha¨tzung aus zweidimensionalen Flussdaten. Dies kann zum einen zu
einer fehlenden Bewegungskomponente parallel der optischen Achse des Kamerasystems
fu¨hren. Zum anderen kann es aber auch zu Fehlern in der Bewegungsscha¨tzung kommen,
da Mehrdeutigkeiten auftreten.
In verschiedenen Vero¨ffentlichungen werden die Probleme betrachtet, die sich bei der
Analyse von Fluss-Daten ergeben:
• Fermu¨ller und Aloimonos (1997) und Fermu¨ller und Aloimonos (1995):
Analyse von 2D-Verschiebungsvektoren fu¨r Structure-from-Motion und Egomoti-
on, Betrachtung von Bewegungen rigider Objekte, Constraints fu¨r Verschiebungs-
vektorfelder
• Brodsky et al. (1998): Ausschließliche Analyse der Richtung von 2D-Verschie-
bungsvektoren, Mehrdeutigkeiten in der Scha¨tzung der 3D-Bewegung eines rigiden
Objekts werden untersucht
• Horn (1987a): Beschreibung der
”
Gefa¨hrlichen Fla¨chen“-Problematik: Mehrdeu-
tigkeiten bei der Verwendung des optischen Flusses zur Objektbewegungsscha¨tzung
• Fermu¨ller et al. (2001): Analyse des Einflusses von Pixelrauschen auf die Be-
rechnung des optischen Flusses und den dadurch resultierenden Fehlern
• Nagel (1989): Oriented Smoothness Constraint : Wo ist ein Smoothness Cons-
traint zur Fluss-Berechnung sinnvoll?
Zusammengefasst sieht man, dass in der Litertur verschiedene Verfahren zur Bewe-
gungsscha¨tzung existieren, die allerdings alle 2D-Bewegungsvektoren bedingen. Diese
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2D-Vektoren sind nur dort zu etablieren, wo eine Ecke im Bild vorhanden ist. Sind le-
diglich Kanten des Objekts zu sehen, ko¨nnen diese Methoden nicht eingesetzt werden,
da das Apertur-Problem hier einen zu großen Einfluss hat.
Um aus den 2D-Flussdaten 3D-Objektbewegungen zu scha¨tzen, ko¨nnen auch soge-
nannte Flow-Templates benutzt werden. Ju et al. (1996) zeigen solche Templates fu¨r
verschiedene 3D-Bewegungen.
Ein anderer Ansatz, um 2D-Bewegungsdaten zu einer 2D-Objektbewegung zusam-
menzufassen, ist das sogenannte Constraint-Line-Clustering. Hier werden nicht nur 2D-
Bewegungen, sondern auch die Objektkontur dazu benutzt, eine vollsta¨ndige Bewe-
gung zu beschrieben. Nachteil hierbei ist, dass lediglich Translationen ermittelt werden
ko¨nnen. Vorteil ist jedoch, dass das Aperturproblem hier beru¨cksichtigt und umgangen
wird. Es ist also auch fu¨r Flussvektoren an Kanten einsetzbar.
Auch auf Basis von vollsta¨ndigen Szenenflussdaten ko¨nnen 3D-Objektbewegungen ex-
trahiert werden. Problem ist hierbei die aufwendige Szenenflussberechnung.
Bewegungsscha¨tzung mittels probabilistischer Filterung
Werden u¨ber eine la¨ngere Sequenz Messungen eines dynamischen Prozesses aufgezeich-
net, dessen Dynamik weitestgehend bekannt ist, so ist es sinnvoll eine probabilistische
Filterung zu verwenden. Zur vereinfachten Erkla¨rung wird das Beispiel der Fahrzeug-
verfolgung mittels Radar-Sensor herangezogen. Die Bewegungsdynamik des Fahrzeugs
la¨sst sich gut beschreiben, da durch die Tra¨gheit des Fahrzeugs und durch das Bewe-
gungsmodell (z.B.: Ackermann-Modell) sich eine Bewegung sinnvoll pra¨dizieren la¨sst.
Die Messungen aus dem Radar-Sensor sind mit einer Unsicherheit behaftet, die in erster
Linie durch das Messrauschen entsteht. Außerdem wird auch der Vorhersage mittels Be-
wegungsmodell eine gewisse Unsicherheit zugeordnet, durch die die Gu¨te der Pra¨diktion
beschrieben wird. Benutzt man nun ein Kalman-Filter, das am weitesten verbreitete
probabilistische Filter, wird der Zustand aus dem letzten Zeitschritt zusammen mit dem
Vorhersagemodell und der aktuellen Messung dazu benutzt, auf den aktuellen Zustand
des Systems zu schließen. Das Ergebnis ist ein Zustand, der sowohl von der aktuellen
Messung als auch von der Pra¨diktion mittels Bewegungsmodell abha¨ngt.
Durch die Verwendung eines Kalman-Filters kann nicht nur eine zeitliche Filterung
unter Beru¨cksichtigung eines Pra¨diktionsmodells bereitgestellt werden, es ist außerdem
mo¨glich, Zusta¨nde des Systems zu scha¨tzen, die nicht direkt durch Messungen verfu¨gbar
sind. Am Beispiel der Fahrzeugverfolgung mittels Radar-Sensor wird nicht direkt die
Position des Fahrzeugs gemessen, sondern die vom Fahrzeug reflektierten elektromagne-
tischen Wellen. Ist der Zusammenhang zwischen Messung und Zustand linear, kann das
urspru¨ngliche Kalman-Filter verwendet werden. Ist dieser Zusammenhang nichtlinear,
muss eine Erweiterung des Kalman-Filters benutzt werden. Das Extended Kalman Fil-
ter (EKF) (Thrun et al., 2005) verwendet den nichtlinearen Zusammenhang, welcher
intern allerdings durch die Verwendung der Ableitungen wieder linearisiert wird. Eine
andere Variante fu¨r nichtlineare Zusammenha¨nge bildet das Unscented Kalman Filter
(UKF) (Thrun et al., 2005). Hier werden die nichtlinearen Zusammenha¨nge direkt be-
nutzt, indem man eine kleine Menge von Zusta¨nden durch die nichtlineare Vorhersage
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propagiert, um spa¨ter u¨ber die Einzelergebnisse auf Mittelwert und Varianz des Zusam-
menhangs zu schließen.
Das Kalman-Filter ist ein unimodales Filter, da es jeweils nur einen Zustand und ei-
ne Pra¨diktion verarbeiten kann. Eine multimodale Erweiterung stellt das Partikel-Filter
dar. Hier ko¨nnen mehrere Messungen gemeinsam verarbeitet werden und ein multimo-
daler Zustand wiedergegeben werden.
Der gro¨ßte Nachteil bei der probabilistischen Filterung liegt in den Voraussetzungen.
Zum einen muss sowohl fu¨r die aktuelle Messung, als auch fu¨r das Vorhersagemodell eine
Unsicherheit bekannt sein. Außerdem muss ein Vorhersagemodell fu¨r den beobachteten
Prozess gefunden werden.
Eine ausfu¨hrliche Beschreibung verschiedener Filtermethoden liefert Thrun et al.
(2005).
2.2. Erkennung und Verfolgung von Personen in Bildsequenzen
Schon sehr fru¨h versuchten Menschen die Ko¨rperhaltung und die Bewegung von Tieren
und von anderen Menschen zu analysieren. Bereits Aristoteles (384-322 v. Chr.) befass-
te sich mit diesem Thema. Spa¨ter wurde von Leonardo da Vinci (1452-1519 n. Chr.)
große Fortschritte bei der exakten Modellierung der menschlichen Anatomie erreicht.
In seinen Arbeiten wurden auch die Grundlagen fu¨r aktuelle Modelle (z.B. Kinematic
Chains) gelegt. Daraufhin befassten sich weitere Maler der Renaissance mit dem The-
ma, um ihre Gema¨lde noch realistischer gestalten zu ko¨nnen. Auch der Wissenschaftler
Galileo Galilei (1564–1642) studierte im Barock-Zeitalter den Bewegungsgapparat von
Tieren aus mechanischen Gesichtspunkten. Im Zeitalter der Fotografie wurden beson-
ders zwei Namen im Zusammenhang mit der Erforschung von menschlicher Bewegung
bekannt: der Franzose E´tienne-Jules Marey (1830-1904) und der US-Amerikaner bri-
tischer Abstammung Eadweard Muybridge (ebenfalls 1830-1904). Beide fotografierten
mit mehreren Kameras oder mehreren Belichtungen des gleichen Films die Bewegung
von Menschen und Tieren, um diese anschließend analysieren zu ko¨nnen. Im Anschluß
wurden in der Biomechanik noch weitere Arbeiten in diesem Bereich vero¨ffentlicht. Ein
wichtiger Zwischenschritt war dann das sogenannteMotion Tracking mittels reflektieren-
der Marken. Damit wurden Bewegungsabla¨ufe aufgezeichnet, um anschließend mittels
Computer Grafik synthetische Bildsequenzen realistischer Bewegungsabla¨ufe generieren
zu ko¨nnen. Einsatz fanden diese Verfahren ha¨ufig in der Filmindustrie. Schlussendlich
wurde dann der Forschungsbereich der Computer Vision in dem Feld aktiv, um auch oh-
ne diese sto¨renden Marker Bewegungsabla¨ufe aus Bildsequenzen extrahieren zu ko¨nnen.
Seit ca. 20 Jahren bescha¨ftigen sich Bildverarbeiter auf der ganzen Welt mit diesem kom-
plexen und anspruchsvollen Thema mit dem Ergebnis, dass es immer noch sehr schwierig
ist, die Bewegungsabla¨ufe des Menschen exakt zu verfolgen und es daher noch keine all-
gemeingu¨ltige Methode dafu¨r gibt. Einen historischen U¨berblick u¨ber die Entwicklungen
auf diesem Gebiet wird von Rosenhahn et al. (2007b) wiedergegeben.
In der Literatur finden sich Zusammenfassungen u¨ber die Arbeiten im Bereich Human-
Pose-Estimation und Bewegungsanalyse (Sappa et al., 2005; Aggarwal und Cai, 1999;
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Liang Wang, 2003; Moeslund et al., 2006; Gavrila, 1999). Auf einzelne Arbeiten wird im
Folgenden, geordnet nach dem verwendeten Kamerasystem, eingegangen.
2.2.1. Monokulare Systeme
Eine ausgiebige Zusammenfassung u¨ber die Analyse von menschlichen Bewegungen in
monokularen Bildsequenzen wird von Sminchisescu (2006) wiedergegeben. Hier werden
zuna¨chst einige der Probleme dargestellt, welche bei der Pose-Estimation bzw. bei der
Bewegungsanalyse von Personen aus einer monokularen Bildsequenzen auftreten, z.B.
Mehrdeutigkeiten, Tiefenscha¨tzung, Bekleidung und Verdeckungen. Es werden bekannte
Lo¨sungsansa¨tze vorgestellt, Schwierigkeiten der Systeme herausgestellt und Herausfor-
derungen und offene Probleme als Ideen fu¨r zuku¨nftige Systeme dargestellt.
Mehrere Arbeiten sind in der Literatur zu finden, die auf der Analyse von monokula-
ren Farbbildsequenzen basieren (Beispiele: (Schmidt et al., 2006), (Siddiqui und Medioni,
2006), (Noriega und Bernier, 2007)). Von Schmidt et al. (2006) wird ein 3D-Oberko¨rper-
Modell, bestehend aus mehreren Zylindern, ins Bild projiziert und mittels Partikel-Filter
verfolgt. Dabei werden Farb- und Kantenmerkmale im Bild extrahiert und zur Model-
lanpassung benutzt. Der mittlere, euklidische Fehler, der bei der Verfolgung u¨ber eine
Sequenz entsteht, liegt bei ca. 7− 12 cm.
Zusa¨tzlich zu einer Farbkamera wird von Kleinehagenbrock et al. (2002) ein Laser-
scanner dazu benutzt, Personen zu erkennen, wobei beide Sensoren an einem mobilen
Roboter montiert sind. Der Laserscanner scannt seine Umgebung in einer Ho¨he von ca.
30 cm u¨ber dem Boden, die Kamera ist auf einer Ho¨he von ca. 140 cm montiert. Aus
dem Laserscan lassen sich Beinpaare extrahieren, wodurch ein erstes Merkmal fu¨r die
Existenz einer Person feststeht. Anschließend wird in dem Farbbild der Kamera eine
Hautfarbendetektion durchgefu¨hrt, um Gesicht und evtl. auch die Ha¨nde bzw. Arme zu
erkennen. Passen alle Merkmale zusammen, wurde eine Person erfolgreich erkannt und
kann anschließend in der Bildsequenz verfolgt werden.
Sowohl Moeslund et al. (2005) als auch Bullock und Zelek (2005) stellen Verfahren vor,
die die menschliche Schulter-Arm-Hand-Sektion im Bild verfolgen. Von Bullock und Ze-
lek (2005) wird ein Framework vorgestellt, welches die Detektion der Schulter-Arm Partie
und die Verfolgung beinhaltet. Zur Initialisierung wird eine definierte Bewegung detek-
tiert und dadurch die Parameter des Modells definiert, wobei zeitlich unvera¨nderliche
Attribute, wie Farbverteilung auf dem Arm und Gro¨ße, Aufpunkt und Bewegungsradius,
und zeitlich vera¨nderliche Parameter, wie die Pose des Arms, gesetzt werden. Anschlie-
ßend wird mithilfe eines Partikelfilters die Pose u¨ber die Zeit verfolgt. Die Likelihood-
Funktion fu¨r das Filter basiert dabei auf dem Vergleich des Farbbildinhaltes mit der
gespeicherten Farbverteilung des Abbilds des Arms.
Am MIT wurde das sogenannte Pfinder -System Mitte der 90er Jahre entwickelt (Wren
et al., 1997). Das System basiert auf der Analyse von monokularen Farbbildsequenzen.
Zuna¨chst wird ein Modell der statischen Szene berechnet, um Vera¨nderungen zu de-
tektieren. Personen werden darin mittels Blobanalyse detektiert und durch ein zweidi-
mensionales Modell repra¨sentiert. Die Genauigkeit der Pose-Estimation bzw. der Bewe-
gungsanalyse der Personen wird in Pixeln im Bild angegeben und betra¨gt im Mittel 1−2
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Pixel. Eine metrische Genauigkeit ist nicht angegeben.
Ramanan et al. (2007) zeigen ein selbstlernendes System zum Tracking von Personen
in monokularen Bildsequenzen. Dabei werden durch eine Farb- und Kantenanalyse Re-
gionen im Bild gefunden, die als Ko¨rperteilhypothesen gespeichert werden. Außerdem
werden signifikante Key-Poses in der Bildsequenz gesucht, die wiederum zur Generierung
eines neuen Modells verwendet werden. Die einzelnen Ko¨rperregionen werden aus den
Bildern herausgefiltert und als Repra¨sentation abgelegt, um sie in den folgenden Frames
wieder zu finden. Dabei wird eine detektionsbasierte Bewegungsscha¨tzung benutzt, die
in jedem Frame versucht, die abgelegten Repra¨sentationen wiederzufinden. Hierzu wird
eine Mischung aus Template-Matching und Klassifikator benutzt. Das Verfahren ist auch
in der Lage mehrere Personen u¨ber die Zeit zu verfolgen.
Wertung: Die intensiven Arbeiten an den monokularen Systemen, gerade der letzten
Jahren, zeigen eine enorme Robustheit in Bezug auf die Erkennung und Verfolgung von
Personen in der beobachteten Szene. Je nach Abbildungsgro¨ße lassen sich auch die einzel-
nen Ko¨rperteile detektieren und Bewegungen grob bestimmen. Fu¨r das in dieser Arbeit
untersuchte Szenario sind die Mo¨glichkeiten eines monokularen Systems jedoch nicht
ausreichend. Die metrische Genauigkeit ist zu gering, da insbesondere die Tiefengenau-
igkeit unzureichend ist. Fu¨r die Sicherheitsapplikation im Produktionsbereich ist dies
nicht akzeptabel, wenn auch die hohe Robustheit der Ansa¨tze wu¨nschenswert ist.
2.2.2. Multi-View
Unter Mulit-View versteht man in der Literatur meist die Aufnahme von Bildern durch
mehrere Kameras (meist 4, 8, 16 oder mehr) mit einer sehr großen Basisbreite. Die
Kameras sind um das Objekt positioniert, sodass u¨berlappend mo¨glichst alle Teile des
Objekts gesehen werden. Im Vergleich zur Stereobildverarbeitung wird hier nicht eine
Ansicht des Objekts als Oberfla¨che rekonstruiert, sondern die gesamte Oberfla¨che als
dreidimensionaler Ko¨rper.
Von Sigal et al. (2006) wird ein Datensatz mit rund 50.000 Bildern und dazugeho¨rigen
Ground-Truth Pose-Daten bereitgestellt, um sowohl Pose-Estimation Algorithmen als
auch Handlungserkennungssysteme zu evaluieren. Die Sequenzen dieses sogenannten
HumanEva-Datasets zeigen dabei unterschiedliche Personen, die definierte Handlungen
(Gehen, Joggen, Kommunikationsgesten, Werfen und Fangen, Boxen oder eine Bewe-
gungsabfolge) durchfu¨hren. Ziel der Bereitstellung dieses Datensatzes ist es, eine ein-
heitliche Datenbasis zum Vergleich von Pose-Estimation und Trackingverfahren zu haben
und daneben auch Handlungserkennungsalgorithmen evaluieren zu ko¨nnen.
Von der gleichen Arbeitsgruppe wurden auch eigene Arbeiten zum Thema Erken-
nung von Verfolgung von Personen in Bildsequenzen vero¨ffentlicht. Von Bhatia et al.
(2004) werden die Trainingsdaten aus dem beschriebenen HumanEva-Projekt dazu be-
nutzt, einen Klassifikator zu erstellen, der selbststa¨ndig Teile des menschlichen Ko¨rpers
detektiert. In der Arbeit wurden so Kopf, Wade, Ober- und Unterarm detektiert.
Auch in den zahlreichen Arbeiten von Rosenhahn (Rosenhahn et al., 2005, 2007a, 2008)
werden Multi-View Aufnahmen zur Pose-Estimation der oberen Ko¨rperpartie bzw. des
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ganzen Ko¨rpers benutzt. Dabei wird zuna¨chst in allen verfu¨gbaren Bildern die Silhouette
der Person auf Level-Sets basierend extrahiert. Anschließend wird eine Pose-Estimation
unter Verwendung eines Modells durchgefu¨hrt, welches 21 Freiheitsgrade besitzt. Dabei
wird als Initialpose die Pose aus dem letzten Zeitschritt verwendet. Letztlich wird die
Pose nochmals verfeinert indem Korrespondenzpunkte zwischen Modell und Bildinhalten
gebildet werden und die Pose mittels ICP-Algorithmus optimiert wird. Das vorgestellte
System wurde mit einem markerbasierten System verglichen. Die Ergebnisse zeigen eine
mittlere Abweichung von ca. 2◦ fu¨r den Gelenkwinkel eines Ellbogens.
Rosenhahn et al. (2008) beziehen Constraints in die Optimierung mit ein, die sich
aus der Interaktion der Person mit einem Sportgera¨t ergeben. Beispiele hierfu¨r sind
ein Snowboard, wobei die Annahme fest verbundener Fu¨ße gemacht werden kann, oder
ein Fahrrad, wo man davon ausgeht, dass die Fu¨ße zum einen stets mit dem Fahrrad
verbunden sind, und zum anderen nur kreisende Bewegungen ausfu¨hren ko¨nnen. Die-
se Annahmen werden in die Modellierung mit einbezogen Constraints fu¨hren zu einer
Stabilisierung der Pose-Estimation und Bewegungsscha¨tzung.
Weitere Arbeiten von Rosenhahn et al. (2007a) beinhalten auch die Modellierung von
Kleidung an der beobachteten Person. Dabei wird die Kleidung in die Posescha¨tzung
mit einbezogen und bei dem Silhouettenansatz beru¨cksichtig. Außerdem ko¨nnen a¨ußere
Kra¨fte (z.B. Wind oder Bewegung der Person) die Kleidung beeinflussen und so zu
einer sehr realistischen Gestaltung der angezogenen Person fu¨hren. Diese zusa¨tzlichen
Beschreibungen fu¨hren indes auch zu einem Mehr an Berechnungsaufwand, wodurch sich
diese Ansa¨tze nochmals von der Echtzeitfa¨higkeit entfernen.
Eine weitere Arbeitsgruppe, die sich intensiv mit der Pose-Estimation von mensch-
lichen Ko¨rpern bescha¨ftigt hat, ist die Gruppe um Lars Mu¨ndermann an der Stan-
ford University (Mu¨ndermann et al., 2006, 2007). Zuna¨chst wird hier eine visuelle Hu¨lle
aus den Multi-View Aufnahmen generiert. Danach kommt der sogenannte artikulierte
ICP-Algorithmus zum Einsatz. Er bildet zuna¨chst Korrespondenzen zwischen dem Mo-
dell, welches aus Oberfla¨chenpunkten, Gelenken sowie rigiden Strukturen dazwischen
besteht, und der visuellen Hu¨lle. Anschließend wird eine Transformation berechnet, um
die Punkteabsta¨nde zu minimieren, welche gleichzeitig die Bewegung der einzelnen, ri-
giden Ko¨rperteile beschreiben. Dabei wurden Kamerakonfigurationen mit 4, 8 16, 32
und 64 Kameras evaluiert. Die mittlere Genauigkeit der Pose-Estimation fu¨r den ganzen
Ko¨rper liegt bei ca. 1-3 cm, wobei die Genauigkeit mit der Anzahl der Kameras steigt.
Basierend auf Shape-from-Silhouette, was sehr a¨hnlich zu dem Visual Hull Ansatz
(Mu¨ndermann et al., 2007) ist, werden von Cheung et al. (2000) Personen zuna¨chst aus
den Multi-View Aufnahmen extrahiert. Ist die Person anschließend durch sogenannte
Voxel, d.h. durch Volumenelemente, repra¨sentiert, werden Ellipsen benutzt, um die ver-
schiedenen Ko¨rperteile zu repra¨sentieren und deren Pose zu ermitteln. Die Aufnahmen
werden von fu¨nf Kameras bereitgestellt, wobei eine Angabe der metrischen Genauigkeit
fehlt.
Sundaresan und Chellappa (2006) verwenden acht Kameras, um menschliche Bewegun-
gen in Bildsequenzen zu verfolgen. Dabei werden sowohl Bewegungsmerkmale als auch
Merkmale in den Einzelbildern dazu benutzt, die Bewegung bestmo¨glich zu scha¨tzen.
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Abbildung 2.11.: Beispiele fu¨r die Modellierung von Menschen: (a) Modellierung mittels
Skelett, Metaballs und Hu¨lle (Pla¨nkers und Fua, 2003). (b) Model-
lierung mittels Super-Quadrics (Gavrila und Davis, 1996). (c) Super-
Quadrics-Modell (Sundaresan und Chellappa, 2006).
Es werden hier keine Silhouetten oder visuelle Hu¨llen extrahiert. Aus dem optischen
Fluss in den Bildern der einzelnen Kameras wird versucht, die dreidimensionale Bewe-
gung des Ko¨rpermodells zu extrahieren. Das verwendete Modell besteht aus sogenannten
Super-Quadrics (siehe Abb. 2.11c).
Ein Ansatz, der maßgeblich auf der Kantenanalyse in allen vier Mutli-View Aufnah-
men basiert, wird von Gavrila und Davis (1996) vorgestellt. Auch hier wird ein Modell
bestehend aus Super-Quadrics (ebenso wie von Sundaresan und Chellappa (2006) ver-
wendet) genutzt, um eine Pose-Estimation der beobachteten Person zu berechnen. In
allen vier Aufnahmen wird eine Kantenanalyse durchgefu¨hrt. Anschließend wird das
Modell in verschiedenen Konfigurationen ins Bild projiziert und per Chamfer-Matching
mit den extrahierten Kanten verglichen. Zur Initialisierung der Modellparameter wird
eine Hintergrundeliminierung benutzt und anschließend mittels Hauptkomponentenana-
lyse die Hauptachse der Person aus den extrahierten Vordergrundpixel bestimmt. Das
System ist in der Lage, einfache Bewegungen (z.B. Winken), aber auch komplexe Bewe-
gungen mehrerer Personen zu tracken (z.B. Paar tanzt Tango, siehe Abb. 2.11b). Eine
Erweiterung dessen wird von Hofmann und Gavrila (2009) vorgestellt. Hier werden die
Komponenten Pose-Estimation, Bewegungsintegration und Modelladaption miteinander
verknu¨pft, was zu einer Erho¨hung der Systemrobustheit fu¨hrt.
Wertung: Die Genauigkeit der Multi-View Ansa¨tze ist sehr hoch und wu¨nschenswert
fu¨r die Applikation, die in der vorliegenden Arbeit betrachtet wird. Jedoch ist der
Aufwand fu¨r solche Ansa¨tze sehr hoch. Zum einen werden mehrere verteilte Kameras
beno¨tigt, welches im industriellen Produktionsszenario nicht immer mo¨glich ist. Zum
anderen ist die Rechenzeit ebenfalls sehr hoch. Die beispielhafte Rechenzeit fu¨r einen
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Zeitschritt fu¨r das Verfahren von Rosenhahn et al. (2007a) betra¨gt ca. fu¨nf Minuten.
Dies macht die Anwendbarkeit in Echtzeit auf heutigen Systemen unmo¨glich.
2.2.3. Stereo
Im Gegensatz zu den aufgefu¨hrten Multi-View Ansa¨tzen werden bei der Stereobild-
verarbeitung lediglich kleine Basisbreiten und zwei oder drei Kameras benutzt.
Von Pla¨nkers und Fua (2003) wird ein sehr detailliertes Modell benutzt, um die Po-
se von Personen zu extrahieren und anschließend zu tracken. Der Ansatz basiert auf
Stereo-Punkten aus einem trinokularen Kamerasystem und der extrahierten Silhouet-
te der Person. Außerdem wird in dem Ansatz die Form des Modells entsprechend der
beobachteten Person adaptiert. Das Modell besteht dabei aus einem Skelett auf dem
230 sogenannte Metaballs sitzen (siehe Abb. 2.11a). Durch die Modelladaption werden
sowohl Skelett als auch Metaballs optimiert, um ein mo¨glichst gutes Abbild der beobach-
teten Person zu ermitteln. Durch die Stereodaten und ins Bild projizierte Umrisse wird
zuna¨chst Zeitschritt fu¨r Zeitschritt die Pose des Modells ermittelt. Anschließend wird
eine Optimierung u¨ber die ganze Sequenz gestartet, welche gleichzeitig die Pose verfei-
nert und eine Modelladaption durchfu¨hrt, um die Parameter des Skeletts, aber auch die
Parameter der Metaballs zu optimiert.
Von Delamarre und Faugeras (1998) wird ein detailliertes Hand-Modell in Kombinati-
on mit Stereobildverarbeitung dazu benutzt, die Pose der gesamten Hand inklusive aller
interner Freiheitsgrade (insgesamt 27) zu ermitteln. Die Pose-Parameter werden u¨ber die
Zeit mittels Kalman-Filterung getrackt. Ein ICP-Ansatz u¨bernimmt die Pose-Estimation
mittels 3D-Modell und 3D-Punktewolke. Das Modell besteht dabei aus Kegelstu¨mpfen
fu¨r die rigiden Abschnitte und aus Kugeln fu¨r die Gelenke.
Von Narayanan et al. (2005) wird ein System zur Verfolgung von Ko¨pfen in Bildse-
quenzen vorgestellt. Dabei werden zuna¨chst Stereo-Daten aus der Szene extrahiert und
eine Vordergrund-Segmentierung durchgefu¨hrt. Fu¨r diese Segmentierung wird der Hin-
tergrund mittels Disparita¨tsstatistiken modelliert. Weicht der Disparita¨tswert nun von
der modellierten Statistik ab, handelt es sich um ein Objekt im Vordergrund. Durch eine
Zusammenhangsanalyse wird nun die Person im Vordergrund extrahiert. Anschließend
wird eine Ellipse, deren Maße durch die Entfernungsmessung u¨ber die Disparita¨tswerte
bestimmt wird, als grobes Kopf-Modell benutzt. Das Tracking erfolgt durch den Ver-
gleich des Bildinhalts in zwei aufeinanderfolgenden Frames und der Initialisierung der
Bewegung u¨ber die Annahme einer konstanten Geschwindigkeit.
Von Ziegler et al. (2006) wird ein Oberko¨rpermodell mittels ICP an eine Stereo-Punkt-
Wolke angepasst, welche mittels mehrerer Stereokameras, die um die Person verteilt
sind, generiert wird. Dabei wird das Modell selbst nicht durch geometrische Formen,
sondern durch einzelne Punkte repra¨sentiert. Dadurch entfa¨llt eine Point-to-Plane Kor-
respondenzsuche und das Problem kann auf den urspru¨nglichen Point-to-Point Ansatz
zuru¨ckgefu¨hrt werden. Anschließend wird die Pose inklusive aller interner Parameter
mittels Unscented Kalman Filter verfolgt. Die Positionsgenauigkeit liegt hier bei ca. 7
cm, wobei der Vergleich auf einer manuell gelabelten Ground-Truth basieren.
Auch von Demirdjian und Darrell (2002) wird ein Oberko¨rpermodell, welches aus
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drei Zylindern und einer Kugel besteht, mittels ICP an eine 3D-Punktewolke angepasst.
Dabei werden zuna¨chst die Ko¨perteile einzeln angepasst und dann, unter Verwendung
verschiedener Constraints, eine Gesamtpose des Oberko¨rpers ermittelt. Ein Aussage u¨ber
die Genauigkeit der Pose-Estimation wird nicht gemacht. Von Demirdjian (2003) werden
zusa¨tzlich dazu noch weitere Constraints eingefu¨hrt, beispielsweise fu¨r die maximale
Bewegungsgeschwindigkeit und die maximalen Gelenkwinkel.
Das von Lin (1999) vorgestellte Verfahren ist in der Lage, die Hand-Arm-Region einer
Person u¨ber die Zeit in Bildsequenzen zu verfolgen. Grundlage fu¨r die Methode ist eine
dichte Tiefenkarte der Szene. Die Hand-Arm Region wird dabei durch drei u¨berlappende
Ebenen dargestellt, die an Regionen gleicher Tiefe angepasst werden. Dabei wird die An-
nahme getroffen, dass die Achsen des Ober- und Unterarms und der Hand stets senkrecht
zur optischen Achse des Sensors sind. Eine Aussage u¨ber die Genauigkeit der Verfolgung
wird nicht gemacht.
Das VooDoo System wird von Knoop et al. (2006) vorgestellt und fusioniert die Daten
verschiedener Sensoren zur Scha¨tzung der menschlichen Pose. Dabei ko¨nnen 3D-Punkte
aus einem Stereo Algorithmus genauso wie Tiefenpunkte eines Time-of-Flight-Sensors
und 2D-Merkmale in monokularen Aufnahmen zum Einsatz kommen. Basierend auf
einem Kegelstumpf-Modell und einer ICP-Optimierung werden die verschiedenen Ein-
gangssignale dazu benutzt, die Pose der jeweiligen Person mo¨glichst genau zu ermitteln.
Die Modellanpassung mittels ICP erfolgt u¨ber eine Point-to-Plane Korrespondenzbil-
dung, die iterativ nach dem Pose-Update jeweils wiederholt wird.
In den Arbeiten von Hahn et al. (2007, 2008a,b) wird der sogenannte Multiocular
Contracting-Curve-Density (MOCCD) Algorithmus zur Posescha¨tzung der menschli-
chen Hand-Unterarm Region benutzt. Der MOCCD basiert auf dem CCD Algorith-
mus, welcher in der Lage ist, Kontur-Modelle an eine Grauwertkante im Bild anzupas-
sen. Das Verfahren ist ein Pose-Refinement und beno¨tigt daher eine Initialpose. Vorteil
dieses Verfahrens gegenu¨ber beispielsweise Chamfer-Matching Techniken ist das sich
selbst-adaptierende Separierungskriterium, mit dessen Hilfe iterativ die Konturanpas-
sung durchgefu¨hrt wird. Dabei werden Pixelstatistiken innerhalb und außerhalb der Kon-
tur ermittelt und solange durch Posevera¨nderungen optimiert, bis sich die Statistiken
gro¨ßtmo¨glich unterscheiden. Die Kontur wird durch die Projektion eines 3D-Modells
in die multiokularen Aufnahmen berechnet. Fu¨r das Verfahren sind keine Vorberech-
nungen wie Stereobildverarbeitung oder Bildrektifizierung notwendig, da direkt auf den
Kamerabildern gearbeitet wird. Zur zeitlichen Verfolgung wird ein Multi-Hypothesen-
Ansatz zur Pose Initialisierung im na¨chsten Zeitschritt verwendet, wonach dann fu¨r
jede Hypothese ein Pose Refinement durchgefu¨hrt wird. Ein Winner-takes-All Ansatz
wa¨hlt dann die beste Hypothese fu¨r diesen Zeitschritt aus. Hahn et al. (2008b) erweitern
das Verfahren zum sogenannten ShapeFlow-Algorithmus. Dieser ist in der Lage, ohne
zeitliche Filterung die Pose und deren zeitliche Ableitung, die Bewegung, durch gleich-
zeitige Pose-Anpassung in drei aufeinanderfolgenden Frames, zu ermitteln. Von Hahn
et al. (2008a) wird eine weitere Arbeit vorgestellt, die auf diesem Ansatz aufbaut. Hier
werden die durch den MOCCD ermittelte Trajektorien zur Handlungserkennung und
Langzeitpra¨diktion benutzt.
45
2. Stand der Forschung
Wertung: Bezu¨glich Hardwareaufwand und Rechenzeitanforderung ist der Stereoan-
satz zur raum-zeitlichen Pose-Estimation vielversprechend. Es ist mehr gefordert, als
bei monokularen Ansa¨tzen, jedoch wird der Aufwand der Multi-View Systeme vermie-
den. Die Robustheit fu¨r die angestrebte Applikation ist auch gegeben, wie beispielsweise
die Arbeiten von Hahn et al. (2008b) zeigen. Bezu¨glich der Genauigkeit mu¨ssen hier
noch Fortschritte angestrebt werden.
2.3. Sichere Mensch-Roboter Interaktion
2.3.1. U¨berblick
Das Ziel der sicheren Mensch-Roboter Interaktion ist es, durch die Interaktion bzw. Ko-
operation zwischen Mensch und Roboter die Handlungen beider in der Art zu vereinen,
dass die Produktivita¨t gesteigert wird und gleichzeitig kein Sicherheitsrisiko fu¨r den Ar-
beiter entsteht. Vorteile, die sich aus der Interaktion ergeben, betreffen neben der Kom-
bination der Fa¨higkeiten beider auch den platzsparenden Aufbau der Anlage, die schnelle
Bearbeitung, die hohe Ergonomie und die zusa¨tzlich mo¨glichen Anwendungen, die sich
durch die Interaktion ergeben. Industrieroboter sind schnell, stark, ausdauernd und po-
sitionsgenau und eignen sich insbesondere fu¨r sich wiederholende Arbeiten. Der Mensch
dagegen ist in komplizierten Handhabungsarbeiten unerreicht geschickt und kann sehr
flexibel auf ungeplante Situationen reagieren. Als Anwendungsgebiete kommen vorallem
die Produktion, aber auch die Dienstleitung, die Medizintechnik und der Haushalt in
Betracht.
Aus Sicherheitsgru¨nden mu¨ssen zur Zeit die Arbeitsra¨ume von Industrierobotern und
Menschen durch Schutzeinrichtungen getrennt werden. Gesetzlich ist diese Vorausset-
zung an verschiedenen Stellen verankert: In Teil 1 und 2 der Industrieroboternorm
ISO10218 und auch in der Maschinenrichtlinie 98/37/EG des Europa¨ischen Parlaments.
Industriell eingesetzte Sicherheitssysteme u¨berwachen daher sicher das Eindringen des
Menschen in die Roboterzelle, was fu¨r den Fall des Eindringens und einer somit eintre-
tenden potenziellen Gefa¨hrdung des Arbeiters einen Stillstand des Industrieprozesses zur
Folge hat. Dabei unterscheidet man zwischen traditionellen Schutzgittern, die ein Ein-
dringen von Personen physikalisch verhindern, und der OTS-Strategie (ohne trennende
Systeme). Diese Systeme nutzten meist Laserscanner oder andere optische Verfahren,
um ein Eindringen von Personen zu erkennen und daraufhin die Anlage zu stoppen.
Diese strengen Anforderungen sind damit begru¨ndet, dass die Roboter ihre Umwelt
nicht wahrnehmen ko¨nnen und damit das Risiko einer Kollision zwischen Mensch und
Roboter zu groß ist. Da der Roboter seinen Arbeitsbereich nicht selbst u¨berwacht, kann
ein Mensch, der die Roboterzelle betreten hat, in die Na¨he des Roboters gelangen und
dessen Trajektorie kreuzen, was eine Kollision zwischen Roboter und Mensch zur Folge
haben kann. Dies ist zum Schutz des Menschen strengstes zu verhindern und unterbindet
daher eine optimale Arbeitsteilung durch einen stetigen Wechsel von manuellen und
automatischen Ta¨tigkeiten auf Prozessebene.
Die grundlegende Fragestellung bei der sicheren Mensch-Roboter-Interaktion ist: Wie
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gut kann die Sicherheit des Menschen bei einer sinnvollen Art der Kooperation gewa¨hr-
leistet werden? Einen U¨berblick u¨ber den Stand der Forschung auf diesem Gebiet bieten
beispielhaft folgende Vero¨ffentlichungen: (Goodrich und Schultz, 2007; Thiemermann,
2002; Ebert, 2003).
Auf Grund der beschriebenen sicherheitstechnischen Vorschriften befinden sich al-
le im folgenden beschriebenen Systeme (außer das in Abschnitt 2.3.5 beschriebene
SafetyEYE-System) noch im Forschungsstadium. Diese Forschungsaktivita¨ten zeigen,
dass zur U¨berwachung von mo¨glichen Kollisionen zwischen Mensch und Roboter ver-
schiedene Sensorkonzepte zum Einsatz kommen ko¨nnen, z.B. kapazitive Hu¨llen, Ultra-
schall oder Motorstromu¨berwachung. Allen voran wird jedoch die Bildverarbeitung als
zielfu¨hrend in diesem Forschungsbereich angesehen. Beispielhaft fu¨r5 die Vielzahl an
Forschungsaktivita¨ten sind Projekte wie
”
Die sichere Mensch-Roboter-Kooperation“ der
Kuka AG, der
”
Cooperating Robot“ der ETH Zu¨rich und das System des National In-
stitute of Industrial Safety aus Japan (Thiemermann, 2002).
Im Folgenden werden beispielhaft einige Systeme zur sicheren Mensch-Roboter Inter-
aktion beschrieben und analysiert.
2.3.2. U¨berwachung mittels PMD-Sensorik
Winkler (2007) stellen einen Ansatz zur U¨berwachung des Arbeitsbereichs eines Robo-
ters mit einer Tiefenbildkamera (PMD) vor. Zusa¨tzlich zu den Daten aus der Kamera
werden die Gelenkwinkel des Roboters genutzt, um diesen in der Szene modellieren zu
ko¨nnen. Durch dieses Robotermodell mit der aktuellen Roboterpose kann der Roboter
im aufgenommenen Tiefenbild unterdru¨ckt werden. Fu¨r jedes Robotersegment ist ein
Quader als Schutzzone definiert, dessen Gro¨ße von der aktuellen Geschwindigkeit des
Roboters abha¨ngt. Die gemessenen dreidimensionalen Punkte des Tiefenbildes ko¨nnen
nun auf eine Verletzung der definierten Schutzzonen u¨berpru¨ft werden. Dazu werden die
Punkte, die nach der Unterdru¨ckung des Roboters u¨brig bleiben, entsprechend verschie-
dener Sicherheitsregeln analysiert.
Vorteilhaft an der Verwendung dieser PMD-Technologie ist eine direkte Bereitstellung
von Tiefeninformationen. Nachteilig ist jedoch, dass die Auflo¨sung einer solchen Kamera
meist niedrig ist, wodurch die Genauigkeiten der Szenenanalyse ebenfalls gering sind.
2.3.3. Das Projekt team@work
Thiemermann (2002) und Spiengler und Thiemermann (2002) stellen das team@work -
System vor, ein System, das die gemeinsame Montage von kleinen Werkstu¨cken durch
Mensch und Roboter ermo¨glicht. Dafu¨r sind u¨ber dem gemeinsamen Arbeitsbereich drei
Kameras angebracht. Es wurde ein Bildverarbeitungsalgorithmus entwickelt mit dessen
Hilfe Ha¨nde und Nacken aufgrund der charakteristischen Farbe und Textur erkannt wer-
den. Der Abstand zwischen detektierten menschlichen Ko¨rperteilen und dem Roboter
wird zur Begrenzung der maximalen Geschwindigkeit des Roboters verwendet. Entsteht
eine Gefahrensituation wird die Geschwindigkeit des Roboters gedrosselt oder der Ro-
boter ganz zum Stillstand gebracht.
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Die Arbeitsraumu¨berwachung besteht aus einem 3D-Bildverarbeitungssystem, das mit
drei CCD-Farbbildkameras ausgestattet ist. U¨ber eine Kombination des Referenzbildver-
fahrens und einer Farb- und Texturerkennung werden permanent Position, Geschwin-
digkeit und Beschleunigung von Werker und Roboter bestimmt. Fu¨r das U¨berwachungs-
system sind oberhalb der Anlage in einer Ho¨he von ca. vier Metern drei Kameras an-
gebracht. Es handelt sich hierbei um CCD-Kameras, die Farbbilder in VGA-Qualita¨t
(640x480 Pixel) liefern. Eine Kamera befindet sich direkt u¨ber dem Arbeitsplatz und
schaut senkrecht herunter. Die anderen beiden sind in der gleichen Ho¨he links und rechts
u¨ber dem Arbeitsplatz installiert, um zum einen dreidimensionale Informationen zu er-
halten und zum anderen bei mo¨glichen Verdeckungen des Werkers durch den Roboter
immer mindestens zwei Kameras, die von ihrem Standpunkt aus den Arbeitsbereich
noch komplett sehen, zu haben. Um Sto¨rungen der Bildverarbeitung weitestgehend zu
unterbinden, wird zusa¨tzlich eine spezielle Beleuchtung angebracht, die mit konstan-
ter Frequenz strahlt. Weitere Informationen zur Bildverarbeitungsalgorithmik namens
Control Vision sind nicht verfu¨gbar.
Allerdings werden Kollisionen mit anderen Teilen des Menschen oder anderen Ob-
jekten wie Werkstu¨cke nicht detektiert. Es ist auch unklar, ob das System mit großen
Werkstu¨cken oder bekleideten Ko¨rperteilen umgehen kann. In der Dissertation von Thie-
mermann (2002) liegt das Hauptaugenmerk auf dem Zusammenspiel aller Komponenten
des Interaktionssystems und der Auslegung bzw. der Planung des jeweiligen Arbeitsplat-
zes.
2.3.4. Das Projekt SIMERO
Das Projekt SIMERO (Sichere Mensch/Roboter-Kooperation und -Koexistenz) der Uni-
versita¨t Kaiserslautern hatte zum Ziel, ein U¨berwachungssystem zur sicheren Koopera-
tion zwischen Mensch und Roboter zu entwickeln. Das U¨berwachungssystem besteht
dabei aus VGA-Farbkameras bzw. Tiefenbildsensoren, die am Rand der Roboterzelle
montiert sind. Durch die Kalibrierung des Kamerasystems la¨sst sich der Arbeitsbereich
dreidimensional u¨berwachen. Zur Segmentierung der Kamerabilder in Freiraum bzw.
unbekannte Objekte kommen Background-Modeling- bzw. Change-Detection-Verfahren
zum Einsatz. Dabei werden Silhouetten aus den einzelnen Bildern extrahiert und u¨ber
ein Referenzbildverfahren A¨nderungen in der Szene registriert. Neben den Farbkameras
wird auch die Verwendung von Tiefenbildsensoren, ebenso wie Winkler (2007), unter-
sucht.
Eine Kollisionserkennung, basierend auf den Silhouettendaten des Roboters und den
anderen Objekten im Raum, leitet Informationen u¨ber eine drohende Kollision zur Bahn-
planung weiter. In der Bahnplanung wird dann eine kollisionsfreie Bahn ermittelt oder
notfalls die Roboterbewegung eingeschra¨nkt bzw. gestoppt.
Bei diesem Verfahren wird keine Unterscheidung zwischen Personen und anderen Ge-
gensta¨nden, die evtl. keine Gefahr darstellen, gemacht. Außerdem wird die Szene stets
statisch bedrachtet, d.h. es wird keine Aussage u¨ber die Bewegung der Objekte gemacht
und somit auch keine Pra¨diktion der Objektposition.
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2.3.5. Das SafetyEYE System
Das SafetyEYE-System der Firma Pilz1 ermo¨glicht die simultane U¨berwachung von bis
zu 50 statischen, im dreidimensionalen Raum festlegbaren Schutzzonen, die von einem
Kamerastandpunkt aus mittels drei eng beieinanderliegender Kameras unter Verwen-
dung von Stereoalgorithmen u¨berwacht werden. Es kommen dabei zwei redundant ar-
beitende Verfahren zum Einsatz: ein korrelationsbasiertes und ein konturbasiertes Ste-
reoverfahren. Die Erkennung einer Schutzzonenverletzung sowie die Reaktion darauf ist
innerhalb einer Grenze von 350 ms gewa¨hrleistet. Dabei werden nur statische Daten, d.h.
synchron aufgenommene Daten aus einem Zeitschritt verwendet und keine dynamischen
Bewegungsdaten.
Quadcam2 ist ein weiteres Sicherheitssystem, welches a¨hnlich wie SafetyEYE aus einer
Perspektive pro U¨berwachungsmodul eine statische Schutzzone u¨berwachen kann.
2.3.6. Das Projekt LiSA-Roboter
Das Mitte 2009 abgeschlossene Verbundvorhaben LiSA wurde mit Mitteln des Bundesmi-
nisteriums fu¨r Bildung und Forschung (BMBF) gefo¨rdert und hatte die Entwicklung und
Erprobung eines Assistenzroboters zum Einsatz in Laborumgebungen von Life-Science
Unternehmen zum Ziel (Elkmann et al., 2008). Im Vordergrund stand dabei auch die
Sicherheit bei der Zusammenarbeit mit dem Roboter.
Zentrale Entwicklungsziele waren bei dem Projekt:
• Entwicklung und Aufbau einer mobilen Plattform fu¨r die spezifischen Anforderun-
gen unter Laborbedingungen
• Navigation in dynamischer Umgebung, flexibler Einsatz bei sich a¨ndernder Labor-
ausstattungen
• Entwicklung eines Manipulator und eines Sicherheitskonzeptes, das die Interaktion
mit Menschen unter Beru¨cksichtigung der Erfu¨llung aller Sicherheitsanforderungen
ermo¨glicht
• Bestimmung der Aufnahme- und Ablagepositionen und der handzuhabenden Ob-
jekte
• sensorgefu¨hrte Bewegung des Manipulators
• multimodale Mensch - Assistenzsystem Kommunikation
Zur Navigation in den Laborra¨umen dient eine mobile Plattform zusammen mit einer
interaktiv gelernten Karte. Die Kommunikation zwischen Mensch und Roboter wird in
erster Linie u¨ber Sprachein- und -ausgabe ermo¨glicht.
1Internetseite des SafetyEYE-Systems der Firma Pilz: http://www.safetyeye.de/
2Internetseite des Quadcam-Systems der Firma Castell: http://www.castell.com/
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In dem Projekt wurden verschiedene Sicherheitsmechanismen untersucht, um den
Menschen bestmo¨glich vor Gefahren, die durch den Serviceroboter und speziell durch
den Manipulator entstehen, zu schu¨tzen.
Zu den Sicherheitskonzepten, die im Rahmen des Projektes untersucht werden,
geho¨ren:
• reduzierte Masse
• geringe Geschwindigkeiten
• Sensoren zur Kollisionsvermeidung bzw. -erkennung (Thermographie, taktiler Sen-
sor (ku¨nstliche Haut))
• mechanische Komponenten zum Schutz vor Verletzungen (Nachgiebigkeit, Klemm-
schutz, Polsterung)
Der LiSA-Roboter verfu¨gt u¨ber drei Kameras: zwei Graustufen-Kameras und eine Ther-
mografie-Kamera. Die beiden Graustufen-Kameras werden gemeinsam mittels Stereo-
bildverarbeitung dazu benutzt, Interaktionsobjekte zu erkennen. Die Thermografie hin-
gegen ist ausschließlich fu¨r die Sicherheit der Personen zusta¨ndig. Bei jeder Bewegung
des Manipulators wird auf Basis der Temperaturinformationen analysiert, ob es zu einer
Gefa¨hrdung der Personen kommen ko¨nnte. Dabei werden Thermobildfolgen genutzt, um
die menschliche Bewegung zu erkennen und gegebenenfalls die Aktion des Manipulators
zu stoppen.
Zusa¨tzlich zum kamerabasierten Sicherheitskonzept kommt auch ein taktiler Sensor
am Manipulator zum Einsatz, um Kollisionen zu erkennen und darauf zu reagieren. Der
Sensor erfasst die einwirkenden Kra¨fte und stoppt daraufhin bei U¨berschreiten eines de-
finierten Grenzwerts den Manipulator. Dadurch sind Beru¨hrungen erlaubt, Verletzungen
werden aber verhindert. Dies bedingt jedoch eine geringe Geschwindigkeit des Manipu-
lators, um die Reaktionszeit des Sensors und dessen Signalverarbeitung auszugleichen.
Abschließend kann gesagt werden, dass die Projektziele erreicht wurden und der dar-
aus entstandene Roboter jetzt in weiteren Tests seine Einsetzbarkeit in Life-Science
Unternehmen beweisen muss.
2.3.7. Wertung
Aus den Eigenschaften und der Bewertung der einzelnen Systeme aus dem Stand der
Forschung la¨sst sich ableiten, dass gerade auf dem Gebiet der U¨berwachung schon sehr
fortgeschrittene Entwicklungen vorliegen. Da viele der vorgestellten Systeme jedoch auf
Farbbildverarbeitung zur Erkennung der Haut aufbauen, wird vorausgesetzt, dass keine
Handschuhe o.a¨. getragen werden, was in der realen Produktion nicht realisierbar ist.
Das SafetyEYE System arbeitet nicht unter dieser Voraussetzung, es arbeitet auf Grau-
wertbildanalyse. Ein Nachteil an diesem System ist, dass keine Unterscheidung zwischen
Personen und unkritischen Gegensta¨nden stattfindet, wodurch unno¨tige Stillsta¨nde der
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Anlage verursacht werden ko¨nnen. Außerdem wird in dem System keine Bewegungsana-
lyse des Werkers durchgefu¨hrt, wodurch keine Pra¨diktion erfolgen kann und somit die
Schutzzonen statisch definiert werden mu¨ssen.
2.4. Erkennung und Verfolgung von Fahrzeugen in
Bildsequenzen
Hinter der bildbasierten Erkennung und Verfolgung von Fahrzeugen im Straßenverkehr
stehen drei hauptsa¨chliche Anwendungen. Zum einen sollen Sicherheitssysteme durch das
Wissen um andere Verkehrsteilnehmer in der Lage sein, durch Brems- bzw. Lenkeingriffe
gefa¨hrliche Situationen auf der Straße zu vermeiden. Zum anderen wird die Distanz zum
vorausfahrenden Fahrzeug ermittelt, um damit einen Abstandsregeltempomaten (engl.:
Adaptive Cruise Control, ACC) zu steuern. Außerdem wird die Vision vom autonom
fahrenden Auto weiter verfolgt. Durch die Veranstaltungen Grand Challenge und Ur-
ban Challenge des US-amerikanischen Verteidigungsministeriums DARPA3 wurde eine
schnelle Entwicklung auf diesem Gebiet forciert.
In der Literatur werden verschiedene Systeme beschrieben, die sich mit der Detektion
anderer Fahrzeuge bescha¨ftigen und eine Distanzscha¨tzung zwischen dem eigenen und
dem detektierten Auto durchfu¨hren. In der Zusammenfassung von Sun et al. (2006) wird
auf verschiedene Fahrzeugsdetektionssysteme eingegangen, die alle auf Bildverarbeitung
basieren. Es werden sowohl monokulare als auch binokulare Stereosysteme charakteri-
siert und ein Ausblick auf zuku¨nftige Herausforderung auf diesem Gebiet gegeben.
Im Folgenden sollen einige Systeme vorgestellt werden, um den aktuellen Stand der
Forschung wiederzugeben. Dabei sind die Arbeiten nach der verwendeten Sensorik ge-
ordnet.
2.4.1. Monokulare Systeme
Ein System zur Segmentierung und Detektion von Fahrzeugen mithilfe eines monokula-
ren Kamerasystems wird von Collado et al. (2004) vorgestellt. Dazu wird ein Fahrzeug-
modell, welches durch sieben Parameter beschrieben wird, verwendet. Ein Algorithmus
bestimmt die Position des Fahrzeugs unter Beru¨cksichtigung der Symmetrie der Kanten
im Bild, der Form des Modells und des Schattens des Fahrzeugs. Eine Evaluierung dieser
Methode ist nicht verfu¨gbar.
Von Dellaert und Thorpe (1997) wird ein System vorgestellt, welches die Position von
vorausfahrenden Fahrzeugen mittels Kalman-Filtering verfolgt. Mittels Hough-Trans-
formation werden die Konturen anderer Fahrzeuge erkannt und u¨ber eine Bounding-
Box (engl. fu¨r eine umschließende 2D- oder 3D-Form) zusammengefasst. Außerdem wird
durch einen Klassifikator der Bildinhalt der Bounding-Box nach Fahrzeugen durchsucht.
Ein 3D-Modell wird fu¨r das gefundene Fahrzeug benutzt und im 3D-Raum verfolgt, wobei
die Messung jeweils die 2D-Projektion dieses 3D-Modells ist. Somit ist die 3D-Position
3Internetseite des US-amerikanischen Verteidigungsministeriums DARPA: http://www.darpa.mil
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des Fahrzeugs verfu¨gbar, die in der Evaluation auch genauer betrachtet wird. Fu¨r ein
monokulares System werden gerade in der Abstandsscha¨tzung, welche mittels Radarda-
ten evaluiert wird, sehr gute Werte erreicht, d.h. der Fehler der Abstandsscha¨tzung ist
kleiner 1 m bei einem mittlerem Abstand von etwa 60 m zum vorausfahrenden Fahrzeug.
Im Bezug auf die Verkehrsu¨berwachung wurden wichtige Arbeiten von Koller et al.
(1993), von Kollnig und Nagel (1997) und von Haag und Nagel (1999) vero¨ffentlicht. Die
Grundlage ist dabei die Beobachtung einer Straßenkreuzung mittels einer fest installier-
ten Kamera. Dazu wird zuna¨chst in der monokularen Bildsequenz eine Kantenanalyse
durchgefu¨hrt. Die Fahrzeuge werden als Polyeder-Modelle dargestellt. Die Modellkan-
ten werden an die Grauwertkanten im Bild angepasst, um die Pose des Fahrzeugs zu
ermitteln. Fu¨r die anschließende Objektverfolgung in der Bildsequenz werden mehre-
re Randbedingungen betrachtet. Ein 3D-Szenenmodell gibt Aufschluss u¨ber mo¨gliche
Fahrkorridore und u¨ber mo¨gliche Verdeckungen. Außerdem wird ein Beleuchtungsmo-
dell dazu verwendet, Schatten besser aus der Pose-Estimation ausblenden zu ko¨nnen.
Ein Bewegungsmodell beschreibt physikalisch die mo¨glichen Bewegungen der Fahrzeuge,
um eine bessere Pra¨diktion zu erhalten. Die Analyse des optischen Flusses in Kombina-
tion mit einem Extended Kalman Filter ermo¨glichen dann die robuste Verfolgung in der
Bildsequenz.
2.4.2. Sensor-Fusions Systeme
Von Kato et al. (2002) wird ein System bestehend aus einer Kamera und einem Radar-
system dazu benutzt, andere Verkehrsteilnehmer zu erkennen. Dabei werden die Vorteile
beider Sensoren genutzt, um mo¨glichst genau die Position des vorausfahrenden Fahrzeugs
zu bestimmen. Das Radar hat eine geringe laterale Auflo¨sung, ist aber in der Lage die
Distanz zu einem Objekt genau zu bestimmen. Die Kamera hingegen hat orthogonale
Eigenschaften: eine hohe laterale Auflo¨sung und eine schlechte Distanzscha¨tzung. Daher
wird die Distanz zum Objekt u¨ber die Radarinformation extrahiert und die Objektab-
messungen werden u¨ber die Kamera gescha¨tzt. Die Evaluierung beschra¨nkt sich auf die
Genauigkeit der Bounding-Box im Bild.
Von Steux et al. (2002) wird eine Kombination aus monokularer Farbkamera und
Radarsensor vorgestellt. Hierbei werden die Ergebnisse aus vier verschiedenen Bildver-
arbeitungsalgorithmen mit den Radarmessungen verknu¨pft. Aus diesen Informationen
wird u¨ber eine low-level Fusion die aktuelle Position des anderen Fahrzeugs extrahiert.
In der Bildverarbeitung werden Schatten, Ru¨cklichter, Liniensegmente und symmetrische
Merkmale im Bild erkannt. In einem Ru¨ckschlußprozess wird nach der Fusion mit den
Radardaten versucht, falsche Detektionen auszuschließen und die richtige Position der
Fahrzeuge zu ermitteln. Eine metrische Evaluierung der Ergebnisse ist nicht verfu¨gbar.
Wender und Dietmayer (2007) stellen einen Fusionsansatz basierend auf einer Kamera
und einem Laserscanner vor, um damit Fahrzeuge zu detektieren. Dabei werden Objekt-
hypothesen fu¨r Fahrzeuge zuna¨chst aus den Punkten des Laserscanners generiert und
die Pose des Fahrzeugs ermittelt. Anschließend wird mithilfe dieser Poseinformation die
Seitenansicht des Fahrzeugs aus dem Kamerabild ausgeschnitten und entsprechend einer
frontoparallelen Ansicht der jeweiligen Seite rektifiziert. Diese normalisierte Ansicht der
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Fahrzeugseite wird anschließend durch einen Kaskadenklassifikator klassifiziert, um ab-
schließend eine Aussage zu erhalten, ob es sich bei dem Objekt um ein Fahrzeug handelt
oder nicht. In der Vero¨ffentlichung wird nur auf die Gu¨te des Klassifikators eingegangen,
jedoch nicht auf die metrische Genauigkeit der Pose-Estimation in den Laserscannerda-
ten.
Von Ka¨mpchen (2007) wird ebenfalls eine Kombination aus Laserscanner und Kame-
ra zur Objekterkennung im Straßenverkehr benutzt. Zur Fusion der Daten der beiden
Sensoren wird eine merkmalsbasierte Fusion benutzt. Es wird also eine getrennte Vor-
verarbeitung durchgefu¨hrt, um Merkmale des gleichen Fahrzeugs aus beiden Sensoren zu
erhalten. Anschließend werden diese Merkmale fusioniert, was als Basis zur endgu¨ltigen
Fahrzeugerkennung dient. In der Arbeit wird nicht nur das Folgefahren als Applikati-
on betrachtet, sondern auch Stausituationen und Kreuzungsszenarien untersucht. Hier
wird gezeigt, dass das System auch bei hohen Beschleunigungsverhalten der beobachte-
ten Fahrzeuge in der Lage ist, diese in den Bildern zu verfolgen.
2.4.3. Stereo-Systeme
Von Nedevschi et al. (2007) wird ein System mit verschiedenen Applikationen vorgestellt,
welches auf einer Stereokamera basiert. Dabei wird sowohl eine Spurverlauf-, Fahrzeug-
und Fussga¨ngererkennung und -verfolgung durchgefu¨hrt, als auch der befahrbare Be-
reich vor dem eigenen Fahrzeug erkannt. Um Hindernisse bzw. andere Verkehrsteilneh-
mer initial erkennen zu ko¨nnen, wird zuna¨chst eine Tiefenkarte mittels Stereobildver-
arbeitung erstellt. Anschließend wird ein sogenanntes Occupancy-Grid (engl. fu¨r Bele-
gungskarte) implementiert, welches den Bereich vor dem Fahrzeug in einzelne
”
freie“
und
”
besetzte“ Segmente unterteilt. Nachdem gro¨ßere besetzte Bereiche zu jeweils ei-
nem Objekt zusammengefasst wurden, werden fu¨r jedes Objekt die Parameter Position,
Gro¨ße, La¨ngenverha¨ltnis und Orientierung ermittelt. Anschließend werden die Objekte
basierend auf Gro¨ße und La¨ngenverha¨ltnis klassifiziert, ein geeignetes 3D-Modell ent-
sprechend der Pose ins Bild projiziert und mittels Chamfer-Matching angepasst. Eine
Aussage u¨ber metrische Genauigkeiten wird in der Vero¨ffentlichung nicht gemacht.
An der ETH Zu¨rich wurden verschiedene Methoden entwickelt, um die Umwelt um
das eigene Fahrzeug analysieren zu ko¨nnen. Leibe et al. (2006) beschreiben ein umfang-
reiches System, welches zuna¨chst auf der Fusion von Structure-from-Motion mit Stereo-
bildverarbeitung basiert. Anschließend werden die vorhandenen Objekte detektiert und
klassifiziert mit dem Ansatz von Leibe und Schiele (2004). Die Detektion gibt dabei die
Objektorientierung in groben 30◦-Schritten an. In dieser Vero¨ffentlichung wird wiederum
keine Aussage bezu¨glich der metrischen Genauigkeit der Methoden gemacht.
Von Barth und Franke (2008) wird ein System zur Verfolgung anderer Fahrzeuge auf
Basis einer Stereokamera vorgestellt. Dabei werden in der beobachteten Szene zuna¨chst
sogenannte 6D-Vision-Vektoren etabliert (siehe Kap. 2.1.2). Anschließend werden diese
Vektoren nach Ort und Bewegung segmentiert und somit Objekte gebildet. Diese Objekte
werden anschließend mittels Kalman-Filterung u¨ber die Zeit verfolgt. Auf synthetischen
Sequenzen funktioniert das Verfahren sehr gut, wobei auch hier schon eine relativ große
Einschwingzeit von ca. 20 Zeitschritten beno¨tigt wird. Eine Genauigkeitsabscha¨tzung
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auf realen Daten steht nicht zur Verfu¨gung.
Eine Erweiterung dieses Verfahrens wird von Hermes et al. (2009) vorgestellt. Hier wer-
den die Daten dieser Bewegungsanalyse mit einer Trajektorienklassifikation verknu¨pft,
um eine mo¨glichst genaue Langzeitpra¨diktion der Fahrzeugbewegung zu erhalten.
Dang et al. (2002) verwenden eine Kombination von Stereo-Punkten mit optischem
Fluss, um die Position und Geschwindigkeit anderer Fahrzeuge zu ermitteln. Dabei wer-
den die Informationen aus der Stereobildverarbeitung mit dem extrahierten Flussfeld
zusammen in einem Extended-Kalman-Filter Ansatz verarbeitet. Anschließend lassen
sich auf Basis der Einzelpunkte Objekte durch Clustering etablieren und deren Ge-
schwindigkeit scha¨tzen. Auch hier zeigt sich wieder ein Einschwingverhalten bei der
Geschwindigkeitsscha¨tzung, was durch das verwendete Kalman-Filter bedingt ist. Eine
Analyse der Genauigkeit fehlt in der Vero¨ffentlichung.
Von Toulminet et al. (2006) wird eine Stereokamera dazu benutzt, vorausfahren-
de Fahrzeuge zu detektieren und deren Distanz zum eigenen Fahrzeug zu ermitteln.
Das System besteht hauptsa¨chlich aus zwei Verarbeitungsstufen. Zuerst wird eine 3D-
Rekonstruktion der Szene vor dem eigenen Fahrzeug mittels Stereobildverarbeitung be-
rechnet. Anschließend wird in nur einem der beiden Kamerabilder eine Symmetrieanalyse
durchgefu¨hrt. Man geht dabei davon aus, dass die Ru¨ckfront von Fahrzeugen eine gewis-
se Symmetrie im Bild darstellt. Es wird dadurch eine Bounding-Box um das detektierte
Fahrzeug berechnet und anschließend mit den zuvor ermittelten 3D-Daten verknu¨pft. In
den folgenden Zeitschritten wird das Fahrzeug lediglich zweidimensional im Bild verfolgt
und jeweils aktuell gemessene 3D-Daten damit verknu¨pft.
2.4.4. Wertung
Die Orientierung des detektierten Autos bleibt in vielen Vero¨ffentlichungen unbestimmt,
ist jedoch fu¨r eine Bewegungspra¨diktion notwendig. Außerdem fehlt meist eine Evalu-
ierung anhand einer unabha¨ngig bestimmten Ground-Truth. Die Bewegungsinformation
wird bei den meisten Verfahren durch ein Kalmanfilter aus der Bildsequenz extrahiert.
Dies bedingt ein Einschwingverhalten, was im Kreuzungsbereich hinderlich ist.
Die monokularen Systeme erreichen grundsa¨tzlich keine ausreichende Genauigkeit bei
der Abstandsscha¨tzung. Das Problem bei den Sensorfusionssystemen ist der hohe Auf-
wand. Eine Kamera-Laserscanner-Kombination ist derzeit zu kosteninstensiv fu¨r den
Serieneinsatz. Eine vielversprechende Alternative ist das Stereokamerasystem. Diese kos-
tengu¨nstige Variante bietet eine ausreichende Tiefengenauigkeit.
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3.1. Ziele dieser Arbeit
Grundsa¨tzliches Ziel dieser Arbeit ist es, ein allgemeines System bereitzustellen, welches
robust und mit einer mo¨glichst hohen Genauigkeit die Position, Orientierung und Be-
wegung von rigiden oder artikulierten Objekten auf Basis der Stereobildsequenzanalyse
ermittelt. Außerdem sollen anwendungsspezifische Systemauspra¨gungen verfu¨gbar sein,
die nochmals genauer auf die Eigenschaften und Schwierigkeiten in zwei Szenarien einge-
hen und spezielle Lo¨sungen aufzeigen, wobei auch eine hohe Robustheit gefordert wird,
da es sich in beiden Szenarien um Sicherheitssysteme handelt.
Hauptaugenmerk bei der Bereitstellung des allgemeinen Systems bzw. den einzelnen
Systemauspra¨gungen fu¨r zwei Szenarien liegt auf der Einbringung von Ru¨ckkopplungen
in die Verarbeitungshierarchie. Hierdurch soll die Genauigkeit und die Robustheit des
Systems weiter verbessert werden. Dabei sollen die Ergebnisse eines Verarbeitungs-
schritts nicht nur den nachfolgenden Schritten zuga¨nglich sein. Auch die vorhergehenden
Schritte sollen durch eine Ru¨ckkopplung verbessert werden.
Bei der Bewegungsanalyse sollen nicht nur laterale Objektbewegungen mo¨glichst ge-
nau ermittelt werden, sondern auch kleine und große A¨nderungen des Abstands zwi-
schen Objekt und Kamera sollen erfaßt werden. Daher ist es notwendig, alle vier Bilder,
die die Stereokamera in zwei Zeitschritten bereitstellt, zu nutzen. Durch umfangreiche
Experimente sollen die vorgestellten Systemauspra¨gungen gegeneinander und auch ge-
genu¨ber Methoden aus dem Stand der Forschung evaluiert werden. Hier soll gezeigt
werden, dass in schwierig auszuwertenden Bildsequenzen, deren Auswertung sehr an-
spruchsvoll ist, das System genau und robust funktioniert. Ground-Truth-Daten, die
von einem unabha¨ngigen System ermittelt wurden, sind dafu¨r notwendig und sollen in
beiden Szenarien benutzt werden. Abschließend sollen die Schlußfolgerungen, die sich im
Rahmen dieser Arbeit ergeben, zusammengefasst werden und als Basis fu¨r zuku¨nftige
Entwicklungen dienen.
3.2. U¨berblick
Im ersten Abschnitt der vorliegenden Arbeit wird neben der Einfu¨hrung noch auf den
Stand der Forschung eingegangen, wobei neben allgemeinen Bildverarbeitungstechniken
auch auf Verfahren zur Erkennung und Verfolgung von Personen bzw. Fahrzeugen in
Bildsequenzen und auf Ansa¨tze der sicheren Mensch-Roboter-Interaktion eingegangen
wird. Im anschließenden zweiten Abschnitt wird das vorgestellte System beschrieben.
Zuna¨chst wird auf die einzelnen Systemkomponenten eingegangen, darauffolgend wer-
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den die einzelnen, anwendungsspezifischen Systemauspra¨gungen vorgestellt. Außerdem
werden zwei Ansa¨tze vorgestellt, mit deren Hilfe die Systemrobustheit weiter gestei-
gert werden kann, indem Ru¨ckkopplungen zwischen den einzelnen Verarbeitungsschrit-
ten eingebracht werden. Im dritten Abschnitt wird die ausfu¨hrliche Evaluierung aller
vorgestellter Verfahren und Systemauspra¨gungen beschrieben. Dazu wird zuna¨chst das
unabha¨ngige System zur Ermittlung der Ground-Truth-Daten erla¨utert, gefolgt von den
Untersuchungen im Produktionsszenario und im Straßenverkehrsszenario. Abschließend
werden auch die beiden Ru¨ckkopplungsansa¨tze an realen Sequenzen evaluiert. Im letzten
Abschnitt wird die Arbeit zusammengefasst und ein Ausblick auf zuku¨nftige Arbeiten
gegeben, die noch offene, hier angesprochene Problemstellungen behandeln.
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4. Entwickelte Systemkomponenten
In diesem Kapitel wird das entwickelte Gesamtsystem dargestellt und dazu insbesondere
die einzelnen Komponenten des Systems beschrieben. Neben Verfahren aus dem Stand
der Forschung kommen hier u¨berwiegend eigene, neu entwickelte Verfahren zum Einsatz.
Die Verfahren werden erla¨utert und es wird aufgezeigt, weshalb sie vorteilhaft gegenu¨ber
bekannten Verfahren sind. Dabei wird zuna¨chst kurz die Basis aus der Literatur als Aus-
gangspunkt fu¨r die Neuentwicklungen beschrieben. Anschließend werden die Neuerungen
vorgestellt und Eigenschaften erla¨utert, die eine Verbesserung gegenu¨ber den Methoden
aus dem Stand der Forschung sind.
4.1. Grundidee und Systemu¨berblick
Die vorliegende Arbeit hat das Ziel, ein allgemeingu¨ltiges Systemkonzept fu¨r die Analyse
der Position, Orientierung und Bewegung von rigiden und artikulierten Objekten vorzu-
stellen, welches fu¨r verschiedene Szenarien geeignet ist. Als Beispielszenarien werden zum
einen die sichere Mensch-Industrieroboter-Interaktion im Produktionsumfeld und zum
anderen die Kreuzungsassistenz fu¨r den Fahrer im Straßenverkehrsumfeld herangezogen.
Das Gesamtsystem besteht aus den Hauptteilen Szenenflussberechnung, Vorsegmen-
tierung, Pose-Estimation und Bewegungsanalyse (siehe Abb. 4.1). Dabei dient die Sze-
nenflussberechnung zuna¨chst dazu, eine dreidimensionale Oberfla¨chenrekonstruktion der
beobachteten Szene durch Ermittlung einer Vielzahl von 3D-Punkten zu erhalten und
außerdem die Bewegung der einzelnen Punkte zu bestimmen. Um anschließend die Sze-
ne in einzelne Objekte zu gliedern, wird eine Vorsegmentierungsstufe verwendet, die
im Wesentlichen aus einem graphenbasierten Clusterverfahren und einer vom Szenario
abha¨ngigen Clusterauswahl besteht. Auf Basis des dadurch ermittelten Objektpunkte-
clusters wird durch eine Pose-Estimation die Pose des Objekts ermittelt und die Bewe-
gung des Objekts auf Basis der Szenenflussinformationen berechnet.
Die beschriebene Verarbeitungskette la¨uft dabei nicht nur nacheinander ab, sondern
beinhaltet mehrere Ru¨ckkopplungen. Durch diese Ru¨ckkopplungen werden Verarbei-
tungsergebnisse dazu benutzt, um vorhergehende Systemkomponenten zu optimieren
und die Robustheit des Gesamtsystems zu erho¨hen. Auf die einzelnen Ru¨ckkopplungen
wird in Kap. 5 bzw. in Kap. 6 na¨her eingegangen.
Einer der Vorteile dieses Konzepts ist die Modularita¨t. Es ko¨nnen je nach Problemstel-
lung die einzelnen Komponenten gegen Algorithmen mit gleicher Funktion ausgetauscht
werden. Außerdem ist es mo¨glich, verschiedene Algorithmen parallel laufen zu lassen und
die Ergebnisse anschließend zu fusionieren, um eine Redundanz in der Verarbeitung zu
erhalten.
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Abbildung 4.1.: U¨berblick u¨ber das Gesamtsystem mit den Hauptteilen Szenenflussbe-
rechnung, Vorsegmentierung, Pose-Estimation und Bewegungsanalyse.
Im Folgenden werden zuna¨chst die im Rahmen dieser Arbeit entwickelten Systemkom-
ponenten erla¨utert. Anschließend werden verschiedene Systemauspra¨gungen beschrieben,
wobei diese aus den entwickelten Systemkomponenten bzw. aus bekannten Methoden aus
dem Stand der Forschung bestehen. Abschließend werden noch zwei Ansa¨tze vorgestellt,
um Modellwissen in einzelne Verarbeitungsschritte ru¨ckzukoppeln, wodurch die System-
robustheit weiter gesteigert wird.
4.2. Berechnung des Szenenflusses
Fu¨r die Berechnung des Szenenflusses stehen in der Literatur verschiedene Verfahren zur
Verfu¨gung. Wie in Kap. 2.1.4 beschrieben, sind Verfahren, die einen dichten Szenenfluss
fu¨r die komplette Szene zur Verfu¨gung stellen, derzeit nicht in Echtzeit zu realisieren.
Daher beschra¨nkt sich die vorliegende Arbeit auf Methoden zur spa¨rlichen Berechnung
dieser Daten, d.h. es wird nicht fu¨r jeden einzelnen Bildpunkt der Szenenfluss bestimmt,
sondern nur fu¨r eine fu¨r die Anwendung ausreichende Anzahl von Bildpunkten.
Die vorgestellten Verfahren arbeiten auf Basis von rektifizierten Bildern, sodass die
Epipolarlinien des Stereokamerasystems parallel der Bildzeilen der beiden Stereobilder
verlaufen (siehe Kap. 2.1.1).
4.2.1. Erweitertes Spacetime-Stereo
Das sogenannte Spacetime-Stereo stellt einen vielversprechenden Ansatz zur spa¨rlichen
Szenenflussberechnung dar (Go¨vert, 2006; Schmidt et al., 2007). Das Verfahren beinhal-
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tet in seiner urspru¨nglichen Form drei grundlegende Verarbeitungsschritte: Suche nach
Interestpixeln (Interestoperator), raum-zeitliche Grauwertmodellierung und die Korre-
spondenzanalyse. Durch den Interestoperator wird nach vertikalen Kanten im Bild ge-
sucht. Diese Kanten werden durch eine sigmoide Modellfunktion approximiert. Abschlie-
ßend werden diese modellierten Kanten in einer Korrespondenzanalyse verglichen und
daraus Szenenflussinformationen berechnet.
Interestoperator: Der Interestoperator besteht aus einem Filter fu¨r vertikale Kanten im
Bild. Hierzu wird der entsprechende Sobel-Operator (Forsyth und Ponce, 2002) benutzt:
SY =

 1 0 −12 0 −2
1 0 −1

 . (4.1)
Anschließend werden die Kanten zeilenweise betrachtet. Mittels des Non-Maximum-
Suppression-Verfahrens nach Canny (1986) wird jeweils das Pixel einer Kante mit dem
betragsgro¨ßten Gradienten gesucht, welches einen Interestpixel darstellt.
Raum-zeitliche Approximation: Um die Interestpixel wa¨hrend der Korrespondenzana-
lyse vergleichen und zuordnen zu ko¨nnen, werden die Kanten, die durch die Interestpixel
beschrieben werden, mittels einer Modellfunktion approximiert.
Wird eine Kante im Bild abgebildet, entsprechen die Intensita¨tswerte nicht exakt dem
Verlauf der realen Kante, weil dieser wa¨hrend der Aufnahme gema¨ß der Point Spread
Function (PSF) des Kamerasystems (siehe Kap. 2.1.1)
”
verschmiert“ wird. Da dieser
Verlauf der Faltung der idealen Kante mit der PSF entspricht, kann die Kante durch eine
sigmoide Funktion approximiert werden. Hierzu wurde aufgrund seiner mathematischen
Eigenschaften der Tangens-Hyperbolicus gewa¨hlt (Kru¨ger, 2007). Der Zusammenhang
zwischen der Sigmoidfunktion und dem Tangens-Hyperbolicus ist in Gl. 4.2 dargestellt.
sig(x) =
1
1 + e−x
, tanh(x) =
2
e2x + 1
, tanh
(
x
2
)
= 2 sig(x)− 1 (4.2)
Durch diese Approximation kann eine Kante in einer Zeile durch Gleichung 4.3 be-
schrieben werden.
Is(p, u) = p1 · tanh(p2 · u+ p3) + p4 (4.3)
Dabei stellt Is(p, u) den Grauwert in Abha¨ngigkeit von der Position u innerhalb der
Zeile und des Parametervektors p = [p1, p2, p3, p4] dar (siehe Abb. 4.2). Die einzelnen
Parameter beeinflussen hierbei folgende Eigenschaften des Funktionsverlaufs:
• p1: Amplitude der Funktion (Kontrast)
61
4. Entwickelte Systemkomponenten
Abbildung 4.2.: Approximation einer Kante in einer Zeile. Beispielhaft ist der Verlauf
des Tangens-Hyperbolicus mit dem Parametervektor p = [1, 2, 2, 2] dar-
gestellt. Es wird der Einfluss der einzelnen Parameter verdeutlicht.
• p2: Steilheit der Kante (Scha¨rfe), fallende oder steigende Kante entsprechend dem
Vorzeichen
• p3: Maß fu¨r die Position des betragsgro¨ßten Gradienten ue = −p3p2 (siehe Gl. 4.10)
• p4: Intensita¨t an der Stelle ue
Durch diese Approximation kann die Stelle ue subpixelgenau bestimmt werden, was
bei der Korrespondenzanalyse zu subpixelgenauen Disparita¨ten fu¨hrt. Der beschriebene
Tangens-Hyperbolicus als Approximation einer Kante innerhalb einer Zeile kann auf
eine raum-zeitliche Region-Of-Interest (ROI) um einen Interestpixel erweitert werden.
Da sich der Kantenverlauf in dieser ROI sowohl u¨ber die Bildzeilen als auch u¨ber die
Zeitschritte vera¨ndern kann, werden die skalaren Parameter p1 bis p4 zu Parameter-
Funktionen, welche abha¨ngig von der Bildzeile v und dem Zeitschritt t sind:
p = [p1(v, t), p2(v, t), p3(v, t), p4(v, t)]. (4.4)
Somit ergibt sich folgende Gleichung fu¨r die Grauwertmodellierung:
Is(p, u, v, t) = p1(v, t) · tanh[p2(v, t) · u+ p3(v, t)] + p4(v, t). (4.5)
Durch diese Art der Modellierung la¨sst sich die Schra¨gheit der Kante (Kantenverlauf
u¨ber die Bildzeilen) und die Bewegung der Kante innnerhalb der raum-zeitlichen ROI
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Abbildung 4.3.: Approximation einer Kante fu¨r einen raum-zeitlichen Bereich. Es ist der
synthetisierte Verlauf Is(p, u, v, t) entsprechend des gefitteten Tangens-
Hyperbolicus u¨ber einen ra¨umlichen Bereich u, v und drei Zeitschritte
t−1, t0 und t1 (raum-zeitliche ROI) dargestellt.
beschreiben (siehe Abb. 4.3). Die Gro¨ße der raum-zeitlichen ROI ist durch die zu be-
trachtenden Bildzeilen und Zeitschritte definiert. Außerdem richtet sich die Breite der
ROI nach dem horizontalen Kantenverlauf bzw. der PSF des Kamerasystems, sowie nach
der Objektgeschwindigkeit.
Die Funktionen p1(v, t), p2(v, t), p3(v, t) und p4(v, t) sind in den hier betrachteten Sze-
narien immer Polynome maximal vom Grad 2 in v und t, deren Parameter durch ei-
ne nichtlineare Optimierung ermittelt werden. Durch diese Polynome lassen sich die
Vera¨nderungen der Parameter p1 bis p4 innerhalb der raum-zeitlichen ROI modellieren.
Die Parameter werde so optimiert, dass der Unterschied zwischen dem synthetischen
und dem realen Kantenverlauf so gering wie mo¨glich ist. Ist der Restfehler nach der
Optimierung zu hoch, d.h. sind sich die synthetische und die reale Kante nicht a¨hnlich
genug, wird der entsprechende Interestpixel verworfen und nicht weiter betrachtet, was
beispielsweise an Ecken im Bild passiert, wenn die Modellfunktion nicht den Bildinhalt
repra¨sentieren kann. Um den Rechenaufwand fu¨r diese Optimierung zu verringern, wer-
den Annahmen u¨ber den Verlauf einer Kante innerhalb einer ROI gemacht. Zum Beispiel
wird angenommen, dass der maximale Grauwert der Kante u¨ber die Zeitschritte kon-
stant bleibt, wodurch die Polynome unvollsta¨ndig werden und sich die Anzahl der zu
scha¨tzenden Parameter verringert. In Hinblick auf die Echtzeitfa¨higkeit ist der Fit des
Tangens-Hyperbolicus dennoch zu rechenaufwendig, weshalb ein Ansatz zur Linearisie-
rung der Optimierung entwickelt wurde (Go¨vert, 2006; Schmidt et al., 2007). Dadurch
steht eine geschlossene Lo¨sung fu¨r die Grauwertmodellierung zur Verfu¨gung, welche je-
doch qualitativ schlechtere Ergebnisse als die nichtlineare Variante liefert.
Korrespondenzanalyse: Um korrespondierende Punkte auf einer Epipolarlinie zu fin-
den, mu¨ssen die Interestpixel des linken Bildes (li = l1, ..., ln) mit denen im rechten
Bild (rj = r1, ..., rm) verglichen werden. Ergebnis dieses Vergleichs ist ein Wert fu¨r
die A¨hnlichkeit, welcher abha¨ngig vom Gewa¨hlten Vergleichsmaß ist. Anhand diese
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A¨hnlichkeitswertes soll entschieden werden, welche Punkte korrespondieren.
Go¨vert (2006) hat gezeigt, dass der Vergleich der Polynom-Parameter des Tangens-
Hyperbolicus-Ansatzes keine zufriedenstellenden Ergebnisse liefert. Daher werden je In-
terestpixel synthetische Intensita¨tswerte fu¨r die raum-zeitliche ROI entsprechend der
gefitteten Modellfunktion berechnet. Diese synthetischen Intensita¨tswerte Is(p, u, v, t)
stellen die zu vergleichenden Merkmale dar. Zeilenweise werden diese Intensita¨tswerte
fu¨r jedes Interestpixels im linken Bild (Is(pli , u, v, t) = Li = L1, ...,Ln) mit denen je-
des Interestpixels im rechten Bild (Is(prj , u, v, t) = Rj = R1, ...,Rm) verglichen (u, v, t
laufen entsprechend des Mittelpunktes und der Gro¨ße einer ROI). Es gibt verschiede-
ne A¨hnlichkeitsmaße fu¨r diesen Vergleich (siehe Abschnitt 2.1.2). Die besten Resulta-
te werden laut Go¨vert (2006) mit der SSD erzielt (Gleichung 4.6), d.h. es werden die
SSD(Li,Rj) fu¨r alle Kombinationen von Interestpixel-ROIs Li und Rj berechnet. Ist
dieser Wert SSD(Li,Rj) klein, sind die synthetischen Intensita¨tswerte in den ROIs Li
und Rj a¨hnlich, was bedeuten kann, dass die zugeho¨rigen Interestpixel li und rj den
gleichen 3D-Punkt beschreiben.
SSD(Li,Rj) =
∑
u˜
∑
v˜
∑
t˜
(Li(u˜, v˜, t˜)−Rj(u˜, v˜, t˜))2 (4.6)
Die SSD(Li,Rj) der einzelnen Vergleiche der synthetischen Intensita¨tswerte innerhalb
der Interestpixel-ROIs werden in einer Matrix ESSD (4.7) gespeichert.
ESSD =


SSD(L1,R1) SSD(L1,R2) · · · SSD(L1,Rm)
SSD(L2,R1) SSD(L2,R2) · · · SSD(L2,Rm)
...
...
. . .
...
SSD(Ln,R1) SSD(Ln,R2) · · · SSD(Ln,Rm)

 (4.7)
Fu¨r jedes Element in ESSD, d.h. jede mo¨gliche Korrespondenz, gibt es einen Dispa-
rita¨tswert. Diese Disparita¨tswerte sind analog in einer Matrix D (4.8) abgelegt.
D =


d(l1, r1) d(l1, r2) · · · d(l1, rm)
d(l2, r1) d(l2, r2) · · · d(l2, rm)
...
...
. . .
...
d(ln, r1) d(ln, r2) · · · d(ln, rm)

 (4.8)
Aus allen mo¨glichen Korrespondenzen in diesen Matrizen ESSD und D sollen die
richtigen Zuordnungen mit ihren korrekten Disparita¨tswerten ermittelt werden. Hierzu
werden verschiedene Constraints angewendet und Annahmen gemacht:
• Die SSD muss kleiner als eine Schwelle θSSD sein (Compatibility Constraint):
SSD(Li,Rj) < tSSD.
• Es existieren keine negativen Disparita¨tswerte (abgeleitet aus Standardstereogeo-
metrie; Epipolar Constraint): d(li, rj) ≥ 0.
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• Einschra¨nkung des Disparita¨tsbereichs entsprechend der Applikation (Disparity
Limit Constraint): dmin ≤ d(li, rj) ≤ dmax.
• Ein Interestpixel kann maximal an einer Korrespondenz beteiligt sein (Uniqueness
Constraint).
Die einzelnen Constraints werden in Kap. 2.1.2 na¨her erla¨utert.
Durch diese Bedingungen werden D und ESSD zu oberen Dreiecksmatrizen. Zudem wer-
den Matrixelemente, welche durch eine der oberen Annahmen entfernt werden, eindeutig
gekennzeichnet. Ist weiterhin eine eindeutige Zuordnung nicht mo¨glich, d.h. es gibt meh-
rere mo¨gliche Korrespondenzen, die o.g. Bedingungen erfu¨llen, wird die mit der kleinsten
SSD gewa¨hlt.
Schließlich kann die Zuordnung zweier Interestpixel zu einer Korrespondenz in einer
Matrix C (Gleichung 4.9) codiert werden.
C =


c(l1, r1) c(l1, r2) · · · c(l1, rm)
0 c(l2, r2) · · · c(l2, rm)
...
...
. . .
...
0 0 · · · c(ln, rm)

 (4.9)
mit c(li, rj) =
{
1, wenn li und rj korrespondierend
0, sonst
Das Ergebnis der Korrespondenzanalyse sind die Korrespondenzen mit ihren entspre-
chenden Disparita¨tswerten und den Parametern der Modellfunktionen beider approxi-
mierter Kanten.
Berechnung Szenenfluss: Die Position des betragsgro¨ßten Intensita¨tsgradient in ho-
rizontaler Richtung wird nach der Grauwertmodellierung subpixelgenau beschrieben
durch:
ue(v, t) = −p3(v, t)
p2(v, t)
. (4.10)
Der vertikale Verlauf δ des Intensita¨tsgradienten innerhalb der ROI und dessen Ge-
schwindigkeit µ entlang der Epipolarlinie sind gegeben durch:
δ =
∂ue
∂v
∣∣∣∣
vc,tc
und µ =
∂ue
∂t
∣∣∣∣
vc,tc
, (4.11)
wobei der Index c das Zentrum der raum-zeitlichen ROI beschreibt.
Die subpixelgenaue Disparita¨t ist beschrieben durch:
d = [uli + u
l
e(vc, tc)]− [uri + ure(vc, tc)] . (4.12)
Die Parameter uli und u
r
i bezeichnen die ganzzahlige horizontale Pixelkoordinate des
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linken bzw. des rechten Interestpixels. Die Parameter ule(vc, tc) und u
r
e(vc, tc) beschreiben
die subpixelgenaue Position der Kante relativ zum Interestpixel. Insgesamt wird die
subpixelgenaue Position der Kante im Bild durch uli + u
l
e(vc, tc) bzw. u
r
i + u
r
e(vc, tc)
beschrieben.
Die Tiefengeschwindigkeit z˙ entlang der z-Achse ist in metrischen Einheiten definiert
durch (Wo¨hler, 2009):
z˙ =
∂z
∂t
= −
bf
(
µl − µr
)
d2
. (4.13)
Die laterale Geschwindigkeitskomponente x˙ entlang der Epipolarlinie in metrischen
Einheiten wird berechnet durch (Wo¨hler, 2009):
x˙ =
∂x
∂t
= b
µrd− 12
(
ule + u
r
e
)
∂d
∂t
d2
, (4.14)
mit
∂d
∂t
= µl − µr . (4.15)
Die vertikale Geschwindigkeitskomponente y˙ = ∂y/∂t kann wegen des Aperturpro-
blems nicht durch das Spacetime-Stereo ermittelt werden, da nur vertikale Kanten in
den Stereobildpaaren erkannt und modelliert werden und diese lediglich eine Aussa-
ge u¨ber die horizontale Geschwindigkeitskomponente zulassen. Sind jedoch Aufnahmen
eines trinokularen Kamerasystems verfu¨gbar, welche zu jedem Zeitschritt ein horizon-
tales und ein vertikales Stereobildpaar beinhalten, so ko¨nnen einmal horizontale und
einmal vertikale Kanten zur Berechnungen von Stereokorrespondenzen und Bewegungs-
informationen verwendet werden. Abb. 4.4 zeigt die berechneten 3D-Punkte und die
Geschwindigkeitskomponenten fu¨r Aufnahmen eines trinokularen Kamerasystems.
Abschließend erha¨lt man fu¨r die beobachtete Szene eine Punktewolke Mp, wobei fu¨r
jeden gefundenen 3D-Punkte wi ∈ Mp die ra¨umliche Koordinaten xi, yi, zi, sowie die
Tiefengeschwindigkeit z˙i und die laterale Geschwindigkeitskomponente x˙i verfu¨gbar sind.
Bewertung des Spacetime-Stereos: Die Vorteile des Spacetime-Stereos nach Go¨vert
(2006) liegen in den subpixelgenau bestimmbaren Kantenmittelpunkten und den daraus
ermittelten Disparita¨tswerten. Dies fu¨hrt zu einer signifikanten Erho¨hung der Tiefen-
auflo¨sung im Vergleich zu pixelgenauen Verfahren (siehe Kap. 2.1.2). Weiter ko¨nnen
aufgrund der Betrachtung einer Kante u¨ber mehrere Zeitschritte Geschwindigkeitsin-
formationen ermittelt werden, wodurch z.B. eine Hintergrundeliminierung bis hin zu
einer Bewegungsanalyse bzw. einem Tracking mo¨glich sind. Somit stehen spa¨rliche, un-
vollsta¨ndige Szenenflussdaten zur Verfu¨gung, die fu¨r die vorgesehenen Szenarien zum
Einsatz kommen. Die Daten sind spa¨rlich, da nicht zu jedem Pixeln im Bild auch ein
Tiefenwert zur Verfu¨gung steht und sie sind unvollsta¨ndig, da die vertikale Geschwin-
digkeitskomponente y˙ mithilfe des Spacetime-Stereos nicht ermittelt werden kann.
Ein Nachteil des von Go¨vert (2006) vorgestellten Verfahrens ist der hohe Rechenauf-
wand, speziell fu¨r den Fit der Parameter des Tangens-Hyperbolicus’. Durch die ange-
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Abbildung 4.4.: Spacetime-Stereo Ergebnisbeispiel mit 3D-Punkten (weiss) und Epipo-
largeschwindigkeiten (gelb). Hier wurden aus trinokularen Bilddaten
vertikal und horizontal Kanten extrahiert, Korrespondenzen etabliert
und anschließend kombiniert.
sprochene Linearisierung der Optimierung kann diese in Grenzen gehalten werden, was
jedoch Einbuße in der Genauigkeit zur Folge hat.
Außerdem kommt es zu Problemen wenn mehrere Kantenverla¨ufe ineinander u¨ber-
gehen. Beispielsweise entsteht im Produktionsumfeld im Abbild des Arms eines Arbei-
ters eine sogenannte Shadingkante, d.h. der Intensita¨tsverlauf auf dem Arm a¨ndert sich
orthogonal zur Armachse und fu¨hrt zu einer zusa¨tzlichen Kante im Bild. Diese wieder-
um verschmiert mit der Objektkontur, was letztendlich zu einem Grauwertverlauf fu¨hrt,
der durch die beschriebene Modellfunktion nicht zu approximieren ist (siehe Abb. 4.8).
Folglich werden nur wenige 3D-Punkte auf der Kontur des Arms des Arbeiters gefunden.
Die Objektgeschwindigkeit im Bild ist bei dem Verfahren beschra¨nkt, da durch die
nichtlineare Optimierung der Modellfunktion in der ROI immer nur die na¨chste Kante
im na¨chsten Zeitschritt gefunden wird. Dadurch entsteht ein Konvergenzradius fu¨r reale
Szenen von ca. sechs Pixeln horizontaler Verschiebung pro Zeitschritt. Bei schnelleren
Bewegungen, wie sie beispielsweise im Straßenverkehrsumfeld oft auftreten, wird keine
zeitliche Korrespondenz gefunden, d.h. schnelle Objekte verschwinden aus der Punkte-
wolke.
67
4. Entwickelte Systemkomponenten
Abbildung 4.5.: Zur Erho¨hung des Konvergenzradius der Bewegungsscha¨tzung stehen
im erweiterten Spacetime-Stereo zu jeder ROI Versatzinformationen
∆uROI = [∆u1,∆u2]
T zur Verfu¨gung.
Neuentwickelte Erweiterungen des Spacetime-Stereos
Vergro¨ßerung des Konvergenzradius der Geschwindigkeitsscha¨tzung: Im Rahmen
dieser Arbeit wurde das verfu¨gbare Spacetime-Stereo-Verfahren von Go¨vert (2006) er-
weitert, um auch schnelle Objektbewegungen im Bild detektieren zu ko¨nnen. Wie bereits
beschrieben, ist der Konvergenzradius fu¨r die Geschwindigkeitsscha¨tzung im Spacetime-
Stereo verha¨ltnisma¨ßig klein, was dazu fu¨hrt, dass schnelle Objekte aus der fu¨r die Szene
ermittelten Punktewolke Mp verschwinden (wi ∈ Mp; wi = [xi, yi, zi, x˙i, z˙i]T ). Kanten
mit einem großen Versatz in der Bildebene sind in zwei aufeinanderfolgenden Zeitschrit-
ten nicht mehr in der raum-zeitlichen ROI enthalten, da die Bewegung im Bild die Breite
der ROI u¨berschreitet. Wird die Breite der schnellen Bewegung angepasst, werden meh-
rere Kanten in der ROI abgebildet und eine richtige Zuordnung ist nicht mehr mo¨glich.
Zur Lo¨sung dieses Problems wird eine neue Art von ROI definiert. In einem einzel-
nen Zeitschritt werden zwar Bereiche der bisherigen Gro¨ße abgedeckt, d.h. angepasst
nur an die Breite der Kantenverla¨ufe bzw. an die Geschwindigkeit
”
langsamer“ Objek-
te. Im Gegensatz zu den bisherigen ROIs aus dem System von Go¨vert (2006), welche
Bildausschnitte an der gleichen Position in allen Zeitschritten beinhalten, kann sich die
Position nun u¨ber die Zeit a¨ndern, die Bildausschnitte sind also zeitlich zueinander ver-
setzt. Daher beinhalten die neuen ROIs zusa¨tzlich zu den Grauwertinformationen die
Versatzinformation ∆uROI = [∆u1,∆u2]
T , welche die Positionsa¨nderung in den aufein-
ander folgenden Zeitschritten darstellt (siehe Abbildung 4.5).
Zu einem Bildausschnitt aus dem aktuellen Zeitschritt, zu dem durch die Grauwert-
modellierung im verfu¨gbaren System von Go¨vert (2006) noch keine korrespondierende
Kante in den anderen Zeitschritten gefunden wurde, werden passende Bildausschnitte
aus den beiden anderen Zeitschritten (t−1 und t+1) an den Stellen gesucht, an denen
Interestpixel detektiert wurden, d.h. es werden Kombinationen von zeitlich versetzten
Bildausschnitten untersucht. Durch eine Annahme u¨ber die maximale Geschwindigkeit
im Bild, wird die Anzahl an Kombination von vornherein sinnvoll beschra¨nkt. Zur Be-
wertung einer Kombination dient ein Vergleichmaß, in diesem Fall die SSD, fu¨r den
Bildinhalt um die Interestpixel herum, was zur Untersuchung aller Interestpixelkombi-
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(a) ROIs ohne zeitlichen Versatz
(b) ROIs mit Versatzinformation
Abbildung 4.6.: Im verfu¨gbaren System (a) wurden zu jeden Interestpixel eine fest defi-
nierte ROI ausgeschnitten. Bei dem neuen, erweiterten System (b) wer-
den mo¨glich Kombinationen von Interestpixel untersucht.
nationen dient. Definieren zwei Interestpixel dieselbe Kante in verschiedenen Zeitschrit-
ten, so fu¨hrt der Vergleich der Bildinhalte zu einem kleinen SSD-Wert. Sind passende
Kombinationen u¨ber alle drei Zeitschritte gefunden, wird abschließend auch hier die Mo-
dellfunktion angepasst, wobei die Versatzinformation stets beachtet werden muss. Gibt
es mehrere zeitliche Korrespondenzen, wird die Kombination ausgewa¨hlt, welche bei der
Modellanpassung die beste A¨hnlichkeit zwischen den Grauwerten in den Bildern I(u, v, t)
und den modellierten Grauwerten Is(p, u, v, t) liefert (siehe Gl. 4.5). Abb. 4.6 zeigt die
zeitliche Korrespondenzsuche im neuen System. Der Berechnungsaufwand fu¨r das Ver-
fahren steigt durch die Erweiterung des Konvergenzradius nur leicht, da die Analyse fu¨r
schnelle Kanten nur dann verwendet wird, wenn u¨ber den urspru¨nglichen Ansatz keine
zeitlichen Korrespondenzen gefunden wurden.
Auch bei der abschließenden Berechnung der Szenenflussparameter muss die Versatz-
information zwischen den Interestpixeln beru¨cksichtigt werden, um eine korrekte Berech-
nung von Epipolargeschwindigkeit und Tiefengeschwindigkeit durchfu¨hren zu ko¨nnen.
Abb. 4.7 zeigt das Ergebnis der Erweiterung im neuen System: Kanten, die sich schnell
in der Szene bewegen und vorher in der Punktewolke Mp der Szene fehlten, sind nun
vorhanden und werden richtig berechnet.
Dynamische Maskierung des raum-zeitlichen Kantenverlaufs: Ein weiteres, bereits
angesprochenes Problem, sind ineinander u¨bergehende Kantenverla¨ufe. Beispiel hierfu¨r
ist Abbild des Unterarms von Personen (siehe Abb. 4.8). Hier gehen die Kantenverla¨ufe
der Konturen in die Shadingkante auf dem Unterarm u¨ber. Die Kantenverla¨ufe sind nicht
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Abbildung 4.7.: Vor der Erweiterung (a) fehlten sich schnell bewegenden Kanten in der
Punktewolke. Nach der Erweiterung (b) werden diese schnellen Kanten
richtig repra¨sentiert.
mehr gegeneinander abzugrenzen.
Die bisherige Modellfunktion bedingt genau eine Kante innerhalb der ROI, die mo¨g-
lichst mit einem konstanten Grauwert beginnt und auch wieder endet. Ist dies nicht der
Fall, kommt es zu ungenu¨genden Modellanpassungen (siehe Abb. 4.9a), was u¨ber den
Restfehler der Modellanpassung erkannt wird und zur Lo¨schung des Pixels als Kandidat
fu¨r einen Interestpixels fu¨hrt.
Durch eine Maskierung des Kantenverlaufs ko¨nnte dieses Problem behoben werden, da
so nur die eigentliche Kante betrachtet wird und Randeffekte ausgeblendet werden. Die
Maskierung ist dabei von der Breite des horizontalen Kantenverlaufs, von der Schra¨gheit
δ der Kante in vertikaler Richtung und von der Geschwindigkeit µ der Kante innerhalb
der ROI abha¨ngig. Die Parameter δ und µ sind jedoch initial nicht bekannt. D.h. auch
wenn die PSF des Kamerasystems bekannt ist, wird die Schra¨gheit der Kante δ und
die Geschwindigkeit µ erst durch die Grauwertmodellierung ermittelt. Daher wird eine
Maskierung durch die Gewichtungsfunktion w in die Fehlerfunktion der nichtlinearen
Optimierung zur Ermittlung der Parameterfunktionen p1 bis p4 mit eingebracht, um so
gleichzeitig die passenden Kantenparameter zusammen mit der passenden Maskierung
zu erhalten.
Die Fehlerfunktion etanh im verfu¨gbaren System von Go¨vert (2006) fu¨r den nichtli-
nearen Anpassung der Modellfunktion Is an die Grauwertkante im Bild I lautete (siehe
Gl. 4.5):
etanh1 = I(u, v, t)− Is(p, u, v, t) (4.16)
= I(u, v, t)− [p1(v, t) · tanh[p2(v, t) · u+ p3(v, t)] + p4(v, t)] . (4.17)
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Abbildung 4.8.: Beispiel fu¨r das Shading auf dem menschlichen Unterarm (a). Im Bild
zeigt sich der charakteristische Grauwertverlauf (b).
Mithilfe der Gewichtungsfunktion w(p, u, v, t) la¨sst sich im neuen System der Ein-
fluss der Fehler am Rand unter Beru¨cksichtigung des Kantenverlaufs abschwa¨chen (siehe
Gl. 4.18).
etanh2 = w(p, u, v, t) [I(u, v, t)− Is(p, u, v, t)] (4.18)
Die Gewichtungsfunktion wird so gewa¨hlt, dass an der Stelle des betragsgro¨ßten Gra-
dienten ue, welche abha¨ngig von der Zeile und dem Zeitschritt innerhalb der ROI ist,
das Gewicht 1 betra¨gt und dann ein stetiger Verlauf zum Rand hin auf 0 erfolgt (siehe
Abb. 4.9b), wobei die Stetigkeit wichtig fu¨r die Optimierung ist. Die Gewichtungsfunk-
tion ist definiert als:
w(p, u, v, t) =
1
1 + efw(udist(p,u,v,t)−urad)
(4.19)
mit
udist(p, u, v, t) = |(u− ue|v,t)|. (4.20)
Der Parameter urad korrespondiert dabei mit der Breite der Gewichtsfunktion w und
sollte ungefa¨hr dem Radius der PSF der Kamera entsprechen. Der Faktor fw beeinflusst
direkt den Verlauf der Gewichtsfunktion, wobei der Wert ca. bei der Ha¨lfte des PSF-
Radius liegen sollte.
Durch diese Erweiterung ko¨nnen nun auch Kanten modelliert werden, die nicht mit
einem konstanten Grauwert beginnen und enden (siehe Abb. 4.9c). Experimente haben
gezeigt, dass durch diese dynamische Maskierung bei gleichem Berechnungsaufwand das
Konvergenzverhalten verbessert wird. Die Qualita¨t der Grauwertmodellierung erho¨ht
sich außerdem, was sich an den Restfehlern der Anpassung zeigt.
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Abbildung 4.9.: Beispiel fu¨r die Grauwertmodellierung ohne dynamische Maskierung (a)
und mit Maskierung (c). Die Gewichtungsfunktion ist beispielhaft dar-
gestellt (b).
4.2.2. Kombination von 3D-Punktewolke und Verschiebungsvektorfeld
Neben den dichten Szenenflussverfahren, welche einen großen Rechenaufwand bedeu-
ten, und dem beschriebenen Spacetime-Stereo, ist es auch mo¨glich, eine Kombination
aus 3D-Punkten, die von einem Stereobildverarbeitungsalgorithmus berechnet wurden,
und einem Verschiebungsvektorfeld als unvollsta¨ndige Szenenrepra¨sentation zu benutzen.
Durch diese Kombination bleibt die Tiefengeschwindigkeit z˙, d.h. die Geschwindigkeits-
komponente entlang der z-Achse, jedoch unbestimmt. Vorteilhaft ist jedoch der recht
geringe Berechnungsaufwand. In der Literatur sind einige Verfahren, sowohl zur Berech-
nung des optischen Flusses (vgl. Kap. 2.1.3), als auch zur Stereobildverarbeitung (vgl.
Kap. 2.1.2) bekannt, die in Echtzeit zu berechnen sind, d.h. im Bezug auf die angedachten
Szenarien mehrfach innerhalb einer Sekunde.
In der vorliegenden Arbeit werden verschiedene Kombinationen benutzt:
• Census-Stereo + Census-Fluss: Pixelgenaue Korrespondenzbestimmung auf
Basis der Census-Transformation, sowohl fu¨r Stereo als auch fu¨r optischen Fluss
(Stein, 2004)
• Korrelationsstereo + Census-Fluss: Subpixelgenaue Stereokorrespondenzana-
lyse auf Blockmatchingbasis (Franke und Joos, 2000) kombiniert mit der pixelge-
nauen optischen Fluss-Berechnung (Stein, 2004)
• Korrelationsstereo + TV-L1 Fluss: Subpixelgenaues Blockmatching (Franke
und Joos, 2000) kombiniert mit dichtem, subpixelgenauem Fluss (Zach et al., 2007)
Census-Stereo + Census-Fluss: Der Vorteil bei dieser Methode liegt in der Berech-
nungsdauer. Die Korrespondenzsuche u¨ber die Hashtabelle (siehe Abschnitt 2.1.3) ist
sehr effizient zu berechnen. Allerdings sind die etablierten Korrespondenzen nur pixel-
genau, was zu einer Diskretisierung der Tiefenwerte fu¨hrt.
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Abbildung 4.10.: U¨berblick u¨ber die Vorsegmentierung.
Korrelationsstereo + Census-Fluss: Durch den Austausch des Census-Stereos durch
das Korrelationsstereo werden subpixelgenaue Disparita¨ten bereitgestellt und die Dis-
kretisierung der Tiefenscha¨tzung aufgehoben.
Korrelationsstereo + TV-L1 Fluss: Nachteilig bei den beiden vorherigen Kombinatio-
nen ist die Bedingung, dass durch den Census-Fluss nur dort Flussvektoren etabliert wer-
den ko¨nnen, wo Ecken im Bild vorhanden sind. Bei der Verfolgung der Hand-Unterarm-
Region einer Person sind nur sehr wenige Ecken im Bild verfu¨gbar. Daher ist die Ver-
wendung eines dichten Flussverfahrens, wie hier der TV-L1 Fluss, sinnvoll.
4.3. Vorsegmentierung
Um die einzelnen Objekte in der Szene voneinander zu trennen, sowie statische von sich
bewegenden Elementen zu trennen, wird eine Segmentierungsstufe beno¨tigt. Dabei wird
zuna¨chst eine Hintergrundeliminierung durchgefu¨hrt, gefolgt von einer Clusteranalyse
und abschließend einer Clusterauswahl, welche das Cluster des interessierenden Objekts
auswa¨hlt (siehe Abb. 4.10).
4.3.1. Hintergrundeliminierung
Liegen fu¨r die beobachtete Szene Szenenflussinformationen vor, ist eine Hintergrunde-
liminierung unkompliziert und effektiv. Durch eine definierte Geschwindigkeitsschwel-
le θBS ko¨nnen sich bewegende von unbewegten Punkten getrennt werden. Dabei ist
der Parameter θBS entsprechende des Rauschens des Algorithmus zur optischen Fluss-
Berechnung etwas ho¨her als der Rauschanteil der Geschwindigkeitskomponenten der Sze-
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Abbildung 4.11.: Beispiel fu¨r die Hintergrundeleminierung im Produktionsszenario. Die
3D-PunkteMP der Szene sind in rot eingezeichnet, die sich bewegenden
PunkteMm in gelb und die Bewegungsvektoren in gru¨n. Datenbasis ist
der Szenenfluss auf Basis von Korrelationsstereo und TV-L1 Fluss
nenflusspunkte zu wa¨hlen. Gl. 4.21 beschreibt wie die Punktewolke Mm der sich bewe-
genden Punkte aus der Punktewolke aller Szenenflusspunkte Mp berechnet wird, wobei
u˙ und v˙ die horizontale bzw. vertikale Komponente des optischen Flusses ist und P ein
Szenenflusspunkt im Raum ist.
Mm =Mp
{
P |
√
u˙2 · v˙2 > θBS
}
(4.21)
Die Schwelle wird in Pixeln pro Zeitschritt definiert. Wu¨rde man die Schwelle in Metern
pro Zeitschritt definieren, wu¨rden weit entfernte, stationa¨re Punkte mit einem geringen
Rauschen in der optischen Fluss-Berechnung immer als Vordergrund geza¨hlt werden.
Nach der Hintergrundelimierung sind lediglich die bewegten Vordergrundobjekte, je-
doch noch als zusammenha¨ngende Punktewolke Mm, vorhanden (siehe Abb. 4.11).
4.3.2. Clusterverfahren
Zur Segmentierung der PunktewolkeMm der beobachteten Szene in einzelne ObjekteMc
wird ein Clusterverfahren verwendet. Dabei muss das Verfahren verschiedene Kriterien
erfu¨llen, um fu¨r die angestrebten Applikationen geeignet zu sein:
1. Die vorliegenden Szenenflussdaten bestehen aus den ra¨umlichen Koordinaten x, y, z
[m] und den Geschwindigkeitsinformationen x˙, y˙, z˙ [m/Zeitschritt]. Anhand dieser
soll entschieden werden, welche Teile der Punktewolke Mm zum selben Objekt
geho¨ren.
2. Da im Voraus keine Aussage u¨ber die Anzahl der interessierenden Objekte in der
Szene gemacht werden kann, muss der Algorithmus selbst eine geeignete Anzahl
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an Clustern bestimmen.
3. Zwei Punkte ko¨nnen weit entfernt voneinander sein und dennoch zu einem Cluster
geho¨ren, z.B. ko¨nnen auf einem Teil des Objekts keine Punkte extrahiert wer-
den, da das Objekt dort keine Textur besitzt. Hingegen ist es auch mo¨glich, dass
relativ nahe Objekte nicht demselben Objekt angeho¨ren (z.B. Arm eines Arbei-
ters vor einem Bauteil). Die Geschwindigkeitsinformation ist also wichtig und zu
beru¨cksichtigen.
4. Das zu wa¨hlende Verfahren soll mo¨glichst wenig Rechenzeit in Anspruch nehmen.
Die klassischen Clusterverfahren verwenden zum Vergleich von Datenpunkten meist
ein eindimensionales Merkmal. Um die Vorgabe 1 umsetzen zu ko¨nnen, mu¨ßte man die
Merkmale der Punkte, d.h. die ra¨umlichen Koordinaten und die Geschwindigkeitspa-
rameter gegeneinander gewichten, um schlussendlich auf einen skalaren Vergleichswert
zu kommen. Bei ra¨umlichen Koordinaten und Geschwindigkeitsinformationen ist das
schwierig, da unterschiedliche Einheiten vorliegen. Außerdem wu¨rde dadurch die Pa-
rametersteuerung des Algorithmus erschwert. Daher wird darauf verzichtet und statt-
dessen ra¨umliche Koordinaten und Geschwindigkeitsinformationen getrennt voneinander
behandelt.
Fu¨r die beiden Szenenflusspunkte
P1 =


x1
y1
z1
x˙1
y˙1
z˙1


und P2 =


x2
y2
z2
x˙2
y˙2
z˙2


(4.22)
besteht das Distanzmaß δdist aus den beiden Komponenten δe und δv:
δdist =
(
δe
δv
)
(4.23)
δe =
√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (4.24)
δv =
√
(x˙1 − x˙2)2 + (y˙1 − y˙2)2 + (z˙1 − z˙2)2. (4.25)
Somit wird eine Trennung zwischen ra¨umlichen Koordinaten und Geschwindigkeits-
informationen beibehalten.
Das verwendete Clusterverfahren (Konrad, 2006) arbeitet mit zwei Schwellen: die
Schwelle fu¨r die ra¨umliche Distanz θe und die Schwelle fu¨r den Geschwindigkeitsun-
terschied θv. Beide Schwellen mu¨ssen unterschritten werden, damit zwei Punkte dem
gleichen Cluster zugeordnet werden ko¨nnen:
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Mc =Mm {P |δe < θe ∩ δv < θv} . (4.26)
Somit kann einfach und direkt Einfluss auf die Ausdehnung der Cluster genommen
werden, da keine Bewertung und Zusammenfassung der einzelnen Merkmale (ra¨umliche
Koordinaten und Geschwindigkeitskomponenten) zu einem Skalar notwendig ist.
Die Etablierung von Clustern basiert bei dem Verfahren auf einem graphenbasierten
Ansatz, wobei die einzelnen Punkte als Knoten und die Distanzen dazwischen als Kanten
des Graphen betrachtet werden. Zuna¨chst werden alle Datenpunkte ihres Geschwindig-
keitsbetrags nach sortiert. Anschließend wird diese sortierte Liste s = (s1, ..., sn)
T kom-
plett durchlaufen. Man betrachtet einen Punkt si = (xi, yi, zi, x˙i, y˙i, z˙i)
T (i = 1, ..., n)
und die Distanzen zu den folgenden Punkten in der Liste. Sobald der Geschwindigkeits-
unterschied zu einem der folgenden Punkte gro¨ßer als die Schwelle δv ist, kann die Suche
aufgrund der sortierten Liste abgebrochen werden. Sind bei den gefundenen Datenpunk-
ten beide Schwellen unterschritten, werden die Punkte zu einem Cluster zusammen-
gefasst. Ist die komplette Liste von Datenpunkten durchlaufen, sorgt abschließend ein
Rekursionsansatz dafu¨r, dass die Clusternummern richtig vergeben werden.
Vorteilhaft an diesem Algorithmus ist die hohe Effizienz und die einfache Parame-
tersteuerung, was die Anwendbarkeit verbessert. Eine Gewichtung zwischen ra¨umlichen
Koordinaten und Geschwindigkeitsinformationen ist nicht notwendig. Außerdem ko¨nnen
auch Szenenflussdaten von rotierenden Objekten geclustert werden, was aufgrund der
sich kontinuierlich a¨ndernden Geschwindigkeitsvektoren entlang der Objektachse oft pro-
blematisch ist. Da hier jedoch immer nur die Geschwindigkeitsdifferenzen benachbarter
Punkte betrachtet werden, wird ein Zerfall der Punktewolke eines rotierenden Objekts
in mehrere Cluster implizit verhindert.
4.3.3. Clusterauswahl
Um aus den einzelnen Clustern Mc, die aus der Clusteranalyse entstehen, das Cluster
MObj auszuwa¨hlen, welches das interessierende Objekt repra¨sentiert, werden zusa¨tzliche
Informationen beno¨tigt. Im Folgenden werden verschiedene Arten beschrieben, wie aus
den Punkteclustern das Cluster, welches das interessierende Objekt repra¨sentiert, aus-
gewa¨hlt werden kann:
1. Produktionsumfeld: Distanz zu Referenzobjekten (z.B. Werkstu¨ck)
2. Pose-Estimation fu¨r alle Cluster und anschließende Verifikation (siehe Kap. 6.2),
wobei die Verifikation dazu dient festzustellen, ob tatsa¨chlich das interessierende
Objekt gefunden wurde
3. Straßenverkehrsumfeld: Verfolgung aller Objekte, da alle von Interesse sind
4. Klassifikation des Bildinhaltes nach Clusteranalyse (z.B. Fahrzeugru¨ckfrontenklas-
sifikation oder Fußga¨ngerklassifikation)
76
4.4. Pose-Estimation
Abbildung 4.12.: Ergebnis des Clusterverfahrens: jede Farbe beschreibt ein Punkteclus-
ter (Farben wurden mehrfach verwendet).
Fu¨r das Produktionsumfeld werden Variante 1 und 2 benutzt und fu¨r das Straßenver-
kehrsumfeld wird Variante 3 verwendet. Durch die Modularita¨t des Gesamtsystems sind
andere Varianten bzw. Erga¨nzungen jederzeit mo¨glich. Abschließend fu¨hrt die Vorseg-
mentierung zu einer Punktewolke MObj, die das beobachtete Objekt repra¨sentiert.
4.4. Pose-Estimation
Nachdem ein initiale ObjektpunktewolkeMObj aus der Szene extrahiert wurde, wird das
Modell des zu erkennenden Objekts (Abschnitt 4.4.1 bzw. 4.4.2), wie in Abschnitt 4.4.3
beschrieben, grob an diese Punkte angepasst, d.h. die Objektpose wird initialisiert. An-
schließend wird u¨ber einen weiteren Anpassungsschritt diese Posescha¨tzung verfeinert
(Abschnitt 4.4.4). Dabei wird auch die Punkteauswahl vera¨ndert, sodass am Ende der
Optimierung nicht nur die Pose des Objekts bekannt ist, sondern auch die Zugeho¨rigkeit
der Punkte zum interessierenden Objekt. Die Optimierung der Zugeho¨rigkeit der Szenen-
flusspunkte zum Objekt ist dabei aus zweierlei Gru¨nden wichtig: Zum einen wird dadurch
die iterative Posescha¨tzung verbessert und zum anderen werden diese Szenenflusspunkte
spa¨ter zur Bewegungsanalyse herangezogen, wo dem Objekt falsch zugeordnete Punkte
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Abbildung 4.13.: Definition des Hand-Unterarm-Modells (Hahn et al., 2007).
das Ergebnis verfa¨lschen wu¨rden.
Das 3D-Modell des zu erkennenden Objekts, welches fu¨r die Pose-Estimation zum
Einsatz kommt, ist anwendungsspezifisch. Es kann mit sogenannten schwachen Model-
len gearbeitet werden, d.h. das Objektmodell beschreibt die Form des interessierenden
Objekts nur grob bzw. mit einem geringen Detaillierungsgrad. Solche Modelle sind zum
einen einfach zu beschreiben und umzusetzen. Außerdem ist durch diese grobe Beschrei-
bung des Objekts keine Modelladaption wa¨hrend der Poseoptimierung notwendig, was
Rechenzeit spart und zudem die Robustheit des Gesamtsystems erho¨ht. Entscheidend ist
jedoch, dass durch die Verwendung eines groben Modells die Modellparameter nicht fu¨r
jedes neue Objekt aus der gleichen Objektklasse angepasst werden mu¨ssen. Beispielswei-
se kann im Produktionsumfeld das gleiche Modell mit den gleichen Modellparametern
fu¨r alle Arbeiter verwendet werden, ohne zuna¨chst deren Ko¨rpermaße bestimmen zu
mu¨ssen. Dadurch verfu¨gt das vorgestellte System u¨ber eine Robustheit, die sonst in
der Literatur nur selten dargestellt wird. Die punktewolkenbasierte Modellanpassung
mittels ICP-Algorithmus arbeitet problemlos mit den groben Modellen, da ein globales
Optimum fu¨r die Posescha¨tzung unter Beru¨cksichtigung aller 3D-Punkte gesucht wird.
Daher wird im Endeffekt lediglich der Restfehler etwas ho¨her, als bei einem perfekten
Objektmodell, d.h. die Fehlerfunktion des verwendeten Pose-Estimation-Algorithmus,
hat einen konstanten Offset, der jedoch die Optimierung nicht weiter beeinflußt. Die
Posescha¨tzung zeigt jedoch keinen nennenswerten Qualita¨tsverlust.
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4.4.1. 3D-Modell der Hand-Unterarm-Region
Form des Modells: Fu¨r das Produktionsumfeld wird das analytische Hand-Unterarm
Modell von Hahn et al. (2007) verwendet, welches ein von der menschlichen Anato-
mie abgeleitetes, artikuliertes Modell, bestehend aus fu¨nf Kegelstu¨mpfen und einem
vollsta¨ndigen Kegel, darstellt (siehe Abb. 4.13). Das Modell ist eine kinematische Kette
(engl.: kinematic chain), ein in der Literatur vielfach verwendeter Ansatz zur Modellie-
rung von Ko¨rperpartien, welcher auf Leonardo Da Vinci zuru¨ckgeht (siehe Kap. 2.2).
Modellparameter: Hahn et al. (2007) definieren feste Relationen zwischen den ein-
zelnen Radien des Modells, sodass nur zwei Radien (r1 und r4) gescha¨tzt werden. Die
La¨ngen der Kegelstu¨mpfe sind so definiert, dass nur die Gesamtla¨nge des Unterarms la
und die Gesamtla¨nge der Hand lh vordefiniert werden mu¨ssen. Die Relationen zwischen
den Kegelstumpfla¨ngen sind im Modell hinterlegt.
Bei der neu entwickelten Anpassung mittels ICP-Algorithmus werden jedoch auch
die Radien fest fu¨r alle beobachteten Personen definiert. Dafu¨r gibt es zwei Gru¨nde:
Zum einen wird die Optimierung der Poseparameter durch die Festsetzung der Radien
stabiler und zum anderen haben Experimente gezeigt, dass die Radien nicht zuverla¨ssig
aus Punktewolken zu scha¨tzen sind.
Poseparameter: Die Position und Orientierung des rotationssymmetrischen Modells,
sowie die internen Freiheitsgarde (zwei Knickwinkel des Handgelenks) werden u¨ber die
sieben Poseparameter definiert:
Φ =
[
P0x , P0y , P0z , α1, β1, α2, β2
]
. (4.27)
Dabei definiert der Punkt P0 = [P0x , P0y , P0z ]
T den Aufpunkt des Modells im 3D-
Raum was dem Punkt inmitten des menschlichen Ellbogens entspricht. Durch diesen
Punkt ist zuna¨chst die Position des Modells im Raum definiert. Die Winkel α1, β1, α2
und β2 definieren die Orientierung des Modells im Raum. Dabei beschreibt der Index
1 die Winkel fu¨r den Unterarm und der Index 2 die Winkel der Hand. Die jeweilige
Differenz ∆α = α1 − α2 bzw. ∆β = β1 − β2 beschreibt demnach die Knickwinkel der
Hand zum Unterarm.
Zur Berechnung des Handgelenkpunkts P1 bzw. des Fingerspitzenpunkts P2 werden
die Poseparameter mit den Modellparametern verknu¨pft:
P1 = P0 +Ry(α1) ·Rz(β1) · [0, 0, la]T , (4.28)
P2 = P1 +Ry(α2) ·Rz(β2) · [0, 0, lh]T . (4.29)
Die Multiplikation mit den Matrizen Ry und Rz beschreiben eine Rotation um die y-
bzw. z-Achse (Faugeras, 1993):
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Abbildung 4.14.: Illustration des 3D-Fahrzeug-Modells, wofu¨r ein Quader verwendet
wird, mit den Modellparametern mH , mW und mL.
Ry(α) =

 cosα 0 sinα0 1 0
− sinα 0 cosα

 ; Rz(β) =

 cosβ − sinβ 0sinβ cosβ 0
0 0 1

 . (4.30)
4.4.2. 3D-Fahrzeug-Modell
Form des Modells: Um mo¨glichst viele verschiedene Fahrzeugtypen erkennen und in
der Bildsequenz verfolgen zu ko¨nnen, wird wiederum ein schwaches Modell in Form eines
Quaders verwendet. Bei der Anpassung dieses rigiden Modells an die segmentierte Punk-
temenge mittels ICP-Algorithmus werden die Absta¨nde nur zu den sichtbaren Seiten des
Quaders berechnet. Da der Quader sich in etwa auf der gleichen Ho¨he wie die Kamera
befindet, ko¨nnen entweder eine oder zwei Seiten sichtbar sein. Das fu¨hrt dazu, dass das
Modell eigentlich ein Rechteck bzw. eine
”
L-Form“ darstellt.
Modellparameter: Die Gro¨ße des Quaders wird durch drei Parameter bestimmt: die
Ho¨he mH , die Breite mW und die La¨nge mL. Im Gegensatz zur Objektverfolgung im
Produktionsszenario ko¨nnen hier jedoch nicht alle Modellparameter von vornherein fest
definiert werden, da die Gro¨ße von Fahrzeugen im Straßenverkehr sehr unterschiedlich
sein kann (z.B. Bus vs. Fahrrad). Es wird daher eine einmalige Scha¨tzung der Mo-
dellparameter durchgefu¨hrt. Es wird die Breite des Fahrzeugs fest definiert, d.h. der
Parameter, der in der Punktewolke u¨ber die Ausdehnung entlang der optischen Achse
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des Kamerasystems gescha¨tzt werden mu¨sste, was durch die Tiefenungenauigkeit der
Stereobildverarbeitung jedoch nicht mo¨glich ist. Die La¨nge hingegen wird direkt aus der
lateralen Ausdehnung der Punktewolke gescha¨tzt, was sich in den Experimenten als prak-
tikabel auszeichnete. Dadurch werden auch Randeffekte beispielsweise beim Ein- und
Ausfahren aus dem Sichtbereich der Kamera, wobei die Ausdehnung der Punktewolke
nur noch gering ist und dadurch eine Posescha¨tzung ungenau wird, implizit behandelt.
Die Ho¨he des Quaders ist eine unkritische Gro¨ße. Da die Translationskomponente ty ent-
lang der Hochachse des Fahrzeugs unbetrachtet bleibt (siehe na¨chster Abschnitt), wird
bei falscher Modellho¨he lediglich ein ho¨herer Restfehler bei der Posescha¨tzung bleiben.
Einen Einfluss auf die Qualita¨t der Posescha¨tzung hat dies jedoch nicht.
Poseparameter: Die Pose eines rigiden Objekts im 3D-Raum wird u¨ber sechs Pose-
parameter definiert, drei Translationsparameter und drei Rotationsparameter. Dabei
definieren die drei Translationsparameter tx, ty und tz den Aufpunkt und somit die Po-
sition des Modells und die drei Rotationsparameter Θx, Θy und Θz die Orientierung des
Modells im Raum. Als Aufpunkt wird fu¨r das Quadermodell der Mittelpunkt im Inneren
des Modells definiert.
Im betrachteten Straßenverkehrsszenario ko¨nnen Annahmen getroffen werden, um die
Anzahl der Poseparameter zu reduzieren. So kann davon ausgegangen werden, dass die
anderen Fahrzeuge etwa mittig im Kamerabild erscheinen. Trifft diese Annahme nicht
zu, kann zumindest davon ausgegangen werden, dass die Lage der Straßenoberfla¨che
bekannt ist. Dadurch kann die vertikale Translationskomponente ty außer Acht gelassen
werden.
Außerdem ko¨nnen die Rotationswinkel um die fahrzeugeigene La¨ngs- und Querachse
(Θx und Θz) festgehalten werden. Die Scha¨tzung dieser Winkel ist aus der Punktewolke
nicht mo¨glich, tra¨gt aber auch nicht wesentlich zur Gefahrenabscha¨tzung der vorliegen-
den Situation bei.
Durch diese Annahmen bleiben schlussendlich drei Poseparameter u¨brig: die Transla-
tion tx entlang der x-Achse, die Translation tz entlang der z-Achse und der sogenannte
Gierwinkel (Rotation um die Hochachse des Fahrzeugs) Θy.
Die Pose Φ ist somit beschrieben durch:
Φ = [tx, tz,Θy]. (4.31)
Durch die Beschra¨nkung auf drei Parameter ist die Pose hier wesentlich schneller und
nochmals robuster zu scha¨tzen als bei einem sechsdimensionalen Posevektor.
4.4.3. Modellinitialisierung
Zur Initialisierung der Poseparameter bei der Modellanpassung wird zuna¨chst der
Schwerpunkt der Objektpunktewolke MObj benutzt, um die Position des Modells zu
definieren. Anschließend wird eine Hauptkomponentenanalyse der Punktewolke dazu
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Abbildung 4.15.: Modellinitialisierung im Beispielszenario Produktion unter Verwen-
dung des analytischen Hand-Unterarm-Modells (siehe Kap. 4.4.1) und
der ersten Hauptkomponente des Objektpunkteclusters (rot).
benutzt, die Orientierungen des Modells zu bestimmen (siehe Abb. 4.15), wobei die Ori-
entierung der ersten Hauptkomponente die initiale Orientierung des Modells festlegt.
Somit ist eine grobe Initialisierung der Objektpose vorhanden, um darauf aufbauend
eine Verfeinerung der Scha¨tzung durchzufu¨hren. Interne Freiheitsgrade werden hier noch
nicht gescha¨tzt. Fu¨r das Beispiel des Hand-Unterarm Modells gilt also an dieser Stelle
α1 = α2 und β1 = β2.
4.4.4. Iterative Closest Point Algorithmus zur Posescha¨tzung
Zur Anpassung eines 3D-Modells an eine 3D-Objektpunktewolke MObj (PObj =
(xi, yi, zi), PObj ∈MObj) wird ha¨ufig der sogenannte Iterative Closest Point Algorithmus
(ICP) benutzt, welcher in Kap. 2.1.7 genauer beschrieben ist. Dabei wird ausgehend von
einem Objektpunkt PObj der na¨chste Punkte auf der Modelloberfla¨che gesucht, d.h. eine
Senskrecht die diesen Punkt mit dem Modell verbindet. Der Punkt auf dem Modell wird
als Pm bezeichnet. Die Fehlerfunktion E besteht aus den aufsummierten, euklidischen
Absta¨nden zwischen den Objektpunkten und den korrespondierenden Punkte auf der
Modelloberfla¨che (siehe Gl. 4.32).
E =
n∑
i=1
||PObji − Pmi ||2 (4.32)
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Bei der Verwendung dieser Methode in Verbindung mit 3D-Punkten aus der Stereo-
bildverarbeitung kommt es jedoch zu deutlichen Problemen. Zum einen muss die Seg-
mentierung initial sehr gut sein und zum anderen sollte das Objekt nur im Nahbereich
vor dem Kamerasystem betrachtet werden. Eine schlechte Segmentierung generiert in der
Fehlerfunktion der Modellanpassung viele Nebenminima, wodurch die Suche nach der
richtigen Pose unmo¨glich wird. Werden Punkte mit einem zu hohen Rauschanteil verwen-
det, wird das Ergebnis ebenfalls verfa¨lscht, da die Punktabsta¨nde in der urspru¨nglichen
Version von Besl und McKay (1992) euklidisch zum Modell berechnet werden. Somit ist
diese Version des ICP-Algorithmus fu¨r die angestrebten Applikationen ungeeigent.
In der vorliegenden Arbeit wird grundsa¨tzlich der ICP-Algorithmus benutzt, jedoch
in einer robusten, verbesserten Art. Hauptaugenmerk liegt hierbei auf der Ausreißerbe-
handlung. Unabha¨ngig vom verwendeten Clusteransatz ist eine perfekte Segmentierung
der Punktewolke in der Realita¨t nicht verfu¨gbar. D.h. es muss immer damit gerechnet
werden, dass Punkte, die nicht zum Objekt geho¨ren, in der Objektpunktewolke auftau-
chen. Umgekehrt sind auch Objektpunkte evtl. einem anderen Cluster zugeordnet, sprich
sie fehlen in der Objektpunktewolke. Außerdem sind natu¨rlich auch immer Ausreißer im
Sinne von Messfehlern vorhanden. Um eine robuste Modellanpassung auf realen Daten
durchzufu¨hren, mu¨ssen all diese Fa¨lle betrachtet und behandelt werden.
Gewichtung der Absta¨nde: Um eine Robustheit gegenu¨ber Messfehlern und fa¨lschli-
cherweise zugeordneten Punkten zu erhalten, wird in der Abstandsberechnung ein so-
genannter M-Scha¨tzer (engl.: M-Estimator) verwendet (Rey, 1983). Diese Gewichtungs-
funktion fu¨hrt dazu, dass Punkte mit einem kleinen Abstand zum Modell normal ge-
wichtet werden, Punkte die jedoch sehr weit weg vom Modell auftauchen, geringer ge-
wichtet werden. Wu¨rde man keine Gewichtung einfu¨hren, wu¨rde bereits ein Ausreißer
die Posescha¨tzung unbrauchbar machen. Die verwendete Gewichtungsfunktion wird als
Fair -Gewichtungsfunktion bezeichnet:
wf (E) =
1
1 + |E|cM
. (4.33)
Das Gewicht wf wird dadurch direkt aus dem urspru¨nglichen Fehler E (siehe Gl. 4.32)
bestimmt. Der Parameter cM ist eine definierbare Konstante, die Einfluss auf die Ge-
wichtung hat.
Korrespondenzbildung: Wie der Name Iterative Closest Point bereits aussagt, wird
in der urspru¨nglichen Version von Besl und McKay (1992) iterativ nach dem na¨chsten
Punkt gesucht und dabei die Pose immer weiter angepasst. In unserem Fall besteht das
Objektmodell jedoch nicht aus einzelnen Punkten, sondern aus Fla¨chen bzw. aus drei-
dimensionalen Ko¨rpern. Daher muss zuna¨chst auf eine andere Art der Korrespondenz-
bildung umgestellt werden. Die Suche nach dem na¨chsten Punkt wird in der Literatur
als Point-to-Point Matching bezeichnet. In unserem Fall wird hingegen ein sogenanntes
Point-to-Plane Matching verwendet. Dabei wird der na¨chste Punkt auf dem Modell ge-
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sucht, sprich eine Senkrechte, die den 3D-Punkt und das Modell verbindet. Diese Art der
Korrespondenzsuche wird entsprechend der Grundidee auch wa¨hrend jeder Iteration neu
berechnet. Dadurch werden Fehlzuordnungen wa¨hrend der Pose-Estimation korrigiert.
Korrektur der Punkteauswahl: Durch die Verwendung des M-Scha¨tzers wird zwar der
Einfluss der Ausreißer auf die Posescha¨tzung verringert, jedoch nicht ganz entfernt. Da-
her wird die Punktewolke in ihrer Zusammensetzung ebenfalls wa¨hrend der Optimierung
vera¨ndert. Zuna¨chst wird eine bestimmte Anzahl an Iterationen durchlaufen. Danach
kann ein Histogramm u¨ber die Punktabsta¨nde zum Modell erstellt werden. Aus diesem
Histogramm ist nun ersichtlich, welche Punkte offensichtlich zum Modell geho¨ren und
welche Fehlzuordnungen aus einer falschen Segmentierung sind. In der Praxis hat sich
gezeigt, dass eine Schwelle Dmax bestehend aus Mittelwert dist und Standardabweichung
σ(dist) der Punktabsta¨nde sinnvoll ist:
Dmax = dist+ fstdσ(dist), (4.34)
wobei u¨ber den Faktor fstd die Schwelle noch individuell gesteuert werden kann.
Anders als in der Literatur (Zhang, 1992) u¨blich wird diese Schwelle jedoch nicht nur
dazu benutzt, objektfremde Punkte aus der Punktewolke auszuschließen, sondern auch
um Objektpunkte, die nicht korrekt der Punktewolke zugewiesen wurden wieder in die
Menge aufzunehmen. Somit ergibt sich folgende Vorschrift fu¨r die Objektpunktewolke:
MObj =MP {P |dist(P,Φ) < Dmax} . (4.35)
4.4.5. Hand-Unterarm ICP
Ein Problem, welches durch die la¨ngliche Hand-Unterarm-Region entsteht, ist die Unge-
nauigkeit bei der Scha¨tzung der Translation entlang der Hand-Unterarm-Achse. Die Feh-
lerfunktion ist entlang dieser Achse sehr flach, da hier, bei Verwendung der klassischen
ICP-Fehlerfunktion (Besl und McKay, 1992), keine signifikante A¨nderung des Abstands-
fehlers eintritt. Außerdem findet eine ungewollte Verschiebung entlang dieser Achse statt,
wenn lediglich ein Teil der Hand-Unterarm-Region in der Punktewolke sichtbar ist. In
Abb. 4.18 ist die urspru¨ngliche Fehlerfunktion fu¨r die Verschiebung des Hand-Unterarm-
Modells entlang und orthogonal zur Hand-Unterarm-Achse zu sehen. Dabei zeigt sich,
dass keine Signifikanz entlang der Achse besteht, wohingegen orthogonal dazu sehr ein-
deutig ein Minimum auszumachen ist. Hierbei wird das Point-to-Plane-Matching zur
Etablierung von Punktkorrespondenzen verwendet, wobei die euklidische Distanz zum
na¨chsten Punkt auf der Modelloberfla¨che gesucht wird.
Durch die Einfu¨hrung eines zusa¨tzlichen Fehlerterms ||p − P3|| in der Fehlerfunktion
des ICP-Algorithmus eICP (siehe Gl. 4.36), la¨sst sich das Problem beheben. Diese Distanz
||p − P3|| beschreibt den Abstand eines segmentierten Objektpunkts p zum Punkt P3
des Modells, d.h. zur Spitze der Hand. Dieser zusa¨tzliche Fehlerterm ||p−P3|| wird u¨ber
den Gewichtungsparameter λht mit dem euklidischen Distanzmaß zwischen Modell und
Objektpunkt ||p− pm|| verknu¨pft.
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(a) Ergebnis der Clusterauswahl (b) Ergebnis der Modellanpas-
sung
Abbildung 4.16.: (a) Punktewolke des menschlichen Ko¨rpers (rot) und das initiale Ob-
jektcluster MObj der Hand-Unterarm-Region (gru¨n). (b) 3D Hand-
Unterarm-Modell (blau) an die 3D Punktewolke (rot) angepasst.
eICP = ||p− pm||+ λht||p− P3|| (4.36)
Nach der Erweiterung der Fehlerfunktion zeigt sich ein a¨hnliches Verhalten fu¨r die
Verschiebung entlang der Hand-Unterarm-Achse und die Verschiebung orthogonal da-
zu. Durch den Gewichtungsparameter kann direkt Einfluss auf die longitudinale Ver-
schiebung genommen werden und so die Ungenauigkeit bei der Posescha¨tzung deutlich
verringert werden. Nach wie vor werden alle Poseparameter inklusive der internen Frei-
heitsgrade in Form der beiden Knickwinkel des Handgelenks gescha¨tzt.
4.4.6. Iterative Closest Point-Algorithmus mit problemspezifischer
Fehlermetrik
Die urspru¨ngliche, euklidische Berechnung der Absta¨nde zwischen Objektpunkte und
Modell (Punkte zu Modelloberfla¨che, siehe Kap. 4.4.4) hat einen Nachteil: Sie ist nicht
an das Rauschverhalten der extrahierten 3D-Punkte angepasst. Die Fehlerfunktion E
(siehe Gl. 4.32), welche einen mittleren quadratischen Fehler aller Absta¨nde berech-
net, liefert ein Optimum fu¨r gaußverteilte Fehler, jedoch rauschen die Koordinaten der
3D-Objektpunkte nicht gaußverteilt. Im Folgenden wird diese Problematik genauer be-
schrieben und der entwickelte Lo¨sungsansatz vorgestellt.
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(a) Abschließendes Segmentierungsergebnis (b) Initiale und endgu¨ltige
Punktewolke
Abbildung 4.17.: (a) Verfeinerte Punkteauswahl fu¨r die Hand-Unterarm-Region. (b) 3D
Punktewolke mit den initialen Punkten (gru¨n) und allen Objektpunk-
ten (violett).
Charakteristik der Stereomessung: Zur Berechnung eines 3D-Punkts Ww werden die
korrespondierenden Bildpunkte Jml und
Jmr zusammen mit der Kamerakonstante f
und der Basisbreite b verwendet. Dabei sind die beiden Abbildungen Jml und
Jmr eines
exakten Punkts im 3D-Raums, Messgro¨ßen, welche systembedingt gaußverteilt rauschen,
was zu einer ebenso gaußverteilten Streuung der Disparita¨t d fu¨hrt (Stein et al., 2006).
Wie in Gl. 4.37 zu sehen, besteht bei der Berechnung eines 3D-Punkts zwischen der
Disparita¨t und den Weltkoordinaten x, y und z eine umgekehrt proportionale Beziehung.
x =
ur · f
d
y =
vr · f
d
z =
f · b
d
(4.37)
Wie in Abb. 4.19 zu sehen, fu¨hrt der nichtlineare Zusammenhang zwischen d und z
dazu, dass nahe Punkte (d.h. große Disparita¨t) genau bestimmt werden ko¨nnen, wobei
die Unsicherheit ∆z fu¨r weit entfernte Punkte stark zunimmt. Bei gleichem Messfehler
fu¨r die Disparita¨t ∆d fu¨hrt dies zu unterschiedlichen, entfernungsabha¨ngigen Fehlern bei
der Tiefenscha¨tzung (∆z1, ∆z2).
Durch die Definition, dass der Ursprung des Weltkoordinatensystems im Zentrum
der rechten Kamera liegt (siehe Kap. 2.1.1), beschreibt die Bildkoordinaten des rechten
Punktes Jmr = (ur, vr)
T den Sehstrahl, auf dem der beobachtete 3D-Punkt liegt. An
dieser Stelle ist die Messung sehr genau, da ein direkter linearer Zusammenhang zwi-
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Abbildung 4.18.: Verhalten der urspru¨nglichen Fehlerfunktion E aus Gl. 4.32 um das
Optimum herum.
Abbildung 4.19.: Die Abha¨ngigkeit zwischen dem Tiefenwert z und der Disparita¨t d.
schen gemessenem Bildpunkt und Sehstrahl besteht. Zur Bestimmung des 3D-Punkts
auf dem Sehstrahl wird die gemessene Disparita¨t verwendet. Es kommt bei weit entfern-
ten Punkten zu einer großen Unsicherheit bei der Bestimmung der 3D-Koordinaten, da
die Triangulation, auf welcher die Bestimmung basiert, zu einem nichtlinearen Zusam-
menhang zwischen Disparita¨t und Abstand auf dem Sehstrahl fu¨hrt. Die Unsicherheit
dieses Abstandes nimmt mit der Entfernung zu. Des Weiteren fu¨hrt der nichtlineare
Zusammenhang zwischen d und z zu einem nicht gaußverteilten, nicht symmetrischen
Rauschen der Tiefenscha¨tzung. Durch den limitierten O¨ffnungswinkel der Kameras ist
das auftretende Rauschen maßgeblich in der z-Komponente enthalten.
Wird der Ansatz nach Besl und McKay (1992) zur Modellanpassung mittels ICP-
Algorithmus verwendet, so fu¨hrt diese Charakteristik zu ungenauen Posescha¨tzungen,
insbesondere bei weit entfernten Objekten (z ≫ b). Grund dafu¨r ist die Vorgehensweise
bei der Posescha¨tzung, die implizit nach der Methode der kleinsten Quadrate arbeitet
(Zhang, 1992). Das fu¨hrt zu der Annahme, dass die Messpunkte im dreidimensionalen
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Raum gaußverteilt rauschen oder zumindest symmetrisch rauschen. Wird diese Bedin-
gung nicht erfu¨llt, kommt es zu einem systematischen Fehler.
Die Problemstellung der Modellanpassung muss auf gaußverteilte oder zumindest sym-
metrische Unsicherheiten aufbauen, wenn die Lo¨sung auf Basis der Methode der kleinsten
Quadrate verwendet wird. Eine Variante, dies fu¨r die Stereodaten zu erreichen, wa¨re ei-
ne Modellanpassung in einem Koordinatensystem, welches durch u,v und d aufgespannt
wird. Hierzu mu¨sste allerdings auch das Modell in diesen Raum transformiert werden,
was modellabha¨ngig sehr komplex sein kann. Daher wird im Folgenden die Modellan-
passung durch die Anpassung der Fehlermetrik auf gaußverteilte Fehler zuru¨ckgefu¨hrt,
um weiterhin beliebige Modelle verwenden zu ko¨nnen.
Ru¨ckfu¨hrung auf gaußverteilte Fehlermaße: Aufgrund der beschriebenen Charakte-
ristik der Stereomessung wird nun jeder 3D-Punkt in Polarkoordinaten beschrieben, d.h.
ein 3D-Punkt ist u¨ber die Winkel zur optischen Achse und dem Abstand zum Koordi-
natenursprung definiert. Durch diese Darstellung la¨sst sich die geringe Unsicherheit in
der Winkelscha¨tzung von der hohen Unsicherheit bei der Abstandsscha¨tzung trennen.
Fu¨r die Berechnung des Abstands r (Gl. 4.38) zwischen Kamera und gemessenem
3D-Punkt soll der Fehler auf eine gaußverteilte Fehlergro¨ße, auf die Disparita¨t d,
zuru¨ckgefu¨hrt werden. Der Abstand r berechnet sich aus den gemessenen Gro¨ßen wie
folgt:
r =
√
x2 + y2 + z2 =
√{
ub
d
}2
+
{
vb
d
}2
+
{
fb
d
}2
, (4.38)
wobei u und v die Bildkoordinaten im Bild der rechten Kamera sind.
Laut Fehlerfortpflanzungsgesetz (Bronshtein und Semendyayev, 1997) wird der Fehler
einer nicht direkt messbaren Gro¨ße (in diesem Fall der Abstand zum Koordinatenur-
sprung r) aus den Fehlern der messbaren Gro¨ßen (in diesem Fall u, v und d) anhand
des totalen Differentials bestimmt. In Gl. 4.39 ist der Zusammenhang zwischen dem
Abstandsfehler ∆r und den Messfehlern ∆u, ∆v und ∆d gezeigt:
∆r =
∂r
∂u
∆u+
∂r
∂v
∆v +
∂ r
∂d
∆d . (4.39)
Die partiellen Ableitungen ∂r/∂u in Gl. 4.40, ∂r/∂v in Gl. 4.41 und ∂r/∂d in Gl. 4.42
werden anhand der Gl. 4.37 und Gl. 4.38 berechnet.
∂r
∂u
=
1
2
·
[(
ub
d
)2
+
(
vb
d
)2
+
(
fb
d
)2]− 12
︸ ︷︷ ︸
=1/r
2
ub2
d2
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=
1
r
· ub
d︸︷︷︸
=x
· b
d︸︷︷︸
=z/f
=
xz
rf
(4.40)
∂r
∂v
=
1
2
·
[(
ub
d
)2
+
(
vb
d
)2
+
(
fb
d
)2]− 12
︸ ︷︷ ︸
=1/r
·2vb
2
d2
=
1
r
· vb
d︸︷︷︸
=y
· b
d︸︷︷︸
=z/f
=
yz
rf
(4.41)
∂r
∂d
=
1
2
· 1
r
·
[
−2u
2b2
d3
− 2v
2b2
d3
− 2b
2f2
d3
]
=
1
2
· 1
r
·
(
−2
d
)
·
[(
ub
d
)2
+
(
vb
d
)2
+
(
fb
d
)2]
︸ ︷︷ ︸
=r2
= −rz
bf
(4.42)
Durch Abscha¨tzung der Gro¨ßenordnungen der Parameter wird gezeigt, dass der Fehler
∆d der Disparita¨t die Abstandrechnung am sta¨rksten beeinflusst. Im Kreuzungsszenario
liegt der Wert der Weltkoordinate z im Bereich bis etwa 50 m, was einer Gro¨ßenordnung
von 101 m entspricht. Bei dieser Entfernung hat bei dem verwendeten Stereokamera-
system die Weltkoordinate x einen Wert von ca. ±10 bis ±30 m, was ebenso einer
Gro¨ßenordnung von 101 m entspricht. Die Weltkoordinate y liegt durch die Annahme,
dass die Straße parallel zur x-z-Ebene des Kamerakoordinatensystems ist, im Bereich
±2 m, was der Gro¨ßenordnung 100 m entspricht. Der Abstand r vom optischen Zentrum
der Kamera zum 3D-Punkt ist von der gleichen Gro¨ßenordnung wie die z-Koordinate,
also 101 m. Die Basisbreite b, welche etwa zwischen 10 und 35 cm liegt, ist von der
Gro¨ßenordnung 10−1 m. Die Kamerakonstante f , welche einen Wert von ca. 1000 bis
1400 Pixel hat, ist von der Gro¨ßenordnung 103 Pixel. Demzufolge gelten bei diesem Sze-
nario, d.h. unter Verwendung eines Stereokamerasystems, welches eine um mindestens
eine Gro¨ßenordnung kleinere Basisbreite b als die gemessenen Absta¨nde r hat, folgende
Abscha¨tzungen:∣∣∣∣∂r∂u
∣∣∣∣ =
∣∣∣∣xzrf
∣∣∣∣→ Gro¨ßenabscha¨tzung: 101m · 101m101m · 103px = 10−2 mpx (4.43)
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∣∣∣∣∂r∂v
∣∣∣∣ =
∣∣∣∣yzrf
∣∣∣∣→ Gro¨ßenabscha¨tzung: 100m · 101m101m · 103px = 10−3 mpx (4.44)∣∣∣∣∂r∂d
∣∣∣∣ =
∣∣∣∣rzbf
∣∣∣∣→ Gro¨ßenabscha¨tzung: 101m · 101m10−1m · 103px = 1mpx (4.45)
Da der Unterschied in den Gro¨ßenordnungen der Fehlerauswirkungen so groß ist,
ko¨nnen die Messfehler der Bildkoordinaten ∆u bzw. ∆v, welche mit den Faktoren ∂r/∂u
(siehe Gl. 4.40) und ∂r/∂v (siehe Gl. 4.41) die Abstandrechnung beeinflussen, bei der
Ru¨ckfu¨hrung der Abstandrechnung auf gaußverteilte Messgro¨ßen vernachla¨ssigt werden.
Daher gilt in sehr guter Na¨herung folgender Zusammenhang:
∆r ≈ rZ
bf
∆d (4.46)
Die Kameraparameter b und f sind konstant und ∆d ist gaußverteilt, weswegen der
Term rZ aus Gl. 4.46 zur Normierung der Absta¨nde in der Fehlerfunktion benutzt wird,
um das gaußverteilte Fehlermaß ∆r/rZ zu erhalten.
Neue Fehlermetrik: Wie gezeigt wurde, ist es sinnvoll die Fehlermaße fu¨r den Ab-
standsfehler Er (siehe Gl. 4.48) und fu¨r den Winkelfehler Eϕ (siehe Gl. 4.49) getrennt
voneinander zu betrachten. Im Gesamtfehler E werden beide Terme als gewichtete Sum-
me u¨ber den Parameter λ miteinander verknu¨pft:
E2 = E2r + λE
2
ϕ. (4.47)
Der Abstandsfehler Er ha¨ngt nur von ri, rmi und zi ab, wobei ri die Distanz zwischen
Kamera und gemessenem 3D-Punkt ist, rmi die Distanz zwischen Kamera und Modello-
berfla¨che auf dem gleichen Sehstrahl beschreibt und zi die z-Koordinate des gemessenen
3D-Punkts ist. Durch die Ru¨ckfu¨hrung auf gaußverteilte Fehlermaße erha¨lt man:
Er(ri, zi) =
ri − rmi
ziri
. (4.48)
Der Winkelfehler Eϕ ha¨ngt von der Differenz zwischen den Polarwinkeln ϕi des 3D-
Punkts i und ϕm des Mittelpunkts des Modells ab:
Eϕ(ϕi) =
ϕi − ϕm
2
(1 + tanh |α(|ϕi − ϕm| − β)|). (4.49)
Der Tangens Hyperbolicus sorgt fu¨r die Stetigkeit der Fehlerfunktion und wird fu¨r das
Konvergenzverhalten der Optimierung beno¨tigt. Der Parameter β korrespondiert mit
ca. dem halben Winkel der Breite des Modells projiziert auf die Bildebene. Sowohl λ als
auch α sind benutzerdefinierte Parameter, die das Konvergenzverhalten der Optimierung
beeinflussen. Der Parameter λ dient außerdem zum Angleichen der Maßeinheiten zwi-
schen Abstands- und Winkelfehler. Abb. 4.20 zeigt die Fehlerfunktion Eϕ, die durch die
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Abbildung 4.20.: Darstellung der Winkeldifferenz |ϕi − ϕm| (gestrichelt) und dem Feh-
lerterm Eϕ (durchgezogen). Die Winkeldifferenz ist an der Nullstelle
unstetig, im Unterschied zum Fehlerterm, der durch das Einfu¨gen der
Tangens-Hyperbolicus-Funktion an dieser Stelle stetig bleibt.
Verwendung des Tangens Hyperbolicus entsteht und wodurch die Fehlerfunktion stetig
und differenzierbar wird.
Durch die Anpassung der Fehlermetrik steht nun eine Form des ICP-Algorithmus zur
Verfu¨gung, die die Charakertistik der Stereomessung beru¨cksichtig und beliebige Modelle
zula¨sst. Der Aufwand zur Berechnung der Fehlerfunktion ist a¨hnlich der des klassischen
Ansatzes.
4.4.7. Quaternionen-ICP
Geschlossene Lo¨sungsverfahren fu¨r das Problem der relativen Orientierungsscha¨tzung
zwischen zwei Punktewolken mit bekannten Korrespondenzen werden beispielsweise von
Arun et al. (1987), Zhang (1992) oder von Horn (1987b) beschrieben. Horn (1987b) be-
nutzt Quaternionen fu¨r die direkte Lo¨sung, wobei diese Lo¨sung sehr effizient zu berech-
nen ist. Fu¨r rauschbehaftete Daten ist die Robustheit des Verfahrens nicht ausreichend,
da implizit die Methode der kleinsten Quadrate auf die euklidischen Punktabsta¨nde an-
gewendet wird, welche anfa¨llig fu¨r Ausreißer ist. Außerdem ko¨nnen Modelle, die durch
Fla¨chen beschrieben sind, nicht mit dieser Methode verarbeitet werden. Es wird also
vorausgesetzt, dass das Modell ebenfalls aus einzelnen Punkten besteht und korrekte
Punktzuordnungen zwischen aufgenommener Punktewolke und Modell bekannt sind.
Eines der Ziele dieser Arbeit ist es einen Algorithmus zu entwickeln, der einerseits
schneller und effizienter durchfu¨hrbar ist, als der urspru¨ngliche ICP-Algorithmus mit
Ausreißerbehandlung (siehe Abschnitt 4.4.4), wobei die hohe Robustheit des Verfahrens
gewahrt werden soll. Die iterative Ermittlung von Punktkorrespondenzen wie im ICP-
Algorithmus muss erhalten bleiben, da feste Zuordnungen zu Beginn nicht bereitgestellt
werden ko¨nnen.
Bei diesem neuentwickelten Verfahren wird zuna¨chst eine Initialpose wieder u¨ber den
Clusterschwerpunkt und die erste Hauptkomponente bestimmt (siehe Abschnitt 4.4.3).
Anschließend werden, wie bei der iterativen Modellanpassung, Korrespondenzen zwi-
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schen Modell und Punktewolke u¨ber einen Point-to-Plane-Ansatz etabliert. So wird zu
einem 3D-Punkt wpi (i = 1, ..., n) der na¨chstgelegene Modellpunkt wmi (i = 1, ..., n)
bestimmt, wobei n die Anzahl der gemessenen 3D-Punkte beschreibt.
Zuna¨chst werden die Schwerpunkte der beiden Punktemengen bestimmt:
wp =
1
n
n∑
i=1
wpi =
1
n
n∑
i=1

 xpiypi
zpi

 , wm = 1
n
n∑
i=1
wmi =
1
n
n∑
i=1

 xmiymi
zmi

 . (4.50)
Anschließend werden diese Mittelpunkte von der jeweiligen Punktemenge subtrahiert,
was zu den neuen Punktemengen w′pi und w
′
mi
fu¨hrt:
w′pi = wpi −wp =

 x
′
pi
y′pi
z′pi

 , w′mi = wmi −wm =

 x
′
mi
y′mi
z′mi

 . (4.51)
Die von Horn (1987b) vorgestellte Lo¨sung basiert auf Quaternionen, welche eine Er-
weiterung der reellen Zahlen, ganz a¨hnlich zu den komplexen Zahlen, darstellt. Ein Qua-
ternion la¨sst sich u¨ber vier reelle Zahlen qa, qb, qc, qd beschreiben:
q˙ = qa + qb · i+ qc · j + qd · k, (4.52)
wobei a¨hnlich zu den komplexen Zahlen gilt: i2 = j2 = k2 = −1. Einheitsquaternionen
haben zudem die Eigenschaft, a¨hnlich zu Einheitsvektoren, dass der Betrag gleich 1 ist:
||q˙|| = 1.
Quaternionen werden oft fu¨r Drehungen im 3D-Raum genutzt, da sie hier eine sehr
elegante Beschreibung darstellen, die gegenu¨ber anderen Darstellungen verschiedene Vor-
teile aufzeigt, z.b. wenn mehrere Drehungen hintereinander erfolgen, sind weit weniger
Rechenoperationen als bei herko¨mmlichen Rotationsmatrizen notwendig, weshalb gerade
in der Computergrafik Quaternionen ha¨ufig eingesetzt werden. Fu¨r Quaternionen gelten
besondere Rechenregeln, die beispielsweise von Hamilton (1866) beschrieben werden.
Horn (1987b) zeigt, dass zur Ermittlung der Transformation zwischen den beiden
Punktewolken wpi und wmi ein Einheitsquaternion q˙ gefunden werden muss, welches
folgenden Ausdruck maximiert:
n∑
i=1
(q˙w˙′piq˙
∗)w˙′mi . (4.53)
Durch weitere Umformungen, unter Beru¨cksichtigung der Rechenregeln fu¨r Quater-
nionen, erha¨lt man folgenden zu maximierenden Ausdruck:
q˙TNq˙ . (4.54)
Die Matrix N stellt dabei die Summe der Punktbeziehungen zueinander dar:
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N =
n∑
i=1
Ni =
n∑
i=1
RTpiRmi (4.55)
Rpi =


0 −x′pi −y′pi −z′pi
x′pi 0 z
′
pi −y′pi
y′pi −z′pi 0 x′pi
z′pi y
′
pi −x′pi 0

 Rmi =


0 −x′mi −y′mi −z′mi
x′mi 0 −z′mi y′mi
y′mi z
′
mi 0 −x′mi
z′mi −y′mi x′mi 0

 . (4.56)
Die Elemente der Matrix N lassen sich u¨ber die Punktkoordinaten berechnen:
N =


Sxx + Syy + Szz Syz − Szy Szx − Sxz Sxy − Syx
Syz − Szy Sxx − Syy − Szz Sxy + Syx Szx + Sxz
Szx − Sxz Sxy + Syx −Sxx + Syy − Szz Syz + Szy
Sxy − Syx Szx + Sxz Syz + Szy −Sxx − Syy + Szz


(4.57)
Sxx =
n∑
i=1
x′pix
′
mi , Sxy =
n∑
i=1
x′piy
′
mi , ... . (4.58)
Das gesuchte Einheitsquaternion entspricht dem gro¨ßten Eigenvektor e˙max, korrespon-
dierend zu dem gro¨ßten Eigenwert λmax:
[N− λmaxE] e˙max = 0 (4.59)
e˙max =


q0
qx
qy
qz

 , (4.60)
wobei E die Einheitsmatrix der Gro¨ße 4× 4 repra¨sentiert. Fu¨r die Lo¨sung des charakte-
ristischen Polynoms 4. Grades sind geschlossene Lo¨sungen verfu¨gbar, z.B. die Methode
nach Lodovico Ferrari (1522-1565). Der Eigenvektor e˙max wird anschließend u¨ber die
Lo¨sung des homogenen Gleichungssystems aus Gleichung 4.59 ermittelt.
Mithilfe dieses Eigenvektors la¨sst sich die Rotationsmatrix R zwischen den Punkte-
mengen w′pi und w
′
mi
wie folgt bestimmen:
R =

 q
2
0 + q
2
x + q
2
y − q2z 2(qxqy − q0qz) 2(qxqz + q0qy)
2(qyqx + q0qz) q
2
0 − q2x + q2y − q2z 2(qyqz − q0qx)
2(qzqx − q0qy) 2(qzqy + q0qx) q20 − q2x − q2y + q2z

 . (4.61)
Diese Vorgehensweise fu¨hrt insgesamt zu einer geschlossenen Lo¨sung des Gesamtpro-
blems.
Zuna¨chst ist die Methode noch sehr anfa¨llig fu¨r Ausreißer, was auch mit der einmali-
gen Korrespondenzsuche zusammenha¨ngt. Daher wird zuna¨chst u¨ber eine Gewichtungs-
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funktion das Verhalten eines M-Scha¨tzers (engl.: M-Estimator) (Rey, 1983) mit einer
Fair -Gewichtsfunktion nachgebildet, um den Einfluss von sehr weit entfernten Punkten
auf die Optimierung zu reduzieren. Die Gewichtsfunktion wf (d
(0)) bezieht sich dabei auf
den urspru¨nglichen, euklidischen Abstand d
(0)
i zwischen den Punkten wpi und wmi :
wf (d
(0)
i ) =
1
1 +
d
(0)
i
c
. (4.62)
Diese Gewichtungsfunktion wird in die geschlossene Lo¨sung nach Horn (1987b) einge-
bracht, wodurch sich die aufsummierte, paarweise Beziehung der mittelwertfreien Punkte
wie folgt ergibt:
Sxx =
n∑
i=1
wf (d
(0)
i )x
′
pix
′
mi , Sxy =
n∑
i=1
wf (d
(0)
i )x
′
piy
′
mi , ... . (4.63)
Nachdem die Transformation in dieser neuen Form berechnet wurde, wird die Modell-
pose aktualisiert. Anschließend werden Punkte, die zu weit vom Modell entfernt sind
aus der Punktewolke ausgeschlossen, um Ausreißer zu lo¨schen (vgl. Kap. 4.4.4). Danach
wird die Korrespondenzsuche erneut durchgefu¨hrt und die analytische Lo¨sung nochmals
bestimmt. Nach zwei bis drei Iterationen erha¨lt man eine optimierte Punktewolke und ei-
ne verbesserte Objektpose. Die Gewichtung der Punktkorrespondenzen werden in jedem
Iterationsschritt erneut berechnet. Dieses Vorgehen ist im Kontext des Bu¨ndelausgleichs
in der Literatur als Robust Reweighting bekannt (Triggs et al., 2000).
Speziell fu¨r die Rotationswinkelscha¨tzung ist die Gewichtungsfunktion unerla¨sslich,
um genaue Ergebnisse zu erhalten. Die Robustheit insgesamt ist a¨hnlich hoch wie beim
klassischen ICP mit Ausreißerbehandlung (siehe Abschnitt 4.4.4). Die Verarbeitung ist
allerdings rund 40-mal schneller als die nichtlineare Lo¨sung mittels ICP.
4.4.8. Modellbasierte Stereobildverarbeitung
In der Literatur werden zur Scha¨tzung der 3D-Pose eines Objekts, definiert durch drei
Translations- und drei Rotationsparameter, aus Stereobildsequenzen meist punktbasierte
Verfahren wie der ICP-Algorithmus (siehe Kap. 2.1.7) verwendet, nachdem die Struktur
der Szene mithilfe eines Stereobildverarbeitungsalgorithmus durch die Berechnung der
3D-Koordinaten einer Vielzahl von Punkten rekonstruiert wurden. Vorteilhaft bei die-
sen punktbasierten Verfahren ist die effiziente Berechnung der Pose. Außerdem ko¨nnen
schwache Objektmodelle verwendet werden. Nachteilig ist jedoch die Entkopplung von
den urspru¨nglichen Eingangsdaten (Bilddaten), wodurch nicht alle verfu¨gbaren Informa-
tionen genutzt werden. Liefert der zuvor verwendete Stereoalgorithmus nur ungenaue,
falsche oder wenige Punkte, so beeinflusst das die Genauigkeit der Posescha¨tzung direkt.
Neben den punktbasierten Pose-Estimation-Methoden wird daher in dieser Arbeit
auch ein rein bildbasiertes Verfahren verwendet. Außerdem wird somit eine Redundanz
bei der Posescha¨tzung dargestellt, was gerade bei Sicherheitsapplikationen wichtig ist.
In der Literatur sind sogenannte modellbasierte Stereobildverarbeitungsalgorithmen
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(engl.: Model-based Stereo) seit mehreren Jahren bekannt. Sie unterscheiden sich grund-
legend von der traditionellen Stereobildverarbeitung, da keine explizite Korrespondenz-
analyse beno¨tigt wird, um die beobachtete Szene zu rekonstruieren.
Ein fru¨her Ansatz von Tonko und Nagel (2000) basiert auf einer direkten Assoziation
von Kantenelementen im Bild mit Kantensegmenten auf einem detaillierten Objektmo-
dell. Dieser Ansatz bedingt ein genaues Objektmodell und ausreichende Kanteninforma-
tionen im Bild, um eine eindeutige Posescha¨tzung durchfu¨hren zu ko¨nnen.
Der u¨berwiegende Teil der Literatur bescha¨ftigt sich nicht alleine mit dem Problem
der Posescha¨tzung, sondern eher mit der Rekonstruktion bzw. der Modellanpassung, was
eine implizite Posescha¨tzung bedeutet. So wird von Lee und Kunii (1993) ein Ansatz vor-
gestellt, um die menschliche Hand dreidimensional zu rekonstruieren, wobei gleichzeitig
auch die Pose der Hand ermittelt wird. Das Modell ist dabei artikuliert, von der mensch-
lichen Anatomie abgeleitet und besteht aus mehreren planaren, rigiden Elementen die
zusammen eine kinematische Kette darstellen. Die Parameter des Modells werden unter
Betrachtung der A¨hnlichkeit zwischen der modellierten und der gesehenen Objektan-
sicht in den Stereobildern angepasst. Alternativ dazu repra¨sentieren Heap und Hogg
(1996) die gesamte Oberfla¨che der Hand durch ein deformierbares Modell. Solch ein de-
formierbares Modell wird auch im Applikationsszenario der 3D Gesichtsrekonstruktion
von Amberg et al. (2007) verwendet. Adaptiert wird das Modell entsprechend der Ob-
jektansicht in den Stereobildpaaren, basierend auf Silhouetten, Farbunterschieden und
manuell definierten Landmarken.
Die aktuell in der Literatur verfu¨gbaren Verfahren zeichnen sich dadurch aus, dass
sie entweder ein sehr detailliertes Modell bedingen oder ein zuna¨chst schwaches Modell
verwenden, welches u¨ber die Optimierung an die Form des realen Objekts angepasst
wird. Fu¨r das Szenario der Fahrerassistenz fu¨r Kreuzungen im Straßenverkehr ist jedoch
ausschließlich die Pose des Fahrzeugs wichtig, die genaue Form des Fahrzeugs kann au-
ßer Acht gelassen werden. Es ist sogar hinderlich, wenn die Form mit rekonstruiert wird,
da dadurch der Optimierungsprozess wesentlich komplexer wird und auch an Robust-
heit einbu¨ßt. Demnach sind in der Literatur derzeit keine Verfahren bekannt, die eine
Posescha¨tzung mittels schwachem Modell auf Basis der modellbasierten Stereobildbver-
arbeitung erlauben.
Grundprinzip des neuen Verfahrens: Die Grundidee des Verfahrens ist, die Oberfla¨che
des Objektmodells zusammen mit der Objektpose dazu zu verwenden, Homographien
(Hartley und Zisserman, 2004) zwischen den beiden Stereobildern zu ermitteln, die kor-
respondierende Bildausschnitte beschreiben. Die Objektpose stellt also eine direkte Ver-
knu¨pfung der beiden Stereobilder dar, wobei die Gu¨te der Pose u¨ber den Vergleich der
korrespondierenden Bildausschnitte ermittelt werden kann.
Um den Rechenaufwand fu¨r das Verfahren zu begrenzen, wird zuna¨chst eine initiale Po-
se ermittelt (siehe Kap. 4.4.4). Anschließend werden auf der Oberfla¨che des 3D-Modells
n virtuelle, a¨quidistante 3D-Punkte verteilt. Diese Punkte werden nun in das Bild der
Masterkamera (im Folgenden wird die rechte Kamera als Masterkamera angenommen)
Ir projiziert, in deren Umgebung kleine Bildteile ausgeschnitten und anschließend af-
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Abbildung 4.21.: Prinzip der modellbasierten Stereobildverarbeitung. Sehstrahlen der
rechten Kamera Cr schneiden die Objektoberfla¨che und diese Schnitt-
punkte werden in das Bild der linken Kamera Cl projiziert.
fin transformiert, um eine frontoparallele Ansicht auf den korrespondierenden Teil der
Objektoberfla¨che zu erhalten. Dabei wird angenommen, dass das Objekt aus einzelnen
Fla¨chen besteht, was fu¨r tessellierte Objekte immer zutrifft. Diese Bildausschnitte s
(i)
r
bleiben fu¨r das Bild der rechten Kamera u¨ber den gesamten Optimierungsprozess gleich,
damit eine stabile Optimierung durchgefu¨hrt werden kann.
Um eine genauere Aussage u¨ber die Pose des Objekts zu erhalten, werden nun Seh-
strahlen ausgehend von den berechneten Bildausschnitten berechnet, mit der Modell-
oberfla¨che geschnitten und diese Schnittpunkte in das zweite Kamerabild projiziert (sie-
he Abb. 4.21). Dort werden ebenfalls Bildteile um die projizierten Punkte ausgeschnitten
und affin transformiert. Vergleicht man nun die beiden Bildausschnitte eines 3D-Punkts,
erha¨lt man eine Aussage u¨ber die Korrektheit der Modellpose. Optimiert man ein belie-
biges A¨hnlichkeitsmaß (z.B. Kreuzkorrelationskoeffizient, SSD oder SAD) zwischen den
korrespondierenden Bildausschnitten u¨ber die Modellpose, so erha¨lt man eine verbesserte
Posescha¨tzung (Pose-Refinement). Es wird also eine Art modellbasierte, inverse Stereo-
berechnung durchgefu¨hrt. Zur Optimierung kann dabei auf einen beliebigen nichtlinearen
Optimierungsansatz zuru¨ckgegriffen werden. Aufgrund experimenteller Untersuchungen
wird das Gauß-Newton Verfahren verwendet.
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Berechnung der Fehlerfunktion: Der projektive Vektor o˜
(i)
r der Pixelkoordinaten des
Bildausschnitts i im rechten Bild wird mit dem korrespondierenden projektiven Vektor
o˜
(i)
l im linken Bild durch die Homographie
l
rH
(i) verknu¨pft. Diese Homographie wird
durch die Modellebene definiert, auf welcher sich das Zentrum des Fensters k befindet.
Dadurch ergibt sich:
o˜
(i)
l =
l
rH
(i)o˜(i)r (4.64)
mit i = 1, . . . , n. Hartley und Zisserman (2004) erkla¨ren das Konzept der Homographien,
welche durch Ebenen definiert sind, genauer. Zusammengefasst wird die Verknu¨pfung
zwischen linkem und rechtem Bild u¨ber die Homographie wie folgt berechnet: Zuna¨chst
wird vom festgehaltenen Bildausschnitt s
(i)
r im rechten Bild der Schnittpunkt zwischen
dem korrespondierenden Sehstrahl vom Mittelpunkt o˜
(i)
r aus mit der Modellebene be-
rechnet. Dieser 3D-Punkt wird anschließend in das linke Kamerbild projiziert und um
diesen Punkt o˜
(i)
l herum wird wieder ein Bildausschnitt s
(i)
l der gleichen, vordefinierten
Gro¨ße extrahiert.
Die Fehlerfunktion EMBS, die in dem modellbasierten Stereobildverarbeitungsalgo-
rithmus minimiert wird, stellt den Vergleich zwischen den n Bildausschnitten aus dem
rechten Kamerabild mit den n Bildausschnitten aus dem linken Kamerabild dar:
EMBS =
n∑
i=1
S
(
Ir(o˜
(i)
r ), Il(o˜
(i)
l )
)
, (4.65)
wobei S das Vergleichsmaß definiert, Ir(o˜
(i)
r ) den Bildausschnitt um den Punkt o˜
(k)
r im
rechten Bild und Il(o˜
(i)
l ) den korrespondierenden Bildausschnitt im linken Bild, ermittelt
u¨ber die Homographie lrH
(i). Dabei muss zusa¨tzlich beachtet werden, dass jeweils eine
frontoparallel Darstellung der Bildausschnitte verwendet wird. Zur Berechnung der Pose
werden nur diejenigen Bildausschnitte benutzt, welche einen ausreichenden Kontrast
beinhalten, was mithilfe eines Sobel Kantendetektors u¨berpru¨ft wird.
Vorteilhaft an diesem neu entwickelten Verfahren ist, dass es lediglich eine grobe Initia-
lisierung der Pose beno¨tigt, wodurch die Verwendung von
”
ungenauen“, aber schnellen
Stereoverfahren ermo¨glicht wird. Das Verfahren bietet eine direkte Verknu¨pfung von
3D-Punkten und 2D-Bildinformationen, was eine Stabilisierung der Posescha¨tzung un-
terstu¨tzt. Das vorgestellte Verfahren basiert auf der affinen Transformation und Inter-
polation von kleinen Bildausschnitten (z.B. 15x15 Pixel) und dem Vergleich dieser Aus-
schnitte, was einen geringen Berechnungsaufwand mit sich bringt.
4.4.9. Fusion mit konturbasiertem Pose-Estimation-Ansatz
Eine Fusion mehrerer Algorithmen ist aus verschiedenen Gru¨nden sinnvoll. Zum einen
wird eine Redundanz geschaffen, wodurch der Ausfall eines Algorithmus abgefangen
werden kann. Zum anderen werden bei richtiger Kombination die Nachteile eines Algo-
rithmus durch die Eigenschaften des anderen ausgeglichen.
Die Algorithmen, die bei der Fusion eingesetzt werden, sollten mo¨glichst orthogona-
le Eigenschaften haben. Daher wird fu¨r das Produktionsszenario eine Kombination aus
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Abbildung 4.22.: U¨berblick u¨ber die Fusion.
punktbasierter Pose-Estimation und einem konturbasiertem Ansatz verwendet. Dabei
hat die punktbasierte Posescha¨tzung grundsa¨tzlich die Eigenschaft eine hohe Genau-
igkeit fu¨r die Entfernungsscha¨tzung des Objekts von der Kamera bereitzustellen. Der
konturbasierte Ansatz hingegen zeigt eine hohe Genauigkeit bei der Scha¨tzung der Pose-
parameter parallel der Bildebene.
Die Struktur der Fusion ist in Abb. 4.22 dargestellt.
Prinzip der konturbasierten Pose-Estimation: Zur konturbasierten Pose-Estimation
wird in dieser Arbeit der sogenannte Multiocular Contracting Curve Density-
Algorithmus (MOCCD) verwendet, die multiokulare Erweiterung des Contracting Curve
Density-Algorithmus (CCD).
Die multiokulare Erweiterung des von Hanek (2004) entwickelten Algorithmus wurde
erstmals von Kru¨ger (2007) erwa¨hnt. Dort wurde der Algorithmus fu¨r Anwendungen
in der industriellen Bildverarbeitung eingesetzt. Hahn et al. (2007) verwendeten den
MOCCD erstmals fu¨r die Verfolgung der Hand-Unterarm-Region des Menschen in Bild-
sequenzen.
Der Algorithmus verwendet direkt die von der Stereokamera aufgenommenen Bilder in
Verbindung mit den Kameraparametern. Die Kontur des hinterlegten 3D-Modells wird in
die Bilder aller Kameras projiziert. Senkrecht dieser Kontur werden an mehreren Stellen
die innere und a¨ußere Grauwertstatistiken ermittelt, um anschließend unter Optimierung
der 3D-Modellpose die bestmo¨gliche Trennung der inneren und a¨ußeren Pixelstatistik zu
98
4.4. Pose-Estimation
suchen. Bei gro¨ßtmo¨glichem Unterschied der Statistiken stimmen die Kante im Bild und
die projizierte Objektkontur bestmo¨glich u¨berein.
Der Vorteil dieses Algorithmus gegenu¨ber a¨hnlichen Methoden (z.B. dem Chamfer-
Matching von von Bank et al. (2003)) ist, dass die Kanten, an die die Kontur angepasst
wird sehr robust gefunden werden, indem die Statistik der Grauwertverteilung in der
Umgebung mit einbezogen wird. Bei anderen Verfahren werden oft feste Schwellen an-
genommen, die hier entfallen, wodurch hier auch sehr schwache Kanten im Bild als
Merkmal verwendet werden ko¨nnen.
Funktionsweise der Fusion: Zuna¨chst werden die intialen Poseparameter (siehe
Kap. 4.4.3) fu¨r beide Algorithmen zum Start der jeweiligen Optimierung genutzt. Zur
Verifikation und zur Bewertung der berechneten Pose werden drei verschiedene Qua-
lita¨tskriterien benutzt: (i) die punktweise Distanz zum Modell, (ii) die Orientierungs-
a¨hnlichkeit und (iii) die Ansichtsa¨hnlichkeit.
Das erste Fusionskriterium ist die punktweise Distanz der segmentierten Punktewolke
zum Modell in der jeweiligen Pose. Dazu wird eine du¨nne Hu¨lle um das Objektmodell
benutzt, um die Anzahl der Punkte innerhalb der Objekthu¨lle zu ermitteln. Der Ge-
wichtswert σp ist dann der Quotient aus den Punkten innerhalb der Hu¨lle und allen
segmentierten Punkten.
Die Orientierungsa¨hnlichkeit σo wird berechnet, indem die Kontur des 3D-Modells
extrahiert und in die Bilder des Kamerasystems projiziert wird. Um die Qualita¨t der
Kontur zu berechnen, la¨uft der Algorithmus entlang kleiner Senkrechten an jedem Kur-
venpunkt. Fu¨r jedes Pixel auf der Senkrechten wird der Grauwertgradient berechnet.
Die Orientierung des Gradienten, welche zwischen 0◦ und 180◦ liegt, wird dann mit der
Orientierung der Modellkontur an dieser Stelle verglichen. Anschließend werden die Kur-
venpunkte geza¨hlt, welche mit einer kleinen Toleranz mit der jeweiligen Gradientenorien-
tierung u¨bereinstimmen. Die Anzahl wird u¨ber alle Kamerabilder und alle Kurvenpunkte
normalisiert, sodass ein Qualita¨tsmaß im Bereich [0 . . . 1] entsteht.
Die Ansichtsa¨hnlichkeit σc fu¨r eine 3D-Pose zum Zeitpunkt t basiert auf dem Ver-
gleich der aktuellen Objektansicht mit den Objektansichten zum Zeitpunkt t−1. Unter
Verwendung der aktuellen 3D-Pose und den bekannten Kameraparametern wird das
Abbild des Unterarms in allen Kameras ausgeschnitten und in eine definierte Gro¨ße
und Orientierung transformiert. Die endgu¨ltige Posescha¨tzung wird dazu benutzt, ein
Referenzabbild des Unterarms in eine Datenbank abzulegen (siehe Abb. 4.23). Diese
Datenbank beschreibt die Ansicht des zu verfolgenden Objekts in den letzten Zeitschrit-
ten. Die Ansichta¨hnlichkeit σc einer neuen Posescha¨tzung wird auf Basis der normierten
Kreuzkorrelation zwischen der aktuellen Objektansicht zum Zeitpunkt t und zum Zeit-
punkt t−1 berechnet. Da mehrere Kameras verwendet werden, wird der schlechteste
Korrelationskoeffizient als A¨hnlichkeitsmaß verwendet.
Das Fusionsergebnis wird unter Verwendung der beiden Posescha¨tzungen ΦICP und
ΦMOCCD und den drei beschriebenen Fusionskriterien berechnet. Die Fusionskriterien
werden fu¨r beide Poseergebnisse berechnet. Anschließend werden die Kriterien zu ei-
nem Gewichtungsfaktor wICP fu¨r den ICP-Algorithmus und wMOCCD fu¨r den MOCCD-
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Abbildung 4.23.: Generierung der Referenzabbilder. Das Unterarm-Rechteck (rot) wird
in allen Kameras ausgeschnitten und auf eine definierte Gro¨ße und
Orientierung transformiert und interpoliert.
Algorithmus verrechnet:
wICP = σp|ΦICP
+ σo|ΦICP
+ σc|ΦICP
(4.66)
wMOCCD = σp|ΦMOCCD
+ σo|ΦMOCCD
+ σc|ΦMOCCD
. (4.67)
Die beiden Poseupdates ∆ΦICP und ∆ΦMOCCD der Pose-Estimation-Algorithmen
werden dann zusammen mit den berechneten Gewichtungsfaktoren benutzt, um den
fusionierten Poseparametervektor Φfusion zu berechnen:
Φfusion = Φinit +
wICP
wICP + wMOCCD
·∆ΦICP +
wMOCCD
wICP + wMOCCD
·∆ΦMOCCD.
(4.68)
Der fusionierte Poseparametervektor wird abschließend unter Verwendung der Refe-
renzabbilder der letzten Zeitschritte verifiziert, um Fehler auszuschließen und sicher zu
stellen, dass weiterhin das interessierende Objekt verfolgt wird.
Dieser gesamte Ablauf wird mehrfach durchgefu¨hrt, indem das Fusionsergebnis jeweils
zur Initialisierung einer erneuten Posescha¨tzung mittels beider Algorithmen verwendet
wird, bis schließlich das Ergebnis der Fusion konvergiert (siehe Abb. 4.24).
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Abbildung 4.24.: Konvergenzverhalten der ICP-MOCCD Fusion. Die erste Spalte zeigt
das ICP-Ergebnis fu¨r jede Iteration und die zweite Spalte das jeweilige
MOCCD-Ergebnis. In der letzten Spalte wird das Fusionsergebnis fu¨r
jede Iteration veranschaulicht, was wiederum auch die Initialisierung
fu¨r die na¨chste Iteration ist.
4.5. Bewegungsanalyse
4.5.1. Vollsta¨ndige Bewegungscha¨tzung auf Basis von
Verschiebungsvektorfeldern
In der vorliegenden Arbeit werden verschiedene Arten der optischen Flussberechnung
verwendet. Dabei werden wahlweise nur eindimensionale Flussvektoren (Spacetime-Ste-
reo), zweidimensionale Flussvektoren aus spa¨rlicher Flussberechnung (Census-Fluss)
oder zweidimensionale Flussvektoren aus dichter Flussberechnung (TV-L1-Fluss) be-
trachtet (siehe Kap. 4.2). Ziel ist es, unabha¨ngig vom verwendeten Flussverfahren eine
robuste und genaue Scha¨tzung fu¨r die vollsta¨ndige Objektbewegung zu erhalten.
Hauptaugenmerk liegt dabei auf den Mehrdeutigkeiten, die durch das Apertur-Pro-
blem verursacht werden (siehe Kap. 2.1.2). Dieses Problem tritt meist bei spa¨rlichen
Verfahren auf, ist aber auch bei dichten, global arbeitenden Verfahren nicht ausgeschlos-
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Abbildung 4.25.: (a) Grauwertkante in zwei aufeinanderfolgenden Zeitschritten und die
mo¨glichen Bewegungsvektoren fu¨r diese Verschiebung. Die Constraint-
Line stellt alle mo¨glichen Bewegungsvektoren in einer Linie dar. (b)
Beziehung zwischen Kantenrichtung δ und Normalfluss φn. (b) Defini-
tion der Constrain-Line im x˙y˙-Raum entsprechend der Konfiguration
(x˙, y˙) die konsistent mit dem ermittelten Normalfluss φn ist.
sen. Im Produktionsumfeld tritt zudem das Problem auf, dass spa¨rliche Flussverfahren
meist auf Basis von Ecken im Bild arbeiten. Die menschliche Hand-Unterarm-Region
weist jedoch nur sehr wenige Ecken im Bild auf. Daher ist hier nur das Spacetime-Stereo
oder ein globales Verfahren geeignet.
Ziel ist es, ein Verfahren zur Bestimmung der Objektbewegung zu entwickeln, dass
unabha¨ngig vom darunterliegenden Fluss-Verfahren arbeitet und unter Beru¨cksichtigung
des Apertur-Problems die vollsta¨ndige Objektbewegung ermittelt.
In der Literatur sind dafu¨r verschiedene Verfahren bekannt, die jedoch meist auf zwei-
dimensionalen Flussvektoren aufbauen. Fu¨r die Verwendung mit eindimensionalen Fluss-
vektoren in Verbindung mit der Kantenorientierung la¨sst sich mithilfe des Constraint-
Line-Ansatzes nach Schunck (1986) die Objektbewegung ermitteln. Nachteilig an diesem
Verfahren ist jedoch, dass mit dem urspru¨nglichen Verfahren lediglich translatorische Be-
wegungen gescha¨tzt werden ko¨nnen.
Beide Bewegungskomponenten eines 3D-Punkts parallel der Bildebene ko¨nnen nur
ermittelt werden, wenn die Umgebung eine Ecke im Bild darstellt. An Kanten hingegen
kann nur eine Geschwindigkeitskomponente sicher ermittelt werden, wie beispielsweise
beim Spacetime-Stereo.
Grundprinzip: Aus der berechneten Geschwindigkeitskomponente und der Kantenori-
entierung im Bild la¨sst sich ein sogenannter Normalfluss φn berechnen (siehe Abb. 4.25).
Der Winkel γ zwischen der Richtung der horizontalen Epipolarlinie und der Richtung
des Normalflusses is gegeben durch δ = tan γ mit der Steigung δ wie in Abschnitt 4.2.1
definiert.
Nachfolgend werden die translatorischen Geschwindigkeitskomponenten parallel der x,
y und z Achse als x˙obj, y˙obj und z˙obj in Metern pro Sekunde bezeichnet. Bei gegebenem
Normalfluss φn werden alle mo¨glichen Bewegungen (x˙, y˙) durch die korrespondierende
Constraint-Line im x˙y˙-Raum beschrieben (siehe Abb. 4.25b). Fu¨r ein Objekt, welches
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Abbildung 4.26.: (a) Um die Hochachse rotierende Ellipse mit Referenzpunkten auf der
Kontur. (b) Resultierende Constraint-Lines der Rotation der Ellipse.
(c) Typische Verteilung der Schnittpunkte im x˙y˙-Raum fu¨r eine rea-
le Testsequenz. Der Mittelwert der Verteilung wurde bereits von allen
Punkten subtrahiert, die erste (1.HK) und zweite (2.HK) Hauptkom-
ponente der Verteilung sind als schwarze Linien gekennzeichnet.
sich rein translatorisch bewegt, schneiden sich alle Constraint-Lines von Punkten die zu
dem Objekt geho¨ren in einem einzigen Punkt im x˙y˙-Raum. Somit ist die Translation
eindeutig bestimmt. Fu¨r rotatorische Bewegungen bzw. fu¨r kombinierte rotatorische und
translatorische Bewegungen, entsteht eine ausgedehnte Menge von Schnittpunkten der
Constraint-Lines im x˙y˙-Raum. Dieser Fall wird jedoch von Schunck (1986) nicht wei-
ter behandelt. Ein Beispiel fu¨r eine sich gegen den Uhrzeigersinn, um die Hochachse
rotierende Ellipse wird in Abb. 4.26 gezeigt.
Die x˙-Koordinaten der Schnittpunkte der Constraint-Lines sind in diesem Beispiel
ein Maß fu¨r die mittlere horizontale Geschwindigkeit des korrespondierenden Paars von
Bildpunkten. Die y˙-Koordinaten hingegen haben keine physikalische Bedeutung. Die
Schnittpunkteverteilung ist vertikal ausgedehnt, da ein vertikaler Kantendetektor ver-
wendet wurde. Außerdem wurden nur Kanten mit einer Steigung von |δ| < δmax mit
δmax typischerweise zwischen 1 und 2 betrachtet. Dadurch werden horizontale Kanten
außer Acht gelassen.
Abb. 4.26c zeigt die Verteilung der Schnittpunkte aus einer Hand-Unterarm-Test-
sequenz. Diese Verteilung ist typisch fu¨r ein rotationssymmetrisches, la¨ngliches Ob-
jekt. Die Punkte im x˙y˙-Raum werden entlang der Hand-Unterarm-Achse gewichtet, um
mo¨glichst jeden Bereich in den weiteren Berechnungen gleich zu gewichten. Die mittle-
re, translatorische Bewegung (x˙obj, y˙obj) wurde bereits von den Schnittpunkten in Abb.
4.26c subtrahiert.
In dem Beispiel in Abb. 4.26c bewegen sich Punkte am Handgelenk schneller im Bild
als die Punkte am Ellbogen. Die resultierenden Schnittpunkte konzentrieren sich stark
an den Punkten (x˙1, y˙1) und (x˙2, y˙2), welche die Bewegung des Handgelenks und des Ell-
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bogens repra¨sentieren (siehe Abb. 4.26c). Werden beispielsweise im Produktionsszenario
zwei kreisrunde Marker am oberen und unteren Ende des Unterarms angebracht, wu¨rden
zwei Cluster von Schnittpunkten im x˙y˙-Raum an den Stellen (x˙1, y˙1) und (x˙2, y˙2) ent-
stehen. Punkte, die zwischen diesen Markerpositionen liegen, liefern eine Verteilung die
symmetrisch ist unter Beru¨cksichtigung der Linie, die die Punkte (x˙1, y˙1) und (x˙2, y˙2)
verbindet. Die Information u¨ber den rotatorischen Bewegungsanteil ist damit in dem
Bereich ∆v enthalten. Dieser Bereich wird beschrieben u¨ber die Projektion der Schnitt-
punkte auf die Hauptkomponente senkrecht der longitudinalen Achse des Objekts (die
zweite Hauptkomponente in Abbilldung 4.26c). Der Wert von ∆g korrespondiert dann
mit der Geschwindigkeitsdispersion u¨ber das Objekt, welche durch die rotatorische Be-
wegung in der Bildebene verursacht wird. Im vorgestellten System wird ∆g robust u¨ber
das 10% und 90% Quantil der Verteilung der projizierten Schnittpunkte ermittelt. Die
Winkelgeschwindigkeit ωp der Objektrotation parallel der Bildebene wird dann durch
ωp = ∆g/∆l mit ∆l als La¨ngenintervall parallel zur longitudinalen Objektachse be-
schrieben.
Tiefengeschwindigkeitskomponente: Fu¨r Szenenpunkte, die mittels Spacetime-Stereo
berechnet wurden, sind zusa¨tzliche Informationen u¨ber die Tiefengeschwindigkeit ver-
fu¨gbar. Diese ko¨nnen ebenfalls ausgewertet werden, um eine vollsta¨ndige Bewegung des
Objekts zu erhalten.
Die translatorische Bewegungskomponente z˙obj parallel der z Achse ist gegeben durch
den Median der (deutlich rauschbehafteten) Werte von ∂z/∂t aller dem Objekt zugewie-
senen Szenenpunkte.
Die Rotation orthogonale zur Bildebene wird ebenfalls u¨ber die Werte ∂z/∂t bestimmt,
wobei jeder rigide Objektteil einzeln betrachtet wird. Dazu wird zuna¨chst die Projektion
w
(i)
z des 3D-Punkts wi auf die longitudinale Objektachse berechnet und eine Regressions-
linie an die
(
w
(i)
z , ∂z/∂t(i)
)
Datenpunkte angepasst. Die Steigung der Regressionslinie
liefert direkt die Geschwindigkeitsdispersion ∆z˙ in z-Richtung und damit die Winkel-
geschwindigkeit ωo der Objektrotation orthogonal zur Bildebene. Bei rotationssymme-
trischen Objektmodellen ist damit die vollsta¨ndige, rotatorische Bewegung durch die
beiden Komponenten ωp und ωo bestimmt.
Die in diesem Abschnitt beschriebene Methode zur Bewegungsscha¨tzung liefert di-
rekt die vollsta¨ndige zeitliche Ableitung Φ˙ der Objektpose Φ, ohne dazu eine zeitliche
Filterung benutzen zu mu¨ssen (siehe Kap. 2.1.8).
4.5.2. Erga¨nzung der Bewegungsanalyse durch den ShapeFlow-Algorithmus
Wird die beobachtete Szene durch ein Stereoverfahren in Kombination mit einem tradi-
tionellen Flussverfahren raum-zeitlich rekonstruiert, so stehen keine Informationen u¨ber
die Tiefengeschwindigkeit zur Verfu¨gung. Abhilfe schafft das erwa¨hnte Spacetime-Stereo,
wobei dieses sich nicht fu¨r alle Szenen eignet, da die Rekonstruktion im Vergleich zu an-
deren Stereobildverarbeitungsmethoden eher spa¨rlich ist.
104
4.5. Bewegungsanalyse
Eine andere Mo¨glichkeit besteht in der zusa¨tzlichen Verwendung des ShapeFlow-
Algorithmus (Hahn et al., 2008b). Dieser konturbasierte Ansatz stellt die zeitliche Er-
weiterung des MOCCD-Algorithmus dar (siehe Abschnitt 4.4.9). Dabei wird ein raum-
zeitliches Konturmodell an Bilder aus verschiedenen Zeitschritten des multiokularen Ka-
merasystems angepasst. Dabei wird, wie auch beim MOCCD-Algorithmus versucht, die
Statistiken der Grauwertverteilungen innerhalb und außerhalb der Modellkontur entlang
kurzer Senkrechten bestmo¨glich zu trennen, um die Modellkontur so an die Grauwert-
kontur in den Bildern anzupassen.
Da diese Anpassung in allen Bildern des Kamerasystems und u¨ber mehrere Zeitschritte
erfolgt, ist die Scha¨tzung aller Bewegungsparameter inklusive der Tiefengeschwindigkeit,
trotz der Verwendung traditioneller Verfahren zur optischen Fluss-Berechnung, mo¨glich.
Der Konvergenzradius des Verfahrens ist begrenzt, weshalb eine gute Initilisierung wich-
tig ist. Bei ausschließlicher Verwendung des ShapeFlow-Alorithmus wird daher ein Mul-
tihypothesenansatz auf Basis von Kalman-Filtern mit verschiedenen Bewegungsmodellen
benutzt. Wird jedoch die in Abschnitt 4.5.1 erwa¨hnte Bewegungsanalyse auf Basis des
erweiterten Constraint-Line-Ansatzes zur Initialisierung verwendet, kann dieser Multihy-
pothesenansatz ausbleiben. Die Bewegungsanalyse initialisiert den ShapeFlow sehr gut,
nur dass die Tiefengeschwindigkeitskomponente bei Verwendung traditioneller Verfahren
zur optischen Fluss-Berechnung mit Null initialisiert wird.
4.5.3. Modelbasierter Szenenfluss
Verfahren zur Analyse der Bewegung von Objekten basieren in der Literatur meist auf
zeitlicher Filterung. Nachteilig ist dabei, wie in Kap. 2.1.8 erwa¨hnt, die Tra¨gheit eines
solchen Filters und die Bedingung, dass fu¨r das beobachtete Objekt ein mo¨glichst reali-
sitisches Bewegungsmodell zur Verfu¨gung stehen muss. Außerdem sind auch Verfahren
bekannt, die instantan die Objektbewegung scha¨tzen und daher nicht diese Nachteile
aufweisen. Hahn et al. (2008b) stellen ein konturbasiertes Verfahren vor, welches die
Objektbewegung aus drei Zeitschritten extrahiert. Dieses Verfahren bedingt ein gutes
Vorwissen u¨ber die zu erwartende 2D-Kontur des 3D-Objekts im Bild. Ist dieses Vor-
wissen vorhanden, ko¨nnen Bewegungen in allen Richtungen erkannt werden, auch die
anspruchsvolle Scha¨tzung der Tiefengeschwindigkeit gelingt mit diesem Verfahren. Ist
die Kontur des Objekts nicht ausreichend genau bekannt und kein Bewegungsmodell
vorhanden, wie beispielsweise wenn beliebige Fahrzeuge im Kreuzungsbereich beobach-
tet werden, so bietet die Literatur derzeit kein Verfahren, mit dem man die vollsta¨ndige
Objektbewegung instantan scha¨tzen kann.
Ein weiteres Problem stellt sich bei der Ermittlung der Bewegungsinformation par-
allel der optischen Achse des Kamerasystems. Bekannte Verfahren benutzen nur die
3D-Punktinformationen aus den beiden zeitgleich aufgenommenen Stereobildern und
zusa¨tzlich optische Fluss-Informationen als 2D-Bewegungsvektoren parallel zur Bilde-
bene der entsprechenden Kamera, ermittelt aus zwei aufeinanderfolgenden Bildern ei-
ner Kamera. Aus diesen Informationen ko¨nnen maximal fu¨nfdimensionale Informatio-
nen gewonnen werden, dreidimensionale Koordianten des Punkts und zweidimensionale
Bewegungsinformationen orthogonal der optischen Achse des Kamerasystems. Die Be-
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Abbildung 4.27.: Zusammenhang zwischen den vier Bildern einer Stereokamera in zwei
Zeitschritten. Ermittlung des optischen Flusses (F), der Disparita¨t (D),
und des Szenenflusses (S).
wegungsinformation parallel zur optischen Achse des Kamerasystems ist so jedoch nicht
ermittelbar. Franke et al. (2005) ermitteln mittels einer Vielzahl von Kalman-Filtern die-
se Geschwindigkeitskomponente u¨ber zeitliche Filterung der 3D-Position, was zu einem
gewissen Verzo¨gerungsverhalten fu¨hrt. Außerdem werden die vorhandene Eingangsinfor-
mationen, d.h. vier Bilder die zu zwei Zeitpunkten mit einem binokularen Kamerasystem
aufgenommen werden, nicht vollsta¨ndig genutzt, da Stereo und optischer Fluss jeweils
zwei Bilder beno¨tigen, wobei eines von beiden Algorithmen benutzt wird, in Summe
werden also drei benutzt. Es ist grundsa¨tzlich mo¨glich, die komplette 3D-Position und
die 3D-Bewegung aus den vier gegebenen Bildern zu berechnen.
Verfahren, die alle vier Bilder benutzen und fu¨r jeden Punkt im Bild einen 3D-Punkt
mit dazugeho¨rigem 3D-Bewegungsvektor ermitteln, werden in der Literatur als Szenen-
flussalgorithmen bezeichnet (vgl. Kap. 2.1.4). Diese Algorithmen basieren auf einer glo-
balen Optimierung u¨ber die ganze Szene, wobei iterativ die gewu¨nschten Informationen
extrahiert werden. Da dieser Vorgang fu¨r alle Bildpunkte unter Beru¨cksichtigung aller
vier Bilder durchgefu¨hrt wird, ist er rechenzeitintensiv und eignet sich somit nicht fu¨r
die angestrebten Applikationen.
Grundprinzip: In diesem Abschnitt wird die neuartige zeitliche Erweiterung des Kon-
zepts der modellbasierten Stereobildverarbeitung (siehe Kap. 4.4.8) beschrieben, der
sogenannte modellbasierte Szenenfluss. Durch die Erweiterung soll es mo¨glich sein,
zusa¨tzlich zur Pose auch die Objektbewegung instantan zu scha¨tzen. Dafu¨r werden
vier Bilder, die Stereobilder des aktuellen und des letzten Zeitschritts benutzt, wobei
Abb. 4.27 den Zusammenhang zwischen den beiden Stereobildpaaren zeigt. Eine zeitliche
Filterung durch die Verwendung von Daten aus mehr als zwei Zeitschritten, wird nicht
verwendet. Zur Verknu¨pfung der vier Bilder wird die Objektpose und deren zeitliche Ab-
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Abbildung 4.28.: Prinizp des modellbasierten Szenenflusses. Kreise: 3D-Punkte, Dreie-
cke: korrespondierende Punkte auf der Modelloberfla¨che.
leitung, die Objektbewegung zusammen mit der Modelloberfla¨che benutzt, um daraus
Homographien zu berechnen. Diese Homographien beschreiben bei korrekter Pose- bzw.
Bewegungsscha¨tzung korrespondierende Bildpunkte in allen vier Bildern.
Initialisierung: Zur Detektion des Objekts und zur groben Initialisierung der Objekt-
pose werden zuna¨chst Szenenflussdaten verwendet, wie beispielsweise die Daten aus der
Kombination Census-Stereo und Census-Fluss (siehe Abschnitt 4.2.2), die jedoch kei-
ne hohe Genauigkeit aufweisen mu¨ssen, d.h. die pixelgenaue Bestimmung des optischen
Flusses ist ausreichend. Nach der Poseinitialisierung (siehe Kap. 4.4.4), wird der Median
der zum Objekt geho¨renden optischen Fluss-Vektoren dazu verwendet, eine Initialisie-
rung fu¨r die Objektbewegungsscha¨tzung zu ermitteln. Die Geschwindigkeitskomponente
z˙ entlang der Tiefenachse ist aus den vorhandenen Szenenflussdaten nicht abzuleiten
und wird daher mit null initialisiert.
Berechnung der Fehlerfunktion: Wie bereits erwa¨hnt, werden die Stereobilder (Il und
Ir) aus zwei aufeinanderfolgenden Zeitschritten (aktuell t und vorheriger Zeitschritt t
′)
verwendet, wodurch vier Bilder zur Verfu¨gung stehen: Ilt′ , Irt′ , Ilt und Irt. Die Homo-
graphie lt
′
rtH
(k) verknu¨pft die beiden Bildausschnitte s
(k)
rt und s
(k)
lt′ , und ha¨ngt von den
intrinsischen und extrinsischen Kameraparametern ab, welche als bekannt angenommen
werden (Hartley und Zisserman, 2004). Außerdem ist die Homographie abha¨ngig von
der Orientierung der entsprechenden Modellebene zum Zeitpunkt t und t′ auf der sich
der Bildausschnitt k befindet, was direkt von den 3D-Poseparametern des Objekts und
dessen Bewegung beeinflusst wird.
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Die Ermittlung der Homographie geschieht nach folgendem Schema, a¨hnlich wie bei
der modellbasierten Stereobildverarbeitung (Abschnitt 4.4.8): Ausgehend von den k
festgehaltenen Bildausschnitten im rechten Bild des aktuellen Zeitschritts werden die
Schnittpunkte des entprechenden Sehstrahls mit der Modellebene berechnet, wobei die
Annahme, dass das Modell aus Ebenen besteht fu¨r tesselierte Objekte immer zutrifft.
Wird die Homographie fu¨r den Zusammenhang zwischen zwei Bildern desselben Zeit-
schritts berechnet, wird dieser ermittelte 3D-Schnittpunkt einfach in das andere Bild
projiziert. Andernfalls muss zuna¨chst der 3D-Schnittpunkt entsprechend der aktuell an-
genommenen Objektbewegung von einem in den anderen Zeitschritt transformiert wer-
den. Nach dieser Transformation wird der 3D-Schnittpunkt ebenfalls in das andere Bild
projiziert. Dadurch kann zu jedem Bildausschnitt ein korrespondierender Bildausschnitt
in einem beliebigen anderen Bild gefunden werden. Der Zusammenhang stellt sich u¨ber
die ermittelte Homographie dann wie folgt dar:
o˜
(k)
i′t′ =
i′t′
it H
(k)o˜
(k)
it , (4.69)
wobei o˜
(k)
it den projektiven Vektor des Mittelpunkts des Bildausschnitts s
(k)
it beschreibt.
U¨ber die Homographien H(k) lassen sich in allen vier Bildern k Bildausschnitte defi-
nierter Gro¨ße (z.B. 15 × 15 Pixel) generieren, die anschließend miteinander verglichen
werden. Somit werden zusa¨tzlich zum Vergleich im aktuellen Zeitschritt (siehe modell-
basierte Stereobildverarbeitung) auch die anderen fu¨nf mo¨glichen Bildkombinationen
beru¨cksichtigt. Demnach erha¨lt man fu¨r die modellbasierte Scha¨tzung des Szenenflusses
folgende Fehlerfunktion:
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,
wobei S das A¨hnlichkeitsmaß definiert und Irt(o˜
(k)
rt ) den Bildausschnitt um den Punkt
o˜
(k)
rt im rechten Bild zum Zeitpunkt t. Eine affine Transformation wird, wie bei der mo-
dellbasierten Stereobildverarbeitung, wegen der verschiedenen Perspektive der Kameras
beno¨tigt.
Zur Berechnung der A¨hnlichkeit zwischen den Bildausschnitten ko¨nnen veschiedene
in der Literatur bekannte Verfahren eingesetzt werden. Auch hier wird wieder ein Sobel
Kantendetektor benutzt, um nur Bildausschnitte mit einem hinreichend hohen Kontrast
in die Berechnung einzubeziehen. Auch die Verwendung des Gauss-Newton-Algorithmus
zur Minimierung der Fehlerfunktion EMSF erfolgt wie bei der modellbasierten Stereo-
bildverarbeitung.
Theoretisch ist es mo¨glich, die Pose und die Bewegung eines Objekts gleichzeitig inner-
halb einer Optimierung u¨ber die Fehlerfunktion EMSF zu scha¨tzen. In Experimenten hat
sich jedoch gezeigt, dass eine konsekutive Optimierung hier sinnvoller ist. Es wird also
zuna¨chst die Objektpose im Zeitschritt t optimiert und danach getrennt deren zeitliche
Ableitung.
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werden alle vier Bilder (jeweils zwei zum Zeitpunkt t und zwei zum Zeitpunkt t′) genutzt,
um mo¨glichst gut Pose und Bewegung bestimmen zu ko¨nnen. Ergebnis ist dann sowohl
die verfeinerte Pose des Objekts, als auch die vollsta¨ndige Bewegungsinformation des
Objekts.
Vorteilhaft an dem Verfahren ist der Wegfall der Korrespondenzanalyse wie bei tra-
ditionellen Stereobildverarbeitungsalgorithmen. Außerdem ist zur Scha¨tzung der Bewe-
gung keine zeitliche Filterung notwendig, wodurch auch hochdynamische Szenen analy-
siert werden ko¨nnen.
Nachteilig ist hingegen, dass das beobachtete Objekt eine bestimmte Gro¨ße in den
Bildern haben muss, da sonst die Posescha¨tzung zu fehleranfa¨llig ist. Durch diese Bedin-
gung ist ein Einsatz des Verfahrens im Produktionsszenario, wo das beobachtete Objekt
nur wenige Pixel breit ist, nicht mo¨glich.
Aus der ermittelten Pose und Bewegung des Objekts bzw. dessen Modell kann ab-
schließend ein dichter Szenenfluss generiert werden, der fu¨r jeden beliebigen Punkt auf
dem Modell eine Aussage u¨ber die 3D-Position und die 3D-Bewegung im Raum bereit-
stellt.
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Aus den im vorhergehenden Kapitel beschriebenen Komponenten wird je nach Anfor-
derung, die sich aus der Aufgabenstellung und dem jeweiligen Szenario ergibt, ein Ge-
samtsystem zusammengestellt. Dabei sind die beiden Szenarien Produktion und Straßen-
verkehr sehr unterschiedlich und bedingen daher verschiedene Systemauspra¨gungen, um
eine bestmo¨gliche Genauigkeit bei der Analyse der Position, Orientierung und Bewegung
von Objekten zu erreichen.
Die Systeme sind stets derart aufgebaut, dass zwischen einzelnen Verarbeitungsstufen
Ru¨ckkopplungen eingesetzt werden ko¨nnen. Dadurch erho¨ht sich die Gesamtrobustheit
des Systems, da aufeinanderfolgende Algorithmen die Vorhergehenden mit wichtigen
Informationen versorgen.
Gemein haben alle vier Systemauspra¨gungen, dass sie auf Szenenflusspunkten basie-
ren, die anschließend geclustert werden und dann die Objektpose unter Verwendung des
ICP-Algorithmus ermittelt wird. Wie auch in den Experimenten in Teil III gezeigt wird,
ist dies ein genereller Ansatz, der fu¨r die beiden sehr unterschiedlichen und gleichzeitig
anspruchsvollen Szenarien Produktion und Straßenverkehr gleichermassen geeignet ist.
5.1. Produktionsszenario
Das Produktionsszenario zeichnet sich dadurch aus, dass das beobachtete Objekt (die
Hand-Unterarm-Region des Arbeiters) im Bild relativ klein abgebildet wird, jedoch eine
hohe Geschwindigkeit verbunden mit schnellen Bewegungsa¨nderungen erreicht. Die Hin-
tergru¨nde in den Szenen sind meist stark strukturiert. Eine zusa¨tzliche Herausforderung
besteht darin, lediglich den Hand-Unterarm-Bereich einer Person zu verfolgen, da dies der
in erster Linie gefa¨hrdete und daher interessierende Bereich des Arbeiters ist. Ein kom-
plettes Oberko¨rpermodell ist hingegen wesentlich komplexer mit einer weitaus ho¨heren
Anzahl interner Freiheitsgrade (Schmidt et al., 2006) und daher nicht zielfu¨hrend. Je-
doch ist bei der Betrachtung lediglich eines Teils der Person die Segmentierung auf Basis
von 3D-Punktewolken recht anspruchsvoll.
5.1.1. Systemauspra¨gung 1: Raum-zeitliche Posescha¨tzung auf Basis von
3D-Punktewolken und Verschiebungsvektorfeldern
Zur Verfolgung der Hand-Unterarm-Region des Arbeiters in multiokularen Bildsequen-
zen wird ein System bestehend aus Spacetime-Stereo (Kap. 4.2.1), graphenbasiertem
Clustering (Kap. 4.3), ICP-Algorithmus (Kap. 4.4.4) und Bewegungsanalyse auf Basis
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Abbildung 5.1.: Komponenten der Systemauspra¨gung 1.
von Verschiebungsvektorfeldern (Kap. 4.5.1) verwendet. Abb. 5.1 zeigt die Komponenten
der Systemauspra¨gung 1.
Vorteilhaft an dieser Systemkonfiguration ist, dass die einzelnen Komponenten von den
Ergebnissen sowohl der vorhergehenden als auch der nachfolgenden Komponenten profi-
tieren. So wird die Auswahl der objektspezifischen 3D-Punkte, die durch das Clusterver-
fahren und die Clusterauswahl generiert wird, nachtra¨glich in der modellbasierten Pose-
Estimation modifiziert und somit verfeinert. Die Ergebnisse der Bewegungsscha¨tzung
werden wiederum fu¨r die Poseinitialisierung und somit als Eingang fu¨r die Posescha¨tzung
des na¨chsten Zeitschritts benutzt. Auch wird die Clusterauswahl u¨ber die Pose und die
Bewegung, die im letzten Zeitschritt ermittelt wurde gesteuert. Dadurch ergibt sich ein
sehr robustes System zur Posescha¨tzung, wie die Experimente in Abschnitt 8.1 zeigen.
Weiterhin ist die vollsta¨ndige Scha¨tzung der Pose und deren zeitliche Ableitung, die
Bewegung, hervorzuheben. Andere Verfahren ko¨nnen auf Basis eines Verschiebungsvek-
torfeldes nur Bewegungen orthogonal zur optischen Achse ermitteln. Hier sorgt jedoch
das Spacetime-Stereo dafu¨r, dass auch Bewegungsinformationen parallel zur optischen
Achse verfu¨gbar sind und somit fu¨r rotationssymmetrische Objekte die vollsta¨ndige Be-
wegungsinformation ermittelt werden kann. Dazu werden fu¨r die beiden rigiden Objekt-
teile Hand und Unterarm die 5 Translations- und Rotationsparameter, die die Pose eines
rotationssymmetrischen Objekts im 3D-Raum repra¨sentieren, zuna¨chst unabha¨ngig von-
einander bestimmt. Anschließend werden die Objektteile durch Anpassung der Transla-
tionsparameter beider wieder miteinander verknu¨pft. Dabei gilt die Bedingung, dass die
beiden Objektteile am Punkt P1 verbunden sein mu¨ssen (siehe Kap. 4.4.1).
Das Resultat der Berechnungen eines Zeitschritts sind somit die Pose:
Φ =
[
P0x , P0y , P0z , α1, β1, α2, β2
]
(5.1)
und die Bewegung als zeitliche Ableitung der Pose:
Φ˙ =
∆Φ
∆t
. (5.2)
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Abbildung 5.2.: Beispielszene fu¨r Systemauspra¨gung 1. (a) Spacetime Stereo Daten (rote
Punkte mit blauen Bewegungsvektoren) und segmentierte Punkte der
Hand-Unterarm-Region (gru¨n). (b) 3D-Modelladaption.
Abb. 5.2 zeigt an einem Beispiel die Eingangsdaten und die Modellanpassung fu¨r
Systemauspra¨gung 1. Fu¨r die Evaluation wird das System als
”
Tracking by Detection“-
Ansatz betrachtet, d.h. dass die Pose Φ(t) und die Poseableitung Φ˙(t) dazu benutzt
werden, die Pose Φinit(t + n ∆t) = Φ(t) + Φ˙(t) · (n∆t) fu¨r den na¨chsten Zeitschritt
t + n∆t zu berechnen, bei dem eine neue Modelladaption durchgefu¨hrt wird. Die Pose
Φinit(t+n∆t) wird dabei fu¨r die Initialisierung der Modelladaption, wie sie in Kap. 4.4.4
beschrieben ist, verwendet.
5.1.2. Systemauspra¨gung 2: Fusion von konturbasierter und punktbasierter
Pose- und Bewegungsscha¨tzung
Um nicht ausschließlich auf den 3D-Szenenflusspunkten aus einem der in Kap. 4.2.2 be-
schriebenen Verfahren aufzubauen, wird in dieser Systemauspra¨gung eine Fusion von
sehr unterschiedlichen Pose-Estimation-Verfahren vorgestellt. Dabei wird ein Szenen-
flussverfahren basierend auf Korrelationsstereo und TV-L1 Fluss (siehe Kap. 4.2) ver-
wendet, worauf dann wiederum das graphenbasierte Clusterverfahren aufsetzt. Die re-
sultierende Punktewolke wird zur 3D-Poseinitialisierung verwendet. Anschließend wird
sowohl die punktbasierte Modellanpassung mittels ICP-Algorithmus (siehe Kap. 4.4.4)
durchgefu¨hrt, als auch die konturbasierte Posescha¨tzung auf Grundlage des MOCCD-
Algorithmus (Hahn et al., 2008a). Die Ergebnisse dieser beiden Verfahren werden an-
schließend, wie in Kap. 4.4.9 beschrieben, fusioniert, wobei das fusionierte Ergebnis
ru¨ckgekoppelt wird, um die beiden Pose-Estimation-Algorithmen neu zu initialisieren
und nochmals durchzufu¨hren. Diese Ru¨ckkopplung verfeinert die Posescha¨tzung und
konvergiert meist nach wenigen Iterationen. Nach drei bis vier Iterationen ist in der
Regel keine signifikante weitere Verbesserung des Poseergebnisses erkennbar, wie sich in
Experimenten gezeigt hat. Abb. 5.3 zeigt die Komponenten der Systemauspra¨gung 2.
Bei der Bewegungsanalyse wird eine sukzessive Vorgehensweise verwendet. Eine Initia-
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Abbildung 5.3.: Komponenten der Systemauspra¨gung 2.
lisierung der Bewegungsscha¨tzung wird u¨ber das Verfahren aus Kap. 4.5.1 durchgefu¨hrt.
Da hier jedoch nur laterale Bewegungsinformationen verfu¨gbar sind, wird anschließend
der sogenannte ShapeFlow-Algorithmus angewendet (siehe Kap. 4.5.2). Dadurch wird
konturbasiert die Bewegungsscha¨tzung verfeinert und außerdem auch die Bewegungsin-
formation entlang der optischen Achse ermittelt.
Grundsa¨tzlich wird durch eine kombinierte Verwendung von 3D-Punkten und Kontu-
rinformationen aus multiokularen Bildsequenzen eine robustere Verarbeitung und eine
ho¨here Genauigkeit sowohl bei der Posescha¨tzung, als auch bei der Bewegungsanalyse
erreicht. Dies wird auch in den Experimenten in Kap. 8.2 festgestellt. Dabei zeigt sich,
dass die konturbasierten Algorithmen eine sehr genaue Scha¨tzung von Pose bzw. Be-
wegung zulassen, jedoch einen geringen Konvergenzradius besitzen. Die punktbasierten
Ansa¨tze hingegen zeichnen sich durch einen hohen Konvergenzradius aus, sind jedoch
was die Genauigkeit angeht etwas schlechter. Daher bietet die Fusion beider Ansa¨tze ein
gutes Ergebnis, sowohl was die Genauigkeit als auch die Robustheit angeht.
In diesem Szenario ist die Verwendung einer angepassten Fehlermetrik, wie in
Kap. 4.4.6 beschrieben, nicht notwendig, da der Abstand zwischen Objekt und Kamera
von 1 – 3 m, was bei dem verwendeten Kamerasystem einer Disparita¨t von ca. 40 Pixeln
entspricht, im Vergleich zum Straßenverkehrsszenario (10 – 50 m und ca. 5 – 10 Pixel
Disparita¨t) eher gering ist. Die Verwendung des in Kap. 4.4.8 erla¨uterten modellbasier-
ten Stereos bzw. des in Kap. 4.5.3 erwa¨hnten modellbasierten Szenenflussverfahrens ist
nicht mo¨glich, da die Gro¨ße des Abbildes des beobachteten Objekts zu gering ist.
5.2. Straßenverkehrsszenario
Im Vergleich zum Produktionsszenario sind die Objekte im Straßenverkehr bei den ver-
wendeten Kamerasystemen meist gro¨ßer im Bild zu erkennen. Die lateralen Geschwindig-
keiten sind a¨hnlich hoch bzw. etwas ho¨her, jedoch erfolgen Bewegungsa¨nderungen meist
nicht so abrupt wie bei der Hand-Unterarm-Region des Arbeiters im Produktionsszena-
rio. Die Hintergru¨nde variieren in diesem Szenario ebenso stark wie in der Produktion.
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Abbildung 5.4.: (Links) Eingangsbild mit projizierten 3D-Punkten (gru¨n) und assoziier-
ten Bewegungsvektoren (rot) fu¨r die horizontale Bewegungskomponente.
(Mitte) Sicht von oben auf die Szene. (Rechts) Segementierte Punkte-
wolke des Fahrzeugs (blau) und das angepasste Modell (schwarz).
Insbesondere werden hier Szenen im Kreuzungsbereich untersucht, wobei Objekte mit
hoher Geschwindigkeit am Rande des Sichtbereichs auftauchen und gegebenenfalls ihre
Richtung a¨ndern. Der Abstand der Objekte zur Kamera (10 – 50 m) ist um etwa eine
Gro¨ßenordnung gro¨ßer als im Produktionsszenario (1 – 3 m).
5.2.1. Systemauspra¨gung 3: Posescha¨tzung mittels problemspezifischer
Fehlermetrik
Diese Systemauspra¨gung hat ausschließlich die Posescha¨tzung zum Ziel. Dabei ko¨nnen
verschiedene Arten der Szenenflussberechnung verwendet werden (siehe Kap. 4.2). Un-
abha¨ngig von der Szenenflussberechnung kommt anschließend das graphenbasierte Clus-
terverfahren nach Kap. 4.3 zum Einsatz. Zur Posebestimmung wird ein ICP-Algorithmus
verwendet, jedoch mit einer problemspezifischen Fehlermetrik (siehe Kap. 4.4.6). Da-
bei sind verschiedene Algorithmen zur Minimierung der Fehlerfunktion denkbar. In
den Experimenten in Kap. 9.1 wurde allerdings gezeigt, dass der Levenberg-Marquardt-
Algorithmus die ho¨chste Genauigkeit liefert. Abb. 5.5 zeigt die Komponenten der Syste-
mauspra¨gung 3.
Durch die angepasste Fehlermetrik wird dem großen Abstand zwischen Objekt und
Kamera Rechnung getragen. Der ICP-Algorithmus nach Besl und McKay (1992) ar-
beitet mit einer euklidischen Abstandsberechnung, was bei 3D-Punkten, die auf Basis
eines Stereokamerasystems berechnet wurden, bei dem die Basisbreite deutlich kleiner
ist als der Abstand zum Objekt, nicht sinnvoll ist, da die Fehler, die bei dieser Messung
gemacht werden, nicht symmetrisch in alle Raumrichtungen sind. Die Posescha¨tzungen
der einzelnen Zeitschritte werden zeitlich nicht gefiltert, sondern separat betrachtet, was
einen ”Tracking by Detection”-Ansatz darstellt.
Der Vergleich der euklidischen Metrik gema¨ß dem Stand der Technik mit der an-
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Abbildung 5.5.: Komponenten der Systemauspra¨gung 3.
Abbildung 5.6.: Komponenten der Systemauspra¨gung 4.
gepassten Metrik zeigt, dass diese mathematische Anpassung die Genauigkeit der Po-
sescha¨tzung erho¨hen kann (siehe Experimente Kap. 9.1). Abb. 5.4 zeigt beispielhaft die
Verarbeitungsschritte bei der Systemauspra¨gung.
5.2.2. Systemauspra¨gung 4: Modellbasiertes Stereo und modellbasierter
Szenenfluss
Um nach der punktbasierten Posebestimmung die Genauigkeit der Ergebnisse zu verbes-
sern, wird in dieser Systemauspra¨gung das sogenannte modellbasierte Stereo verwendet.
Dabei wird die Objektpose direkt aus den beiden Stereobildern ermittelt, wobei eine
klassische 3D-Punkteberechnung lediglich zur Initialisierung der Pose dient. Nach dieser
Initialisierung wird die Poseinformation ru¨ckgekoppelt um auf Basis der Eingangsbilder
direkt die Pose zu ermitteln. Man verwendet also keine explizite Korrespondenzbildung,
sondern arbeitet direkt auf den Eingangsbildern, wodurch alle zur Verfu¨gung stehenden
Informationen genutzt werden. Abb. 5.6 zeigt die Komponenten der Systemauspra¨gung 4.
Zur Scha¨tzung der dreidimensionalen Bewegung wird der modellbasierte Szenenfluss
verwendet. Dabei wird der gleiche Ansatz wie auch beim modellbasierten Stereo benutzt,
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um nun jedoch vier Bilder, jeweils die beiden Stereobilder zu zwei aufeinanderfolgen-
den Zeitschritten, miteinander zu verknu¨pfen. Hierdurch wird die komplette Bewegung
gescha¨tzt, auch die Bewegungskomponente entlang der optischen Achse.
Im Verha¨ltnis zu dichten Szenenflussverfahren aus der Literatur wird bei dem vorge-
stellten, neuen Ansatz Rechenzeit eingespart, da nur dichter Szenenfluss fu¨r das inter-
essierende Objekt bestimmt wird. Die Szenensegmentierung und die Poseinitialisierung
werden mittels schneller Stereo- und optischer Flussverfahren berechnet. Dabei kommt
auch der sogenannte Quaternionen-ICP (siehe Kap. 4.4.7) zum Einsatz, um nochmals
um ca. Faktor 40 schneller eine robuste Aussage u¨ber die Objektpose geben zu ko¨nnen
als mit dem ICP-Algorithmus nach Besl und McKay (1992). Hier zeigen sich zwar auch
Einbußen in Bezug auf die Posegenauigkeit, jedoch wird dies durch die anschließende
Berechnung der Pose u¨ber das modellbasierte Stereo ausgeglichen.
Die Experimente in Kap. 9.2 zeigen, dass es auch mit einem schwachen Modell (Qua-
der) mo¨glich ist, sowohl die Pose als auch die Bewegung eines Fahrzeugs auf Basis von
modellbasierter Stereo- bzw. Szenenflussberechnung zu bestimmmen.
Durch die beiden Systemauspra¨gungen 3 und 4 ist somit eine robuste und genaue
Scha¨tzung der Pose und der Bewegung von Fahrzeugen im Kreuzungsbereich mo¨glich.
Ein Einsatz der Bewegungsanalyse auf Basis von Verschiebungsvektorfeldern (siehe Kap.
4.5.1) ist nicht notwendig, da sich die Fahrzeuge lateral nur eindimensional horizontal
bewegen ko¨nnen. Eine Verwendung von konturbasierten Pose-Estimation-Methoden ist
in diesem Szenario nicht umsetzbar, da unbekannte Fahrzeuge eine nicht vorhersagbare
Kontur im Bild darstellen. Daher ist eine Fusion wie bei der Hand-Unterarm-Erkennung
in Kap. 4.4.9 beschrieben nicht mo¨glich.
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6.1. Korrektur von Fehlkorrespondenzen
Stereobildverarbeitungsalgorithmen erzeugen Fehlkorrespondenzen, wenn repetitive
Strukturen in der vorliegenden Szene vorhanden sind, da dadurch Mehrdeutigkeiten
in der Korrespondenzanalyse vorliegen. Das Vergleichmaß ist an mehreren Stellen klein
und sehr a¨hnlich und aufgrund des Pixelrauschens beschreibt nicht zwingend der kleins-
te Vergleichswert die richtige Korrespondenz. Diese Problematik tritt insbesondere dann
auf, wenn lokale Stereoverfahren (siehe Kap. 2.1.2) verwendet werden. Jedoch entste-
hen diese Fehlzuordnungen auch unter Verwendung von dichten, globalen Verfahren.
Grundsa¨tzlich ist nur mo¨glich die Entfernung zu repetitiven Strukturen zu scha¨tzen,
wenn diese im Bild beginnen oder enden, andernfalls ko¨nnen die Mehrdeutigkeiten nicht
aufgelo¨st werden. Abb. 6.1 zeigt die 3D Rekonstruktion verschiedener Stereoalgorithmen
der gleichen Szene, die ein planares Schachbrettmuster zeigt.
In der Stereobildverarbeitung wird durch verschiedene Constraints versucht, dieses
Problem zu beheben (siehe wiederum Kap. 2.1.2). Speziell fu¨r sich wiederholende Struk-
turen werden von Di Stefano et al. (2004) die Qualita¨t des Minimums der Kostenfunktion
und der korrespondierende Disparita¨tswert durch die Einfu¨hrung eines Eindeutigkeits-
und Scha¨rfetests bewertet, um Mehrdeutigkeiten aufzulo¨sen. Nedevschi et al. (2004)
unterdru¨cken grundsa¨tzlich Korrespondenzen, sollte eine Mehrdeutigkeit in der Korre-
spondenzanalyse vorliegen.
Daneben gibt es auch Verfahren, die fehlerhafte Korrespondenzen explizit behandeln.
Murray und Little (2004) benutzen den sogenannten RANSAC-Algorithmus (Random
Sample Consensus, (Fischler und Bolles, 1981)), um eine Ebene an die 3D-Punkte an-
zupassen und dann fehlerhafte Punkte erkennen und lo¨schen zu ko¨nnen. Sepehri et al.
(2004) benutzt einen a¨hnlichen Ansatz, jedoch wird die Ebene bzw. die Ebenen mittel
M-Scha¨tzer angepasst (Huber, 1981; Rey, 1983).
Das in diesem Abschnitt vorgestellte Verfahren stellt einen neuen Ansatz dar, um
die Probleme, die durch sich wiederholende Strukturen entstehen, zu lo¨sen, wobei das
Verfahren unabha¨ngig vom verwendeten Stereobildverarbeitungsalgorithmus einsetzbar
ist. In einem ersten Schritt wird die vorliegende Szene durch ein konventionelles Ste-
reoverfahren rekonstruiert, was zu korrekten und inkorrekten 3D-Punkten fu¨hrt. Ein
applikationsabha¨ngiges Szenen- oder Objektmodell wird an die initiale 3D-Punktewolke
angepasst, was zu einer Modellpose fu¨hrt. Diese Pose wird fu¨r eine erneute Korrespon-
denzanalyse verwendet, wobei die Distanz des 3D-Punkts zum Modell in die Kosten-
funktion der Korrespondenzanalyse mit eingeht und so die Qualita¨t der Rekonstruktion
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(a)
(c) (d)
(b)
Abbildung 6.1.: Durch verschiedene Stereoverfahren generierte Fehlzuordnungen in der
markierten Region. Gru¨ne Punkte: korrekte Disparita¨t; rote Punkte:
falsche Disparita¨t. Die 3D-Punkte werden im Disparita¨tsraum darge-
stellt, wobei u und v die Pixelkoordinaten im rechten Bild sind und
d die assoziierte Disparita¨t darstellt. (a) Rechtes Stereobild; repetiti-
ve Struktur in gru¨n gekennzeichnet. (b) Ergebnis des Spacetime Stereo.
(c) Korrelationsstereo. (d) Semi-Global-Matching. Zu den verschiedenen
Algorithmen siehe Kap. 2.1.2.
erheblich gesteigert werden kann.
6.1.1. Umfeldmodellierung mittels Ebenenmodell
Im Bereich der mobilen Robotik ist die Modellierung der Umwelt oder Teilen daraus
durch eine Ebene ein viel verwendeter Ansatz, wodurch eine approximierte Szenendar-
stellung bereitgestellt wird (Biber et al., 2004). Das Ebenenmodell ist fu¨r verschiedene
Objekte mit repetitiver Struktur sinnvoll: Fliesen, Za¨une oder Geba¨udefronten. Die repe-
titive Struktur auf dem realen Objekt ist fu¨r gewo¨hnlich a¨quidistant, wobei die Struktur
im Bild nicht notwendigerweise a¨quidistant ist.
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Detektion und Charakterisierung von repetitiven Strukturen
Repetitive Strukturen sind durch ein repetitives Grauwertmuster charakterisiert, wel-
ches zu einem signifikanten Peak im assoziierten Amplitudenspektrum fu¨hrt. Horizontale
Linien einer festen La¨nge (z.B. 128 Pixel) werden u¨berlappend aus jeder Bildzeile aus-
geschnitten und mittels einer Fast Fourier Transformation (FFT) auf diese Auffa¨lligkeit
hin untersucht. Im Amplitudenspektrum wird das Maximum neben dem Gleichanteil
extrahiert und mittels einer gegebenen Schwelle, welche von Mittelwert und Standard-
abweichung des Spektrums abha¨ngt, auf seine Signifikanz u¨berpru¨ft. Anschließend wird
die korrespondierende Wellenla¨nge berechnet. Um eine kontinuierliche Repra¨sentation
der Wellenla¨ngen zu erhalten wird eine Ebene an die einzelnen Wellenla¨ngen angepasst,
wobei ein M-Scha¨tzer verwendet wird. Ausreißer werden dabei verworfen und die Bild-
bereiche, die eine repetitive Struktur enthalten, markiert. Das gleiche Verfahren wird
auch auf vertikale Bildlinien angewandt. Das Ergebnis dieser horizontalen und vertika-
len Sprektralanalyse sind Bildregionen mit repetitiven Strukturen und Ebenenfunktionen
λh(u, v) und λv(u, v), welche die Wellenla¨ngen fu¨r jede markierte Bildkoordinate (u, v)
bereitstellt.
Bestimmung der Modellparameter: Im 3D-Raum wird die Ebene mit der repetitiven
Struktur durch die Modellierung von Sehstrahlen unter Zuhilfenahme der ermittelten
Wellenla¨ngeninformationen ermittelt. Diese Strahlen beschreiben die Beziehung zwischen
repetitiver Struktur in der Szene und deren Abbild in den vorliegenden Bildern. Die
Koordinaten ui,j und vi,j der Schnittpunkte zwischen den Sehstrahlen und der Bildebene
werden definiert durch
ui,j = ui,j−1 + λh (ui,j−1, vi,j−1) (6.1)
vi,j = vi−1,j + λv (ui−1,j , vi−1,j) , (6.2)
wobei i den Index des Strahls in einer Spalte beschreibt, j den Index in einer Zeile,
ui,0 = 0, und v0,j = 0.
Strahlen, die ausgehend von diesen Schnittpunkten das optische Zentrum schneiden,
sind charakteristisch fu¨r die repetitive Struktur. Die Annahme, dass die repetitive Struk-
tur im Raum a¨quidistant ist, fu¨hrt zu der Bedingung, dass auch die Schnittpunkte zwi-
schen diesen Strahlen und der Modellebene a¨quidistant sein mu¨ssen. Die Distanz zwi-
schen den einzelnen Schnittpunkten wird mit s in Abb. 6.2a bezeichnet. Somit kann der
Normalenvektor der Ebene im 3D-Raum bestimmt werden, wobei der Offsetparameter
der Ebene zuna¨chst unbestimmt bleibt und u¨ber die initiale 3D-Punktewolke ermittelt
werden muss.
Wie bereits in Kap. 4.4.6 betrachtet, sind die Meßfehler der durch das Stereoverfah-
ren ermittelten Disparita¨ten gaußverteilt, wohingegen die 3D-Koordinaten ein unsym-
metrisches Rauschverhalten aufweisen. Daher wird die folgende Betrachtung im Dispa-
rita¨tsraum durchgefu¨hrt, wo sich die einzelnen Disparita¨ten unabha¨ngig von der Objek-
tentfernung besser trennen lassen.
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Abbildung 6.2.: Vorgehen bei der Modelladaption des Ebenenmodells bei sich wiederho-
lenden Strukturen. (a) Ebenefit basierend auf der repetitiven Struktur.
(b) Abha¨ngigkeit des Disparita¨tsfehlers EME entsprechend Gl. 6.6 in Be-
zug auf den Offsetparameter cs fu¨r Szene 1 (Zaun mit Person) aus den
Experimenten (siehe Kap. 10.1).
Die Modellebene ist im 3D-Raum gegeben durch
ǫs : z(x, y) = asx+ bsy + cs . (6.3)
Durch die Transformation der Modellebene von 3D-Koordinaten in den Dispa-
rita¨tsraum mithilfe der Gleichungen des Lochkameramodells (siehe Kap. 2.1.1) erha¨lt
man folgende Gleichung fu¨r die Modellebene:
ǫd : d(u, v) = adu+ bdv + cd (6.4)
mit
ad = − b
cs
as , bd = − b
cs
bs , cd =
bf
cs
. (6.5)
Der Offsetparameter cs der Ebene z(x, y) im 3D-Raum, deren Normalenvektor durch
die vorher bestimmten Parameter as und bs definiert ist, wird u¨ber die Transformation
in den Disparita¨tsraum bestimmt (Gl. 6.4 und 6.5). Hierzu wird die mittlere Distanz zwi-
schen allen 3D-Punkten, die zu der repetitiven Struktur geho¨ren und der Modellebene im
Disparita¨tsraum in Pixeln berechnet. Diese Distanzen werden mittels eines M-Scha¨tzer
gewichtet, was zu folgender Fehlerfunktion fu¨hrt:
EME(cs) =
〈{
M
(
di −
[
−asl
cs
ui − bsl
cs
vi +
lf
cs
])}2〉
(ui,vi) ∈ ǫd
(6.6)
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mit M(x) als “Fair”-Gewichtsfunktion (Rey, 1983):
M(x) = 1− 1
1 +
∣∣∣ xkME
∣∣∣ , (6.7)
wobei kME ein benutzerdefinierter Parameter ist und 〈. . .〉 den Mittelwert beschreibt. Die
Funktion EME(cs) wird u¨ber den Offsetparameter cs der Ebene ǫs im 3D-Raum unter
Verwendung einer Intervallschachtelung minimiert. Das Verhalten von EME(cs) wird in
Abb. 6.2b gezeigt.
6.1.2. Anwendung bei artikulierten Objekten
Um zu zeigen, dass das vorgestellte, neue Verfahren auch bei komplexen Objekten und
Szenen Anwendung findet, wird es auch im Produktionsszenario angewendet. In einem Si-
cherheitssystem sind falsche Korrespondenzen, die zu Phantomobjekten fu¨hren kritisch,
da sie Notfallstopps des Roboters verursachen. Wu¨rde man hingegen die Verfahren von
Murray und Little (2004) oder von Sepehri et al. (2004) benutzen, wu¨rden Gegensta¨nde,
die sich vor der repetitiven Struktur befinden aus der Punktewolke gelo¨scht, was eben-
falls ein Sicherheitsrisiko bedeutet. Als Modell wird das in Kap. 4.4.1 vorgestellte Hand-
Unterarm-Modell verwendet, wobei speziell hier das Modell verla¨ngert wird, um auch
den Oberarm mit einzubeziehen. Zur Posescha¨tzung wird Systemauspra¨gung 1, wie in
Abschnitt 5.1.1 vorgestellt, verwendet.
Um die Komplexita¨t fu¨r die folgende Analyse sinnvoll zu reduzieren, wird das Modell
in drei aneinanderha¨ngende Ebenen gewandelt: die Finger, die Hand und der Arm. Dies
ist sinnvoll, da die Ebenen nach wie vor die korrekten Disparita¨ten fu¨r das Objekt
wiedergeben. Außerdem ist diese Vereinfachung durchfu¨hrbar, da die Abweichungen,
die sich durch die Approximation ergeben, vernachla¨ssigbar sind im Vergleich zu den
Disparita¨tsfehlern, die durch die repetitive Struktur entstehen (siehe auch Kap. 10.1).
6.1.3. Ru¨ckkopplung des Modellwissens
Die initiale Korrespondenzanalyse basiert auf der Matrix ESSD (siehe Kap. 4.2.1). Sind
in der vorliegenden Szene repetitive Strukturen vorhanden, so sind die SSD-Werte in
der Matrix klein und sehr a¨hnlich fu¨r alle mo¨glichen Korrespondenzen, was zu einer
Vielzahl von falschen Korrespondenzen fu¨hrt. Basierend auf dem Modellwissen wird ein
zusa¨tzlicher Fehlerterm berechnet. Befindet sich ein Punkt im Bereich der repetitiven
Struktur, so werden die Disparita¨ten aller mo¨glicher Korrespondenzen berechnet und mit
dem Modell verglichen, wodurch die Matrix Ed dieser Disparita¨tsfehler entsteht. Diese
beiden Matrizen werden zu einer Gesamtfehlermatrix Et mithilfe des Gewichtsfaktors
λe vereint:
Et = ESSD + λeEd. (6.8)
Die verfeinerte Korrespondenzanalyse wird basierend auf dieser Matrix Et durch-
gefu¨hrt, wobei die gleichen Constraints wie fu¨r die initiale Stereoanalyse benutzt werden.
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Der Einfluss des Abstands zwischen den 3D-Punkten und dem Modell auf die endgu¨ltige
Punktewolke steigt mit steigendem Wert von λe. Experimente haben gezeigt, dass die
3D-Rekonstruktion nicht stark abha¨ngig vom gewa¨hlten Wert λe ist und dass eine signi-
fikante Verbesserung des Rekonstruktionsergebnisses fu¨r eine Vielzahl von Szenen mit
dem gleichen Wert von λe erreicht wird.
6.1.4. Wertung
Das neu vorgestellte Verfahren basiert auf einer Modellanpassung und einer erneuten
Korrespondenzanalyse um Fehlkorrespondenzen, die durch repetitive Strukturen bei der
Stereobildanalyse entstehen, zu korrigieren. Dabei wird bei der erneuten Korrespon-
denzanalyse nicht alleine der Modellinformation vertraut, sondern weiterhin auch das
urspru¨ngliche Vergleichmaß verwendet, wodurch Objekte, die sich vor der repetitiven
Struktur befinden, auch nach der Verbesserung der 3D-Punkte noch vorhanden bleiben.
Das vorgestellte Verfahren ist unabha¨ngig vom verwendeten Stereoalgorithmus. Es
ko¨nnen sowohl rigide, einfache Objekte, als auch komplexe, artikulierte Objekte mit sich
wiederholenden Strukturen modelliert werden und so die Fehlkorrespondenzen aufgelo¨st
werden. Fu¨r das Ebenenmodell wurde ein FFT-basiertes Verfahren zur Bestimmung der
Poseparameter vorgestellt, welches gleichzeitig als Detektor fu¨r repetitive Strukturen
fungiert.
In den Experimenten in Kap. 10.1 wird gezeigt, dass der Gewichtungsparameter λe
recht unempfindlich ist und eine gro¨ßenordnungsgenaue Einstellung ausreichend ist, um
die Punkte im Bereich der repetitiven Struktur zu korrigieren und gleichzeitig Objekte
vor der Struktur zu erhalten.
6.2. Klassifikation artikulierter Objekte
In Kap. 5 werden Systeme zur Verfolgung von Objekten in Stereobildsequenzen beschrie-
ben. Bislang unbeachtet blieb dabei die Frage, ob das beobachtete Objekt auch wirklich
jenes ist, welches von Interesse ist. Es erfolgt soweit keine Verifizierung der Objekt-
auswahl, d.h. es wurde angenommen, dass die in Kap. 4.3 beschriebene Segmentierung
zuverla¨ssig das interessierende Objekt aus der Punktewolke der Szene extrahiert. Da es
sich, vorallem im Produktionsszenario, um eine sicherheitskritische Anwendung handelt,
muss sichergestellt werden, dass es sich bei dem beobachteten Objekt um das fu¨r die
Anwendung relevante handelt.
Im Straßenverkehrsszenario werden, um die verschiedenen Klassen von Objekten zu
erkennen, bereits seit la¨ngerem Verfahren verwendet, die meist durch eine Kamera ge-
wonnene Bildinhalte analysieren und Objekte klassifizieren (Wo¨hler und Anlauf, 2001;
Wender und Dietmayer, 2007).
Bei der Fußga¨ngererkennung handelt es sich um die Erkennung artikulierter Objek-
te, wobei der Klassifikator mithilfe einer großen Anzahl von Trainingsbeispiel adaptiert
wird. Die Trainingsbeispiele zeigen dabei Personen in den am ha¨ufigsten auftretenden
Poses. Dies fu¨hrt jedoch zu einer sehr großen Trainingsdatenbank, um mo¨glichst hohe
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Abbildung 6.3.: Beispiel fu¨r die Generierung einer normierten Ansicht der Hand und des
Unterarms einer Person. (a) Eingangsbild mit projiziertem Objektmo-
dell. (b) Entlang der Kontur ausgeschnittener Bildinhalt. (c) Bildinhalt
entsprechend der Objektpose gedreht, skaliert und dilatiert. Normierte
Objektansicht.
Erkennungsraten zu erzielen.
Ein Ansatz bei der Fahrzeugerkennung (Wender und Dietmayer, 2007) ist es, zuna¨chst
die Modellpose zu ermitteln und mit deren Hilfe den Bildinhalt zu rektifizieren, um
eine normierte Ansicht des Objekts zu erhalten. Durch diese normierte Ansicht wird die
Klassifikationsaufgabe wesentlich vereinfacht, jedoch ist diese Technik auf rigide Objekte
wie z.B. ein zweiachsiges Fahrzeug beschra¨nkt.
Da es sich bei den Ko¨rperteilen der Person im Produktionsszenario um artikulierte
Teilobjekte handelt, ist die Klassifikationsaufgabe weitaus komplexer als bei rigiden Ob-
jekten. Experimente haben gezeigt, dass ohne Modellwissen bzw. ohne Wissen u¨ber die
Pose und die internen Freiheitsgrade der jeweiligen Ko¨rperregion das Klassifikationser-
gebnis nicht zufriedenstellend ist.
6.2.1. Generierung einer normierten Objektansicht auf Basis der ermittelten
Pose
Auf Basis von Systemauspra¨gung 1 oder 2 (siehe Kap. 5.1.1 bzw. 5.1.2) werden zuna¨chst
die Pose der Hand-Unterarm-Region und die Knickwinkel des Handgelenks ermittelt.
Anschließend werden 13 Punkte auf dem Umriss des Modells ins Bild projiziert, um
dann den Bildinhalt innerhalb dieser Modellkontur auszuschneiden. Des Weiteren wird
auf der Basis der Poseinformationen der Bildinhalt so transformiert, dass eine poseun-
abha¨ngige, normierte Ansicht des Objekts bereitsteht, a¨hnlich dem Verfahren von Wen-
der und Dietmayer (2007). Fu¨r die Transformation wird das ausgeschnittene Bild zuerst
gedreht und dann so skaliert, dass eine definierte Bildgro¨ße erreicht wird. Zusa¨tzlich
zu dem Verfahren von Wender und Dietmayer (2007) werden dabei auch die internen
Freiheitsgrade beru¨cksichtigt, damit die normierte Ansicht auch unabha¨ngig vom Knick-
winkel des Handgelenks ist. Abb. 6.3 zeigt den Vorgang an einem Beispiel.
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6.2.2. Klassifikation des normierten Hand-Unterarm-Abbilds
Die normierte Ansicht wird anschließend durch einen Klassifikator, in diesem Fall durch
einen Polynomklassifikator, klassifiziert, um eine Aussage daru¨ber zu erhalten, ob das
vermutete Objekt auch wirklich mit dem Bildinhalt u¨bereinstimmt. Die Pose-Estimation-
Verfahren allein sind dazu i.A. nicht in der Lage. Der verwendete Klassifikator wird dabei
auch mit normierten Ansichten des Objekts trainiert. Dazu wird die Pose-Estimation
auf einer Bildsequenz angewendet und so fu¨r jeden Zeitschritt ein normiertes Abbild
erzeugt. Zur Erstellung von Negativbeispielen wird eine willku¨rliche Pose angenommen
und damit ein zufa¨lliger Teil der Szene ausgeschnitten, welcher meist den Hintergrund
zeigt. Diese Klasse von Bildausschnitten, die keine Hand-Unterarm-Region einer Person
repra¨sentieren, wird als (kein HU ) bezeichnet, wohingegen Bildausschnitte mit einer
Hand-Unterarm-Abbildung der Klasse HU zugeordnet werden.
Aus einigen Sequenzen mit unterschiedlicher Kleidung des Arbeiters, unterschiedlicher
Beleuchtung, etc. kann so eine Trainingsdatenmenge erzeugt werden. Auf Basis dieser
Daten wird ein geeigneter Klassifikationsansatz verwendet, wobei der Klassifikator an
die Stichprobe adaptiert wird. Experimente haben gezeigt, dass ein Polynomklassifika-
tor fu¨r die vorliegenden Aufgabenstellung im Produktionsszenario geeignet ist. Er wird
daher in der vorliegenden Arbeit verwendet (Schu¨rmann, 1996; Kreßel und Schu¨rmann,
1997). Um nicht die Gesamtzahl der Pixel, die nach der Normierung der Objektansicht
vorhanden sind, als Merkmalsvektor dem Polynomklassifikator zu u¨bergeben, wird eine
Dimensionsreduktion auf Basis einer Hauptkomponentenanalyse (engl.: principal com-
ponent analysis (PCA)) durchgefu¨hrt (Ott, 1977). Dadurch wird die Dimensionalita¨t des
Merkmalsvektors sinnvoll reduziert, ohne signifikante Informationen zu verlieren. Ergeb-
nisse der Klassifikation sind gescha¨tzte Klassenzugeho¨rigkeitswahrscheinlichkeiten, die
entsprechend der Trainingsdaten aussagen, mit welcher Wahrscheinlichkeit das aktuell
pra¨sentierte Beispiel zu einer der beiden Klassen (HU oder kein HU ) geho¨rt. Abb. 6.4
zeigt einen U¨berblick u¨ber das Klassifikationssystem.
6.2.3. Wertung
Die Klassifikationsaufgabe wird durch das beschriebene Verfahren wesentlich vereinfacht,
da immer nur eine Ansicht des Objekts nach der Normierung bereitgestellt wird. Die In-
formationen, die zur Normierung verwendet werden, ergeben sich durch Pose-Estimation-
Verfahren, die bei der Szenenanalyse ohnehin ermittelt werden.
Das Verfahren kann beispielsweise bei der Detektion der Hand-Unterarm-Region des
Menschen eingesetzt werden. Hierbei werden durch das Handgelenk zwei zusa¨tzliche,
interne Freiheitsgrade generiert. Benutzt man das urspru¨ngliche Bild zur Klassifikation,
so fu¨hrt dies zu einem unzureichenden Klassifikationsergebnis, wie Experimente gezeigt
haben. Durch die normierte Ansicht werden die internen Freiheitsgrade und die unter-
schiedlichen Ansichten des Objekts, die beide zu einer Verringerung der Klassifikations-
leistung fu¨hren, eliminiert. Die Klassifikationsaufgabe wird so wesentlich vereinfacht und
tra¨gt dann dazu bei, Hand und Unterarm einer Person mo¨glichst robust zu erkennen.
Ein weiterer Vorteil des beschriebenen Verfahrens ist, dass eine verha¨ltnisma¨ßig kleine
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Abbildung 6.4.: Systemdarstellung der Klasifikation artikulierter Objekte. Aus dem
Eingangsbild und der Objektpose wird eine normierte Objektan-
sicht generiert. Anschließend wird eine Dimensionsreduktion durch-
gefu¨hrt und mithilfe eines Polynomklassifikators der entstande-
ne Merkmalsvektor klassifiziert. Am Ende steht eine Klassenzu-
geho¨rigkeitswahrscheinlichkeit zur Verfu¨gung, die aussagt, ob es sich um
ein Hand-Unterarm-Abbild handelt (HU ) oder nicht (kein HU ).
Menge an Trainingsbeispielen ausreicht, um ein gutes Klassifikationsergebnis zu erhalten,
da durch die vorherige Normierung der Ansicht die Varianz in der Pose, der Gro¨ße und
dem Seitenverha¨ltnis der Ansicht nicht im Klassifikator mit gelernt werden muss.
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7. Ermittlung von Ground-Truth-Daten
durch ein unabha¨ngiges System
Um die Gu¨te der in der vorliegenden Arbeit beschriebenen Verfahren beurteilen zu
ko¨nnen, wird eine unabha¨ngige Ground-Truth-Information beno¨tigt, d.h. die Ground-
Truth muss durch ein unabha¨ngiges System ermittelt werden. Wu¨rde man einen zweiten
Sensor neben der Stereokamera hierfu¨r verwenden, z.b. einen Laserscanner, so mu¨ssten
die beiden Sensorsysteme aufeinander bzw. auf ein gemeinsames Weltkoordinatensys-
tem kalibriert werden, was zusa¨tzliche Ungenauigkeiten verursacht. D.h. beim Beispiel
des Laserscanners wu¨rden Fehler, die bei der Kalibrierung des Laserscanners auf die
Stereokamera gemacht werden, zu einem systematischen Fehler bei den experimentellen
Untersuchungen fu¨hren. Daher wird davon abgesehen und direkt aus den Bildern der
Stereokamera die Ground-Truth-Information in beiden Anwendungsszenarien ermittelt.
Dazu werden bei der Aufnahme der Testsequenzen bestimmte Punkte auf dem in-
teressierenden Objekt markiert. In den Sequenzen werden diese Punkte spa¨ter in al-
len Kamerabildern zu jedem Zeitschritt wiedergefunden und u¨ber den sogenannten
Bu¨ndelausgleich (Triggs et al., 2000) zu einer 3D-Information verarbeitet. Das Auffinden
dieser Punkte in den Bildern kann zum einen manuell oder auch automatisiert ablau-
fen. Bei der manuellen Methode werden Punkte auf das Objekt aufgebracht, die im
Bild durch eine Person manuell gesucht werden. Anschließend werden die Positionen
dieser Punkte in Pixelkoordinaten ganzzahlig bestimmt. Bei der automatisierten Me-
thode werden farbige Schachbrettecken auf Papier gedruckt und anschließend auf das
Objekt geklebt. Diese Farbmuster ko¨nnen in der Bildsequenz durch einen Farbfilter vom
Hintergrund separiert und anschließend durch einen subpixelgenauen Eckendetektions-
algorithmus (Kru¨ger und Wo¨hler, 2009) vermessen werden. Die Farbaufnahme wird nur
zur Bestimmung der Ground-Truth benutzt. Zur Evaluierung der entwickelten Verfahren
werden alle Bilder in Grauwertbilder gewandelt.
Fu¨r sehr nahe Objekte ist die Genauigkeit, die man durch die manuelle Methode
erha¨lt, ausreichend (siehe Kap. 8.1). Ist das beobachtete Objekt jedoch weiter von der
Kamera entfernt, so wird eine subpixelgenaue Vermessung der Referenzpunkte beno¨tigt,
d.h. die automatisierte Methode kommt zum Einsatz. Dabei wird eine Genauigkeit fu¨r
die 2D-Eckenlokalisation von 0.032 Pixel erreicht. Dadurch kann davon ausgegangen
werden, dass die Ground-Truth um mindestens eine Gro¨ßenordnung genauer ist, als
die Ergebnisse, die auf Basis eines Stereobildverarbeitungsalgorithmus etabliert wurden
(Genauigkeit der Disparita¨ten typischerweise etwa 0.1 Pixel).
Im Produktionsszenario werden die drei Referenzpunkte des Hand-Unterarm-Modells
auf dem Arm der Testperson entweder durch Punkte oder durch die angesprochenen
Schachbrettecken markiert. Durch die Berechnung der euklidischen Distanz zwischen
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Abbildung 7.1.: Beispiele fu¨r die Marker, die in beiden Szenarien zur Ermittlung der
Ground-Truth dienen. (a) Pixelgenaue Vermessung durch manuelle Su-
che der Punktmarker (rot gekennzeichnet). (b) Subpixelgenaue Ver-
messung im Produktionsszenario auf Basis von Farbklassifikation und
Schachbretteckendetektion. (c) Subpixelgenaue Vermessung im Straßen-
verkehrsszenario, sonst gleiches Verfahren wie in (b).
den somit ermittelten Referenzpunkten und den Punkten des Modells in der gescha¨tzten
Pose, kann die Gu¨te der Posescha¨tzung beurteilt werden.
Im Straßenverkehrsszenario wird aufgrund der ho¨heren Distanz zwischen Kamera und
Objekt stets die Methode auf Basis der Schachbrettecken verwendet. Hierbei ist die aktu-
ell beobachtete Seite des Fahrzeugs mit vier dieser Ecken beklebt, um die entsprechende
Fla¨che mo¨glichst genau ermitteln zu ko¨nnen. Durch die vier 3D-Positionen kann der
aktuelle Gierwinkel des Fahrzeugs zweifach bestimmt werden und u¨ber den Mittelwert
der beiden Werte eine zuverla¨ssige Aussage u¨ber diesen Winkel gemacht werden.
Abb. 7.1a und Abb. 7.1b zeigen die beiden unterschiedlichen Arten der Ground-Truth-
Ermittlung im Produktionsszenario. Abb. 7.1c zeigt die subpixel-genaue Ground-Truth-
Bestimmung im Straßenverkehrsszenario.
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8.1. Experimente zur Systemauspra¨gung 1
Die in Kap. 5.1.1 beschriebene Systemauspra¨gung wird anhand realer Szenen, in denen
die Hand-Unterarm-Region einer Person sich ungleichfo¨rmig vor einem strukturierten
Hintergrund bewegt, evaluiert (siehe Abb. 8.1 und 8.2). Die Distanz zwischen Hand-
Unterarm und Kamera liegt dabei zwischen 0.85 und 1.75 m, die Bildauflo¨sung bei 2 bis
3 mm pro Pixel. Fu¨r die Aufnahmen wird ein PointGrey Digiclops CCD Kamerasystem
benutzt. Ein Zeitschritt zwischen aufeinanderfolgenden Bildern betra¨gt ∆t = 50 ms.
Szenenflussinformationen werden durch das Spacetime Stereo-Verfahren auf Basis von
jeweils drei aufeinanderfolgenden Bildpaaren ermittelt, wobei die maximale Schra¨gheit
der detektierten Kanten mit δmax = 2 definiert wird (siehe Gl. 4.11).
Fu¨r jede der drei betrachteten Sequenzen wird die Evaluierung fu¨r verschiedene Werte
von n durchgefu¨hrt, wobei der Parameter n die Anzahl der Zeitschritte definiert, die zwi-
schen zwei Modelladaptionen liegen und u¨ber die hinweg die Objektbewegung pra¨diziert
wird. Abb. 8.3 zeigt das Ergebnis. Als Maß fu¨r die Genauigkeit der ermittelten Pose wird
die mittlere euklidische Distanz zwischen der Ground-Truth Position und der ermittelten
Position der drei Punkte P1 (Kreise), P2 (Quadrate) und P3 (Rauten) spaltenweise fu¨r
die drei Testsequenzen dargestellt. Die zweite Zeile zeigt den mittleren Fehler und die
Standardabweichung der translatorischen Bewegungskomponenten Uobj (Kreise), Vobj
(Quadrate) und Wobj (Rauten) pro Zeitschritt. Fu¨r jeden Wert von n definieren die
linken drei Punkte den Unterarm, die rechten drei die Hand. Die dritte Zeile zeigt den
mittleren Fehler und die Standardabweichung der rotatorischen Bewegungskomponente
ωp (Kreise) und ωo (Quadrate). Fu¨r jeden Wert von n steht das linke Punktepaar fu¨r
den Unterarm und das rechte fu¨r die Hand.
Die euklidische Distanz zwischen den ermittelten und den wahren Referenzpunkten
liegt typischerweise zwischen 40 und 80 mm, fu¨r die dritte Sequenz bei 150 mm, wobei
hier eine Zeigegeste durchgefu¨hrt wird (siehe Abb. 8.2 rechts). Dabei sind die Fehler-
werte unabha¨ngig vom gewa¨hlten Wert fu¨r n und vergleichbar mit den Ergebnissen von
Hahn et al. (2007). Außerdem sind die Abweichungen der Positionsscha¨tzung vergleich-
bar mit denen von Ziegler et al. (2006). Die Ungenauigkeiten werden teilweise durch die
Verschiebung des Hand-Unterarm-Modells entlang der Armachse verursacht (siehe da-
zu auch Kap. 4.4.9). Trotz sehr unterschiedlicher Probanden wurde eine gleichbleibende
Arm- und Handla¨nge von 220 bzw. 180 mm verwendet. Fu¨r die drei Sequenzen liegen die
wahren La¨ngen des Unterarms bei 190, 190 und 217 mm und fu¨r die Hand bei 203, 193
und 128 mm. Insbesondere in der dritten Sequenz repra¨sentiert das Modell die Hand nur
ungenau, da die Hand hier eine Faust mit einem ausgestrecken Finger bildet. Jedoch wird
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(a) (b)
Abbildung 8.1.: Ergebnis des Spacetime Stereos und die Modellanpassung fu¨r die erste
Testsequenz. (a) Ins Bild projizierte 3D-Punkte (gelb) und Bewegungs-
vektoren (weiß). (b) 3D-Punkte und 3D-Objektmodell.
Abbildung 8.2.: Ergebnis des Spacetime Stereos und die Modellanpassung fu¨r die zweite
(links) und die dritte (rechts) Testsequenz.
dadurch die Robustheit des Systems nicht beeinflusst. Die Evaluierung zeigt weiterhin,
dass die Bewegung zwischen zwei aufeinanderfolgenden Bildpaaren mit einem typischen
Fehler der translatorischen Genauigkeit von 1–3 mm unabha¨ngig von der gewa¨hlten
Zeitkonstante gescha¨tzt wird, was vergleichbar mit der Pixelauflo¨sung ist. Der typische
Fehler fu¨r die Scha¨tzung der rotatorischen Bewegung liegt bei 1–3◦, ebenfalls unabha¨ngig
von der gewa¨hlten Zeitkonstante. Da die Hand im Vergleich zum Unterarm etwas ku¨rzer
und eher rund ist, entsteht fu¨r die Hand ein gro¨ßerer Fehler bei der Scha¨tzung der ro-
tatorischen Bewegung, wobei sich die sehr großen Fehler fu¨r ωp in der ersten Sequenz
durch sporadische Ausreißer erkla¨ren lassen. Eine robuste Detektion und Posescha¨tzung
der menschlichen Hand-Unterarm-Region ist durch das System fu¨r Zeitintervalle bis zu
800 ms (n = 16) mo¨glich. Die Genauigkeit der Pose- und Bewegungsscha¨tzung ist dabei
gro¨ßenteils unabha¨ngig vom Wert fu¨r n.
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Abbildung 8.3.: Evaluationsergebnisse, spaltenweise dargestellt fu¨r die drei Testsequen-
zen. “Bewegung” bezeichnet hier die Posea¨nderung zwischen verschie-
denen Zeitschritten und ist unabha¨ngig von der gewa¨hlten Zeitkonstan-
te und daher in [mm] bzw. [deg] angegeben. Fu¨r Details siehe Text
Kap. 8.1.
8.2. Experimente zur Systemauspra¨gung 2
In diesem Abschnitt wird quantitativ der Fusionsansatz aus Kap. 4.4.9 evaluiert und
mit anderen Pose-Estimation-Algorithmen verglichen, wobei ein o¨ffentlich zuga¨nglicher
Datensatz verwendet wird. Die Evaluation fand in Zusammenarbeit mit Markus Hahn
statt.
8.2.1. Datensatz
Die Systeme werden anhand von neun Testsequenzen evaluiert, die fu¨nf verschiedene
Personen zeigen, die komplexe Bewegungsabla¨ufe durchfu¨hren, wie sie im Produkti-
onsszenario typisch sind. Die Sequenzen 1–5 zeigen verschiedene Personen, die in einer
Bu¨roumgebung arbeiten, wohingegen die Personen in den Sequenzen 6–9 in einem ty-
pischen Industrieumfeld arbeiten. Ein Beispielbild zusammen mit dem korrespondieren-
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den raum-zeitlichen Pose-Estimation-Ergebnis aller Sequenzen zeigt Abb. 8.4. In allen
Sequenzen ist der Hintergund stark strukturiert und der Kontrast zwischen der Per-
son und dem Hintergund ist eher gering. Die Personen tragen verschiedene Arten von
Kleidung mit langen und kurzen A¨rmeln und mit oder ohne Handschuhe.
Die Bildsequenzen wurden mit einem trinokularen Farbkamerasystem (siehe Abb. 8.5)
aufgenommen, wobei die vertikale und horizontale Basisbreite ca. 150 mm betra¨gt. Das
Zeitintervall zwischen aufeinanderfolgenden Bildtripeln betra¨gt ∆t = 71 ms. Jede Se-
quenz besteht aus mindestens 300 Bildtripeln. Die mittlere Distanz zwischen der Test-
person und dem Kamerasystem variiert zwischen 2.7 m und 3.3 m. Die Ground-Truth
Daten beschreiben die Positionen der Referenzpunkte im Weltkoordinatensystem, welche
mit den Modellpunkten P1, P2 und P3 korrespondieren.
8.2.2. Trackingsysteme
In diesem Abschnitt werden die evaluierten Systeme kurz vorgestellt. Abb. 8.6 zeigt
die fu¨nf Systeme unterteilt in neu entwickelte Systeme und Systeme die zum Vergleich
herangezogen wurden.
System 1 – MOCCD-Ansatz: Das erste System basiert auf dem Ansatz von Hahn
et al. (2007). Um die Objektverfolgung zu starten ist eine grobe, manuelle Initialisie-
rung der Poseparameter fu¨r den ersten Zeitschritt notwendig. Im Trackingsystem wer-
den drei Instanzen des MOCCD-Algorithmus (siehe Kap. 4.4.9) im Rahmen eines Multi-
Hypothesen-Kalmanfilter-Systems verwendet. Jeder Instanz des MOCCD-Verfahrens ist
in deren Kalmanfilter ein anderes kinematisches Modell hinterlegt, wobei eine andere
Objektbewegung angenommen wird, z.B. konstante Geschwindigkeit oder konstante Be-
schleunigung. Ein Winner-Takes-All-Ansatz wa¨hlt das beste Ergebnis der drei Instanzen
unter Beachtung verschiedener Kriterien aus.
System 2 – ShapeFlow-Ansatz: Das zweite Trackingsystem basiert auf dem
ShapeFlow-Ansatz von Hahn et al. (2008b). Ebenso wie bei System 1 beginnt die
Objektverfolgung mit einer benutzerdefinierten Pose. Anschließend wird zuna¨chst die
Pose des Objekts u¨ber den in System 1 beschriebenen MOCCD-Ansatz ermittelt und
danach durch die raum-zeitliche Erweiterung des MOCCD-Ansatzes, den ShapeFlow-
Algorithmus, die zeitliche Ableitung der Pose, die Bewegung ermittelt. Dazu wird eine
raum-zeitliche Modellfunktion an die trinokularen Bilder aus drei Zeitschritten ange-
passt.
System 3 – ICP basierte Modellanpassung: Hier wird die in Kap. 5.1.1 vorgestellte
Systemauspra¨gung 1 verwendet.
System 4 – Fusion von ICP und MOCCD: Hier wird der Fusionsansatz wie in
Kap. 4.4.9 beschrieben verwendet.
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System 5 – Fusion von ICP, MOCCD und ShapeFlow: Hier wird gegenu¨ber System 4
die Bewegungsscha¨tzung noch u¨ber den ShapeFlow-Ansatz verfeinert. Dies ist detailliert
in Kap. 4.5.2 beschrieben.
8.2.3. Ergebnisse der Evaluierung
Um eine Aussage u¨ber die Genauigkeit der einzelnen Verfahren liefern zu ko¨nnen, wird
die mittlere euklidische Distanz zwischen der ermittelten 3D-Position der Referenzpunk-
te und den korrespondierenden Ground-Truth-Daten verwendet, sowie die entsprechende
Standardabweichung dieser Distanzen. Die ermittelten zeitlichen Ableitungen der Pose-
parameter werden durch den mittleren Fehler und die Standardabweichung der drei
einzelnen Bewegungskomponenten jedes Referenzpunkts ermittelt, wobei die diskrete
zeitliche Ableitung der Ground-Truth-Positionen als Ground-Truth der Bewegungskom-
ponenten herangezogen wird.
Entsprechend Abb. 8.7 ist der Positionsfehler fu¨r System 1 (MOCCD-Algorithmus)
entsprechend der mittleren euklidischen Distanz zwischen gemessener und Ground-
Truth-Position fu¨r die Referenzpunkte zwischen 50 und 100 mm fu¨r die Sequenzen 1–5
und zwischen 120 und 250 mm fu¨r Sequenz 6 bis 9. Die Standardabweichung liegt bei 50–
100 mm. Bei manchen Sequenzen bricht das Tracking ab und das Objekt geht verloren
(siehe Prozentzahlen u¨ber den Fehlerbalken).
Die mittlere Positionsgenauigkeit fu¨r System 2 (ShapeFlow-Algorithmus) auf Grau-
wertbildern (siehe Abb. 8.8) ist fu¨r alle Sequenzen etwas niedriger als fu¨r System 1, wobei
die Anzahl der Bilder in der das Objekt noch gefunden wird stets ho¨her oder zumindest
vergleichbar ist. Die komponentenweisen, mittleren Geschwindigkeitsfehler fu¨r System 2
zeigen keinen systematischen Offset. Die Standardabweichungen sind leicht geringer fu¨r
Sequenz 1–5 als fu¨r Sequenz 6–9, korrespondierend mit ca. 10 bzw. 15 mm pro Zeit-
schritt. Wenn Farbbilder verwendet werden, verringert sich der mittlere Positionsfehler
auf weniger als 50 mm fu¨r die Sequenzen 1–5, wobei das Objekt in allen Bildern gefun-
den wird, jedoch bleibt der Fehler gro¨ßenteils unvera¨ndert fu¨r die Sequenzen 6–9. Die
Standardabweichung der komponentenweisen Geschwindigkeitsfehler sind ebenfalls fast
unvera¨ndert gegenu¨ber den Grauwertaufnahmen.
Fu¨r System 3 (ICP-Algorithmus + Bewegungsanalyse basierend auf Verschiebungs-
vektorfeldern) zeigt der mittlere Postionsfehler Werte zwischen 50 und 200 mm (siehe
Abb. 8.10). Im Vergleich zu System 2 ist der Anteil der Bilder, in denen das Objekt ver-
folgt werden kann, geringer fu¨r Sequenz 1, 2, 5 und 6, jedoch ho¨her fu¨r die
”
schwierigeren“
Sequenzen 7–9. Die Standardabweichung der komponentenweisen, lateralen Geschwin-
digkeitsfehler sind geringer als fu¨r System 2 und liegen bei 7–10 mm pro Zeitschritt
fu¨r alle Sequenzen. Jedoch ermittelt System 3 nicht die Geschwindigkeitskomponente
entlang der optischen Achse des Kamerasystems.
Die Verfolgung des Objekts u¨ber alle Bider hinweg erfolgt mittels System 4 (Fusion
von ICP und MOCCD, siehe Abb. 8.11). Der mittlere Positionsfehler betra¨gt 40–70 mm
fu¨r die Sequenzen 1–5 und 80–110 mm fu¨r die Sequenzen 6–9. Die Standardabweichung
der komponentenweisen, lateralen Geschwindigkeitsfehler betra¨gt 6–10 mm pro Zeit-
schritt. System 4 ermittelt wiederum nicht die Geschwindigkeitskomponente entlang der
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optischen Achse.
Die Genauigkeiten von System 5 (Fusion von ICP und ShapeFlow) ist sehr a¨hnlich
der von System 4 (siehe Abb. 8.12). Wiederum wird das Objekt in allen Sequenzen u¨ber
alle Bilder hinweg verfolgt. Als zusa¨tzliche Information liefert System 5 die Geschwin-
digkeitskomponente entlang der optischen Achse des Kamerasystems, welche mit einer
Genauigkeit von 8–15 mm pro Zeitschritt ermittelt wird.
Es ist hervorzuheben, dass trotz der kleinen Basisbreite des trinokularen Kamera-
systems, ist der Messfehler der Geschwindigkeit entlang der optischen Achse nahezu
identisch mit denen der lateralen Geschwindigkeitskomponenten ist. Abb. 8.13 zeigt die
ermittelten Geschwindigkeitskomponenten des Referenzpunktes am Handgelenk (blaue
Kurven) und die korrespondierenden Ground-Truth Werte (Bezeichnung “GT”, rote
Kurven) fu¨r einen Teil von Sequenz 4. Dies zeigt die Genauigkeit der instantanen Bewe-
gungsinformation, welche durch System 5 ermittelt wird.
138
8.2. Experimente zur Systemauspra¨gung 2
Abbildung 8.4.: Darstellung der Testsequenzen und der Ergebnisse der Fusion. Jeweils
links ist ein Beispielbild der Sequenz mit der ins Bild projizierten Po-
sescha¨tzung gezeigt. Rechts davon ist jeweils das 3D-Hand-Unterarm-
Modell in der entsprechenden Pose gezeigt. Außerdem sind Szenenfluss-
vektoren auf der Modelloberfla¨che entsprechend der ermittelten Objekt-
bewegung dargestellt.
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Abbildung 8.5.: Anordnung des trinokularen Kamerasystems.
Abbildung 8.6.: Evaluierungssysteme unterteilt in neue entwickelte Systeme und Syste-
me die zum Vergleich herangezogen wurden.
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Abbildung 8.7.: 3D Pose-Estimation-Ergebnis fu¨r System 1. Die Prozentzahlen oberhalb
der Fehlerbalken gibt den Anteil der Sequenz an, bis wohin eine Objekt-
verfolgung mo¨glich war.
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Abbildung 8.8.: Raum-zeitliche 3D Pose-Estimation-Ergebnisse fu¨r System 2.
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Abbildung 8.9.: Raum-zeitliche 3D Pose-Estimation-Ergebnisse fu¨r System 2 unter Ver-
wendung von Farbinformationen.
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Abbildung 8.10.: Raum-zeitliche 3D Pose-Estimation-Ergebnisse fu¨r System 3.
Seq01 Seq02 Seq03 Seq04 Seq05 Seq06 Seq07 Seq08 Seq09
0
50
100
150
200
250
300
350
400
100.00 %
100.00 %
100.00 %
100.00 %
100.00 %
100.00 %
100.00 %
100.00 %
Handgelenk
Fingerspitze
Unterarm
e
u
k
lid
is
c
h
e
 D
is
ta
n
z
 [
m
m
]
Seq01 Seq02 Seq03 Seq04 Seq05 Seq06 Seq07 Seq08 Seq09
−25
−20
−15
−10
−5
0
5
10
15
20
25
G
e
s
c
h
w
in
d
ig
k
e
it
s
fe
h
le
r 
[m
m
 p
ro
 Z
e
it
s
c
h
ri
tt
]
vertikale Geschwindigkeit
horizontale Geschwindigkeit
Abbildung 8.11.: Raum-zeitliche 3D Pose-Estimation-Ergebnisse fu¨r System 4.
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Abbildung 8.12.: Raum-zeitliche 3D Pose-Estimation-Ergebnisse fu¨r System 5.
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Abbildung 8.13.: Die instantan ermittelten Geschwindigkeitskomponenten x˙ (oben), y˙
(mitte) und z˙ (unten) des Referenzpunkts am Handgelenk unter Ver-
wendung von System 5. Die Kennzeichnung “GT” steht fu¨r Ground-
Truth.
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Straßenverkehrsszenario
9.1. Experimente zur Systemauspra¨gung 3
Zur Untersuchung der Genauigkeiten der Posescha¨tzung im Straßenverkehrsszenario wer-
den sieben verschiedene Sequenzen benutzt, die typische Kreuzungsszenarien darstellen:
ein Fahrzeug fa¨hrt geradeaus u¨ber die Kreuzung und ein Fahrzeug, welches links oder
rechts abbiegt und jeweils noch mit unterschiedlichen Geschwindigkeiten. Zur Bildauf-
nahme wurden drei Farbkameras mit einer Auflo¨sung von 1034 × 776 Pixel verwendet.
Die Kameras wurden nebeneinander mit verschiedenen Absta¨nden angeordnet, was zu
den drei Basisbreiten von 102 mm, 228 mm und 380 mm fu¨hrt. Die Bildwiederholra-
te liegt fu¨r alle Sequenzen bei 14 Bildern pro Sekunde. Die Farbinformationen werden
ausschließlich fu¨r die Ground-Truth-Berechnung (siehe Kap. 7) benutzt, wohingegen die
Bilder fu¨r die Stereoalgorithmen zu Grauwertbildern gewandelt werden. Evaluiert wird
die Genauigkeit der Posescha¨tzung in Hinblick auf verschiedene Konfigurationen des Sys-
tems: drei verschiedene Basisbreiten, drei verschiedene Stereoalgorithmen, zwei verschie-
dene Optimierungsansa¨tze und der Unterschied zwischen der klassischen, euklidischen
Fehlermetrik und der angepassten, polaren Fehlermetrik werden untersucht.
Die Evaluierung basiert auf zwei geometrischen Indikatoren: der Gierwinkelunterschied
∆Θ zwischen dem wahren Gierwinkel und dem Ergebnis der Posescha¨tzung und der
mittleren Distanz zwischen den Ground-Truth-Punkten sowie der korrespondierenden
Fla¨che. Die Abweichungen werden mittels Fehlerbalken dargestellt, welche auf dem je-
weiligen Median der ganzen Sequenz und dem 25% und dem 75% Quantil bestehen. Fu¨r
die meisten Sequenzen bietet die Pose-Estimation ein sinnvolles Ergebnis fu¨r ca. 90% der
Zeitschritte. Lediglich in Sequenz 6, wo das Fahrzeug fast parallel der z-Achse fa¨hrt, fu¨hrt
dies zu einer geringen Ausdehnung der Punktewolke in x Richtung, was zu ungenauen
Poseergebnissen fu¨hrt. Es werden in den Abbildungen jeweils zuna¨chst die Ergebnisse fu¨r
alle Zeitschritte dargestellt. Darunter ist jeweils die Ergebnisse gefiltert dargestellt, d.h.
nur fu¨r die Zeitschritte, in denen ein sinnvolles Poseergebnis gescha¨tzt werden konnte.
9.1.1. Basisbreiten
Im ersten Teil der Evaluierung wird das Systemverhalten bei verschiedenen Basisbreiten
des Kamerasystems analysiert. Abb. 9.1 zeigt den Gierwinkelfehler, Abb. 9.2 den Di-
stanzfehler fu¨r die drei verschiedenen Basisbreiten fu¨r alle sieben Sequenzen, wobei drei
der in Abschnitt 4.2 beschriebenen Stereoansa¨tze zum Einsatz kommen: Census-Stereo
+ Census-Fluss, Korrelationsstereo + Census-Fluss und das Spacetime Stereo. Der Ver-
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Abbildung 9.1.: Abha¨ngigkeit des Gierwinkelfehlers von der Basisbreite, Levenberg-
Marquardt Optimierung, polare Fehlermetrik. Blau beschreibt das
Spacetime Stereo (STS), rot das Census-Stereo (FBS) und gru¨n das
Korrelationsstereo (CBS). Die kleine Basisbreite ist durch Quadrate ge-
kennzeichnet, die mittlere Basisbreite durch Kreuze und die große Basis-
breite ist durch Kreise gekennzeichnet. Die mittlere Basisbreite liefert in
Bezug auf den Gierwinkelfehler die besten Ergebnisse. Oben: Ergebnisse
fu¨r alle Zeitschritte einer Sequenz. Unten: Ergebnisse der Zeitschritte,
in denen ein sinnvolles Poseergebnis ermittelt werden konnte.
gleich zwischen den verschiedenen Basisbreiten zeigt, dass die kleinste Basisbreite nicht
ausreichend fu¨r diese Anwendung ist. Insbesondere fu¨r Fahrzeuge, die vor der Kamera
links oder rechts abbiegen (Sequenz 3 und 4) ergeben sich hohe Ungenauigkeiten bei der
Pose-Estimation. Die gro¨ßte Basisbreite fu¨hrt ebenfalls zu großen Fehlern, da durch den
großen Abstand zwischen den Kameras und dem daraus resultierenden Parallaxeneffekt
der Stereoalgorithmus weniger korrekte Punkte produziert.
9.1.2. Stereoalgorithmus
Um die verschiedenen Steroalgorithmen miteinander vergleichen zu ko¨nnen, werden alle
Sequenzen mit der mittleren Basisbreite und dem Levenberg-Marquardt-Algorithmus
berechnet. Abb. 9.3 und Abb. 9.4 zeigen die Ergebnisse der verschiedenen Stereo-Algo-
rithmen, wobei beiden Fehlermetriken (euklidisch und polar) evaluiert wurden.
Die Ergebnisse des Gierwinkelfehlers zeigen einen vernachla¨ssigbaren Unterschied zwi-
schen dem pixelgenauen Census-Stereo und den anderen beiden Stereoverfahren mit
Subpixelgenauigkeit. Die Ergebnisse sind a¨hnlich fu¨r alle drei Verfahren.
Bezogen auf die Position jedoch kann ein Unterschied zwischen pixel-genauem und
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Abbildung 9.2.: Abha¨ngigkeit des Abstandsfehlers von der Basisbreite, Levenberg-
Marquardt Optimierung, polare Fehlermetrik. Anordnung, Farben und
Kennzeichnungen wie in Abb. 9.1.
subpixel-genauem Stereoverfahren festgestellt werden. Die Absta¨nde des Census-Stereo
Ergebnisses zeigen einen bis zu dreimal ho¨heren Fehler fu¨r Sequenz 1, 2 und 3. Zwischen
Spacetime Stereo und Korrelations-Stereo kann kein signifikanter Unterschied festgestellt
werden.
Um einen Vergleich mit einem dichten Stereo-Verfahren zu erhalten, bei dem fu¨r na-
hezu alle Pixel im Bild ein Tiefenwert verfu¨gbar ist, wurden 3D-Punkte fu¨r drei der Se-
quenzen (Sequenz 1, 3 und 9) mit dem Semi-Global-Matching-Verfahren (Hirschmu¨ller,
2005) berechnet. Anschließend wurde die gleiche Verarbeitungskette mit polarer Fehler-
metrik durchlaufen. Es kann festgestellt werden, dass bei dem dichten Verfahren, welches
subpixelgenaue Korrespondenzen bildet, a¨hnliche Ungenauigkeiten wie bei den anderen
beiden subpixelgenauen Verfahren auftreten. So liegt der Winkelfehler fu¨r die drei Se-
quenzen bei 1.5◦± 1.3◦. Fu¨r den Distanzfehler werden Werte von 10.4 cm ±4 cm ermit-
telt. Somit sind beide Fehler vergleichbar bzw. leicht ho¨her als beim Korrelations- oder
Spacetime-Stereo. Nachteilig ist jedoch, dass durch das dichte Verfahren eine weitaus
ho¨here Anzahl von 3D-Punkten generiert wird. Diese Punkte mu¨ssen segmentiert wer-
den und auch die Posescha¨tzung benutzt eine weitaus ho¨here Zahl von Objektpunkten.
Dies bedeutet einen ho¨heren Berechnungsaufwand und somit eine Verlangsamung der
gesamten Verarbeitungskette, wobei sich jedoch die Genauigkeiten nicht verbessern.
9.1.3. Fehlermetrik
Abb. 9.3 und Abb. 9.4 zeigen die Pose-Estimation-Fehler fu¨r die beiden Fehlermetriken.
Fu¨r den Positionsfehler zeigen beide Metriken ein a¨hnliches Verhalten, wohingegen die
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Abbildung 9.3.: Abha¨ngigkeit des Gierwinkelfehlers in Bezug auf den Stereo-
Algorithmus, Levenberg-Marquardt Optimierung, mitttlere Basisbreite.
Die Farben (blau, rot und gru¨n) kennzeichnen die Stereo-Algorithmen,
wobei Rauten fu¨r die polare und Sterne fu¨r die euklidische Fehlermetrik
stehen. Oben: Ergebnisse fu¨r alle Zeitschritte einer Sequenz. Unten: Er-
gebnisse der Zeitschritte, in denen ein sinnvolles Poseergebnis ermittelt
werden konnte.
polare Fehlermetrik einen geringen Gierwinkelfehler fu¨r die meisten Sequenzen erzeugt.
Die Berechnungszeit ist dabei fu¨r beide Metriken a¨hnlich.
9.1.4. Optimierungsalgorithmus
Das Ergebnis der Downhill-Simplex Optimierung wird in Abb. 9.5 fu¨r den Gierwinkel-
fehler und in Abb. 9.6 fu¨r den Positionsfehler gezeigt.
Die Gierwinkelfehler sind alle ho¨her fu¨r den Downhill-Simplex-Algorithmus. Die An-
zahl der Funktionsaufrufe liegen fu¨r den Levenberg-Marquardt-Algorithmus in der glei-
chen Gro¨ßenordnung (ungefa¨hr 100 Funktionsaufrufe) wie fu¨r den Downhill-Simplex-
Algorithmus, jedoch mit einer besseren Pose-Estimation-Genauigkeit. Daher ist in die-
sem Fall der Levenberg-Marquardt-Algorithmus vorzuziehen, auch weil sich bei der Po-
sitionsgenauigkeit ein a¨hnliches Verhalten zeigt.
9.2. Experimente zur Systemauspra¨gung 4
Die Datenbasis fu¨r die Evaluierung von Systemauspra¨gung 4 ist gleich der fu¨r Syste-
mauspra¨gung 3.
Fu¨r die Bilder, die in Standardstereogeometrie rektifiziert wurden, ergibt sich eine
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Abbildung 9.4.: Abha¨ngigkeit des Abstandsfehlers in Bezug auf den verwendeten Stereo-
Algorithmus, Levenberg-Marquardt Optimierung, mittlere Basisbreite.
Anordnung, Farben und Kennzeichnungen wie in Abb. 9.3.
Kamerakonstante von f = 1350 Pixel, sodass bei einer Basisbreite von b = 0.228 m
sich bf = 307.8 m Pixel ergibt. Laut Kru¨ger und Wo¨hler (2009) ko¨nnen die Positionen
zweier Schachbrettecken (d.h. der Disparita¨tswert) mit einer Standardabweichung von
0.032 Ppixel gemessen werden. Bei einer typischen Objektdistanz zur Kamera von z0 =
20 m betra¨gt die Disparita¨t bf/z0 = 15.39 Pixel, was gema¨ß Fehlerfortpflanzungsgesetz
zu einem Tiefendifferenzfehler von 0.106 m fu¨hrt. Die Distanz in der Szene zwischen den
Markern, welche auf den Seiten des Fahrzeugs angebracht wurden, liegt bei ca. 3 m,
sodass der maximale Fehler fu¨r den Gierwinkel, wenn das Fahrzeug lateral zur optischen
Achse fa¨hrt, bei ca. 2◦ liegt. Die absoluten Tiefen- und Gierwinkelfehler sind proportional
zu z20 .
Abb. 9.7 zeigt eine Beispieltrajektorie und den ermittelten Gierwinkel fu¨r Sequenz S5.
Die Referenztrajektorie wurde durch die mittlere Position der vier Farbmarker ermittelt.
Die ermittelte Trajektorie wurde basierend auf dem Mittelpunkt der korrespondierenden
Modellfla¨che generiert.
Die Werte, welche die Posegenauigkeit beschreiben, sind, wie bereits bei den Expe-
rimenten zu Systemauspra¨gung 3 eingefu¨hrt, die mittlere euklidische Distanz edist der
Referenzpunkte zu der korrespondierenden Modellebene und die Differenz ∆θ zwischen
dem ermittelten Gierwinkel und seinem Referenzwert aus den Ground-Truth-Daten. Die
Referenzdaten fu¨r die zeitlichen Poseableitungen werden durch numerische Differentiati-
on der Posereferenzdaten unter Beru¨cksichtigung der Zeitschritte erzeugt. Da die resul-
tierende Gierrate zu rauschbehaftet ist, um verla¨ssliche Referenzwerte zu liefern, wird
die Gierrate tiefpassgefiltert, indem ein Polynom vierten Grades an die differenzierten
Gierwinkelwerte angepasst wird. In Abb. 9.8 und Abb. 9.9 werden die Unterschiede zwi-
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Abbildung 9.5.: Gierwinkelfehler fu¨r die Downhill-Simplex Optimierung, mittlere Basis-
breite. Anordnung, Farben und Kennzeichnungen wie in Abb. 9.3.
schen ermittelten Poseparametern und den zugeho¨rigen Referenzwerten als Fehlerbalken
dargestellt, die den Median und das 25% und das 75% Quantil beschreiben. Der modell-
basierte Szenenfluss wird stets u¨ber das Ergebnis des Quaternionen-ICPs initialisiert.
Der mittlere Gierwinkelfehler ∆θ des nichtlinearen ICP-Ansatzes mit polarer Fehler-
metrik ist deutlich geringer als der der Quaternionenbasierten Lo¨sung, d.h. 2.4◦ ± 2.1◦
gegen 4.3◦±6.3◦ (siehe Abb. 9.8, oben). Der mittlere Gierwinkelfehler des modellbasier-
ten Szenenflusses liegt bei 1.8◦± 3.4◦. Das relativ große Fehlerintervall wird gro¨ßtenteils
durch die hohen Unsicherheiten in Sequenz S6 verursacht, wohingegen die Fehler in
den anderen Sequenzen vergleichbar mit denen des nichtlinearen ICP-Ansatzes sind.
Der mittlere Positionsfehler edist des quaternionenbasierten ICP-Algorithmus ist um ein
Drittel geringer als beim nichtlinearen ICP (0.21 ± 0.07 m vs. 0.31 ± 0.08 m). Der mo-
dellbasierte Szenenfluss liefert einen vergleichbaren Mittelwert fu¨r edist von 0.19±0.11 m
(siehe Medianwerte in Abb. 9.8, unten).
Die Genauigkeit ∆θ˙ der durch den modellbasierten Szenenfluss-Ansatz bestimmten
Gierrate, gemittelt u¨ber alle Testsequenzen korrespondiert mit 1.2◦ ± 1.3◦ pro Zeit-
schritt (siehe Abb. 9.9). Der mittlere horizontale Geschwindigkeitsfehler ∆x˙ betra¨gt
0.06± 0.07 m pro Zeitschritt, wohingegen der mittlere Fehler ∆z˙ der Geschwindigkeits-
komponente entlang der optischen Achse ho¨her ist: 0.11 ± 0.09 m pro Zeitschritt. Fu¨r
den modellbasierten Szenenfluss zeigt die Evaluierung keinen signifikanten Unterschied
zwischen der Verwendung der mittelwertfreien SSD und dem normierten Kreuzkorrela-
tionskoeffizienten als Vergleichsmaß. Vergleichsweise hohe Fehler tauchen vor allem in
Sequenz S4, S5 und S6 auf, wo in den meisten Bildern das Fahrzeug weit entfernt von
der Kamera ist(z ≈ 30 m) und lediglich die Hinterseite sichtbar ist. Vergleicht man die
gescha¨tzten Bewegungsparametern mit denen, die sich differentiell aus den Poseergebnis-
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Abbildung 9.6.: Abstandsfehler fu¨r die Downhill-Simplex Optimierung, mittlere Basis-
breite. Anordnung, Farben und Kennzeichnungen wie in Abb. 9.3.
sen ermitteln lassen, kann festgestellt werden, dass der Fehler der differentiell gescha¨tzten
Bewegungsparameter verglichen mit der Ground-Truth etwa dreimal gro¨ßer ist, als der
Fehler der direkt mithilfe des modellbasierten Szenenfluss-Verfahrens gescha¨tzten Be-
wegungsparameter. Daher ist eine direkte Scha¨tzung der Objektbewegung differentiell
ermittelten Bewegungsdaten vorzuziehen.
Als weiteres Beispiel wurde eine kurze Bildsequenz von 1.5 s La¨nge betrachtet, worin
ein PKW einen Abbiegevorgang durchfu¨hrt (siehe Abb. 9.10). Hier ist die Bildgro¨ße
640 × 480 Pixel, die Bildwiederholfrequenz liegt bei 12 Bildern pro Sekunde, und die
Basisbreite des Stereokamerasystems liegt bei 300 mm. Im beobachteten Szenario konn-
ten keine Farbmarker am Fahrzeug angebracht werden, wodurch keine Referenzdaten zur
Verfu¨gung stehen. Die x- und z-Position und der Gierwinkel θ, welche durch den modell-
basierten Szenenfluss ermittelt wurden, zeigen, dass das Fahrzeug lateral von rechts nach
links in Richtung der Kamera fa¨hrt und sich dabei um 25◦ dreht, was einer mittleren
Gierrate von 1.4◦ pro Zeitschritt entspricht (siehe Abb. 9.11). Die Messungen der direkt
aus jeweils zwei Zeitschritten ermittelten Gierrate sind stark rauschbehaftet, zeigen aber
einen konsistent abnehmenden Wert von 1.5◦ auf 1.0◦ pro Zeitschritt. Die gemessene,
instantan ermittelte, laterale Geschwindigkeit x˙ von 0.14–0.18 m pro Zeitschritt ist kon-
sistent mit der lateralen Position x u¨ber die Zeit betrachtet. Die Tiefengeschwindigkeit
rauscht stark, zeigt jedoch, dass der modellbasierte Szenenfluss dazu in der Lage ist, klei-
ne Geschwindigkeitskomponenten entlang der z-Achse von nur ein paar Zentimetern pro
Zeitschritt zu erkennen, was weniger als einem Prozent des Objektabstands zur Kamera
entspricht. Am Ende der Sequenz sind die Tiefengeschwindigkeitswerte nahezu Null, da
sich das Fahrzeug nun fast ausschließlich lateral zur Kamera bewegt.
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Abbildung 9.7.: Links: Trajektorie fu¨r Sequenz S5 mit dem Fahrzeugmodell fu¨r einen
Zeitschritt, wobei der Mittelpunkt der sichtbaren Modellebene darge-
stellt ist. Rechts: Verhalten des Gierwinkels θ fu¨r die gleiche Sequenz.
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Abbildung 9.8.: Gierwinkelfehler ∆θ (links) und Positionsfehler δ (rechts). Die Symbole
kennzeichen die Medianwerte und die Fehlerbalken das 25% bzw. 75%
Quantil. “Verfeinerung” kennzeichnet das Ergebnis des modellbasierten
Szenenflusses.
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Abbildung 9.9.: Fehler der Gierrate (∆θ˙, oben links), Horizontalgeschwindigkeit (∆x˙,
oben rechts) und der Tiefengeschwindigkeit (∆z˙, unten). Die Symbole
kennzeichen die Medianwerte und die Fehlerbalken das 25% bzw. 75%
Quantil.
Abbildung 9.10.: Beispielsequenz, in der ein PKW rechts um eine Kurve fa¨hrt.
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Abbildung 9.11.: Mithilfe des modellbasierten Szenenflusses bestimmte Poseparameter
und deren zeitliche Ableitung fu¨r die Bildsequenz aus Abb. 9.10. Die
Scha¨tzung des Gierwinkels ist anspruchvoll, weshalb es Ausreißer bei
der Scha¨tzung gibt. Bei der Tiefengeschwindigkeit ist die Skalierung
der Darstellung zu beachten.
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10. Untersuchungen zur Integration von
Modellwissen
10.1. Experimente zur Korrektur von Fehlkorrespondenzen
In diesem Abschnitt wird die vorgestellt Methode zur Korrektur von Fehlkorresponden-
zen evaluiert. Zur Bildaufnahme wird ein PointGrey Digiclops Kamerasysten mit einer
Bildauflo¨sung von 1024×768 Pixel, einer Kamerakonstanten von 6 mm (f = 1350 pixels)
und einer Basisbreite von b = 100 mm verwendet. Bei der Stereobildverarbeiutng kommt
das Spacetime-Stereo zum Einsatz, wobei zur Korrespondenzanalyse drei unterschied-
liche Constraints (Uniqueness-, Uniqueness- und Ordering-, oder Minimum-Weighted-
Matching-Constraint, siehe Kap. 2.1.2) verwendet und evaluiert werden. Es werden vier
verschiedene Testsequenzen benutzt, wobei in jeder ein verha¨ltnisma¨ßig kleines Objekt
vor einer repetitiven Struktur sichtbar ist. Das rechte Kamerabild jeder Sequenz ist in
Abb. 10.1a abgebildet. Szene 1 zeigt eine Person, die vor einem großen Zaun steht, Sze-
ne 2 eine Tastatur mit einer Hand davor, Szene 3 ein Arm mit einer repetitiven Struktur
auf dem A¨rmel und einen Stab davor und Szene 4 einen Geba¨udeeingang mit einer Per-
son davor. Szene 1, 2 und 4 benutzten das Ebenenmodell, wohingegen bei Szene 3 das
Hand-Arm-Modell zum Einsatz kommt.
Eine manuell definierte Ground-Truth dient dazu, die resultierenden 3D-Punktewolken
quantitativ zu evaluieren (siehe Abb. 10.1b). Fu¨r jede initiale 3D-Punktewolke ist das
Adaptionsergebnis des jeweiligen Modells in Abb. 10.2 dargestellt. In allen vier Beispielen
wird die Modelladaption korrekt durchgefu¨hrt und die aufgrund der sich wiederholenden
Struktur entstehenden Phantomobjekte werden deutlich sichtbar.
Um die Ergebnisse der 3D-Szenenrekonstruktion quantitativ darzustellen, wird eine
Art ROC-Kurve (engl.:
”
receiver operating characteristics“) benutzt, die das Verha¨ltnis
darstellen zwischen Frep der 3D-Punkte, die korrekt der repetitiven Struktur zugeord-
net wurden, und Fobj der 3D-Punkte, die korrekt dem Objekt davor zugeordnet wurden
darstellt, wobei der Wert fu¨r den Parameter λe vera¨ndert wird (siehe Abb. 10.4). Je-
der einzelne 3D-Punkt wird evaluiert, ob er zum Hintergrund (fa¨llt aus der weiteren
Betrachtung heraus), zur repetitiven Struktur oder zum Objekt geho¨rt und einen kor-
rekten Disparita¨tswert aufweist, wobei eine geringe Abweichung erlaubt wird, was auf
Basis der manuell definierten Ground-Truth geschieht.
Zum Vergleich wurde das modellbasierte Stereoverfahren aus Kap. 4.4.8 auf Szene 1
angewendet (siehe Abb. 10.3). Dieses Verfahren zeigt eine sehr gute Rekonstruktion
des Zauns, jedoch geht dabei natu¨rlich die Information, dass sich vor dem Zaun noch
eine Person befindet verloren, da diese nicht Teil der Modellannahme ist. Außerdem
muss eine Poseinitialisierung bekannt sein, was durch das FFT-basierte Verfahren aus
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Szene Constraint λe = 0 λe = 0.01
Zaun mit Person Uniqueness 23317 24755
Uniqueness + Ordering 15509 22752
Min. Weighted Matching 25354 25463
Tastatur mit Hand Uniqueness 9392 9924
Uniqueness + Ordering 7613 9029
Min. Weighted Matching 9980 10145
Arm mit Stab Uniqueness 9164 9587
Uniqueness + Ordering 8329 8601
Min. Weighted Matching 9604 10064
Geba¨ude mit Person Uniqueness 5023 5651
Uniqueness + Ordering 3270 5136
Min. Weighted Matching 5648 5654
Tabelle 10.1.: Anzahl der extrahierten 3D-Punkte fu¨r die untersuchten Beispielsequen-
zen ohne Modellwissen (λe = 0) und unter Einbeziehung von Modellwis-
sen (λe = 0.01). Durch Einbeziehung von Modellwissen steigt die absolu-
te Anzahl von 3D-Punkten. Insbesondere bei Anwendung des Ordering-
Constraints wird die Anzahl der extrahierten 3D-Szenenpunkte erho¨ht,
da die korregierten Punkte im Bereich der repetitiven Struktur die Korre-
spondenzanalyse insgesamt verbessern.
Kap. 6.1 entfa¨llt. Es zeigt sich somit, dass die beiden komplementa¨ren Verfahren (lokales
und modellbasiertes Stereo) nicht in der Lage sind, den Zaun und die Person davor zu
erkennen.
Fu¨r alle vier Experimente gilt, dass eine Kombination von Uniqueness und Ordering
Constraint bei der Analyse der Korrespondenzmatrix Et (siehe Kap. 6.1) den ho¨chsten
Anteil von korrekten Punkten auf der repetitiven Struktur und korrekte Punkte auf
dem Objekt liefert. Setzt man λe = 0, bedeutet das eine vollsta¨ndige Unterdru¨ckung
des Modellwissens. Durch die Anhebung von λe auf einen Wert von 0.001 wird der
Wert fu¨r Frep ebenfalls erho¨ht, wobei der Anteil von Fobj weitestgehend konstant bleibt.
Wenn λe weiter erho¨ht wird, erho¨ht sich Frep nur noch langsam, wa¨hrend sich Fobj stark
verringert. Als Konsequenz zeigt sich, dass intuitiv die besten Ergebnisse mit einem Wert
fu¨r λe zwischen 0.001 und 0.01 fu¨r alle vier Experimente erzielt wird. Im Gegensatz zur
klassischen Ausreißerbehandlung, wird durch die Verwendung der vorgestellten Methode
nicht die absolute Anzahl von 3D-Punkten verringert, sondern es wird die Anzahl sogar
bei allen Experimenten erho¨ht, wie Tabelle 10.1 belegt.
In Abb. 10.5 wird die resultierende 3D-Punktewolke fu¨r die vier Experimente im Dispa-
rita¨tsraum dargestellt, wobei λe = 0 gesetzt wurde bzw. λe = 0.01. In Szene 1 (Zaun mit
Person, siehe Abb. 10.5a) bleiben lediglich einige wenige Punkte der
”
Phantomza¨une“
u¨brig, wenn man λe von 0 auf 0.01 erho¨ht, wobei das Objekt davor richtig extrahiert wird.
Ein a¨hnliches Verhalten zeigt sich in Szene 2 (Tastatur mit Hand, siehe Abb. 10.5b),
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in der eine noch geringere Anzahl von falschen Punkten auf der repetitiven Struktur
zuru¨ckbleibt. Diese bilden keine Cluster und sind eher zufa¨llig im Disparita¨tsraum ver-
teilt. In Szene 3 (Arm und Stab, siehe Abb. 10.5c) ist der Effekt nicht so ausgepra¨gt wie
in Szene 1 oder 2. Jedoch zeigt sich auch hier deutlich, dass durch einen ho¨heren Wert
fu¨r λe die Punkte mit falscher Disparita¨t auf der sich wiederholenden Struktur weniger
werden, gerade wenn man sich den Bereich bei u ≈ 750 Pixel und Disparita¨ten von 140
und 175 Pixel ansieht. Die Anzahl der falsch zugeordneten Objektpunkte erho¨ht sich
zwar (diese Punkte haben eine Disparita¨t erhalten, die nahe der des Arms ist), jedoch
bleibt das Objekt durch zwei große Punktecluster in der Punktewolke erhalten. Fu¨r Sze-
ne 4 (Geba¨ude mit Person davor, siehe Abb. 10.5d) wirkt sich eine Erho¨hung von λe
auf Werte zwischen 0.001 und 0.0025 stark auf den Anteil von korrekten Punkten auf
dem Geba¨ude aus, sodass Phantomobjekte verschwinden und die Anzahl von korrekten
Punkten auf dem Objekt nur vernachla¨ssigbar abnimmt.
In allen vier Szenen wurde die Anzahl der 3D Punkte, die Phantomobjekte bilden si-
gnifikant reduziert und vor allem Cluster mit falsch zugeordneten Punkten verschwinden.
Daher eignet sich das vorgestellte Verfahren, um in den in dieser Arbeit beru¨cksichtigten
Szenarien zwischen einer repetitiven Struktur, einem Phantomobjekt und einem wahren
Objekt zwischen Struktur und Kamera zu unterscheiden.
10.1.1. Fehlerbetrachtung
Es ist notwendig zu untersuchen, in welchem Umfang Ungenauigkeiten bei den bestimm-
ten Werten as, bs, and cs der Modellebene im 3D-Raum (siehe Gl. 6.6) zu ungenauen
Modelldisparita¨ten fu¨hren, da die Modellebene direkten Einfluss auf die Korrektur der
Fehlkorrespondenzen und somit auf die spa¨tere 3D-Punktewolke hat.
Die Korrespondenzanalyse basiert auf der Matrix Et (siehe Gl. 6.8). Die Berechnung
des Disparita¨tsunterschiedes zwischen 3D-Punkt und Modell und die experimentellen
Untersuchungen beno¨tigen außerdem eine Zuweisung der 3D-Punkte zum Modell oder
zu einem Objekt vor der repetitiven Struktur basierend auf einer Disparita¨tsschwelle.
Daher ist es notwendig zu untersuchen, in welchem Umfang Ungenauigkeiten bei den
bestimmten Werten as, bs, and cs der Modellebene im 3D-Raum zu ungenauen Modell-
disparita¨ten fu¨hren. Fu¨r die Fehler ∆ad, ∆bd und ∆cd der Modellebenenparameter im
Disparita¨tsraum, fu¨hrt das Fehlerfortpflanzungsgesetz zu folgenden Zusammenha¨ngen:
∆ad =
∣∣∣∣∂ad∂cs
∣∣∣∣∆cs +
∣∣∣∣∂ad∂as
∣∣∣∣∆as = lasc2s ∆cs +
l
cs
∆as (10.1)
∆bd =
∣∣∣∣∂bd∂cs
∣∣∣∣∆cs +
∣∣∣∣∂bd∂bs
∣∣∣∣∆bs = lbsc2s ∆cs +
l
cs
∆bs (10.2)
∆cd =
∣∣∣∣∂cd∂cs
∣∣∣∣∆cs = lfc2s∆cs (10.3)
Fu¨r eine approximative, quantitative Fehleranalyse wird eine Kamerakonstante von f =
1350 Pixel und eine Basisbreite von l = 0.1 m angenommen (siehe Kap. 10.1). Die
mittlere Distanz zur repetitiven Struktur entspricht in etwa dem Wert von cs, was etwa
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10 m fu¨r Außenszenen und 1 m fu¨r Innenszenen entspricht (siehe Kap. 10.1). Unter
der sehr pessimistischen Annahme, dass der Wert von cs mit einer Genauigkeit von 5%
bestimmt werden kann, resultiert dies in einem Fehler fu¨r cd unter Beru¨cksichtigung von
Gleichung (10.3) von 0.7 Pixel fu¨r Außenszenen und 6.8 Pixel fu¨r Innenszenen.
Die Ausdehnung des Objekts im Bild wird mit g bezeichnet und entspricht typischer-
weise 100–300 Pixeln, sodass g = 200 Pixel angenommen werden ko¨nnen. Der maximale
Disparita¨tsfehler ∆dmax infolge der Unsicherheit ∆ad des Modellparameters ad im Dis-
parita¨tsraum korrespondiert dann mit ∆dmax = g ·∆ad. Zur Vereinfachung wird ange-
nommen, dass fu¨r die tatsa¨chliche Modellebene as = bs = 0 ist, d. h. die Modellebene ist
parallel der Bildebene. Wird zudem, wiederum vom schlechtesten Fall ausgehend, ange-
nommen, dass ∆as = 0.6 entspricht, was einem Winkelfehler von mehr als 30
◦ fu¨r eine
frontoparallele Ebene gleichkommt, ergeben sich ∆ad = 0.006 und ∆dmax = 1.2 Pixel
fu¨r Außenszenen und ∆ad = 0.060 und ∆dmax = 12 Pixel fu¨r Innenszenen.
Basierend auf dieser Fehleranalyse wird die minimale Wellenla¨nge der repetitiven
Struktur fu¨r Außen- und Innenszenen definiert, fu¨r die die vorgestellte Methode ver-
wendet wird.
10.2. Experimente zur Klassifikation von artikulierten Objekten
Zum Training des in Kap. 6.2 beschriebenen Klassifikators wird ein Trainingsdatensatz
verwendet, der normalisierte Ansichten der Hand-Unterarm-Region von verschiedenen
Personen mit unterschiedlicher Bekleidung entha¨lt, wie in Abb. 10.6 beispielhaft gezeigt.
Neben diesen Beispielen fu¨r die erste Klasse (HU ), werden auch Negativbeispiele ver-
wendet, die keine Abbildung eines Hand-Unterarms enthalten. Diese werden der zweiten
Klasse (kein HU ) zugeordnet. Insgesamt besteht die verwendete Trainingsdatenmenge
(Lernset) aus 1592 einzelnen Beispielen.
Zur Bewertung des Klassifikationsansatzes fu¨r artikulierte Objekte wird in erster Li-
nie die sogenannte ROC-Kurve benutzt. Diese zeigt auf einen Blick, wie sich der ge-
lernte Klassifikator auf einem ihm unbekannten und somit unabha¨ngigen Testdaten-
satz (Testset) verha¨lt. Das verwendete Testset besteht aus insgesamt 470 Beispielen
beider Klassen. Zur Ermittlung der ROC-Kurve wird der Quotient aus falsch-positiv
und richtig-positiven Klassifikationsergebnissen u¨ber eine sich a¨ndernde Schwelle fu¨r die
Klassenzugeho¨rigkeitswahrscheinlichkeit aufgetragen. Als falsch-positiv bezeichnet man
dabei einen Bildausschnitt, der als Hand-Unterarm erkannt wird, jedoch keinen Hand-
Unterarm darstellt. Als richtig-positiv wird ein Beispiel bezeichnet, wenn es eine Hand-
Unterarm-Region zeigt und auch der entsprechenden Klasse zugeordnet wird.
In dem verwendeten System haben die Bildausschnitte eine Gro¨ße von 60 × 15 Pi-
xel, wodurch insgesamt 900 Grauwerte zur Verfu¨gung stehen. Die Merkmalsreduktion
fasst diese in einem 30-dimensionalen Merksmalsvektor zusammen, der anschließend dem
Polynomklassifkator u¨bergeben wird. Die Hauptkomponentenanalyse zur Merkmalsre-
duktion wird verwendet, da bei direkter Benutzung der 900 Grauwerte die Polynom-
strukturliste viel zu groß wird, speziell wenn ein Klassifiaktor zweiten Grades zum Ein-
satz kommt. Dadurch wa¨re dann auch die Menge der beno¨tigten Trainingsdaten enorm.
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Durch die Reduktion der Dimensionalita¨t des Merkmalsvektors auf 30 wird eine hand-
habbare Menge von Trainingsbeispielen beno¨tigt und auch die Adation des Klassifikators
an diese Trainingsmenge ist mit aktueller Rechnertechnology durchfu¨hrbar. Durch die
Hauptkomponenten wird dafu¨r gesorgt, dass die signifikanten Daten im Lernset trotz
Dimensionsreduktion an den Klassifikator weitergeleitet werden.
Die Kombination aus Polynomklassifkator und vorgeschalteter Hauptkomponenten-
analyse wird maßgeblich u¨ber zwei Parameter gesteuert: zum einen u¨ber die Dimensio-
nalita¨t des Merkmalsvektors, der von der Hauptkomponentenanalyse an den Klassifikator
u¨bergeben wird, und zum anderen u¨ber den Grad des Polynoms auf dessen Basis der
Polynomklassifikator arbeitet. Die Dimensionalita¨t wird mit 30 Dimensionen definiert.
Theoretisch liefert ein Polynomklassifikator zweiten Grades immer bessere Klassifi-
kationsergebnisse, als ein Klassifikator ersten Grades. Eine Evaluierung des Grades des
Polynomklassifikators ist in Abb. 10.7 dargestellt. Hier wird fu¨r eine die Dimensionalita¨t
des Merksmalsvektors von 30 der Grad 1 und 2 gegenu¨bergestellt. Der Klassifikator auf
Basis Polynoms 2. Grades zeigt bessere Klassifikationsergebnisse und wird daher im Sys-
tem verwendet. Die Polynomstrukturliste besteht beim Klasifikator zweiten Grades und
einer Dimensionalita¨t von 30 aus 465 Elementen. Der Klassifikator zweiten Grades wird
in einem vollquadratischen Ansatz verwendet, d.h. alle Elemente der Polynomstruktur-
liste werden beim Training adaptiert und zur Klassifikation herangezogen.
Abschließend wird fu¨r eine Testsequenz beispielhaft die Klassifikationsergebnisse ge-
zeigt. Abb. 10.8 zeigt die Ergebnisse fu¨r eine der Sequenzen aus dem Datensatz der auch
zur Evaluierung von Systemauspra¨gung 2 (siehe Kap. 8.2) verwendet wurde. Das Ergeb-
nis der Klassifikation zeigt, dass die Wahrscheinlichkeit, dass es sich bei dem jeweiligen
Bildausschnitt um eine Hand-Unterarm-Abbildung handelt, fu¨r den ersten Teil der Se-
quenz meist bei ca. 70% liegt. Ab Zeitschritt 310 wurden die Poseergebnisse manipuliert,
sodass die Pose bis zum Schluss der Sequenz gleich bleibt, obwohl sich der Arm weiter in
der Szene bewegt. Dadurch wird ein typisches Fehlverhalten bei Trackingverfahren aus
dem Stand der Forschung simuliert: der Verlust des Objekts z.B. bei zu schnellen Be-
wegungen. Neben dem eigentlichen Klassifikationsergebnis ist auch noch dessen zeitliche
Filterung zu sehen. Durch diese Filterung wird erreicht, dass kurzzeitige Fehlklassifi-
kationen nicht direkt zum Stillstand des Systems fu¨hren. Es wird in diesem Falle der
Mittelwert aus den jeweils letzten 5 Klassifikationsergebnissen gebildet. Dadurch ergibt
sich jedoch auch eine leicht verzo¨gerte Erkennung von Fehlern der Pose-Estimation.
Wertung
Die Evaluierung zeigt, dass mit dem vorgestellten Verfahren eine Klassifikation von ar-
tikulierten Objekten mo¨glich ist. Um die Klassifikationsleistung noch weiter zu steigern
ist die Verwendung einer gro¨ßeren Lerndatenbank denkbar, sowie die Verwendung eines
anderen Klassifikationsansatzes. Es ist außerdem zu erwa¨hnen, dass die aktuelle Lern-
datenbank aus Bildern verschiedenster Personen und Bekleidungen bestehen. Auch hier
wu¨rden sich weitere Verbesserungen erreichen lassen, indem verschiedene Klassifikato-
ren fu¨r verschiedene Arten von Bekleidung verwendet werden, da hier ein signifikanter
Unterschied in der Abbildung des Arms entsteht.
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(1)
(2)
(3)
(4)
(a) (b)
(a) (b)
Abbildung 10.1.: Testsequenzen 1, 2, 3 und 4 (von oben nach unten). Links: Rechtes
Kamerabild jeder Sequenz. Rechts: Manuell gelabelte Szenenobjekte.
Bildregionen mit repetitiver Struktur sind in rot dargestellt. Das Ob-
jekt vor der repetitiven Struktur ist in gru¨n dargestellt.
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Abbildung 10.2.: Initiale 3D-Punktewolke (korrespondierend mit λe = 0, siehe Gl. 6.8)
fu¨r alle vier Szenen (hier a – d) im 3D-Raum zusammen mit den adap-
tierten Modellen, wobei die Kombination aus Uniqueness und Ordering
Constraint zur Generierung der Punktewolke benutzt wurde.
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Abbildung 10.3.: Um das Verfahren mit einem anderen modellbasierten Verfahren zu
vergleichen wurde Szene 1 mit dem modellbasierten Stereoalgorithmus
(siehe Kap. 4.4.8) ausgewertet. Links: Initialisierung des modellbasier-
ten Stereoalgorithmus. Rechts: Endergebnis des modellbasierten Ste-
reoalgorithmus. Die Punktewolke wurde mithilfe des Spacetime-Stereos
berechnet. Die Person vor dem Zaun, welche durch einen Kreis gekenn-
zeichnet ist, verschwindet durch die Modellannahme, da lediglich der
Zaun modelliert wurde.
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Abbildung 10.4.: 3D-Rekonstruktionsergebniss fu¨r die vier untersuchten Szenen. Die ro-
te, durchgezogene Kurve wurde durch die Verwendung des Uniqueness-
Constraints, die gru¨ne, gestrichelte Kurve durch die Kombination aus
Uniqueness- und Ordering Constraint und die hellblaue durch das
Minimum-Weighted-Matching-Constraint generiert. Die Zahlen an den
Kurven beschreiben den entsprechenden Wert des Gewichtungsfaktors
λe. (a) Szene 1 (Zaun mit Person). (b) Szene 2 (Tastatur mit Hand).
(c) Szene 3 (Arm mit Stab). (d) Szene 4 (Geba¨udefront). Die Kur-
ven zeigen den Anteil korrekter Punkte auf der repetitiven Struktur
und den Anteil korrekter Punkte auf dem Objekt vor der repetitiven
Struktur. Es zeigt sich, dass durch einen go¨ßeren Einfluß des Modell-
wissens in der Korrespondenzanalyse es mehr korrekte Punkte auf der
repetitiven Struktur gibt, wobei der Anteil der korrekten Punkte etwa
gleich bleiben. Wird die Korrespondenzanalyse zu sehr vom Modellwis-
sen beeinflußt (λe ≥ 0.0025), entstehen Punkte mit falscher Disparita¨t
im Bereich des Objekts vor der repetitiven Struktur.
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(d)
(c)
(b)
(a)
Abbildung 10.5.: 3D-Punktewolken mit λe = 0 (linke Spalte), d. h. ohne Anwendung
von Modellinformationen (siehe Gl. 6.8) und λe = 0.01 (rechte Spalte).
(a) Szene 1 (Zaun mit Person). (b) Szene 2 (Tastatur mit Hand). (c)
Szene 3 (Arm mit Stab). (d) Szene 4 (Geba¨ude mit Person). Gru¨ne
Punkte kennzeichnen korrekte, rote Sterne inkorrekte Punkte im Be-
reich der repetitiven Struktur, wohingegen hellblaue Kreise korrekte
und violette Kreuze inkorrekte Punkte auf dem Objekt darstellen.
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Abbildung 10.6.: Beispiele aus dem Datensatz zum Trainieren des Klassifikators. In dem
Datensatz sind Bildausschnitte der Hand-Unterarm-Region von Perso-
nen mit unterschiedlicher Kleidung vorhanden: ohne Bekleidung, mit
Pullover bzw. Hemd oder mit Handschuh.
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Abbildung 10.7.: Evaluierung des Polynomgrades des Klassifkators auf dem Testset. Der
Klassifikator 2.Grades zeigt bessere Ergebnisse, jedoch ist dadurch die
Gro¨ße der Polynomstrukturliste wesentlich gestiegen.
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Abbildung 10.8.: Zeitliches Verhalten der Ausgabe des vollquadratischen Polynomklas-
sifikators fu¨r Klasse HU (Hand-Unterarm) mit und ohne zeitliche Fil-
terung. Die senkrechte Linie bezeichnet den Abbruch des Tracks.
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11. Zusammenfassung und
Schlußfolgerungen
Im Rahmen dieser Arbeit wurde ein System zur Analyse der Position, Orientierung und
Bewegung von rigiden und artikulierten Objekten aus Stereobildsequenzen entwickelt.
Das System wurde in zwei unterschiedlichen Szenarien evaluiert und durch verschiedene
Systemauspra¨gungen angepasst: das Produktionsszenario in der Fabrik und das Straßen-
verkehrsszenario im Kreuzungsbereich. Außerdem wurden zwei Ansa¨tze vorgestellt, die
beschreiben, wie die Integration von Modellwissen als Ru¨ckkopplungen in den Ablauf
des Gesamtsystems zur Steigerung der Robustheit beitragen ko¨nnen.
Auf Basis der Stereobildsequenzen wurden zuna¨chst raum-zeitliche Szenenrekonstruk-
tionsdaten ermittelt. Dazu wurden zum einen Verfahren aus dem Stand der Forschung
zur Berechnung von 3D-Punkten und des optischen Flusses kombiniert und somit ein un-
vollsta¨ndiger Szenenfluss dargestellt. Außerdem wurde das Spacetime-Stereo-Verfahren
im Rahmen dieser Arbeit aufgegriffen und an verschiedenen Stellen weiterentwickelt,
was zur Erho¨hung der Rekonstruktionsgenauigkeit und zur Steigerung der Robustheit
des Verfahrens beitrug. Die Verwendung des jewiligen Verfahrens zur Berechnung des
Szenenflusses ist in erster Linie durch das Szenario bestimmt.
Auf Basis dieser Szenenflussinformationen wurde dann eine allgemeingu¨ltige Methode
zur Vorsegmentierung vorgestellt. Hauptbestandteil ist hier das von Konrad (2006) ent-
wickelte Clusterverfahren. Dadurch erha¨lt man eine objektspezifische 3D-Punktewolke,
die das beobachtete Objekt repra¨sentiert und gleichzeitig durch die Verwendung von Sze-
nenflussinformationen auch Bewegungsinformationen der einzelnen 3D-Punkte entha¨lt,
was spa¨ter fu¨r die Bewegungsanalyse wichtig ist.
In der Literatur findet sich der sogenannte Iterative Closest Point-Algorithmus meist
als das einschla¨gige Verfahren zur Bestimmung der Transformation zwischen zwei 3D-
Punktewolken. In dieser Arbeit wird dieser Algorithmus dazu benutzt, ein objektspezifi-
sches 3D-Modell an die aus der Szene extrahierte Punktewolke anzupassen. Dabei wird
jedoch nicht der urspru¨ngliche von Besl und McKay (1992) erwa¨hnte ICP-Algorithmus
verwendet, sondern verschiedene neuentwickelte Modifikationen davon, die je nach An-
wendung eine bessere Robustheit, eine ho¨here Genauigkeit oder auch eine schneller Ver-
arbeitung ermo¨glichen. Durch eine ebenfalls neuentwickelte Fusion mit einem kontur-
basierten Ansatz kann eine weitere Steigerung der Systemleistung in Bezug auf die Ro-
bustheit erreicht werden. Ein grundsa¨tzlich anderer Ansatz ist das modellbasierte Stereo,
welches direkt auf den Eingangsbildern der Kamera arbeitet und durch die Ausnutzung
aller vorhandenen Informationen eine sehr hohe Genauigkeit bei der Posescha¨tzung von
Fahrzeugen zeigt.
Die abschließende Bestimmung der Objektbewegung baut wiederum auf verschiedenen
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Ansa¨tzen auf. Dabei stellt die neuartige Erweiterung des von Schunck (1989) bekannten
Constraint-Line-Clusterings eine schnelle Art der Scha¨tzung der vollsta¨ndigen Bewe-
gungsparameter eines Objekts durch die Analyse der optischen Fluss-Daten, welche mit
den 3D-Punkten der Objektpunktewolke verknu¨pft sind, dar. Diese Daten wurden außer-
dem zur Initialisierung des von Hahn et al. (2008b) vorgestellten ShapeFlow-Algorithmus
benutzt. Des Weiteren wurde auch die Idee des modellbasierten Stereos raum-zeitlich er-
weitert, wodurch der neuartige Ansatz des modellbasierten Szenenflusses entstand. Hier
werden wiederum alle verfu¨gbaren Informationen (in diesem Fall aus zwei Zeitschritten
jeweils zwei Stereobilder, also insgesamt vier Bilder) genutzt, um mo¨glichst genau die
Bewegung des Objekts bestimmen zu ko¨nnnen.
Im Rahmen dieser Arbeit wurden außerdem zwei neuartige Methoden zur Ru¨ckkopp-
lung von Berechnungsergebnissen in die Verarbeitungshierarchie entwickelt. Zum einen
ein Verfahren, mit dessen Hilfe Fehlkorrespondenzen in der Stereobildverarbeitung ver-
mieden werden ko¨nnen. Zum anderen ein Verfahren mit dem es mo¨glich ist, artikulierte
Objekte zu klassifizieren. Beiden Methoden bringen einen erheblichen Vorteil, basieren
auf dem vorher vorgestellten Systemaufbau und sind somit ohne großen Aufwand mit in
das Gesamtsystem integrierbar.
Die Evaluierung in dieser Arbeit basiert ausschließlich auf realen Szenen, welche mit
verschiedenen Algorithmen berechnet wurden, um die einzelnen Methoden gegeneinan-
der testen zu ko¨nnen. Dabei wurde auch stets eine von einem unabha¨ngigen System
ermittelte Ground-Truth verwendet, um objektiv die Qualita¨t der Ergebnisse bewerten
zu ko¨nnen. Auch wurden Verfahren aus dem Stand der Forschung herangezogen, um
sicherzustellen, dass durch die neuentwickelten Verfahren ein Fortschritt erreicht wurde.
Die Evaluierungen, welche im Rahmen dieser Arbeit durchgefu¨hrt wurden, fu¨hren zu
mehreren Schlussfolgerungen, die im Folgenden nochmals kurz zusammengefasst sind:
1. Die Wahl eines geeigenten Stereoalgorithmus zur 3D-Szenenrekonstruktion ist stets
von der Anwendung, dem Umfeld, der Objektgro¨ße, der verfu¨gbaren Rechenzeit
und der notwendigen Genauigkeit abha¨ngig.
2. Eine raum-zeitliche Szenenrekonstruktion vereinfacht die Segementierung der Sze-
ne in einzelne Objekte gegenu¨ber einer rein ra¨umlichen Rekonstruktion.
3. Eine Initialisierung des ICP-Algorithmus durch eine Hauptkomponentenanaly-
se der 3D-Punktewolke ist meist sinnvoll und vereinfacht die nichtlineare Po-
sescha¨tzung erheblich.
4. Der ICP-Algorithmus kann als Basis zur modellbasierten Posescha¨tzung verwendet
werden. Um eine hohe Genauigkeit in Verbindung mit einer guten Robustheit zu
erhalten, sind jedoch verschiedene Anpassungen notwendig.
5. Eine problemspezifische Fehlermetrik im ICP-Algorithmus fu¨hrt speziell im Fern-
bereich zu einer Erho¨hung der Genauigkeit der Posescha¨tzung.
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6. Die ICP-Variante auf Basis der geschlossenen Lo¨sung mittels Quaternionen fu¨hrt
zu einer ca. 40 mal schnelleren Posescha¨tzung als bei Verwendung einer iterativen,
nichtlinearen Optimierung, wobei die Genauigkeit jedoch leicht abnimmt.
7. Das modellbasierte Stereo fu¨hrt zu sehr hohen Genauigkeiten bei der Po-
sescha¨tzung.
8. Auf Basis von Spacetime-Stereo-Daten ist eine vollsta¨ndige Scha¨tzung der Objekt-
bewegung fu¨r rotationssymmetrische Objekte mittels erweitertem Constraint-Line-
Clustering-Ansatz mo¨glich.
9. Eine Fusion von punkte- und konturbasierten Pose-Estimation-Methoden verbes-
sert sowohl Genauigkeit als auch Robustheit des Systems, beno¨tigt jedoch Wissen
u¨ber die abgebildete Objektkontur.
10. Das neuentwickelte, modellbasierte Szenenfluss-Verfahren erreicht durch die Ver-
wendung aller zur Verfu¨gung stehender Daten eine gute Genauigkeit bei der Be-
wegungsscha¨tzung, auch in Bezug auf die sehr anspruchvoll zu scha¨tzende Tiefen-
geschwindigkeit.
11. Ru¨ckkopplungen in der Verarbeitungshierarchie sind sinnvoll und erho¨hen bei ei-
nem geringen Mehraufwand die Robustheit des Gesamtsystems.
12. Fehlkorrespondenzen in der Sterobildverarbeitung ko¨nnen durch das Einbringen
von Modellwissen stark minimiert werden.
13. Die Klassifikation artikulierter Objekte wird unter Verwendung der Objektpose
ermo¨glicht.
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Die Daten zur Pose und zur Bewegung des beobachteten Objekts sind Voraussetzung fu¨r
verschiedene Anwendungen, u.a. im Produktionsumfeld und im Straßenverkehrsumfeld.
Dabei sind die beiden Anwendungsszenarien zu trennen. In der Produktion ist sicherlich
im ersten Schritt eine Verbesserung der Erkennung von Kollisionsgefahren umsetzbar.
Außerdem ko¨nnen durch die Bewegungserkennung Schutzra¨ume enger abgesteckt und
dynamisch ausgelegt werden, was zu einer Erho¨hung der Flexibilita¨t und zu Vorteilen
bei der Entwicklung von Produktionsstandorten fu¨hrt. Des Weiteren ist so eine Interakti-
on zwischen der Maschine und dem Menschen mo¨glich. Durch die sichere Erkennung der
Ko¨rperteile des Menschen, in Verbindung mit den aus der Robotersteuerung bekannten
Bewegungsmuster der Maschine, ko¨nnen Kollisionen verhindert werden, die Bahn des
Roboters umgeplant werden oder notfalls die Fahrt gestoppt werden, was Vorrausset-
zung fu¨r eine sichere Interaktion ist. Dadurch wird es erstmals mo¨glich, die Sta¨rken von
Mensch und Maschine in einem Produktionsschritt zu vereinen. Außerdem ist durch das
detaillierte Wissen u¨ber die Trajektorie der menschlichen Hand-Unterarm-Region eine
Handlungserkennung, wie beispielsweise von Hahn et al. (2008a) beschrieben, umsetz-
bar. Durch diese Analyse ist zum einen eine Vollsta¨ndigkeitspru¨fung der notwendigen
Arbeitsschritte mo¨glich. Zum anderen kann eine Langzeitpra¨diktion erstellt werden, um
noch fru¨her mo¨gliche Kollisionen erkennen zu ko¨nnen. Zusammengefasst ist die Analy-
se der Pose und der Bewegung menschlicher Ko¨rperteile der Grundstein fu¨r zuku¨nftige
Produktionssta¨tten, bei denen Sicherheit, Flexibilita¨t und eine Kombination von auto-
matisierten und manuellen Handlungsabla¨ufen im Vordergrund stehen.
Im Fahrzeugumfeld und im speziellen im Bereich der Fahrerassistenzsysteme werden
in den kommenden Jahren viele Innovationen in den Markt eingefu¨hrt. Dabei steht das
Thema Sicherheit nach wie vor an oberster Stelle, wobei auch hier die Information u¨ber
die Pose und die Bewegung der anderen Verkehrsteilnehmer Grundlage fu¨r die verschie-
denen Systeme ist. Darauf aufbauend ist eine Situationsanalyse mo¨glich, die die Gefahr
von Zusammensto¨ßen nicht nur im La¨ngsverkehr, sondern auch im querenden Verkehr
erkennt. Dadurch wird eine Fahrerassistenz im Kreuzungsbereich mo¨glich, was aufgrund
der hohen Fahrzeuggeschwindigkeiten in Verbindung mit sich teilweise abrupt a¨ndernden
Bewegungsrichtungen anspruchsvoll ist. Daher ist es auch wichtig, nicht nur die Position
und die Geschwindigkeit der anderen Verkehrsteilnehmer zu kennen, sondern auch deren
Gierwinkel und Gierraten. Hierdurch lassen sich Abbiegemano¨ver fru¨hzeitig erkennen
und mit in der Situationsanalyse verarbeiten. Es la¨sst sich außerdem eine Langzeit-
pra¨diktion der anderen Fahrzeuge mithilfe einer Trajektorienklassifikation durchfu¨hren,
wie es beispielsweise von Hermes et al. (2009) bereits beschrieben wurde. Durch gezieltes
Warnen des Fahrers bzw. im Notfall durch direkten, autonomen Eingriff in das eigene
Fahrverhalten kann der Fahrer gerade in komplizierten Kreuzungsumfeldern unterstu¨tzt
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werden, wodurch sich Unfa¨lle vermeiden lassen. Zusammengefasst ist die Information
u¨ber die Pose und die Bewegung der anderen Verkehrsteilnehmer Grundlage fu¨r die
Assistenz des Fahrers in komplexen Verkehrssituationen.
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Symbolverzeichnis
α1, α2 Posewinkel des Hand-Unterarm-Modells fu¨r den Unter-
arm(1) bzw. die Hand(2) entsprechend der Drehung um die
y-Achse
β1, β2 Posewinkel des Hand-Unterarm-Modells fu¨r den Unter-
arm(1) bzw. die Hand(2) entsprechend der Drehung um die
z-Achse
F Objektivebene der Kamera
O optisches Zentrum der Kamera
R Bildebene der Kamera
∆z˙ Geschwindigkeitsdisperion entlang der z-Achse
∆g laterale Geschwindigkeitsdisperion u¨ber das Objekt
∆t Dauer eines Zeitschritts
δ Vertikaler Verlauf der modellierten Grauwert im Spacetime-
Stereo
u˙, v˙ optischer Fluss-Komponenten
x˙, y˙, z˙ Geschwindigkeitskomponenten eines 3D-Punkts in metri-
schen Einheiten
λ Regularisierungsparameter
λe Gewichtungsparameter bei der Korrektur von Fehlkorrespon-
denzen
δdist = [δe, δv]
T Distanzvektor im graphenbasierten Clusterverfahren
Φ˙ zeitliche Ableitung der Pose, Objektbewegung
q˙ Quaternion
Φ Objektposevektor
Φfusion Ergebnis der Pose-Estimation-Fusion
C Korrespondenzmatrix im Spacetime-Stereo
D Matrix der Disparita¨tswerte fu¨r die Korrespondenzanalyse
im Spacetime-Stereo
ESSD Matrix der SSD-Vergleichswerte im Spacetime-Stereo
m Bildpunkt
m0 Hauptpunkt des Kamerasystems
P0 = [P0x , P0y , P0z ]
T Aufpunkt des Hand-Unterarm-Modells
P Projektionsmatrix
p Parametervektor der Gauwertmodellierung im Spacetime-
Stereo
Ry,Rz Rotationsfunktion um die y- bzw. z-Achse
R Rotationsmatrix
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SY Sobel-Operator fu¨r vertikale Kanten
t Translationsvektor
w 3D-Punkt
µ Zeitlicher Verlauf der modellierten Grauwert im Spacetime-
Stereo
ωo Winkelgeschwindigkeit der Objektrotation orthogonal der
Bildebene
ωp Winkelgeschwindigkeit der Objektrotation parallel der Bil-
debene
φn Normalfluss
σp, σo, σc Wert fu¨r das Punktabstands-, Orientierungsa¨hnlichkeits-
bzw. Ansichtsa¨hnlichkeitskriterium in der Pose-Estimation-
Fusion
θe, θv Schwellenparameter fu¨r das graphenbasierte Clusterverfah-
ren
o˜
(i)
r Projektiver Vektor der Bildausschnitte in der modellbasier-
ten Stereobildverarbeitung
l
rH
(i) Homographie der posevermittelten Verknu¨pfung zwischen
linkem und rechtem Stereobild in der modellbasierten Ste-
reobildverarbeitung
ad, bd, cd Parameter der Modellebene im Disparita¨tsraum bei der Kor-
rektur von Fehlkorrespondenzen
as, bs, cs Parameter der Modellebene im 3D-Raum bei der Korrektur
von Fehlkorrespondenzen
b Basisbreite des Stereokamerasystems
C Kamerakoordinatensystem
d Disparita¨t
Dmax Abstandsschwelle fu¨r die Modellanpassung mittels ICP-
Algorithmus
Eϕ Winkelfehlerterm bei der problemspezifische ICP-Variante
Er Distanzfehlerterm bei der problemspezifische ICP-Variante
eICP Fehlerfunktion des ICP-Algorithmus
EMBS Fehlerfunktion in der modellbasierten Stereobildverarbei-
tung
EMSF Fehlerfunktion beim modellbasierten Szenenfluss
etanh Fehlerfunktion fu¨r die Grauwertmodellierung im Spacetime-
Stereo
f Kamerakonstante
Is(p, u) synthetische Grauwertverteilung in Abha¨ngigkeit des Para-
metervektors p und der Position u innerhalb einer Zeile
J Bildkoordinatensystem
k1, k2, k3, k4, k5 Linsenverzeichnungsparameter
ku, kv Skalierungsfaktoren/Anzahl der Pixel pro Meter auf Bildsen-
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lh, la La¨nge der Hand bzw. des Unterarms
Mc Punktewolkencluster, objektunspezifisch
mH ,mW ,mL Ho¨he(H), Breite(W) und La¨nge(L) des Fahrzeugmodells
Mm Szenenfluss-Punktewolke, die alle sich bewegenden Punkte
beinhaltet
Mp Punktewolke der Szene
Mp Szenenfluss-Punktewolke der beobachteten Szene
MObj Objektspezifisches Punktecluster
P Pixelkoordinatensystem
r1, . . . r7 Radien des Hand-Unterarm-Modell
s
(i)
r , s
(i)
l Bildausschnitte im rechten bzw. linken Bild in der modellba-
sierten Stereobildverarbeitung
tx, tz Translationskomponente entlang der x- bzw. z-Achse
u, v Bildkoordinaten
ue betragsgro¨ßter Gradient in der Modellfunktion des
Spacetime-Stereos
wICP Gewicht fu¨r das ICP-Ergebnis in der Pose-Estimation-Fusion
wMOCCD Gewicht fu¨r das MOCCD-Ergebnis in der Pose-Estimation-
Fusion
W Weltkoordinatensystem
w(p, u, v, t) Gewichtsfunktion fu¨r die Grauwertmodellierung mit dynami-
scher Maskierung im Spacetime-Stereo
wf Gewichtsfunktion der Ausreißerbehandlung im ICP-
Algorithmus
x, y, z 3D-Koordinaten
∆uROI = [∆u1,∆u2]
T Versatzinformationen fu¨r neue ROI-Definition im Spacetime-
Stereo
I(u,v) Bildmatrix der Grauwerte mit den Pixelkoordinaten u und v
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