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THE FUNDAMENTAL THEOREM OF ASSET PRICING FOR
SELF-FINANCING PORTFOLIOS
ECKHARD PLATEN AND STEFAN TAPPE
Abstract. Consider a financial market with nonnegative semimartingales
which does not need to have a numéraire. We are interested in the absence
of arbitrage in the sense that no self-financing portfolio gives rise to arbitrage
opportunities, where we are allowed to add a savings account to the market.
We will prove that in this sense the market is free of arbitrage if and only if
there exists an equivalent local martingale deflator which is a multiplicative
special semimartingale. In this case, the additional savings account relates to
the finite variation part of the multiplicative decomposition of the deflator. By
focusing on self-financing portfolios, this result clarifies links between previous
results in the literature and makes the respective concepts more realistic.
1. Introduction
There exists now a rich literature on no-arbitrage concepts and their relation-
ships. Unfortunately, this literature involves often lengthy proofs. Some no-arbitrage
concepts remain also difficult to interpret from a practical perspective because the
tradeability of the securities involved is not a focus. Within this paper we aim to
demonstrate a way of deriving and relating to each other many of the existing
results and concepts by focusing on self-financing portfolios, which allows us to
avoid lengthy proofs and brings more clarity into the links between the existing
concepts. In this way, we aim to contribute conceptually and mathematically to the
rich rather theoretical no-arbitrage literature by giving it a slightly more practical
orientation and providing short proofs.
Before giving in this introduction a brief description of the main results of the
paper let us first list some of the important papers in the no-arbitrage literature
which relate to our results. These include the papers [18, 19, 8, 40, 36, 37, 23,
28] and the textbook [14], which treat the fundamental theorem of asset pricing
(FTAP) in discrete time. The papers [9, 11] and the textbook [12] establish the
FTAP in continuous time and its connection between NFLVR and the existence of
a martingale measure, and the papers [10, 26, 39, 35, 30, 15, 16, 32, 7, 22] and the
textbook [25] treat further developments and related topics concerning the FTAP.
The papers [5, 31, 41] present versions of the FTAP, which connect the notions
NA1, NAA1 and NUPBR with the existence of a martingale deflator. Finally, the
articles [29, 6, 21, 17, 27] study related topics.
As will become clear throughout the paper, the conceptual way we approach the
questions of no-arbitrage, including the fundamental NFLVR condition, allows us
to rely on proofs that remain rather short, the theory of no-arbitrage concepts in
topological vector lattices, which we have developed in [34], and well-known results
from stochastic analysis.
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Consider a financial market S = {S1, . . . , Sd} with nonnegative semimartingales,
and fix a finite time horizon T > 0. For the moment, assume that Sd = 1. Then
the market S can be interpreted as discounted price processes of risky assets with
respect to some savings account Sd. The fundamental theorem of asset pricing
(FTAP) tells us that the market is free of arbitrage opportunities if and only if there
exists an equivalent local martingale measure (ELMM). The notion of no-arbitrage
used here is No Free Lunch with Vanishing Risk (NFLVR). More precisely, we have
the following result.
1.1. Theorem. The following statements are equivalent:
(i) I adm0 (S) satisfies NFLVR.
(ii) There exists an ELMM Q ≈ P for S.
Here I adm0 (S) is the convex cone of all admissible stochastic integrals starting in
zero evaluated at the terminal time T . Since S consists of discounted assets, we may
regard the convex cone I adm0 (S) as the set of outcomes of wealth processes starting
in zero. A first version of the FTAP can be found in [19]. The stated Theorem 1.1
follows from [11]; we also refer to the earlier paper [9]. All these results can also be
found in the textbook [12], and a related reference is [26].
Another approach is to work exclusively under the physical probability measure
P. This is done, for example, under the Benchmark Approach in [33]. Then the
appropriate concept replacing an ELMM is that of an equivalent local martingale
deflator (ELMD), and the appropriate no-arbitrage concept is No Unbounded Profit
with Bounded Risk (NUPBR), see [29]. In this context, the following result has been
established.
1.2. Theorem. The following statements are equivalent:
(i) I +1 (S) satisfies NUPBR.
(ii) There exists an ELMD Z for S with Z ∈ Mloc.
Here I +1 (S) is the convex set consisting of all nonnegative stochastic integrals
with initial value one evaluated at the terminal time T . The proof of Theorem 1.2
follows from [41]. We also refer to [5] and [31] for earlier versions of this result.
In this paper, we consider a financial market S = {S1, . . . , Sd} with nonnegative
semimartingales which does not need to have a numéraire Sd = 1. In this respect,
we would like to mention the recent papers [3, 4, 2], where it has been pointed
out that different discounting of the same original market can lead to different no-
arbitrage properties, and the paper [20], where a numéraire-independent modeling
framework has been presented.
Our goal of this paper is to provide characterizations of no-arbitrage concepts
for self-financing portfolios. After this question is answered one could ask in a
second step which other wealth or value processes make sense in the given setting.
For instance, it would be then natural to permit value processes that extend the
absence of arbitrage from the set of self-financing portfolios to other wealth and
value processes. This makes good sense because as soon as some value process
becomes liquidly traded one can, in practice, form self-financing portfolios with
this asset and is in a situation that the first step has covered already.
When we allow to add a savings account to the market, then our main results
essentially state that the market is free of arbitrage opportunities if and only if
there exists an ELMD which is a multiplicative special semimartingale. More pre-
cisely, denote by P+sf,1(S) the convex set of all nonnegative, self-financing portfolios
with initial value one evaluated at the terminal time T . This is equivalent to look-
ing at all nonnegative, self-financing portfolios with strictly positive initial values.
Furthermore, we call every predictable, strictly positive process B of locally finite
variation a savings account. A condensed version of our result reads as follows:
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1.3. Theorem. The following statements are equivalent:
(i) There exists a savings account B such that P+sf,1(S∪{B}) satisfies NUPBR.
(ii) There exists an ELMD Z for S which is a multiplicative special semimartin-
gale.
In this case, such a savings account B has to fit into the multiplicative decom-
position Z = DB−1 of the deflator. For details, we refer to Theorem 7.5 and the
previous, more detailed Theorem 7.4 later on in the paper.
We also provide such a characterization for the following set of admissible self-
financing portfolios. Denoting by Padmsf,0 (S) the convex cone of all admissible, self-
financing portfolios starting in zero and evaluated at the terminal time T , a con-
densed version of this result is as follows:
1.4. Theorem. The following statements are equivalent:
(i) There exists a savings account B such that B and B−1 are bounded, and
Padmsf,0 (S ∪ {B}) satisfies NFLVR.
(ii) There exists an ELMD Z for S which is a multiplicative special semimartin-
gale such that the local martingale part is a true martingale, and the finite
variation part and its inverse are bounded.
(iii) There exist a savings account B such that B and B−1 are bounded, and an
ELMM Q ≈ P for the discounted market SB−1.
As in the previous result, such a savings account B has to fit into the multi-
plicative decomposition Z = DB−1 of the deflator. Furthermore, the martingale D
appearing in this decomposition is just the density process of the measure change
Q ≈ P, which provides a connection to the classical FTAP by Delbaen and Schacher-
mayer (see [9] and [11]). For details, we refer to Theorem 7.7 and the previous, more
detailed Theorem 7.6 later on in the paper.
Our continuous time results can, in particular, be applied to the discrete time
setting. Denote by Psf,0(S) the convex cone of all self-financing portfolios starting
in zero and evaluated at the terminal time T , which is now a positive integer. The
no-arbitrage concept which we consider in this case is simply No Arbitrage (NA).
Then, without much effort we derive the following result.
1.5. Theorem. The following statements are equivalent:
(i) There exists a savings account B such that Psf,0(S ∪ {B}) satisfies NA.
(ii) There exists an EMD Z for S which is a multiplicative special semimartin-
gale such that the local martingale part is a true martingale.
(iii) There exist a savings account B and an EMM Q ≈ P for the discounted
market SB−1.
Here EMD means equivalent martingale deflator, and EMM means equivalent
martingale measure. Note that this result provides a connection to the well-known
FTAP in discrete time; see for example [14]. For details, we refer to Theorem 8.3
and the more detailed Theorem 8.2.
Let us briefly outline some further applications of our main results, which we
present in this paper. Consider a market of Black-Scholes type S = {S} with, for
simplicity, one asset
S = E (a · λ+ σ ·W ),
where a and σ > 0 are suitable processes, λ denotes the Lebesgue measure and
W is a standard Wiener process. Then there exist several ELMDs for S which are
multiplicative special semimartingales. Indeed, consider Z = DB−1, where
D = E (−θ ·W ) and B = exp(r · λ)
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with suitable processes θ and r. Then Z is an ELMD if and only if
θ =
a− r
σ
,
or equivalently
r = a− σθ.
Since r is still free to choose, there exists for each r a respective ELMD. If the
original market consists of several risky assets, then we have still a similar result
where its extension with a savings account allows many choices for r leading to a
respective ELMD. We refer to Section 9 for more details.
Our main result can also be used in order to construct arbitrage free markets
by means of contingent claims H1, . . . , Hd. Indeed, choose a multiplicative special
semimartingale Z = DB−1 with a local martingaleD ∈ Mloc and a savings account
B, and define the market S = {S1, . . . , Sd} by the real-world pricing formula
Sit := Z
−1
t E[H
iZT |Ft], t ∈ [0, T ]
for i = 1, . . . , d. Then the market is free of arbitrage, and the same technique can
be used in order to extend arbitrage free markets. We refer to Section 10 for further
details.
Moreover, our result can also be used in order to construct reasonable portfolios
which may not be self-financing; this can be crucial for risk management purposes
and gives an answer to the question raised above: Which other wealth or value
processes make sense in the given setting? Consider an arbitrage free market S =
{S1, . . . , Sd}, and let Z = DB−1 be an ELMD for S which is a multiplicative special
semimartingale with a savings account B. Then for every self-financing strategy δ
for the market S, the strategy ν = (δ, η), where η = Z is simply the deflator,
provides a locally real-world mean self-financing dynamic strategy for the extended
market S ∪ {B}. We refer to Section 11 for more details.
Note that for all applications outlined above a desirable feature of the ELMD Z
is its tradeability; that is, its inverse Z¯ = Z−1 can be realized as a self-financing
portfolio. This property is desirable because otherwise we obtain strategies which
are difficult to implement in practice. In this case, we expect that such an equivalent
local martingale numéraire portfolio Z¯ will be the growth optimal portfolio, which
provides a link to the Benchmark Approach in [33]; see also Section 12 for an outlook
about subsequent research.
The remainder of this paper is organized as follows. In Section 2 we review the
required results about no-arbitrage concepts, and how they are related. In Section
3 we review the transformation result for self-financing portfolios and draw some
consequences for the no-arbitrage concepts under consideration. In Section 4 we
present the required results about ELMDs and related concepts. In Section 5 we
present some results with sufficient conditions for the absence of arbitrage. In Sec-
tion 6 we review the well-known FTAPs in our present framework, and present
some minor extensions. In Section 7 we present our main results and show some of
their consequences. In Section 8 we deal with the particular situation of financial
models in discrete time. In Section 9 we present an example of Black-Scholes type,
in Section 10 we construct arbitrage free markets by means of contingent claims,
and in Section 11 we show some consequences of our main result for the construc-
tion of locally real-world mean self-financing dynamic trading strategies. Section
12 concludes with an outlook about subsequent research topics. For convenience of
the reader, in Appendix A we provide the required results about vector stochastic
integration, in Appendix B we provide further results from the theory of stochas-
tic processes, and in Appendix C we provide the required results about stochastic
processes in discrete time.
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2. No-arbitrage concepts
In this section we review several no-arbitrage concepts. For more details we refer
to [34, Sec. 7].
From now on, let (Ω,F , (Ft)t∈R+ ,P) be a stochastic basis satisfying the usual
conditions, see [24, Def. I.1.3]. Furthermore, we assume that F0 = {Ω, ∅}. Then
every F0-measurable random variable is P-almost surely constant. Let L be the
space of all equivalence classes of adapted, càdlàg processes X : Ω × R+ → R,
where two processes X and Y are identified if X and Y are indistinguishable, that
is if almost all paths of X and Y coincide; see [24, I.1.10]. Let (Kα)α≥0 be a family
of subsets of L such that for each α ≥ 0 and each X ∈ Kα we have X0 = α.
Throughout this section, we make the following assumptions:
2.1. Assumption. We assume that K0 is a convex cone.
2.2. Assumption. We assume that
aX + bY ∈ Kaα+bβ.(2.1)
for all a, b ∈ R+, α, β > 0 with aα+ bβ > 0 and X ∈ Kα, Y ∈ Kβ.
Now, let T ∈ (0,∞) be a fixed terminal time. We define the family (Kα)α≥0 of
subsets of L0 = L0(Ω,FT ,P) as
Kα := {XT : X ∈ Kα}.(2.2)
We define the convex cone C ⊂ L∞ as
C := (K0 − L
0
+) ∩ L
∞.
Moreover, we define the family (Bα)α≥0 of subsets of L
0
+ as
Bα := (Kα − L
0
+) ∩ L
0
+, α ≥ 0,
and we set B := B1. By [34, Lemma 3.11] we have Bα = αB for each α > 0, and
hence for the upcoming no-arbitrage concepts it suffices to consider K1 rather than
the family (Kα)α>0. The Minkowski functional pB : L
0 → [0,∞] is given by
pB(ξ) = inf{α > 0 : ξ ∈ Bα}, ξ ∈ L
0.
2.3. Definition. We introduce the following concepts:
(1) K0 satisfies NA if K0 ∩ L0+ = {0}, or equivalently C ∩ L
∞
+ = {0}.
(2) K0 satisfies NFL if C
∗
∩ L∞+ = {0}, where C
∗
denotes the closure with
respect to the weak-∗ topology σ(L∞, L1).
(3) K0 satisfies NFLBR if C˜
∗ ∩ L∞+ = {0}, where C˜
∗ denotes the sequential
closure with respect to the weak-∗ topology σ(L∞, L1).
(4) K0 satisfies NFLVR if C ∩ L∞+ = {0}, where C is the denotes the closure
with respect to the norm topology on L∞.
(5) K1 satisfies NUPBR if B is topologically bounded, or equivalently bounded
in probability.
(6) K1 satisfies NAA1 if B is sequentially bounded.
(7) K1 satisfies NA1 if pB(ξ) > 0 for all ξ ∈ L0+ \ {0}.
As discussed in [34, Sec. 5], these concepts correspond to the well-known respec-
tive concepts that are usually used in the finance literature.
2.4. Proposition. [34, Prop. 5.7] We have the implications (i) ⇒ (ii) ⇒ (iii) ⇒
(iv), where:
(i) K0 satisfies NFL.
(ii) K0 satisfies NFLBR.
(iii) K0 satisfies NFLVR.
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(iv) K0 satisfies NA.
2.5. Proposition. [34, Cor. 5.9] Suppose that K0 − L0+ is closed in L
0. Then the
following statements are equivalent:
(i) K0 satisfies NFLVR.
(ii) K0 satisfies NA.
Now, we consider some particular examples for the family (Kα)α≥0. Let I 6= ∅
be an arbitrary nonempty index set, and let (Si)i∈I be a family of semimartingales.
We assume that Si ≥ 0 for each i ∈ I. We define the market S := {Si : i ∈ I}.
For an Rd-valued semimartingale X we denote by L(X) the set of all X-integrable
processes in the sense of vector integration; see [39] or [24, Sec. III.6]. We also refer
to Appendix A for further details. For δ ∈ L(X) we denote by δ ·X the stochastic
integral according to [39]. For a finite set F ⊂ I we define the multi-dimensional
semimartingale SF := (Si)i∈F .
2.6. Definition. We call a process δ = (δi)i∈I a strategy for S if there is a finite
set F ⊂ I such that δi = 0 for all i ∈ I \ F and we have δF ∈ L(SF ).
2.7. Definition. We denote by ∆(S) the set of all strategies δ for S.
2.8. Definition. For a strategy δ ∈ ∆(S) we set
δ · S := δF · SF ,
where F ⊂ I denotes the finite set from Definition 2.6.
2.9. Definition. For α ∈ R and strategy δ ∈ ∆(S) we define the integral process
Iα,δ := α+ δ · S.
2.10.Definition. For a strategy δ ∈ ∆(S) we define the portfolio Sδ := δ ·S, where
we use the short-hand notation
δ · S :=
∑
i∈F
δiSi
with F ⊂ I denoting the finite set from Definition 2.6.
2.11.Definition. A strategy δ ∈ ∆(S) and the corresponding portfolio Sδ are called
self-financing for S if Sδ = Sδ0 + δ · S.
2.12. Definition. We denote by ∆sf(S) the set of all self-financing strategies for S.
The following auxiliary result is obvious.
2.13. Lemma. For a strategy δ ∈ ∆(S) the following statements are equivalent:
(i) We have δ ∈ ∆sf(S).
(ii) We have Sδ = Iα,δ, where α = Sδ0 .
Recall that a processX is called admissible if X ≥ −a for some constant a ∈ R+.
2.14. Definition. We introduce the following families:
(1) We define the family of all integral processes (Iα(S))α≥0 as
Iα(S) := {I
α,δ : δ ∈ ∆(S)}, α ≥ 0.
(2) We define the family of all admissible integral processes (Iadmα (S))α≥0 as
Iadmα (S) := {X ∈ Iα(S) : X is admissible}, α ≥ 0.
(3) We define the family of all nonnegative integral processes (I+α (S))α≥0 as
I+α (S) := {X ∈ Iα(S) : X ≥ 0}, α ≥ 0.
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(4) We denote by (Iα(S))α≥0, (I
adm
α (S))α≥0 and (I
adm
α (S))α≥0 the respective
families of random variables defined according to (2.2).
2.15.Remark. Consider the particular case where X i ≡ 1 for some i ∈ I. Then the
market S can be interpreted as discounted price processes of risky assets with respect
to some savings account, and the families (Iα(S))α≥0, (I
adm
α (S))α≥0, (I
+
α (S))α≥0 can
be regarded as wealth processes in this case.
2.16. Definition. We introduce the following families:
(1) We define the family of self-financing portfolios (Psf,α(S))α≥0 as
Psf,α(S) := {S
δ : δ ∈ ∆sf(S) and S
δ
0 = α}, α ≥ 0.
(2) We define the family of admissible self-financing portfolios (Padmsf,α (S))α≥0
as
Padmsf,α (S) := {X ∈ Psf,α(S) : X is admissible}, α ≥ 0.
(3) We define the family of nonnegative self-financing portfolios (P+sf,α(S))α≥0
as
P+sf,α(S) := {X ∈ Psf,α(S) : X ≥ 0}, α ≥ 0.
(4) We denote by (Psf,α(S))α≥0, (P
adm
sf,α (S))α≥0 and (P
adm
sf,α (S))α≥0 the respec-
tive families of random variables defined according to (2.2).
For each i ∈ I we denote by ei ∈ ∆(S) the strategy with components
eji =
{
1, if j = i,
0, otherwise.
2.17. Lemma. [34, Lemma 7.21] For each i ∈ I we have ei ∈ ∆sf(S).
Now, we have a series of results, which can be found in [34, Sec. 7].
2.18. Theorem. Let (Kα)α≥0 be one of the families
(Iα(S))α≥0, (I
adm
α (S))α≥0, (I
+
α (S))α≥0,
(Psf,α(S))α≥0, (P
adm
sf,α (S))α≥0, (P
+
sf,α(S))α≥0.
Then the following statements are equivalent:
(i) K1 satisfies NUPBR.
(ii) K1 satisfies NAA1.
(iii) K1 satisfies NA1.
(iv) We have
⋂
α>0 Bα = {0}.
2.19. Proposition. Let (Kα)α≥0 be one of the families
(Iα(S))α≥0, (I
adm
α (S))α≥0, (I
+
α (S))α≥0.
If K1 satisfies NA1, then K0 satisfies NA.
2.20. Proposition. Let (Kα)α≥0 be one of the families
(Iα(S))α≥0, (I
adm
α (S))α≥0.
If K0 satisfies NFLVR, then K1 satisfies NA1.
2.21. Proposition. Suppose we have Si0 > 0 for some i ∈ I, and let (Kα)α≥0 be
one of the families
(Psf,α(S))α≥0, (P
adm
sf,α (S))α≥0, (P
+
sf,α(S))α≥0.
If K1 satisfies NA1, then K0 satisfies NA.
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2.22. Proposition. Suppose that Si0 > 0 and S
i
T ∈ L
∞ for some i ∈ I, and let
(Kα)α≥0 be one of the families
(Psf,α(S))α≥0, (P
adm
sf,α (S))α≥0.
If K0 satisfies NFLVR, then K1 satisfies NA1.
3. Market transformations
In this section, we review the well-known transformation result for self-financing
portfolios and draw some consequences for the no-arbitrage concepts under con-
sideration. As in Section 2, we consider a market S = {Si : i ∈ I} consisting of
nonnegative semimartingales Si ≥ 0 for some index set I 6= ∅. For a nonnegative
semimartingale Z ≥ 0 we agree on the notation
SZ := {SiZ : i ∈ I}.
Furthermore, we introduce the notation
S¯ := S ∪ {1}.
3.1. Lemma. Suppose that 1 /∈ S. Then there is a bijection between R×∆(S) and
∆sf(S¯), which is defined as follows:
(1) For δ¯ = (δ¯S, δ¯1) ∈ ∆sf(S¯) we assign
δ¯ 7→ (x, δ) := (S¯ δ¯0 , δ¯
S) ∈ R×∆(S).
(2) For (x, δ) ∈ R×∆(S) we assign
(x, δ) 7→ δ¯ = (δ, x+ δ · S − Sδ)
= (δ, x+ (δ · S)− − δ · S−) ∈ ∆sf(S¯).
Furthermore, for all (x, δ) ∈ R × ∆(S) and the corresponding strategy δ¯ ∈ ∆sf(S¯)
we have
S¯ δ¯ = x+ δ · S.
Proof. This is a consequence of [41, Lemma 5.1] and Lemma A.3. 
3.2. Lemma. [41, Prop. 5.2] Suppose that 1 /∈ S. Let δ ∈ ∆sf(S¯) be a self-financing
strategy, and let Z be semimartingale with Z,Z− > 0. Then we also have δ ∈
∆sf(S¯Z).
3.3. Lemma. Let Z ∈ S be such that Z,Z− > 0, and set S0 := S \ {Z}. Then for
each α ≥ 0 we have
Iα(SZ
−1) = Iα(S0Z
−1).
Proof. Noting that SZ−1 = S0Z
−1 ∪ {1}, this is a consequence of Lemma A.3. 
3.4. Definition. We call every predictable process B of locally finite variation with
B0 = 1 and B,B− > 0 a savings account (or a locally risk-free asset).
3.5. Lemma. If B is a savings account, then B−1 is also savings account with
representation
B−1 = 1− (B−)
−2
·B +
∑
s≤•
(
(Bs)
−1 − (Bs−)
−1 + (Bs−)
−2∆Bs
)
.
Proof. This is a consequence of Itô’s formula; see [24, Thm. I.4.57]. 
3.6. Lemma. For each savings account B we have SB−1B = S ∪B.
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Proof. We have
SB−1B = (SB−1 ∪ {1})B = S ∪ {B},
completing the proof. 
Now, let T ∈ (0,∞) be a fixed terminal time. Recall that the definitions of the
upcoming sets like Psf,0(S ∪ {B}) depend on the time T .
3.7. Proposition. Let B be a savings account. Then the following statements are
equivalent:
(i) Psf,0(S ∪ {B}) satisfies NA.
(ii) I0(SB
−1) satisfies NA.
Proof. (i)⇒ (ii): By Lemma 3.3 we may assume that B /∈ S; otherwise we consider
S0 := S \ {B} rather than S. Let
ξ ∈ (I0(SB
−1)− L0+) ∩ L
0
+
be arbitrary. Then there exists a strategy δ ∈ ∆(SB−1) such that(
δ · (SB−1)
)
T
≥ ξ.
By Lemma 3.1 there is a self-financing strategy δ¯ of the form
δ¯ = (δ, η) ∈ ∆sf(SB−1)
for some predictable process η such that
δ · (SB−1) = (δ, η) · (SB−1, 1) = δ · (SB−1) + η.
Therefore, we have
δ0 · (S0B
−1
0 ) + η0 = 0,
δT · (STB
−1
T ) + ηT ≥ ξ.
By Lemmas 3.2 and 3.6 we have
δ¯ ∈ ∆sf(SB−1B) = ∆sf(S ∪ {B}).
Furthermore, we have
δ0 · S0 + η0 · B0 = 0,
δT · ST + ηT · BT ≥ ξBT .
In other words, we have
(S,B)δ¯0 = 0 and (S,B)
δ¯
T ≥ ξBT .
Therefore, we deduce
ξBT ∈ (Psf,0(S ∪ {B})− L
0
+) ∩ L
0
+.
Since Psf,0(S ∪ {B}) satisfies NA, it follows that ξBT = 0, and hence ξ = 0.
Consequently, I0(SB
−1) satisfies NA.
(ii) ⇒ (i): By Lemma 3.3 we may assume that B /∈ S; otherwise we consider
S0 := S \ {B} rather than S. Let
ξ ∈ (Psf,0(S ∪ {B})− L
0
+) ∩ L
0
+
be arbitrary. Then there exists a self-financing strategy δ¯ = (δ, η) ∈ ∆sf(S ∪ {B})
such that
(S,B)δ¯0 = 0 and (S,B)
δ¯
T ≥ ξ.
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Therefore, we have
δ0 · S0 + η0 · B0 = 0,
δT · ST + ηT · BT ≥ ξ,
and hence
δ0 · (S0B
−1
0 ) + η0 = 0,
δT · (STB
−1
T ) + ηT ≥ ξB
−1
T .
By Lemmas 3.6 and 3.2 we have δ¯ ∈ ∆sf(SB−1). Therefore, we obtain(
δ · (SB−1)
)
T
≥ ξB−1T .
Since δ ∈ ∆(S) and I0(SB−1) satisfies NA, it follows that ξB
−1
T = 0, and hence
ξ = 0. Consequently, Psf,0(S ∪ {B}) satisfies NA. 
3.8. Proposition. Let B be a savings account. Then the following statements are
equivalent:
(i) P+sf,1(S ∪ {B}) satisfies NUPBR.
(ii) I +1 (SB
−1) satisfies NUPBR.
Proof. (i)⇒ (ii): By Lemma 3.3 we may assume that B /∈ S; otherwise we consider
S0 := S \ {B} rather than S. Let
ξ ∈
⋂
α>0
Bα
be arbitrary, where
Bα := (I
+
α (SB
−1)− L0+) ∩ L
0
+ for each α > 0.
Furthermore, let α > 0 be arbitrary. Then there exists a strategy δα ∈ ∆(SB−1)
such that
α+ δα · (SB−1) ≥ 0,
α+
(
δα · (SB−1)
)
T
≥ ξ.
By Lemma 3.1 there is a self-financing strategy δ¯α of the form
δ¯α = (δα, ηα) ∈ ∆sf(SB−1)
for some predictable process ηα such that
α+ δα · (SB−1) = (δα, ηα) · (SB−1, 1) = δα · (SB−1) + ηα.
Therefore, we have
δα0 · (S0B
−1
0 ) + η
α
0 = α,
δα · (SB−1) + ηα ≥ 0,
δαT · (STB
−1
T ) + η
α
T ≥ ξ.
By Lemmas 3.2 and 3.6 we have
δ¯α ∈ ∆sf(SB−1B) = ∆sf(S ∪ {B}).
Furthermore, noting that B0 = 1, we have
δα0 · S0 + η
α
0 · B0 = α,
δα · S + ηα · B ≥ 0,
δαT · ST + η
α
T · BT ≥ ξBT .
In other words, we have
(S,B)δ¯
α
0 = α, (S,B)
δ¯α ≥ 0 and (S,B)δ¯
α
T ≥ ξBT .
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Since α > 0 was arbitrary, we deduce
ξBT ∈
⋂
α>0
B¯α,
where we use the notation
B¯α := (P
+
sf,α(S ∪ {B})− L
0
+) ∩ L
0
+ for each α > 0.
Since P+sf (S ∪ {B})>0 satisfies NUPBR, by Theorem 2.18 it follows that ξBT = 0,
and hence ξ = 0. Consequently, I +1 (SB
−1) satisfies NUPBR.
(ii) ⇒ (i): By Lemma 3.3 we may assume that B /∈ S; otherwise we consider
S0 := S \ {B} rather than S. Let
ξ ∈
⋂
α>0
Bα
be arbitrary, where we use the notation
Bα := (P
+
sf,α(S ∪ {B})− L
0
+) ∩ L
0
+ for each α > 0.
Let α > 0 be arbitrary. Then there exists a self-financing strategy δ¯α = (δα, ηα) ∈
∆sf(S ∪ {B}) such that
(S,B)δ¯
α
0 = α, (S,B)
δ¯α ≥ 0 and (S,B)δ¯
α
T ≥ ξ.
Therefore, we have
δα0 · S0 + η
α
0 · B0 = α,
δα · S + ηα · B ≥ 0,
δαT · ST + η
α
T · BT ≥ ξ,
and hence, since B0 = 1, we obtain
δα0 · (S0B
−1
0 ) + η
α
0 = α,
δα · (SB−1) + ηα ≥ 0,
δαT · (STB
−1
T ) + η
α
T ≥ ξB
−1
T .
By Lemmas 3.6 and 3.2 we have δ¯α ∈ ∆sf(SB−1). Therefore, we have δα ∈ ∆(S)
and
α+ δα · (SB−1) ≥ 0,
α+
(
δα · (SB−1)
)
T
≥ ξB−1T .
Since α > 0 was arbitrary, we deduce that
ξBT ∈
⋂
α>0
B¯α,
where we use the notation
B¯α := (I
+
α (SB
−1)− L0+) ∩ L
0
+ for each α > 0.
Since I +1 (SB
−1) satisfies NUPBR, by Theorem 2.18 it follows that ξB−1T = 0, and
hence ξ = 0. Consequently, P+sf,1(S ∪ {B}) satisfies NUPBR. 
A savings account B is called bounded if there exists a finite constant K > 0
such that B ≤ K on Ω× [0, T ] up to an evanescent set.
3.9. Proposition. Let B be a savings account such that B is bounded. If Padmsf,0 (S∪
{B}) satisfies NFLVR, then I adm0 (SB
−1) satisfies NFLVR.
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Proof. By Lemma 3.3 we may assume that B /∈ S; otherwise we consider S0 :=
S \ {B} rather than S. Let ξ ∈ C ∩ L∞+ be arbitrary, where
C := (I adm0 (SB
−1)− L0+) ∩ L
∞.
Then there exists a sequence (ξj)j∈N ⊂ C such that ‖ξj − ξ‖L∞ → 0. Let j ∈ N be
arbitrary. Then there exist a strategy δj ∈ ∆(SB−1) and a constant aj ∈ R+ such
that
δj · (SB−1) ≥ −aj ,(
δj · (SB−1)
)
T
≥ ξj .
By Lemma 3.1 there is a self-financing strategy δ¯j of the form
δ¯j = (δj , ηj) ∈ ∆sf(SB−1)
for some predictable process ηj such that
δj · (SB−1) = (δj , ηj) · (SB−1, 1) = δj · (SB−1) + ηj .
Therefore, we have
δj0 · (S0B
−1
0 ) + η
j
0 = 0,
δj · (SB−1) + ηj ≥ −aj,
δjT · (STB
−1
T ) + η
j
T ≥ ξ
j .
By Lemmas 3.2 and 3.6 we have
δ¯j ∈ ∆sf(SB−1) = ∆sf(S ∪ {B}).
Furthermore, we have
δj0 · S0 + η
j
0 ·B0 = 0,
δj · S + ηj ·B ≥ −ajB,
δjT · ST + η
j
T ·BT ≥ ξ
jBT .
In other words, we have
(S,B)δ¯
j
0 = 0, (S,B)
δ¯j ≥ −ajB and (S,B)δ¯
j
T ≥ ξ
jBT .
Since B is bounded, the portfolio (S,B)δ¯
j
is admissible, and we have ξjBT ∈ L∞.
Therefore, we deduce that ξjBT ∈ E , where
E := (Padmsf,0 (S ∪ {B})− L
0
+) ∩ L
∞.
Since ‖ξj−ξ‖L∞ → 0 and BT ∈ L∞, we also have ‖ξjBT−ξBT ‖L∞ → 0. Therefore,
we have ξBT ∈ E ∩ L∞+ . Since P
adm
sf,0 (S ∪ {B}) satisfies NFLVR, it follows that
ξBT = 0, and hence ξ = 0. This proves that I
adm
0 (SB
−1) satisfies NFLVR. 
3.10. Proposition. Let B be a savings account such that B−1 is bounded. If
I adm0 (SB
−1) satisfies NFL, then Padmsf,0 (S ∪ {B}) satisfies NFL.
Proof. By Lemma 3.3 we may assume that B /∈ S; otherwise we consider S0 :=
S \ {B} rather than S. Let ξ ∈ C
∗
∩ L∞+ be arbitrary, where
C := (Padmsf,0 (S ∪ {B})− L
0
+) ∩ L
∞.
Then there exists a net (ξj)j∈J ⊂ C for some index set J such that E[(ξj−ξ)ζ]→ 0
for all ζ ∈ L1. Let j ∈ J be arbitrary. Then there exist a self-financing strategy
δ¯j = (δj , ηj) ∈ ∆sf(S ∪ {B}) and a constant aj ∈ R+ such that
(S,B)δ¯
j
0 = 0, (S,B)
δ¯α ≥ −aj and (S,B)δ¯
j
T ≥ ξ
j .
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Therefore, we have
δj0 · S0 + η
j
0 · B0 = 0,
δj · S + ηj · B ≥ −aj,
δjT · ST + η
j
T · BT ≥ ξ
j ,
and hence, we obtain
δj0 · (S0B
−1
0 ) + η
j
0 = 0,
δj · (SB−1) + ηj ≥ −ajB−1,
δjT · (STB
−1
T ) + η
j
T ≥ ξ
jB−1T .
By Lemmas 3.6 and 3.2 we have δ¯j ∈ ∆sf(SB−1). Therefore, we have δj ∈ ∆(S)
and
δj · (SB−1) ≥ −ajB−1,(
δj · (SB−1)
)
T
≥ ξjB−1T .
Since B−1 is bounded, the integral process δj · (SB−1) is admissible, and we have
ξjB−1T ∈ L
∞. Therefore, we deduce that ξjBT ∈ E , where
E := (I adm0 (SB
−1)− L0+) ∩ L
∞.
Since E[(ξj − ξ)ζ]→ 0 for all ζ ∈ L1 and B−1T ∈ L
∞, we also have
E[(ξjB−1T − ξB
−1
T )ζ] = E[(ξ
j − ξ)ζB−1T ]→ 0 for all ζ ∈ L
1,
because ζB−1T ∈ L
1. Therefore, we have ξB−1T ∈ E
∗
∩ L∞+ . Since I
adm
0 (SB
−1)
satisfies NFL, it follows that ξB−1T = 0, and hence ξ = 0. This proves that P
adm
sf,0 (S∪
{B}) satisfies NFL. 
4. Equivalent local martingale deflators and related concepts
In this section we present results about local martingale deflators and related
concepts.
4.1. Definition. Let X be a family of semimartingales, and let Z be a semimartin-
gale such that Z,Z− > 0.
(1) We call Z an equivalent martingale deflator (EMD) for X if
XZ ∈ M for all X ∈ X.
(2) We call Z an equivalent local martingale deflator (ELMD) for X if
XZ ∈ Mloc for all X ∈ X.
(3) We call Z an equivalent σ-martingale deflator (EΣMD) for X if
XZ ∈ Mσ for all X ∈ X.
(4) We call Z a strict σ-martingale density (SΣMD) for X if Z ∈ Mloc and
XZ ∈ Mσ for all X ∈ X.
4.2. Lemma. Let X be a family of nonnegative semimartingales. Then the following
statements are equivalent:
(i) Z is an ELMD for X.
(ii) Z is an EΣMD for X.
Proof. This is an immediate consequence of Lemma A.6. 
4.3. Definition. Let X be a family of semimartingales, and let Q ≈ P be an equiv-
alent probability measure on (Ω,F∞−).
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(1) We call Q an equivalent martingale measure (EMM) for X if X is a Q-
martingale for all X ∈ X.
(2) We call Q an equivalent local martingale measure (ELMM) for X if X is
a Q-local martingale for all X ∈ X.
(3) We call Q an equivalent σ-martingale measure (EΣMM) for X if X is a
Q-σ-martingale for all X ∈ X.
4.4. Lemma. Let X be a family of admissible semimartingales, and let Q ≈ P be
an equivalent probability measure on (Ω,F∞−). Then the following statements are
equivalent:
(i) Q is an ELMM for X.
(ii) Q is an EΣMM for X.
Proof. This is an immediate consequence of Lemma A.6. 
4.5. Lemma. Let Q ≈ P be an equivalent probability measure on (Ω,F∞−), and
let D be the density process D of Q, relative to P. Then for every semimartingale
X the following statements are equivalent:
(i) XD is a P-local martingale.
(ii) X is a Q-local martingale.
Furthermore, the following statements are equivalent:
(iii) XD is a P-martingale.
(iv) X is a Q-martingale.
Proof. (i) ⇒ (ii): This is an immediate consequence of [24, Prop. III.3.8.b].
(ii) ⇒ (i): Let (Tn)n∈N be a Q-localizing sequence for M . Since the probability
measures P andQ are equivalent, it follows that P(limn→∞ Tn =∞) = 1. Therefore,
the stated implication follows from [24, Prop. III.3.8.c].
(iii) ⇔ (iv): This equivalence is a consequence of [24, Prop. III.3.8.a]. 
4.6. Lemma. Let X be a family of semimartingales, let Q ≈ P be an equivalent
probability measure on (Ω,F∞−), and let D be the density process of Q, relative to
P. Then for every semimartingale Z with Z,Z− > 0 the following statements are
equivalent:
(i) ZD is an ELMD for X.
(ii) Z is a Q-ELMD for X.
Furthermore, the following statements are equivalent:
(iii) ZD is an EMD for X.
(iv) Z is a Q-EMD for X.
Proof. This is an immediate consequence of Lemma 4.5. 
4.7. Lemma. Let X be a family of semimartingales, let Q ≈ P be an equivalent
probability measure on (Ω,F∞−), and let D be the density process of Q, relative to
P. Then the following statements are equivalent:
(i) D is an ELMD for X.
(ii) Q is an ELMM for X.
Furthermore, the following statements are equivalent:
(iii) D is an EMD for X.
(iv) Q is an EMM for X.
Proof. This is an immediate consequence of Lemma 4.6. 
4.8. Proposition. The following statements are equivalent:
(i) There exists an ELMM Q ≈ P on (Ω,F∞−) for X.
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(ii) There exists an ELMD D for X such that D ∈ M with P(D∞ > 0) = 1.
Proof. (i) ⇒ (ii): Let D be the density process of Q, relative to P. By [24, Prop.
III.3.5] we have D ∈ M with P(D∞ > 0) = 1. Furthermore, by Lemma 4.7 the
process D is an ELMD for X.
(ii)⇒ (i): Without loss of generality we may assume that D0 = 1. According to [24,
Prop. III.3.5] there exists an equivalent probability measure Q ≈ P on (Ω,F∞−)
such that D is the density process of Q, relative to P. By Lemma 4.7 the measure
Q is an ELMM for X. 
For the rest of this section, let S = {Si : i ∈ I} be a market with nonnegative
semimartingales, as considered in the previous sections. We introduce the unions
I(S) :=
⋃
α≥0
Iα(S), I
adm(S) :=
⋃
α≥0
Iadmα (S) and I
+(S) :=
⋃
α≥0
I+α (S).
4.9. Proposition. For a semimartingale Z with Z,Z− > 0 the following statements
are equivalent:
(i) Z is a SΣMD for S.
(ii) Z is an ELMD for S, and we have Z ∈ Mloc.
(iii) Z is an ELMD for Iadm(S).
(iv) Z is an EΣMD for I(S).
Proof. (i) ⇔ (ii): This equivalence is a consequence of Lemma A.6.
(ii) ⇒ (iv): Let α ∈ R+ and δ ∈ ∆(S) be arbitrary. By Proposition A.14 we have
Iα,δZ = (α+ δ · S)Z = αZ + (δ · S)Z ∈ Mσ.
(iv) ⇒ (iii): Using Lemma 4.2 this implication follows, because Iadm(S) ⊂ I(S).
(iii) ⇒ (ii): We have S ⊂ Iadm(S). Therefore, the process Z is an ELMD for S.
Furthermore, setting α := 1 and δ := 0 we obtain Iα,δ = 1, and hence
Z = Iα,δZ ∈ Mloc,
completing the proof. 
4.10. Proposition. For an equivalent probability measure Q ≈ P on (Ω,F∞−) the
following statements are equivalent:
(i) Q is an ELMM for S.
(ii) Q is an ELMM for Iadm(S).
(iii) Q is an EΣMM for I(S).
Proof. (ii) ⇒ (i): Since S ⊂ Iadm(S), this implication is obvious.
(iii) ⇒ (ii): Since Iadm(S) ⊂ I(S), this implication follows with Lemma 4.4.
(i)⇒ (iii): Let α ∈ R+ and δ ∈ ∆(S) be arbitrary. Then by Lemma A.5 the process
Iα,δ = α+ δ · S
is a Q-σ-martingale. 
We introduce the unions
Psf(S) :=
⋃
α≥0
Psf,α(S), P
adm
sf (S) :=
⋃
α≥0
Padmsf,α (S) and P
+
sf(S) :=
⋃
α≥0
P+sf,α(S).
4.11. Lemma. We have S ⊂ P+sf(S).
Proof. This is an immediate consequence of Lemma 2.17. 
4.12. Proposition. The following statements are equivalent:
(i) Z is an ELMD for S.
(ii) Z is an ELMD for Padmsf (S).
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(iii) Z is an EΣMD for Psf(S).
Proof. (i) ⇒ (iii): Let δ ∈ ∆sf(S) be arbitrary. By Proposition A.15 we have
SδZ = (δ · S)Z ∈ Mσ.
(iii) ⇒ (ii): Using Lemma 4.2 this implication follows, because Padmsf (S) ⊂ Psf(S).
(ii) ⇒ (i): By Lemma 4.11 we have S ⊂ Padmsf (S). Therefore, the process Z is an
ELMD for S. 
5. Sufficient conditions for the absence of arbitrage
In this section we present some results with sufficient conditions for the absence
of arbitrage. As in the previous sections, let S = {Si : i ∈ I} be a market with
nonnegative semimartingales, and let T ∈ (0,∞) be a fixed time horizon. From
now on, deflators are only considered on the time interval [0, T ], and probability
measures are only considered on (Ω,FT ).
5.1. Proposition. Suppose that an ELMM Q ≈ P on (Ω,FT ) for S exists. Then
I adm0 (S) satisfies NFL.
Proof. By Proposition 4.10 the probability measureQ is also an ELMM for Iadm(S).
Let Z be the density process of Q, relative to P. Furthermore, let ξ ∈ C
∗
∩ L∞+ be
arbitrary, where
C := (I adm0 (S)− L
0
+) ∩ L
∞.
Then there exists a net (ξj)j∈J ⊂ C for some index set J converging to ξ with
respect to the weak-∗ topology σ(L∞, L1). Let j ∈ J be arbitrary. Then there
exists a strategy δj ∈ ∆(S) such that δj · S is admissible and
(δj · S)T ≥ ξ
j .
Since Q is an ELMM for Iadm(S), the process δj ·S is an admissible Q-local martin-
gale, and hence by Lemma B.1 a Q-supermartingale. By Doob’s optional sampling
theorem for supermartingales (see Theorem B.2) we obtain
E[ξjZT ] = EQ[ξ
j ] ≤ EQ[(δ
j
· S)T ] ≤ EQ[(δ
j
· S)0] = 0.
Since the net (ξj)j∈J converges to ξ with respect to the weak-
∗ topology σ(L∞, L1),
we obtain
E[ξjZT ]→ E[ξZT ],
and hence E[ξZT ] ≤ 0. Since ξ ≥ 0 and P(ZT > 0) = 1, this shows that ξ = 0.
Hence I adm0 (S) satisfies NFL. 
5.2. Proposition. Suppose that an ELMD Z for S with Z ∈ Mloc exists. Then
I
+
0 (S) satisfies NFL.
Proof. By Proposition 4.10 the process Z is also an ELMD for I+(S). Let ξ ∈
C
∗
∩ L∞+ be arbitrary, where
C := (I +0 (S)− L
0
+) ∩ L
∞.
Then there exists a net (ξj)j∈J ⊂ C for some index set J converging to ξ with
respect to the weak-∗ topology σ(L∞, L1). Let j ∈ J be arbitrary. Then there
exists a strategy δj ∈ ∆(S) such that δj · S ≥ 0 and
(δj · S)T ≥ ξ
j .
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Since Z is an ELMD for I+(S), the process (δj · S)Z is a nonnegative local mar-
tingale, and hence by Lemma B.1 a supermartingale. By Doob’s optional sampling
theorem for supermartingales (see Theorem B.2) we obtain
E[ξjZT ] ≤ E[(δ
j
· S)TZT ] ≤ E[(δ
j
· S)0Z0] = 0.
Note that ZT ∈ L1, because Z is a nonnegative local martingale, and hence by
Lemma B.1 a supermartingale. Since the net (ξj)j∈J converges to ξ with respect
to the weak-∗ topology σ(L∞, L1), we obtain
E[ξjZT ]→ E[ξZT ],
and hence E[ξZT ] ≤ 0. Since ξ ≥ 0 and P(ZT > 0) = 1, this shows ξ = 0. Hence
I
+
0 (S) satisfies NFL. 
5.3. Proposition. Suppose that an ELMD Z for S exists. Then P+sf,1(S) satisfies
NUPBR.
Proof. By Proposition 4.12 the process Z is also an ELMD for P+sf(S). Let
ξ ∈
⋂
α>0
Bα
be arbitrary, where
Bα := (P
+
sf,α(S)− L
0
+) ∩ L
0
+ for each α > 0.
Let α > 0 be arbitrary. Then there exists a self-financing strategy δα ∈ ∆sf(S) such
that
Sδ
α
0 = α, S
δα ≥ 0 and Sδ
α
T ≥ ξ.
Since Z is an ELMD for P+sf(S), the process S
δαZ is a nonnegative local martingale,
and hence by Lemma B.1 a supermartingale. By Doob’s optional stopping theorem
for supermartingales (see Theorem B.2) we obtain
E[ξZT ] ≤ E[S
δα
T ZT ] ≤ E[S
δα
0 Z0] = αZ0.
Since α > 0 was arbitrary, we deduce that E[ξZT ] = 0. Since ξ ≥ 0 and P(ZT >
0) = 1, this shows ξ = 0. Therefore, by Theorem 2.18 the set P+sf,1(S) satisfies
NUPBR. 
6. The fundamental theorems of asset pricing revisited
In this section we review the fundamental theorems of asset pricing in our present
framework, and present some minor extensions. Now, we consider a finite market
S = {S1, . . . , Sd} with nonnegative semimartingales for some d ∈ N; that is, the
index set I = {1, . . . , d} is finite. As in the previous sections, we fix a terminal time
T ∈ (0,∞). We recall that the definitions of the upcoming sets like I +1 (S) depend
on the time T , and that notions like deflators are considered on the time interval
[0, T ].
6.1. Theorem. The following statements are equivalent:
(i) I +1 (S) satisfies NUPBR.
(ii) I +1 (S) satisfies NAA1.
(iii) I +1 (S) satisfies NA1.
(iv) There exists an ELMD Z for S such that Z ∈ Mloc.
(v) There exists a SΣMD Z for S.
If the previous conditions are fulfilled, then I +0 (S) satisfies NFL, NFLBR, NFLVR
and NA.
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Proof. (i) ⇔ (ii) ⇔ (iii): These equivalences follow from Theorem 2.18.
(iv) ⇔ (v): This equivalence is a consequence of Proposition 4.9.
(i) ⇔ (v): This equivalence follows from [41, Thm. 2.6].
The additional statement is a consequence of Propositions 5.2 and 2.4. 
6.2. Theorem. The following statements are equivalent:
(i) I adm0 (S) satisfies NFL.
(ii) I adm0 (S) satisfies NFLBR.
(iii) I adm0 (S) satisfies NFLVR.
(iv) There exists an ELMD Z for S such that Z ∈ M .
(v) There exists an ELMM Q ≈ P on (Ω,FT ) for S.
If the previous conditions are fulfilled, then I adm0 (S) satisfies NA, and I
adm
1 (S)
satisfies NUPBR, NAA1 and NA1.
Proof. (i) ⇒ (ii) ⇒ (iii): These implications follow from Proposition 2.4.
(iv) ⇔ (v): This equivalence is a consequence of Proposition 4.8.
(iii) ⇔ (v): Noting Lemma 4.4, this is an immediate consequence of the Main
Theorem from [11].
(v) ⇒ (i): This follows from Proposition 5.1.
The additional statements follow from Propositions 2.4, 2.20 and Theorem 2.18. 
Note that the FTAP in [9] and [11] characterizes the existence of an ELMM in
terms of the property NFLVR. The equivalence of NFL, NFLBR and NFLVR was
proven in [26]. Here we obtain a rather simple proof of this result.
7. The main results and their consequences
In this section we present our main results and show some of their consequences.
We begin with multiplicative decompositions of semimartingales.
7.1. Definition. A semimartingale Z with Z,Z− > 0 is called a multiplicative
special semimartingale if it admits a multiplicative decomposition
Z = DC(7.1)
with a local martingale D ∈ Mloc and a predictable càdlàg process C with locally
finite variation such that D,D− > 0 and C,C− > 0.
7.2. Theorem. [24, Thm. II.8.21] For a semimartingale Z with Z,Z− > 0 the
following statements are equivalent:
(i) Z is a multiplicative special semimartingale.
(ii) Z is a special semimartingale.
If the previous conditions are fulfilled, then the processes D and C appearing in the
multiplicative decomposition (7.1) are unique up to an evanescent set.
In the situation of Theorem 7.2 we call D the local martingale part of the mul-
tiplicative decomposition (7.1), and we call C the finite variation part of the mul-
tiplicative decomposition (7.1).
Now, consider a finite market S = {S1, . . . , Sd} with nonnegative semimartin-
gales for some d ∈ N.
7.3. Lemma. Let Z = DB−1 be a multiplicative special semimartingale with a local
martingale part D ∈ Mloc and a savings account B. Then the following statements
are equivalent:
(i) Z is an ELMD for S.
(ii) Z is an ELMD for S ∪ {B}.
Proof. Since BZ = D ∈ Mloc, the proof is immediate. 
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As in the previous sections, we fix a terminal time T ∈ (0,∞). Once again, we
emphasize that the definitions of the upcoming sets like P+sf,1(S ∪ {B}) depend on
the time T , and that notions like deflators are considered on the time interval [0, T ].
Now, we are ready to state our main results.
7.4. Theorem. Let B be a savings account. Then the following statements are
equivalent:
(i) P+sf,1(S ∪ {B}) satisfies NUPBR.
(ii) P+sf,1(S ∪ {B}) satisfies NAA1.
(iii) P+sf,1(S ∪ {B}) satisfies NA1.
(iv) There exists a local martingale D ∈ Mloc with D,D− > 0 such that Z =
DB−1 is an ELMD for S.
(v) There exists an ELMD D for SB−1 such that D ∈ Mloc.
If the previous conditions are fulfilled, then P+sf,0(S ∪ {B}) satisfies NA.
Proof. The equivalences (i) ⇔ (ii) ⇔ (iii) follow from Theorem 2.18.
(i) ⇒ (v): By Proposition 3.8 the set I +1 (SB
−1) satisfies NUPBR. Hence, by The-
orem 6.1 there exists an ELMD D for SB−1 such that D ∈ Mloc.
(v) ⇒ (iv): This implication is obvious.
(iv) ⇒ (i): By Lemma 7.3 the process Z is also an ELMD for S ∪ {B}. Hence, by
Proposition 5.3 the set P+sf,1(S ∪ {B}) satisfies NUPBR.
The additional statement follows from Proposition 2.21. 
7.5. Theorem. The following statements are equivalent:
(i) There exists a savings account B such that P+sf,1(S∪{B}) satisfies NUPBR.
(ii) There exists a savings account B such that P+sf,1(S∪ {B}) satisfies NAA1.
(iii) There exists a savings account B such that P+sf,1(S ∪ {B}) satisfies NA1.
(iv) There exists an ELMD Z for S which is a multiplicative special semimartin-
gale.
(v) There exist a savings account B and an ELMD D for SB−1 such that
D ∈ Mloc.
If the previous conditions are fulfilled, then we can choose an ELMD Z for S with
multiplicative decomposition Z = DB−1, where B is a savings account as in (i)–
(iii).
Proof. This is an immediate consequence of Theorem 7.4. 
7.6. Theorem. Let B be a savings account such that B and B−1 are bounded. Then
the following statements are equivalent:
(i) Padmsf,0 (S ∪ {B}) satisfies NFL.
(ii) Padmsf,0 (S ∪ {B}) satisfies NFLBR.
(iii) Padmsf,0 (S ∪ {B}) satisfies NFLVR.
(iv) There exists a martingale D ∈ M with D,D− > 0 such that Z = DB−1 is
an ELMD for S.
(v) There exists an ELMM Q ≈ P for SB−1.
If the previous conditions are fulfilled, then Padmsf,0 (S ∪ {B}) satisfies NA, and
Padmsf,1 (S ∪ {B}) satisfies NA1, NAA1 and NUBBR.
Proof. (i) ⇒ (ii) ⇒ (iii): These implications follow from Proposition 2.4.
(iii) ⇒ (iv): By Proposition 3.9 the set I adm0 (SB
−1) satisfies NFLVR. Hence, by
Theorem 6.2 there exists an ELMD D for SB−1 such that D ∈ M . Therefore, the
process Z = DB−1 is an ELMD for S.
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(iv) ⇒ (v): Note that D is an ELMD for SB−1. Without loss of generality, we
may assume that E[DT ] = 1. Let Q ≈ P be the equivalent probability measure on
(Ω,FT ) with density process D. By Lemma 4.7 the measure Q is an ELMM for
SB−1.
(v) ⇒ (i): By Proposition 5.1 the set I adm0 (SB
−1) satisfies NFL. Thus, by Propo-
sition 3.10 the set Padmsf,0 (S ∪ {B}) satisfies NFL as well.
The remaining statements follow from Proposition 2.4, Proposition 2.22 and The-
orem 2.18. 
7.7. Theorem. The following statements are equivalent:
(i) There exists a savings account B such that B and B−1 are bounded, and
Padmsf,0 (S ∪ {B}) satisfies NFL.
(ii) There exists a savings account B such that B and B−1 are bounded, and
Padmsf,0 (S ∪ {B}) satisfies NFLBR.
(iii) There exists a savings account B such that B and B−1 are bounded, and
Padmsf,0 (S ∪ {B}) satisfies NFLVR.
(iv) There exists an ELMD Z for S which is a multiplicative special semimartin-
gale such that the local martingale part is a martingale, and the finite vari-
ation part and its inverse are bounded.
(v) There exists a savings account B such that B and B−1 are bounded, and
an ELMM Q ≈ P for SB−1.
Proof. This is an immediate consequence of Theorem 7.6. 
In the previous results (Theorems 7.4–7.7) the savings account B could already
be contained in the market S. As the next result shows, an arbitrage free market
can have at most one savings account.
7.8. Proposition. Suppose that P+sf,1(S) satisfies NUPBR (or, equivalently, NAA1
or NA1), and let B, Bˆ ∈ S be two savings accounts. Then we have B = Bˆ up to an
evanescent set.
Proof. By Theorem 7.4 there exists a local martingale D ∈ Mloc with D,D− > 0
such that Z = DB−1 is an ELMD for S. In particular, setting A := B−1Bˆ we have
DA = ZBˆ ∈ Mloc. Applying Lemma B.3 gives us A = 1 up to an evanescent set,
and hence B = Bˆ up to an evanescent set. 
In the situation of the previous results (Theorems 7.4–7.7) the savings account
B, and hence the ELMD Z = DB−1, do not need to be unique. However, as the
following result shows, for a given local martingale D ∈ Mloc there is at most one
suitable savings account fitting into the multiplicative decomposition Z = DB−1.
7.9. Proposition. Suppose that Si, Si− > 0 for some i ∈ {1, . . . , d}. Let D ∈ Mloc
be a local martingale with D,D− > 0. Furthermore, let B, Bˆ be two savings accounts
such that the multiplicative special semimartingales Z = DB−1 and Zˆ = DBˆ−1 are
ELMDs for the market S. Then we have B = Bˆ up to an evanescent set.
Proof. We have SiDB−1 ∈ Mloc and SiDBˆ−1 ∈ Mloc. Note that A := BBˆ−1 is
another savings account, and that
(SiDB−1)A ∈ Mloc.
Applying Lemma B.3 gives us that A = 1 up to an evanescent set, and hence we
have B = Bˆ up to an evanescent set. 
7.10.Remark. In this section we have considered a finite market S = {S1, . . . , Sd}.
However, note that for an arbitrary market S = {Si : i ∈ I} with nonnegative
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semimartingales and an arbitrary index set I the existence of an appropriate ELMD,
which is a multiplicative special semimartingale, is sufficient for the absence of
arbitrage. More precisely, in such a more general market the following implications
still hold true:
• (iv) ⇒ (i), (v) ⇒ (i) in Theorems 7.4 and 7.5.
• (iv) ⇒ (i), (v) ⇒ (i) in Theorems 7.6 and 7.7.
8. Financial models in discrete time
Using our previous results for continuous time models, we can also derive a result
for discrete time models in a rather simple manner. This result is in accordance with
the well-known result concerning the absence of arbitrage in discrete time finance.
In this section we assume that a discrete filtration (Fk)k∈N0 with F0 = {Ω, ∅} is
given, and we consider a finite market S = {S1, . . . , Sd} consisting of nonnegative,
adapted processes. As shown in [24, page 14], this can be regarded as a particular
case of the continuous time setting, which we have considered so far. The terminal
time T is assumed to be an integer T ∈ N. Note that every Rd-valued predictable
process δ belongs to ∆(S), and that the stochastic integral δ · S = (δ · St)t∈N is
given by
δ · S0 = 0,
δ · St =
t∑
k=1
δk · (Sk − Sk−1), t ∈ N.
For our upcoming result, we require the following theorem.
8.1. Theorem. If I0(S) satisfies NA, then I0(S)− L0+ is closed in L
0.
Proof. This is a consequence of [28, Thm. 1]. 
8.2. Theorem. Let B be a savings account. Then the following statements are
equivalent:
(i) Psf,0(S ∪ {B}) satisfies NA.
(ii) There exists a martingale D ∈ M with D > 0 such that Z = DB−1 is an
EMD for S.
(iii) There exists an EMM Q ≈ P for SB−1.
Proof. (i) ⇒ (ii): By Proposition 3.7 the set I0(SB−1) also satisfies NA. By The-
orem 8.1 the set I0(SB
−1) − L0+ is closed in L
0. Hence, by Proposition 2.5 the
set I0(SB
−1) also satisfies NFLVR. By Proposition 2.20 it follows that I1(SB
−1)
satisfies NA1, and hence NUPBR. Of course, the subset I
+
1 (SB
−1) also satisfies
NUPBR. Therefore, by Proposition 3.8 the set P+sf,1(S ∪ {B}) satisfies NUPBR.
Hence by Theorem 7.4 there exists a local martingale D ∈ Mloc with D > 0 such
that Z = DB−1 is an ELMD for S. By virtue of Lemma C.3 we have D ∈ M and
Z is an EMD for S.
(ii) ⇒ (iii): Note that D is an EMD for SB−1. Without loss of generality, we may
assume that E[DT ] = 1. Let Q ≈ P be the equivalent probability measure on
(Ω,FT ) with density process D. By Lemma 4.7 the measure Q is an EMM for
SB−1.
(iii) ⇒ (i): Let ξ ∈ I0(SB−1) ∩ L0+ be arbitrary. Then there exists a strategy
δ ∈ ∆(SB−1) such that (δ · (SB−1))T = ξ. Since Q is an EMM for SB−1, the
process δ · (SB−1) is a d-martingale transform under Q. Therefore, by Theorem
C.1 the process δ · (SB−1) is a Q-local martingale. Since (δ · (SB−1))0 = 0 and
ξ ∈ L0+, by Lemma C.2 we deduce that ξ = 0. Hence I0(SB
−1) satisfies NA, and
by Proposition 3.7 it follows that Psf,0(S ∪ {B}) satisfies NA. 
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8.3. Theorem. The following statements are equivalent:
(i) There exists a savings account B such that Psf,0(S ∪ {B}) satisfies NA.
(ii) There exists an EMD Z for S which is a multiplicative special semimartin-
gale such that the local martingale part is a martingale.
(iii) There exist a savings account B and an EMM Q ≈ P for SB−1.
Proof. This is an immediate consequence of Theorem 8.2. 
9. An example of Black-Scholes type
In this section, we present an example of Black-Scholes type, where we discuss,
for simplicity, the case of a single risky asset but could instead have a set of risky
assets. Let λ be the Lebesgue measure on (R+,B(R+)), and let W be a R-valued
standard Wiener process. We assume that the original market S = {S} is given by
the single asset
S = E (a · λ+ σ ·W ),
where a ∈ L(λ) and σ ∈ L(W ) with σ > 0. We are looking for a savings ac-
count B such that the extended market S ∪ {B} = {S,B} is free of arbitrage.
Hence, according to Theorem 7.4 we have to look for an ELMD Z for S which is a
multiplicative special semimartingale. As a candidate, we consider a multiplicative
special semimartingale of the form Z = DB−1, where
D = E (−θ ·W ) and B = exp(r · λ)(9.1)
with integrable processes θ ∈ L(W ) and r ∈ L(λ). By Yor’s formula (see [24,
II.8.19]) we have
SZ = E
(
(a− r − σθ) · λ+ (σ − θ) ·W
)
.
Hence Z is an ELMD if and only if
θ =
a− r
σ
,(9.2)
or equivalently
r = a− σθ.(9.3)
Since at this stage the choice for r is free, there exists for each possible r a respective
ELMD. Note that the latter identity (9.3) confirms Proposition 7.9 concerning the
uniqueness of the savings account for a given local martingale. Summing up, there
are several ELMDs for S which are multiplicative special semimartingales. They
are all of the form Z = DB−1 with D and B given by (9.1), and where these two
processes are linked by (9.2) and (9.3). By Theorem 7.4 the set P+sf,1(S ∪ {B})
satisfies NUPBR. Furthermore, if the savings accounts B and B−1 are bounded,
then by Theorem 7.6 the set Padmsf,0 (S ∪ {B}) satisfies NFL if and only if D ∈ M .
This is, in particular, the case in the classical Black-Scholes setting, where the
processes a, σ and r are constant.
10. Markets given by contingent claims
In this section we construct arbitrage free markets by means of contingent claims.
We fix a savings account B, a local martingale D ∈ Mloc with D,D− > 0 and
define the multiplicative special semimartingale Z := DB−1. Let H1, . . . , Hd be
nonnegative FT -measurable contingent claims for some d ∈ N such that
HiZT ∈ L
1 for all i = 1, . . . , d.(10.1)
We define the market S = {S1, . . . , Sd} by setting
Sit := Z
−1
t E[H
iZT |Ft], t ∈ [0, T ](10.2)
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for all i = 1, . . . , d. Then Z is an ELMD for S, and by Theorem 7.4 the set P+sf,1(S∪
{B}) satisfies NUPBR.
Now, suppose that the savings accounts B and B−1 are bounded. By Theorem
7.6 the set Padmsf,0 (S ∪ {B}) satisfies NFL if and only if D ∈ M . Suppose that
D ∈ M . Then, also by Theorem 7.6, there exists an ELMM Q ≈ P for SB−1, and
its density process is given by D, where, without loss of generality, we may assume
that D0 = 1. By (10.1) we have
HiB−1T ∈ L
1(Q) for all i = 1, . . . , d.
Hence, using [24, III.3.9] we obtain the representation
Sit = Bt EQ[H
iB−1T |Ft], t ∈ [0, T ](10.3)
for all i = 1, . . . , d. Note that (10.3) is the well-known risk-neutral pricing formula
for contingent claims, whereas (10.2) is the real-world pricing formula, which also
shows up in the Benchmark Approach in [33].
The method above can also be applied in order to extend an arbitrage free mar-
ket. Let S = {S1, . . . , Sd} be a market with nonnegative semimartingales for some
d ∈ N. Suppose there exists a savings account B such that P+sf,1(S ∪ {B}) satisfies
NUPBR. By Theorem 7.4 there exists an ELMD Z for S, which is a multiplicative
special semimartingale of the form Z = DB−1 with a local martingale D ∈ Mloc.
Now, let e ∈ N with e > d be an arbitrary integer, and letHd+1, . . . , He be nonnega-
tive FT -measurable contingent claims such that H
iZT ∈ L1 for all i = d+1, . . . , e.
We extend the market S = {S1, . . . , Sd} to a market Sˆ = S ∪ {Sd+1, . . . , Se} =
{S1, . . . , Se} by setting
Sit := Z
−1
t E[H
iZT |Ft], t ∈ [0, T ]
for all i = d+1, . . . , e. Then Z is also an ELMD for Sˆ, and by Theorem 7.4 the set
P
+
sf,1(Sˆ ∪ {B}) satisfies NUPBR.
11. Dynamic trading strategies
For risk management purposes trading strategies that may not be self-financing
can be crucial. In this section we show how Theorem 7.4 can be used in order to
construct such strategies. Of course, when looking for trading strategies which are
not self-financing, not all strategies can be allowed. In order to construct reasonable
strategies that may not be self-financing, the concept of a locally real-world mean
self-financing dynamic trading strategy (see [13]) turns out to be fruitful. In the risk-
neutral context, this notion has been introduced in [38]. As in the previous sections,
we consider a finite market S = {S1, . . . , Sd} with nonnegative semimartingales
together with a savings account B.
11.1.Definition. A dynamic trading strategy ν = (δ, η) consists of a self-financing
strategy δ ∈ ∆sf(S) and a real-valued optional process η such that the portfolio
V ν := Sδ +Bη,
where we use the common notations Sδ := δ · S and Bη := η ·B, satisfies
V ν = Sδ0 + δ · S +B
η.
In this case, we call δ the self-financing part of ν.
11.2. Remark. Note that
V ν = V ν0 + δ · S +B
η −Bη0 .
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11.3. Definition. Let ν = (δ, η) be a dynamic trading strategy. The profit and loss
(P&L) process Cν is defined as
Cν := V ν − δ · S − V ν0 .
Note that Cν0 = 0 and C
ν = Bη −Bη0 . Therefore, we have
V ν = V ν0 + δ · S + C
ν .
Thus, the P&L process Cν monitors the cumulative inflow and outflow of extra
capital. We will consider such dynamic trading strategies ν for which the portfolio
V ν is locally in mean self-financing. More precisely, we introduce the following
concept.
11.4. Definition. A dynamic trading strategy ν is called locally real-world mean
self-financing if Cν ∈ Mloc.
The following result shows how to construct locally real-worldmean self-financing
dynamic trading strategies, provided that the market S ∪ {B} is free of arbitrage
in the sense of Theorem 7.4.
11.5. Proposition. Suppose there is an ELMD Z which is a multiplicative special
semimartingale of the form Z = DB−1 with D ∈ Mloc, and let δ ∈ ∆sf(S) be a
self-financing strategy. Then ν := (δ, η), where η := Z, is a locally real-world mean
self-financing dynamic trading strategy.
Proof. We have Bη = ZB = D ∈ Mloc, and hence Cν = Bη −B
η
0 ∈ Mloc. 
12. Conclusion
In this paper we have considered a market S = {S1, . . . , Sd} with nonnegative
semimartingales which does not need to have a numéraire Sd = 1. Provided we are
allowed to add a savings account B to the market, we have proven that the market
is free of arbitrage if and only if there exists an ELMD Z which is a multiplicative
special semimartingale, and that in this case the savings account B has to fit into
the multiplicative decomposition Z = DB−1 of the deflator.
There are some connected questions, which give rise to future research projects.
Here is an outline:
(1) Given a candidate B for the savings account, can we provide a systematic
overview of all ELMDs of the form Z = DB−1 with a local martingale
D ∈ Mloc?
(2) Given a candidate B for the savings account, can we find an ELMD of the
form Z = DB−1 with a local martingale D ∈ Mloc such that its inverse
Z¯ = Z−1 can be realized as a self-financing portfolio constructed in the
extended market S ∪ {B}? From a practical point of view, the tradeability
of the deflator is of particular interest because otherwise we obtain strate-
gies which are difficult to implement. In this case, we expect that such an
equivalent local martingale numéraire portfolio Z¯ will be the growth opti-
mal portfolio, which provides a link to the Benchmark Approach in [33].
Appendix A. Vector stochastic integration
In this appendix we provide the required results about vector stochastic inte-
gration. First, we briefly review stochastic integration with respect to a local mar-
tingale. Let M ∈ M dloc be arbitrary. Let the R
d×d-valued process C be given by
Cij := [M i,M j] for all i, j = 1, . . . , d, and consider a factorization
Cij = cij · F,
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where c is an optional Rd×d-valued process, and F ∈ V +. We denote by L1loc(M)
the set of all Rd-valued predictable processes H such that√
(cH ·H) · F ∈ A +loc.
Furthermore, for each H ∈ L1loc(M) we denote by
(M)H ·M ∈ Mloc
the stochastic integral according to [39, Sec. 3.1]. For every simple process of the
form
H = H01{0} +
m∑
k=1
Hk1(τk,τk+1]
with Rd-valued and Fτk -measurable random variables Hk for k = 0, . . . ,m the
stochastic integral is defined as
(M)H ·M :=
m∑
k=1
Hk · (M
τk+1 −M τk),(A.1)
and for a general H ∈ L(M) the stochastic integral is defined as a H 1-limit of
stochastic integrals of simple processes. Next, we briefly review stochastic integra-
tion with respect to a process of locally finite variation. Let A ∈ V d be arbitrary.
Consider a factorization
Ai = ai · F,
where a is an optional Rd-valued process, and F ∈ V +. We denote by Lvar(A) be
the set of all Rd-valued predictable processes H such that
|H · a| · F ∈ V +.
For H ∈ Lvar(A) we define the Lebesgue Stieltjes integral
(LS)H ·A := (H · a) · F ∈ V ,(A.2)
see [39, Sec. 3.2]. Now, we review the stochastic integral with respect to a multi-
dimensional semimartingale, as defined in [39, Sec. 3.3]. Let X ∈ S d be arbitrary.
A.1.Definition. A process H is called X-integrable if there exists a decomposition
X = M +A with M ∈ M dloc and A ∈ V
d such that H ∈ L1loc(M)∩Lvar(A). In this
case, the vector stochastic integral is defined by
H ·X := (M)H ·M + (LS)H ·A.
The space of X-integrable processes is denoted by L(X).
This definition is correct due to the following result.
A.2. Proposition. [39, Cor. 3.11] Let X ∈ S d. Let X =M +A and X = M ′+A′
with M,M ′ ∈ M dloc and A,A
′ ∈ V d be two semimartingale decompositions such
that
H ∈
(
L1loc(M) ∩ Lvar(A)
)
∩
(
L1loc(M
′) ∩ Lvar(A
′)
)
.
Then we have
(M)H ·M + (LS)H ·A = (M)H ·M ′ + (LS)H ·A′.
For every H ∈ L(X) we have H ·X ∈ S and ∆(H ·X) = H ·∆X . Furthermore,
note that every predictable, locally bounded process H belongs to L(X).
A.3. Lemma. Let X ∈ S d be arbitrary, let H be a Rd-valued predictable process,
and let K be a R-valued predictable process. Then the following statements are
equivalent:
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(i) We have H ∈ L(X).
(ii) We have (H,K) ∈ L((X, 1)).
If the previous conditions are fulfilled, then we have
H ·X = (H,K) · (X, 1).(A.3)
Proof. We define the Rd+1-valued semimartingale Xˆ := (X, 1). Let X = M +
A be an arbitrary semimartingale decomposition of X . Then there is a unique
semimartingale decomposition Xˆ = Mˆ + Aˆ such that M i = Mˆ i and Ai = Aˆi for
i = 1, . . . , d; namely Mˆ = (M, 1) and Aˆ = (A, 0). With analogous notation as above
we obtain
cˆ =
(
c 0
0 0
)
and aˆ =
(
a
0
)
.
This proves the equivalence (i)⇔ (ii), and by (A.1) and (A.2) we obtain the identity
(A.3). 
A.4. Lemma. Let X ∈ S be a semimartingale, and let H,K be two predictable
Rd-valued processes such that H ·K ∈ L(X). Then we have HK ∈ L(X1Rd) and
the identity
(H ·K) ·X = (HK) · (X1Rd),
where the Rd-valued process HK has the components (HK)i := HiKi for each
i = 1, . . . , d.
Proof. By assumption there exists a decomposition X = M + A with M ∈ Mloc
and A ∈ V such that H ·K ∈ L1loc(M) ∩ Lvar(A), and we have
(H ·K) ·X = (M)(H ·K) ·M + (LS)(H ·K) ·A.
Furthermore, there exist optional R-valued processes c and a, and a process F ∈ V +
such that
[M,M ] = c · F and A = a · F.
Note that X1Rd = M1Rd + A1Rd is a semimartingale decomposition of the R
d-
valued semimartingale X1Rd . Let C be the R
d×d-valued process given by Cij =
[(M1Rd)
i, (M1Rd)
j ] for all i, j = 1, . . . , d. Then we have
C = c1Rd×d · F and A1Rd = a1Rd · F.
Furthermore, we have
(
c1Rd×d · (HK)
)
· (HK) = c
( d∑
i=1
HiKi
)
1Rd · (HK)
= c
d∑
j=1
( d∑
i=1
HiKi
)
HjKj = c
( d∑
i=1
HiKi
)2
= c(H ·K)2,
and hence HK ∈ L1loc(M1Rd). Moreover, we have
(H ·K)a = a
d∑
i=1
HiKi = (HK) · a1Rd ,
and hence HK ∈ Lvar(A1Rd). It remains to prove that the respective integrals
coincide. Concerning the finite variation part, we have
(LS)(H ·K) ·A = (H ·K)a · F =
(
(HK) · a1Rd
)
· F = (LS)(HK) · (A1Rd).
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Regarding the local martingale part, we may assume that H and K are simple
processes of the form
H = H01{0} +
m∑
k=1
Hk1(τk,τk+1],
K = K01{0} +
m∑
k=1
Kk1(τk,τk+1]
with Rd-valued and Fτk -measurable random variables Hk, Kk for k = 0, . . . ,m.
Then we have
H ·K = (H0 ·K0)1{0} +
m∑
k=1
(Hk ·Kk)1(τk,τk+1],
and hence
(M)(H ·K) ·M =
m∑
k=1
(Hk ·Kk)(M
τk+1 −M τk) =
m∑
k=1
( d∑
i=1
HikK
i
k
)
(M τk+1 −M τk)
=
d∑
i=1
m∑
k=1
(HikK
i
k)(M
τk+1 −M τk) = (M)(HK) · (M1Rd).
Summing up, we obtain
(H ·K) ·X = (M)(H ·K) ·M + (LS)(H ·K) ·A
= (M)(HK) · (M1Rd) + (LS)(HK) · (A1Rd) = (HK) · (X1Rd),
which concludes the proof. 
A.5. Lemma. [39, Lemma 5.6] For all X ∈ M dσ and H ∈ L(X) we have H ·X ∈
Mσ.
Recall that a process X is called admissible if X ≥ −a for some a ∈ R+.
A.6. Lemma. [1, Cor. 3.5] For every admissible process X ∈ Mσ we have X ∈
Mloc.
As the next results show, the stochastic integral (H,X) 7→ H ·X is bilinear.
A.7. Theorem. [39, Thm. 4.1] Let X1, X2 ∈ S d. Furthermore, let H ∈ L(X1) ∩
L(X2) and α1, α2 ∈ R. Then we have
H ∈ L(α1X1 + α2X2)
and
H · (α1X1 + α2X2) = α1(H ·X1) + α2(H ·X2).
A.8. Theorem. [39, Thm. 4.3] Let X ∈ S d. Furthermore, let H1, H2 ∈ L(X) and
α1, α2 ∈ R. Then we have
α1H1 + α2H2 ∈ L(X)
and
(α1H1 + α2H2) ·X = α1(H1 ·X) + α2(H2 ·X).
Concerning the associativity of the stochastic integral, we have two results.
A.9. Theorem. [39, Thm. 4.6] Let X ∈ S d and H ∈ L(X) be arbitrary, and let
K be a R-valued predictable process. Then the following statements are equivalent:
(i) We have K ∈ L(H ·X).
(ii) We have KH ∈ L(X).
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If the previous conditions are fulfilled, then we have
K · (H ·X) = (KH) ·X.
A.10. Theorem. [39, Thm. 4.7] Let X ∈ S d be arbitrary, and let H be a Rd-
valued process such that Hi ∈ L(X i) for each i = 1, . . . , d. We define the Rd-valued
process Y as Y i := Hi · X i for each i = 1, . . . , d. Furthermore, let K be a Rd-
valued predictable process. We define the Rd-valued process J as J i := KiHi for
each i = 1, . . . , d. Then the following statements are equivalent:
(i) We have K ∈ L(Y ).
(ii) We have J ∈ L(X).
If the previous conditions are fulfilled, then we have
K · Y = J ·X.
A.11. Corollary. Let X ∈ S d and H ∈ L(X) be arbitrary. Let K be a R-valued
predictable, locally bounded process. Then we have
K ∈ L(H ·X), KH ∈ L(X), H ∈ L(K ·X)
and the identities
K · (H ·X) = (KH) ·X = H · (K ·X),
where K ·X denotes the Rd-valued process with components (K ·X)i := K ·X i for
each i = 1, . . . , d.
Proof. Since K is predictable and locally bounded, we have K ∈ L(H ·X), and by
Theorem A.9 we obtain KH ∈ L(X) and
K · (H ·X) = (KH) ·X.
Since K is predictable and locally bounded, we also have K ∈ L(X i) for each
i = 1, . . . , d. Since KH ∈ L(X), by Theorem A.10 we obtain H ∈ L(K ·X) and
H · (K ·X) = (KH) ·X,
completing the proof. 
Concerning the quadratic variation of the stochastic integral, we have the fol-
lowing result.
A.12. Theorem. [39, Thm. 4.19] Let X ∈ S d, Y ∈ S e and H ∈ L(X), K ∈ L(Y )
be arbitrary. Let F ∈ V + and an optional Rd×e-valued processes ρ be such that
[X i, Y j ] = ρij · F for all i = 1, . . . , d and j = 1, . . . , e.
Then we have
d∑
i=1
e∑
j=1
HiρijKj ∈ L(F )
and the identity
[H ·X,K · Y ] =
( d∑
i=1
e∑
j=1
HiρijKj
)
· F.
A.13. Corollary. Let X ∈ S d, Y ∈ S and H ∈ L(X) be arbitrary. Then we have
H ∈ L([X,Y ]) and the identity
[H ·X,Y ] = H · [X,Y ],
where [X,Y ] ∈ V d denotes the Rd-valued process with components [X i, Y ] for each
i = 1, . . . , d.
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Proof. Using the notation from Theorem A.12, we have e = 1 and K = 1. Let
F ∈ V + and an optional Rd-valued processes ρ be such that
[X i, Y ] = ρi · F, i = 1, . . . , d.
By Theorem A.12 we obtain H · ρ ∈ L(F ), which means that
|H · ρ| · F ∈ V +,
and hence H ∈ Lvar([X,Y ]). Furthermore, by Theorem A.12 and (A.2) we have
[H ·X,Y ] = (H · ρ) · F = H · [X,Y ],
completing the proof. 
A.14. Proposition. Let X ∈ S d and Y ∈ Mσ be such that X iY ∈ Mσ for each
i = 1, . . . , d. Then for every H ∈ L(X) we have (H ·X)Y ∈ Mσ.
Proof. Let i ∈ {1, . . . , d} be arbitrary. Using integration by parts (see [24, Def.
I.4.45]) we have
X i0Y0 +X
i
− · Y + Y− ·X
i + [X i, Y ] = X iY ∈ Mσ.
Since Y ∈ Mσ, we have X i− · Y ∈ Mσ, and hence
Y− ·X
i + [X i, Y ] ∈ Mσ.
By Corollary A.13 we have H ∈ L([X,Y ]) and
[H ·X,Y ] = H · [X,Y ].
Since Y− is predictable and locally bounded, by Corollary A.11 we have
Y− ∈ L(H ·X), Y−H ∈ L(X), H ∈ L(Y− ·X)
and
Y− · (H ·X) = (Y−H) ·X = H · (Y− ·X).
Therefore, using integration by parts (see [24, Def. I.4.45]) again, we obtain
(H ·X)Y = (H ·X)− · Y + Y− · (H ·X) + [H ·X,Y ]
= (H ·X)− · Y +H · (Y− ·X) +H · [X,Y ]
= (H ·X)− · Y +H · (Y− ·X + [X,Y ]) ∈ Mσ,
completing the proof. 
A.15. Proposition. Let X ∈ S d and Y ∈ S be such that X iY ∈ Mσ for each
i = 1, . . . , d. Then for every H ∈ L(X) with
H ·X = H0 ·X0 +H ·X(A.4)
we have (H ·X)Y ∈ Mσ.
Proof. By (A.4) we have H · X ∈ S . Using integration by parts (see [24, Def.
I.4.45]) we have
(H ·X)Y = (H0 ·X0)Y0 + (H ·X)− · Y + Y− · (H ·X) + [H ·X,Y ].(A.5)
By (A.4) and Corollary A.13 we have H ∈ L([X,Y ]) and
[H ·X,Y ] = [H ·X,Y ] = H · [X,Y ].
Furthermore, we have
(H ·X)− = H ·X −∆(H ·X) = H ·X −∆(H ·X)
= H ·X −H ·∆X = H ·X−
30 ECKHARD PLATEN AND STEFAN TAPPE
Hence, by Lemma A.4 and Theorem A.10 we have HX− ∈ L(Y 1), H ∈ L(X− · Y )
and
(H ·X)− · Y = (H ·X−) · Y = (HX−) · (Y 1) = H · (X− · Y ),(A.6)
where X− · Y denotes the R
d-valued process with components (X− · Y )
i = X i− · Y
for each i = 1, . . . , d. Furthermore, by Corollary A.11 we have H ∈ L(Y− ·X) and
Y− · (H ·X) = Y− · (H ·X) = H · (Y− ·X),(A.7)
where Y− ·X denotes the R
d-valued process with components (Y− ·X)
i = Y− ·X
i
for each i = 1, . . . , d. Consequently, using (A.5), (A.6), (A.7) and integration by
parts (see [24, Def. I.4.45]) again, we deduce that
(H ·X)Y = (H0 ·X0)Y0 +H ·
(
X− · Y + Y− ·X + [X,Y ]
)
= (H0 ·X0)Y0 +H · (XY ) ∈ Mσ,
where XY ∈ M dσ denotes the local martingale with components X
iY for each
i = 1, . . . , d. 
Appendix B. Further auxiliary results about stochastic processes
In this appendix we provide further results from the theory of stochastic pro-
cesses.
B.1. Lemma. Every admissible local martingale X ∈ Mloc is a supermartingale.
Proof. Let (Tn)n∈N be a localizing sequence for X , and let 0 ≤ s ≤ t be arbitrary.
By Fatou’s lemma for conditional expectations of random variables being bounded
from below we obtain
E[Xt |Fs] = E
[
lim
n→∞
Xt∧Tn |Fs
]
≤ lim inf
n→∞
E[Xt∧Tn |Fs]
= lim inf
n→∞
Xs∧Tn = Xs,
which concludes the proof. 
We will use the following version of Doob’s optional sampling theorem.
B.2. Theorem. Let X be an admissible supermartingale. For two finite stopping
times S ≤ T we have XS , XT ∈ L 1 and
E[XT ] ≤ E[XS ].
Proof. This is a consequence of [24, Thm. I.1.39]. 
B.3. Lemma. Let M ∈ Mloc be a local martingale with M,M− > 0, and let A be a
predictable process of locally finite variation with A,A− > 0 and A0 = 1 such that
MA ∈ Mloc. Then we have A = 1 up to an evanescent set.
Proof. Using integration by parts (see [24, Def. I.4.45]) we have
MA =M0A0 +M− ·A+A− ·M + [M,A].
By [24, Prop. I.4.49.c] we have [M,A] ∈ Mloc, and hence M− ·A ∈ Mloc∩V . Since
this process is also predictable, by [24, Cor. I.3.16] we deduce that M− · A = 0.
Since M− > 0 and A0 = 1, it follows that A = 1 up to an evanescent set. 
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Appendix C. Stochastic processes in discrete time
In this appendix we provide the required results about stochastic processes in
discrete time. Let (Ω,F , (Fn)n∈N0 ,P) be a filtered probability space with discrete
time filtration such that F0 = {Ω, ∅}. As shown in [24, page 14], the discrete time
setting can be regarded as a particular case of the continuous time setting, which
we have considered so far. Let X be an Rd-valued adapted process. Note that every
Rd-valued predictable process H belongs to L(X), and that the stochastic integral
H ·X = (H ·Xn)n∈N0 is given by
H ·X0 = 0,
H ·Xn =
n∑
k=1
Hk · (Xk −Xk−1), n ∈ N.
Let X be a process of the form
X = X0 +H ·M
for a predictable Rd-valued process H and an adapted Rd-valued process M . If
M is a martingale, then X is called a d-martingale transform, and if M is a local
martingale, then X is called a d-local martingale transform. An adapted R-valued
process X is called a generalized martingale if for each n ∈ N we have P-almost
surely
E[Xn |Fn−1] = Xn−1,(C.1)
where we use the generalized conditional expectation; see [24, I.1.1]. Note that (C.1)
automatically implies that for each n ∈ N we have P-almost surely
E[|Xn| |Fn−1] <∞.
Note that an adapted R-valued process X is a generalized martingale if and only if
for all n, k ∈ N0 with k ≤ n we have P-almost surely
E[Xn |Fk] = Xk.(C.2)
Furthermore, a generalized martingale X is a martingale if and only if Xn ∈ L 1
for all n ∈ N.
C.1. Theorem. For every adapted process R-valued process X the following state-
ments are equivalent:
(i) We have X ∈ Mloc.
(ii) X is a generalized martingale.
(iii) X is a d-martingale transform for all d ∈ N.
(iv) X is a d-martingale transform for some d ∈ N.
(v) X is a d-local martingale transform for all d ∈ N.
(vi) X is a d-local martingale transform for some d ∈ N.
(vii) We have X ∈ Mσ.
Proof. This is a consequence of [23, Thm. 1] and [24, Thm. III.6.41]. 
C.2. Lemma. Let X be a local martingale such that P-almost surely X0 = 0 and
Xn ≥ 0 for some n ∈ N. Then we have P-almost surely
Xk = 0 for all k = 0, . . . , n.
Proof. Noting that F0 = {Ω, ∅}, by Theorem C.1 and identity (C.2) we have P-
almost surely
E[Xn] = E[Xn |F0] = X0 = 0.
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Since Xn ≥ 0, we deduce that P-almost surely Xn = 0. Using identity (C.2) again,
we obtain P-almost surely Xk = E[Xn |Fk] = 0 for all k = 0, . . . , n. 
C.3. Lemma. Every nonnegative local martingale X is a martingale.
Proof. Let n ∈ N be arbitrary. By Theorem C.1 and identity (C.2) we have P-almost
surely
E[Xn] = E[Xn |F0] = X0 <∞,
and hence Xn ∈ L 1. Therefore, the process X is a martingale. 
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