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CHINESE REMAINDER APPROXIMATION THEOREM
MATAN KOMISARCHIK
Abstract. We study a topological generalization of ideal co–maximality in
topological rings and present some of its properties, including a generalization
of the Chinese remainder theorem. Using the hyperspace uniformity, we prove a
stronger version of this theorem concerning infinitely many ideals in supercom-
plete, pseudo–valuated rings. Finally we prove two interpolation theorems.
1. Introduction
This paper studies topological versions of the Chinese remainder theorem – CRT
using two main concepts: topological co–maximality and the hyperspace unifor-
mity. After establishing both of these notions, we proceed by proving the Chinese
remainder approximation theorem – CRAT (5.2). Our final results will be derived
from it.
We begin by introducing the notion of topological ideal co–maximality – TCM,
explaining what motivates our definition and presenting several examples. Then
we show how some properties of co–maximality remain valid in the topological
case. We also obtain a result resembling the second isomorphism theorem for co–
maximal ideals in topological rings (3.7). Finally, we prove a direct extension of
the CRT for finite families of ideals (3.8).
The hyperspace uniformity [5, p. 28] is used to study the case of infinite families
of ideals. After a brief reminder of the basic definitions, we continue by studying
topological co–maximality from the perspective of the hyperspace. From here
on, our discussion is restricted to the class of pseudo–valuated rings. We show
some approximation properties of those rings which will be used later to prove
a strengthened version of the CRAT. Our main example is the ring of analytic
functions over a domain in C. This example will be used later to prove a statement
about interpolation in infinite amount of points.
We then prove the CRAT for compact families of pairwise TCM ideals in general
topological rings. Shortly afterwards, we present a stronger version for supercom-
plete, pseudo–valuated rings and provide some applications. In particular, we
will prove two known interpolation theorems: [3, Corollary 9 on p. 366] and [8,
Theorem 15.13].
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22. Preliminaries
All topological spaces mentioned below are Hausdorff. For every topological
space X , we define Conn(X) to be the set of all connected components of X . Also,
if A is a subset of X , then its closure is denoted by A. The filter of neighborhoods
at a given point x ∈ X will be denoted byNX(x) or simply N(x) when no confusion
can arise. Any uniform space (X, µ) will be denoted by µX . If Y is a uniform
space, then C(X, Y ) is the space of all continuous functions from X to Y with the
uniformity of compact convergence.
If (G,+) is an (abelian) topological group and ε is a neighborhood of the zero
element, then 1
n
ε is any neighborhood of zero such that
1
n
ε+ · · ·+ 1
n
ε︸ ︷︷ ︸
n times
⊆ ε.
All the rings contain an identity.
Let Cˆ be the Riemann sphere C∪{∞}. Given a nonempty open set Ω ⊂ Cˆ, we
denote the topological ring of all analytic functions on Ω with the compact–open
topology by A(Ω). By N we mean the set of all natural numbers including zero.
Also, for any integer n ∈ N, f (n) is the n’th derivative of f . More information on
analytic functions can be found in [8].
3. Topological Co–Maximality
Two integers are said to be co–prime if their only common natural divisor is 1, or
equivalently, if every integer can be written as a sum of their products. Similarly,
two ideals I and J of a ring R are said to be co–maximal if there is no proper
ideal containing them both, or equivalently, if I + J = R. We make a natural
step generalizing this definition for topological rings. Instead of requiring I + J to
contain every element, we just want it to be dense in R.
Definition 3.1. Let R be a topological ring. We say that two ideals I, J E R are
topologically co–maximal (TCM) and write I⊥J if there is no closed proper ideal
containing them both. Equivalently, this can be formulated as: I + J = R.
We also say that a family of ideals I is pairwise TCM and write ⊥I if any two
distinct members are TCM.
If two ideals are co–maximal then they are topologically co–maximal. The con-
verse is also true when R is discrete, but not in general.
We present some examples where topological co–maximality can be easily char-
acterized.
Example 3.2. Consider Z with the p–adic topology. Two ideals I, J in Z are TCM
if and only if one of them is dense.
Proof. (⇐) Suppose that either I or J is dense in Z. Without loss of generality,
we can assume that it is I. Thus: I + J ⊇ I = Z.
3(⇒) We will prove that if neither I nor J is dense then they are not TCM.
Write I = aZ, J = bZ. Without loss of generality, we assume that I and J are
closed. Note that all the ideals of Z are co–finite, hence I and J are open. By the
definition of the p–adic topology, there exist n,m ∈ N such that pnZ ⊆ I, pmZ ⊆ J
meaning that a | pn and b | pm. Since p is prime, there exist n′ ≤ n,m′ ≤ m such
that a = pn
′
, b = pm
′
. Because neither I nor J is dense, n′, m′ ≥ 1. Thus,
I + J = pn′Z+ pm′Z = pmin(n′,m′)Z = pmin(n
′,m′)Z ⊆ pZ ⊂ Z. 
Example 3.3. Let R be a topological ring and suppose that I and J are ideals of
R such that I is compact and J is closed. In that case, I and J are topologically
co–maximal if and only if they are co–maximal.
Proof. By [9, Theorem 1.13], I + J is closed and therefore it is dense if and only if
it is equal to R itself. 
Example 3.4. In Banach algebras with identity, co–maximality of ideals is equiva-
lent to topological co–maximality.
Proof. By [7, Proposition II.3 on p. 178], the closure of any proper ideal in R is
also a proper ideal of R. 
Now we present some elementary properties of topological co–maximality.
Lemma 3.5. Let R be a topological ring and let I, J be two–sided ideals.
(1) I and J are TCM if and only if every neighborhood of 1 contains an element
of the form i+ j for i ∈ I, j ∈ J .
(2) If I and J are TCM, then IJ + JI is dense in I ∩ J . Therefore, if I and
J are also closed then IJ + JI = I ∩ J .
(3) If I ⊆ J and I⊥K then J⊥K.
(4) Let J1, . . . , Jn E R be two–sided ideals. If I⊥Ji for all 1 ≤ i ≤ n, then
I⊥(J1 · · ·Jn), and therefore I⊥(
⋂n
i=1 Ji).
Proof.
(1) By definition, I and J are TCM if and only if I + J = R. Because I + J
is an ideal of R, this is equivalent to 1 being an element of it. Finally, this
happens if and only if every neighborhood of 1 intersects I + J , meaning
that it contains an element of the form i+ j for i ∈ I, j ∈ J .
(2) Let x be an element of I ∩ J and ε a neighborhood of zero. We need to
show that (x + ε) ∩ (IJ + JI) 6= φ. Multiplication is continuous so there
exists δ ∈ N(1) such that δx ⊆ x+ ε. By (1), there exist i ∈ I, j ∈ J such
that i + j ∈ δ. Thus, (i+ j)x ∈ δx ⊆ x + ε. Recall that x ∈ I ∩ J , so we
get:
(i+ j)x = ix︸︷︷︸
∈IJ
+ jx︸︷︷︸
∈JI
∈ IJ + JI,
proving that (i+ j)x ∈ (x+ ε) ∩ (IJ + JI) 6= φ.
4If we also assume that I and J are closed, then so is their intersec-
tion. Because IJ + JI is dense in the closed set I ∩ J , we conclude that
IJ + JI = I ∩ J .
(3) This follows directly from J +K ⊇ I +K = R.
(4) Ideals are closed under multiplication so it is sufficient to prove for n = 2
and the general case will be achieved by induction. Let ε be a neighborhood
of 1. By (1), it is enough to prove that ε contains an element of I + J1J2.
There exists a neighborhood δ ∈ N(1) such that δ2 ⊆ ε Because I⊥J1
and I⊥J2, there exist i1, i2 ∈ I, j1 ∈ J1, j2 ∈ J2 such that i1+ j1, i2+ j2 ∈ δ.
Notice that
(i1 + j1)(i2 + j2) = i1i2︸︷︷︸
∈I
+ i1j2︸︷︷︸
∈I
+ j1i2︸︷︷︸
∈I
+ j1j2︸︷︷︸
∈J1J2
∈ I + J1J2.
Moreover
(i1 + j1)(i2 + j2) ∈ δ2 ⊆ ε.
Hence
(i1 + j1)(i2 + j2) ∈ (I + J1J2) ∩ ε 6= φ.

Lemma 3.6. Let R be a topological ring and let I1, . . . , InER be two–sided ideals
of R. If { Ik }nk=1 are pairwise co–maximal, then for any ε ∈ N(0) there exists
δ ∈ N(0) such that
n⋂
k=1
(Ik + δ) ⊆
( n⋂
k=1
Ik
)
+ ε.
Proof. We prove our claim via induction on n. The case of n = 1 is trivial. We
prove the case of n = 2 separately. The ideals I1 and I2 are co–maximal so there
exist a ∈ I1, b ∈ I2 such that a + b = 1. We pick a symmetric δ ∈ N(0) such that
both δ and aδ are contained in 1
3
ε. Now suppose that r ∈ δ + I1 and r ∈ δ + I2.
There exist r1 ∈ I1, r2 ∈ I2 such that r − r1 ∈ δ, r − r2 ∈ δ. Define
r′ = br1 + ar2 ∈ I2I1 + I1I2 ⊆ I1 ∩ I2.
Notice that
r − r′ = r − br1 − ar2 = r − r1 + r1 − br1 − ar2
= (r − r1) + (1− b)r1 − ar2 = (r − r1) + a(r1 − r2)
= (r − r1) + a(r1 − r) + a(r − r2) ∈ δ + aδ + aδ
⊆ 1
3
ε+
1
3
ε+
1
3
ε ⊆ ε.
Thus, r ∈ I1 ∩ I2 + ε and therefore (I1 + δ) ∩ (I2 + δ) ⊆ I1 ∩ I2 + ε.
Now suppose that our claim is true for some n ∈ N; we will prove it for n+1. Let
I1, . . . , In, In+1 be a family of pairwise co–maximal two–sided ideals and let ε be a
symmetric neighborhood of zero. By the discrete case of Lemma 3.5.4, I :=
n⋂
k=1
Ik
5and In+1 are co–maximal. By the case of n = 2, there exists a neighborhood δ
′
such that
(I + δ′) ∩ (In+1 + δ′) ⊆
( n+1⋂
k=1
Ik
)
+ ε.
By the induction hypothesis, there exists a neighborhood δ′′ such that
n⋂
k=1
(Ik + δ
′′) ⊆ ( n⋂
k=1
Ik
)
+ δ′ = I + δ′.
By choosing δ := δ′ ∩ δ′′, we get the desired result. 
Suppose that R is a topological ring and I and J are two–sided ideals of R. Con-
sider the homomorphism ϕ : I → (I + J) /J defined by ϕ(a) := a+ J . By the sec-
ond isomorphism theorem, the induced homomorphism ϕ̂ : I /I ∩ J → (I + J) /J
is an isomorphism but generally not a topological isomorphism.
Theorem 3.7. If I and J are co–maximal, then ϕ̂ is a topological isomorphism.
Proof. By [10, Theorem 5.11], ϕ̂ is a topological isomorphism if and only if ϕ is
continuous and open. Clearly, ϕ is continuous being the restriction to I of the
quotient map from R to R /J . To prove that it is open, let ε be a symmetric
neighborhood of zero. We need to prove that ϕ(ε∩ I) is a neighborhood of zero in
R /J . Because I and J are co–maximal, there exist a ∈ I, b ∈ J such that a+b = 1.
There also exists a symmetric neighborhood δ ∈ N(0) such that aδ ⊆ ε. We will
prove that δ + J ⊆ ϕ(ε∩ I) thus proving that ϕ(ε) is a neighborhood of zero. Let
x be an element of δ. We define y := ax ∈ I. Notice that y = ax ∈ aδ ⊆ ε and
therefore y ∈ ε ∩ I. Finally,
ϕ(y) = ϕ(ax) = ax+ J = ax+ bx+ J = (a + b)x+ J = x+ J.
This means that x+ J is a member of ϕ(ε ∩ I), as required. 
We finish this section with an extension of the Chinese Remainder Theorem.
Theorem 3.8. Let R be a topological ring and let I1, . . . , InER be two–sided ideals
of R. Consider the map ϕ : R→
n∏
k=1
R
/
Ik defined by ϕ(r) := (r + Ik)
n
k=1.
(1) If { Ik }nk=1 are pairwise TCM, then the image of ϕ is dense in
n∏
k=1
R
/
Ik .
(2) If { Ik }nk=1 are also algebraically pairwise co–maximal, then ϕ is open onto
its image.
Proof.
(1) Let ε ∈ NR(0) be a symmetric neighborhood and r1, . . . , rn be elements of
R. We need to find r ∈ R such that for all 1 ≤ k ≤ n :
r + Ik ⊆ rk + Ik + ε.
6Notice that { Ik }nk=1 are pairwise TCM so for any 1 ≤ k 6= l ≤ n we have
Ik⊥Il. For all 1 ≤ k ≤ n, define
Ek :=
⋂
l 6=k
Il.
By Lemma 3.5.4, we conclude that:
∀1 ≤ k ≤ n : Ik⊥Ek.
Thus, for any 1 ≤ k ≤ n, there exist ak ∈ Ik, bk ∈ Ek such that
ak + bk ∈ rk + ε.
Notice that for any 1 ≤ k 6= l ≤ n:
bk + Ik = ak + bk + Ik ⊆ rk + Ik + ε
bk + Il = 0 + Il.
We define r :=
n∑
k=1
bk. As a consequence of the last two equations we have
that for any 1 ≤ k ≤ n:
r + Ik =
n∑
l=1
bl + Ik = bk +
∑
l 6=k
bl + Ik ∈ rk + Ik + ε,
as required.
(2) The map ϕ is a homomorphism so it is enough to show that the image of
any neighborhood of zero is also a neighborhood of zero. Let ε ∈ N(0). By
Lemma 3.6, there exists a neighborhood δ satisfying
n⋂
k=1
(Ik + δ) ⊆
( n⋂
k=1
Ik
)
+ ε = kerϕ + ε.
We claim that ϕ(R)∩
n∏
k=1
(Ik+δ) ⊆ ϕ(ε) making ϕ(ε) a neighborhood of zero
in ϕ(R). This is easily seen since if (r+ Ik)
n
k=1 is an element of
n∏
k=1
(Ik + δ),
then r belongs to
n⋂
k=1
(Ik + δ). By the choice of δ, r is also contained in
kerϕ+ ε and therefore ϕ(r) = (r + Ik)
n
k=1 ∈ ϕ(ε), completing this proof.

4. The hyperspace uniformity
So far, we have only discussed the case of finitely many ideals. In this section,
we will use the hyperspace uniformity (as described in [5, p. 28]) to extend our
results to some infinite families of ideals.
We think of uniformity in terms of entourages like in [6, Chapter 6]. If µX is a
uniform space, U ∈ µ is an entourage and A is a subset of X , then:
U [A] := { x ∈ X| ∃ a ∈ A : (a, x) ∈ U }.
7The hyperspace of X (denoted H(X)) is the set of all nonempty, closed subsets
in X endowed with the hyperspace uniformity : Given an entourage U ∈ µ, a
corresponding entourage H(U) is defined on H(X) as
H(U) := { (A,B) ∈ H(X)×H(X) | A ⊆ U [B] and B ⊆ U [A] }.
The hyperspace uniformity is the one with {H(U) }U∈µ as a basis.
Let R be a topological ring. In this case, it will be easier for us to con-
sider neighborhoods of zero instead of the entourages they induce. Thus, for any
ε ∈ N(0) we define
H(ε) := { (A,B) ∈ H(X)×H(X) | A ⊆ B + ε and B ⊆ A+ ε }.
The hyperspace uniformity is the one with {H(ε) }ε∈N(0) as a basis. We will
be interested in a particular subset of the hyperspace, namely the set L(R) of all
closed two–sided ideals. Note that L(R) is a closed subspace of the hyperspace
(Lemma A.2).
Lemma 4.1. Suppose that R is a topological ring.
(1) If R is metrizable, so is L(R). If R is also complete, then so is L(R).
(2) If R is compact, so is L(R).
Proof. By Theorems 48 and 49 of [5, pp. 30–31], if R is metrizable [and complete]
or compact, then so is H(R). Therefore, both claims are a consequence of L(R)
being a closed subspace of H(R) (Lemma A.2). 
Recall that L(R) is also a lattice, with the meet and join operations:
∧ : L(R)×L(R)→ L(R); ∧(A,B) = A ∩ B
∨ : L(R)× L(R)→ L(R); ∨(A,B) = A+B.
It is worth noting that these functions are defined on the entire hyperspace for any
topological ring.
Lemma 4.2. Let R be a topological ring. The join operation is uniformly contin-
uous on the entire hyperspace H(R).
Proof. Let ε ∈ N(0). We need to find δ ∈ N(0) such that if (A1, A2) ∈ H(δ) and
(B1, B2) ∈ H(δ), then (A1 ∨B1, A2 ∨ B2) ∈ H(ε).
Choose δ = 1
3
ε. Suppose that
(1) A1 ⊆ A2 + δ
(2) A2 ⊆ A1 + δ
(3) B1 ⊆ B2 + δ
(4) B2 ⊆ B1 + δ.
By adding suitable parts we get:
A1 +B1 ⊆ A2 +B2 + 2δ
A2 +B2 ⊆ A1 +B1 + 2δ.
8By [10, Theorem 3.3], C =
⋂{C + V | V ∈ N(0) } for any subset C of R. In
particular, C ⊆ C + V for any neighborhood V of zero. Therefore,
A1 +B1 ⊆ A2 +B2 + 2δ ⊆ A2 +B2 + 3δ ⊆ A2 +B2 + ε
A2 +B2 ⊆ A1 +B1 + 2δ ⊆ A1 +B1 + 3δ ⊆ A1 +B1 + ε.
By definition, (A1 ∨B1, A2 ∨ B2) ∈ H(ε). 
Corollary 4.3. Let R be a topological ring. Topological co–maximality is a closed
relation on L(R), meaning that { (A,B) ∈ L(R) × L(R) | A⊥B } is closed in
L(R)× L(R).
Proof. Let {Xα }α∈A and { Yα }α∈A be two converging nets (with respect to the
hyperspace uniformity). We need to show that if Xα⊥Yα for any α ∈ A, then
(limXα)⊥(limYα). Notice that Xα⊥Yα if and only if Xα ∨ Yα = R. The join
operation is continuous by Lemma 4.2 and therefore
(limXα) ∨ (limYα) = lim(Xα ∨ Yα) = limR = R.
Thus (limXα)⊥(lim Yα). 
The following corollary gives a convenient characterization of compact, pairwise
TCM families of ideals.
Corollary 4.4. Let R be a topological ring. If I is a family of closed, pairwise
TCM ideals of R, then it has at most one non isolated point (R itself). In partic-
ular, if I is compact, then for any neighborhood of zero ε, there exists a finite set
F ⊆ I such that
∀I ∈ I \ F : R = I + ε.
Proof. Suppose that I 6= R is some ideal in I. By Corollary 4.3, the set
C := { J E R | I⊥J } is closed in the hyperspace of R. Consequently, the set
C ∩ I is a closed subspace of I. Because I is pairwise TCM, J belongs to C for
any I 6= J ∈ I. Also, I is not TCM with itself since I 6= R. Thus, C ∩I = I \{ I }
is closed in I making I an isolated point in I.
Now suppose that I is also compact. For any I ∈ I, we define UI := { I }
if I 6= R and UI := H(ε)[R] otherwise. Because any I 6= R is isolated, the set
{UI }I∈I is an open cover of I. Then there exists a finite subcover, say UI1, . . . , UIn.
If neither of { Ik }nk=1 is equal to R, then I is finite since
|I| = ∣∣ n⋃
k=1
UIk
∣∣ ≤ n⋃
k=1
|UIk | =
n⋃
k=1
|{ Ik }| = n <∞.
In this case, our claim is trivial. Alternatively, R = Ik for some 1 ≤ k ≤ n, and
therefore any I ∈ I \ { Il }l 6=k belongs to H(ε)[R], as required. 
Lemma 4.5. Let R be a topological ring. If I is a family of pairwise TCM ideals
of R, then so is its closure in L(R).
9Proof. Suppose that I and J are two distinct elements in the closure of I. There
exist converging nets { Iα }α∈A, { Jα }α∈A ⊆ I such that Iα → I, Jα → J . There
also exist disjoint neighborhoods U ∈ NI(I), V ∈ NI(J). By definition, Iα and
Jα are eventually in U and V respectively. Since U and V are disjoint and I is
pairwise TCM, we have that Iα and Jα are eventually TCM. By Corollary 4.3,
I = lim
α∈A
Iα and J = lim
α∈A
Jα are TCM too. 
Topologizing certain families of ideals is not a new concept. The structure theory
of commutative Banach algebras with identities over C is probably the best known
example. If R is a commutative, semisimple Banach algebra with identity over
C, then there is a natural compact topology on the set of its maximal ideals m.
Moreover, R is topologically isomorphic to the ring of continuous functions over
m [7, Theorem 4 on p. 197].
By [7, Proposition II.4 on p. 178], any maximal ideal M in a Banach algebra is
closed so we could also look at m with the topology induced from the hyperspace.
One might expect the two topologies to be similar but they differ significantly.
Example 4.6. Let K be a compact space. Consider the topological ring R of
continuous complex valued functions on K. If we furnish the set of all maximal
ideals of R with the topology induced from the hyperspace, then it is discrete.
Proof. By [7, Example 2 on p. 194], any maximal ideal of R is of the form
Mx := { f ∈ R | f(x) = 0 }
for some x ∈ K. Let x0 ∈ K be any point of K. We will prove that Mx0 is isolated
in m. Consider the neighborhood U := { f ∈ R | ∀x ∈ K : |f(x)| < 1
2
} of zero in
R. Suppose that there exists x0 6= x1 ∈ K such that (Mx0 ,Mx1) ∈ H(U). By the
Tietze extension theorem [6, Theorem O on p. 242], there exists a function f ∈ R
such that f(x1) = 0, f(x0) = 1. By definition, f ∈ Mx1 and since (Mx0 ,Mx1) ∈
H(U), there also exists g ∈ Mx0 satisfying |f(x) − g(x)| < 12 for all x ∈ K. In
particular, |1 − g(x0)| < 12 and therefore |g(x0)| > 12 . However, g ∈ Mx0 hence
g(x0) = 0. This contradiction proves that Mx0 is isolated in m. 
Definition 4.7. [5] A uniform space is supercomplete if its hyperspace is complete.
Example 4.8. Any complete metric space is supercomplete [5, Theorem 48 on p. 30].
Compact spaces are also supercomplete by Lemma 4.1.
Lemma 4.9. Let R and S be two topological rings and let ϕ : R→ S be a surjective,
continuous, open homomorphism. If R is supercomplete then so is S.
Proof. Let {Xα }α∈A be a Cauchy net of subsets of S. Consider Yα := ϕ−1(Xα).
We claim that { Yα }α∈A is also a Cauchy net. Let ε be a neighborhood of zero in
R. We need to find α0 ∈ A such that for any α0 ≤ α, β ∈ A:
Yα ⊆ Yβ + ε and Yβ ⊆ Yα + ε.
Since ϕ is open, ϕ(ε) is a neighborhood of zero in S. Because {Xα }α∈A is a Cauchy
net, there exists α0 ∈ A such that for any α0 ≤ α, β ∈ A:
Xα ⊆ Xβ + ϕ(ε) and Xβ ⊆ Xα + ϕ(ε).
10
Thus,
ϕ−1(Xα) ⊆ ϕ−1(Xβ + ϕ(ε)) and ϕ−1(Xβ) ⊆ ϕ−1(Xα + ϕ(ε)).
Note that for any set Z ⊆ S
ϕ−1(Z + ϕ(ε)) = ϕ−1(Z) + ε.
Therefore,
Yα ⊆ Yβ + ε and Yβ ⊆ Yα + ε,
proving our claim. Since R is supercomplete, { Yα }α∈A converges to some Y ⊆ R.
We now claim that {Xα }α∈A converges to ϕ(Y ). Let θ be a neighborhood of
zero in S. Since ϕ is continuous, ϕ−1(θ) is a neighborhood of zero in R. Because
{ Yα }α∈A converges to Y , there exists α0 such that for any α0 ≤ α ∈ A:
Y ⊆ Yα + ϕ−1(θ) and Yα ⊆ Y + ϕ−1(θ).
Recall that ϕ is surjective so by applying ϕ we get:
ϕ(Y ) ⊆ Xα + θ and Xα ⊆ ϕ(Y ) + θ.
This proves that {Xα }α∈A converges and therefore S is supercomplete. 
4.1. Pseudo–Valuated Rings. To prove some of our stronger results, we will
need to restrict our discussion to a specific class of topological rings, namely,
pseudo-valuated rings as described in [1]. We will shortly see that it is a fairly
large class containing most of the examples we will be interested in.
Definition 4.10. [1] Let R be a ring. A pseudo–valuation in R is a nonnegative
real–valued function V such that for all x, y ∈ R we have:
(1) V (x+ y) ≤ V (x) + V (y).
(2) V (xy) ≤ V (x)V (y).
(3) V (−x) = V (x).
(4) V (0) = 0.
The ring R together with the family V of pseudo–valuations is said to be pseudo–
valuated if V (x) = 0 for all V ∈ V implies x = 0. For any V ∈ V and ε > 0, the
open V –ball of radius ε around r0 is defined as:
BV (r0, ε) := { r ∈ R | V (r − r0) < ε } .
When r0 = 0, we will simply write BV (ε).
Note that if (R,V) is a pseudo valuated ring, then {BV (ε) }ε>0,V ∈V is a funda-
mental system of neighborhoods of zero for a ring topology on R.
Definition 4.11. [7] A normed F–algebra (for F = R,C) is an F–algebra R which
is also a normed vector space and its norm satisfies |1| = 1 and |xy| ≤ |x||y| for
any x, y ∈ R.
Remark 4.12. Any valuated ring is clearly pseudo–valuated. In particular, any
normed algebra is also pseudo–valuated.
Example 4.13. Suppose that R is a pseudo–valuated ring and T is any topological
space. The ring C(T,R) of continuous functions from T to R furnished with the
compact–open topology is also pseudo–valuated.
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Proof. Denote by τ the topology of T . Suppose that V is the family of pseudo–
valuations on R. For any pseudo–valuation V ∈ V and any compact subset K ⊆ T ,
we define:
∀f ∈ C(T,R) : VK(f) := sup
x∈K
V (f(x)).
Note that V ◦f is continuous with respect to τ and K is compact in T so its image
is a compact subset of R, hence it admits a supremum. This is clearly a pseudo–
valuation on C(T,R). Moreover, the family VT := { VK }V ∈V , where K runs over
all compact subsets of T , generates the compact–open topology on C(T,R). 
Lemma 4.14. Let R be a ring and let V be a pseudo–valuation on R. The following
inclusions hold for every ε, δ > 0:
(1) BV (ε) +BV (δ) ⊆ BV (ε+ δ).
(2) BV (ε)BV (δ) ⊆ BV (εδ).
Proof. Directly follows from axioms (1) and (2) of Definition 4.10. 
Definition 4.15. Suppose that V is a pseudo–valuation on the ring R and ε > 0.
A subset A ⊆ R is (V, ε)–dense in B ⊆ R, if B ⊆ A+BV (ε). If A is (V, ε)–dense
in B for all ε > 0, then it is said to be V –dense in B. If B = R, then we will
simply say (V, ε)–dense or V –dense.
Now we will discuss some approximation properties of pseudo–valuated rings
which will be useful for us later.
Lemma 4.16. Let R be a ring and let V be a pseudo–valuation on R. If I is a
(V, δ)–dense left ideal for some 0 < δ < 1, then I is V –dense.
Proof. Let r be any element of R and ε > 0. We need to find r′ ∈ I such that
V (r − r′) < ε. Since I is (V, δ)–dense, there exists a ∈ I such that V (1 − a) < δ.
Let r0 := 0. Now, we recursively define
rn+1 = rn + (r − rn)a.
By induction, we prove that V (r − rn) ≤ δnV (r) and that rn ∈ I. For n = 0 it is
trivial. Now suppose that our claim is true for some n ∈ N; we will prove it for
n + 1.
V (r−rn+1) = V (r− (rn+(r−rn)a)) = V (r−rn− (r−rn)a)) = V ((r−rn)(1−a))
≤ V (r − rn)V (1− a) ≤ δδnV (r) = δn+1V (r).
Moreover, rn+1 clearly belongs to I because rn and a do. Recall that δ < 1 and
therefore, there exists n0 ∈ N such that δn0 < εV (r) . Now for r′ := rn0 we get:
V (r − r′) = V (r − rn0) ≤ δn0V (r) <
ε
V (r)
V (r) = ε,
proving that I is V –dense in R. 
Definition 4.17. If V is a pseudo–valuation on a ring R, then two ideals are
TCM with respect to V if their sum is V –dense in R.
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Note that two ideals in a pseudo–valuated ring are TCM if and only if they are
TCM with respect to any individual pseudo–valuation.
Lemma 4.18. Let R be a ring and V be a pseudo–valuation on R. Suppose that
I and J are two–sided ideals of R. If I and J are TCM with respect to V and J
is (V, δ)–dense for some 0 < δ < 1, then I ∩ J is V –dense in I.
Proof. Let x be any element of I and ε > 0. We will find y ∈ I ∩ J such that
V (x− y) < ε. Since I and J are TCM with respect to V , there exist a ∈ I, b ∈ J
such that V (1 − (a + b)) < ε
2V (x)
. By Lemma 4.16, J is V –dense in R so there
exists x′ ∈ J such that V (x− x′) < ε
2V (a)
. We define y = ax′ + bx ∈ I ∩ J . Notice
that:
V (x− y) = V (x− (ax′ + bx)) = V (x− bx− ax+ ax− ax′) =
V ((1− (b+ a))x+ a(x− x′)) ≤ V (1− (b+ a))V (x) + V (a)V (x− x′) ≤
ε
2V (x)
V (x) + V (a)
ε
2V (a)
= ε.
This concludes the proof. 
Corollary 4.19. Let R be a topological ring and let V be a pseudo–valuation on
R. Suppose that I1, . . . , In are two–sided ideals of R, pairwise TCM with respect
to V . If they are also (V, δ)–dense, for some 0 < δ < 1, then
⋂n
i=k Ik is V –dense.
Proof. By induction on n. For n = 1, we simply apply Lemma 4.16. Now sup-
pose that our claim is true for some natural number n ∈ N; we will prove it for
n + 1. Suppose that I1, . . . , In, In+1 are (V, δ)–dense for some 0 < δ < 1 and let
I =
⋂n
k=1 Ik, J = In+1. Note that I and J are TCM by Lemma 3.5. Applying
Lemma 4.18 we conclude that I ∩ J = ⋂n+1k=1 Ik is V –dense in I. The latter is
V –dense by the induction hypothesis. It is not hard to see that as a consequence⋂n+1
k=1 Ik is V –dense. 
Lemma 4.20. Let R be a supercomplete, pseudo–valuated ring and let I be a
compact family of closed ideals. Consider the directed family D of all finite subsets
of I and the descending net η : D → L(R) defined by η({ I1, . . . , In }) :=
n⋂
k=1
Ik. If
I is pairwise TCM, then this net converges to ⋂
I∈I
I.
Proof. Since R is supercomplete, by Lemma A.5 it is sufficient to show that η is a
Cauchy net in L(R). Let V ∈ V be a pseudo–valuation on R and ε > 0. We need
to find F0 ∈ D such that if F0 ⊆ F ∈ D then (η(F0), η(F )) ∈ H(BV (ε)).
By Corollary 4.4, there exists a finite F0 ⊆ I such that any I ∈ I not belonging
to F0 is (V,
1
2
)–dense. We will prove that this is the F0 we are looking for. Suppose
that F0 ⊆ F ∈ D. Since η(F0) ⊇ η(F ), it is enough to prove that
η(F0) ⊆ η(F ) +BV (ε),
meaning that η(F ) is (V, ε)–dense in η(F0). We write F̂ := F \ F0. Notice that F̂
is pairwise TCM and its elements are (V, 1
2
)–dense and therefore η
(
F̂
)
=
⋂
I∈F̂ I
is V –dense by Corollary 4.19. By Lemma 3.5, η(F0) and η
(
F̂
)
are TCM so we
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can apply Lemma 4.18 to conclude that η(F0) ∩ η
(
F̂
)
is V –dense in η(F0). This
completes the proof since η(F ) = η(F0) ∩ η
(
F̂
)
. 
Lemma 4.21. Let R be a supercomplete, pseudo–valuated ring and let I be a
compact family of two–sided ideals of R. If I is pairwise co–maximal, then for any
ε ∈ NR(0) there exists δ ∈ NR(0) such that
⋂
I∈I
(I + δ) ⊆ ( ⋂
I∈I
I
)
+ ε.
Proof. Let ε be a neighborhood of zero in R. By Lemma 4.20, there exist
I1, . . . , In ∈ I such that
n⋂
k=1
Ik ⊆
⋂
I∈I
I+ 1
2
ε. By Lemma 3.6, there exists δ ∈ NR(0)
such that
n⋂
k=1
(Ik + δ) ⊆
( n⋂
k=1
Ik
)
+ 1
2
ε. Then we obtain:
⋂
I∈I
(I + δ) ⊆
n⋂
k=1
(Ik + δ) ⊆
( n⋂
k=1
Ik
)
+
1
2
ε ⊆ ( ⋂
I∈I
I
)
+
1
2
ε+
1
2
ε ⊆ ( ⋂
I∈I
I
)
+ ε,
which completes the proof. 
4.2. The Hyperspace of A(Ω). One important example of a topological ring is
the ring A(Ω) of analytic functions on some domain Ω ⊆ C with the compact–open
topology.
Lemma 4.22. Let Ω be an open subset of C and let R be the topological ring of
all analytic functions over Ω equipped with the compact–open topology. Then
(1) R is metrizable.
(2) R is a complete topological ring.
(3) R is pseudo–valuated.
Proof.
(1) We will show that C(Ω,C) is metrizable, thus showing that R is also metriz-
able as a subspace. By [10, Theorem 6.7], it is enough to show that
C(Ω,C) has a countable fundamental system of neighborhoods of zero.
By Lemma B.2, there exists an ascending sequence {Kn }n∈N of compact
subsets of Ω such that any compact subset of Ω is contained in some Kn.
Define:
Un :=
{
f ∈ C(Ω,C) | ∀z ∈ Kn : |f(z)| < 1
n
}
for all n ∈ N. Note that {Un }n∈N is a countable fundamental system of
neighborhoods of zero.
(2) By [4, Theorem 3.5.1], if a sequence of R converges to an element f ∈
C(Ω,C), then f ∈ R. Since C(Ω,C) is metrizable by (1), we conclude that
R is a closed subspace of C(Ω,C). The space C(Ω,C) is complete by [6,
Theorem 12 on p. 231] so R is complete as a closed subset of a complete
set.
(3) By Example 4.13, C(Ω,C) is pseudo–valuated and therefore R is also
pseudo–valuated as one of its subrings.
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
Example 4.23. Let R = A(Ω) be the topological ring of complex analytic functions
over the domain Ω ⊆ C with the compact–open topology. Given z0 ∈ Ω, let
I := { f ∈ R|f(z0) = 0 }. The descending sequence of ideals Sn := In does not
converge.
Proof. If Sn converges, then it converges to
⋂
n∈N Sn (by Lemma A.5). Choose
z0 6= z1 ∈ C and define J := { f ∈ R | f(z1) = 0 }. Then J is a maximal ideal and
for any n ∈ N, Sn * J , hence J⊥Sn for any natural n. Note that⋂
n∈N
Sn =
{
f ∈ R| ∀ m ∈ N : f (m)(z0) = 0
}
= { 0 } .
The last equality is due to the fact that a non zero analytic function can only
have roots of finite order. If {Sn }n had converged to
⋂
n∈N Sn, then J⊥
⋂
n∈N Sn
would imply that J⊥{ 0 } by Corollary 4.3. This is clearly not the case since J is
a proper closed ideal. Thus {Sn }n∈N does not converge to
⋂
n∈N Sn and therefore
it does not converge at all. 
Definition 4.24. Let Ω ⊆ Ĉ be an open set. A subset A ⊆ Ω is faithful to Ω if
any connected component of Ĉ \ A intersects Ĉ \ Ω.
We will later see that any compact subset of an open Ω ⊆ C is contained in
another compact subset faithful to Ω.
Lemma 4.25. Let Ω ⊆ C be a domain and { zn }n∈N ⊆ Ω be a sequence having
no accumulation points in Ω. Consider the topological ring R = A(Ω) with the
compact–open topology. Given a corresponding sequence of integers {mn }n∈N ⊆ N,
we define In := 〈z − zn〉mn ER. Then lim
n→∞
In = R.
Proof. Let K ⊆ Ω be a compact subset and ε > 0. Let U ∈ NR(0) be the
neighborhood of all analytic functions on Ω such that their values onK are bounded
by ε. We need to find n0 ∈ N such that for all n ≥ n0, (In, R) ∈ H(U). Since
In ⊆ R for all n ∈ N, it is sufficient to prove that R ⊆ In + U , meaning that for
any f ∈ R there exists f˜ ∈ In such that:
∀z ∈ K : |f(z)− f˜(z)| < ε.
Without loss of generality, we can assume that K is faithful to Ω (otherwise, we
use Lemma B.1 and replace K with Kˆ). Any infinite subset of a compact set of
C has a limit point so any subset of a compact set without a limit point has to be
finite. We know that { zn }n∈N ⊆ Ω has no limit points and therefore { zn }n∈N∩K
has no limit points in K. This implies that { zn }n∈N ∩K is finite, or equivalently,
that there exists n0 ∈ N such that for all n ≥ n0, zn /∈ K. We claim that this is
the n0 we were looking for.
To prove this let f ∈ R be any analytic function on Ω and n ≥ n0. Consider
the function g(z) :=
f(z)
(z − zn)mn which is analytic on Ω \ { zn }. In particular, it is
analytic on some neighborhood of K.
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Since K is compact, we can define M := sup
z∈K
|(z − zn)mn |. We also define
Conn(C \K) = {Cλ }λ∈Λ .
Because every connected component of Cˆ \ K intersects Cˆ \ Ω, we can pick a
number wλ ∈ Cλ∩(C\Ω) for every λ ∈ Λ. By Runge theorem [4, Theorem 12.1.1],
there exists a rational function h whose poles are inside {wλ }λ∈Λ ⊆ Cˆ \Ω, so h is
analytic on Ω and
∀z ∈ K : |h(z)− g(z)| =
∣∣∣∣h(z)− f(z)(z − zn)mn
∣∣∣∣ < εM
⇓
∀z ∈ K : |h(z)(z − zn)mn − f(z)| < ε
M
sup
z∈K
|(z − zn)mn | = ε.
We define f˜(z) := h(x)(z − zn)mn ∈ In. Hence f˜ approximates f on K proving
that lim
n→∞
In = R. 
Corollary 4.26. Let Ω ⊆ C be a domain and { zn }n∈N ⊆ Ω be a sequence having
no accumulation points in Ω. Consider the topological ring R = A(Ω) with the
compact–open topology. For a given sequence of integers {mn }n∈N ⊆ N, we define
In := 〈z − zn〉mn E R. Then I := { In }∞n=1 ∪ {R } is compact in L(R).
Proof. Recall that by Lemma 4.22 R is metrizable. This implies that I ⊆ L(M) is
also metrizable because of Lemma 4.1. In the virtue of [6, Theorem 5 on p. 138],
I is compact if and only if any sequence has a converging subsequence.
Let { Jn }n∈N be a sequence in I. We will prove that it has a converging subse-
quence. If { Jn }n∈N is a finite subset of I, then there is some J ∈ I which appears
in the sequence infinitely many times. This means that { Jn }n∈N contains a con-
stant, and therefore converging, subsequence. On the other hand, if { Jn }n∈N is an
infinite subset of I, then it contains a subsequence { Jnk }k∈N of distinct elements
in I \ {R }. Without loss of generality, we can assume that Jnk = Ink . Note
that { znk }k∈N also has no limit points in Ω so by Lemma 4.25, Jnk converges to
R ∈ I. In either case, { Jn }n∈N possesses a converging subsequence and therefore
I is compact. 
5. The Chinese Remainder Approximation Theorem
Throughout this section, let R be a topological ring and let I be a compact
family of pairwise TCM, two–sided ideals. We will denote the ring
∏
I∈I
R /I as Π
and the map sending r ∈ R to (r + I)I∈I ∈ Π as ϕ. Note that ϕ is clearly a ring
homomorphism whose kernel is
⋂
I∈I I. We will also denote by ϕ̂ the algebraic
isomorphism from R
/
kerϕ to ϕ(R) obtained from ϕ using the first isomorphism
theorem.
The Chinese Remainder Theorem states that when I is finite and pairwise co–
maximal, ϕ : R → Π is surjective. Theorem 3.8 could easily be thought of as its
immediate topological adaptation. In this section we will continue strengthening
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this result for the case of infinite, compact families of ideals. To do so, we need to
first decide how to topologize the product. The Tychonoff topology might be the
first option to come to mind but apparently, better results can be achieved with
the following, stronger topology.
Lemma 5.1. For any neighborhood of zero in R, say ε, we define
U(ε) := {(aI + I)I∈I | ∀I ∈ I : aI ∈ I + ε}.
Then the family U := {U(ε) }ε∈NR(0) is a fundamental system of neighborhoods of
zero for a Hausdorff ring topology on Π.
Proof. By [10, Theorem 3.5], we need to prove the following:
(1) For any U ∈ U there exists V ∈ U such that 2V ⊆ U .
(2) For any U ∈ U there exists V ∈ U such that −V ⊆ U .
(3) For any U ∈ U there exists V ∈ U such that V 2 ⊆ U .
(4) For any U ∈ U and any r ∈ Π, there exists V ∈ U such that rV ⊆ U and
V r ⊆ U .
Consider U(ε) ∈ U . Clearly, (1) and (2) are achieved by choosing V := U(1
2
ε)
and V := U(−ε) respectively. To prove (3), we simply take V := U(δ) for some
neighborhood δ such that δ2 ⊆ ε. Finally, let r := (rI + I)I∈I be any element of
Π. By Corollary 4.4, there exists a finite family F ⊂ I such that
∀I ∈ I \ F : R = I + ε.
Now, for any I ∈ F , there exists a neighborhood of zero δI such that rIδI ⊆ ε and
δIrI ⊆ ε. We define δ :=
⋂
I∈F
δI and V := U(δ). Note that for any (sI + I)I∈I ∈ V ,
sI ∈ I + δ and therefore
∀I ∈ F : rIsI + I ⊆ rIδ + I ⊆ rIδI + I ⊆ I + ε
and similarly, sIrI + I ⊆ I + ε. Moreover, if I ∈ I \ F , then R = I + ε implies
that rIδ + I ⊆ I + ε. Thus, V r ⊆ U(ε) and rV ⊆ U(ε) which concludes the proof
of (4). 
From now on, we will always assume that Π is furnished with the topology de-
scribed in Lemma 5.1.
We are ready to prove a version of the CRT for infinite amount of ideals in
general topological rings.
Theorem 5.2 (The Chinese Remainder Approximation Theorem). If I is a (possi-
bly infinite) compact family of pairwise TCM two–sided ideals, then ϕ is continuous
and its image is dense in Π.
Proof. To prove the continuity of ϕ, let ε be a neighborhood of zero in R. We need
to find a neighborhood δ such that ϕ(δ) ⊆ U(ε). Note that
ϕ(ε) = {(r + I)I∈I | r ∈ ε} ⊆ {(rI + I)I∈I | ∀I ∈ I : rI ∈ ε} = U(ε),
and therefore we can simply choose δ := ε.
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To prove that the image of ϕ is dense in Π, let ε be a symmetric neighborhood
of zero in R and let r = (rI + I)I∈I be an element of Π. We need to find r ∈ R
such that ϕ(r) ∈ r +U(ε). By Corollary 4.4, there exists a finite F ⊆ I such that
∀I ∈ I \ F : R = I + ε.
By Theorem 3.8, there exists r ∈ R such that
∀I ∈ F : r + I ⊆ rI + I + ε.
Moreover, for any I ∈ I \ F , R = I + ε implies r + I ⊆ rI + I + ε. Thus, for any
I ∈ I, r + I ⊆ rI + I + ε, or in other words ϕ(r) ∈ r + U(ε), as required. 
Corollary 5.3. If R is compact, then for any family I of pairwise TCM two–sided
ideals, ϕ̂ : R
/
kerϕ → Π is a topological isomorphism.
Proof. Without loss of generality, we can assume that R ∈ I (since R /R is trivial).
We claim that I is a closed subspace of L(R). By Lemma 4.5, I is pairwise TCM.
Suppose that I ∈ I. If I = R then I ∈ I. Otherwise, by Corollary 4.4, I is an
isolated point in I and therefore an element of I. This proves our claim.
Since R is compact, so is L(R) (by Lemma 4.1). Then I, as a closed subspace
of L(R), is also compact. Thus, we can apply Theorem 5.2 to conclude that the
image of ϕ is dense in
∏
. Moreover, ϕ is continuous and therefore its image is
compact too. In virtue of ϕ(R) being both dense and compact, ϕ is surjective.
Finally, since R is compact, ϕ is both closed and open. By [10, Theorem 5.11], ϕ
being open implies that ϕ̂ is a topological isomorphism. 
Lemma 5.4. If R is supercomplete and pseudo–valuated then ϕ : R → Π is open
onto its image.
Proof. Let ε be a symmetric neighborhood of zero in R. We will prove that ϕ(ε)
is a neighborhood of zero in ϕ(R). By Lemma 4.21, there exists a neighborhood
δ ∈ NR(0) such that
⋂
I∈I
(I + δ) ⊆ ⋂
I∈I
I + ε. We define U = U(δ) ∩ ϕ(R). We
will show that U ⊆ ϕ(ε) thus proving our claim. Suppose that (r + I)I∈I is an
element of U . Note that r ∈ ⋂I∈I(I + δ) and therefore r ∈ ⋂I∈I I + ε meaning
that ϕ(r) ∈ ϕ(⋂
I∈I
I) + ϕ(ε) = ϕ(ε), as required. 
Our last theorem in this section will be a stronger version of the previous theorem
for supercomplete pseudo–valuated rings.
Theorem 5.5. If R is supercomplete and pseudo–valuated, then ϕ̂ : R
/
kerϕ → Π
is a topological isomorphism onto Π.
Proof. By Lemma 5.4, ϕ is open and by Theorem 5.2 it is continuous. By Lemma 4.9,
the image of ϕ is supercomplete. In particular, ϕ(R) is a complete subset of Π so it
is closed in Π by [6, Theorem 22 on p. 192]. However, ϕ(R) is dense in Π by The-
orem 5.2 so ϕ(R) = Π. Applying [10, Theorem 5.11] like we did in Corollary 5.3
we get the desired result. 
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6. Applications
One well–known result proven using CRT is the Lagrange interpolation ([3,
Corollary 9 on p. 366]): Let F be a field and let x0, . . . , xn be distinct elements of
F. For any y0, . . . , yn ∈ F there exists a unique polynomial p(x) ∈ F[x] of degree
less or equal to n such that p(xi) = yi for each i = 0, . . . , n.
We will now prove a very similar result, for a larger class of topological rings.
Namely, topologically simple rings.
Definition 6.1. A topological ring S is topologically simple if it has no closed
ideals other than S itself and { 0 }.
Example 6.2. Any dense subring of a topologically simple ring is topologically
simple [2, Proposition 1.4.16]. This means that every dense subring of a field is
topologically simple. For example, Z[
√
2] is dense in R and therefore topologically
simple.
Theorem 6.3. Let S be a topologically simple ring. Let {xi }ni=1 ⊆ S be distinct
points and { yi }ni=1 ⊆ S be some set of values. For every ε ∈ N(0), there exists a
polynomial p ∈ S[x] such that:
p(xi)− yi ∈ ε
for any 1 ≤ i ≤ n.
Proof. Consider S[x] with the pointwise topology. For any 1 ≤ i ≤ n, we define:
Ji := { p ∈ S[x] | p(xi) = 0 } = 〈x− xi〉.
For any 1 ≤ i 6= j ≤ n:
Ji + Jj = 〈x− xi〉+ 〈x− xj〉 ⊇ 〈(x− xi)− (x− xj)〉 = 〈xj − xi〉.
Since S it topologically simple and xj − xi 6= 0, the ideal 〈xj − xi〉 contains S and
in particular, 1 ∈ 〈xj − xi〉. This implies that 〈xj − xi〉 = S[x]. By the CRAT
(Theorem 5.2), the map ϕ : S[x]→∏ni=1 S[x]/Ji defined by:
ϕ(p(x)) := (p(x) + Ji)
n
i=1
is dense onto its image.
Consider the neighborhood U :=
n∏
i=1
(yi + Ji + ε) of the element (yi + Ji)
n
i=1 ∈∏n
i=1
S[x]
/
Ji . Because ϕ(S[x]) is dense in
∏n
i=1
S[x]
/
Ji , there exists a polynomial
p ∈ S[x] such that ϕ(p) ∈ U . Note that ϕ(p) = (p(xi) + Ji)ni=1 and therefore
p(xi) + Ji ⊆ yi + Ji + ε
for any 1 ≤ i ≤ n. It immediately follows that:
∀1 ≤ i ≤ n : p(xi) ∈ yi + ε.
This finishes the proof. 
We show a new proof for another known interpolation result.
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Theorem 6.4. [8, Theorem 15.13] Suppose that Ω is an open region in C and
{ zn } ⊆ Ω is a sequence of distinct points having no limit point in Ω. For any
sequence of integers {mn }n∈N and numbers w1,n, . . . , wmn,n ∈ C there exists an
analytic function f on Ω such that:
∀n ∈ N, 1 ≤ k ≤ mn : f (k)(zn) = k! wk,n.
Proof. Consider the complete, metric, pseudo–valuated ring R = A(Ω) (Lemma 4.22)
and the closed ideals In = 〈z − zn〉mn+1. By Corollary 4.26, the family
I := { In }n∈N ∪ {R } is compact. Note that R /R is trivial so we will ignore
it in the product. We define the following element of Π:
f =
( mn∑
k=1
wk,n (z − zn)k + In
)
n∈N
Note that R is metrizable and therefore supercomplete by [5, Theorem 48 on
p. 30]. Theorem 5.5 implies that there exists an analytic function f ∈ R such that
ϕ(f) = f . Thus, for all n ∈ N:
f(z)−
mn∑
k=1
wk,n (z − zn)k ∈ In = 〈z − zn〉mn+1.
In other words, there exists an analytic function g ∈ R such that:
f(z) =
mn∑
k=1
wk,n (z − zn)k + g(z)(z − zn)mn+1.
Calculating the derivatives of both sides we get:
f (k)(zn) = k! wk,n,
for all n ∈ N and 1 ≤ k ≤ mn. 
Appendix A. Hyperspace
Lemma A.1. Let R be a topological ring. For every r ∈ R, the function
mr : H(R)→ H(R) defined by mr(A) := rA is uniformly continuous.
Proof. Let ε be a neighborhood of zero in R. We need to find δ such that if
(A,B) ∈ H(δ) then (mr(A), mr(B)) ∈ H(ε). We choose δ such that rδ ⊆ 12ε.
Now, if (A,B) ∈ H(δ), then by definition A ⊆ B + δ and B ⊆ A+ δ. Multiplying
both sides by r and taking the closure yields:
(1) mr(A) = rA ⊆ rB + rδ ⊆ rB + 12ε ⊆ rB + ε = mr(B) + ε.
(2) mr(B) = rB ⊆ rA+ rδ ⊆ rA+ 12ε ⊆ rA+ ε = mr(A) + ε.
Note that we could add 1
2
ε and ignore the closure operation (like we did in
Lemma 4.2) because A =
⋂ {A+ U | U ∈ N(0) } ([10, Theorem 3.3]). Therefore,
(mr(A), mr(B)) ∈ H(ε), as required. 
Lemma A.2. If R is a topological ring, then L(R) is a closed subset of the hyper-
space of R.
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Proof. Let { Iα }α∈A be a converging net of closed two–sided ideals in the hyper-
space. We need to prove that its limit is also a two–sided ideal. Write I = lim Iα.
By Lemma 4.2:
I + I ⊆ I ∨ I = lim(Iα ∨ Iα) = lim Iα + Iα = lim Iα = I,
meaning that I is a subgroup. By Lemma A.1, for any r ∈ R:
rI ⊆ rI = lim rIα ⊆ lim Iα = lim Iα = I.
Thus, I is a left ideal. A similar argument shows that I is also a right ideal. 
Definition A.3. [5, p. 29] Let X be a topological space and {Yα }α∈A be a net
of subsets of X. A point x ∈ X is said to be a cluster point of { Yα }α∈A if any
neighborhood U ∈ N(x) meets {Yα }α∈A in a cofinal set of indexes.
Lemma A.4. [5, Proposition 45 on p. 29] Let µX be a uniform space, we consider
its hyperspace H(X) with the hyperspace uniformity. Let {Aα }α∈A be a net in
H(X). If {Aα }α∈A converges, it converges to its set of cluster points.
Lemma A.5. Let R be a topological ring and consider its hyperspace H(R) with
the induced uniformity. Suppose that {Sα }α∈A is a descending net in H(R). If
{Sα }α∈A converges, it converges to
⋂
α∈A
Sα.
Proof. By Lemma A.4, we need to show that the set of cluster points of {Sα }α∈A
coincides with the intersection. First we show that the intersection is contained
in the set of cluster points C. Suppose x ∈ ⋂
α∈A
{Sα }. For every U ∈ N(x) and
α ∈ A, x ∈ U ∩ Sα, so the set {α ∈ A | U ∩ Sα 6= φ} = A is cofinal in A. By
definition, x ∈ C.
Now we will prove that C is contained in each Sα. Let α ∈ A. Since {Sα }α∈A
converges to C, for every neighborhood of zero ε there exists αε such that for any
β ≥ αε : C ⊆ Sβ + ε. The set A is directed, hence there exists an upper bound for
α and αε (call it α˜). The net is descending, so
C ⊆ Sα˜ + ε ⊆ Sα + ε.
This is true for any ε. As in Lemma 4.2, we apply [10, Theorem 3.3], namely that
Sα =
⋂ {Sα + U | U ∈ N(0) }, to conclude that: C ⊆ Sα = Sα. This is true for
all Sα and therefore C ⊆
⋂
α∈A
Sα which completes the proof. 
Appendix B. Two properties of C
Lemma B.1. Let Ω ⊆ C be an open set and let K ⊆ Ω be a compact subset. There
exists a compact subset Kˆ containing K and faithful to Ω.
Proof. We define
U :=
⋃{
C ∈ Conn(Cˆ \K) | C ∩ (Cˆ \ Ω) = φ
}
=
⋃{
C ∈ Conn(Cˆ \K) | C ⊆ Ω
}
.
Then U ⊆ Ω. We define Kˆ := K ∪ U ⊆ Ω.
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The Riemann sphere is locally connected, so Cˆ \K is also locally connected as
an open subset. By [11, Corollary 27.10], the connected components of a locally
connected space are open. Note that:
Cˆ \ Kˆ =
⋃{
C ∈ Conn(Cˆ \K) | C ∩ (Cˆ \ Ω) 6= φ
}
.
This is a disjoint union of open connected components and therefore:
Conn(Cˆ \ Kˆ) =
{
C ∈ Conn(Cˆ \K) | C ∩ (Cˆ \ Ω) 6= φ
}
.
This means that
∀C ∈ Conn(Cˆ \ Kˆ) : C ∩ (Cˆ \ Ω) 6= φ.
By definition, Kˆ is faithful to Ω. All that is left is to prove that Kˆ is compact.
Notice that
Cˆ \ Kˆ =
⋃{
C ∈ Conn(Cˆ \K) | C * Ω
}
is a union of open sets and is therefore open. Thus, Kˆ is compact as a closed
subspace of the Riemann sphere. 
Lemma B.2. Let Ω be an open subset of C. There exists an ascending sequence
{Kn }∞n=1 of compact subsets of Ω such that any compact K ⊆ Ω is contained in
some Kn.
Proof. For any n ∈ N we define:
Kn := B(n) ∩
{
z ∈ C | d(z,C \ Ω) ≥ 1
n
}
,
where B(n) is the open ball with radius n around 0 in C. Note that Kn is clearly
closed in C for all n ∈ N. Because Kn ⊆ B(n), it is also bounded and therefore
compact. Suppose that K ⊆ Ω is any compact set. There exists some natural
numbers n1, n2 ∈ N such that:
(1) K ⊆ B(n1).
(2) 1
n2
≤ d(K,C \ Ω).
Define n := max {n1, n2 }. Clearly, K ⊆ Kn as required. 
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