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Abstract
We present entropy-limited hydrodynamics (ELH): a new approach for the computation of numerical fluxes
arising in the discretization of hyperbolic equations in conservation form. ELH is based on the hybridisation of
an unfiltered high-order scheme with the first-order Lax-Friedrichs method. The activation of the low-order
part of the scheme is driven by a measure of the locally generated entropy inspired by the artificial-viscosity
method proposed by Guermond et al. [1]. Here, we present ELH in the context of high-order finite-differencing
methods and of the equations of general-relativistic hydrodynamics. We study the performance of ELH in a
series of classical astrophysical tests in general relativity involving isolated, rotating and nonrotating neutron
stars, and including a case of gravitational collapse to black hole. We present a detailed comparison of ELH
with the fifth-order monotonicity preserving method MP5 [2], one of the most common high-order schemes
currently employed in numerical-relativity simulations. We find that ELH achieves comparable and, in many of
the cases studied here, better accuracy than more traditional methods at a fraction of the computational cost
(up to ∼ 50 % speedup). Given its accuracy and its simplicity of implementation, ELH is a promising
framework for the development of new special- and general-relativistic hydrodynamics codes well adapted for
massively parallel supercomputers.
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1 Introduction
Large-scale general-relativistic hydrodynamical nu-
merical simulations have been shown to be a very
powerful tool for the study of astrophysical systems
involving compact objects such as black holes and
neutron stars [3, 4, 5, 6, 7, 8, 9]. The realisation of
such simulations requires dealing with very different
physical, mathematical and computational issues. One
of the most challenging of such issues, and one that
could lead to significant differences on the outcome of
resolution-limited simulations, is the choice of the nu-
merical method for the solution of the hydrodynam-
ics equations (one such difference would be e.g., the
dephasing of the gravitational waveforms in binary
neutron star merger simulations, where different nu-
merical schemes can lead to different dynamics of the
matter bulk, see e.g., [10, 11, 12, 13, 14]).
The most commonly used methods in this con-
text are collectively known as high-resolution shock-
capturing (HRSC) techniques (see [5] for an intro-
duction). Belonging to this class, which contains
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both finite-differences and finite-volumes schemes, are
e.g., slope limiting methods (e.g., [15]), the piece-
wise parabolic method (PPM) [16, 17], the fifth-order
monotonicity preserving (MP5) method [2], essen-
tially/weighted non-oscillatory (ENO/WENO) meth-
ods [18, 19, 20, 21, 22] and many others.
HRSC methods are very effective in dealing with
shocks and suppressing spurious oscillations, and have
been employed with varying degree of success in as-
trophysical simulations. In recent times much work
has gone into improving these schemes (e.g., by in-
novative mesh refinement techniques such as in [23])
or moving beyond them; one promising alternative
paradigm is that of discontinuous Galerkin methods
(see, e.g., [24, 25, 26, 27, 28]). Many of such schemes,
however, potentially suffer from a few shortcomings: (i)
they are complex to derive and implement, or to ex-
tend and modify (e.g., to increase the formal order of
accuracy); (ii) they often depend on many coefficients
that require some degree of optimisation (e.g., the
WENO methods); (iii) they can lead to load imbal-
ance in parallel implementations as a result of their
complexity.
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In this work we propose a different approach that is
able to address some of these shortcomings [especially
the points (i) and (iii) previously mentioned], which
we refer to as “entropy-limited hydrodynamics” (ELH)
and formulate it in a finite-differences framework. The
underlying concept is relatively straightforward: the
hydrodynamical fluxes are computed using an unfil-
tered, high-order stencil, to which a contribution from
a low-order, stable numerical flux (the Lax-Friedrichs
flux) is added in order to ensure stability. To determine
which gridpoints are in need of the low-order contri-
bution, we employ a “shock detector”, which not only
marks region of the computational domain requiring
the limiter, but also determines the relative weights of
the high and low-order fluxes.
The use of a hybrid numerical flux to achieve both
accuracy and stability places our method in the class
of flux-limiting schemes (see, e.g., the classification in
[29]), which have long been a feature in the panorama
of numerical schemes for hydrodynamics. In this con-
text the Lax-Friedrichs flux is a common choice for
low-order methods, being monotone and dissipative
(a different example of combining high- and low-order
methods, in the context of the reconstruction method,
would be e.g., [30]).
To drive the activation of the Lax-Friedrichs method,
a criterion to flag generically problematic points of the
computational domain is needed. Such a criterion is
offered by the entropy viscosity function described by
Guermond et al. (we refer primarily to [1], but see also
Refs. [31, 32]), in which the local production of entropy
is used to identify shocks. Since entropy is produced
only in the presence of shocks, this results in a sta-
ble method able to recover high-order in regions of
smooth flow. We extend the definition of the entropy
viscosity from the classical to the relativistic case, and
employ it to drive the flux limiting scheme rather than
as a weight to additional viscous terms in the hydrody-
namical equations. As a result, and in contrast to the
approach by Guermond et al. [1], we do not modify the
underlying equations of relativistic hydrodynamics by
introducing additional entropy-related terms.
In the following we describe the method and the de-
tails of our implementation, then report the results
of tests we conducted in order to gauge its behaviour
against a standard HRSC method, namely, MP5 [2].
The paper is structured as follows: in section 2 we
briefly summarise the equations of relativistic hydro-
dynamics and the finite-differences framework we em-
ploy. In section 3 the ELH method and its implemen-
tation are described, while the results of the numerical
tests are collected in section 4. We present our conclu-
sions and outlook in section 5.
In the following we use the spacetime signature
(−,+,+,+), with Greek indices running from 0 to 3
and Latin indices from 1 to 3. We also employ the
Einstein convention for the summation over repeated
indices. Unless otherwise stated, all quantities are ex-
pressed in a geometrized system of units in which
c = G = 1.
2 Relativistic hydrodynamics: theory and
numerics overview
2.1 Relativistic hydrodynamics
We summarize here the mathematical framework of
relativistic hydrodynamics. In the interest of simplic-
ity, the discussion is limited to special relativity, while
the general-relativistic case, which is relevant for the
neutron-star tests of section 4.2, can be found in ap-
pendix A.
Since most of our interest is in modelling neutron-
star matter, we assume it to be described by a per-
fect fluid, therefore with a corresponding energy-
momentum tensor given by
Tµν = ρhuµuν + pηµν , (1)
where ηµν is the Minkowski metric, ρ is the rest-mass
density, uµ is the fluid four-velocity, p is the pressure,
h = 1 +  + p/ρ is the specific enthalpy and  the
specific internal energy [5]. The equations of motion
for the fluid are the conservation of the stress-energy
tensor
∂µT
µν = 0 , (2)
and conservation of rest mass
∂µ(ρu
µ) = 0 , (3)
These two sets of equations are closed by an equation
of state (EOS) p = p(ρ, ), and we here assume a simple
ideal-fluid (or Gamma-law) EOS:
p = ρ(Γ− 1) , (4)
with Γ the adiabatic index.
Equations (2) and (3) can be cast in conservation
form and therefore written symbolically as [6]
∂tU + ∂iF
i = S , (5)
by defining the conserved variables U as
U :=
 DSj
τ

:=
 ρWρhW 2vj
ρhW 2 − p− ρW
 . (6)
Guercilena et al. Page 3 of 26
These are functions of the “primitive” variables (ρ, vi, p, ).
In these expressions and in the following the fluid
three-velocity measured by the normal (or Eulerian)
observers is defined as vi := ui/W and the Lorentz
factor is W := (1− vivi)− 12 = ut. The fluxes F i are
F i =
 viDSjvi + pδij
Si −Dvi
 , (7)
where δij is the Kronecker delta.
Note that the source functions S are identically zero
in special relativity, but this is no longer the case in a
generic spacetime, where metric-dependent terms ap-
pear both in the fluxes and sources (see appendix A).
2.2 Numerical methods
The ELH method proposed here has been implemented
in the code WhiskyTHCEL as a variant of the WhiskyTHC
code [33, 34, 12] based on the Einstein Toolkit [35,
36, 37]. WhiskyTHC implements both finite-difference
and finite-volume methods applied to a characteristic-
variables decomposition with a Lax-Friedrichs flux-
splitting for upwinding. It also crucially provides a pos-
itivity preserving limiter to cope with large rest-mass
density jumps, e.g., as those appearing across the sur-
face of compact stars. In the following we summarise
the main components of the underlying algorithm and
refer the interested reader to [33] and [12] for a more
detailed description.
Given a discrete mesh with ∆ being the spatial grid
spacing, the finite-difference algorithm we employ pro-
vides an estimate for the right-hand-side of an evolu-
tion equation in flux-conservative form as
∂tU |i = −
fi+1/2 − fi−1/2
∆
+ Si , (8)
i.e., as a difference between numerical fluxes at the cell
interfaces, plus the sources contribution (to simplify
the notation, here U is any one of the components of
(6)).
The numerical fluxes fi±1/2 are obtained via a recon-
struction operator, i.e., an operator yielding a high-
order approximation of a generic function at a given
point using its volume averages (see, e.g., [29, 5, 6]).
Out of the variety of reconstruction operators avail-
able in the literature and implemented in WhiskyTHC,
we focus here on the fifth-order and seventh-order un-
filtered stencils
5S− := 1
60
(2fi−2 − 13fi−1 + 47fi+
27fi+1 − 3fi+2) (9)
and
7S− := − 1
140
fi−3 +
5
84
fi−2 − 101
420
fi−1 +
319
420
fi
+
107
210
fi+1 − 19
210
fi+2 +
1
105
fi+3 , (10)
returning the value of the flux at xi+1/2, and which
we refer to as U5 and U7, respectively (we have only
written here the left-biased operators S−, since the
right-biased ones S+ are symmetric)[1].
Furthermore, we select the MP5 scheme as our
benchmark against which to test the properties of the
EL method. MP5 is built on top of the U5 stencil,
but the resulting fluxes are limited so as to preserve
monotonicity near discontinuities [2, 38, 33]. MP5 of-
fers a good compromise between robustness and ac-
curacy and it has been successfully employed in sev-
eral realistic scenarios in which it also achieved high
convergence-order [34, 12, 39]. It has therefore become
a de facto standard in our work, hence we use it as a
reference.
To ensure the stability of the scheme, the reconstruc-
tion must be appropriately upwinded, i.e., a right-
(left-) biased operator has to be applied to the left-
(right-) going part of the flux. We therefore split the
flux f in a right-going flux f+ and a left-going one f−,
so that f = f+ + f−. The splitting is performed using
the Lax-Friedrichs or Rusanov flux splitter [40], i.e.,
f± := f(U)± κU , κ := max |f ′(U)| , (11)
where the maximum is taken over the stencil of the
reconstruction operator.
The reconstruction procedure outlined above can be
applied on each equation in the system (5) (this is also
called a components split) or to its local characteristic
variables (in which case it is referred to as a charac-
teristics split).
A further ingredient in our algorithm is a so-called
“positivity-preserving” limiter [41, 12]. The basic idea
is to split the numerical flux in Eq. (8) in two contri-
butions, as:
fi+1/2 = θf
HO
i+1/2 + (1− θ)fLFi+1/2 , (12)
[1]Note that the operators (9) and (10) return ap-
proximations of the function h defined by fi =:∫ xi+1/2
xi−1/2 h(x
′) dx′ at xi+1/2. In this sense, they act on vol-
ume averages, the point-wise flux being the volume
average of h. The values hi±1/2 should appear in (8) in-
stead of fi±1/2. We have here simplified the notation,
but a full discussion can be found in [33].
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where fHO is the original high-order flux, while the
Lax-Friedrichs flux fLF has the standard form
fLFi+1/2 :=
1
2
(fi + fi+1)− κ
2
(Ui − Ui+1) (13)
and κ is defined as in Eq. (11). For a single Euler
step, the result of the evolution of U can be explicitly
written as
Un+1i =
1
2
(
Uni + 2λfi−1/2
)
+
1
2
(
Uni − 2λfi+1/2
)
,
(14)
where the fluxes are defined as in Eq. (12) and λ de-
pends on the maximum propagation speed of the sys-
tem as well as the CFL factor. The value of θ is defined
as the one that makes both terms of Eq. (14) positive.
Applied to the continuity equation this guarantees that
the density never becomes negative (see [42] for a way
to generally ensure the physicality of the fluid state-
vector in a generic spacetime)[2].
We note that this algorithm does not free us from
having to employ an artificial floor (or atmosphere) to
treat (ideally) vacuum regions: these are filled with
a uniform and tenuous fluid with rest-mass density
ρatmo. Whenever in the subsequent evolution the rest-
mass density of a gridpoint falls below the floor value
ρatmo, it is reset to the floor value, its three-velocity
is set to zero and the specific internal energy is set to
the corresponding value coming from the EOS. In neu-
tron star simulations we fix the floor at ρatmo = 10
−16
M−2 , i.e. the typical value of ρatmo/ρmax is ∼ 10−13.
Details of the algorithms we employ to evolve the
spacetime and couple it to the fluid evolution are given
in appendix B.
The last step in the algorithm is the actual time evo-
lution. Since after the spatial discretization, the orig-
inal PDEs to be solved are in the form of a coupled
systems of ODEs, this is taken care of in a method-of-
lines (MOL) fashion by means of a fixed step Runge-
Kutta time integrator. We employ either the standard
fourth-order Runge-Kutta method (RK4) or a third-
order (RK3, see [43]) method with strong stability pre-
serving (SSP) properties.
3 Entropy-limited hydrodynamics
3.1 Description of the scheme
The scheme we propose consists of two building blocks:
1) a function detecting shocks; 2) a limiter scheme of
[2]Further details can be found in [12]. Here, θ is com-
puted following the algorithm in section 2.2 of [41], but
replacing the rest-mass density ρ with its conserved rel-
ativistic counterpart D.
the high-order fluxes. We will start discussing the lat-
ter.
As customary in flux-limiting schemes, we modify
the high-order approximation of the flux by combining
(or “hybridising”) it with a (local) Lax-Friedrichs flux
contribution as in (12).
Of course, the hybridisation of the high-order flux
with the Lax-Friedrichs should be activated only in
regions of the flow that are problematic. In order to
flag such regions we introduce a regularisation function
that we refer to as the “viscosity” ν. Hence, we redefine
the parameter θ ∈ [0, 1] in Eq. (12) in terms of the
quantity
θ := min
[
θ˜, 1− 1
2
(νi + νi+1)
]
, (15)
so that the contribution of the Lax-Friedrichs flux
grows linearly with the viscosity. The value of the coef-
ficient θ˜ is the one mentioned in the previous section to
guarantee the positivity of the rest-mass density. With
the choice (15) for the limiting coefficient θ, additional
dissipation is inserted when ν attains large values as
well as in near-vacuum regions. On the other hand,
in regions where the flow is smooth and away from
near vacuum, θ is close to unity, ensuring the use of
the high-order flux and preserving the high accuracy
of the method.
We still need to associate the viscosity ν to some
property of the flow. To this scope we take inspiration
from the work of Guermond and collaborators [1] and
associate ν to the specific entropy s. In general, the
precise functional form of s will depend on the EOS,
but for the simpler case of a perfect fluid with an ideal-
fluid EOS [cf., Eq. (4)], the specific entropy can be
shown to be equal to (apart from constant multiplica-
tive factors) to [5]
s = log
(

ρΓ−1
)
. (16)
Of course, the specific entropy must satisfy the second
law of thermodynamics, so that we can introduce the
entropy residual, or entropy-production rate, R as
R := ∂µ(ρsuµ) ≥ 0 . (17)
As a result, the computation of the entropy residual
R, effectively represents the first step in defining the
viscosity and hence the root to limiter parameter θ.
The expected behaviour of the entropy residual is
that it cannot decrease in time and that is spatially
restricted to very small regions in the neighbourhood
of shocks, ideally expressed a delta function peaked at
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the location xs of shocks, i.e., R ∝ δ(x−xs). A phys-
ical justification for this latter expectation is rather
simple to motivate. Euler equations generally apply to
perfect fluids, and while they can capture non-ideal
features (i.e., shocks), the description of the latter is
only approximate. As long as the flow is smooth and
the perfect-fluid approximation holds, all phenomena
are reversible and there can be no production of en-
tropy. However, in those regimes where the perfect-
fluid approximation breaks down and non-ideal effects
appear, namely, at the location of shocks, the entropy
production is nonzero and the entropy jumps locally to
a higher value. Since shocks are regions of dimension
N − 1 in spatial manifolds with N spatial dimensions,
the entropy residualRmust be a Dirac delta peaked at
shock locations for it to provide a finite contribution.
To seal the strict connection between the entropy
viscosity νe and the entropy residual and to embody
the property that this quantity should be a function
of the spatial discretization, we define it as
νe := ce∆|R| . (18)
The absolute value is used for the entropy residual
since the inequality (18) is not guaranteed to be satis-
fied during the numerical integration. In fact, R, hav-
ing to approximate a delta function, is expected to
show an oscillatory behaviour with potential negative
values in practical numerical applications. In expres-
sion (18), ∆ is the spacing of the mesh, ce is a pos-
itive tunable constant with dimensions of [time]3 ×
[temperature] × [mass]−1, so that νe is effectively di-
mensionless. We note that despite νe not having the
dimensions of a viscosity, we still refer to as the “en-
tropy viscosity”, mostly for convenience and in analogy
with the very similar quantity defined in [1].
An additional benefit of this definition is the ability
of the resulting scheme in differentiating automatically
between shocks and contact discontinuities. This fol-
lows from the fact that at contact discontinuities there
is no entropy production and therefore the viscosity
there would be zero as well [5].
A potential problem of the definition (18) is that
it can lead to an unbounded value since the entropy
residual R is not physically upper limited. In our case
the value of θ cannot however exceed unity, and so the
viscosity must not exceed this value as well. To enforce
this requirement and cut-off excessively large values of
the entropy viscosity we set the entropy viscosity to
be used in the limiter (15) as
ν := min[νe, cmax] . (19)
where νe is given by Eq. (18). Here, cmax is a tun-
able dimensionless coefficient, which, together with the
other tunable coefficient ce, we have assumed to be
equal to one in all of the tests presented here. As we
will comment in section 4, the results are not very sen-
sitive to the choices made for these coefficients.
3.2 Numerical implementation
In our numerical implementation we compute the en-
tropy residual (17) by first rewriting its definition in
a way that involves only derivatives of the specific en-
tropy s
R = ∂µ(sρuµ) = s∂µ(ρuµ) + ρuµ∂µs = ρuµ∂µs ,
(20)
where the continuity equation (3) was used to ob-
tain the final expression in (20). By expressing the
4-velocity uµ in terms of the fluid three-velocity vi,
we finally write the residual as
R = ρW (∂ts+ vi∂is) . (21)
The spatial derivatives in Eq. (21) are approximated
with a standard centered finite-difference stencil of or-
der p + 1, where p is the order of the stencil used to
approximate the physical fluxes. This restriction arises
from the need to ensure that the viscosity converges
to zero fast enough not to spoil the overall conver-
gence of the scheme at the nominal order. The time
derivative in (21) is also approximated by finite dif-
ferencing. In particular, at every iteration we use the
current value of the specific entropy and the values at
the two previous timesteps to compute a second-order
approximation of ∂ts via a one-sided stencil, i.e., as
(∂ts)
n =
1
2∆t
(
3sn − 4sn−1 + sn−2)+O ((∆t)2) .
(22)
A few remarks are useful at this point. First, the
time derivative of the specific entropy in Eq. (21) is
computed with a low-order method and this could in
principle be a limiting factor for the convergence prop-
erties of the overall scheme. In practice, however, we
find that the space discretization error dominates over
the error on the time derivative in the tests we have
performed, so that the scheme achieves high-order con-
vergence as expected despite the use of a low-order ap-
proximation for ∂ts. Second, the high-order flux f
HO
is computed component by component. In fact since
the reconstruction operators U5 and U7 [(9) and (10)]
are linear, they commute with the matrices used to
perform the characteristic decomposition, and there is
therefore no difference in this case between component-
by-component and characteristic decomposition. This
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contributes (along with other intrinsic differences in
the formulation of the schemes) to a significant speed-
up of the code (up to ∼ 50%, depending on the setup
of the grid on the computing nodes) with respect to
MP5, since there is no need to compute the system
eigenvectors and apply the resulting matrix. By con-
trast, the MP5 reconstruction is nonlinear and does
not commute with the characteristic decomposition.
As a result, when using MP5 we always switch to char-
acteristic variables, since this is known to reduce spu-
rious numerical oscillations in high-order methods [2].
Two further operations are applied on the viscosity
before it is used in Eq. (15). Firstly, since the viscosity
is found to be very close to zero in regions of very low
rest-mass density, we improve the behaviour close to
atmosphere values by simply setting the viscosity to
some small and constant value νv at a given point xijk
whenever the rest-mass density at the given point, and
at all nearest neighbours, is below a certain threshold
ρv, i.e., if
ρi+l,j+m,k+n < ρv ∀ l,m, n = −1, 0, 1
then
νijk = νv .
In practice, therefore, (19) needs to be slightly revised
and the expression for the entropy viscosity we actually
implement in the numerical code is
ν :=
{
νv if ρ < ρv
min[νe, νmax] elsewhere .
(23)
In all of the numerical tests presented we have used
νv = 10
−12 and ρv = 10−11M−2 (i.e., the threshold
is 5 orders of magnitude larger then the atmosphere
floor, ρatmo = 10
−16M−2 ). Secondly, and following
the original implementation in Ref. [1], we introduce
a smoothing step which removes unwanted oscillations
in the viscosity. This is accomplished by applying a
five-point stencil of the form
ν¯ijk :=
2∑
l=−2
2∑
m=−2
2∑
n=−2
al am an νi+l,j+m,k+n , (24)
where the coefficients al have values a0 = 0.58, a±1 =
0.06 and a±2 = 0.15. This stencil in Eq. (24) is con-
structed so to approximate the convolution of the vis-
cosity with a Gaussian kernel of characteristic cutoff
length scale 4 times the grid spacing, in such a way
that the residual of the transfer function of the tar-
get filter and of its approximation is minimised over a
broad range of wavelengths (see [44] for details).
In addition to dampening oscillations in the viscosity
mentioned in the previous section, the necessity of the
smoothing step stems from the fact that the viscosity is
computed once at the beginning of every new timestep
before its value is used in (15). Since the viscosity is
kept constant during the series of Runge-Kutta inter-
nal steps, it “lags behind” in time with respect to the
solution. This issue is addressed by the smoothing pro-
cedure, but in practice we have found that this does
not represent a problem in our tests. The smoothing
(24) also prevents the viscosity to plunge to very small
values where it should instead be non negligible. This
can happen, e.g., close to stellar surfaces as a result
of oscillations in the solution. The application of the
smoothing operator removes this problem by joining
seamlessly the values of the viscosity in the neighbour-
ing points.
4 Numerical tests
We report in this section the results of some of the
tests obtained with the ELH method described in the
previous sections. In all tests we compare the ELH re-
sults with those obtained using the monotonicity pre-
serving, fifth-order scheme (MP5). In particular, un-
less otherwise stated, we couple the ELH method to
the fifth-order U5 stencil (9), to make a fair and sensi-
ble comparison between methods of the same order. In
few cases, however, we will also report results obtained
with the seventh-order stencil U7 (10). We will refer to
the corresponding schemes as to EL5 and EL7, respec-
tively. Finally, it is useful to remark that in all of the
following tests no attempt was made to tune the coef-
ficients ce and cmax introduced in section 3.1, and that
have been set to unity here. Despite this very simple
choice, the ELH method is stable and accurate in all
cases considered, as the following sections make clear.
At the same time, we consider it possible (if not likely)
that the results could be further improved after a care-
ful exploration of the changes in the solution upon a
change of ce and cmax; we will leave this exploration
to a future work.
4.1 Special-relativistic tests
We begin with a series of mostly one-dimensional
tests, performed in special-relativistic hydrodynamics,
so that the metric gµν is fixed to the flat Minkowski
metric ηµν and no spacetime evolution is performed.
Also, since we are mostly interested in the behaviour of
the scheme in realistic astrophysical applications, we
focus on just a handful of one-dimensional test cases:
a smooth nonlinear wave and three shock-tube tests.
4.1.1 Smooth nonlinear wave
We first show the accuracy of the scheme in the case
of a smooth solution and measure rigorously its con-
vergence order so as to show that the entropy-driven
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Figure 1 Rest-mass density profiles for the smooth nonlinear
wave test. The EL5 data shown corresponds to the coarsest
resolution of 100 gridpoints over the domain.
limiter does not spoil the convergence properties of the
high-order method upon which it is built. This test has
been discussed in [33] (which adapted it from [45]). In
short, we consider a one-dimensional, large-amplitude,
smooth, nonlinear wave with initial rest-mass density
profile given by
ρ0(x) =
{
1 + exp
[−1/(1− x2/L2)] if |x| < 1
1 elsewhere ,
(25)
where L = 0.3. The initial data employs a polytropic
EOS, p = Kργ˜ , with K = 100 and γ˜ = 5/3, and we
then evolve it with the ideal-fluid EOS (4) with Γ =
5/3. Since in this test discontinuities are absent (so
that γ˜ = Γ) and there are no stability issues, we use as
time integrator the standard fourth-order RK4 method
with a timestep of ∼ 0.13 times the grid spacing.
The analytic solution of the test (shown in Fig. 1
with a black solid line) is represented by a wave profile
propagating towards the right and “steepening” in the
direction of its motion. At time tc ' 1.6, the wave de-
velops a shock, leading to a sharp discontinuity. Up to
the formation of the caustic, the analytic solution can
be computed using the method of characteristics [46]
on a Lagrangian grid. We obtain an accurate enough
approximation by computing it on a very fine grid of
105 gridpoints and interpolating the solution using cu-
bic splines on the Eulerian grid. This solution, which
we refer to as the “exact” solution, is then used as
102 103 104
N. of Grid points
−12
−10
−8
−6
−4
lo
g
(||
E
rr
o
r||
1
)
EL5
EL7
MP5
Figure 2 L1-norm of the error on the rest-mass density for the
smooth nonlinear-wave test at time t = 0.8.
the reference against which the numerical solutions are
compared.
We perform this test with both the EL5 and EL7
schemes of the ELH method to validate that high-order
schemes can be employed with great ease in our ap-
proach by simply swapping a lower-order stencil for a
higher-order one; this operation is far more demanding
in standard finite-volume HRSC schemes.
Figure 2 shows the L1-norm of the error with respect
to the analytic solution at time t = 0.8 for the vari-
ous schemes and at various resolutions. The latter are
parametrized by the number of gridpoints used on the
x-axis, and we have considered seven different resolu-
tions, each twice as fine as the preceding one, going
from 100 gridpoints up to 6400. The different lines in
Fig. 2 show that at the lowest resolutions all schemes
show very similar errors, MP5 being the most accu-
rate by a small margin. As the resolution is increased,
however,the gap in accuracy between EL5 and MP5
decreases and disappears at very high resolutions. The
error curve of EL7, being a higher-order scheme, de-
creases much more rapidly with resolution, so that its
error at the highest resolution of 6400 gridpoints is
two orders of magnitude lower than for the fifth-order
schemes.
We also compute the convergence order of the vari-
ous schemes using the data at resolutions of 1600 and
3200 gridpoints and after comparing it with the “ex-
act” solution. The result is shown in Fig. 3 as a func-
tion of time to the development of the shock. The
computed order should be equal to the nominal or-
der of each scheme as long as the solution is smooth,
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Figure 3 Convergence order computed on the smooth
nonlinear-wave test as a function of time to caustic formation.
gradually degrading to first order as the caustic is ap-
proached. Every scheme matches this description, in
particular EL5, whose convergence order is almost ex-
actly five. EL7 similarly appears to saturate just be-
low its nominal convergence order of seven. Deviations
from the nominal convergence order of each scheme
are due to contaminations from other error sources,
which become increasingly significant at high resolu-
tion; these are: the truncation error due to the time-
integrator, the accuracy of the inversion from conser-
vative to primitive variables, or the low-order approx-
imation for the evolution of the entropy [cf., Eq. (22)].
What is relevant here is that the EL method does not
interfere with the convergence properties of the under-
lying stencil and can exploit their accuracy.
4.1.2 Shock-tube tests
We choose as a first shock-tube test the special-
relativistic version of the classical Sod test [47]. In this
case, the adiabatic index for both the polytropic initial
data EOS and the ideal-fluid evolution EOS is Γ = 1.4
and the right (R) and left (L) initial states are
(ρR, vR, pR) = (0.125, 0, 0.1) ,
(ρL, vL, pL) = (1, 0, 1) . (26)
The analytic solution consists in a left-going rarefac-
tion wave and a right-going shock wave separated by
a right-going contact discontinuity. We perform the
test with a variety of spatial resolutions ranging from
∆x = 0.01 to ∆x = 3.125 × 10−4, and a timestep
∆t = 0.1 ∆x.
Figure 4 shows the test results at time t = 0.6 for
both the EL5 and MP5 schemes at resolution ∆x =
1.25 × 10−3. Both schemes capture the main features
of the solution, with the shocks being captured within
∼ 3 gridpoints, as are the constant states in the pres-
sure and velocity. However, the EL5 scheme displays
some oscillations downstream of the shock as well as
over- and undershoots around the location of the dis-
continuities and in the transition between the rarefac-
tion wave and the surrounding flat regions, while the
MP5 scheme is able to resolve the solution avoiding
such artefacts. This is not surprising since MP5 is a
monotonicity preserving scheme (the number of local
maxima and minima cannot increase by effect of this
method, therefore over- and undershoots cannot occur
by construction) while EL5 is not. We should remark,
however, that this property of MP5 is valid only for
scalar equations in one spatial dimension, and it basi-
cally accounts for the differences in the behaviour of
the two schemes. It should also be stressed that the
EL5 scheme is indeed stable and that the oscillations
that are present in the solution converge away with
resolution (see Fig. 5).
The behaviour of the viscosity is displayed in Fig. 6.
It presents four well distinct peaks, each correspond-
ing to the four nonlinear waves generated by the Rie-
mann problem and corresponding to the edges of the
rarefaction wave, where the solution is continuous but
non-smooth, of the contact discontinuity and of the
shock. The viscosity is higher in correspondence with
the latter, and decreases by several orders of magni-
tude for the other three. It can also be seen clearly
how the peaks in the viscosity sharpen as the resolu-
tion is increased, mirroring the decreasing size of the
aforementioned features (see Fig. 5), and seemingly
tending towards a delta function at infinite resolution,
as expected.
The second shock-tube test we select is a more ex-
treme “blast-wave” test [48]. In this case, the adiabatic
index used is Γ = 5/3 and the right and left initial
states are
(ρR, vR, pR) = (10
−3, 0, 1) ,
(ρL, vL, pL) = (10
−3, 0, 10−5) . (27)
The exact solution consists in a right-going shock
wave, followed by a contact discontinuity and a left-
going rarefaction wave. We employ the same resolu-
tions and timestep choices as for the Sod test.
Figure 7 is similar to Fig. 4, but relative to the blast-
wave test at time t = 0.4. We should remark that
this is a very extreme test (the pressure has an initial
jump of five orders of magnitude) in which the contact
discontinuity and shock wave move at essentially the
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Figure 4 Profiles of the rest-mass density (left), velocity (center) and pressure (right) for the special-relativistic Sod test at t = 0.6.
The solution is computed on a grid of 800 points. The EL5 scheme correctly captures the features of the solution despite oscillations
at the discontinuities.
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Figure 5 Rest-mass density profiles, zoomed on the right edge
of the rarefaction wave (left) and on the shock (right) for the
special-relativistic Sod test at t = 0.6, computed with EL5 at
different resolutions (parametrized by the number of points on
the x axis). The oscillations in the solution can be seen
converging away with resolution.
same speed, yielding a very narrow constant rest-mass
density state between the two. The oscillations in the
EL5 scheme data are in this case more severe than in
the Sod shock-tube test, especially around the shock
location. As a result, the solution with the EL5 scheme
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Figure 6 Profiles of the viscosity in logarithmic scale for the
special-relativistic Sod test at t = 0.6, computed with EL5 at
different resolutions (parametrized by the number of points on
the x axis). The four peaks correspond to the four different
features of the solution, i.e., from left to right, the edges of
the rarefaction wave, the contact discontinuity and the shock
(vertical dashed lines highlight their location). As the
resolution increases, they tend to delta functions.
tends to a general decrease of the pressure between the
rarefaction wave and the shock wave, whose relative
value is however of . 7 % at most; the MP5 scheme
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Figure 7 Profiles of the rest-mass density (left), velocity (center) and pressure (right) for the special-relativistic blast-wave test at
t = 0.4. The solution is computed on a grid of 800 points. The inset in the density panel magnifies the blast wave, showing also the
exact solution in black. Inversion failures due to oscillations when using the EL5 scheme spoil the quality of the solution.
performs better and has a relative error in pressure
that is ∼ 1%. In both cases, the agreement with the
exact solution improves with resolution.
Finally, we perform a three-dimensional shock-tube
problem, involving non-grid-aligned shocks i.e., the
relativistic-explosion test. The initial data in this case
is given by{
(ρ, vi, p) = (1, 0, 1) if r ≤ 0.4 ,
(ρ, vi, p) = (0.125, 0, 0.1) otherwise ,
where r is the distance from the origin. The computa-
tional domain is a cube of side 1 centered on the origin,
and we use a grid spacing of ∆x = 0.01 and a timestep
∆t = 0.1 ∆x. The adiabatic index for this test is again
Γ = 1.4. The feature of the solution are similar to those
of the Sod test i.e., an ingoing rarefaction wave and an
outgoing shock, separated by an outgoing contact dis-
continuity. Note however that because of the spherical
symmetry of the test (compared to the planar symme-
try in the Sod case), the regions at the two sides of the
contact discontinuity are no longer constant states in
rest-mass density, velocity and pressure, but display a
smooth radial dependence.
Figure 8 shows the rest-mass density for this test
at time t = 0.25, on the (x, y) plane as well as on
the x axis. Both EL5 and MP5 perform very simi-
larly, with differences being barely noticeable in the
two-dimensional plot. The curves on the x axis reveal
that while both schemes capture the features of the
Figure 8 Rest-mass density for the relativistic-explosion test
at time t = 0.25. In the top panel the distribution on the
(x, y) plane is plotted, MP5 on the left side and EL5 on the
right. In the bottom panel, the rest mass density is plotted on
the x axis. Both schemes capture very well the solution.
solution, as in the Sod test, the EL5 scheme is slightly
more oscillatory.
Overall, these shock-tube tests demonstrate how the
entropy-driven hybridisation of the high-order stencil
is sufficient to stabilise the scheme even for discontinu-
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ous initial data and it is remarkable that such a simple
scheme can achieve good accuracy.
4.2 Three-dimensional general-relativistic tests: neutron
stars
We next test the EL5 scheme against a series of three-
dimensional tests mostly based on the evolution of sin-
gle, isolated neutron stars in general relativity (with
the exception of grazing-collision test of section 4.2.6).
In each test we employ for the evolution the ideal-fluid
EOS (4) with Γ = 2. The neutron star initial data is
constructed using a polytropic EOS p = Kργ˜ also with
γ˜ = 2 and K = 100 M−2 .
4.2.1 Isolated star in the Cowling approximation
The first test we perform is the evolution of a stable
nonrotating (or TOV, from Tolmann-Oppenheimer-
Volkoff) neutron star in a fixed spacetime (i.e., adopt-
ing the Cowling approximation) with the goal of as-
sessing the properties of the EL5 scheme over long
timescales. Despite its conceptual simplicity (a TOV is
just a static solution of the Einstein-Euler equations)
the test can be rather challenging. This is because in
this test the location of the stellar surface, which is the
hardest feature to simulate due to the steep gradient in
the hydrodynamics variables, is essentially stationary;
as a result, errors can accumulate and grow, affecting
the accuracy of the simulation. This behaviour is to
be contrasted with the typical situation encountered
when evolving inspiralling binary neutron stars, where
the stellar surfaces move very supersonically with re-
spect to the floor and most of the errors at the surface
are absorbed into the shocks.
For this test we build and evolve a TOV model with
central rest-mass density 1.28× 10−3M−2 , yielding a
(baryon) rest mass of 1.5M and a radius of ∼ 10M.
We perform the test on a single refinement level with
outer boundaries placed at 16M and a resolution of
∆i = 0.2M ' 0.3 km. The timestep is set to 0.15
times the grid spacing, and the time integrator is RK3.
Figure 9 reports the distribution of the viscosity on
the equatorial plane, which clearly shows a local an-
nular peak around the location of the stellar surface,
where the hydrodynamical variables experience the
most violent variations, leading to large values of the
viscosity. In the external low-density fluid, the viscos-
ity is set to a small constant value almost everywhere
as detailed in section 3.2. The inner part of the neu-
tron star is expected to be isentropic, as it consists of
a shock-free perfect fluid. Indeed, in the stellar inte-
rior the viscosity is nonzero but also 102 to 103 times
smaller than at the surface and does not significantly
affect the evolution. Quite generally, these features of
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Figure 9 Two-dimensional viscosity distribution relative to its
upper limit on the equatorial (x, y) plane at time
t = 4500M for the Cowling TOV test. The viscosity peaks
at the stellar surface, identified as a shock by the scheme, and
drops in the interior.
the viscosity profile are typical in all the tests we con-
sidered, whenever a sharp matter/vacuum interface is
present.
The general behaviour of the EL5 scheme, when com-
pared to the MP5 scheme, is well illustrated by Fig.
10, showing the rest-mass density distribution on the
equatorial plane for the two schemes (the left part of
the panel, i.e., for x < 0, refers to the MP5 scheme,
while the right part, i.e., for x > 0, to the EL5
scheme[3]). As it can be seen from the figure, both
schemes accurately capture the solution in the stellar
interior, but significant differences arise at the surface
and in the exterior. The MP5 scheme shows a rather
diffusive behaviour, with a smooth transition to the ex-
ternal “vacuum” (i.e., to a region close to the rest-mass
density floor) and extended low-density tails. The EL5
scheme, on the other hand, produces a sharper edge.
Oscillations in the solution can be seen just outside of
the star, resulting in shell-like structures around the
surface, which are particularly noticeable in the co-
ordinate axes directions. The stellar exterior is much
closer to the vacuum with the EL5 scheme and, in con-
trast to MP5, it also displays small-scale dynamics at
very low densities.
[3]The use of a higher-order stencil in the EL approach,
e.g., EL7, does not yield to improvements in the solu-
tion; the treatment of the low-density regions is far
more delicate and the mass conservation is degraded.
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Figure 10 Two-dimensional rest-mass density distribution
relative to the initial data maximum value on the equatorial
(x, y) plane at time t = 4500M for the Cowling TOV test;
the left part of the panel (i.e., x < 0) refers to the MP5
scheme, while the right (i.e., x > 0) part to the EL5 scheme.
Oscillations are visible with the EL5 scheme at the stellar
surface, but the exterior fluid is visibly less dense than in the
MP5 case.
The properties of the oscillations present in the solu-
tion computed with the EL5 scheme are made clearer
in Fig. 11, which shows the rest-mass density profiles
along different radial cuts. Along the x direction, the
oscillations in the EL5 data have large amplitude and
a similar behaviour is observed along the y and z axes.
On the other hand, on the three-dimensional diagonal
(i.e., along the x = y = z line), the EL5 scheme man-
ages to capture the sharp transition between the stel-
lar interior and the outside vacuum almost perfectly,
without significant oscillations or other artefacts. By
contrast, the use of the MP5 scheme leads to smooth,
rest-density profiles that are only slowly decaying in
all directions[4].
The direction-dependent behaviour shown in Fig.
11 for the EL5 scheme is due to the well-known
anisotropy of the phase error common to finite-
differencing schemes [49, 50]. The MP5 scheme is able
to mask this behaviour, but at the price of sacrificing
the ability to sharply define stellar surface. We ex-
pect that the performance of the EL5 scheme could be
improved through the use of multidimensional sten-
cils (i.e., employing a multidimensional interpolation
[4]Of course, for both schemes the amount of rest-mass
outside the star is minute, being only 10−7 of the initial
rest-mass for the EL5 scheme and ∼ 10−5 for the MP5
scheme.
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Figure 11 One-dimensional rest-mass density profiles in the x
(top) and d direction (bottom) at time t = 4500M relative
to the initial data maximum value for the Cowling TOV test.
The oscillations seen in the EL5 data are a direction
dependent artefact, absent in the diagonal direction.
in the reconstruction step), as opposed to the current
approach in which the stencil is simply oriented in the
direction of the flux to be reconstructed.
The quantitative differences between the two schemes
are better captured in Fig. 12, where the evolution of
the total rest mass and of the central rest-mass den-
sity are shown. We recall that the total rest mass (or
baryon mass), is defined as
M :=
∫
ρW
√
γ d3x , (28)
where the integral is performed over the whole compu-
tational domain. From the continuity equation (35) fol-
lows that it should be conserved in absence of a net to-
tal flow of matter in or out of the domain. The numeri-
cal schemes we employ are conservative (see e.g., [29]),
and therefore preserve the value of the rest mass to the
one determined by the initial data. Nonetheless, vio-
lations of this conservation can take place in at least
three different ways. First, winds originating at the
stellar surface (physically, as e.g., in binary neutron
star merger, or spuriously as in a stationary case such
as the present one) can yield a net loss of mass when
they reach the outer boundary and leave the computa-
tional domain. Second, matter can be spuriously cre-
ated or destroyed, in a way that is hard to control,
because of floating-point or interpolation errors at the
boundaries of refinement levels (this is not the case for
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this particular test clearly, since we employ a single
grid, but it is relevant for the following ones). Finally,
when a value of the density is floored mass is spuriously
created or destroyed. It is therefore important to char-
acterize the interplay between the numerical scheme
and these grid related effects.
The left panel of Fig. 12 shows deviations, in absolute
value, of the rest mass from the initial value for the two
schemes. The EL5 scheme is evidently much better at
conserving mass in this test than MP5, leading to a
cumulative deviation of ∼ 10−7M which is almost
three orders of magnitude smaller than the MP5 value.
The central rest-mass density also undergoes an evo-
lution (right panel of Fig. 12), with oscillations trig-
gered by the treatment of the stellar surface. Both
schemes perform at a similar level of accuracy, with rel-
ative variations from the initial value no greater than
about 0.3% (even though spurious peaks are present in
both data series at various times). The short term be-
haviour of the two schemes is noticeably different, and
the frequency content in the two data series appears
different, with the MP5 scheme seeming to show more
pronounced high-frequency modes. However, at later
times both schemes appear to relax and oscillations
decrease significantly in amplitude.
4.2.2 Isolated star in a dynamical spacetime
We then proceed to relax the Cowling approxima-
tion and test the entropy-limited method coupled with
a dynamically evolved spacetime. As first step, we
evolve the same initial data for a isolated stable star
as in the previous section (i.e., with central density
1.28 × 10−3M−2 , baryon mass of 1.5M and radius
∼ 10M). We perform the test on a grid consisting
of three refinement levels centered on the star with
sides lengths 16, 32 and 60 M from finest to coarsest,
and with a constant refinement factor of 2. The spa-
tial resolution of the innermost and finest level is set
to ∆i = 0.2M ' 0.3 km, and the timestep to 0.15
times the grid spacing. This factor is largest possible to
guarantee the positivity of the rest-mass density (see
discussion in section 3.1 and Ref. [12] for details). The
atmosphere value of the density is set to 10−16 M−2 ,
that is, almost 13 orders of magnitude smaller than
the maximum value. As a time integrator we select
the third-order SSP Runge-Kutta RK3. Unless stated
differently, we employ the same grid setup for each one
of the following single star tests.
Figure 13 shows the distribution of rest-mass density
on the equatorial plane for this test, again with the
MP5 and EL5 schemes shown on the left and right
parts of the panel, respectively. It can be appreciated
how the MP5 scheme produces rest-mass tails which
are even more dense and extended than in the Cowling
case, making the near vacuum solution obtained by the
EL5 scheme all the more striking.
Another difference from the Cowling test can be seen
in the conservation of the rest mass (left panel of Fig.
14). In this case too, the EL5 scheme is able to conserve
the initial value to an accuracy roughly two orders of
magnitude better than the MP5 scheme. Furthermore,
it is interesting to notice how the behaviour of the EL5
scheme is much more smooth and predictable; MP5
by contrast displays both spurious losses and gains of
mass, which lead to the zero crossings clearly visible
in the figure. This is due to interpolation errors arising
during the restriction and prolongation operations be-
tween different refinement levels. These errors are more
severe with MP5 due to the presence of long tails of
low density matter in the stellar exterior, as we checked
by varying the extent of the refinement levels. In con-
trast, the EL5 scheme is less affected since the exterior
of the star (especially away from the coordinate axes)
is nearly vacuum.
The evolution of the central rest-mass density, as
shown in the right panel of Fig. 14, is similar to the
one shown in the previous section for the Cowling ap-
proximation, with both schemes varying no more than
0.2% from the initial value, but with MP5 displaying
oscillations at much higher frequency.
To further investigate this point, we compute the
power spectral density (PSD) of the density evolu-
tion, in order to quantitatively gauge the differences
between the two schemes. The PSD is computed over
the first 5000M of data and with the use of a Hann
window function. Before computing the PSD, any lin-
early growing component of the signal is removed via
a least-squares fit.
The PSDs for both schemes are shown in Fig. 15
along with the oscillation frequencies of this stellar
model as computed perturbatively following the meth-
ods discussed in Refs. [51, 52], and shown as vertical
dashed lines. For both schemes, the PSD is dominated
by a low-frequency component due the well-known sec-
ular changes in the central rest-mass density [53] and
that disappear with resolution. However, peaks are
clearly visible above the noise. The lowest-frequency
peaks correspond to the fundamental oscillation mode
of the star and its first overtone, while the following
ones are higher overtones and are progressively more
offset from the corresponding perturbative eigenfre-
quencies. The peaks in the EL5 data appear to be
more clearly identifiable and less broad than in the
MP5 case. Above ∼ 8000 Hz, and not shown in Fig.
15, the MP5 scheme shows significant high-frequency
components, clearly visible in the first part of the cor-
responding curve in Fig. 14, but with a rather disor-
dered spectrum. These same frequencies are instead
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Figure 12 Deviation of the total rest mass (left panel) and central rest-mass density (right panel) from the initial values for the
Cowling TOV test.
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Figure 13 Two-dimensional rest-mass density distribution
relative to the initial data maximum value on the equatorial
(x, y) plane at time t = 4485M for the dynamical TOV test.
The matter tails are even more extended in MP5 case
compared with the Cowling test, EL5 instead preserves its
behaviour at the stellar surface and exterior.
greatly suppressed in the EL5 scheme. Overall, also
this test highlights that the EL5 scheme captures quite
well the physical behaviour of the system as expected
from perturbative methods and is free from some of the
artefacts which appear instead in the evolution with
the MP5 scheme.
4.2.3 Perturbed isolated star
The next test we perform is a slight modification of
previous setup, i.e., we evolve the same isolated neu-
tron star model, but applying a small velocity pertur-
bation to the initial solution. The perturbation con-
sists of a radially outgoing velocity growing linearly in
radius to a maximum value of 0.005.
We employ this scenario, more realistic than the sim-
ple smooth-wave test of section 4.1.1, to measure the
convergence order of the EL5 and MP5 methods. We
performed three sets of simulations at resolutions 0.24,
0.12 and 0.06 M on the finest level, extracting the
evolution of the rest-mass density over time from each
one. The initial perturbation is added so that the den-
sity evolution is not dominated by the truncation error,
but displays a cleaner behaviour. Otherwise, as the res-
olution is increased, the density evolution would show
additional high-frequency modes, which would make
the dependence on resolution discontinuous, making
it difficult to compute the instantaneous convergence
order.
Using the values of the L1-norm of the rest-mass
density over the domain at the three resolutions we
also computed the instantaneous convergence order
M as shown in Fig. 16. Because this is the instan-
taneous convergence order and because the underlying
system is oscillating, the curves are somewhat noisy
(especially for MP5); however, when taking the run-
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Figure 15 PSD of the central rest-mass density evolution and
physical eigenfrequencies of the stellar model for the
dynamical TOV test. Note the good agreement between the
first eigenfrequencies and the peaks in the data.
ning average, both schemes generally show a conver-
gence order just below three, consistent with the re-
sults in Refs. [34, 12]. It is also however apparent how
EL5 maintains a fairly constant order of convergence
through time, while the behaviour of MP5 is more ir-
regular, especially at later times.
Figure 16 Instantaneous convergence order measured in a
perturbed TOV simulation, computed from the L1-norm of
the rest-mass density.
While the hydrodynamics schemes are both formally
fifth-order accurate, other parts of the algorithm op-
erate at different degrees of accuracy. In particular,
the time integrator is third-order accurate, which most
likely accounts for the convergence order being closer
to three than to five. The result is also consistent with
the ones found for the MP5 scheme in [34, 12, 39].
Overall, this test highlights how both the ELH and
Guercilena et al. Page 16 of 26
MP5 schemes perform fairly consistently over time,
with no major loss of accuracy.
4.2.4 Migration test
Another important test in our series is the migration
of a TOV star moving from a solution on the unstable
branch of equilibrium solutions to a stable one. We re-
call that for any given EOS, increasingly massive but
stable TOV models can be constructed by consider-
ing increasingly large values of the central rest-mass
density. This can continue until a maximum mass is
reached, at which point, an increase of the central rest-
mass density corresponds to a decrease of the mass of
the star. Models on this second branch of the mass/
central-rest-mass density curve are unstable, and if a
perturbation is present will evolve to either a stable
configuration or collapse to a black hole. This is pre-
cisely the physical scenario that the migration test sim-
ulates: we construct a model on the unstable branch
of the mass/density curve and force its “migration” to
a stable configuration by applying a suitable velocity
perturbation.
This is a common test for numerical relativity codes
(see, e.g., [53, 54, 55, 56, 13]), and has been studied
in detail in [57]. In particular, we build a nonrotating
stellar model on the unstable branch of the equilib-
rium solutions and with central rest-mass density of
7 × 10−3M−2 (yielding a total rest mass of 1.6M
and a radius of 6M). The migration is then triggered
by injecting a radially outgoing velocity perturbation
where the velocity grows linearly in radius, reaching
a maximum value of 0.01. The star then undergoes a
series of violent expansions and contractions as it mi-
grates to the stable branch and then settles on the
new equilibrium. During each contraction and expan-
sion strong shocks are formed, and the shocked matter
is ejected at large velocities.
In Fig. 17 we show the rest-mass density distribution
on the equatorial plane for both schemes and during
one of the contractions of the star, just before the cen-
tral rest-mass density reaches a maximum (cf., Fig.
18). The snapshot clearly shows that both the EL5
and MP5 schemes produce almost identical results for
this test. This is not surprising and mainly due to the
matter outflow driven by the stellar oscillations, which
rapidly fills the domain and removes the sharp feature
of the stellar surface, which is the most problematic
structure to resolve and the main difference in the two
schemes.
The evolutions of the maximum rest-mass density
are shown in Fig. 18, where they are reported as nor-
malized to the initial value. The agreement between
the two schemes is extremely good during the entire
evolution and the main difference between the two so-
lutions is the presence of some high-frequency modes
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Figure 17 Two-dimensional rest-mass density distribution
relative to the initial data maximum value on the equatorial
(x, y) plane at time t = 1167M for the migration test.
Virtually no difference can be detected in the two schemes
behaviour.
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Figure 18 Central rest-mass density in the migration test. The
agreement between the two schemes is apparent over the
whole evolution, apart from high-frequency modes at the
maxima in EL5 data.
near the maxima of the density in the EL5 data. Such
oscillations are the result of inward-propagating shock
waves generated in the outer layers of the star dur-
ing the contraction phase. Figure 19 shows a magni-
fication of the behaviour of the maximum rest-mass
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Figure 19 Magnification of the central rest-mass density
evolution around the first contraction of the migrating star.
The low-resolution data (thin curves) corresponds to Fig. 18
and to a grid spacing of 0.2M. The high-resolution data
(thick curves) corresponds to a grid spacing of 0.086M. The
high-frequency modes present in the EL5 data at low
resolution persist at high resolution in both schemes.
density at the peak of the first contraction, comparing
not only the two schemes but also the evolutions with
two different resolutions. At high resolution, both the
MP5 and the EL5 scheme show small-scale and high-
frequency oscillations that are less pronounced in the
low-resolution data. Interestingly, these oscillations are
essentially smoothed out in the low-resolution run of
the MP5 scheme, while they are very visible in the
low-resolution EL5 run. This seems to indicate that
the two schemes tend, with increasing resolution, to-
wards a solution where the small-scale oscillations are
present and therefore physically correct and not a nu-
merical artefact. Finally, as the evolution progresses,
the contraction/expansion phases become less and less
violent as part of the kinetic energy is converted into
internal energy, thereby leading to milder and milder
shocks, and the high-frequency oscillations in the cen-
tral rest-mass density all but disappear.
4.2.5 Isolated rotating neutron star
As the last test case for a stable (or metastable) iso-
lated relativistic stars we consider the evolution of a
rapidly and uniformly rotating star. More precisely,
we set up axisymmetric initial data relative to a uni-
formly rotating neutron star governed by a polytropic
EOS with K = 100M−2 and Γ = 2, having a central
rest-mass density of 1.28 × 10−3M−2 and a polar to
equatorial axis ratio of 0.8 using the RNS code [58].
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Figure 20 Two-dimensional rest-mass density distribution
relative to the initial data maximum value on the equatorial
(x, y) plane at time t = 4300M for the rotating star test.
The behaviour of the star exterior is dynamic and chaotic with
EL5 as compared with MP5.
This results in a star with total rest mass 1.6M, ra-
dius 10M, rotation frequency f = 673.2 Hz (about
60% of the mass shedding frequency) and dimension-
less angular momentum J/M2 = 0.46. Also in this case
the spacetime is evolved in time despite the solution
being stationary.
In Fig. 20 we report again the rest-mass density dis-
tribution on the equatorial plane for both schemes and
at time t = 4300M, that is, after about 14 rota-
tion periods. The figure clearly illustrates that that
both schemes evolve the rotating star with no notice-
able problems and that, as already seen in the case
of nonrotating stars, the part of the domain exterior
to the stellar surface rapidly fills with matter. Also
in this case, the behaviour of the two methods in the
low-density regions is rather different, with the MP5
scheme yielding to a volume which is filled by uni-
form but comparatively higher-density material, while
the EL5 scheme produces a stellar exterior which has
lower-density matter but with small-scale condensa-
tions (cf., Figs. 10 and 13 for the equivalent behaviour
in the absence of rotation).
However, in contrast with the behaviour seen in the
case of nonrotating stars, the dynamics of the low-
density material in the stellar exterior results in a
degradation of the conservation of mass for the EL5
scheme, as shown in the left panel of Fig. 21 (cf., the
left panels of Figs. 12 and 14 for the equivalent be-
haviour in the absence of rotation). The deviation of
Guercilena et al. Page 18 of 26
0 1000 2000 3000 4000 5000
t [M¯]
−7
−6
−5
−4
lo
g
(|M
−
M
0
|)
MP5
EL5
0 1000 2000 3000 4000 5000
t [M¯]
−0.001
0.000
0.001
0.002
0.003
ρ
/
ρ
0
,m
a
x
−
1
MP5
EL5
Figure 21 Deviation of the total rest mass (left panel) and central rest-mass density (right panel) from the initial values for the
rotating-star test.
the total rest-mass density from its initial value is more
than one order of magnitude larger for the EL5 scheme
than for MP5 and reaches values of ∼ 10−5M. This
is the result of failures in the conversion from the con-
served variables to the primitive ones, triggered by os-
cillations in the solution: the solution can be evolved
to an unphysical state, and in this case the rest-mass
density could reach values below the atmosphere floor
value; if so, the conversion routine resets the affected
cells to the atmosphere value, thereby spuriously cre-
ating mass. We speculate that most of these failures re-
sult from the large tangential velocity that is acquired
by the shell-like distribution of matter that builds up in
the case of the EL5 scheme and that is present already
in the nonrotating case. While rather innocuous in the
absence of rotation, this shell of matter can fling ma-
terial to large distances (but within the computational
domain) and lead to a much more chaotic dynamics of
the fluid in the low-density regions (see the discussion
in sec. 3.2.3 of [12]).
To assess the impact of the fluid dynamics in the
stellar exterior we report the evolution of the cen-
tral rest-mass density for the two schemes in the right
panel of Fig. 21. We find that the low-density fluctu-
ations appearing in the stellar exterior with the EL5
scheme do not impact the solution in the stellar inte-
rior, with the low-frequency central density oscillations
essentially being in phase for the two schemes. Also
quite apparent is that the EL5 scheme yields rather
constant-amplitude oscillations and this should con-
trasted with the MP5 scheme, where the oscillations
are comparatively larger in the first ∼ 2000M of the
evolution. In both cases, however, the oscillations are
extremely small and below 0.1%.
4.2.6 Grazing collision of neutron stars
We further test the ELH scheme in another truly dy-
namical test: the motion across the numerical grid of
two neutron stars in a grazing collision. This is a setup
that is very similar to that of a binary-neutron star
system in quasi-circular orbit, the most obvious differ-
ence being the initial momenta of the two stars do not
result in a quasi-circular orbit and that the initial fluid
velocity can be taken to be arbitrary. In practice, the
initial data is set up by generating two identical TOV
models (the same as considered in sections 4.2.1 and
4.2.2), superimposing the two data sets on the compu-
tational grid and imparting suitable initial momenta
resulting in a small, but nonzero, impact parameter.
Clearly, such initial data is valid only as a first ap-
proximation since the stars are not in the hydrostatic
equilibrium corresponding to the binary system and
the intial metric and extrinsic curvature do not reflect
a solution of the Einstein constraints equations.
These violations lead to initial oscillations in the evo-
lution (see [59, 60] for a more detailed discussion of a
more sophisticated setup in which the stars are also
subject to a spin up) which can however be reduced
significantly by setting the initial distance of the two
stars to a rather large value. More importantly, how-
ever, these oscillations do not interfere with the main
goal of this test, namely, that of validating the ability
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Figure 22 Two-dimensional rest-mass density distribution
relative to the initial data maximum value on the equatorial
(x, y) plane for the grazing-collision tests at time t = 768M,
i.e., after the point of closest approach.
of the ELH scheme to preserve sharply the features of
the stellar surface also when the star moves across the
numerical grid.
More in detail, the star centers are set at posi-
tions (x1, y1, z1) = (50,−50, 0) and (x2, y2, z2) =
(−50, 50, 0) in units of M, i.e., symmetric with re-
spect to the grid center on the (x, y) plane and at
a distance of ∼ 141 M. The initial 3-velocities are
(vx1 , v
y
1 , v
z
1) = (0,−0.1, 0) and (vx2 , vy2 , vz2) = (0, 0.1, 0)
respectively. We evolve the system on a cubic grid
of radius 512 M, but employ reflection symmetry
boundary conditions across the (x, y) plane and 180
degrees rotation symmetry boundary conditions across
the (y, z) plane to reduce the computational cost. The
grid structure consists of two identical box-in-box re-
finement levels hierarchies with refinement factor 2,
each centered on a star and consisting of 5 cubic levels
with radii 12, 25, 50, 100, 200 M, plus the coarse base
level with radius 512 M, so that the grid spacing in
the innermost refinement level is ∆i = 0.2M ' 0.3
km. The refinement levels moved to track the positions
of the stars during the evolution (see also [61] for fur-
ther details on the initial data and grid structure). We
set again ∆t = 0.15 ∆x.
The evolution consists in the two stars initially
traversing the grid in the x direction and approach-
ing each other, then bending their trajectories as in a
gravitational scattering process; we do not follow the
dynamics of the process after the first fly-by. Figure 22
shows the rest-mass density distribution on the (x, y)
plane for this test. The snapshots of one of the two
stars are taken at time t = 768 M, when the two
stars are past the point of closest approach and are es-
caping. One can appreciate the deformation due to the
boost, the acquired spin angular momentum and the
tidal gravitational interaction. From the hydrodynam-
ics point of view the behaviour of the MP5 and EL5
schemes is consistent with the previous tests, in par-
ticular the TOV in a dynamical spacetime: EL5 shows
a sharper star surface with respect to MP5, as well as
an “emptier” surrounding region, while the bulk of the
star itself is very well resolved by both schemes.
The conservation of the total rest mass (left panel
of Fig. 23) is instead similar to the rotating-star
case, thus showing a better performance by the MP5
scheme. Note however that the differences between the
schemes are far smaller in this case, less than one or-
der of magnitude. Furthermore, in contrast with the
preceding tests, the grid structure in this case is much
more complicated as well as dynamically updated to
track the stars. Interpolation errors at the refinement
level boundaries play therefore a greater role in the
conservation of rest mass.
The evolution of the rest-mass density at the star
centers, as shown in the right panel of Fig. 23, is very
similar for both schemes. There is an initial sudden
increase in the density of about 4% with respect to the
initial value, due to the evolution scheme bringing the
star in hydrostatic equilibrium from the initial state.
The density then oscillates around this new value, due
to perturbations that in this case are not only induced
by the violation of the constraint equations but also
by the gravitational interaction. Overall, both schemes
reproduce well all of these effects and show a very good
agreement.
4.2.7 Gravitational collapse to a black hole
As a final test we evolve the violently dynamical col-
lapse of a star to a black hole. This is also a common
numerical-relativity benchmark (see, e.g., [53, 62, 63,
64]), which allows us to validate ELH in the presence
of a physical singularity and of an apparent horizon.
More specifically, we consider a nonrotating star with
central rest-mass density 8 × 10−3M−2 , correspond-
ing to a baryon mass of 1.5M and radius 6M, and
initiate the collapse with a velocity perturbation anal-
ogous to the one used in the migration test, but with
the opposite sign, i.e., radially ingoing.
We define the time of black-hole formation as the in-
stant at which an apparent horizon is first detected on
the numerical domain, which, given the chosen setup,
happens at t ' 48M. Since we use singularity avoid-
ing slicing conditions, we do not need to excise the
interior spacetime of the black hole [63, 65, 64]. At
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Figure 23 Deviation of the total rest mass (left panel) and central rest-mass density (right panel) from the initial values for the
grazing-collision test.
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Figure 24 Two-dimensional rest-mass density distribution
relative to the initial data maximum value on the equatorial
(x, y) plane at time t = 61M for the collapse test. Streams
of matter ejected during collapse and accreting back onto the
black hole are clearly visible and more prominent in EL5 data.
the same time, we set the hydrodynamical variables to
their atmosphere values inside a surface with the same
shape as the apparent horizon, but radius r = 0.9 rAH
in every angular direction, rAH being the radius of the
apparent horizon. This “hydrodynamic excision” is not
strictly necessary as our code can handle the collapse
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Figure 25 Maximum rest-mass density (top), minimum lapse
(middle) and L2-norm of the Hamiltonian constraint (top) for
the stellar-collapse test. Note that the violation of the
Hamiltonian constrain will grow on longer timescales as it is
typical of BSSNOK evolutions [66].
without it, regardless of the scheme we employ. How-
ever, we have observed that its use improves the ac-
curacy of the subsequent evolution, most notably, it
improves the behaviour of the rest-mass density and
we therefore choose to employ it.
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Figure 24 shows a snapshot of the rest-mass density
on the equatorial plane just after the collapse. The
central area of uniform low density is where the hy-
drodynamical variables have been set to atmosphere
inside the horizon, and in this plot appears of identi-
cal size and shape for the two codes. The areas outside
the horizon are instead filled with matter which has
been spuriously ejected from the outer layers of the
star star during the collapse. The rest-mass density is
evidently higher in the case of the EL5 scheme, due to
a slightly higher proportion of matter ejected during
the collapse, which is in turn triggered by larger oscil-
lations around the stellar surface for the EL5 scheme.
However, in both cases the total rest mass outside the
horizon is tiny, ∼ 10−6M for the EL5 scheme and
∼ 10−9M for MP5, and thus dynamically essentially
irrelevant on the properties of the solution. Further-
more, most of this matter is gravitationally bound and
hence accretes back onto the newly formed black hole,
forming streams of infalling matter. This is particu-
larly evident along the coordinate directions, where the
numerical viscosity of the high-order finite-differences
stencil is smaller, independently of the scheme em-
ployed.
The very close agreement between the two solutions
is summarised in Fig. 25, where the evolution of the
central rest-mass density, minimum lapse and L2-norm
of the Hamiltonian constraint is plotted. The disconti-
nuities in the curves at about 50M correspond to the
time of collapse and arise because we exclude points
inside the horizon in the calculation of extrema and
norms. In each panel before the formation of the ap-
parent horizon, the curves corresponding to the EL5
and MP5 schemes are essentially on top of each other
(the largest differences being of the order of 0.3%,
0.6%, and 4.7% for each plot, respectively), showing
the very good agreement in the evolution between the
two schemes. Note also that after the apparent horizon
formation and due to our approach of “hydrodynamic
excision”, the upper panel of Fig. 25 shows the maxi-
mum of the density in the exterior of the horizon rather
than the central density. The disagreement in the EL5
and MP5 curves relates therefore to the tiny amount of
residual matter outside of the black hole, and as such
it has no dynamical impact on the black-hole solution.
A final confirmation of the equivalence between the
two numerical solutions comes from the comparison
of the two black-hole masses computed using the dy-
namical horizon formalism [67] and shown in Fig. 26.
As can be seen from the figure, we find a very close
agreement between the two schemes.
5 Conclusions
We have presented a new high-order numerical method
for the solution of the Euler equations of general-
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Figure 26 Ratio of the apparent-horizon mass to the ADM
mass in the stellar-collapse test. Note that the growth is
actually very small and is amplified here to show the difference
between the two schemes.
relativistic hydrodynamics that we name ”entropy-
limited hydrodynamics” (ELH). The scheme is of the
flux-limiting type, where a high-order numerical flux
is combined with a stable low-order method, namely
the Lax-Friedrichs flux. The flux-limiting is activated
and driven by a shock indicator based on a measure
of the entropy generated by the solution. Such a spe-
cial and general-relativistic method is inspired by the
entropy-viscosity method proposed recently for the so-
lution of the classical equations of hydrodynamics [1],
but it is also importantly different in that it does not
require any change in the equations of relativistic hy-
drodynamics.
To assess the robustness and accuracy of our new
method, we have discussed its implementation in the
WhiskyTHCEL code, which exploits the finite-difference
capabilities of the WhiskyTHC code, and tested its va-
lidity with an extensive series of tests, comparing the
results of ELH with those obtained with another well-
tested and high-order HRSC scheme: the fifth-order
monotonicity-preserving MP5 method [2]. Overall, we
have found that the scheme is stable and able to cope
with shocks and discontinuities, both in classical test
such as shock-tube tests, as well as in realistic astro-
physical simulations.
Under all of these conditions the scheme has been
found to be stable and to yield accuracy that is compa-
rable, if not better, of that of the MP5 method. In some
tests involving stars that are nonrotating or not mov-
ing across the grid, it also offers definite advantages,
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such as a sharper resolution of the surface/vacuum in-
terface. At the same time, however, it also shows a less
good conservation of the rest mass for stars that are
rotating or moving across the computational domain
(the opposite is true for stationary nonrotating stars,
where the new method conserves rest mass more accu-
rately). Quite surprisingly, all of the results presented
here were obtained without any fine tuning of the two
arbitrary coefficients that enter the definition of the
scheme. Finally, thanks to its linearity and simplicity,
the ELH method can also offer advantages in terms of
performance. In our tests, we have found EL5 to be
∼ 50% faster than MP5, even though our implemen-
tation was not particularly optimized. For instance, a
definite advantage of ELH, which we did not exploit, is
that it can be easily vectorised. At the same time, we
remark that the exact speed-up that can be achieved
with ELH depends also on external factors, such as
the grid setup and number of ghost zones, which may
vary for different applications. An interesting devel-
opment in this sense would be the use of this scheme
in a discontinuous Galerkin framework, whose superior
scalability properties should decouple the performance
of the ELH method from the grid setup.
The work presented here could be improved in at
least two ways. Firstly, the already good capturing
properties of steep gradients as those given by the stel-
lar surface, could be further enhanced and the full ca-
pabilities of the scheme further exploited by coupling
it to truly multidimensional stencils. Second, the two
free coefficients that appear in the method, and that
we have here set to unity for simplicity, could poten-
tially be tuned to optimise some of the features of the
solution. Both of these aspects will be explored in fu-
ture work.
In conclusion, we have shown that entropy-limited
hydrodynamics is a robust, stable, and accurate al-
ternative to commonly employed HRSC schemes. Its
performance reaches the level of accuracy and stability
necessary to apply it to realistic astrophysical simula-
tions. Given these encouraging prospects, work is al-
ready in progress to apply this method to realistic sim-
ulations of binaries involving neutron stars and black
holes.
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Appendix A: General relativistic hydrodynamics formulation
In this section we summarize the general relativistic formulation of
hydrodynamics, which forms the theoretical background for the neutron star
tests presented above; as well as providing details on the ELH scheme in the
general relativistic case, when they differ from the discussion of section 3.
A.1 3+1 Decomposition
We adopt the usual 3+1 decomposition of spacetime, (see
[68, 69, 70, 71, 5, 7] for a detailed discussion), in which the spacetime is
decomposed into spacelike hypersurfaces with normal nµ = α−1(1,−βi),
where α is the lapse function and βi are the components of the shift
vector. Within this formalism, the spacetime metric gµν is written as
ds
2
= gµνdx
µ
dx
ν
=
= −α2dt2 + γij(dxi + βidt)(dxj + βjdt) , (29)
where γij is the spatial three-metric, which together with the extrinsic
curvature Kij = − 12Lnγij , Ln being the Lie derivative along nµ, fully
determines the geometry of each leaf of the foliation.
The matter content of the spacetime is described through its
energy-momentum tensor Tµν , which within the 3+1 split can be
decomposed in its timelike, spacelike and mixed parts as (see e.g., [5])
E := n
µ
n
ν
Tµν , (30)
Si := −γµinνTµν , (31)
Sij := γ
µ
iγ
ν
jTµν . (32)
where γµν := δ
µ
ν + nνn
µ is the projection operator orthogonal to nµ,
hence yielding purely spatial tensors.
A.2 Relativistic hydrodynamics
The general relativistic generalization of the energy-momentum tensor (1)
consists in replacing the Minkowski metric ηµν with the generic metric
gµν , i.e.
Tµν = ρhuµuν + pgµν , (33)
The corresponding equations of motion for the fluid are the “conservation”
of the stress-energy tensor
∇µTµν = 0 , (34)
and conservation of rest mass
∇µ(ρuµ) = 0 , (35)
which differ from their special relativistic counterparts (2) and (3) by the
use of the ∇ operator, i.e. the covariant derivative constructed from the
metric (29).
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Equations (34) and (35) are solved in conservation form (equation 5),
where the “conserved” variables U are defined as
U :=
√
γ
 DSj
τ

:=
√
γ
 ρWρhW 2vj
ρhW 2 − p− ρW
 . (36)
This definitions differ from (6) by the multiplicative factor γ, i.e. the
determinant of the 3-metric γij . The fluxes and sources, containing
metric-dependent terms, are given by
F
i
=
√
γ
 (αvi − βi)DαSij − βiSj
α(Si −Dvi)− βiτ
 , (37)
and
S =
√
γ
 01
2αS
lm∂jγlm + Sk∂jβ
k − E∂jα
αSijKij − Sk∂kα
 . (38)
This formulation is known as the “Valencia formulation” and was first
proposed by [72]. Note that the sources terms for the momentum and
energy equations are non-vanishing, which corresponds to the fact that the
momentum and energy of the fluid are not independently conserved, but
the coupling of the fluid to the spacetime and vice versa has to be taken
into account (see e.g., [5, 7, 70] for details). The fluid three-velocity
measured by the normal observers is defined as
v
i
:=
1
α
(
ui
ut
+ β
i
)
(39)
which also contains metric-dependent terms, and the Lorentz factor is
W := (1− vivi)−
1
2 = αut. We also have used the fact that√−g = α√γ.
A.3 ELH scheme extension to GR
The general relativistic formulation of the second law of thermodynamics,
and therefore of the entropy residual R, is
R := ∇µ(ρsuµ) ≥ 0 , (40)
once again swapping the partial derivative ∂ for the covariant one ∇. This
gets rewritten as
R = ∇µ(sρuµ)
= s∇µ(ρuµ) + ρuµ∇µs
= ρu
µ∇µs = ρuµ∂µs , (41)
which again involves only derivatives of the specific entropy s, and where
the continuity equation (35) was used to remove the first term on the
second line. The 4-velocity uµ can again be written in terms of the fluid
three-velocity vi, but it will also contain the lapse and shift (see Eq. 39),
so that the final form of the residual in the 3+1 split is
R = ρW
α
[
∂ts+ (αv
i − βi)∂is
]
. (42)
Appendix B: Spacetime evolution
The evolution of the spacetime is of course determined by Einstein’s
equations
Rµν −
1
2
Rgµν = 8piTµν , (43)
where Rµν is the Ricci tensor and R := R
µ
µ the Ricci scalar. The
energy-momentum tensor Tµν given by (33) appears in the right-hand-side
of the equations, coupling the spacetime to the and fluid and vice versa.
We employ the common BSSNOK formulation [73, 74, 75] of the Einstein
equations (extensions to the CCZ4 [76] system are also in progress), along
with the standard 1+log slicing condition and Gamma driver to specify the
evolution of the lapse and shift, respectively (see [8] for a review of these
gauges). Given the following definitions for the evolved fields
φ =
1
12
ln(γ) (44a)
K = γ
ij
Kij (44b)
γ˜ij = e
−4φ
γij (44c)
A˜ij = e
−4φ
(
Kij −
1
3
γijK
)
(44d)
Γ˜
i
= γ˜
jk
Γ˜
i
jk, (44e)
where Γ˜ijk are the Christoffel symbols computed from the conformal
metric γ˜ij , the BSSNOK and gauge equations take the form:
∂⊥φ =
1
6
∂kβ
k − 1
6
αK (45a)
∂⊥γ˜ij = −2αA˜ij −
2
3
γ˜ij∂kβ
k
(45b)
∂⊥K = α
(
A˜ijA˜
ij
+
1
3
K
2
)
− γij∇i∇jα (45c)
+ 4pi(S
k
k + E)
∂⊥A˜ij = e
−4φ
[α(Rij − 8piSij)−∇i∇jα]TF (45d)
− 2
3
A˜ij∂kβ
k
+ α
(
KA˜ij − 2A˜ikA˜kj
)
∂⊥Γ˜
i
= γ˜
kl
∂k∂lβ
i
+
2
3
γ˜
jk
Γ˜
i
jk∂lβ
l
(45e)
+
1
3
∇˜i(∂kβk)− 2A˜ik∂kα+ 2αA˜klΓ˜ikl
+ 12αA˜
ik
∂kφ−
4
3
α∇˜iK − 16piαγ˜ijSj
∂tα = −2αK + βk∂kα (45f)
∂tβ
i
=
3
4
B
i
+ β
k
∂kβ
i
(45g)
∂tB
i
= ∂tΓ˜
i − ηBi + βk∂kBi, (45h)
where the operator ∂⊥ stands for ∂t −Lβ , i.e., the derivative with respect
to coordinate time minus the Lie derivative along the shift, and the
notation [. . . ]TF indicates terms that are made trace free with respect to
the conformal metric. The covariant derivatives ∇ and ∇˜ are constructed
from the physical and covariant three metric respectively, and η ∼ 1/M
(M being the mass of the system).
The three dimensional Ricci tensor Rij is split in two parts,
Rij = R˜
φ
ij + R˜ij , the first involving the conformal factor φ and the
second the derivatives of the conformal metric γ˜ij :
R˜
φ
ij = φ
−2
[φ
(
∇˜i∇˜jφ+ γ˜ij∇˜k∇˜kφ
)
(46a)
− 2γ˜ij∇˜kφ∇˜kφ]
R˜ij = −
1
2
γ˜
lm
∂l∂mγ˜ij + γ˜k(i∂j)Γ˜
k
(46b)
+ Γ˜
k
Γ˜(ij)k + γ˜
lm
[
2Γ˜
k
l(iΓ˜j)km + Γ˜
k
imΓ˜kjl
]
.
In integrating these equations a constrained approach is used, i.e., we
enforce the constraints detγ˜ij = 1 and trA˜ij = 0 at every step.
The spacetime evolution is taken care of by the McLachlan code [77] to
evolve the spacetime variables in the BSSNOK formulation. McLachlan
approximates the equations using standard central finite-difference
operators with upwinding of the shift advection terms and Kreiss-Oliger
dissipation [78] to ensure stability. It supports up to eighth-order operators,
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however since the major source of errors in our simulations is the
hydrodynamical part, we restrict ourselves here to fourth-order accuracy for
the spacetime.
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