This study aims to investigate the effects of haze on the accuracy of Maximum Likelihood classification. Data containing eleven land covers recorded from Landsat 5 TM satellite were used. Two ways of selecting training pixels were considered which are choosing from the haze-affected and haze-free data. The accuracy of Maximum Likelihood classification was computed based on confusion matrices where the accuracy of the individual classes and the overall accuracy were determined. The result of the study shows that classification accuracies declines with faster rate as visibility gets poorer when using training pixels from clear compared to hazy data.
Introduction
In producing land cover maps, remote sensing data need to undergo classification process to distinguish between land covers that exist within an area [2] . One of the commonly used classification scheme for such purpose is Maximum Likelihood classification (ML), a supervised classification method [1] , [3] . The performance of ML classification is very much influenced by the selection of the pixels used to train the ML classifier, or the so called training pixels [13] . In investigating the effects of haze on land cover classification [4] , [5] , there are two ways of selecting the training pixels that are to be fed to the ML classifier. The first option is selecting training pixels from the data that are affected by haze (i.e. hazy data) while the second option is selecting training pixels from the data that are free from haze (i.e. clear data). The former has been discussed in detail in [6] . We are now left to know the outcomes of the second option, i.e. selecting training pixels from clear data, in which will be addressed in this paper. Section 2 of this paper describes the methodology of the study. In section 3, the effects of haze on the classification accuracy of the individual classes are described. Section 4 discusses the effects of haze on the overall classification accuracy. Finally, section 5 concludes this study.
Methodology
In this study, the data comes from bands 1, 2, 3, 4, 5 and 7 of Landsat-5 TM (thematic mapper) dated 11th February 1999 and contains eleven land covers located in Selangor, Malaysia. To account for haze effects, the study made use the Landsat-5 TM datasets that have been integrated with haze layers [7] , [10] . The haze layers have real haze properties with visibilities ranging from 20 km (clear) to 0 km (pure haze) [8] . Maximum Likelihood (ML) classification was performed on the hazy datasets using training pixels from the hazy and clear datasets. The reference classification to be used in this study is the ML classification of the clear dataset [6] . Accuracy assessment of the ML classification was determined by means of a confusion matrix or sometimes called an error matrix, which compares, on a class-by-class basis, the relationship between reference data (ground truth) and the corresponding results of a classification [2] [3] . The three types of accuracy commonly used in measuring the performance of a classification are producer accuracy, user accuracy and overall accuracy.
Producer accuracy is a measure of the accuracy of a particular classification scheme and shows the percentage of a particular ground class that has been correctly classified. The minimum acceptable accuracy for a class is 70% [14] . This is calculated by dividing each of the diagonal elements in the confusion matrix by the total of the column in which it occurs [9] : User accuracy is another measure of how well the classification has performed. This indicates the probability that the class to which a pixel is classified from an image actually representing that class on the ground [12] . This is calculated by dividing each of the diagonal elements in the confusion matrix by the total of the row in which it occurs [9] : 
where, a c row sum   A measure of behaviour of the ML classification can be determined by the overall accuracy, which is the total percentage of pixels correctly classified, i.e.: 
where Q and U represent the total number of pixels and classes respectively. The minimum acceptable overall accuracy is 85% [14] .
The Kappa coefficient  is a second measure of classification accuracy which incorporates the off-diagonal elements as well as the diagonal terms to give a more robust assessment of accuracy than overall accuracy. This is computed as [9] : Figure 1 shows plots of the producer accuracy against visibility for the corresponding ML classifications when using training pixels from the hazy (a) and clear dataset (b). The latter shows a faster decline for most classes than the former.
The Effects of Haze on the Producer and User Accuracy
This indicates the accuracy of the classification degrades more rapidly when using training pixels from the clear compared to hazy dataset. Compared to Figure 1 (a) Some classes in Figure 1 (b) reach zero accuracy at visibilities greater than 0 km visibilities. A strange trend occurs for industry at about 10 km to 6 km visibilities and 6 km to 0 km visibilities, where there is an unexpected increase in the proportion of pixels being correctly classified. We will address this issue later. (h) coconut, (i) bare land, (j) urban and (k) industry, against ground truth classes when ML classification uses training pixels from the clear dataset. 100% for a given class type, represents all the pixels from that class. There is a severe upward trend. This is due to more pixels being misclassified as visibility reduces. The main incorrect classes, which the pixels migrate to, when the visibility reduces are shown in Table 1 . 
A large number of coconut pixels are misclassified as oil palm, cleared land, sediment plumes and industry as visibility reduces ( (Figure 2(h) ). A large number of coastal swamp forest pixels are misclassified as sediment plumes when the visibility drops to less than 10 km (Figure 2(a) . Dryland forest pixels tend to be misclassified as cleared land and sediment plumes at shorter visibilities ( Figure  2 (b). At 12 km visibility, about 65% of rubber pixels are misclassified as cleared land (Figure 2(d) ). About 30% of oil palm pixels are misclassified as cleared and coconut at 6 km visibility (Figure 2(c) ). Urban pixels are misclassified as cleared land for visibilities less than 6 km. About 95% to 100% of non-industry pixels are misclassified as industry for visibilities 2 km and 0 km. The increase in the producer accuracy of industry from 6 km to 2 km is due to more pixels being correctly classified as industry at 0 km than 2 km, 4 km and 6 km visibility (  Figure 3(b) ). For 0 km visibility, every pixel experiences very severe signal attenuation and scattering due to haze, eventually possesses spectral properties of the pure haze itself. Since the means and covariance structure of the pure haze pixels across the image match those of industry, consequently, most pixels are classified as industry. This risen the probability of the industry pixel being correctly classified and therefore causing 'strange' increase the producer accuracy. Nevertheless, spatially this is not accurate since non-industry pixels are also classified as industry; we will show this by using user accuracy measure later. Figure 4 shows the user accuracies of the classes when using training pixels from the hazy (a) and clear dataset (b). It can be seen that the user accuracy of coastal swamp forest, dryland forest, oil palm, rubber and coconut, reaches 0 at about 2 km visibility. The accuracy of water is almost unaffected by haze until about 4 km visibility. Sediment plumes, bare land, urban and industry show a gradual decline at extremely long and short visibilities, but a relatively quick decline at moderate visibilities. Compared to Figure 4(a) , the decline in Figure 4 (b) is faster particularly at moderate and shorter visibilities, due to the much different condition between the training pixels (i.e. clear) and the pixels (i.e. hazy) of the dataset to be classified. For industry, the unexpected increase in producer accuracy ( Figure 1 ) is not consistent with the corresponding user accuracy which is nearly zero at 0 km visibility. This indicate that most pixels on the image that are classified as industry actually does not really represent the class on the ground (spatially), e.g. urban, oil palm and forests pixels being incorrectly classified as industry. Figure 5 shows the overall classification accuracy (top) and Kappa coefficient (bottom) versus visibility when training pixels are drawn from the hazy (a) and clear dataset (b). The overall classification accuracy and Kappa coefficient in Figure 5 (b) drops more quickly than Figure 5 (a), which shows that haze has more significant effects on ML classification that uses training pixels from the clear dataset than the hazy dataset itself. For visibilities longer than 12 km, about the same accuracies are attained by both approaches, but they differ noticeably as visibility becomes shorter; for example, at 6 km visibility ML classification gives only about 50% accuracy compared with 70% when using training pixels from the hazy dataset [6] . The haze becomes intolerable at visibilities less than about 12 km (i.e. corresponds to 85% accuracy), which indicates an increase of 1 km more where the classification assumed unacceptable compared to that of the classification where training pixels are from the hazy dataset. Hence, classification accuracy and producer accuracy decreases faster when the training pixels are drawn from the clear dataset rather than the hazy dataset itself. This suggests that when hazy conditions are unavoidable, it is better to use training pixels from a hazy dataset rather than clear dataset for performing ML classification. 
The Effects of Haze on the Overall Accuracy and Kappa Coefficient

Conclusion
In this paper, we have investigated the effects of haze on the performance of the ML classification on hazy multispectral datasets. The analysis made use training pixels from hazy and clear datasets. The result shows that the decline in producer, user and overall accuracy were faster when using training pixels from clear compared to hazy datasets. This indicates the more rapid migration of pixels to incorrect classes, as visibility reduces, when using training pixels from the clear dataset. This suggests the suitability of using training pixels from a hazy dataset rather than clear dataset for performing ML classification when hazy conditions are unavoidable.
