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Tensor network states form a variational ansatz class widely used, both analytically and numeri-
cally, in the study of quantum many-body systems. It is known that if the underlying graph contains
a cycle, e.g. as in projected entangled pair states (PEPS), then the set of tensor network states
of given bond dimension is not closed. Its closure is the tensor network variety. Recent work has
shown that states on the boundary of this variety can yield more efficient representations for states
of physical interest, but it remained unclear how to systematically find and optimize over such rep-
resentations. We address this issue by defining a new ansatz class of states that includes states at
the boundary of the tensor network variety of given bond dimension. We show how to optimize over
this class in order to find ground states of local Hamiltonians by only slightly modifying standard
algorithms and code for tensor networks. We apply this new method to a different of models and
observe favorable energies and runtimes when compared with standard tensor network methods.
Tensor network states are quantum states obtained by
contracting tensors, placed on vertices of a graph, accord-
ing to the edges of the graph that identify indices of the
tensors. They are featured in successful approaches to
the study of quantum and classical many-body systems,
and in particular, they provide an efficient ansatz class
for quantum many-body states satisfying an area law [1–
13]. For a fixed graph, the expressive power of the ansatz
class is determined by an integer parameter D, called
bond dimension. It is known that when the underlying
graph contains cycles, the set of tensor network states
of bond dimension at most D is not closed in the stan-
dard Euclidean topology [14]; its closure is an algebraic
variety called the tensor network variety. In [15], the au-
thors show that states of physical interest may belong to
the boundary of the variety, i.e., their bond dimension is
strictly higher than D but they can be approximated ar-
bitrarily well by states of bond dimension D. Moreover,
they showed how to exploit these approximate represen-
tations to obtain more efficient representations of the tar-
get state. However, it remained unclear how to make a
variational method out of such states.
In this article, we define a new ansatz class which in-
cludes states on the boundary. This new class can de-
scribe certain states that arise as ground states of local
Hamiltonians more efficiently than the standard tensor
network ansatz class. Although by definition states on
the boundary can be approximated using standard meth-
ods, we argue that this gives rise to ill-conditioned tensors
and requires a precision that scales with system size. In
contrast, our methods remain stable.
Standard numerical methods for tensor networks can
be applied to the new setting, with only slight modifi-
cation to algorithms [10, 13] and code: in particular, we
show how to use the new ansatz class to find better ap-
proximate representations of ground states compared to
a standard tensor network ansatz. We demonstrate our
methods numerically in different directions. Our ansatz
class indeed achieves smaller energies with less runtime
for Hamiltonians for which there is a provable separation
for the bond dimension required to represent the ground
state. In addition, the new methods achieve smaller en-
ergies than an MPS ansatz with the same number of pa-
rameters for the Heisenberg chain on a ring.
Thus, our findings indicate that this ansatz class can
be used to obtain better numerical results for models of
physical interest, besides further advancing our under-
standing of the geometry of tensor network states.
The paper is organized as follows. We will first dis-
cuss the structure of the states on the boundary. In the
next step we define an ansatz class which includes those
states. We then discuss how to perform computations
with states from this ansatz class before discussing the
efficiency of their representation. The final part of the pa-
per discusses the variation over this class and numerical
examples comparing its performance to standard tensor
network methods. A concluding discussion is provided at
the end.
The structure of states on the boundary. Let
G = (V,E) be a simple graph with set of vertices V and
set of edges E; let L = |V | and let D be a positive integer.
For every edge y ∈ E, let |Ω(y)D 〉 =
∑D
α=1 |α, α〉 ∈ CD⊗CD
be the unnormalized maximally entangled state of dimen-
sion D. Define |Ω(G)D 〉 =
⊗
e∈E |Ω(e)D 〉 and regard it as a
vector in
⊗
v∈V (C
D)⊗kv , where kv is the degree of the
vertex v ∈ V . Pictorially, this is the result of placing
each |Ω(e)D 〉 on the corresponding edge of the graph and
regarding the resulting tensor product |Ω(G)D 〉 as an un-
normalized state on L sites, corresponding to the vertices.
For every v ∈ V , let Av : (CD)⊗kv → Cd be a linear
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2map. Explicitly, write Av as a tensor
Av =
d∑
i=1
∑
α∈D×kv
Ai,α|i〉〈α|,
where D×kv = {(α1, . . . , αkv ) : 1 ≤ αj ≤ D}.
Given a family of linear maps A = (Av : v ∈ V ), define
tnsG(A) = (⊗v∈VAv) |Ω(G)D 〉. If |ψ〉 = tnsG(A) for some
choice of linear maps A, we say that (Av : v ∈ V ) is a
tensor network state representation for |ψ〉 with respect
to G.
Let
TNSGD,d =
{|ψ〉 = tnsG(A) : A = (Av : v ∈ V )}.
For |ψ〉 ∈ (Cd)⊗L, the bond dimension of |ψ〉 (with re-
spect to the graph G) is defined as
bondG(|ψ〉) = min{D : |ψ〉 ∈ TNSGD,d}.
We refer, e.g., to [8] for details on this construction. It is
straightforward to generalize this construction with dif-
ferent bond dimension D at each edge, but we only con-
sider the uniform case here for simplicity. If G is a ring, a
tensor network representation is called a matrix product
state representation (MPS) [3] with periodic boundary
conditions; if G is a lattice, it is called a projected entan-
gled pair state representation (PEPS) [8]. In addition, if
the graph G has symmetries, one can restrict the set of
linear maps in the definition of TNSGD,d to the subset of
linear maps preserving the corresponding symmetries of
|Ω(G)D 〉; we refer to this property as translation invariance
and we call the corresponding tensor network represen-
tation translation invariant representation.
If the graph G contains cycles, then TNSGD,d is not
closed, unless it coincides with the full (Cd)⊗L [14].
Write TNS
G
D,d for the closure of TNS
G
D,d; the set TNS
G
D,d
is an algebraic variety and the (closure of the) differ-
ence TNS
G
D,d \TNSGD,d is its algebraic boundary. Fol-
lowing [15], define the border bond dimension of a state
|ψ〉 ∈ (Cd)⊗L as
bondG(|ψ〉) = min{D : |ψ〉 ∈ TNS
G
D,d}.
Clearly bondG(|ψ〉) ≤ bondG(|ψ〉) and bondG(−) is a
lower semicontinuous function.
Following [17, Lemma 3.1.6.2], it is easy to show that
a state at the boundary can be approximated along a
rational curve, see Figure 1: in other words, if |ψ〉 lies
on the boundary, then there exists a family of local maps
(Av() : v ∈ V ) whose entries are polynomials of degree
at most d in , and an integer a ≥ 1, such that
|ψ()〉 = tnsG(A()) = a |ψ〉+∑ej=1a+j |ψ˜j〉 ;
note |ψ〉 = lim→0 −a |ψ()〉. Following [15], we say that
the state |φ〉 is a degeneration of |Ω(G)D 〉, and that it ad-
mits a border bond dimension D representation; the in-
tegers a and e are called approximation degree and error
degree respectively [18, 19].
FIG. 1. Schematic representation of a curve converging to the
boundary of the variety. The gray surface represents TNSGD,d,
the dotted black curve represents a sequence −a |φ()〉 con-
verging to a state on the boundary, the thick black curve.
Note that although −a |ψ()〉 converges, in general
there is no sequence of linear maps (Av : v ∈ V ) such
that
⊗
v Av = lim −a
⊗Av(); in this case, we say that
the limit only exists non-locally and we observe that the
terms
⊗Av() of order lower than a in  vanish.
For a fixed a and d, we will define an ansatz class that
allows one to optimize over boundary states admitting a
border bond representation with approximation degree a
and local maps of degree at most d in . We focus on
the regime in which a is of constant or linear order in the
system size and d is constant. To the best of our knowl-
edge, this encompasses all known examples. Moreover,
one can always assume d ≤ a, as higher order terms in
the local maps do not contribute to the limit.
Weight states and ansatz class. One of the work-
ing horses of our ansatz class will be the following family
of unnormalized states. Fix a, d, L and define
|χa,d,L〉 =
∑
i1+i2+...+iL=a
0≤i1,...,iL≤d
|i1i2, . . . , iL〉 ∈ (Cd+1)⊗L. (1)
We say that |χa,d,L〉 is the weight state of weight a, length
L and local dimension d + 1. These weight states play a
role in the differential geometry of homogeneous spaces
(see, e.g., [20, Chapter 12]) and are of weight zero un-
der certain actions of SL2 (see, e.g., [21]). Note that
L−
1
2 |χ1,1,L〉 is the W -state on L sites.
Suppose |ψ〉 is a state satisfying bondG(|ψ〉) ≤ D and
the degeneration has approximation degree a and local
degree at most d. Then there are augmented linear maps
Bv : (CD)⊗kv ⊗ Cd+1 → Cd such that
|ψ〉 = (⊗vBv) [|Ω(G)D 〉 ⊗ |χa,d,L〉] .
3Indeed, let (Av() : v ∈ V ) be the sequence of lo-
cal maps realizing the degeneration for |ψ〉, i.e., |ψ〉 =
lim→0 −atnsG(A()) = lim→0 −a(
⊗
v Av()) |Ω(G)D 〉.
Expanding the local maps in terms of , one has
Av() = ∑dη=0Av,ηη, where Av,η : (CD)⊗kv → Cd
are linear maps. Define the augmented Bv : (CD)⊗kv ⊗
Cd+1 → Cd by
Bv = ∑ηAv,η ⊗ 〈η|. (2)
Specializing [18, Remark 9] to our setting, we have
−atnsG(A()) =−a(⊗vAv()) |Ω(G)D 〉
= (
⊗
vBv)(|Ω(G)D 〉 ⊗ |χa,d,L〉) + |Z()〉 ,
where |Z()〉 converges to 0 as  → 0; in particu-
lar |ψ〉 = (⊗v Bv)(|Ω(G)D 〉 ⊗ |χa,d,L〉). In other words,
this construction results in only the term of |ψ()〉 =
(
⊗
v Av()) |Ω(G)D 〉 of degree a in .
This is illustrated in Fig. 2 for a = 1 and L = 3. Note
that the pattern of the superpositions is mirrored in the
entries of the weight state.
A(ε)
B(ε)C(ε)
χ
=
A1
B0
C0 A0
B1
C0
A0
B0
C1
+
+
1
FIG. 2. Expansion of the TNS when contracted with the
|χ1,1,3〉 state in terms of the local tensors corresponding to
different degrees for L = 3 and a, d = 1.
Given a family of linear maps B = (Bv : (CD)⊗kv ⊗
Cd+1)→ Cd : v ∈ V ), write
btnsG(B) = (⊗vBv)(|Ω(G)D 〉 ⊗ |χa,d,L〉)
and define the set
bTNSGD,a,d,d =
{|ψ〉 = btnsG(B) : B = (Bv : v ∈ V )}.
The parameters a and d should be regarded as addi-
tional variational parameters that play a similar role to
the bond dimension D, in the sense that higher a and d
increase the expressive power of the class, but also the
complexity of optimizing over it.
The discussion above implies that all states |ψ〉 satis-
fying bondG(|ψ〉) ≤ D realized by a degeneration of ap-
proximation degree a and local maps of degree at most
d are contained in bTNSGD,a,d,d. However, bTNS
G
D,a,d,d
contains states that do not necessarily arise as a degen-
eration. Indeed, the family of maps defined in (2) satisfies
relations which ensure the lower terms (in ) of the de-
generation vanish. On the other hand, bTNSGD,a,d,d is de-
fined using arbitrary families of local maps (Bv : v ∈ V ):
as a result, it contains all states that arise as structured
superpositions mirroring the entries of the weight states.
Optimizing solely over degenerations would entail op-
timizing over a subset of tensor network states satisfy-
ing O(La) global polynomial equations of degree at most
a which encode the conditions that all terms of order
strictly smaller than a must vanish. Even just decid-
ing whether the 0-th order term vanishes in settings like
PEPS on a square lattice is known to be an NP-complete
problem [22, 23]. Thus bTNSGD,a,d,d is a superset of
TNSGD,d which also contains states on the boundary and
on which it is possible to optimize with a small overhead
when compared with standard tensor network methods
and without having to impose global equations, as we
will show in the following.
From a numerical point of view, following the standard
tensor network methods, one is interested in parameteriz-
ing the ansatz class in terms of the local maps. The space
of such maps has dimension d
∑
vD
kv in the standard
setting of TNSGD,d and has dimension d(d+ 1)
∑
vD
kv in
the new setting of bTNSGD,a,d,d.
Performing computations in the ansatz class.
An important feature of variational methods in the stan-
dard tensor network ansatz class is the possibility of com-
puting expectation values of local observables for tensors
in the class.
We evaluate the overhead to compute the expectation
value if |ψ〉 has a representation in bTNSGD,a,d,d compared
to the case where it has a representation in TNSGD,d.
A standard interpolation argument, see e.g. [24, 25],
shows that if |ψ〉 is a state in TNSGD,d and it is realized via
a degeneration of error degree e, then |ψ〉 ∈ TNSGD(e+1),d.
This fact is used in [15] to propose a contraction tech-
nique for states in TNS
G
D,d; however, even with constant
local degrees d, the error degree e depends linearly in the
system size L, therefore the complexity of this technique
grows with L.
Here, we present two methods, which we call the
MPS strategy and the border rank strategy, to perform
the same type of computation in bTNSGD,a,d,d more ef-
ficiently. These methods apply to states of bTNSGD,a,d,d
even if they are not elements of TNS
G
D,d; the additional
information that the state arises as a degeneration, only
provides a polynomial speed up in [15]. The MPS strat-
egy consists in tensoring the standard tensor network
representation of |Ω(G)D 〉 with an MPS representation of
the desired weight state |χL,a,d〉 resulting in a tensor net-
work representation of |Ω(G)D 〉⊗|χL,a,d〉. The border rank
strategy relies on the fact that the weight states have low
border rank [15, 26], a semicontinuous version of tensor
rank which is discussed in detail in Section I of the sup-
plemental material. Which contraction technique is more
advantageous is a subtle question, and highly depends
4on the combinatorics of the underlying graph. The MPS
strategy allows for taking the geometry of the graph and
the contraction order into account. For relevant cases
like PEPS on a two-dimensional lattice, this contraction
method provides an overhead bounded polynomially in a
(and in particular independent from L) in the contrac-
tion complexity when compared to contracting a PEPS
of the same bond dimension. In contrast, the border
rank strategy is oblivious to the geometry of graph and
the contraction order, but the overhead in the contraction
complexity is bounded by a O((a+1)2L) when compared
to contracting a PEPS of the same bond dimension. We
will now discuss the two strategies in more detail.
For the MPS strategy, note that |χa,d,L〉 admits a rep-
resentation as a matrix product state representation on
an (open) chain of bond dimension a+1, see Lemma 3 of
the Supplemental material. Let P be a path on G which
visits each vertex of G at least once. One can “lay” the
MPS representation of |χa,d,L〉 on the path P , resulting
in a tensor network representation of Ω
(G)
D ⊗|χa,d,L〉. The
bonds of the resulting representation, however, are multi-
plied by a factor (a+1) along each edge of P ; in fact, the
factor (a+ 1) appears once for each time the correspond-
ing edge appears in P ; depending on the geometry of the
graph, this might significantly increase the bonds of the
final tensor network representation. In addition, this pro-
cedure is not translation invariant. However, in relevant
cases, such as PEPS on a lattice, the path P can be cho-
sen so that it does not involve the same edge more than
once: as a result, in this case, bTNSGD,a,d,d ⊆ TNSGD(a+1).
In particular, in the case of the square lattice, contracting
in TNSGD(a+1) has a complexity which is (a+1)
4 times the
complexity of contracting on TNSGD. Compared with the
interpolation method proposed in [15], the MPS strat-
egy proposed here is more efficient when a is constant in
the system size, as the complexity of the interpolation
method scales with L. The MPS strategy is illustrated
in Fig. 3 for a square lattice.
1
FIG. 3. PEPS on a 3 × 4 square lattice G. The squiggly
lines indicate the path P supporting the MPS representation
of |χa,d,12〉.
As for the border rank strategy, Lemma 2 of the
Supplemental material shows that the weight states ad-
mit expressions of the form |χa,d,L〉 = lim→0 |χa,d,L()〉
where
|χa,d,L()〉 = −a
∑a+1
i=1 |xi()〉⊗L
is a sum of product vectors |xi()〉⊗d where |xi()〉 is an
element of Cd+1 depending linearly in ; in geometric
language, this means that |χa,d,L〉 has border rank (at
most) a + 1. To get some intuition of why this is the
case, note that we can also obtain the weight states as
|χa,a,L〉 = a! d
a
da
|Γa()〉
∣∣
=0
, (3)
where
|Γa()〉 = (|0〉+  |1〉+ . . .+ a |a〉)⊗L.
Thus, expressing the derivative in (3) as limit of a lin-
ear combination of a+ 1 points on the curve |Γ()〉, one
obtains the claim. For example, if a = d = 1, |χ1,1,L〉
is the unnormalized W -state on L parties and one has
|χ1,1,L〉 = lim→0
[
(|0〉+  |1〉)⊗L − |0〉⊗L
]
.
This property allows one to compute expectation val-
ues using standard methods combined with an inter-
polation step. To see this, consider a converging se-
quence of states |φ()〉 with |φ〉 = lim→0 |φ()〉 and
fix an observable O: we provide a technique to com-
pute the expectation value 〈φ|Oφ〉 assuming that we
can only evaluate |φ()〉 at nonzero values of . As ob-
served already in [15] in a similar context, the function
p :  7→ p() = −2a〈φ(), Oφ()〉 is a polynomial of degree
at most 2(Ld − a) in  and its value at  = 0 coincides
with the desired expectation value. One cannot evalu-
ate p() at  = 0 directly as the entries of the involved
states diverge. However, via Lagrange interpolation, p(0)
is uniquely determined by the value of p() at 2(Ld−a)+1
points.
The border rank strategy applies this method to the
function p() when |φ()〉 = |ΩGD〉 ⊗ |χa,d,L()〉. For in-
stance, for a = d = 1, |χ1,1,L()〉 is a superposition of two
product states. We then have that |φ()〉 can be written
as the superposition of two tensor network states of bond
dimension D. As a result, expanding p() one sees that
every single evaluation at  6= 0 can be performed using
standard tensor network methods.
We discuss this and the generalization to a > 1 in
more detail in Section III of the Supplemental material;
we point out here that it is possible to evaluate the ex-
pectation value of any observable on |φ〉 by contracting
(2(Ld − a) + 1)(a + 1)2 tensor networks states of bond
dimension D.
Separations in the efficiency of representations.
It is natural to ask to what extent the new ansatz class
provides more efficient representations of states of inter-
est; in other words, we want to understand how large the
5gap between border bond dimension and bond dimension
can be in the case of states of interest.
In the special case of matrix product states, i.e., when
G is a ring of length L, Proposition 4 of the Supplemen-
tal material shows that TNS
G
D,d ⊆ TNSGD2,d; in other
words, bondG(|ψ〉) ≤ bondG(|ψ〉) ≤ (bondG(|ψ〉)2. An
analogous result holds for any graph, but the exponent
depends on the combinatorics of the graph and in par-
ticular it may depend on L, making the upper bound
exponential in the system size. For a general graph, as
mentioned before, if bondG(|ψ〉) ≤ D and the degenera-
tion has error degree e, then bondG(|ψ〉) ≤ (e+ 1)D.
Little is known about lower bounds on the possible
separation. The difficulty in obtaining examples of large
separations between bond and border bond dimension
lies in the fact that essentially all techniques to prove
lower bounds for bond dimension give, in fact, a lower
bound on the border bond dimension: this is the case for
the rank across a cut and other methods relying on the
evaluation of semicontinuous functions.
In the case where G is the ring with three nodes, con-
sider |ghz3〉 be the level three GHZ state on three parties;
it has long been known [25] that bondG(|ghz3〉) = 2; in
[15], the authors show bondG(|ghz3〉) = 3, showing a sep-
aration. An additional example is provided [15], where
the possibility that the same separation holds also for the
RVB state on the kagome lattice is discussed.
One can determine examples where the separation de-
pends on the system size in the setting of translation
invariant (TI) tensor networks. Consider translationally
invariant matrix product states with periodic boundary
conditions on an odd number of vertices L. Define
|ψ〉 = 1√
L
L−1∑
k=0
Sk |21010 . . . 10〉 ∈ (C3)⊗L, (4)
where S is the shift operator. Consider the projector P
acting on C3 ⊗ C3 given by:
P = |01〉〈01|+ |10〉〈10|+ |02〉〈02|+ |21〉〈21|. (5)
Define a Hamiltonian H on a ring of size L as:
H =
L−1∑
i=0
[
(I − Pi,i+1) + 12L |2〉〈2|i
]
, (6)
where I is the identity map, Pi,i+1 acts as P in Eq. (5)
on sites i, i + 1 and addition is taken modulo L. Propo-
sition 6 in the Supplemental Material shows that |ψ〉 is
the unique translationally invariant ground state of this
2-local Hamiltonian on the ring of length L for L odd.
Moreover, note that bondTI-G(|ψ〉) = 2 with a degen-
eration having a = d = 1. Indeed, consider the degen-
eration defined by the local map A() : C2 ⊗ C2 → C3
defined as follows: write A() = A0 + A1 with
A0 = |0〉〈1| ⊗ |0〉+ |1〉〈0| ⊗ |1〉 ,
A1 = |0〉〈0| ⊗ |2〉 ; (7)
it is easy to see that |ψ〉 = lim→0 −1A()⊗L(|ΩGD〉).
In particular, |ψ〉 ∈ bTNSTI-G2,1,1,3. On the other hand,
an adaptation of the results of [3] and [27] shows
that bondTI-G(|ψ〉) = Ω (L1/3/ log(L)). This implies
system-size dependent separations asymptotically for
large enough L. Furthermore, the results of [3] also imply
that bondTI-G(|ψ〉) > 2 for all ring sizes.
Variational methods. In this section, we discuss
two widely used methods to find ground states of lo-
cal Hamiltonians using tensor networks which can be
adapted to the new ansatz class: gradient descent
[16], [10, Section 7.1] and imaginary time evolution [10,
Section 7.2], which is sometimes called decimal block
decimation method in this context. As in the case of
the computation of expectation values, it is possible to
adapt usual tensor network techniques and code to also
optimize within the new class with minimal effort.
First, we discuss gradient descent methods to find the
ground state of a local Hamiltonian. In the standard
tensor network setting, given a local Hamiltonian H and
a desired bond dimension, one considers the energy of a
tensor network state tnsG(A) as a function depending on
the family of local maps A = (Av : v ∈ V ). A gradient
method, computes the gradient of energy function and
optimizes with respect to the linear maps. Often, it is
useful to consider the energy function as a function of
only one linear map, optimize with respect to that, and
then repeating the procedure alternating among all the
linear maps: this method is called alternating gradient
descent and we refer to [10, Section 7.2] for more details.
In the translation invariant case, one considers the energy
as a function of a single linear map and optimizes with
respect to that, as in [16]. In the new setting, the same
method can be used considering the energy of a state
btns(B) in bTNSGD,a,d,d as a function of the family of
linear maps B = (Bv : v ∈ V ).
We give some details to explain how to compute the
gradient efficiently in the new setting. Suppose we
are computing the directional derivative of the function
〈btns(B)|O btns(B)〉 for some observable O in the direc-
tion of a vector V on the k-th component of B. Then
∂
∂V 〈btns(B)|O btns(B)〉
2Re 〈btns(Bv1 , . . . ,V, . . . ,BvL)|O btns(B)〉,
which is the overlap of two states in bTNSGD,a,d,d with
respect to the observable O. As explained before, the
calculation of the overlap can be done by combining stan-
dard contraction methods for tensor network states and
one of the contraction strategies outlined before for states
in bTNSGD,a,d,d. In order to optimize the energy of some
local Hamiltonian by alternating gradient descent, one
6computes the partial derivatives of the function
f(B) = E(B)
N(B)
where E(B) = 〈btns(B)|H btns(B)〉 and N(B) =
〈btns(B)|btns(B)〉. The calculation of the directional
derivatives of f reduces to the valuation of E,N and
of the their derivatives, which can be done as explained
above. Note that this method can be easily generalized
to perform gradient descent in order to maximize the
overlap with another state.
The second variational method that we consider is
imaginary time evolution. Imaginary time evolution re-
lies on the fact that, given a local hamiltonian H and
a state |ψ〉 with nonzero overlap with the ground state,
the state e−βH |ψ〉 /‖e−βH |ψ〉 ‖ converges to the ground
state of H as β diverges to infinity. The method approxi-
mates the map e−βH by a sequence of local maps through
trotterization. This sequence of local maps is applied to
the current state, and it is easy to see that the resulting
state has a larger overlap with the ground state than the
initial one. This procedure can be easily implemented in
bTNSGD,a,d,d by applying the local map to the physical
indices of the underlying tensors.
More precisely, let e−βHv1v2 :
(
Cd
)⊗2 → (Cd)⊗2 be a
two-local imaginary time evolution term acting on nodes
v1 and v2 connected by an edge e1. Consider a Schmidt
decomposition of the operator e−βHv1v2 :
e−βHv1v2 =
d2∑
`=1
X` ⊗ Y`.
Then the vector e−βHv1v2btnsG(B) can be obtained di-
rectly by enlarging the bond dimension across the edge
e1 by d
2 and updating the local maps Bv1 and Bv2 . Thus,
after applying one two-local map on each edge of the
network, a state in bTNSGD,a,d,d is mapped to a state in
bTNSGd2D,a,d,d. Hence, the bond dimension will (poten-
tially) increase exponentially with the number of applied
steps.
In the standard tensor network setting, this is ad-
dressed by truncating the Schmidt decomposition of
e−βHv1v2 tnsG(A). In the following, we show that the
new ansatz class supports a suitable truncation of the
bond dimension after a certain number of iterations; in
other words, we provide a method of finding an ap-
proximation of a state |ψ1〉 ∈ bTNSGD1,a,d,d by a state
|ψ2〉 ∈ bTNSGD2,a,d,d with D2 < D1. The gradient de-
scent methods discussed before can be used to this end,
as we can optimize the overlap of the state |ψ1〉 with re-
spect to states in bTNSGD2,a,d,d. However, a method to
perform this truncation by solely considering the local
maps Bv is desirable, as in every iteration of gradient
descent the whole state has to be contracted.
In the case of MPS with open boundary conditions,
this problem is solved by first contracting two subsequent
local maps Av1 ,Av2 : CD ⊗ CD → Cd along their com-
mon edge. Let Av1v2 be the new map we obtain this
way. Seeing it as matrix Av1v2 : Cd ⊗ CD → Cd ⊗ CD,
we then perform a singular value decomposition and dis-
card all singular values below a certain threshold. After
the truncation, we obtain new local maps Av1 ,Av2 with
a smaller bond dimension on that edge, as desired. A
Schmidt decomposition shows that this form of trunca-
tion is indeed optimal. However, in the case of tensor
networks with cycles, the optimal truncation strategy is
a subtle issue [28]. This is primarily due to the fact that
edges on a cycle do not induce a bipartition of the state
and, thus, a Schmidt decomposition of the state. Nev-
ertheless, truncations based on a purely local SVD trun-
cation, the simple-update algorithm [29], perform well in
practice.
In principle, SVD-based truncation techniques can be
readily applied to the bTNSGD,a,d,d class. We can sim-
ply again contract Bv1 and Bv2 along the shared edge,
obtaining a map Bv1v2 . We then perform a SVD and
subsequent truncation of the matrix Bv1v2 : Cd ⊗ Cd ⊗(
CD
)⊗(kv1−1) → Cd ⊗ Cd ⊗ (CD)⊗(kv1−1).
This would allow us to truncate the bond dimension
of states in bTNSGD,a,d,d locally. However, note that this
truncation strategy did not take the special structure of
the states in bTNSGD,a,d,d into account, which may lead
to suboptimal truncations. To illustrate this more con-
cretely, take a, d = 1 and consider the representation of
the state |ψ〉 in eq. (7) with bond dimension 4 given with
the same local tensors up to A1, which we now set to
A1 = |0〉〈0| ⊗ |2〉+ 2|2〉〈2| ⊗ |2〉
+ 2|3〉〈3| ⊗ |2〉 .
Note that adding this extra subspace did not change the
resulting state. The matrix Bv1v2 we obtain for this rep-
resentation is:
Bv1v2 =

0 |0〉〈0| 0 0 0 0
|1〉〈1| 0 0 0 0 |1〉〈0|
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 |0〉〈1| 0 0 0 A†2A2
 , (8)
where each entry corresponds to a 4 × 4 matrix. Note
that the upper left 3× 3 block submatrix corresponds to
the crossing of degree 0 terms, while the upper right and
lower left correspond to degree 0 and 1 terms. Finally,
the lower right corresponds to the crossing of degree 1
with 1. Observe that the lower right submatrix does not
contribute to the resulting state when we contract with
the state |χ1,1,L〉. This is because it corresponds to a
term of degree 2. Thus, it is important to take this into
account when performing a truncation.
7The matrix in (8) is an extreme example of the issue
that not all parts of the submatrix C contribute equally
to the state. Suppose that we wish to truncate this bond
from three to two by performing a SVD of (8) and dis-
carding the four smallest singular values. This truncation
would lead us to discard the subspace spanned by |0〉 , |1〉.
But this choice of truncation would then result in the 0
state, as it only preserved the submatrix corresponding
to degree 2 and set the other to 0.
We see we should not care if a truncation changes
the lower right matrix substantially, while approximately
preserving the other blocks. Furthermore, the upper
right and lower left matrix contribute only once to the
resulting state, while the submatrices corresponding to
constant order degrees appear L− 1 times.
In light of this, let us now discuss an heuristic algo-
rithm to perform truncations taking the special structure
of the states in bTNSGD,a,d,d into account. The first step is
to recall the variational formulation of the truncation of
singular values. For a matrix C with SVD C = UDV and
some truncation rank r, denote by
√
Dr a n × r matrix
containing the square root of the largest r singular values
of C on the diagonal. It is well-known that A = U
√
Dr,
B =
√
Dr
T
V minimize
(Ar, Br) 7→ ‖C −ArBr‖F , (9)
where Ar and Br are rank r matrices and ‖ · ‖F is the
Frobenius norm. This is sometimes referred to as the
Eckart-Young theorem. Our approach will be based on
picking a different norm to perform this optimization
depending on a parameter 0 < p ≤ 1. This parame-
ter p encodes by how much we want to suppress sub-
matrices that correspond to higher orders. For a map
Bv1v2 : Cd ⊗ Cd ⊗ (CD)⊗l : Cd ⊗ Cd ⊗ (CD)⊗l consider
the weighted Frobenius norm:
‖Bv1v2‖2F,p =
d∑
η1,η2=0
p2(ηA+ηB)
∑
i,j,α,β
∣∣∣Bv1v2(η1,i,α),(η2,j,β)∣∣∣2 .
We see that submatrices that correspond to higher de-
grees contribute less to this norm. Indeed, if we denote
by Bv1v2η the submatrix for indices such that η1 + η2 = η
we have that
‖Bv1v2 − B˜v1v2‖2F,p =
d∑
η=0
p2η‖Bv1v2η − B˜v1v2η ‖2F
for any two matrices Bv1v2η , B˜v1v2η . In the previous exam-
ple with a, d = 1, the Frobenius norm of the upper left
matrix is multiplied by 1, the upper right and lower left
by p and the lower right by p2. We see that this norm is
less sensitive to the Frobenius distance of the submatrices
corresponding to higher degree terms. Thus, truncating
the bond dimension w.r.t. to this norm, truncation errors
in higher degree terms will contribute less, as desired, and
the parameter p controls by how much. For example, in
the case of Bv1v2 in eq. (8), we see that picking p < 1/2 is
enough to ensure that we truncate the subspace spanned
by |2〉 , |3〉 is discarded, as desired. Unfortunately, it is
not clear at this point how to pick the parameter p in an
optimal fashion. One possibility is to perform the trun-
cation for different values of p and compare the resulting
overlap with the original state.
Moreover, performing the truncation w.r.t. this norm
can be easily implemented through standard SVD tech-
niques combined with a rescaling step. Defining the new
map B˜v1v2 with entries
B˜v1v2(η1,i,α),(η2,j,β) = pη1+η2B
v1v2
(η1,i,α),(η2,j,β)
,
it is easy to see that ‖B˜v1v2‖F = ‖Bv1v2‖F,p.
Let A˜v1r and A˜v2r be the matrices obtained by per-
forming a truncated SVD of B˜v1v2 to rank r, where
r is the desired truncated bond dimension. By the
Eckart-Young theorem, we have that A˜v1r , A˜v2r mini-
mize ‖B˜v1v2 − A˜v1r A˜v2r ‖F amongst all matrices of rank
at most r. It is then easy to see that by defining
Av1(η1,i,α˜) = p−η1A˜
v1
(η1,i,α˜)
and Av2(η1,i,α˜) analogously, we
have that Av1 ,Av2 minimize ‖Av1v2−Av1Av2‖F,p, in the
spirit of Eq. (9).
Thus, by suitably re-scaling the initial tensor, perform-
ing the usual truncation methods through an SVD and
then scaling back, it is possible to perform the trunca-
tion taking into account the contribution of each sub-
space and only performing local operations. Moreover,
the computational complexity of performing all of these
steps is comparable with that of locally truncating the
bond dimension of a state in the tensor network setting,
as they only differ by the rescaling steps.
Numerical results. In this section, we compare nu-
merical methods in the standard tensor network setting
with the analogous methods in the new ansatz class. Let
us start by illustrating how we expect numerics to be-
have when trying to approximate a state on the bound-
ary through states in the interior in an example. To this
end, consider the state |T 〉 ∈ (C9)⊗3 given by
|T 〉 = 1√
17
(|005〉+ |016〉+ |040〉+ |126〉
+ |160〉+ |227〉+ |251〉+ |262〉+ |338〉+ |373〉
+ |384〉+ |430〉+ |501〉+ |632〉+ |703〉+ |714〉
+ |824〉).
In Section II.B of the Supplemental material, we show
that |T 〉 satisfies
3 = bondC3(|T 〉) < bondC3(|T 〉),
where C3 is the ring on three vertices. Moreover, the
approximation degree of the border bond dimension rep-
resentation is a = 1.
8Fig 4 records the results of performing alternating gra-
dient descent to approximate the state |T 〉 in different
ansatz classes. More precisely, we are performing alter-
nating gradient descent by optimizing the overlap with
the bond dimension 17 representation of the state |T 〉.
Although the state |T 〉 can be approximated arbitrarily
well with states of bond dimension 3, we observe that the
convergence is slow. Whereas Lemma 5 of the Supple-
mental material guarantees bondC3(|T 〉) ≤ 9, we already
observe a fast convergence with D = 5. On the other
hand, since bondC3(|T 〉) = 3 with a degeneration hav-
ing approximation degree 1, we have |T 〉 ∈ bTNSCL3,1,1,9:
indeed performing gradient descent in this class we al-
ready observe fast convergence, which can only observed
for bond dimension 5 in the standard tensor network set-
ting.
FIG. 4. Logarithm of the distance to |T 〉 state after number of
iterations for alternating gradient descent and different bond
dimensions on the ring.
Fig. 5 records the results in the translation invari-
ant setting of the Hamiltonian described in (6). Fix a
ring of length L = 9. The ground state |ψ〉 of (4) sat-
isfies bondC11−TI(|ψ〉) = 2 with approximation degree
a = 1, whereas bondC11−TI(|ψ〉) > 2. Gradient descent
on bTNSC11−TI2,1,1,3 outperforms the standard matrix prod-
uct state ansatz for D = 2, 4, in the sense that it obtains
lower energies, giving an indication of the numerical via-
bility of our method. Moreover, an iteration of gradient
descent with D = 4 in TNS takes roughly double the
time of one in bTNS with D = 2.
In order to benchmark the new ansatz class and the
algorithms for imaginary time evolution, we performed
the method on the isotropic Heisenberg model on a ring
of size L, comparing the results achieved by the standard
matrix product state method with the ones obtained in
the new ansatz class. The Hamiltonian of the isotropic
Heisenberg model on the ring CL is given by
H = −
L∑
k=1
(
σxkσ
x
k+1 + σ
y
kσ
y
k+1 + σ
z
kσ
z
k+1
)
FIG. 5. Energy achieved for a TI-TNS ansatz compared to
bTNS for the Hamiltonian defined in eq. (6). The ground
state energy is normalized to 0 and the ring is of size 9. Note
that the time taken for one iteration of bTNS for D = 2 is
roughly half that of one in TNS with D = 4.
where σik are the Pauli matrices acting on site k. The
number of local parameters for a state in our ansatz class
with bond dimension D is (a+1)D2, so we compare states
in our class to MPS with bond dimension d√a+ 1De .
We used imaginary time evolution methods and a trans-
lationally invariant ansatz to find the ground state and
picked the initial tensor at random. We see in Fig. 6 that
states in our class achieve lower energies after a given
number of iterations. Although we do not have a prov-
able separation in the required bond dimension for this
model, these results indicate the potential of our method
for models of physical interest.
FIG. 6. Energy achieved with the imaginary time evolution
for the isotropic Heisenberg model for a translation invariant
ansatz and L = 12. We normalized the ground state energy
to be 0 and picked p = 0.9 for the truncation algorithm of the
degeneration.
Conclusion. We believe that the results presented
here show that degenerations of tensor network states
are a valuable tool for both the numerical and analytical
9study of the tensor network ansatz class. Many direc-
tions remain to be explored in future work, both from
the analytical and numerical point of view. On the nu-
merical side, it will be interesting to go beyond one di-
mensional systems and see how our enlarged ansatz class
performs for higher dimensional lattices. In particular,
we believe that larger separations in complexity can be
observed for PEPS, even when not restricting to trans-
lationally invariant systems. Moreover, we believe that
our ansatz class provides a natural framework to study
excited states. From the analytical and algorithmic point
of view, our work raises many questions. Just to name
a few, it is natural to ask about normal forms, the scal-
ing of correlations and how degenerations behave in the
thermodynamical limit.
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1Supplemental Material
This is the supplemental material to the article Optimization at the boundary of the tensor network variety. In
Section I we discuss border rank and MPS representations of the weight states, which are used to define the new
ansatz class described in the main text. In Section II we establish results on the separation between bond and border
bond dimension of certain states, with and without imposing translational invariance. In Section III, we discuss
approximating states on the boundary of the tensor network variety by ones in the interior in more detail. Finally, in
Section IV, we discuss how to perform stable polynomial interpolation for states in the new ansatz class.
I. REPRESENTATIONS FOR WEIGHT STATES
This section discusses border rank and MPS representations for the weight states. For the convenience of the reader,
we recall the definition of the (unnormalized) weight states from the main text:
Definition 1 (Weight states). Given a, L, d ∈ N0 the weight state of weight a on L sites of local dimension d+ 1 is :
|χa,d,L〉 =
∑
i1+i2+...+iL=a
0≤i1,...,iL≤d
|i1, i2, . . . , iL〉 ∈
(
Cd+1
)⊗L
.
Write |χa,L〉 = |χa,a,L〉.
A state |ψ〉 ∈ (Cd)⊗L admits a representation of tensor rank r [1] if there exist product vectors |u1〉 , . . . , |ur〉 ∈(
Cd
)⊗L
such that
|ψ〉 = |u1〉+ · · ·+ |ur〉 . (1)
A state |ψ〉 ∈ (Cd)⊗L admits a representation of border rank r [2, 3] if there exist product vectors |u1()〉 , . . . , |ur()〉 ∈(
Cd
)⊗L
, depending polynomially on , and a nonnegative integer a such that
|ψ〉 = lim
→0
1
a
(|u1()〉+ · · ·+ |ur()〉) . (2)
The minimal integer r such that |ψ〉 has a representation of tensor rank (resp. border rank) is called tensor rank
(resp. border rank) of |ψ〉, denotes R(|ψ〉) (resp. R(|ψ〉)).
Note that |χa,d,L〉 can be obtained from |χa,L〉 applying local projection maps Pd : Ca+1 → Cd+1 defined by
Pd =
∑d
k=0|k〉〈k|.
In particular, a border rank r representation of |χa,L〉 immediately provides a border rank r representation of |χa,d,L〉.
Thus, we focus on efficient representations of |χa,L〉.
Proposition 2 (Border rank of weight states). Let |χa,L〉 ∈
(
Ca+1
)⊗L
be a weight state. For  ∈ C, let |φ()〉 ∈ Ca+1
be the state
|φa()〉 =
a∑
i=0
i |i〉 .
Then
|χa,L〉 = 1
a!
lim
→0
1
a
 a∑
j=0
(−1)a−j
(
a
j
)
|φ(j)〉⊗L
 . (3)
In particular, R(|χa,L〉) = a+ 1.
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2Proof. The lower bound is immediate via a standard flattening argument, see e.g. [4, Section 7.2] or [5]. We verify (3)
via a direct calculation:
a∑
j=0
(−1)a−j
(
a
j
)
|φ(j)〉⊗L =
a∑
j=0
(−1)a−j
(
a
j
)[∑a
i=0(j)
i |i〉]⊗L
=
a∑
j=0
(−1)a−j
(
a
j
)[∑
i1,...,iL
ji1+···+iLi1+···+iL |i1, . . . , iL〉
]
=
a∑
j=0
(−1)a−j
(
a
j
)∑
α≥0
jαα
[∑
i1+···+iL=α |i1, . . . , iL〉
]
=
∑
α≥0
α |χα,a,L〉
[∑a
j=0(−1)a−j
(
a
j
)
jα
]
.
To conclude the proof we show that the coefficients cα,a =
∑a
j=0(−1)a−j
(
a
j
)
jα satisfy cα,a = 0 if α < a and ca,a = a!.
If α = 0, then cα,a =
∑a
j=0(−1)a−j
(
a
j
)
= (1− 1)a = 0 by Newton’s binomial formula.
For α > 0, the 0-th term of the summation is 0. We obtain
cα,a =
a∑
j=1
(−1)a−j
(
a
j
)
jα
=
a∑
j=1
(−1)a−j a!
j!(a− j)!j
α
= a
a∑
j=1
(−1)(a−1)−(j−1) (a− 1)!
(j − 1)!(a− j)!j
α−1
= a
a−1∑
j=0
(−1)(a−1)−j (a− 1)!
j!((a− 1)− j)! (j + 1)
α−1
= a
a−1∑
j=0
(−1)(a−1)−j (a− 1)!
j!((a− 1)− j)!
α−1∑
β=0
(
α− 1
β
)
jβ
 =
= a
α−1∑
β=0
(
α− 1
β
) a−1∑
j=0
(−1)(a−1)−j
(
a− 1
j
)
jβ = a
α−1∑
β=0
(
α− 1
β
)
cβ,a−1.
By the inductive hypothesis, cβ,a−1 = 0 when β < a− 1 and ca−1,a−1 = (a− 1)!. Since β ≤ α− 1, we deduce that the
summation above vanishes when α < a. When α = a, it reduces to cα,a = acα−1,a−1 = a(a− 1)! = a!. This concludes
the proof.
A consequence of Proposition 2 is that R(|χa,d,L〉) ≤ a+1, and in particular it is bounded from above independently
of L. Moreover, all product states in the border rank expression of Proposition 2 are symmetric. Regarding tensor
rank, it is a classical fact [6] that R(|χ1,L〉) = L+ 1, which implies that R(|χa,L〉) ≥ L+ 1 grows (at least) linearly in
the system size L; on the other hand, since the border rank expression for |χa,L〉 has degree L − a in , a standard
interpolation argument (see, e.g., [7, Thm. 8] and [8, Prop. 6.2]) shows that R(|χa,L〉) ≤ (L− a+ 1)(a+ 1).
The following result provides a matrix product state representation with open boundary conditions for the weight
states. As before, we only deal with the case where d = a. This representation gives rise to the MPS contraction
strategy described in the main text.
Lemma 3. Fix a, L ∈ N and let PL be the graph consisting of an open chain with L nodes indexed by {1, . . . , L}. For
3k = 2, . . . , L− 1, define a local map Ak : Ca+1 ⊗ Ca+1 → Ca+1 with Ak =
a∑
j=0
|j〉 ⊗A(k)j where
A
(1)
j = |j〉 ⊗ 〈j| ,
A
(k)
j =
a−j∑
i=0
|i〉 ⊗ 〈i+ j| for 2 ≤ k ≤ L− 1,
A
(L)
j = |j〉 ⊗ 〈a− j| .
Let |φ〉 = (⊗Lk=1Ak) |Ω(PL)a+1 〉 be the resulting tensor network state. Then |φ〉 = |χa,L〉.
Proof. Write Aj for A
(k)
j with k = 2, . . . , L− 1 and define Aj = 0 for j > a. It is easy to see that AjAj′ = Aj+j′ for
all j, j′. Therefore
〈i1 . . . iL|φ〉 = 0
if i2 + i3 + . . .+ iL−1 > a. Let b = i2 + i3 + . . .+ iL−1; suppose b ≤ a, so that Ai2Ai3 . . . AiL−1 = Ab. Then
〈i1 . . . iL|φ〉 = 1
if i1 + iL = a− b and 0 otherwise. This concludes the proof.
Regarding matrix product states on the ring CL, Lemma 3 implies that bTNS
CL
D,a,d,d ⊆ TNSCL(a+1)D,d, relying simply
on the fact that |Ω(CL)D(a+1)〉 = |Ω(CL)D 〉 ⊗ |Ω(PL)a+1 〉 ⊗ |Ω(e)a+1〉, where e is the edge which makes the chain PL into the ring
CL.
II. SEPARATIONS IN EFFICIENCY OF REPRESENTATIONS
As mentioned in the main text, for matrix product states representations on the cycle CL, the maximal separation
between the border bond dimension and bond dimension is at most quadratic. For the sake of completeness, we now
provide a proof of this folklore result.
Proposition 4 (Separation between border bond and bond dimension). Let |ψ〉 ∈ (Cd)⊗L be a state with
bondCL(|ψ〉) = D. Then bondCL(|ψ〉) ≤ D2. In particular
TNS
CL
D ⊆ TNSCLD2 .
Proof. Let PL be the chain obtained from CL by removing a single edge eL. Then TNS
PL
D2 is a closed set [9] and
clearly TNSPLD2 ⊆ TNSCLD2 . We show that TNS
CL
D ⊆ TNSPLD2 and this will conclude the proof.
Note that TNSPLD2 can be interpreted as having two copies of maximally entangled stated of bond dimension D on
the chain PL. By performing an entanglement swapping protocol, we can then generate a maximally entangled state
between sites 1 and L with one of the maximally entangled states, which shows that we can generate any TNS on the
cycle by starting with two copies on the chain.
More formally, let T : CD ⊗ CD → C be the map defined by T = ∑D1 〈i| ⊗ 〈i|. Define a family of linear maps
(Ak : k = 1, . . . , L) by A1 = Ak = idCD and Ak = T for k = 2, . . . , L− 1. Then (
⊗
kAk) |Ω(PL)D 〉 = |Ω(eL)D 〉.
Since |Ω(CL)D 〉 = |Ω(PL)D 〉⊗ |Ω(eL)D 〉, one immediately has |Ω(CL)D 〉 ∈ TNSPLD2 by applying the family (Ak : k = 1, . . . , L)
on one factor of |Ω(PL)D2 〉 = |Ω(PL)D 〉
⊗2
. Therefore,
TNSCLD ⊆ TNSPLD2 .
Passing to the closures, we obtain TNS
CL
D ⊆ TNS
PL
D2 , and since TNS
PL
D2 = TNS
PL
D2 is closed we conclude.
The proof above is purely topological and not constructive: it only ensures the existence of a matrix product
states representation of bond dimension D2 under the hypothesis of the existence of a border bond dimension D
representation.
4The same argument can be generalized to arbitrary graphs as follows. Given a graph G, let T be a spanning tree of
G, i.e., a tree on all vertices of G. In particular, if e is an edge of G which is not an edge of T , then T ∪ {e} contains
a cycle; the entanglement swapping argument of Proposition 4 shows that Ω
(e)
D ∈ TNSTD. In this way, one can obtain
the maximally entangled states Ω
(e)
D corresponding to all edges of G which are not edges of T . However, without any
assumptions on G, one might need a full Ω
(T )
D to generate each edge.
Since T does not contain any cycle, the set TNSTD is a closed set and we conclude
TNS
G
D ⊆ TNSTDη ⊆ TNSGDη
where η is the number of edges of G which are not edges of T . As any tree with |V | vertices has |E| = |V | − 1 edges,
we conclude that for a graph G = (V,E)
TNS
G
D ⊆ TNSGD|E|−|V |+2 .
A. Examples of system-size dependent separations in efficiency of representation
In this section, we discuss an example of a state |ψL〉 ∈ (C3)⊗L for odd L which admits a border bond dimension
2 translation invariant matrix product state representation with approximation degree a = 1, yet having translation
invariant bond dimension growing with L. More precisely,
bondTI-CL(|ψL〉) = 2(with a = d = 1)
bondTI-CL(|ψL〉) = Ω
(
L1/3
log(L)
)
.
Moreover, the state |ψL〉 arises as ground state of a translation invariant local (nearest neighbor) Hamiltonian on the
cycle. In particular, we obtain |ψL〉 ∈ bTNSTI-CL2,1,1,3 and |ψL〉 /∈ TNSTI-CLD,3 if D grows slower than Ω( L
1/3
log(L) ).
In the non-translation invariant case, there are no known examples of separations that are larger than a constant
factor.
The separation in the translation invariant setting, and in particular the lower bound on bondTI-CL(|ψ〉) relies on
the analogous result for the W -state, proved with the same argument as [10, Corollary 1] via the results of [11–13].
Lemma 5. Let CL the cycle on L nodes. Then
(a+ 1)L ≥ bondTI-CL(|χa,L〉) = Ω
(
L1/3
log(L)
)
,
bondTI-CL(|χa,L〉) ≤ a+ 1.
Proof. The upper bound bondTI-CL ≤ a + 1 is obtained directly from the border rank expression of Proposition 2.
This is because the superposition of a+ 1 symmetric product states can be written as a TI MPS of bond dimension
a+ 1.
The upper bound bondTI-CL(|χa,L〉) ≤ (a+ 1)L is obtained symmetrizing the non-translation invariant representa-
tion obtained in Lemma 3.
As for the lower bound bondTI-CL(|χa,L〉) = Ω
(
L1/3
log(L)
)
, first note that the (local and translation invariant) pro-
jection map P⊗L where P = |0〉〈0| + |1〉〈a| sends |χa,L〉 to the W -state |χ1,L〉. In particular, lower bounds on
bondTI-CL(|χ1,L〉) are lower bounds for |χa,L〉 as well.
In [10, Corollary 1], the authors related bondTI-CL(|χ1,L〉) to quantum Wielandt inequalities [11–13]. Although the
version of the inequality stated in [10, Conjecture 2], on which [10, Corollary 1] relies on, is only conjectured, in [13]
the authors show that [10, Conjecture 2] holds with f(D) = O(D2 log(D)).
Reproducing the proof of [10, Corollary 1] provides
(D)3 log(D)3 = Ω(L),
whenever D ≥ bondTI-CL(|χ1,L〉). This implies bondTI-CL(|χ1,L〉) = Ω(eW(L1/3)), where W is the Lambert W or
product logarithm function. Indeed, one can show [14] that
W(x) ≥ log(x)− log log(x)
for all x ≥ e, which implies that eW(L1/3) = Ω
(
L1/3
log(L)
)
.
5From Lemma 5, already |χa,L〉 provides an example of a state for which we have a separation.
However, in the main text we presented a local translationally invariant Hamiltonian whose unique translationally
invariant ground state presents this behaviour as well. Let us recall its definition and discuss some of its properties.
The weight states themselves give separations in the required bond dimension and will be used as stepping stones to
prove separations for these examples. But the next examples require a bond dimension D > 1 to be represented in
our class, unlike the weight states.
Let P : C3 ⊗ C3 → C3 ⊗ C3 be the projection defined by
P = |01〉〈01|+ |10〉〈10|+ |02〉〈02|+ |21〉〈21|; (4)
denote by Pi,i+1 the linear map P acting on the two factors of (C3)⊗L corresponding to sites i and i + 1 of the ring
CL. Define Hi,i+1 = id−Pi,i+1 + |2〉〈2|i, where the summand acts on the i-th site. Let H =
∑
iHi: this is a diagonal,
translationally invariant Hamiltonian.
We determine its translationally invariant ground state in the case where L is odd.
Proposition 6. Let L be odd. Then H has a unique translationally invariant ground state given by
|ψL〉 = 1√
L
L−1∑
i=0
Si |2101010 . . . 10〉 , (5)
where S is the cyclic permutation of the tensor factors, i.e., the shift operator.
Proof. Since H is diagonal, every product state in the standard basis is and eigenstate for H. Moreover, using the
fact that the Pi,i+1 commute, one obtains that the spectrum of H is contained in the set{
`+
m
2L
|`,m ∈ N0
}
.
Given a product state in the standard basis, we compute its energy,i.e. the corresponding eigenvalue of H.
Note that every state involving two adjacent |0〉’s or two adjacent |1〉’s has energy at least 1, since 1 is the eigenvalue
of the corresponding Hi. Moreover, since L is odd, if the state does not involve any |2〉, there are necessarily adjacent
|0〉’s or |1〉’s. Every state involving at least two |2〉’s has energy at least 2 · 1/(2L), arising from the |2〉〈2| summands
in H. There are only two basis state, up to cyclic permutation, involving exactly one |2〉 and having no adjacent
|0〉’s nor |1〉’s: they are |20101 . . . 01〉 and |21010 . . . 10〉. The first has energy at least 1 arising from H12. The state
|21010 . . . 10〉 has energy 1/(2L).
We conclude that {Sk |2101010 . . . 10〉 : k = 0, . . . , L − 1} span the ground state space of H. The only translation
invariant state in this span is |ψL〉.
The following result gives upper and lower bounds for the translation invariant bond and border bond dimension
of |ψL〉:
Proposition 7. Let |ψL〉 ∈ (C3)⊗L be the state of (5). Then
bondTI-CL(|ψL〉) = 2;
bondTI-CL(|ψL〉) = Ω
(
L
1
3
log(L)
)
.
In fact, |ψL〉 ∈ bTNSTI-CL2,1,1,3 and, for L large enough, |ψL〉 /∈ TNSTI-CLD,3 if D does not depend on L.
Proof. Let Q : C3 → C2 be the local map defined by
Q = |0〉〈1|+ |0〉〈0|+ |1〉〈2|.
Then Q⊗L |ψL〉 = |χ1,L〉 is the W -state. In particular, the lower bound for |χ1,L〉 obtained in Lemma 5 holds for
bondTI-CL(|ψL〉) as well.
Now, define A() : C2 ⊗ C2 → C3 by
A() = |0〉〈01|+ |1〉〈10|+ |2〉〈00|.
One can readily check that
lim
→0
−1
(A()⊗L) |Ω(CL)2 〉 = |ψL〉 ,
giving a representation of |ψL〉 of border bond dimension 2 and approximation degree 1. In particular, |ψL〉 ∈
bTNSCL2,1,1,3 and concludes the proof.
6One can define explicitly a local map B : (C2 ⊗ C2)⊗ C2 → C3 by
(|0〉〈01|+ |1〉〈10|)⊗ 〈0|+ |2〉〈00| ⊗ 〈1|
and observe |ψL〉 = B⊗L |Ω(CL)2 〉 ⊗ |χ1,L〉.
This shows that there are unbounded separations in the bond dimension required to represent states that arise as
ground states of local Hamiltonians in the new ansatz class for translationally invariant matrix product state when
compared with standard matrix product states.
B. An explicit example of separation between bond and border bond dimension
For small system size and small local dimension, several explicit examples of separation between bond and border
bond dimension are known. In [15], Strassen proved that the GHZ state of level three on three parties, |ghz3〉 =
3−
1
2 (|000〉+ |111〉+ |222〉), satisfies bondC3(|ghz〉) = 2, realized by a degeneration with approximation degree a = 2;
in fact, one can achieve the same result with a degeneration of approximation degree a = 1 and in addition in [3] it
was proved that bondC3(|ghz〉) = 3, providing a separation.
In [3], a separation was shown for the state |λ〉 = ∑σ∈S3(−1)σ |σ(0)σ(1)σ(2)〉+ |222〉 as well; here S3 denotes the
symmetric group on three elements and (−1)σ is the sign of a permutation σ; in particular∑σ∈S3(−1)σ |σ(0)σ(1)σ(2)〉
is the unique (up to scaling) alternating tensor in C3⊗C3⊗C3. It was proved that bondC3(|λ〉) = 2 and bondC3 = 3.
For these examples, comparing the numerical results in the standard tensor network ansatz class with the ones in
the new ansatz class, we observe improvements both in the distance and in the convergence. However, in this case,
the class bTNSC32,1,1,3 is dense in C
3 ⊗ C3 ⊗ C3, so the improvements occur for a trivial reason, as the optimization
procedure can just “walk straight” to the global minimum.
In order to see an example where the optimization procedure is not trivial, we consider the state
|T 〉 =
√
17
−1
(|005〉+ |016〉+ |040〉+ |126〉+ |160〉+ |227〉+ |251〉+ |262〉+ |338〉
+ |373〉+ |384〉+ |430〉+ |501〉+ |632〉+ |703〉+ |714〉+ |824〉) ∈ C9 ⊗ C9 ⊗ C9,
(6)
introduced in the Numerical examples section of the main text. Lemma 8 shows |T 〉 /∈ TNSC33,9 and |T 〉 ∈ bTNSC33,1,9.
Moreover, the set bTNS
C3
3,1,9 is a proper subvariety of C
9 ⊗ C9 ⊗ C9, therefore the new ansatz class is non-trivial.
Lemma 8. Let |T 〉 be the state defined in (6). Then
bondC3 (|T 〉) ≥ 4,
bondC3 (|T 〉) = 3 and the degeneration has approximation degree a = 1.
In particular, |T 〉 /∈ TNSC33,9 and |T 〉 ∈ bTNSC33,1,9.
Proof. Assume by contradiction bondC3(|T 〉) ≤ 3 and observe that |Ω(C3)3 〉 ∈ C9 ⊗C9 ⊗C9, where each C9 has a local
structure C3 ⊗ C3. For i = 1, 2, 3, let Ai : (C3 ⊗ C3) → C9 be the linear maps such that (
⊗Ai)(|Ω(C3)3 〉) = |T 〉. A
direct calculation shows that there is no proper subspace U ⊆ C9 such that |T 〉 ∈ U ⊗ C9 ⊗ C9 or |T 〉 ∈ C9 ⊗ U ⊗ C9
or |T 〉 ∈ C9 ⊗ C9 ⊗ U . Thus, the maps Ai are invertible, and |T 〉 is a point of the orbit of |Ω(C3)3 〉 under the action
of GL9 × GL9 × GL9. As a consequence, the stabilizer of |T 〉 and the stabilizer of |Ω(C3)3 〉 are conjugate and in
particular they have the same dimension. But this is not the case: a direct calculation shows the stabilizer of |Ω(C3)3 〉
is 26-dimensional whether the stabilizer of |T 〉 is 28-dimensional. This shows the lower bound bondC3(|T 〉) ≥ 4.
We provide a degeneration of |Ω(C3)3 〉 with approximation degree a = 1 which realizes |T 〉. In other words, we
determine three linear maps Ai() : C3⊗C3 → C9 such that lim→0( 1
⊗
iAi()) |Ω(C3)3 〉 = |T 〉. Write Ai() = Ai0+Ai1
and express Ai0 and Ai1 as matrices with entries in C9:
A10 = A20 =
 |0〉 |1〉|2〉
|3〉
 A30 =
 |1〉 |3〉|4〉
|0〉 |2〉

A11 = A21 =
 |4〉|5〉 |6〉
|7〉 |8〉
 A31 =
 |5〉|6〉 |7〉
|8〉

A direct calculation shows that lim→0( 1
⊗
iAi()) |Ω(C3)3 〉 = |T 〉.
7III. APPROXIMATE REPRESENTATIONS
As we already showed, there exist states that arise as ground states of local Hamiltonians that admit a more efficient
exact representation in bTNS. However, by definition, if a state lies on the boundary of the TNS manifold, it can
be approximated arbitrarily well by “usual” TNS, albeit with local maps whose entries diverge as we increase the
precision.
Most rigorous results available in the literature only ascertain that tensor network states of a polynomial bond
dimension approximate ground states well [16]. Thus, it is of high importance to investigate the interplay between the
speed at which the local maps diverge and how well we can approximate the target state by the restrictions arising
from degenerations, an issue that was also raised in [17] recently. That is, how small do we have to pick  such that
|φ()〉 ' |φ(0)〉 for the task at hand. First, recall that to estimate most quantities of physical interest up to an additive
error δ > 0, such as the energy or two-point correlation functions of the ground state, it usually suffices to estimate
states to a precision of O(δL−α) in the Euclidean norm, where again L is the system size and α ∈ N0. This is because
these quantities are expectation values of observables with operator norm O(Lα).
With that in mind, we are ready to discuss how to pick  for a degeneration to ensure the desired precision. To
gain some intuition about how the local maps behave in the regime that is of interest to us, let us once again consider
the W -state before moving on to the general case.
Define the family |ψ()〉 of TI MPS on a cycle of size L with bond dimension 2 and matrices given by:
A0() =
(
1 0
0 e
pii
L
)
, A1() =
(
 0
0 0
)
. (7)
One can readily check that
lim
→0
−1 |ψ()〉 = |W 〉 ,
where W is the unnormalized W -state:
|W 〉 = |100 . . . 0〉+ |010 . . . 0〉+ . . .+ |000 . . . 1〉 .
Moreover, the transfer matrix E() of this family of MPS is given by:
E() =

1 + 2 0 0 0
0 e
pii
L 0 0
0 0 e
pii
L 0
0 0 0 1
 .
Thus, we have that:
‖ψ()‖2 = tr (E()L) = (1 + 2)L − 1.
It is also straightforward to compute the overlap of |ψ()〉 with the W -state, as:
〈W,ψ()〉 = Ltr (AL−10 A1) = L.
Combining these expressions and normalizing all involved states we have:
∥∥∥∥ |ψ()〉‖ |ψ()〉 ‖ − |W 〉√L
∥∥∥∥2 = 2
1− L(
L
(
(1 + 2)
L − 1
)) 1
2
 = 2
((
1 + 2
)L − 1) 12 −√L(
(1 + 2)
L − 1
) 1
2
(8)
Performing a Taylor expansion, we see that
2
((
1 + 2
)L − 1) 12 −√L(
(1 + 2)
L − 1
) 1
2
= O(L2).
8Thus, in order to ensure that ∥∥∥∥ |ψ()〉‖ |ψ()〉 ‖ − |W 〉√L
∥∥∥∥2 ≤ δ2L2α
for some α ∈ N0, we need to pick  = O(δL− 2α+12 ).
Inserting this bound in the definitions of the matrices in Eq. (7) and normalizing the underlying MPS, we see
that in order to obtain an approximation up to an error δL−α to the W-state in Euclidean norm we need to pick the
matrices with entries scaling like:
A0 =
(
elog(L)
2α+1
2
δ
) 1
L (
1 0
0 e
pii
L
)
, A1 =
(
e− log(L)
2α+1
2
δ
)(
1 0
0 0
)
.
Note that A0 has entries of constant order, while A1 has entries of inverse polynomial order for α fixed. Moreover, the
norm of the underlying MPS will be of order δL−α, which implies that trying to approximate the W -state with this
family of MPS leads to ill-conditioned MPS. Setting the vanishing entries to 0 leads to a state that is orthogonal to
the state of interest. We expect that this behavior is universal, i.e., that any approximation of states on the boundary
of the set of TNS of a given bond dimension up to inverse polynomial in system size precision leads to tensors with
entries that are polynomially small and ill-conditioned. Unfortunately, we still lack the tools to prove such statements
for any approximation of a degeneration and can only prove it for some given degeneration, as we did for the W state:
Lemma 9 (Approximate representation from degeneration). Let Ak() : (CD)⊗kv → Cd be a family of local maps
whose entries depend polynomially on  defining a degeneration to |φ0〉 with ‖φ0‖ = 1. Denote the expansion of
|ψ()〉 =
(⊗
v∈V
Av()
)⊗
y∈E
|Ωy〉

as a polynomial in terms of  by:
|ψ()〉 = a |φ0〉+
e∑
l=1
a+l |φl〉 (9)
for some a ∈ N0 and set
τ() =
e∑
l=1
l‖ |φl〉 ‖,
Then, for τ() ≤ 12 we have: ∥∥∥∥ |ψ()〉‖ |ψ()〉 ‖ − |φ0〉
∥∥∥∥ ≤ 4τ() (10)
Proof. By the triangle inequality we have:∥∥∥∥ |ψ()〉‖ψ()‖ − |φ0〉
∥∥∥∥ ≤ ∥∥∥∥ |ψ()〉a − |φ0〉
∥∥∥∥+ ∥∥∥∥ |ψ()〉‖ |ψ()〉 ‖ − |ψ()〉a
∥∥∥∥ (11)
Let us analyze the first term in the expression above. Expanding the polynomials we see that:∥∥∥∥ |ψ()〉a − |φ0〉
∥∥∥∥ =
∥∥∥∥∥
e∑
l=1
l |φl〉
∥∥∥∥∥ ≤ τ() (12)
by a triangle inequality. Let us now analyze the second term. We have:∥∥∥∥ |ψ()〉‖ |ψ()〉 ‖ − |ψ()〉a
∥∥∥∥ = ∣∣∣∣ 1‖ |ψ()〉 ‖ − 1a
∣∣∣∣ ‖ |ψ()〉 ‖ = ∣∣∣∣ 1−a‖ |ψ()〉 ‖ − 1
∣∣∣∣ −a‖ |ψ()〉 ‖ (13)
9Again by a triangle inequality and the assumption that ‖φ0‖ = 1, it follows from eq. (9) that:
‖−aψ()‖ ≤ 1 + τ().
Moreover, by a reverse triangle inequality∣∣−a‖ |ψ()〉 ‖ − ‖ |φ0〉 ‖∣∣ = ∣∣−a‖ |ψ()〉 ‖ − 1∣∣ ≤ ‖−a |ψ()〉 − |φ0〉 ‖ ≤ τ()
and we assumed that ‖φ0‖ = 1. This yields
−a‖ψ()‖ ≥ 1− τ()
and we obtain ∣∣∣∣ 1−a‖ |ψ()〉 ‖ − 1
∣∣∣∣ ≤ τ()1− τ() .
Together with Eq. (13) we conclude that∥∥∥∥ |ψ()〉‖ |ψ()〉 ‖ − |ψ()〉a
∥∥∥∥ ≤ τ()(1 + τ())1− τ() ≤ 3τ(), (14)
as we assumed that τ() ≤ 1/2. Inserting the bounds of Equation (14) and (12) into (11) we obtain the claim in (10).
Thus, we see that in order to obtain an approximation up to an error O(δL−α), it suffices to pick 0 = δLαM , where
M = max ‖φl‖. Indeed, for this choice of parameters, we have τ(0) = O(δL−α). Moreover, we have:
‖ |ψ(0)〉 ‖ = O
(
δa
LaαMa
)
.
and we expect that the condition number of the underlying maps scales in a similar way. This implies, for instance,
that in order to obtain an estimate of the energy of the normalized state |ψ(0)〉 /‖ψ(0)‖, it will be necessary to
perform the multiplication 〈ψ(0), Hψ(0)〉× ‖ψ(0)‖−2, which entails multiplying two numbers of order L−2aδ2a and
L2aδ−2a, respectively. For a constant this requires a polynomial precision in the computation of expectation values
and in case a is at least linear in system size, this requires exponential precision.
We conclude that approximating states arising from degenerations by restrictions requires a great amount of pre-
cision when computing expectation values and will lead to numerical instabilities as the system size or degree of the
degenerations increases. On the other hand, our methods remain stable.
This is even more pronounced in the case of tensor networks that are hard to contract exactly. In those cases, it is
not feasible to contract the restrictions to the precision we just established are necessary. However, as highlighted in
Section IV, approximate contractions yield good approximations in bTNS.
However, note that in principle some of the low order terms of τ() may vanish as well, which would lead to better
convergence estimates than the ones discussed above. Let us illustrate this phenomenon in the case of the weight
states:
A. Approximate representations for the weight states
Let us analyze more closely the trade-off between the rank of border rank representations of weight states and
the speed at which they converge to the state. As noted in [17], the representation given in (7) for the W-state is
suboptimal w.r.t. to the convergence speed. Indeed, one can check that:
1
2
(
(|0〉+  |1〉)⊗L − (|0〉 −  |1〉)⊗L
)
= |W 〉+O(2), (15)
while the degeneration given in (7) only converges up to O(). This improved representation is closely connected with
the fact that we can also obtain the weight states as:
|χa,L〉 = a! d
a
da
|Γa()〉
∣∣
=0
, (16)
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where
|Γa()〉 = (|0〉+  |1〉+ . . .+ a |a〉)⊗L.
For instance, the degeneration given in Eq. (15) arises from the symmetric difference formula for the derivative of a
function:
f(x+ )− f(x− )
2
= f ′(x) +O(2).
Evaluating this formula for |Γa()〉 we obtain this improved degeneration. More generally, so-called central finite
difference formulas [18, Section 10.10] allow us to estimate the a-th derivative of a function up to an error of order
O(2(k+1)) by evaluating the function at 2ba+12 c+ 2k points. This immediately yields:
Lemma 10. For a, L ∈ N and k ∈ N0 the weight states |χa,L〉 admit a representation of symmetric border rank
2ba+12 c+ 2k, |χa,L,k()〉, s.t.
‖−a |χa,L,k()〉 − |χa,L〉 ‖ = O(2(1+k)).
Proof. This immediately follows from the central finite difference formulas together with the representation of the
weight states given in (16).
Moreover, it is possible to explicitly compute central difference formulas for a desired order of the derivative and
accuracy by solving a system of linear equations [18]. One corollary of Lemma 10 is that, even though the weight
states do not admit exact system-size independent TI representations as matrix product states, the accuracy with
which we can approximate them increases exponentially with the bond dimension.
In principle these representations can be used to obtain more efficient approximate contractions schemes for states
in bTNS. Indeed, by tensoring with a state with −a |χa,L,k()〉 for k large enough instead of |χa,L〉 for small enough
 will lead to approximate contraction schemes that do not depend on L and do not blow up the bond dimension of
the underlying states. But it remains unclear at this stage how numerically stable these methods are.
IV. STABLE INTERPOLATION
In this section, we discuss the stability result related to the border rank contraction strategy presented in the
main text to compute the expectation values of an observable for a state in the new ansatz class. Given a state
|φ〉 ∈ bTNSGD,a,d,d, the border rank contraction strategy considers the state |φ()〉 = |Ω(G)D 〉 ⊗ |χa,d,L()〉 where|χa,d,L()〉 is a border rank expression for |χa,d,L〉 (e.g., the one arising from Proposition 2. Given an observable
O : (Cd)⊗L → (Cd)⊗L, define
p() = −2a〈φ(), Oφ()〉; (17)
then p(0) = 〈φ,Oφ〉 is the desired expectation value.
Rather than evaluating p(0), in the border rank strategy we recover the value of p(0) via Lagrange interpolation,
by evaluating p() at 2(Ld− a) + 1 points. Expanding the polynomial, we observed that the evaluation of p() can be
performed in terms of (a+ 1)2 overlaps of states in TNSGD,d.
In the main text, we only considered exact contraction schemes to compute such overlaps. However, beyond the case
of 1D systems, exact contraction of tensor network states is known to be hard [19, 20] and, in practice, approximate
contraction schemes are used [21]. Thus, it is of paramount importance for the applicability of the border rank
contraction scheme that the interpolation step is robust: in other words, even if the values of p() at the 2(Ld − a)
interpolation points are only exact up to an error δ[22], one should still be able to recover the value at 0 up to an
error O(δ).
Choosing the interpolation points to be roots of unity achieves this result.
Lemma 11 (Stable polynomial interpolation). Let p : C → C be a polynomial of degree k and zj = e 2piijk for
0 ≤ j ≤ k − 1 be k-th roots of unity. Let c0, . . . , ck−1 ∈ C be k points such that there exists δ > 0 with
|p(zj)− cj | ≤ δ. (18)
Then: ∣∣∣∣p(0)− 1k∑k−10 cj
∣∣∣∣ ≤ δ.
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Proof. Via Lagrange interpolation
p(0) =
1
k
∑k−1
0 p(zj).
Therefore ∣∣∣∣p(0)− 1k∑k−10 cj
∣∣∣∣ = 1k ∣∣∣∑k−10 (p(zj)− cj)∣∣∣ ≤ 1k∑k−10 ∣∣p(zj)− cj∣∣ ≤ δ
by a triangle inequality.
This result shows that, choosing the interpolation points to be the 2aL-th roots of unity, if the approximate
contraction scheme only provides the values of z−2aj p(zj) up to an error δ. Note that z
−2a
j is a complex number of
modulus 1, so cj satisfying |p(zj)− cj | ≤ δ also satisfies |z−2aj p(zj)− cjz−2aj |. The resulting approximate value of p(0)
is up to an error δ as well.
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