For many phase extraction algorithms, a priori knowledge of a fringe-pattern density distribution is beneficial for later processing. A fringe-density estimation method based on a continuous wavelet transform (CWT) is proposed. For a one-dimensional signal the instantaneous frequency detected at the CWT ridge is directly adopted as a measure of the local fringe density. For a two-dimensional signal the instantaneous frequency components in both the x and the y directions are detected. Their reliability is evaluated by the CWT coefficient magnitude, based on which an approximate density value is given. The capability for noise reduction and the accuracy of the method are discussed.
Introduction
Optical techniques are widely used to study a variety of physical qualities, such as surface profile, deformation, temperature, strain, and stress. Generally, regardless of the technique, a physical quantity under consideration is first recorded into a fringe pattern, which is expressed as
where I represents the intensity recorded by a sensor, I 0 is the background intensity, ␥ is the fringe contrast, and is the phase related to the physical quantity being studied. Obtaining a whole-field evaluation requires that a phase distribution be extracted from the fringe pattern. For several decades, phase extraction has been thoroughly studied, and numerous algorithms with which to accomplish it have been proposed. Although no algorithm is suitable for all situations, some are robust and applicable to fringe patterns obtained by different optical techniques, whereas others are proposed to solve a few special problems.
In terms of methodology, most algorithms fall into either of two categories: temporal and spatial analysis. A typical temporal analysis method is the phase-shifting algorithm, 1 which requires at least three phase-shifted fringe patterns with a known phase shift. Other temporal analysis methods, such as Carré's method, 2 phase scanning, 3 and temporal Fourier transform, 4 do not assume an a priori known phase shift. A mutual feature of temporal analysis methods is that the phase value of a pixel is extracted based on the phase-shifted intensities of this pixel.
Spatial analysis methods extract a phase value by evaluating the intensity of a neighborhood of the pixel being studied. Typical spatial analysis methods are Fourier transforms with carrier fringes as proposed by Taketa and Mutoh 5 and without carrier fringes as proposed by Kreis. 6 A fringe pattern is transformed into a frequency domain, filtered, and inversely transformed into a spatial domain to yield phase information. Inasmuch as a Fourier transform is a global operation and each pixel contributes to the frequency spectrum, the phase value of an arbitrary pixel is obtained by evaluation of the whole image. It is noteworthy that a fringe pattern with drastically changing fringe density or direction is not suitable for the Fourier-transform method because the frequency spectrum of such a fringe pattern hinders a bandpass filter from separating signal from noise. The windowed Fourier transform (Gabor filter), 7 which performs a local analysis of a fringe pattern, can be a solution to the problem. The determination of a suitable window size is dependent on the fringe density. In a lowdensity region a large window should be used to enhance noise-reduction capability, whereas in a high-density region a small window is more appropriate, as a large window may contain drastically changing fringe patterns. Servin et al. proposed a regularized phase tracking algorithm, 8 which iteratively evaluates a pixel's neighborhood to extract the phase value. A crucial parameter in the algorithm, the processing window size, is also chosen based on the observed fringe density. Hence a priori knowledge of the fringe density is beneficial for such a localized phase-extraction process.
Marroquin et al. 9 have shown that by successive decoupled estimation of the local orientation, direction, and magnitude of the frequency field, local fringe-density information can be obtained, which would improve the robustness and computational efficiency of a phase-extraction method by use of adaptive quadrature filters. 10 Marklund proposed a wrapped phase fringe-density estimation method 11 that would facilitate some unwrapping processes such as the tile-based unwrapping algorithm 12 and can be applied to phase-map filtering and segmentation. In this paper a fringe-density estimation method by continuous wavelet transform (CWT) is presented. Because of its local analysis capability, CWT has drawn increasingly more attention in fringe data processing. Cherbuliez et al. applied CWT to temporal phase extraction to study dynamic events. 13 Liu et al. showed that CWT is superior to a Fourier transform in terms of noise reduction. 14 They also proposed a ridge-detection algorithm for one-dimensional (1-D) CWT. 15 The proposed method, however, applies CWT in both 1-D and two-dimensional (2-D) cases. For a 1-D signal the local fringe density is represented by the instantaneous frequency, whereas for a 2-D signal a CWT magnitude weight is proposed for evaluation of the reliability of the detected density component in the x and y directions and an approximate density distribution is given.
Method
Similarly to the Fourier transform that represents a signal as a superposition of sine and cosine functions, the CWT represents a signal in terms of wavelet functions:
where Wf͑a, b͒ is the CWT coefficient function, a and b are the scale and shift parameters, respectively, f͑x͒ is the signal, and M( ) is a wavelet function. In Eq. (2) a signal in the spatial (time) domain is transformed into a time-scale domain, which means that the CWT coefficient function is associated with a scale that describes the feature of interest, such as details (small scale) or approximations (large scale), and a shift specifying a local region where the signal is analyzed. The time-scale signal analysis approach is a major advantage of CWT compared with a Fourier transform. Inasmuch the latter approach does not indicate which part of a signal has a particular frequency feature, it is not applicable to local fringedensity estimation. The CWT is a correlation process in which a large amount of similarity between a signal and a wavelet would result in large coefficient and vice versa. Because the signal under consideration in Eq. (1) is cosine modulated, a suitable choice of wavelet function is the complex Morlet wavelet:
where j ϭ ͱϪ1 and 0 is the frequency of the Morlet wavelet, which is set to 2 in this study. The first term in Eq. (3) represents a fast-decaying Gaussian envelope that reflects the localization property of the CWT. The second part is a complex function with sinusoidal characteristics. One obtains a CWT coefficient by setting certain values for a and b and calculating the correlation between the signal and the scaled, shifted version of the wavelet. As the complex Morlet wavelet is used, the resultant correlation coefficient is also a complex number whose magnitude will reveal the time-scale feature of the signal. Figure 1 (a) shows a sinusoidal signal with high instantaneous frequency at the center. A CWT magnitude map is shown in Fig. 1(b) . To avoid the inherent edge distortion error of the CWT, we ignore 50 pixels at the boundary. The bright stripe in Fig. 1(b) is the CWT ridge, defined as the location where the magnitude reaches the local maximum along the scale direction. It can be seen that ridge points with a small scale are located at the center in the shift direction, where the signal is of high instantaneous frequency. Mathematically, a signal in the form of Eq. (1) with slowly varying background I 0 and fringe contrast ␥ will have a ridge function given by 14 Wf(a r , b) ϭ (4) where a r ϭ 0 ͞ s is the scale at the ridge point ͑a r , b͒ and s is the instantaneous frequency of the signal at position b. Because the local fringe density can be described by the instantaneous frequency, the fringedensity estimation is equivalent to the measure of the scale at the CWT ridge.
Figure 1(c) shows the estimated fringe density of Fig. 1(a) . The ridge-detection algorithm used is a simple global maximum-extraction method:
where a r ͑b͒ represents the scale at the ridge point associated with position b, |Wf͑a, b͒| is the magnitude of CWT coefficients with a varying in an a priori chosen range ͓s max , s max ͔, and max{ } denotes the extraction of the global maximum. A global instead of a local maximum is used because in this study the signal is assumed to have only one dominant instantaneous frequency at any arbitrary position; therefore only the global maximum is related to the dominant frequency. However, extraction of the local maxima should be used when one is analyzing a signal with multiple dominant frequency components. 16 It can be seen from Fig. 1(c) that, instead of a continuous distribution, the estimated fringe-density curve contains small steps, the reason for which can be discovered by a more thorough investigation of the CWT process. In an ideal CWT the scale and shift parameters should change continuously; however, this is impossible in practical computation, for which an increment step must be chosen for a and b to balance computation time and resolution. Hence a theoretical fringe-density value would be approximated to the nearest retrievable density level, and unwanted steps would thus be formed. If the incremental step is reduced to one fifth of that used for Fig.  1(c) , a density curve with smaller steps is produced, as shown in Fig. 1(d) . Nevertheless, this is not a practical solution, because it increases the computation time by five times. If a 2-D image is processed, the overall computation time will be too long to be acceptable. An alternative way is to apply a mean filter:
where d͑b͒ represents the fringe density at position b and N is the number of neighboring points used in filtering. Figure 1(e) shows the fringe density curve obtained by use of the same incremental step as for Fig. 1(c) and application of a mean filter ͑N ϭ 7͒. The smoothness of the curve is better than that shown in Fig. 1(d) and the additional computation time is almost negligible. When a 2-D signal is studied, the CWT is applied to each row or column to extract the fringe-density component in the x or the y direction, respectively: where d x ͑x, y͒ and d y ͑x, y͒ represent the x-and y-direction fringe-density components at point ͑x, y͒ and a r, x ͑i, j͒ and a r, y ͑i, j͒ represent the scale at the ridge point ͑i, j͒ with CWT applied to a row and a column, respectively; N specifies the filtering window size, and CWT magnitudes |Wf͓a r, x ͑i, j͒, b͔| and |Wf͓a r, y ͑i, j͒, b͔| are proportional to fringe modulation I 0 ␥ [Eq. (4)] measured in the x and the y directions, respectively. The part related to CWT magnitudes is considered weight. The higher the magnitude (fringe modulation), the more reliable is the detected density component and vice versa. The overall fringe density can be approximated as
Results and Discussion

A. Fringe-Density Estimation for a One-Dimensional Signal with Additive and Multiplicative Noise
The fringe-density estimation for a 1-D signal with additive noise is studied first. Figure 2 (a) shows the sinusoidal signal in Fig. 1 (a) plus 50% additive noise.
Although there are numerous noise-reduction algo- rithms to filter the signal, it can be seen that, based on the global maximum ridge-detection method, noise will be reduced automatically, and no preprocessing is needed. Figure 2(b) is the CWT magnitude map. Compared with the map shown in Fig. 1(b) , some local maxima are found at small scales, which reveal the high-frequency nature of the noise. Because noise-related magnitudes are smaller than signalrelated magnitudes, the CWT ridge will still represent the instantaneous frequency of the signal and the detected fringe density will not encounter drastic changes. For comparison with Fig. 1(c) , a density curve that we obtained by setting scale increment step 1 and without using a mean filter is shown in Fig. 2(c) . The unwanted steps in Fig. 1(c) are replaced by rapidly changing density values because noise has introduced a small random shift in the position of ridge points and thus made the detected density values vibrate about a theoretical value. Nevertheless, the overall fringe-density distribution remains. To eliminate the noise effect we first tested a computationally expensive method in which the scale increment step was set to 0.2. Although such an approach reduced the unwanted steps as mentioned in Section 2, we found that it was not effective for noise reduction. The resultant density curve in Fig. 2(d) does not show much improvement, indicating that increasing the resolution of scale will not eliminate the random shift in ridge points. In a second method we fed the noisy density curve into a mean filter ͑N ϭ 7͒. With negligible additional computation time, the method produced a significantly improved curve [ Fig. 2(e) ]. It can be seen that, regardless of the signal noise level, the procedure for fringe-density estimation is exactly the same. For a clean signal the mean filter removes unwanted steps, whereas for a noisy signal it reduces noise. Hence no preprocessing is needed for a signal with additive noise. If multiplicative noise, e.g., a speckle fringe pattern obtained by electronic speckle pattern interferometry, is present the situation will be different. Noise multiplied on a signal could remove the original density information completely, and therefore preprocessing to recover the density information is indispensible. 17 
B. Magnitude of a Continuous Wavelet Transform-Weighted Two-Dimensional Fringe-Density Estimation
If a 2-D signal is composed of linear fringe patterns with known fringe direction, as shown in Fig. 3(a) ͑400 ϫ 300 pixels͒, we can apply the CWT to each row individually, treating it as a 1-D signal, and then combine the density curves. However, in general situations it is necessary to detect fringe density in both the x and the y directions to estimate the overall density distribution. In this process the CWT magnitude, used as a weight, is of significant importance. The CWT magnitude is proportional to fringe modulation I 0 ␥, a parameter that is widely used to describe the quality of a fringe pattern. 18 Generally, high fringe modulation indicates a high-quality fringe pattern. A remarkable property gained by using a weight in Eqs. (7) and (8) is the noise-reduction capability, which is different from the inherent noise-reduction feature of the global maximum ridge-detection method mentioned for 1-D signal processing. Furthermore, for a 1-D signal the problem of determining the fringe direction does not arise, whereas for a 2-D signal the fringe density is most accurately measured in the fringe direction. In the proposed method, although fringe direction is not explicitly measured, the CWT magnitude weight will take into account the effect of fringe direction on the reliability of the detected density components. If the fringe direction is closer to the x axis, higher fringe modulation will be measured by the CWT magnitude in the x direction and the overall density value will be more dependent on the density component in x and vice versa. Figure 3 (b) shows a density map obtained by combining the weighted density components in the x and y directions. (To avoid edge distortion, we ignored 50 pixels at the boundary.) To present the noisereduction function of the weight, in Fig. 4(a) we have drawn the intensities of two cross sections, A-A and B-B, in the fringe pattern. The dashed curve represents a cross-section at A-A, which has high fringe modulation. The solid curve represents a cross section at B-B, in which the actual signal is constant but corrupted by noise. Figure 4(b) shows the density curves of A-A (dashed curve) and B-B (solid curve) without weight. As the random noise in B-B is dominant, the detected instantaneous frequency is not related to the actual signal and contains drastically changing density values. In A-A, however, the signal is dominant and a correct density curve is produced, which shows high density at the left side and low density at the right. However, if the two density curves are added without weighting, the density information of A-A will be corrupted by that of B-B. Figure 4 (c) shows the corresponding density curves obtained by use of the weight. As A-A is of higher fringe modulation [ Fig. 4(a) ], its weighted density values remain approximately the same, whereas those of B-B are severely reduced. Hence noiserelated density accounts only for a small portion of the result, and a correct density distribution is produced, as shown in Fig. 3(b) .
C. Accuracy Figure 5 (a) shows a circular fringe pattern with a parabolic density distribution. The detected fringedensity map is shown in Fig. 5(b) . It can be seen that the distribution surface is not smooth and contains many local minima. Although the proposed 2-D fringe-density estimation algorithm is insensitive to noise, its accuracy is limited by several factors. First, the fringe density is not measured in the fringe direction; instead, an approximate density is calculated from the x-and y-direction density components. This would introduce the largest system error when the fringe direction is 45°or 135°. In this case the theoretical density components in both x and y are 1͞ͱ2 of the actual density; however, the weight brings another 1͞ͱ2 factor into the density components because there is equal CWT magnitude in x and y. Subsequently, the approximate density will be lower than the actual value, which is shown by the local minima along 45°and 135°lines in Fig. 5(b) . If the fringe direction is closer to the x or y axis, the system's error will be much smaller. Second, errors will occur in local areas where the dominant frequency of the fringe pattern undergoes considerable change. This is like analyzing a signal composed of two parts, each with its own dominant frequency. It is difficult to measure the frequency of those few pixels between the parts. Third, if the scale is not accurately measured, errors will be accumulated into the CWT magnitude weight, and the overall accuracy will be reduced. In the future a modified 2-D fringe-density estimation algorithm could be developed to eliminate fringedirection-related system error and improve measurement accuracy.
Conclusions
The time-scale analysis property distinguishes the CWT from the global analysis of a Fourier transform and makes the CWT suitable for fringe-density estimation. In the CWT process the ridge detection is of crucial importance because the scale at a ridge point is adopted as a measure of fringe density. The global maximum ridge-detection algorithm is robust enough to remove additive noise, whereas preprocessing is needed to recover a signal's density information when multiplicative noise is present. For a 2-D signal a CWT magnitude weight has been proposed to take into account the effect of fringe direction on density estimation. Several factors, such as fringe-directionrelated system error and scale measurement error, will reduce the accuracy of the method and could be the basis for further research. Results of the proposed method can be used as a guide to local-processingwindow based phase-extraction algorithms. The selection of a suitable window size is balanced between a large window that has a strong noise-reduction capability in a low-density region and a small window that can capture fast-varying phase information in a high-density region. A density distribution can help these algorithms adaptively to choose a processing window size instead of using a constant window over the fringe pattern.
