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ResumenEn este art·culo se realiza el criptoan·alisis de un
criptosistema ca·otico basado en el sistema de Lorenz, que utiliza
dos canales de comunicaci·on y una funci·on no lineal ca·otica.
Se demuestra que el sistema propuesto es inseguro ya que los
valores de los par·ametros del sistema pueden determinarse con
gran precisi·on utilizando un receptor intruso.
I. INTRODUCCIO´N
El vı´nculo entre la criptografı´a y los sistemas cao´ticos
continu´a siendo objeto de un intenso estudio. Muchos investi-
gadores esta´n de acuerdo en que la interaccio´n de estas a´reas
puede ser mutuamente beneficiosa. Diversas herramientas de
ana´lisis de los sistemas cao´ticos han servido igualmente como
herramientas en el criptoana´lisis de muchos sistemas y para el
estudio y perfeccionamiento del disen˜o de otros ([2], [4], [7],
[12], [13], [17], [23]). A partir de los primeros trabajos sobre
la sincronizacio´n del caos ([21], [22]) comienza nuevamente el
intere´s por los sistemas de comunicaciones seguros basados en
sistemas cao´ticos. Los primeros sistemas no eran conscientes
de los conceptos y esta´ndares utilizados en criptografı´a, por
lo que resultaron criptogra´ficamente de´biles e ineficientes. La
mayorı´a de los criptosistemas cao´ticos propuestos en la actua-
lidad comienzan a tener en cuenta muchos de los principios
criptogra´ficos ba´sicos, aunque todavı´a no son suficientes y
siguen resultando inseguros e ineficientes. Por tanto sigue
existiendo una imperiosa necesidad de una mayor colaboracio´n
entre estas dos grandes a´reas de investigacio´n.
Observando las referencias puede constatarse que despue´s
de casi tres de´cadas la mayorı´a de las publicaciones que
involucran a los criptosistemas cao´ticos sigue encontra´ndose
en las a´reas de fı´sica e ingenierı´a electro´nica, fuera del a´rea
de la seguridad. La mayorı´a de estos trabajos esta´n publica-
dos en Communications in Nonlinear Science and Numerical
Simulation, Physics Letters A, Int. J. Bifurcation and Chaos,
Chaos, Solitons & Fractals, Physical Review Letters, Physical
Review E, IEEE Trans. on Circuits and System y IEEE Int.
Symposium on Circuits and System, Chaos, Chinese Physics
B, Eurasip Journal on Applied Signal Processing. Esto explica
en parte que actualmente la criptografı´a basada en el caos sea
todavı´a considerada como un feno´meno marginal, a pesar de
que los principios presentados por Shannon ([24]) acerca de la
confusio´n y la difusio´n son inherentes a estos sistemas ([10],
[5]).
La idea fundamental de los sistemas de comunicaciones
seguros basados en caos, utiliza un sistema dina´mico en
regimen cao´tico para generar una secuencia de banda ancha
pseudoaleatoria y la combina con el mensaje para producir
una sen˜al de aspecto ininteligible que se transmite sobre un
canal inseguro. Luego, utilizando la sincronizacio´n de estos
sistemas el receptor reproduce la sen˜al pseudoaleatoria y la
combina mediante la operacio´n inversa con la sen˜al recibida,
recuperando ası´ el mensaje original.
Un problema clave de la mayorı´a de este tipo de crip-
tosistemas es la falta de seguridad ([1], [3], [14], [18]), en
muchas ocasiones debido a que no se han tenido en cuenta
los requerimientos necesarios desde el punto de vista de la
criptologı´a. El criptoana´lisis y los sistemas de procesado de
sen˜ales han desarrollado te´cnicas consolidadas de ana´lisis de
series nume´ricas y sen˜ales continuas, que permiten hallar las
claves de un sistema, o al menos acotarlas, y a veces recuperar
el texto claro sin conocer la clave. Cuando el disen˜ador del
sistema desconoce la potencia de estas herramientas, el mismo
sucumbe fa´cilmente al ataque de un criptoanalista.
A pesar de que se ha demostrado que muchos sistemas
de cifrado cao´tico son inseguros e ineficientes, se siguen
implementando nuevas modificaciones para resistir los ataques
descubiertos ([6], [8], [11], [15], [16], [20], [25], [26]).
Recientemente se ha propuesto un nuevo criptosistema
cao´tico [27] que utiliza el conocido sistema de Lorenz, en
una estructura excitador-respuesta con dos canales de comu-
nicacio´n. Uno de estos canales de comunicacio´n se utiliza
para transmitir el mensaje cifrado y el otro canal se uti-
liza para transmitir la sen˜al de sincronizacio´n necesaria para
que en el extremo receptor, una vez sincronizado, se pueda
obtener el mensaje. De este modo el proceso de sincronizacio´n
queda completamente aislado del algoritmo de identificacio´n
de para´metros. El artı´culo explora la transmisio´n de sen˜ales
analo´gicas y digitales, investigando diversas te´cnicas para
optimizar el rendimiento de los sistemas propuestos. Se asume
que ambos extremos, transmisor y receptor, tienen la misma
dina´mica, en este caso el sistema cao´tico de Lorenz.
Las ecuaciones del sistema transmisor son:
x˙1 = −σ x1 + σ x2, (1)
x˙2 = ρ x1 − x2 − x1 x3, (2)
x˙3 = x1 x2 − β x3. (3)
El receptor disen˜ado utiliza un algoritmo recursivo, inspirado
en la te´cnica de control denominada backstepping, segu´n los
autores, para obtener una sincronizacio´n ra´pida y estable.
Actu´a como un observador de estado que utiliza la sen˜al x1,
para estimar los estados restantes del transmisor,
˙̂
f2 = −(σ + 1)f̂2 − x1f̂3 + (ρ− 1)x1 (4)
˙̂
f3 = x1f̂2 − βf̂3 + x
2
1, (5)
x̂2 = f̂2 + x1, (6)
x̂3 = f̂3, (7)
donde X = [x1 x2 x3]t es el vector de estado del transmisor,
X̂ = [x̂2 x̂3]
t es el vector de estado del receptor, f̂1 y f̂2 son
dos variables usadas implı´citamente para observar las variables
x2 y x3 del transmisor. Los para´metros del sistema tienen los
valores: 8 < σ < 12, ρ = 28, β = 8/3.
En el artı´culo se presentan tres casos de estudio afirmando
que cada uno de ellos mejora la seguridad de los criptosistemas
cao´ticos disen˜ados previamente. Primero se realiza un estudio
de la sincronizacio´n de los sistemas cao´ticos. Despue´s se
disen˜a un receptor que consiste en un observador de estado que
utiliza la sen˜al de sincronizacio´n x1(t) del sistema de Lorenz
para estimar los estados restantes del sistema transmisor x2(t),
x3(t). Se realiza adema´s un estudio de la estabilidad de la
sincronizacio´n basado en funciones de Lyapunov. Luego se
disen˜an los sistemas transmisor y receptor, teniendo en cuenta
su realizacio´n por hardware, mediante el uso de amplifica-
ciones operacionales, resistencias y condensadores. Finalmente
se realiza la simulacio´n de la sincronizacio´n del sistema
usando la herramienta Simulink del Matlab; comproba´ndose
la sincronizacio´n entre ambos extremos.
II. CASO DE ESTUDIO I
En este caso, los autores estudian el comportamiento del sis-
tema descrito en [9], ahora desde la perspectiva de un me´todo
de sincronizacio´n basado en una te´cnica de control recursivo
que incrementa la razo´n de convergencia de la sincronizacio´n
utilizando determinadas funciones de Lyapunov. El sistema
de comunicacio´n seguro utiliza una funcio´n de cifrado que
combina el mensaje claro s(t) con una de las variables de
estado del transmisor.
Se plantea la siguente ecuacio´n de cifrado en el transmisor:
E(X, s, t) = x22 + (1 + x
2
2) s(t). (8)
En el extremo receptor, una vez lograda la sincronizacio´n
de ambos extremos, transmisor y receptor, se recuperarı´a el
mensaje claro por la ecuacio´n inversa:
ŝ(t) = D(X̂, s, t) =
E(X, s, t)− x̂22
1 + x̂22
, (9)
donde ŝ(t) es el mensaje recuperado.
El criptosistema propuesto asume que son pu´blicamente
conocidos los para´metros ρ y β. El conocimiento del
para´metro σ es intrascendente, pues no se requiere para
descifrar el mensaje.
Los autores de [27] presentan este criptosistema como de
seguridad reducida; sin embargo, los cambios introducidos
solo modifican el me´todo de sincronizacio´n empleado, de
manera que el sistema sigue siendo inseguro, ya que sigue
siendo vulnerable al criptoana´lisis realizado en [19], donde
se aplican las propiedades geome´tricas del sistema de Lorenz
para reducir el espacio de bu´squeda de los para´metros, y luego
se determinan los para´metros de manera exacta a partir del
texto cifrado.
III. CASO DE ESTUDIO II
El segundo caso de estudio explora la utilizacio´n de una
mejora con respecto al caso anterior, en la que el proceso
de cifrado depende tanto de uno de los estados del sistema
cao´tico como de alguno de sus para´metros. Se realiza el
ana´lisis de seguridad de este me´todo, destacando sus ventajas
y limitaciones, a trave´s de la simulacio´n de los ataques de
intrusos en el canal de comunicacio´n.
La ecuacio´n de cifrado en el extremo transmisor es:
E(X, σ, s, t) = x22 + (σ
2 + x22) s(t), (10)
y la de descifrado en el receptor es:
ŝ(t) = D(X̂, σ, s, t) =
E(X, σ, s, t) − x̂22
σ + x̂22
. (11)
En este caso, el para´metro σ cumple con el papel de clave.
El proceso de sincronizacio´n sigue siendo el mismo del caso
anterior, es decir, se transmite por una parte la sen˜al cifrada y
por otra la sen˜al de sincronizacio´n x(t). Los autores ponen de
manifiesto su falta de seguridad frente a ataques por estimacio´n
del valor de σ y filtrado. Sin embargo, la recuperacio´n del valor
de σ es un proceso sencillo que se puede conseguir a base del
siguiente receptor intruso con tres ecuaciones:
˙̂x1 = −σ̂ x̂1 + σ̂ x̂2, (12)
˙̂x2 = ρ x1 − x̂2 − x1 x̂3, (13)
˙̂x3 = x1 x̂2 − β x̂3. (14)
Con este receptor, se genera una variable x̂1 que intenta
reproducir la variable de sincronizacio´n x1. La Fig.1 repre-
senta el valor absoluto del error de sincronizacio´n |x1 − x̂1|
en funcio´n del valor estimado del para´metro σ̂ del receptor
intruso, para un valor del para´metro σ = 10 del trans-
misor. Naturalmente, cuando el valor de ambos para´metros es
diferente, el error de sincronizacio´n es notable; pero, cuando
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Fig. 1. Valor medio del error |x1 − x̂1|, en funcio´n de σ̂, para el caso 2
(σ = 10)
la diferencia entre para´metros disminuye progresivamente, el
error de sincronizacio´n disminuye igualmente, para llegar a
anularse cuando σ̂ = σ. La Fig.1 se ha confeccionado con
solo 16 valores de σ̂, simbolizados por los cı´rculos, lo que
pone de manifiesto la facilidad del ataque.
La recuperacio´n del valor o´ptimo de σ̂ se puede llevar a cabo
eficientemente, mediante un algoritmo de bu´squeda adecuado.
Como demostracio´n, se ha realizado un programa en Matlab
7, que busca maximizar la relacio´n sen˜al a ruido de la variable
x̂1; es decir, se minimiza el logaritmo del error cuadra´tico
medio de x̂1.
La medida se ha realizado una vez transcurrido el transitorio
inicial (que se ocasiona debido a desconocer las condiciones
iniciales del transmisor), entre t = 5 y t = 10 segundos.
Con el fin de simular un caso real se ha aleatorizado el
valor de σ para que fuera menos convencional que en ejemplo
de [27]; se ha elegido σ = 10.5528.
A continuacio´n se describe el programa de bu´squeda, en
pseudoco´digo:
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Fig. 2. Relacio´n sen˜al a ruido de x̂1, en decibelios. (a) En funcio´n del
nu´mero de iteracio´n del algoritmo de recuperacio´n. (b) En funcio´n de σ̂, para
σ = 10.5528.
Inicio
variables: t, x1, x2, x3, x̂1, x̂2, x̂3, σ̂, ∆σ̂;
variables auxiliares: ruido, ruido dB, ruido previo;
valores iniciales transmisor: x1(0) = x2(0) = x3(0) = 1;
valores iniciales receptor: x̂1(0) = x̂2(0) = x̂3(0) = 0;
para´metros: σ = 10.5528; r = 28; b = 8/3;
Algoritmo 1 recupera sigma (σ̂)
Entrada: σ̂ = 4; ∆σ̂ = 1; ruido previo = 1;
mientras ruido previo > −250 hacer
σ̂ = σ̂ +∆σ̂;
calcula: x1(t); x̂1(t);
ruido =
(
(x1(t)−x̂1(t)
x1(t)
)2
;
ruido dB = 10 log (promedio (ruido(t = 5 a t = 10))) ;
si (ruido previo < ruido dB); entonces
∆σ̂ = −∆σ̂/e;
fin si
ruido previo = ruido dB;
fin mientras
Salida: σ̂;
El programa anterior, prueba valores de σ̂, empezando por
un extremo, con incrementos ∆σ̂ relativamente grandes, en
este caso de una unidad. Segu´n se aproximan los valores de σ̂
al valor de σ, el error va disminuyendo. Pero cuando el valor
de σ̂ rebasa al valor de σ, en uno o dos saltos, se produce
un aumento del error, en ese momento, el algoritmo invierte
el sentido de bu´squeda y reduce el valor del incremento en
un factor e —se ha elegido el nu´mero e, porque serı´a la
base de numeracio´n o´ptima y, por tanto, reduce el nu´mero
de escalones de bu´squeda al ma´ximo—. Despue´s, se repite el
procedimiento, hasta alcanzar una potencia de error ı´nfima, en
este caso se ha fijado un lı´mite de −250 dB.
La Fig.2 ilustra el proceso de recuperacio´n de σ̂, para
σ = 10.5528. La Fig.2(a) presenta los sucesivos valores
de la relacio´n ruido/sen˜al de la variable x̂1, en funcio´n del
tiempo; alcanza´ndose un valor final de −257 dB, al cabo de
20 iteraciones.
La Fig.2(b) presenta los sucesivos valores de la relacio´n
ruido/sen˜al de la variable x̂1, en funcio´n de σ̂, cuyo valor
final es σ̂ = 10.55258 . . . .
Este ataque —que se puede considerar de fuerza bruta—
es muy diferente a la prueba exhaustiva de claves contra un
cifrador digital correcto, en el que el error de sincronizacio´n
es ma´ximo para todos los valores de la clave, excepto para
aquel en que todos sus bits son exactos. En cambio, en este
caso, bastan 20 intentos para determinar la clave con suficiente
precisio´n.
El tiempo total requerido para la determinacio´n final de
σ̂, en un PC con 2.8 GHz de frecuencia de reloj, es de
5.26 segundos. Por tanto se puede concluir que el sistema
es totalmente inseguro.
En la Fig.3 se ilustra el valor instanta´neo de la relacio´n
ruido/sen˜al del mensaje recuperado ŝ(t) en funcio´n del tiempo.
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Fig. 3. Relacio´n ruido/sen˜al del mensaje en claro recuperado, en decibelios.
Puede observarse que, una vez transcurrido el transitorio
inicial, que dura unos 5 segundos, la relacio´n ruido/sen˜al
del mensaje claro recuperado ŝ(t) es aproximadamente de
−205 dB.
IV. CASO DE ESTUDIO III
Por u´ltimo, en el tercer caso de estudio se propone un
criptosistema que utiliza las mismas ecuaciones de cifrado (10)
y descifrado (11) del caso II; pero en este caso el para´metro
σ de la funcio´n de cifrado varı´a en funcio´n del tiempo. En
el ejemplo presentado la ley de variacio´n del para´metro σ
oscila entre los valores 8, 9, 10, 11 y 12 en forma de escalera
ascendente y descendente.
Los autores afirman que este me´todo es mucho ma´s seguro
que los anteriores ya que,
• la variacio´n temporal del para´metro, que hace el papel
de clave, aumenta notablemente la robustez del procedi-
miento de cifrado,
• el atractor cao´tico del transmisor varı´a con el cambio
del para´metro en el tiempo, dificultando los intentos de
intrusio´n en el sistema.
El mensaje claro consiste en una secuencia binaria, en el
que la duracio´n de los bits es del mismo orden que la duracio´n
de los escalones del para´metro σ, para dificultar au´n ma´s el
criptoana´lisis. La amplitud de la secuencia se ha limitado al
valor 0.01, con la intencio´n de que no se pueda recuperar por
filtrado.
V. ATAQUE AL CRIPTOSISTEMA: RECUPERACIO´N DEL
MENSAJE CLARO
Para romper el criptosistema propuesto como caso III, se
ha utilizado la siguiente ecuacio´n:
ŝ(t) = D(X̂, σ̂, s, t) =
E(X, σ, s, t)− x̂22
σ̂ + x̂22
, (15)
que es similar a la que debe utilizar el receptor autorizado,
con la u´nica salvedad de que se desconocen los valores que
adquiere en funcio´n del tiempo el para´metro σ. En su lugar,
se utiliza un para´metro σ̂ de valor arbitrario constante.
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Fig. 4. Recuperacio´n del mensaje para el caso III. (a) Mensaje claro. (b)
Mensaje obtenido con σ̂ = 5. (c) Mensaje obtenido con σ̂ = 10. (d) Mensaje
obtenido con σ̂ = 20. (e) Mensaje recuperado a partir de cualquiera de los
tres anteriores, mediante un comparador de nivel, con umbral 0.005. (f) Clave
de cifrado σ.
El resultado se ilustra en la Fig. 4. Se han elegido tres
valores diferentes para σ̂. Dos de ellos son el ma´ximo y
el mı´nimo para los cuales el sistema de Lorenz es cao´tico.
Cuando ρ = 28 y β = 8/3, estos valores son σ̂ = 5 y σ̂ = 20.
El tercer valor elegido es σ̂ = 10, que coincide justamente
con el valor central de los cinco que σ adquiere.
Se puede observar que, para los tres casos, el valor obtenido
para ŝ(t) consiste en un impulso binario, igual al mensaje
claro s(t), sumado con unos paquetes de ruido de diversas
amplitudes. Se puede comprobar que la amplitud de estos
paquetes coincide con la diferencia de valores |s(t) − ŝ(t)|.
Tambie´n se observa que en los momentos en que los valores
de σ y σ̂ coinciden, el valor recuperado de ŝ(t) esta´ limpio
de ruido.
Para recuperar el mensaje claro, para cualquiera de los tres
casos anteriores, basta con utilizar un comparador de nivel,
regulado al valor 0.005. El mensaje finalmente recuperado
aparece en la Fig. 4(e).
Hay que destacar, que el tiempo requerido para el ataque
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Fig. 5. Recuperacio´n de la clave. (a) Clave de transmisio´n σ; (b) valor
absoluto del error de sincronizacio´n |x1 − x̂1|, para σ̂ = 8; (c) deteccio´n de
envolvente de |x1 − x̂1|; (d) clave recuperada σ̂.
es nulo, puesto que no es preciso probar varios valores de la
clave σ̂, sino que basta utilizar cualquier valor comprendido
dentro del rango admisible para que el sistema sea cao´tico.
A parte del transitorio inicial, debido a la diferencia de
valores iniciales entre los integradores del emisor y el receptor,
puede observarse que el mensaje recuperado coincide exac-
tamente en tiempo con el mensaje original. Esto no ocurrı´a
en la figura 13 de [27], debido a que el sistema observador
utilizado para recuperar el mensaje utilizaba un filtrado, con
el consiguiente retardo.
VI. DETERMINACIO´N DE LA CLAVE
Tambie´n es posible determinar la clave de cifrado utilizada
σ, con su variacio´n temporal, utilizando el mismo receptor
definido por las Eqs. (12), (13), (14), donde el para´metro σ̂
del receptor se elige inicialmente como una constante arbitraria
en la zona central de los valores admisibles para σ.
La Fig. 5 ilustra el proceso de recuperacio´n de la clave. En la
Fig. 5(b) se representa la diferencia |x1−x̂1|, que proporciona
el valor absoluto de la sen˜al de error de recuperacio´n de la
variable x1. En los momentos en que coinciden los valores de
los para´metros σ y σ̂ el error es nulo; mientras que cuando no
coinciden, se produce un ruido de magnitud proporcional a la
diferencia de valores |σ − σ̂|. En la Fig. 5(c) se presenta el
resultado de aplicar un detector de envolvente al error absoluto
|x1 − x̂1|. La recuperacio´n de la clave se efectu´a mediante
cuatro comparadores de nivel (disparador de Schmitt) que
detectan los saltos de los escalones.
En el ejemplo de la figura se ha elegido un valor de
para´metro de recepcio´n σ̂ = 8 coincidente con el escalo´n
inferior de σ, aunque tambie´n se podrı´a haber elegido el valor
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Fig. 6. Recuperacio´n exacta del mensaje claro. (a) mensaje claro original;
(b) mensaje recuperado; (c) clave de transmisio´n σ y clave recuperada σ̂,
superpuestas.
del escalo´n superior σ̂ = 12. La seleccio´n del para´metro σ̂ se
hace por prueba y error, ajusta´ndolo hasta que se encuentra
que el escalo´n inferior de la Fig. 5(b) es ide´ntico a cero y
libre de ruido. La reconstruccio´n de la clave σ̂ se ha hecho
sumando los escalones detectados, mediante el comparador
de nivel, con el valor de σ̂ = 8 utilizado. La amplitud de los
escalones se ha ajustado para conseguir un mensaje claro ŝ(t)
con el menor ruido posible.
En la Fig. 6 se presenta el mensaje recuperado cuando en la
Eq. (15) se utiliza la clave recuperada σ̂. Puede observarse en
la Fig. 6(b) que hay unos pequen˜os picos de ruido superpuestos
al mensaje recuperado, debidos al desfase entre la clave de
transmisio´n σ y clave recuperada σ̂; tal desfase se debe al
retraso ocasionado por el detector de envolvente; la Fig. 6(c)
presenta las dos claves pudiendo observarse el ligero desfase.
Naturalmente, los picos de ruido desaparecera´n en el mo-
mento que el tren de impulsos se descreste, igualmente a como
se hizo para recuperar el mensaje en la Fig. 4(e).
VII. IMPLEMENTACIO´N DEL SISTEMA
En el artı´culo [27] se describe una forma de realizar este
criptosistema cao´tico mediante circuitos analo´gicos, tanto en
transmisio´n como en recepcio´n, empleando resistencias y
condensadores. Los valores de estos componentes determinan
los valores de los para´metros y, por tanto, de la clave; pero,
lamentablemente, es imposible conseguir componentes con
una exactitud mejor que el 0.1 %. Lo que ocasiona un ligero
desajuste entre los valores de los para´metros del transmisor y
el receptor.
Para que el sistema legı´timo pueda sincronizarse, los re-
ceptores autorizados deben de tener forzosamente un amplio
margen de enganche frente a los desajustes de los para´metros,
lo que se consigue gracias a que el coeficiente de Liapunov
condicional del sistema formado por las Eqs. (1), (2), (3) y las
Eq. (4) a (7) es negativo, por tanto convergente frente a ligeros
desajustes. Esto permite atacar el sistema con receptores
intrusos, cuyos para´metros —es decir la clave— se pueden ir
reajustando experimentalmente, mientras se observa el ruido
de recepcio´n hasta lograr eliminarlo, lo que supone haber
determinado la clave.
VIII. CONCLUSIO´N
El criptosistema cao´tico continuo de dos canales basado
en una funcio´n no lineal es inseguro en sus tres versiones
posibles, pudie´ndose determinar fa´cilmente el mensaje cifrado
y la clave utilizada. Una vez ma´s, se demuestra que los
denominados sistemas de comunicaciones seguros basados
en caos continuo, dependientes de la sincronizacio´n de los
sistemas transmisor y receptor, son inseguros.
Su principal defecto es la baja sensibilidad a la clave
secreta, lo que en realidad es un requisito indispensable para
el funcionamiento de las realizaciones reales de cualquier
criptosistema cao´tico analo´gico ya que como se ha explicado
anteriormente, es pra´cticamente imposible garantizar el ajuste
exacto entre los sistemas emisor y receptor.
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