Background {#Sec1}
==========

Protein family detection is of fundamental importance in structural and functional genomics. Well-characterized protein families can contribute significantly to the delineation of functional diversity of homologous proteins, providing valuable evolutionary insights. In general, a protein family comprises a group of proteins that possess similar or identical functions, indicating that they were derived from a common ancestor and probably share important properties such as tertiary structure, functional sites, and interaction patterns. A protein family can be detected automatically by clustering methods that group together related proteins. These approaches partition data into groups, such that proteins in the same group are similar and proteins in different groups are dissimilar to each other. To detect protein families, clustering algorithms should take into account all similarity relationships in a given set of sequences. For this purpose, it is usual to carry out an all-against-all sequence--sequence similarity search using the BLAST program \[[@CR1]\] to construct a similarity matrix that is then used by the clustering method to form protein groups.

A number of clustering methods have been proposed to detect protein families, but to the best of our knowledge, the performance of most of them have been evaluated only on datasets containing homologous sequences with high identity. For instance, the GOLD dataset \[[@CR2]\], which contains enzymes that were assigned manually to protein families, is often used to evaluate the performance of clustering methods. We argue that this benchmark is a relatively less complex case for clustering methods because, in general, members of the same protein family or super-family (groups of related families) are closer to each other than to any other family/super-family, as showed in Figure [1](#Fig1){ref-type="fig"}a. Conversely, when we used the SCOP dataset \[[@CR3]\], a reference database that is used to study distantly related homologous proteins, we found that it was much more difficult to group the homologous proteins with very low sequence identity, as shown in Figure [1](#Fig1){ref-type="fig"}b where the curves are inverted compared with the curves in Figure [1](#Fig1){ref-type="fig"}a. This finding shows that members of the same family are so distant that members of different families seem to be closer to each other. Thus, the existing clustering methods yield adequate results for close homologs, but they are likely to fail in identifying distant evolutionary relatedness. Figure 1**Distribution of minimum BLAST e-values for GOLD and ASTRAL A-10 datasets.** The GOLD dataset **(a)** is a collection of enzymes that were manually assigned to protein families/super-families. A-10 **(b)** is an ASTRAL subset of the SCOP database that contains only sequences with identities less than 10%. For each protein in both datasets, we considered the e-value to the nearest neighbor from its own family/superfamily (intra curves) and the e-value to the nearest neighbor from any other family/superfamily (inter curves).

Here, we performed an extensive evaluation of clustering methods on distantly related homologous proteins to determine whether sequence-clustering algorithms can effectively detect remote homologous protein families. We evaluate four state-of-the-art methods: Markov Clustering (MCL) \[[@CR4]\], Transitive Clustering (TransClust) \[[@CR5]\], Spectral Clustering of Protein Sequences (SCPS) \[[@CR6]\] and High-Fidelity clustering of sequences (HiFix) \[[@CR7]\]. These four methods were assessed on various datasets with different level of difficulty (i.e., the datasets represent different sequence identity percentages) and on two clustering scenarios (i.e., family and super-family). The parameters were varied for each algorithm to find the best results of the clustering methods. We also determined whether the performance of sequence clustering methods could be improved using a profile-profile search instead of the traditional pairwise sequence search. We used HHblits \[[@CR8]\] to build a profile for each sequence in the datasets, and we compared pairs of profiles instead of pairs of sequences to provide a similarity measure for each protein pair.

Our results show that the traditional similarity measure based on sequence--sequence comparisons, which is often used to feed sequence-clustering methods, is not suitable for detecting remote homologous protein families and super-families. We found that the clustering performance can be improved considerably by replacing the BLAST similarity measure with a novel measure based on profile-profile comparisons. We highlight that profiles can properly represent conserved evolutionary properties and they can be used to produce an insightful distance mesure for clustering methods. This novel measure increased the clustering performance of all methods across all datasets tested.

Results and discussion {#Sec2}
======================

We assessed the performance of four clustering methods on eight different datasets by considering two clustering scenarios (family and super-family). Two types of similarity matrices were used to evaluate the performance of the algorithms. The first matrix was based on sequence-sequence comparisons obtained from BLAST (Section '[Sequence--sequence comparisons](#Sec3){ref-type="sec"}').

The second matrix was based on profile-profile comparisons (performed by HHblits and HHsearch), which was developed and used here for the first time (Section '[Profile-profile comparisons](#Sec4){ref-type="sec"}'). To obtain the best possible results for each method, we performed a parameter optimization step to obtain the ideal set of parameters for each clustering algorithm (Section '[Parameter optimization](#Sec5){ref-type="sec"}'). Finally, we discuss how the methodology proposed here could be employed to improve the results in practical applications (Section '[Practical usage](#Sec6){ref-type="sec"}').

Sequence--sequence comparisons {#Sec3}
------------------------------

We constructed a similarity matrix by extracting e-values from BLAST, named **S**equence **S**equence **C**omparisons (SSCs), see Section '[Sequence--sequence comparisons](#Sec14){ref-type="sec"}'. Based on this matrix, we used the clustering methods to identify groups of homologous proteins that belonged to the same family or super-family.

Table [1](#Tab1){ref-type="table"} (top) shows the weighted F-measure, precision, recall and number of clusters (defined in Section'[Comparing the performance of the four sequence clustering methods](#Sec21){ref-type="sec"}') obtained using the TransClust, HiFix, and MCL algorithms for protein family detection. The results obtained using SCPC were omitted because this method is more suitable for grouping super-family members. We observed that the performance of the other three methods degraded as the sequence similarity decreased. Indeed, all three methods produced the poorest performances on dataset A-10 (the most difficult case). The A-20 and A-30 datasets were also poorly clustered and none of the methods achieved a F-measure greater than 0.7. In general, TransClust, HiFix, and MCL did not produce performances over 0.77 on the ASTRAL datasets that contained many remote homologous proteins. On the other hand, the three methods efficiently and accurately clustered proteins in the GOLD dataset, which contains sequences with very high identity. TransClust outperformed the other three algorithms in terms of their general performance over all the datasets tested. Table 1**Sequence-sequence comparison F-measure for clustered sequencesFamilyTransClustHiFixMCLSCPSDatasetF-measureClustersPrecisionRecallF-measureClustersPrecisionRecallF-measureClustersPrecisionRecallF-measureClustersPrecisionRecall**A-10**0.494**17570.8340.4090.46727800.4630.6920.35223100.9230.389-A-20**0.573**20130.8850.4940.49132700.5560.7320.39841250.9990.278-A-30**0.675**25610.9120.6280.58337490.5610.8850.41518270.3510.773-A-50**0.721**32210.9030.7090.60848610.5620.9450.45719120.7020.445-A-70**0.739**34860.9040.7330.63049210.6160.8730.47423230.7520.482-A-90**0.758**36300.9130.7530.65349730.6250.8950.51128240.8150.512-A-95**0.766**37150.9160.7650.65449920.6290.9070.52728730.5270.813-GOLD**0.914**960.9050.9680.902990.9600.8950.880560.8080.942-**Super-family**A-10**0.377**17570.9170.281**0.337**27800.9930.2740.27032700.9970.1800.2976580.3870.221A-20**0.450**20130.9540.3470.36232700.9930.2930.28240240.9990.1910.3527010.4000.323A-30**0.551**25610.5510.4400.47337490.9940.4140.33337450.9980.2350.4737920.4940.364A-50**0.609**32210.9950.4990.50748610.9920.4570.35130480.8470.3100.5577530.6180.546A-70**0.631**34860.9970.5190.53949210.9900.4950.37720860.8750.3350.5814930.6490.518A-90**0.654**36300.9960.5440.56049730.9890.5280.42625490.9220.3640.6076330.6800.531A-95**0.659**37150.9960.5520.56349860.9900.5420.43526160.9120.3780.6159400.6860.542GOLD0.8652310.765**0.915**130.9980.8520.8272410.7120.90440.8640.983Number of clusters found, and weighted mean precision and recall values for each clustering algorithm are shown. Best values are shown in bold.

Table [1](#Tab1){ref-type="table"} (bottom) shows the performance of the four clustering methods for super-family detection. Overall, poorer F-measures were obtained for super-family detection compared with the values obtained for family detection. It is more difficult to group super-family members because, compared with a family, for a super-family group a common evolutionary origin cannot be deduced directly from sequence similarity. Therefore, clustering methods that use sequence-sequence similarity to form groups will not be able to detect distantly related proteins. As a consequence, the four methods produced poor performances over all the ASTRAL subsets; indeed, the F-measures were all less than 0.66 with TransClust producing the highest value. On the other hand, all four clustering methods achieved performances over 0.82 with the GOLD dataset, with HiFix producing the best performance.

Profile-profile comparisons {#Sec4}
---------------------------

To try to improve the performance of the clustering methods on remote homologous datasets, we construct a similarity matrix by extracting e-values from **P**rofile-**P**rofile **C**omparisons (PPCs), see Section '[Profile--profile comparisons](#Sec15){ref-type="sec"}'. Using this new similarity measure, we found that the performance of all four clustering methods improved substantially across all the datasets for both family and super-family detection, see Table [2](#Tab2){ref-type="table"} and Figure [2](#Fig2){ref-type="fig"}a. The biggest improvement was obtained for the less similar dataset (A-10). A remarkable improvement was obtained in the clustering of super-family members (Figure [2](#Fig2){ref-type="fig"}b), showing that super-family detection can be improved using profile--profile comparisons. These results show that family and super-family detection depends crucially on the accuracy of the sequence searches and that search tools that embed evolutionary conserved properties produce better results than tools based on SSCs alone. It is interesting that the performance of the clustering methods with the GOLD dataset also improved for family and super-family detection. For super-family detection, all four methods properly clustered almost all members in the datasets, achieving F-measures of at least 0.97. Thus, even on datasets with very high sequence identity, PPCs provide a more accurate similarity measure than SSCs resulting in better family detection. These improvements were expected, once similarity measures based on PPC can better separate members of a given protein family/super-family (intra distances) from members of other families/super-families (inter distances), as visualized in Figures [3](#Fig3){ref-type="fig"} (families) and [4](#Fig4){ref-type="fig"} (super-families). Clearly, the areas between the PPC curves are larger than the areas between the SSC curves for most of the datasets in Figure [3](#Fig3){ref-type="fig"} and for all datasets in Figure [4](#Fig4){ref-type="fig"}. We noted that the differences between the PPC and SSC areas were bigger for super-family than family detection. This finding reflects the larger improvements in super-family detection shown in Figure [2](#Fig2){ref-type="fig"}b. Figure 2**F-measure improvement when using profile-profile comparisons.** Ratio between profile-profile comparison and sequence-sequence comparison F-measures for families **(a)** and super-families **(b)**. Figure 3**Distribution of minimum e-values intra and inter families across all datasets.** Curves for Astral subsets A-10, A-20, A-30, A-50, A-70, A-90 and A-95 are showed in panels **a, b, c, d, e, f** and **g** respectively, and curves for Gold database is showed in panel **h**. E-values associated with sequence-sequence comparisons (SSCs) were computed by BLAST, while e-values related to profile-profile comparisons (PPCs) were obtained by combining HHBlits and HHsearch. For each protein in the datasets, we considered the e-value to the nearest neighbor from its own family (intra curves) and the e-value to the nearest neighbor from any other family (inter curves). Solid lines indicate BLAST e-values and dashed lines indicate HHsearch e-values. Figure 4**Distribution of minimum e-values intra and inter super-families across all datasets.** Curves for Astral subsets A-10, A-20, A-30, A-50, A-70, A-90 and A-95 are showed in panels **a, b, c, d, e, f** and **g** respectively, and curves for Gold database is showed in panel **h**. E-values associated with sequence-sequence comparisons (SSCs) were computed by BLAST, while e-values related to profile-profile comparisons (PPCs) were obtained by combining HHBlits and HHsearch. For each protein in the datasets, we considered the e-value to the nearest neighbor from its own super-family (intra curves) and the e-value to the nearest neighbor from any other super-family (inter curves). Solid lines indicate BLAST e-values and dashed lines indicate HHsearch e-values. Table 2**Profile-profile comparison F-measure for clustered sequencesFamilyTransClustHiFixMCLSCPSDatasetF-measureClustersPrecisionRecallF-measureClustersPrecisionRecallF-measureClustersPrecisionRecallF-measureClustersPrecisionRecall**A-10**0.741**16080.9240.7320.65225900.6480.9160.6937830.7300.653-A-20**0.749**17730.9120.7600.68530220.6720.8400.7039220.7360.703-A-30**0.750**20980.8680.8140.69531470.6780.8990.70712570.7310.706-A-50**0.751**29510.8600.8040.70245340.7020.9000.70916530.7240.702-A-70**0.753**31530.8580.8180.71346730.7090.9090.71218170.7270.706-A-90**0.767**27140.8330.8700.71747080.8890.7100.71519450.7430.708-A-95**0.769**28000.7660.8400.72547250.7090.9070.74320780.7680.709-GOLD**0.959**940.9500.9780.921980.9060.9180.925810.9610.922-**Super-family**A-100.72214550.9970.6230.69911820.9630.636**0.752**7140.9080.7260.7501860.7420.763A-20**0.783**14020.9900.7200.70113190.9640.6440.7548480.9160.7380.7592530.9340.654A-30**0.809**16760.9880.7570.70515000.9420.6860.77810620.9200.7740.7774530.9140.618A-50**0.827**19950.9870.7780.71023750.9640.7020.78116420.9680.7230.7896650.9580.693A-70**0.833**21200.9880.7830.71124760.9600.7070.78815850.9360.7820.7927580.9830.703A-90**0.835**22130.9880.7790.71525240.9500.7010.80517990.9650.7550.8059310.9930.700A-95**0.837**22930.9890.7770.71625820.9600.7080.80718060.9480.7950.80510230.9950.703GOLD0.999610.9990.974710.953**1.000**511**1.000**511Number of clusters found, and weighted mean precision and recall values for each clustering algorithm are shown. Best values are shown in bold.

Comparing algorithms, TransClust produced the best performance with the PPC similarity measure, while the performance of MCL improved the most with the PPC measure.

Parameter optimization {#Sec5}
----------------------

We tested 18371 proteins divided into eight datasets with the four clustering algorithms and two different clustering scenarios (family and super-family) by extensive experimentation and parameter variation. A total of 5776 experiments were performed. The parameters used in each clustering algorithm are given in parenthesis in Tables [3](#Tab3){ref-type="table"} and [4](#Tab4){ref-type="table"} and the range of parameters used is given in Table [5](#Tab5){ref-type="table"}. Although there was a set of parameters for each clustering algorithm, most of time only one of the parameters drastically affected the results and this parameter was essentially related to the number of clusters obtained. For some of the algorithms, this special parameter was the initial threshold for sequence similarity that was used to group two proteins into the same cluster. Other algorithms such as MCL require information related to the density or the granularity expected in the clusters. For some algorithms, the maximum possible number of clusters has to be set like spectral clustering algorithms. Table 3**Sequence-sequence comparison F-measures for clustered sequencesFamilyDatasetTransClust (** ***T*** **)HiFix (** ***s,c*** **)MCL (** ***I*** **)SCPS (** ***c*** **)**A-10**0.494** (1)0.467 (0.10,0.7)0.352 (18)-A-20**0.573** (1)0.491 (0.15,0.7)0.398 (17)-A-30**0.675** (1)0.583 (0.20,0.7)0.415 (51)-A-50**0.721** (1)0.608 (0.25,0.7)0.457 (40)-A-70**0.739** (1)0.630 (0.25,0.7)0.474 (30)-A-90**0.758** (1)0.653 (0.25,0.7)0.511 (29)-A-95**0.766** (1)0.654 (0.25,0.7)0.527 (22)-GOLD**0.914** (25)0.902 (0.30,0.6)0.880 (12)-**Super-family**A-10**0.377** (1)**0.337** (0.10,0.7)0.270 (18)0.297 (648)A-20**0.450** (1)0.362 (0.10,0.7)0.282 (18)0.352 (753)A-30**0.551** (1)0.473 (0.10,0.7)0.333 (57)0.473 (955)A-50**0.609** (1)0.507 (0.25,0.7)0.351 (59)0.557 (1188)A-70**0.631** (1)0.539 (0.25,0.7)0.377 (43)0.581 (1279)A-90**0.654** (1)0.560 (0.25,0.7)0.426 (43)0.607 (1345)A-95**0.659** (1)0.563 (0.25,0.7)0.435 (28)0.615 (1401)GOLD0.865 (1)**0.915** (0.05,0.3)0.827 (36)0.904 (6)The optimized set of parameters determined for each clustering algorithm are shown in parenthesis, see Section '[Parameter optimization](#Sec5){ref-type="sec"}'. Best values are shown in bold. Table 4**Profile-profile comparison F-measures for clustered sequencesFamilyDatasetTransClust (** ***T*** **)HiFix (** ***s,c*** **)MCL (** ***I*** **)SCPS (** ***c*** **)**A-10**0.741** (15)0.652 (0.10,0.7)0.693 (26)-A-20**0.749** (15)0.685 (0.15,0.7)0.703 (24)-A-30**0.750** (15)0.695 (0.15,0.7)0.707 (24)-A-50**0.751** (20)0.702 (0.20,0.7)0.709 (18)-A-70**0.753** (20)0.713 (0.20,0.6)0.712 (17)-A-90**0.767** (15)0.717 (0.20,0.6)0.715 (17)-A-95**0.769** (15)0.725 (0.20,0.7)0.743 (17)-GOLD**0.959** (50)0.921 (0.30,0.6)0.925 (15)-**Super-family**A-100.722 (1)0.699 (0.10,0.6)**0.752** (59)0.750 (648)A-20**0.783** (5)0.701 (0.10,0.7)0.754 (59)0.759 (753)A-30**0.809** (5)0.705 (0.10,0.7)0.778 (59)0.777 (955)A-50**0.827** (5)0.710 (0.15,0.7)0.781 (58)0.789 (1188)A-70**0.833** (5)0.711 (0.15,0.7)0.788 (60)0.792 (1279)A-90**0.835** (5)0.715 (0.15,0.7)0.805 (59)0.805 (1345)A-95**0.837** (5)0.716 (0.15,0.7)0.807 (60)0.805 (1401)GOLD0.999 (1)0.974 (0.05,0.5)**1.000** (60)**1.000** (6)The optimized set of parameters determined for each clustering algorithm are shown in parenthesis, see Section '[Parameter optimization](#Sec5){ref-type="sec"}'. Best values are shown in bold. Table 5**Variation range used to optimize the cluster parametersTransClustHiFixMCLSCPS***tmintmaxszs* and *cIc*0.011000.50.01, 0.05, 0.1,..., 0.90.1, 0.2,..., 6.090%, 95%,..., 120%

TransClust uses a similarity threshold to group proteins in the same cluster. We varied the similarity threshold *T* from 0.01 to 100 (*tmin* and *tmax* parameters). *T* directly affects the number of clusters reported because it is related to the similarity between members of the same cluster (i.e., lower values of *T* may lead to a small number of clusters).

To vary this parameter, a simple approach is to find the biggest gap or the most abrupt decrease in the frequency distribution of the e-values and set *tmin* and *tmax* to encompass this gap. The gap interval e-values have to be normalized by TransClust to obtain the proper *tmin* and *tmax* values. Another important parameter in TransClust is the *step size* (*sz* parameter), which is the value used to increase *T* from *tmin* to *tmax*. We set *s* *z*=0.5 because we found that values smaller than 0.5 produced the same results, and larger values are not advisable because the optimal *T* may be missed. Gradual variation of *T* will always yield the best results, although it increases the computation time.

For the MCL experiments, we varied the *inflation* (*I* parameter) from 0.1 to 6.0 in increments of 0.1, which is the maximum interval suggested in the program's help file. *I* affects the granularity of the clusters that are produced; that is, *I* is related to the number of clusters obtained and cannot be determined directly by the frequency distribution of the e-values as was done for TransClust. To overcome this problem, a common approach is to use a validation subset (a dataset for which the correct family/super-family clusters are known) and to determine the *I* that produces the best performance.

For SCPS, the maximum number of clusters (*c* parameter) were varied from 90% to 120% (in increments of 5%) of the real number of families/super-families in the tested datasets.

A natural choice for *c* would be the size of the dataset (number of proteins), but this would be time-consuming and may result in one protein per cluster, which is rarely a realistic clustering solution. Therefore, we used only the *c* values described above. Moreover, we found that for *c*\>110*%* the performance of SCPS showed no improvement.

For HiFix, the *sequence identity* (*s* parameter) and the *coverage* (*c* parameter) were varied from 0.01 to 0.9 in increments of 0.05. These parameters are used to connect two proteins in the similarity network if their sequence identity is greater than *s* and alignment coverage greater than *c*. These parameters are the same as the those used in the BLAST program. HiFix use *s* and *c* as filter constraints to select BLAST hits. Therefore, the same criteria used to set the sequence identity and the alignment coverage in BLAST can also be used to set *s* and *c*. Although *s* and *c* are used only to initiate the similarity network, often the quality of HiFix clusters is related to these parameters; that is, lower values will produce fewer clusters and higher values can result in singleton clusters (one protein per cluster).

Practical usage {#Sec6}
---------------

Here, we provide guidelines for the practical application of clustering sequence methods and discuss how our findings can help to detect homology relationships more accurately. We have focused the discussion on three applications: protein function prediction, comparative genomics, and construction of protein family databases. For each application, we discuss how clustering methods could be employed and how the methods can be improved using profile--profile comparisons.

### Protein function prediction {#Sec7}

Understanding protein functions is essential for comprehending the complex cellular machinery of living organisms. Functional characterization of newly discovered proteins is often performed by scanning databases for proteins that share sequence similarities with the new protein. Sequence similarity may suggest a common evolutionary origin between known function proteins and newly discovered ones. Thus, the new protein is annotated by transferring the annotation from closely related proteins. Clustering methods have also been used for protein function prediction, because proteins in the same cluster are likely to share the same function \[[@CR9],[@CR10]\]. As input, clustering methods require a list of possible homologous sequences that can be obtained by comparing the target sequence to a database of annotated proteins, as described above. Next, a profile can be built for each sequence (target and annotated proteins) to allow the construction of a distance matrix based on profile-profile comparisons. This matrix can then be used as input for clustering methods that find groups of related proteins. The new protein can then be annotated by transferring the annotations of its nearest-neighbors.

### Comparative genomics {#Sec8}

Comparative genomics is a powerful tool for studying evolutionary changes among different species. The main goal is to identify genes/proteins that are conserved or common among different species, as well as those that are organism-specific. Indeed, comparative genomics studies have shown that every major taxonomic lineage contains a fraction of genes/proteins that lack recognizable homologs \[[@CR11]\]. However, it is crucial to know whether a gene/protein is truly specific to a given genome or whether this absence is caused by technical limitations of the approach used to detect it. BLAST is frequently used to detect homologies in comparative genomics analysis; however, it is possible that some genes/proteins have diverged beyond the point at which they can be detected by the BLAST algorithms. Thus clustering methods that use profile--profile comparisons could be used to try to estimate the real number of organism-specific proteins in a given genome. Those methods could then identify connections between protein families that otherwise would have been missed by simple sequence comparisons.

### Construction of protein family databases {#Sec9}

Protein family databases are repositories of protein sequences organized according to one of the following criteria: their evolutionary relationships, their structural properties (e.g., structural classes, folds, 3D-motifs, and topology), or their sequence patterns (functional domains and motifs). Most protein family databases employ automatic clustering algorithms to group homologous proteins into families that are then analyzed manually by curators. The PPC methodology proposed here could be used to improve the quality of clusters detected automatically, thereby reducing the laborious work of experts.

Conclusion {#Sec10}
==========

We measured the performance of four graph-based algorithms in clustering homologous protein sequences. In our analysis, we used several datasets with different degrees of sequence similarity to evaluate the capability of clustering methods in detecting remote homologous proteins, where homology relationships may not be apparent from sequence similarities alone. To group proteins, clustering methods need to establish a similarity measure to evaluate the closeness of a protein pair. This measure is directly related to quality and to the number of clusters produced by each algorithm. Generally, the similarity measure is derived from pairwise sequence alignments obtained from an all-against-all comparison with BLAST. However, pairwise sequence alignments do not produce an appropriate similarity measure for related proteins with very low sequence identity, as showed in Table [1](#Tab1){ref-type="table"}. To circumvent these limitations, we have proposed a new similarity measure based on PPCs using HHblits and HHsearch (see Section '[Profile--profile comparisons](#Sec15){ref-type="sec"}').

We carried out extensive experiments using the standard SSC and the new PPC measures to evaluate the performance of clustering methods. Our experimental results show that the PPCs outperform the SSCs in measuring the similarity of highly divergent proteins. The new PPC measure improved the performance of all four clustering methods over all the datasets tested, as reported in Table [2](#Tab2){ref-type="table"}. The improvements shown in Figure [2](#Fig2){ref-type="fig"} were expected because it is well known that profiles capture evolutionary conserved properties in a set of related proteins that cannot be easily detected by pairwise sequence alignments. For large datasets, profile construction can be a time-consuming task; however, this task can be run in parallel executions.

Clustering algorithms have parameters that can be tuned to produce better results. We performed a parameter optimization step to determine the best configuration for each clustering method. We observed that the choice of these parameters is often completely empirical and the default parameters (sometimes suggested by the software packages) do not always produce the best results. As discussed above, these parameters can be determined by intrinsic information in the dataset (when it can be computed) or by a cross validation approach \[[@CR12]\].

This work provides guidelines for the practical application of clustering sequence methods aimed at detecting homology relationships accurately. The resulting clusters constitute a useful information source for predicting the function and evolution of proteins.

We also envisage a number of new applications for the novel PPC similarity measure. For instance, the measure can be used to improve the clustering of protein complexes, accurately detecting protein-protein interactions \[[@CR13]\].

Methods {#Sec11}
=======

Datasets {#Sec12}
--------

Two distinct datasets were used in this study. One dataset was based on subsets from SCOP (Structural Classification of Proteins) \[[@CR3]\], and was used to measure the performance of sequence clustering algorithms on distantly related homologous proteins.

SCOP classifies all protein domains of known structure into a hierarchy with four levels: class, fold, super-family, and family. In this work, we used version 1.75 and considered the family and super-family levels. A SCOP family groups proteins with a clear evolutionary relationship, while a super-family groups families for which a common evolutionary origin was not obvious from sequence identity but are deemed probable based on an analysis of structure and from functional features. Because the SCOP dataset contains many redundant domains, we used the ASTRAL repository \[[@CR14]\] to select non-redundant subsets. We extracted seven subsets of proteins from ASTRAL over a range of sequence identity thresholds and named them Astral-95 (A-95), Astral-90 (A-90), Astral-70 (A-70), Astral-50 (A-50), Astral-30 (A-30), Astral-20 (A-20), and Astral-10 (A-10), where A-*x* indicates that any pair of sequences in that subset shared at most *x*% sequence identity. We removed all singleton family/super-family from each subset so that there are no families or super-families with only one protein sequence. This step was necessary because singletons constitute an important percentage of the original ASTRAL dataset and may have subverted the results. For instance, 75% of families in A-10 were singletons; thus, if a clustering method created one cluster for each protein in A-10, it would have correctly group 75% of the dataset. Our aim was to evaluate the performance of clustering algorithms in grouping at least two remote homologous proteins into the same cluster.

The other dataset, GOLD \[[@CR2]\], is a standard collection of homologous proteins and has been widely used to evaluate the performance of sequence clustering methods. The GOLD dataset contains 866 enzymes that were assigned manually to 91 protein families and five super-families. We included this dataset to show that sequence-clustering methods perform over 0.88 of F-measure when the homologous proteins in the dataset have high identity. Table [6](#Tab6){ref-type="table"} lists the number of sequences, families, and super-families in the ASTRAL subsets and GOLD dataset. Note that we did not remove singletons from the GOLD dataset because we wished to reproduce experiments that have been reported previously \[[@CR5],[@CR7],[@CR15]\]. Table 6**Number of sequences, families, and super-families in the datasetsDatasetSequencesFamiliesSuper-families**A-103461(55%)970(25%)589(30%)A-204260(60%)1144(28%)684(34%)A-306532(72%)1572(38%)868(44%)A-5010816(84%)2109(49%)1080(55%)A-7013391(87%)2306(54%)1162(59%)A-9015861(90%)2420(56%)1222(62%)A-9517505(91%)2521(59%)1273(64%)GOLD866(100%)91(100%)5(100%)Numbers in parenthesis indicate the percentage of sequences/families/super-families that remained after removing singletons.

Similarity measures {#Sec13}
-------------------

A crucial step in the application of clustering algorithms is how to measure the similarity between a pair of proteins. This measure is used by clustering algorithms to form clusters of homologous proteins. Most methods perform an all-against-all BLAST comparison of a given dataset and then use e-values or percentage of sequence identity as a distance measure between two sequences. However, more sensitive sequence comparison methods that uses multiple sequence alignments represented as Hidden Markov Models or sequence profiles have been proposed \[[@CR16]\]. In this study, we investigated whether similarity measures based on PPCs yielded better results than the standard SSC similarity measure.

### Sequence--sequence comparisons {#Sec14}

BLAST is a program that is widely used to compare protein sequences. It performs pairwise sequence alignments using a heuristic approach that locates short matches between a pair of sequences rather than comparing whole sequences. The heuristic algorithm makes BLAST much faster than other methods that calculate optimal alignments. For this reason, it is commonly used in clustering sequence methods to provide sequence similarities.

Most of the currently available sequence clustering methods use e-values as the similarity measure rather than sequence identities. BLAST outputs can display several hits for a pair of sequences and their e-values can differ. Clustering algorithms that use e-values make some assumptions: 1) uniqueness (only one similarity value for a given protein pair), and 2) symmetry (the similarity between two proteins *i* and *j* is equal to the similarity between *j* and *i*). Thus, e-values must be pre-processed before being used as similarity measures. Typically, the highest, lowest, or average value of hits for an aligned protein pair are used \[[@CR5]\].

For each dataset, we conducted an all-against-all BLAST search with a permissive e-value threshold of 100 and with all other parameters as default values \[[@CR17]\]. The BLAST output was then used as input for each clustering algorithm that transformed e-values into unique and symmetric similarity measures before using them to form groups. Details about e-values transformation can be found in the original papers (see Section '[Clustering approaches](#Sec16){ref-type="sec"}').

### Profile--profile comparisons {#Sec15}

Instead of comparing individual protein sequences, PPC tools \[[@CR16]\] compare evolutionary patterns encoded in a profile Hidden Markov Model (pHMM) \[[@CR18]\]. A pHMM is a probabilistic model built from a set of related aligned sequences. The model describes common physicochemical and evolutionary properties shared by a group of proteins. Clearly, a profile can incorporate more information about the conservation and evolution of individual positions or segments within a protein than the amino acid sequence alone. Because this information (dictated by structure and function) is often better captured in a profile than in a single sequence, profiles can help to detect similarities between homologous proteins that are very diverged. Consequently, PPCs represent a more sensitive strategy than SSCs for detecting distant evolutionary relationships among proteins \[[@CR19]\].

Here, we investigated whether similarity measures based on PPCs could yield better protein clusters than the standard SSCs. We used two tools from the HHsuite package \[[@CR20]\]: HHblits \[[@CR8]\] and HHsearch \[[@CR16]\]. HHblits is an iterative method that builds a profile for a query sequence from a special profile database (built from the UniProt and NCBI nr databases and provided in the HHsuite package), and HHsearch compares profiles (it takes a profile and searches for similar ones in a profile library). First, we used HHblits (with default parameters) to construct a profile for each sequence in our datasets. Then, we conducted an all-against-all profile--profile search using HHsearch (with default parameters), which provided e-values similar to what BLAST does. Because most sequence clustering algorithms cannot interpret HHsearch outputs, we converted them to match the output format used by BLAST. The script that we used for this transformation is available for download (see Section "[Availability](#Sec22){ref-type="sec"}").

Clustering approaches {#Sec16}
---------------------

The four algorithms that we assessed are based on graph-structure clustering methods that use a graph to represent the protein space, where proteins are modeled as vertices and the weight of an edge connecting two proteins corresponds to their similarity, which is normally extracted from SSCs (see Section '[Sequence--sequence comparisons](#Sec14){ref-type="sec"}'). or alternatively from PPC (see Section '[Profile--profile comparisons](#Sec15){ref-type="sec"}'). Although the algorithms themselves are not the focus of this paper, we describe them briefly below.

### Transitivity clustering {#Sec17}

TransClust \[[@CR5]\] (short for transitivity clustering) uses an approach that is based on graph modifications. It is generally defined as the weighted transitive graph projection problem (WTGPP) \[[@CR21]\], which consists of transforming a given intransitive graph into a transitive one by adding or removing edges. A transitive graph is a set of sub-graphs completely connected, where different sub-graphs are not connected by an edge (a disjoint union of cliques). The clusterization process begins by connecting two proteins *i* and *j* by an edge (*ij*) if their similarity (*s*(*i* *j*)≥0) exceeds a user-given *threshold* (*T*≥0). Otherwise, if *s*(*i* *j*)≤*T*, *i* and *j* are not connected by an edge. Next, TransClust iteratively adds and removes edges from the obtained graph, transforming it into a disjoint union of cliques. Each edge addition or removal has a cost, and the sum of all costs (which is the objective function to be minimized) cannot exceed an upper bound *C*. For instance, edge *ij* has deletion cost *s*(*i* *j*) if proteins *i* and *j* were joined by an edge or addition cost *s*(*i* *j*) otherwise. In other words, the cost function penalizes the removal of edges with a very high sequence identity and the addition of edges with low identity.

An optimal solution for WTGPP is NP-hard \[[@CR22]\], meaning it cannot be found in a polynomial-time. Therefore, TransClust adopts a combination of heuristic and exact methods to find a close to optimal solution in reasonable time. First, it utilizes CAST (Cluster Affinity Search Technique) \[[@CR23]\], a greedy heuristic, to estimate an upper bound of the emerging cost *C* to solve the WTGP problem. Depending on the estimated CAST cost, TransClust uses an exact fixed-parameter algorithm \[[@CR21]\] or an improved version of the heuristic called FORCE \[[@CR24]\]. Finally, the clustering solution with the lowest costs is reported.

### Spectral clustering of protein sequences {#Sec18}

Spectral clustering methods \[[@CR17]\] exploit the eigenvalues and eigenvectors obtained from a similarity matrix (henceforth called *S*) to partition objects into disjoint clusters. Several spectral clustering implementations have been reported in the literature. Here, we evaluated one such method, Spectral Clustering of Protein Sequences (SCPS), proposed in \[[@CR6]\].

SCPS first finds small clusters containing less than five proteins by carrying out a connected component analysis and eliminates rows and columns of the refereed proteins from *S*. This is done because it is unlikely that these proteins will be separated further during the next steps. Second, SCPS normalizes *S* producing *S* ^′^ and then calculates a matrix *L*=*D* ^−1/2^ *S* ^′^ *D* ^−1/2^, where $\documentclass[12pt]{minimal}
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\end{document}$ is the normalized similarity between proteins *i* and *j*. In *L*, the dissimilarities are generally greater than in *S*. Third, the columns of a matrix called *U* are obtained from the eigenvectors of *L* corresponding to the *K* largest eigenvalues of *L*. *U* is normalized such that each row sums to no more than one.
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\end{document}$ dimensional space and the K-means algorithm \[[@CR25]\] is used to group these points into *K* clusters. Note that in this new space each row in *U* represents a protein, and the number clusters *K* can be derived from the eigenvalues of *S* \[[@CR17]\].

### Markov clustering algorithm {#Sec19}

The MCL (Markov cluster) algorithm \[[@CR4]\] is based on the idea of random walks on graphs. A random walk is a path obtained by a succession of random steps through vertices of a weighted graph *G*. It can be used as a clustering strategy, because it is more probable that a random travel initiated at a vertex *i* of a cluster *C* leads to a vertex *j* in the same cluster than to a vertex outside *C*.

The MCL algorithm proceeds in the following manner. First, it obtains the weights of *G* edges by the transformation of similarities measures into probabilities. Next, it simulates a random walk in *G* and updates the probabilities of the obtained path. Thereby, MCL generally boosts the probabilities associated to edges within clusters and weakens those from different clusters. To perform the updates, MCL applies two operators: *inflation* and *expansion*. The *inflation* operator is responsible for increasing the probabilities of intra-clusters edges and decreasing those from inter-cluster edges during random walks. Accordingly, the *expansion* operator attenuates the probability of higher length paths. These two operators may be interpreted as opposite forces, because longer paths are expected within clusters rather than outside. Until an equilibrium is reached, MCL alternates between *inflation* and *expansion* and gradually updates some edge probabilities to zero, which has the same effect as eliminating these edges. Therefore, MCL will split *G* into a disjoint set of vertices or clusters.

### HiFix {#Sec20}

HiFix (High-Fidelity clustering of sequences) \[[@CR7]\] exploits the topology of a similarity network (represented by a weight graph) and multiple sequence alignments to find groups of related proteins. HiFix uses SiLiX \[[@CR15]\], an ultra fast clustering algorithm, to obtain pre-families that are later split into real families. SiLiX is an iteratively algorithm that performs a connected component analysis on a graph that represents the protein space. First, edges are examined to find trees containing both vertices as roots and then the resulting trees are merged to form a new tree. This step is repeated until all the trees are transformed into star trees for which the root is the most representative member of the family. These star trees constitute the clusters found by the SiLiX.

HiFix uses a pipeline divided into three steps. First, SiLiX is performed with low-stringency criteria to produce a few sets of large pre-families. These sets probably will have few false negatives, but possibly many false positives. Second, each pre-family set is decomposed into more homogeneous protein clusters using Lovain \[[@CR26]\], an algorithm that can analyze the topology of a graph to find communities (clusters). Because homologous sequences belonging to the same protein family can be present in different communities, a third step is required to merge the communities predicted by Louvain. For that, HiFix evaluates each community on the basis of multiple alignment likelihood using its pHMM. For a set of sequences *P*={*p* ~1~,...,*p* ~*n*~} distributed into *Q* communities, HiFix performed *Q* multiple alignments to obtain the corresponding pHMMs that are used to compute the completed log-likelihood, which is used to evaluate the quality (homogeneity) of each cluster in *Q*. To merge communities, HiFix uses the connectivity measure *π* ~*ql*~ computed by Louvain, where *π* ~*ql*~ is the probability that vertices of different communities *q* and *l* are connected. Finally, HiFix progressively merges the two clusters with highest *π* ~*ql*~ and computes the Integrate Classification Likelihood (ICL) \[[@CR27]\] to measure the quality of all resulting clusters. This step is repeated until a single cluster is achieved, HiFix returns the set of clusters with the highest ICL.

Comparing the performance of the four sequence clustering methods {#Sec21}
-----------------------------------------------------------------

Various quality measures have been proposed to evaluate the quality of a given clustering method. To the best of our knowledge, no quality measure optimally captures the notion of a natural cluster; i.e., a cluster that reflects a real group of common elements. Moreover, it is a well known that for each quality measure there is an example where it fails as a measure \[[@CR28]\]. Also, no polynomial-time algorithm for the optimization of these measures is currently available. However, each quality measure captures at least one aspect of a natural cluster; therefore, these measures can be used as criteria for distinguishing efficient clustering methods from others that are less efficient.

Here, we used the F-measure to evaluate the performance of sequence clustering methods on the GOLD and ASTRAL datasets. The F-measure integrates both precision and recall and has been used widely to measure the correctness of clustering algorithms \[[@CR6],[@CR7],[@CR21]\]. We first define precision and recall and then we describe how the F-measure is computed.

Let *n* be the total number of proteins in a given dataset, *n* ~*f*~ the number of proteins within the *f*th family or super-family, *n* ~*g*~ the number of proteins placed in the *g*th cluster, and *n* ~*fg*~ the number of proteins shared by both the *f*th family/super-family and the *g*th cluster. The precision of cluster *g* with respect to *f*th family/super-family is then defined as *p* ~*fg*~=*n* ~*fg*~/*n* ~*g*~. Precision measures the fraction of proteins in cluster *g* that are present in the *f*th family/super-family. In addition, the recall measures the fraction of proteins of the *f*th family/super-family detected by the *g*th cluster. Recall is given by *r* ~*fg*~=*n* ~*fg*~/*n* ~*f*~. F-measure is a weighted harmonic mean between precision and recall given by $\documentclass[12pt]{minimal}
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Availability {#Sec22}
============

All the datasets used in this study, along with the bash and Perl scripts are freely available at http://www.lcqb.upmc.fr/julianab/software/cluster/.
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