Pseudorandom encoding (PRE) is a statistics-based procedure in which a pure-phase spatial light modulator (SLM) can yield, on the average, the prescribed diffraction pattern specified by the user. We seek to combine PRE with the optimization of an aperture-based target function. The target function is a fully complex input transmittance, unrealizable by a phase-only SLM, that generates a prescribed light intensity. The optimization is done to increase the diffraction efficiency of the overall process. We compare three optimization methods-Monte Carlo simulation, a genetic algorithm, and a gradient search-for maximizing the diffraction efficiency of a spot-array generator. Calculated solutions are then encoded by PRE, and the resulting diffraction patterns are computer simulated. Details on the complexity of each procedure are furnished, as well as comparisons on the quality, such as uniformity of the output spot array.
INTRODUCTION
Pseudorandom encoding (PRE) is a procedure that enables a pure-phase spatial light modulator (SLM) to approximately produce the same Fraunhofer diffraction intensity that would result from a desired, but unrealizable, fully complex filter. By a fully complex filter, we mean a device in which both amplitude and phase can be varied to produce the desired diffraction pattern.
There is a sizable literature on the design of input generating functions that achieve prescribed far-field intensities subject to a phase-only (PO) constraint. Indeed, PRE is only one of many design methods that exist for this purpose. The iterative Fourier transform algorithm is known to give excellent results [4] [5] [6] [7] 9 ,10 but requires at least two Fourier transforms per iteration in a procedure that, depending on the complexity of the prescribed diffraction intensity, may extend to hundreds of iterations.
Simulated annealing, another powerful method, is likely to yield a global optimum in a phase optimization problem but is reported to be slow 26, 27 and thus may be unsuitable for real-time systems that require adaptive redesign of the SLM's modulation pattern. 25 For such systems a noniterative encoding algorithm that requires only a few numerical operations per SLM pixel would seem to be the preferred choice. PRE is such an encoding procedure. However, the overall diffraction efficiency of the process must be reasonably high. If some sort of optimization is required to increase the diffraction efficiency, the additive time component associated with the optimization algorithm becomes a major factor in evaluating its efficiency.
For readers not familiar with PRE, we furnish a brief review in Appendix A. More extensive discussions of PRE appear in Refs. [23] [24] [25] . Some examples of design by the iterative Fourier transform algorithm are given in Refs. [4] [5] [6] . Iterative Fourier transform algorithm design from a vector-space point of view is discussed in Refs. 9 and 10. A tutorial discussion of vector-space methods is found in Ref. 28 . General approaches to diffractiveoptics design are found in Refs. 1 and 2. A discussion of virtual source arrays is furnished in Refs. 20 and 21.
Various optimation methods useful in diffractive-optics design can be found in Refs. 20, 22, 26, and 27.
DIFFRACTION EFFICIENCY AND SIGNAL-TO-NOISE RATIO
The diffraction efficiency of interest here is the so-called input diffraction efficiency in , defined by (for simplicity,
where L is the aperture dimension, g(x) is the aperture function that generates the desired far field G(u), i.e., g(x) ↔ G(u), N is the number of discrete cells, and ⌬ is the cell size, i.e., ⌬ ϭ L/N. A PO array of cells can be modeled by the transmittance
where (i⌬) is the phase of the ith cell and K is a normalizing constant of no interest at present and is therefore set equal to unity. In PRE the phases (i⌬) are treated as random variables whose statistics are to be adjusted to produce an approximation to the prescribed diffraction pattern. Replacing g 1 (x) with g 1 (n⌬) for convenience, we compute the far-field amplitude, resulting from the uniform illumination of g 1 (x), as
and its expected value as
where we have used the fact that E͕exp͓ j(n⌬)͔͖ ϭ g(n⌬) for unbiased estimation of g(n⌬).
The expected value of field fluctuations, 1 2 (u), is given by
A measure of field variability at spatial frequency u is the signal-to-noise ratio (SNR), given by
Clearly, the larger the SNR is, the less is the variability that one would observe from realization to realization. Equation (7) provides a powerful incentive for raising the diffraction intensity in PRE: An increase in in from 20%
to 60% doubles the SNR. We will observe this phenomenon in the numerical results.
LAW OF LARGE NUMBERS
Consider next an array consisting of 2N cells, each of width ⌬/2. The aperture size and the energy entering the system remain the same as those of an N-cell array with cell width ⌬. In this case the far field is
and its expected value is
In regions where u⌬ Ӷ 1 (the useful operating range), G 2 (u) is approximately given by
Likewise, the mean-square value of the noise is
Hence
Thus, for the same input energy, a doubling of the SNR is achieved by doubling the number of phase cells. Thus the field variability has been reduced, and it is in this sense that the law of large numbers works for PRE.
OPTIMIZATION OF SPOT ARRAYS
We now consider the problem of optimizing in for the desired fully complex spot-array generator. We first note that a broad class of input transmittances can be written as
where g(x, ) is the generating or target transmittance, f(x, ) is a generating function appropriate for the designated task, and is a free, real, vector parameter. We also note that, regardless of the value of , ͉ g(x, )͉ р 1, as befitting a passive device. Under some circumstances can be used to optimize the performance of the device. For a spot-array generator that furnishes an array of far-field spots at, say, ͕u i , i ϭ 1,..., M͖, an appropriate generating function is (14) and using Eq. (1) yield an input diffraction efficiency described approximately by
where
Thus, to maximize in , we seek to find * such that
Equation (18), in words, says that * is the vector that will make ␣ 2 ( ) as large as possible. Clearly, from Eq. (16), this will maximize in . However, an analytic solution to Eq. (18) is not readily apparent. Thus, in the rest of this paper, we consider approximate solutions to Eq. (18) . In particular, we focus on the three methods described below: Monte Carlo simulation, genetic algorithms, and gradient descent.
A. Monte Carlo Simulation
In the Monte Carlo simulation a random-number (RN) generator is used to generate a new random phase vector at each trial. This phase vector is then used to evaluate in . The largest in and the corresponding phase vector are retained. Two experiments were performed: one of 1000 trials and one of 10,000 trials. The phases and the corresponding diffraction efficiencies are recorded for both experiments. The results are given in Section 6.
B. Genetic Algorithm
Details of the genetic algorithm (GA) used for optimizing a 10-spot array are given in Appendix B. Here we furnish only a summary of the parameters used: initial population size is 25, each member being a 10-component vector of phases, each represented by a 10-bit binary string; fitness scaling parameter is 2; fitness function is in ; initial mutation probability is 0.01; and final mutation probability is 0.005.
C. Gradient Method
A gradient algorithm requires an objective function that we seek to extremize. Such an objective function can be constructed by the following reasoning. Recall Eq. (2) for in ; we wish to make in as large as possible. Now in
is the error from the optimum at location x, and
is proportional to the total mean square error over all x. Thus e(␤, ) Ͼ 0 is a suitable objective function that has to be minimized over ␤ and . To find ␤ and that would minimize the objective function, we use the iterative gradient formula:
k is the iteration number, ␥ is a constant step size, and the gradient ٌ⑀(␤, ) is evaluated at (␤, ) k . The initial starting vector (␤, ) 0 is chosen by using a RN generator to supply values for the components.
COMPUTATIONAL EFFICIENCY: COMPARISON
It is of interest to consider how the different optimization routines compare vis-à -vis the amount of computation. In this section we furnish an analysis of the relative computational efforts involved in each of the three optimization algorithms for a 10-spot array.
A. Monte Carlo Search
Let T denote the time that it takes to draw 10 random phases and T max the time needed to find the maximum value of the generating function f(x, ). For each phase vector , we need to compute the diffraction efficiency in Eq. (2). Let T in denote the time to compute in . Then the approximate computation time per cycle is
and for C cycles the total time would be
In our simulation we tried two values of C: 1000 and 10,000.
B. Genetic Algorithm
For each of the 25 strings, we must draw a 10-component random phase vector and evaluate the associated in .
There are 25 probability computations and 25 scaling operations. Then with T s , T co , and T mu denoting the time for scaling, crossover, and mutations, the total time for the GA is
where Q is the number of generations required to achieve convergence. We have assumed that T s ϩ T co ϩ T mu Ӷ T ϩ T max ϩ T in . This is borne out by our simulations. The value of Q typically varied near 80.
C. Gradient Search
This case is more difficult to analyze, since the computational load is related to the complexity of the derivative of the generating function. Fortunately, for the 10-spot array, the derivative of the generating function has an analytic form quite similar to that of the generating function itself. Indeed, for the 10-spot array, we can derive that
where Q(k⌬) is given by
Likewise, we can write the following for the objective function for the 10-spot array:
‫ץ‬e
Comparing Eqs. (27) and (28) with Eq. (23), we see that computation of each gradient component is roughly on the order of T in . The total number of derivative computations is M ϩ 1, but since one component of can be set to zero relative to the others, the actual number is M and the computation time per cycle is MT in . If there are P cycles required for convergence, the total time required is
In our computations P had the value P ϭ 20 to 50.
OUTPUT DIFFRACTION EFFICIENCY
While the input diffraction efficiency in is computed as the energy of the target function, it is useful to have another measure of efficiency that is defined strictly in terms of diffracted light. Such a measure is furnished by the output diffraction efficiency out , defined by out ϭ energy in desired diffraction pattern total energy in frequency plane
where R is the region containing the desired diffraction pattern. We would like to make out independent of aperture size, thereby having it reflect the properties of only the generating transmittance g(x). One convenient way to do this is to make the input aperture infinitely large. Thus, in the case of a diffraction pattern consisting of spot arrays, the input aperture would contain an infinitely periodic spatial function whose precise character would depend on the energy distribution among the spots. One final remark is in order before proceeding. The two efficiencies in and out are closely related. This is implied by Eq. (7), which, while it is a result based on an average, shows that as in goes to unity, essentially all of the diffracted light consists of the prescribed portion ͓G 1 (u)͔ 2 as opposed to noise.
NUMERICAL RESULTS
Equation (15), with M ϭ 10, is used as the generating function for a 10-spot array. The three algorithmsMonte Carlo simulation, genetic, and gradient searchwere implemented by using the following parameters: aperture size, L ϭ 1; pixel size in the SLM plane, ⌬x ϭ 0.00195; pixel size in the Fourier plane, ⌬u ϭ 1; number of points N in the discrete Fourier transform, N ϭ 512; spot locations in the frequency plane, u 1 ϭ 210, u 2 ϭ 220, u 3 ϭ 230, u 4 ϭ 240, u 5 ϭ 250, u 6 ϭ 260, u 7 ϭ 270, u 8 ϭ 280, u 9 ϭ 290, and u 10 ϭ 300; and number of points in a lookup table of sin c Ϫ1 (x), 5000, uniformly spread over the range (0,1). With these data and the material in Table 1 , it is possible to replicate all the results in Table 2 and the figures. Table 1 gives the phase vectors computed for each algorithm. Table 2 gives the performance results for the three optimization algorithms, as well as for the direct PO (kinoform) result and naive pseudorandom encoding (NPRE). However, before we discuss the results, some remarks are in order:
1. Neither in nor out measures the uniformity of the spot intensities in the spot array. Indeed, a large out implies that most of the light is going to the correct locations but is not indicative that the light is evenly distributed. To control the uniformity of the peaks, one should define a diffraction-plane uniformity metric and use this metric as a constraint in the aperture plane. This is what is done in an iterative vector-space algorithm. We shall call this metric the average deviation contrast (ADC) and define it below.
2. Under ideal circumstances one would expect that, by Parseval's theorem, in and out should be essentially equivalent. However, the presence of PRE noise will usually cause a minor difference between them. Since noise intensity adds to the total power in the peaks, it is not surprising to find out to be slightly larger than in . Table 2 needs some explanation. The first row lists the four optimization routines: MCS1 (Monte Carlo simulation with 1000 trials), MCS2 (Monte Carlo simulation with 10,000 trials); GA (genetic algorithm), the gradient search, and, as reference, NPRE, i.e., set ϭ 0. The third row lists in for various cases, with the use of Eq. (2) for in and Eqs. (14) and (15) 
Since each PRE trial yields a random outcome, the out that appears in the fourth row is the average of 10 such trials.
The next three rows are measures of the uniformity of the spots in the spot array. For example, row 5 yields the ADC averaged over 10 trials. The ADC for a single trial, say the ith, is computed as
where I max,p
and I min,p (i) are the intensities of the highest and lowest peaks at the desired locations, respectively, of the ith trial. A low value of ADC is desired (zero is optimum); a high value indicates considerable variability among peaks. Then row 5 gives
while row 6 gives the worst case,
The entries in row 7 yield
where N (i) , the normalized standard deviation, is given by
is the intensity of the nth peak (there are 10) of the ith trial (there are also 10) and Ī peak (i) is the average peak height of the ith trial, computed as a Input ( in ) and output ( out ) diffraction efficiencies for the four optimization routines as well as for NPRE and phase-only approaches. The actual speed obviously depends on many factors, such as the platform used, the software, and the skill of the programmer. The numbers in the Speed row are the number of cycle times (T ϩ T max ϩ T in ) required to achieve convergence. For the gradient case the cycle time is actually shorter, since T ϩ T max is absent.
In
), small numbers are more desirable than large ones.
Based on an examination of the first seven rows of Table 2 , it appears that all four optimization routines greatly outperform NPRE. In attempting to evaluate the results, however, it is important to remember that not only is PRE a random process but all the optimization routines contain an element of randomness as well. MCS1, MCS2, and the GA are inherently stochastic procedures, and even the gradient search requires a random starting point. To illustrate the effect of the random starting point on the gradient-search results, we obtained in ϭ 68.86% after 20 iterations in one run, in ϭ 67.74% after 50 iterations in another run, and in ϭ 68.33% in a third run. The values of in in the third row are the best results selected from several trials.
It would appear that the gradient search and the GA clearly outperform MCS1 and MCS2. While the gradient search yields a slightly higher in than the GA (69% versus 65%), the uniformity of the peaks is slightly better in the GA (ADC ϭ 0.16 versus 0.18 for the gradient algorithm; remember that smaller is better).
The three rows under the heading Kinoform (PhaseOnly) yield performance data on the PO case. In other words, having computed the phases by one of the various optimization methods, we realize an input transmittance as exp͕ j arg͓ g(x, )͔͖. Thus the input transmittance is modulated by only the phase of the generating function.
The most striking observation here is the very high out .
Indeed, it is not difficult to show that, for the PO method, high values of out are expected. 7 The downside of the PO approach is the possibility of significant unevenness of the peaks in the spot array as compared with the peaks produced by the optimized PRE. The advantage of the latter over the former becomes evident upon comparing rows 4 and 6 with rows 8 and 9, respectively. Graphical results reinforce the conclusions presented in Table 2 . Figure 1 shows the spot array generated by the generating transmittance of Eq. (14) with the use of Eq. (15) . In this figure the phases are those computed by the gradient-search algorithm ( Table 1) . As expected, the peaks are uniform and the cross-term noise (overlapping sidelobes) is virtually imperceptible on a linear scale. Figure 2 shows the ''spot array'' generated by the NPRE algorithm: The spot array is difficult to detect in the noise; hence the need to optimize the generating function. Figures 3 and 4 show the spot-array peaks with the use of PRE after optimizing by MCS1 and MCS2, respectively.
Here the values of out are 47.71% and 58.85%, respectively. The unevenness of the peaks is greatly reduced over that of the NPRE case but is still pronounced when MCS1 is used. The efficiency in using MCS2 is noticeably higher than that in using MCS1. Figure 5 shows the diffraction intensity furnished by PRE with use of the GA-optimized generating transmittance for out ϭ 65.42% and ϭ 0.0834. Figure 6 shows the PRE result with use of the gradient-optimized generating transmittance. It has out ϭ 71.48% and ϭ 0.0848. It can be seen from Fig. 5 that the GA yields the most uniform spot array, while from Fig. 6 we see that the gradient search yields the highest diffraction efficiency.
Finally, Figs. 7 and 8 show the direct PO results with use of the optimized phases from the GA and the gradient search, respectively. As stated above, the diffraction efficiency out is very high in both cases, but the nonuniformity of the peaks is pronounced in the PO/GA case and might be unacceptable for optical switching or related applications. Interestingly, the PO/gradient-search case gave acceptable results.
CONCLUSIONS
Pseudorandom encoding (PRE) is a means for approximately realizing a desired far-field diffraction pattern by modulating only the phase of the input transparency. As a consequence, the prescribed far field is realized, on the average, but in the presence of noise. Optimizing the input diffraction efficiency, the latter being proportional to the energy in the generating transmittance, can reduce the noise and increase the diffraction efficiency. In the case of a spot array, the generating or target function contains an adjustable free-phase vector whose proper selection can lead to higher diffraction efficiencies. Unfortunately, a proper selection by analytic means does not seem possible.
In this paper we considered several techniques for finding the optimum free-phase vector. Best results were obtained by using both a genetic algorithm and a gradient search, which can offer significant improvements over naive PRE and even Monte Carlo simulation. Of the three optimization methods studied, the gradient-search algorithm has the lowest computational complexity.
APPENDIX A: REVIEW OF THE PSEUDORANDOM ENCODING ALGORITHM
There are two key ideas behind PRE: (1) that the expected value of a discrete random variable can be different from any of the values that the random variable can realize and (2) the law of large numbers. How the PRE is affected by the LLN is discussed in Section 3 of the paper. To illustrate the first idea, however, is easy. Suppose that we wish to realize the transmittance value g(x) ϭ 0.745 exp(i0.46) at a point x but we are limited to a unity-magnitude transmittance and a phase that can take only one of two values: 0 and /2. Then with p ϭ Prob( ϭ /2) and q ϭ 1 Ϫ p ϭ Prob( ϭ 0), we find that E͓exp(i)͔ ϭ 0.745 exp(i0.46) when p ϭ 1/3. Thus Fig. 6 . Diffraction intensity after phase optimization by the gradient algorithm followed by PRE. Fig. 7 . Phase-only diffraction intensity produced by a geneticalgorithm-optimized generating transmittance. the transmittance at x has the required value as an ensemble average but has a value of either 1 or j ϭ ͱϪ1 for any realization. The mean square error ⑀ ms for this example has value ⑀ ms ϭ 0.444. In general, except for some trivial cases, there will always be an error when a fully complex function is realized, on the average, by using an ensemble of PO values.
In the studies of Cohn and co-workers, [23] [24] [25] PRE is taken to mean the procedure by which the phases of uniform-magnitude SLM-plane pixels are chosen from an appropriate uniform distribution to achieve an average far-field intensity that approximately corresponds to the prescribed far field.
Realizations of the desired fully complex transmittance function g(x) are achieved through random-sample functions ͕exp͓ j (x)͔͖. In particular, at each x, we seek to solve the equation Then exp( j) is an unbiased estimator for g if, at the point x, the value of is chosen from a uniform probability density function with parameters c and w such that c͑x ͒: c ϭ arg͓g͑x ͔͒,
w͑x ͒: sinc͑w/2 ͉͒ ϭ ͉ g͑x ͉͒.
In particular, with (c, w) restricted to 0 р c Ͻ 2 and 0 р w Ͻ 2 for all x in the support of g(x), the equation ͉ g(x)͉ ϭ sinc(w/2) is invertible as w ϭ 2 sinc Ϫ1 (͉ g͉) for ͉ g(x)͉ р 1.
