The objective of this paper is to make a distinction between EEG data of normal and epileptic subjects. 
EPILEPSY is a physical condition that occurs in the brain and affects the nervous system. According to the 2009 report by the World Health Organization around 70 million people worldwide have epilepsy [1] [2] [3] . Around 90% of this population lives in developing countries, and about three fourths of them do not have access to the necessary treatment. Epilepsy is defined by two or more such unprovoked seizures 4 . The seizures are commonly defined as abnormal electrical and chemical activities in the brain. Like many other neurological disorders, epilepsy can be assessed by the electroencephalogram (EEG). The EEG signal is highly non-linear and non-stationary in nature, and hence, it is difficult to characterize and interpret it using conventional frequency domain analysis [5] [6] [7] . EEG is recording of the electrical activity of the brain from the scalp. The recorded waveforms reflect the cortical electrical activity and helps in identification of brain conditions. The most common method used for recording EEG is 10-20 system which is internationally recognized method that allows EEG electrode placement to be standardized 8 .
The system is based on the relationship between the location of an electrode and the underlying area of outer layer of the brain. The number '10' & '20' refer to the distance between adjacent electrode to be either 10% or 20% of the total front-back or right-left distance of the scalp . The electrode placement is shown in Fig.1 .
In this paper authors have given a method for classification of epileptic and normal EEG data. The proposed method uses a combination of Hilbert Huang Transform (HHT) for features extraction, RBAs for feature selection and Linear SVM based classification of neural network modeling.
Hilbert-Huang Transform is a time frequency technique consisting of two parts, the Empirical Mode Decomposition (EMD), and the Hilbert Spectral Analysis (HSA) 9, 10 . EMD decomposes an EEG signal into a finite set of bandlimited signals termed intrinsic mode functions (IMFs), which are oscillatory components of input data. In the first step the mean frequency (MF) for each IMF has been computed using FourierBessel expansion 11 . The IMF oscillates in a narrow frequency band which is a reflection of quasiperiodicity and nonlinearity. The non-constant frequency means non-stationary. MF measure of the IMFs has been used as one of the features to differentiate between healthy and epileptic EEG signals. In the second part, the Hilbert transform is applied to the IMF, yielding a time-frequency representation (Hilbert spectrum) for each IMF 12, 13 . For feature selection authors have used Relief algorithm [14] [15] [16] [17] . Relief is an algorithm in which a filter-method approach is used for feature selection that is notably sensitive to feature interactions. It was originally designed for application to binary classification problems with discrete or numerical features. Relief was also described as generalizable to polynomial classification by decomposition into a number of binary problems.
Relief calculates a feature score for each feature which can then be applied to rank and select top scoring features for feature reduction. Alternatively, these scores may be applied as feature weights to guide downstream modeling. Relief feature scoring is based on the identification of feature value differences between nearest neighbor instance pairs. If a feature value difference is observed in a neighboring instance pair with the same class (a 'hit'), the feature score decreases. Alternatively, if a feature value difference is observed in a neighboring instance pair with different class values (a 'miss'), the feature score increases shown in Fig.2 .
The Support Vector Machine (SVM) is a popular classifier that can handle linear as well as non-linear class boundaries with the help of kernel functions 18 . In this paper authors have used Linear SVM for data classification. The SVM tries to identify the maximum-margin hyper plane that separates the different classes. However, if the data cannot be linearly separated, non-linear kernel functions are used to transform the feature space, allowing a maximum-margin hyper plane to be established 19 .
HHT based feature extraction
The Hilbert-Huang transform (HHT) is an empirical data-analysis method. Its basis of expansion is adaptive, so it produces physically meaningful representations of data from nonlinear and non-stationary processes 20, 21 . Traditional Relief Algorithm [14] data-analysis methods are all based on linear and stationary assumptions like Fourier transformation makes assumption of the signal period which creates spectral leakage. As is well known, the natural physical processes are mostly nonlinear and non-stationary like EEG signals from brain, yet the conventional data analysis methods provide very limited options for examining data from such processes. The available methods are either for linear but non-stationary, or nonlinear but stationary and statistically deterministic processes. It is known that frequency of sinusoidal waveform is a well defined quantity. However, in practice, signals are not purely sinusoidal or stationary. Thus representing such non stationary signals as combination of different sinusoidal components will be a compromise with the accurate assessment of an event. For such signal the term frequency loses its effectiveness and a need for a parameter which accounts for the varying nature of the phenomena arises.
This gives rise to an idea of instantaneous frequency (IF) -which means the signal is either composed of a single frequency or a narrow band of frequencies. For each component instantaneous frequency can be defined.
HHT was motivated by the need to describe nonlinear distorted waves in detail, along with the variations of these signals that naturally occur in non-stationary processes.
The empirical mode decomposition method is necessary to deal with data from non-stationary and nonlinear processes 22, 23 . EMD decomposes signal X (t) into a number of oscillatory component which is known as intrinsic mode function through a shifting process. Each IMF has its own distinct time scale. Furthermore EMD does not consider the stationary and the linearity of the signal 20 . For an input signal X (t) the process of calculating IMFs are given below: Let's set X(t) = X(t) old ... (1) Find all the maxima and minima in X(t) old … (2) Interpolate between minima and maxima using cubic spline interpolation which will generate local maxima envelope (t) and local minima envelope Now subtract emean from X(t) old we will get X(t) new as,
Now set X(t) new = X(t) new ... (6) Repeat the process (2 to 4) until standard deviation
Where a is value that between 0.2-0.3
The first IMF is defined as IMF1 = X(t) new which is the smallest temporal scale of X(t). By subtracting IMF1 from X(t) we will get residual signal R(t) which can be expressed as , R(t) = X(t) -IMF1. After acquiring R(t) we put it in the same process above to get new IMF which means each IMF will have different frequencies against time. So the original signal can be rewritten as Hilbert Huang Transform (HHT) is a very new and powerful tool for analyzing data from non-stationary and nonlinear processing realm and capable of filtering data based on empirical mode decomposition (EMD). The EMD is based on the sequential extraction of energy associated with various intrinsic time scales of the signal; therefore total sum of the intrinsic mode functions (IMFs) matches the signal very well and ensures completeness.
Studies show that we can discriminate between normal EEG data and abnormal EEG by statistically analyzing the IMF. Their statistical Variance: is the square of the standard deviation.
Kurtosis: Coefficients of EEG signal do not follow the normal distribution, and have a heavy tail characteristic is justified by the value of kurtosis parameters.
Skewness: is a measure of the asymmetry. If the probability distribution of a real-valued random variable around its mean is not symmetrical, the data is said to be skewed.
The same processing steps are further applied on other 16 channels of EEG recording of Normal and Epileptic subjects.
Relief Based Feature Selection Algorithm
Take a data set with n instances of p features, belonging to two known classes. Within the data set, each feature should be scaled to the interval [0 1] (binary data should remain as 0 and 1). The algorithm will be repeated k times. Start with a p-long weight vector (G) of zeros.
At each iteration, take the feature vector (V) belonging to one random instance, and the feature vectors of the instance closest to V (by Euclidean distance) from each class. The closest same-class instance is called 'near-hit', and the closest different-class instance is called 'nearmiss'. Update the weight vector such that
Thus the weight of any given feature decreases if it differs from that feature in nearby Kira and Rendell's experiments showed a clear contrast between relevant and irrelevant features, allowing T to be determined by inspection 27 . However, it can also be determined by Chebyshev's inequality for a given confidence level (α) that a T of 1/sqrt(α*k) is good enough to make the probability of a Type I error less than á, although it is stated that T can be much smaller than that. Classification using linear SVM Support Vector Machine (SVM) is a supervised machine learning algorithm which can be used for both classification and regression based problems. However, it is mostly used in classification problems. In this algorithm, we plot each data item as a point in n-dimensional space (where n is number of features you have) with the value of each feature being the value of a particular coordinate. Then, we perform classification by finding the hyperplane that differentiate the two classes very well (look at the below snapshot) shown in Fig. 3[A] .
Support Vectors are simply the coordinates of individual observation. Support Vector Machine is a frontier which best segregates the two classes (hyper-plane/ line) 24 . In the linear case, the margin is defined by the distance of the hyper plane to the nearest of the positive and negative examples. 
RESULT AnD DISCUSSIOn
This paper gives the feature extraction results produced by applying decomposition of signal till fifth level of IMFs by applying HHT on EEG signals, and then RBA is used for feature selection, followed by Linear SVM for classification. The normal and abnormal input data is applied after removing artifacts.
Statistical values of 29 EEG signals of normal subjects upto 5 th IMF has been shown in table 1 and values of 23 EEG signal of Epileptic subjects has been displayed in table 2. On the basis of these obtained values, the training and testing of Linear SVM classifier has been proposed. 70% of data set is used for training purpose and rest 30% were utilised for testing results.
Once the calculation of IMFs is complete, the following important statistical parameters are evaluated. For feature selection Relief algorithm calculates a feature score for each feature which can then be applied to rank and select top scoring features. The Hilbert-Huang transform (HHT) is a way to decompose a signal into intrinsic mode functions (IMF) along with a trend, and obtain instantaneous frequency data and used for feature extraction. Where TP, TN, FP and FN stands for true positive, true negative, false positive and false negative respectively. Sensitivity is used to diagnose the correctly identified positive case, specificity is defined as the determination of negative cases accurately, selectivity is defined as the recognition of unidentified positive results and accuracy stands for the identification of correct classified instances.
COnCLUSIOn
The proposed method is suitable for separating normal and epileptic EEG data. The com bined approach of HHT, RBAs with Linear SVM has found to be very effective in such classification with high sensitivity. The result of the classification pro cess is based on using the statistical values obtained by HHT. This technique has been found to be suitable in the correct classification of epileptic and healthy EEG data. The data set is taken from Natus NeuroWorks EEG Recording Machine from RML Institute of Medical Sciences, Lucknow (U.P.), India. Our classification result shows sensitivity, selectiv ity and accuracy are 96.5%, 84.8% and 88.5% respectively.
