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ERGODIC THEORY OF AFFINE ISOMETRIC ACTIONS
ON HILBERT SPACES
YUKI ARANO, YUSUKE ISONO, AND AMINE MARRAKCHI
Abstract. The classical Gaussian functor associates to every orthogonal representation of
a locally compact group G a probability measure preserving action of G called a Gaussian
action. In this paper, we generalize this construction by associating to every affine isometric
action of G on a Hilbert space, a one-parameter family of nonsingular Gaussian actions whose
ergodic properties are related in a very subtle way to the geometry of the original action. We
show that these nonsingular Gaussian actions exhibit a phase transition phenomenon and we
relate it to new quantitative invariants for affine isometric actions. We use the Patterson-
Sullivan theory as well as Lyons-Pemantle work on tree-indexed random walks in order to give
a precise description of this phase transition for affine isometric actions of groups acting on
trees. Finally, we use Gaussian actions to show that every nonamenable locally compact group
without property (T) admits a free nonamenable weakly mixing action of stable type III1.
1. Introduction and main results
The theory of orthogonal (or unitary) representations of locally compact groups on Hilbert
spaces is a central part of representation theory which has deep connections with many other
topics in mathematics and physics. Of particular interest is the connection with ergodic theory.
Indeed, starting from a probability measure preserving (pmp) action σ of a group G on a
probability space (X,µ) one can construct an orthogonal representation of G on L2(X,µ)
called the Koopman representation of σ which is by now a fundamental tool in ergodic theory.
In the other direction, starting from an orthogonal representation π of G on a Hilbert space H,
it is possible to construct a pmp action of G called the Gaussian action of π which has many
applications [CW80, Sc81, Sc96].
Recently, the study of affine isometric actions of locally compact groups on Hilbert spaces
became also an important topic in representation theory and geometric group theory (see
[BHV08] and the references therein). The main goal of this paper is to show that this new
chapter of representation theory also has an interesting connection with ergodic theory. The
fact that such a connection should exist was already hinted by a very recent work of Vaes and
Wahl [VW18] where they related nonsingular Bernoulli actions of a given discrete group to
the cohomology of its left regular representation (see also [BKV19]). Inspired by their work,
we provide in this article a different and more general construction which associates to every
affine isometric action of a locally compact group G on a real affine Hilbert space a nonsingular
Gaussian action. Let us explain this construction.
Let H be a real affine Hilbert space. Suppose first that H is finite dimensional. Then, for
each x ∈ H, one can consider the standard Gaussian probability measure µx on H centered
at x. Observe that for every affine isometry g ∈ Isom(H) one has g∗µx = µgx for all x ∈ H.
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It turns out that this situation generalizes perfectly to the infinite dimensional case, with the
only difference that the probability measures (µx)x∈H can no longer be defined on the space H
itself1. Indeed, we show (Section 4) that one can naturally associate to every real affine Hilbert
space H a family of equivalent probability measures (µx)x∈H on some standard borel space Ĥ
which behaves exactly as a family of Gaussian probability measures. The pair (Ĥ, (µx)x∈H)
can be characterized uniquely (up to null-sets) by the property that every continuous affine
function f : H → R defines a random variable f̂ on Ĥ which has a Gaussian dsitribution (not
necessarily centered) with respect to µx for every x ∈ H. We then observe that for every affine
isometry g ∈ Isom(H), there exists a unique (up to null-sets) measurable map ĝ : Ĥ → Ĥ such
that ĝ∗µx = µgx for all x ∈ H. It follows that every affine isometric action α : G y H of a
locally compact group G induces a nonsingular Gaussian action α̂ : Gy Ĥ which preserves the
measure class of (µx)x∈H. Of course, our construction is new only when α has no fixed point in
H. Indeed, when the affine isometric action α fixes a point x ∈ H, the action α̂ will preserve the
probability measure µx and in that case, by declaring x to be the origin of the Hilbert space, one
recovers the classical pmp Gaussian action associated to an orthogonal representation. Recall
that by Guichardet’s theorem, a polish locally compact group G admits an affine isometric
action without fixed points if and only if it does not have Kazhdan’s property (T). We thus
obtain a new and large class of nonsingular actions for all groups without property (T). Our
main problem is the following.
Question. What are the ergodic properties of the Gaussian action α̂ and how do they relate
to the geometry of the original affine isometric action α?
The special case of pmp Gaussian actions is very well understood (see [Bo14]). For example,
one knows that the pmp Gaussian action associated to an orthogonal representation π is ergodic
if and only if π is weakly mixing, it has no finite-dimensional subrepresentation. As we will
see, for nonsingular Gaussian actions, the problem becomes much more subtle. Moreover, one
can no longer give purely qualitative statements. In order to explain why, we need to make the
following key observation. Let H be an affine Hilbert space. By simply rescaling the metric of
H by a parameter t > 0, one obtains a new affine Hilbert space Ht, and every affine isometric
action α : Gy H induces an affine isometric action αt : Gy Ht. The key point is that when
H is infinite-dimensional, the Gaussian actions α̂t : G y Ĥt are in general not conjugate for
different values of t. In fact, as we shall see, the behaviour of α̂t can change dramatically when
t grows from 0 to ∞ exhibiting a fascinating phase transition phenomenon. Intuitively, high
values of t correspond to a cold ordered phase where one expects the orbits of the action α̂t
to be well-behaved, while small values of t correspond to a hot disordered phase where the
structure of the orbits becomes more chaotic. If we denote by α0 the linear part of α, then we
can also think of α̂t as converging to the pmp Gaussian action α̂0 when t→ 0.
Let us start right away with a concrete example of such a phase transition. Let T be a locally
finite tree which we view as a metric space where the distance d(x, y) between two vertices
x, y ∈ T is simply the length of the segment [x, y]. It is well-known that this metric d is of
negative-type. This means that there is a unique way ι : T → H to embed T into a real affine
Hilbert space H such that:
• d(x, y) = ‖ι(x) − ι(y)‖2 for all x, y ∈ T .
• The affine span of ι(T ) is dense in H.
It follows that any automorphism of T extends uniquely to an affine isometry of H. Now, let
Γ be a discrete group of automorphisms of T . Then the action of Γ on T extends uniquely to
an affine isometric action α : Γy H. The following theorem completely settles the ergodicity
1The reason is that the Gaussian measure µx(B) of the unit ball centered at x goes to 0 when the dimension
of H goes to infinity
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and type of the Gaussian actions α̂t except for one critical value of t. Moreover, we relate this
critical value to the Poincare´ exponent of Γ, denoted by δ(Γ), which is a fundamental invariant
of discrete isometry groups of hyperbolic spaces.
Theorem A. Let T be a locally finite tree and Γ < Aut(T ) a nonelementary discrete subgroup.
Let α : Γy H be the associated affine isometric action. Let δ := δ(Γ) be the infinimum of all
s > 0 such that ∑
g∈Γ
e−sd(gx,y) < +∞
for some (hence any) x, y ∈ T . Then the Krieger type of the Gaussian actions α̂t for t > 0 is
given by:
Value of t Ergodicity and type of α̂t
t < 2
√
2δ Ergodic of type III1.
t = 2
√
2δ ?
t > 2
√
2δ Not ergodic and of type I (it has a fundamental domain).
Moreover, we have:
(i) The actions α̂t are pairwise non-conjugate for t < 2
√
2δ.
(ii) The action α̂t is strongly ergodic (and in particular nonamenable) for t small enough.
The proof of Theorem A relies on ingredients from geometry (Patterson-Sullivan theory for
isometry groups of hyperbolic spaces [Pa76, Su79]) and probability theory (Lyons and Pemantle
work on tree-indexed random walks [LP92]).
Example 1.1. Let Γ = Fd where d ≥ 2 and let it act on its Cayley tree T . It is then easy to see
that δ = log(2d− 1). Thus, we know that α̂t is ergodic of type III1 for all t < 2
√
2 log(2d− 1)
and has a fundamental domain for t > 2
√
2 log(2d− 1). For this very specific example, we can
also show that α̂t has a fundamental domain at the critical value t = 2
√
2δ and we also show
that α̂t is nonamenable for all t < 2
√
δ (but we do not know whether α̂t is amenable or not
for 2
√
δ ≤ t < 2√2δ). The result of Theorem 9.9 suggests that there should be a second phase
transition at t = 2
√
δ.
Remark 1.2. Recall that a nonsingular action σ : G y X is weakly mixing if the diagonal
action σ ⊗ ρ : Gy X ⊗ Y is ergodic for every ergodic pmp action ρ : Gy (Y, ν). If moreover
σ ⊗ ρ is of type III1 for every ergodic pmp action ρ : G y (Y, ν), we say that σ is of stable
type III1 (this is equivalent to saying that the Maharam extension of σ is weakly mixing). In
Theorem A, we actually show that α̂t is weakly mixing of stable type III1 for all t < 2
√
2δ.
Remark 1.3. In Theorem 9.8 we generalize Theorem A by dealing with actions of locally
compact groups on trees which are not proper. In that case, the Gaussian actions α̂t will be of
type II∞ for large values of t. In Section 10 (which can be read independently from the rest of
the paper), we also study a class of nonsingular Bernoulli actions which are discretized versions
of the Gaussian actions of Theorem A. For these nonsingular Bernoulli actions, we obtain an
analog of Theorem A where the type IIIλ, λ ∈]0, 1[ appears.
Let us now state some general results on Gaussian actions which will put Theorem A into a
larger perspective. A free nonsingular action σ : G y X of a locally compact group is called
dissipative (or equivalently of type I) if and only if it is conjugate to a nonsingular action of the
form Gy G⊗Y where G acts only on the first coordinate by left translation. This really means
that the orbits of σ are perfectly ordered and well-behaved. In particular, when G is discrete,
this means that σ admits a fundamental domain. On the opposite side, a free nonsingular
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action σ is recurrent (also called conservative) if and only if for every set of positive measure
A ⊂ X and every compact set K ⊂ G, one can find g ∈ G \K such that gA ∩ A has positive
measure. This implies that the structure of the orbits is rather chaotic and this situation is of
course the most interesting to study from the ergodic theory point of view. Note that, by the
Poincare´ recurrence theorem, a probability measure preserving action of a non-compact group
is always recurrent.
We now give a quite sharp estimate of when Gaussian actions are recurrent/dissipative. For
this we need to introduce a new invariant for affine isometric actions. Let α : G y H be
an affine isometric action of a locally compact group G. The (quadratic) Poincare´ exponent
δ(α) ∈ [0,+∞] is defined as the infinimum of all s > 0 such that∫
G
e−s‖gx−y‖
2
dg < +∞, x, y ∈ H.
This number does not depend on the choice of x, y ∈ H and is defined by analogy with the
Poincare´ exponent of discrete groups of isometries of hyperbolic spaces. In fact, this is not just
an analogy and both notions are actually related. For example, when α : Γ y H is the affine
isometric action associated to a discrete automorphism group Γ < Aut(T ) of a locally finite
tree then δ(α) = δ(Γ).
The following theorem is inspired by the dissipativity criterion of Vaes and Wahl [VW18] where
the Poincare´ exponent already appears implicitely.
Theorem B. Let α : Gy H be an affine isometric action of a locally compact group G. There
exists tdiss(α) ∈ [0,+∞] such that the Gaussian action α̂t is recurrent for all t < tdiss(α) and
dissipative for all t > tdiss(α). Moreover, we have the following inequalities√
2δ(α) ≤ tdiss(α) ≤ 2
√
2δ(α).
Remark 1.4. Unfortunately, it turned out to be difficult to compute the exact value of tdiss(α)
in general. It is even more difficult to determine what happens at t = tdiss(α). See Proposition
5.5 for a very simple example. For affine isometric actions of automorphism groups of trees, we
found that tdiss(α) = 2
√
2δ(α) which shows that the upper bound in Theorem B is optimal,
but we have a priori no reason to believe that the equality tdiss(α) = 2
√
2δ(α) is always true.
Remark 1.5. Let α : Gy H be an affine isometric action and suppose that G is nonamenable.
Then δ(α) > 0 (Proposition 3.8). If we assume moreover that α has almost fixed points, then
one can show that δ(α) = +∞ (Corollary 6.4). In contrast, one can easily construct an affine
isometric action of Z which has almost fixed points yet a vanishing Poincare´ exponent. See
also Corollary 6.10 which gives a lower bound for the Poincare´ exponent of an affine isometric
action of a given nonamenable group G in terms of the spectral radius of G.
Once we know when a Gaussian action is recurrent, we can ask about its ergodicity and
its Krieger type. It is well-known that a pmp Gaussian action associated to an orthogonal
representation π is ergodic if and only if π is weakly mixing, i.e. π has no finite dimensional
subrepresentation. For nonsingular Gaussian actions, the situation is much more subtle and
in our opinion, it is hopeless to find a general necessary and sufficient condition for ergodicity.
However, we provide a rather satisfactory answer under the assumption that the linear part of
the affine isometric action is mixing. Recall that an orthogonal representation π : G → O(H)
of a locally compact group G on a Hilbert space H is mixing if limg→∞〈π(g)ξ, η〉 = 0 for all
ξ, η ∈ H. We also say that π has spectral gap if it has no almost invariant vectors and we say
that π has stable spectral gap if π⊗ ρ has spectral gap for every orthogonal representation ρ of
G. By [Bo14], one knows that the pmp Gaussian action of π is strongly ergodic if and only if π
has stable spectral gap. The second part of the following theorem is therefore not surprising.
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Theorem C. Let α : G y H be an affine isometric action such that α has no fixed point
and the linear part of α is mixing. Then α̂t is weakly mixing for all t < tdiss(α) and for all
t < 1√
2
tdiss(α), the action α̂
t is either of type III0 or of type III1.
Suppose moreover that the linear part of α has stable spectral gap. Then there exists t0 > 0
such that the action α̂t is strongly ergodic of type III1 for all t ∈]0, t0[.
Example 1.6. Let G be a locally compact group with a non-vanishing first L2-betti number
β
(2)
1 (G) > 0. Then there exists an affine isometric action α : Gy H without fixed point whose
linear part is the left regular representation. The left regular representation of G is mixing and
since G is nonamenable, it also has stable spectral gap. Therefore, we know that α̂t is strongly
ergodic of type III1 for t > 0 small enough. Even though our method of proof is completely
different, notice the analogy with the results of [VW18] and [BKV19] for nonsingular Bernoulli
actions of nonamenable groups.
Example 1.7. The actions considered in Theorem A also satisfy the assumptions of Theorem
C. However, we cannot use Theorem C to deal with large values of t > 0 (notice also that
the technique of [BKV19] cannot deal with large values of t > 0). For this reason, we use a
different geometric approach to obtain the sharp result of Theorem A.
In the first part of Theorem C, it is unclear whether the type III0 case can really appear and it
seems that α̂t should always be of type III1 for all t < tdiss(α). We were unable to prove this in
full generality. However, there is a class of affine isometric actions, which we call evanescent, for
which one can prove an optimal result. Very roughly, an affine isometric action is evanescent if
it admits arbitrarily small invariant subspaces (see Section 2.6 and Proposition 2.10). For this
class of affine isometric actions, we obtain the following very sharp dichotomy.
Theorem D. Let α : Gy H be an affine isometric action. Suppose that α is evanescent, that
it has no fixed point and that its linear part is mixing. Then for every t > 0 and every ergodic
nonsingular action ρ : Gy Y (not necessarily pmp), the diagonal action α̂t ⊗ ρ : Gy Ĥt ⊗ Y
is either dissipative or ergodic of type III1. In particular, for all t > 0, α̂
t is either dissipative
or weakly mixing of stable type III1.
Example 1.8. The assumptions of Theorem D are satisfied in the following cases:
(i) G is discrete and amenable, α has no fixed point and its linear part is contained in a
multiple of the left regular representation (Proposition 2.9).
(ii) G is nilpotent (e.g. abelian), α has no fixed point and its linear part is mixing (Proposition
2.8).
(iii) α is the affine isometric action associated to a closed parabolic subgroup G < Aut(T ) for
some locally finite tree T (Proposition 9.5).
Compare (i) and (ii) with [BKV19, Theorem 3.2] and [BKV19, Theorem 3.3] for nonsingular
Bernoulli actions.
Remark 1.9. Recall that an affine isometric action is irreducible if it admits no proper in-
variant affine subspace (see [BPV16] for a systematic study of this notion). In Section 2.6, we
observe that every affine isometric action decomposes as a product of an evanescent part and
an irreducible part. Therefore, in the mixing case, if the evanescent part has no fixed point,
Theorem D shows that the Gaussian action can only be of type III1 if it is recurrent. If the
evanescent part has a fixed point, then the problem reduces to the irreducible part. The latter
case occurs for example for affine isometric actions whose linear part has spectral gap. This
means that the context of Theorem D is completely “orthogonal” to the second part of Theo-
rem C. In particular, Theorem D does not apply at all to the actions considered in Theorem
A.
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We note that a locally compact but non-compact group admits an evanescent affine isometric
action without fixed point whose linear part is mixing if and only if it has the Haagerup
property (see Proposition 2.12). This limits the class of groups to which Theorem D can be
applied. However, every group without property (T) admits an evanescent affine isometric
action whithout fixed point whose linear part is weakly mixing. This case is much more subtle
than the mixing case (to understand why, see Section 7.2 and Example 7.9). Nevertheless,
under additional assumptions, we provide in Section 7.2 some technical tools to deal with the
weakly mixing case. As an application, we obtain the following result.
Theorem E. Let G be a locally compact group without property (T). Then there exists a free
nonsingular action σ : Gy X such that:
(i) σ⊗n : Gy X⊗n is weakly mixing of stable type III1 for all n ≥ 1.
(ii) σ has almost vanishing entropy. In particular, σ has an invariant mean and σ is nona-
menable if G is nonamenbale.
We mention that it is an open problem to show that every nonamenable group admits a non-
amenable free ergodic action of type III. Theorem E solves this problem for groups without
property (T). For groups with the Haagerup property, we obtain a stronger result (Theorem
7.6). We refer to Definition A.19 for the definition of “almost vanishing entropy”. This prop-
erty implies that the action σ admits probability measures with arbitrarily small Furstenberg
entropy. Thus we recover, in a stronger form, the main result of [BHT14]. To obtain this
“almost vanishing entropy” property, we use an affine isometric action which has almost fixed
points.
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Convention. All locally compact groups are assumed to be Polish (second countable). All
Hilbert spaces are assumed to be separable. All measure spaces are standard borel spaces.
2. Affine Hilbert spaces and affine Isometric actions
In this paper, we will use the language of affine Hilbert spaces as in [BHV08, Chapter 2].
2.1. Affine Hilbert spaces. An affine Hilbert space is a Hilbert space whithout an origin.
More formally, a (real) affine Hilbert space is a nonempty set H equipped with a free and
transitive action of a (real) linear Hilbert space denoted H0 and called the tangent space of H.
This action is denoted by
H×H0 ∋ (x, ξ) 7→ x+ ξ ∈ H.
For every x, y ∈ H, we also denote by y− x the unique vector of H0 such that x+ (y− x) = y.
Note that H is a metric space for the distance (x, y) 7→ ‖y − x‖.
Affine maps. A continuous map θ : H → K between two affine Hilbert spaces is affine if there
exists a continuous linear map θ0 : H0 → K0 such that θ(x+ξ) = θ(x)+θ0(ξ) for all x ∈ H and
ξ ∈ H0. Then θ0 is unique and is called the linear part of θ. We equip the set of all continuous
affine maps Aff(H,K) with the topology of pointwise convergence (also called strong topology).
If θ ∈ Aff(H,K) and θ0 is an orthogonal operator, we say that θ is an affine isometry. It is a
fact that every isometric map θ : H → K with respect to the natural metrics is automatically
an affine isometry. We denote by Isom(H) the (affine) isometry group of H. We equip it with
the topology of pointwise convergence on H which turns it into a Polish group. The map
Isom(H) ∋ θ 7→ θ0 ∈ O(H0) is a continuous group homomorphism. We also have a continuous
group homomorphism j : H0 → Isom(H) defined by jξ(x) = x+ξ for x ∈ H and ξ ∈ H0. These
two maps fit together in an exact sequence
0→H0 → Isom(H)→ O(H0)→ 1.
Affine subspaces. Let H be an affine Hilbert space. A (closed) affine subspace K ⊂ H is a
subset of the form x+ E for some closed linear subspace E ⊂ H0 and some x ∈ H. Then K is
naturally an affine Hilbert space whose tangent space is identified with K0 = E. Note however,
that the choice of x is not unique. By definition, the inclusion map ι : K → H is an affine
isometry. Our convention is that an affine subspace is never empty.
Products. Let K and L be two affine Hilbert spaces. ThenK×L has a natural free and transitive
action of K0 ⊕ L0 so that L×L is naturally an affine Hilbert space with (K ×L)0 = K0 × L0.
We call it the product of K and L. Note that K and L are not affine subspaces of K×L. If K
is an affine subspace of H, then naturally, we have H ∼= K × E where E = (K0)⊥.
Quotients. Let H be an affine Hilbert space and E ⊂ H0 a closed linear subspace. Then the
quotient H/E admits a natural free and transitive action of E⊥ so that H/E is an affine Hilbert
space with (H/E)0 = E⊥. Note that the projection map
π : H ∋ x 7→ x+ E ∈ H/E
is an affine map and π0 is simply the orthogonal projection on E⊥. Finally, if we let F = E⊥,
then the map
H ∋ x 7→ (x+ E, x+ F ) ∈ H/E ×H/F
is a surjective affine isometry and we will always use it to make the identification H = H/E ×
H/F .
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2.2. Geometry of subspaces. We prove some elementary facts about the geometry of sub-
spaces in an affine Hilbert space that we will need later.
Proposition 2.1. Let H be an affine Hilbert space and (Hi)i∈I a decreasing net of affine
subspaces of H. Then the following are equivalent:
(i)
⋂
iHi = ∅
(ii) limi d(x,Hi) = +∞ for some x ∈ H.
(iii) limi d(x,Hi) = +∞ for all x ∈ H.
Proof. The implicatios (iii)⇒ (ii)⇒ (i) are obvious. Let us show that (i)⇒ (iii). Take x ∈ H.
Let ei(x) be the orthogonal projection of x on Hi. The net ‖ei(x)− x‖ is increasing. Thus, if
it does not go to ∞ when i→∞ then it must converge limi ‖ei(x)− x‖ → ℓ < +∞. But since
ei(x) are orthgonal projections, we have ‖ei(x)− ej(x)‖2 ≤ ‖ej(x)− x‖2 − ‖ei(x)− x‖2 for all
i ≤ j ∈ I. This implies that limi,j→∞ ‖ei(x)− ej(x)‖ = 0, i.e. that (ei(x))i∈I is a Cauchy net.
Therefore it must converge to a point in
⋂
iHi. 
Let H be an affine Hilbert space and K ⊂ H a closed subspace. Define the subgroup GK =
{g ∈ Isom(H) | gx = x for all x ∈ K}. Let E ⊂ H0 be a closed subspace. Define the subgroup
HE = {g ∈ Isom(H) | gx−x ∈ E⊥ for all x ∈ H}. Note that with respect to the decomposition
H = (H/E)× (H/E⊥), we have HE = Isom(H/E)× {id}.
Proposition 2.2. Let H be an affine Hilbert space and let H1 and H2 be two affine subspaces
of H. Define K = H1 ∩ H2, E = H01 ∩ H02 and F = (H01)⊥ ∩ (H02)⊥. Let G ⊂ Isom(H) be the
closed subgroup generated by GH1 ∪GH2 .
(i) If F 6= {0} and K 6= ∅ then G = GK.
(ii) If dimF ≥ 2 and K = ∅, then G = HE.
Proof. (i) Since K 6= 0, this is a statement about linear spaces and reduces easily to the fact
that O(Rn) is generated by O(E1) ∪O(E2) whenever E1 and E2 are two distinct hyperplanes
in Rn and n ≥ 3. By using this we can inductively construct larger and larger subgroups of
GK inside G.
Let us now deal with (ii). We first assume that H1 and H2 are two parallel subspaces, i.e.
H01 = H02 = E. By replacing H by H/E, the problem reduces to the easy fact that G{x} ∪G{y}
generates Isom(H) whenever x, y are two different points of H and dimH ≥ 2. Next, we
assume that H1 and H2 are not parallel. For example, assume that H01 6= E. Take x ∈ H1
and let L the closed affine subspace spanned by H2 and x. Observe that H1 ∩ L = x + E.
Indeed, the inclusion x+E ⊂ H1 ∩ L is obvious. Conversely, if y ∈ H1 ∩ L, then we can write
y = z + λ(x− PH2(x)) where z ∈ H2 and λ ∈ R. We have y − z = λ(x− PH2(x)). This shows
that H1−H2, which is an affine subspace of H0, contains both x−PH2(x) and λ(x−PH2(x)).
By assumption, H1−H2 does not contain 0. This forces λ = 1. We thus get y−z = x−PH2(x).
We obtain y − x = z − PH2(x) ∈ H01 ∩H02 = E. We conclude that y ∈ x+ E as we wanted.
Now, since H2 ⊂ L, we have GL ⊂ GH2 ⊂ G. Since H1 ∩ L = x+ E, we conclude by item (i),
that G contains Gx+E . Take x
′ ∈ H1 such that x′−x /∈ E. Then we also have Gx′+E ⊂ G. By
the first case of item (ii), we conclude that G contains HE. 
Proposition 2.3. Let H be an affine Hilbert space and (Hi)i∈I a decreasing net of affine
subspaces. Define K = ⋂i∈I Hi and E = ⋂i∈I H0i . Let G ⊂ Isom(H) be the closed subgroup
generated by
⋃
iGHi . If K 6= ∅ then E = K0 and G = GK. If K = ∅, then G = HE.
Proof. If K 6= ∅, this is easy because every element g ∈ GK can be approximated by an
isometry which fixes a subspace K′ with finite codimension. Since K′ ⊃ Hi for i large enough,
the conclusion follows.
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Next we deal with the more involved case where K = ∅. We will show that G contains all
translations by elements of E⊥ =
(⋂
iH0i
)⊥
=
⋃
i(H0i )⊥ by approximating them by rotations
with very small angle. First, let x ∈ H and let xi be the orthogonal projection of x on Hi. By
the Proposition 2.1, we have limi ‖xi − x‖ = +∞. Fix i and pick ξ ∈ (H0i )⊥. Since xj − xi
is orthogonal to ξ and ‖xj − x‖ → ∞, we know that asymptotically, xj − x and ξ are almost
orthogonal. Consider the rotation Rj ∈ O(H0) of the plane generated by ξ and x−xj and with
angle θj = ‖ξ‖/‖x − xj‖. Since θj → 0 and θj ∼ sin θj, we get Rj(x− xj) ∼ (x− xj) + ξ. Let
gj ∈ GHj be the isometry which fixes xj and with linear part Rj. Then we get gjx → x + ξ.
Since we also have g0j → id, we conclude easily that gj converges in the pointwise topology to
the translation by ξ. Therefore, G contains the translation by ξ. This holds for every ξ ∈ (H0i )⊥
and every i ∈ I. Thus it holds for all ξ ∈ E⊥. Finally, let us show that HE ⊂ G. Fix a point
x ∈ H. Let H′i = x + H0i be the subspace parallel to Hi and which contains x. Since G
contains GHi and every translation by an element of (H0i )⊥, then G also contains GH′i . Since⋂
iH′i = x+ E then G contains Gx+E by the first part of the proof. Finally, every element of
HE can be written as an element of Gx+E composed by a translation by a vector in E
⊥. 
2.3. Inflations of an affine Hilbert space. We now explain a construction which will play
a key role in our study. Let H be an affine Hilbert space. By rescaling the metric of H by a
parameter t > 0, we obtain a new affine Hilbert space Ht. The elements of Ht are formally
denoted tx for x ∈ H so that ‖tx− ty‖ = t‖x− y‖. The space Ht has the same tangent space
H0 but with a rescaled action so that tx − ty = t(x − y) for all x, y ∈ H. We have a natural
identification (Ht)s = Hst for all s, t > 0 with the obvious relation s(tx) = (st)x for all x ∈ H.
For every isometry g ∈ Isom(H), we can define an isometry gt ∈ Isom(Ht) by the formula
gt(tx) = tg(x). Then Isom(H) ∋ g 7→ gt ∈ Isom(Ht) is an isomorphism of topological group.
For all s, t ≥ 0, we have (gt)s = gts with the obvious identifications.
Remark 2.4. When H is a linear Hilbert space, we of course have a natural identification
H = Ht for all t > 0. However, when H is an affine Hilbert space, there is no natural affine
isometry between H and Ht for t 6= 1. In other words, the functor H 7→ Ht is a nontrivial
self-equivalence of the category of affine Hilbert spaces.
The following observation will be crucial to relate the Gaussian actions α̂t for different values
of t.
Proposition 2.5. Take θ ∈ [0, π2 ] and let t = cos θ and s = sin θ. Then the formula
Rθ(x, ξ) = (tx+ sξ, sx− tξ), (x, ξ) ∈ H ×H0
defines an isometry Rθ : H × H0 → Ht × Hs. Moreover, the isometry Rθ is equivariant with
respect to the diagonal actions of Isom(H), i.e. for all g ∈ Isom(H), we have
Rθ ◦ (g × g0) = (gt × gs) ◦Rθ
2.4. Affine isometric actions. An affine isometric action α : G y H of a locally compact
group G on an affine Hilbert space H is a continuous group homomorphism α : G→ Isom(H).
By taking linear parts α0 : g 7→ (αg)0 we obtain an orthogonal representation α0 : G→ O(H0)
called the linear part of α. If α : Gy H is an affine isometric action, then we can form a new
affine isometric action αt : G y Ht defined by αtg(tx) = tαg(x). We have (αt)s = αts for all
t, s ≥ 0 with the obvious identifications.
We say that x ∈ H is a fixed point of α if αg(x) = x for all g ∈ G. We recall that α admits a
fixed point if and only if for some (hence any) y ∈ H, the orbit G · y is bounded.
We say that α has almost fixed points if there exists a sequence (xn)n∈N in H such that the
sequence ‖gxn − xn‖ converges to 0 uniformly on compact subsets of G.
We say that α is (metrically) proper if limg→∞ ‖gx− x‖ = +∞ for some (hence any) x ∈ H.
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Restricted action. If K ⊂ H is an affine subspace which is invariant by the action α then we
can restrict α to an action α|K : Gy K.
Product action. If α : G y K and β : G y L are two affine isometric actions, then we can
define naturally a new affine isometric action α× β : Gy K × L.
Projected action. If E ⊂ H0 is a closed linear subspace which is invariant under α0 then
we can define a projected action α/E : G y H/E by the formula g(x + E) = gx + E and
g(x + F ) = gx + F for all x ∈ H. Note that F = E⊥ is also α0-invariant and we have
α = (α/E) × (α/F ) on H = (H/E)× (H/F ).
The harmonic norm. Let α : G y H be an affine isometric action. Let µ be a probability
measure on G. The µ-harmonic norm of α is defined by
‖α‖2µ = inf
x∈H
∫
G
‖gx− x‖2 dµ(g).
Observe that if µ is compactly supported and α has almost fixed points then ‖α‖µ = 0.
2.5. Relation with 1-cohomology. We recall the relationship between affine isometric ac-
tions and the 1-cohomology of orthogonal representations [BHV08, Section 2.2].
Let π : G → O(H) be an orthogonal representation on a linear Hilbert space H. A 1-cocycle
for π is a continuous map c : G → H such that c(gh) = c(g) + π(g)c(h) for all g, h ∈ G.
For every ξ ∈ H, the function ∂ξ : g 7→ ∂ξ(g) = π(g)ξ − ξ is a 1-cocycle, which is called a
1-coboundary. We denote by Z1(π) the space of all 1-cocycles and by B1(π) the space of all
1-coboundaries. We equip Z1(π) with the topology of uniform convegence on compact subsets
of G. The function ∂ : ξ 7→ ∂ξ ∈ Z1(π) is continuous but its image is not closed in general. We
denote by H1(π) = Z1(π)/B1(π) the quotient space. It is called the 1-cohomology of π. The
quotient H
1
(π) = Z1(π)/B1(π) is called the reduced 1-cohomology.
For every c ∈ Z1(π), the formula αg(ξ) = π(g)ξ + c(g) defines an affine isometric action
α : Gy H. Observe that α has a fixed point if and only if c ∈ B1(π). Similarly, α has almost
fixed points if and only if c ∈ B1(π). For every t > 0, under the natural identification Ht = H,
the affine isometric action αt : G y H is given by the formula αtg(ξ) = π(g)ξ + tc(g), i.e. the
cocycle c is simply scaled by t. If H = E ⊕ F , under the natural identification H/E = F ,
the projected action α/E : G y F is given by the formula (α/E)g(ξ) = π(g)ξ + PF c(g) for
all g ∈ G where PF : H → F is the orthogonal projection. Finally, the µ-harmonic norm of α
of Definition 2.4 corresponds to the norm of the harmonic part of c as in [EO18] (when µ is
cohomologically adapted).
Conversely, let α : Gy H be an affine isometric action on some affine Hilbert space H and let
π = α0 : G → O(H0) be its linear part. For every x, we can define a cocycle ∂x ∈ Z1(π) by
the formula ∂x(g) = gx− x. Observe that if y ∈ H is another point, then ∂x = ∂y + ∂ξ where
ξ = x−y ∈ H0. In particular, the cohomology class [∂x] does not depend on the choice of x but
only on α. If we choose x to be the origin of H and thus identify H with H0, then α is identified
with the affine isometric action asssociated to ∂x in the previous paragraph. Therefore, we have
a complete correspondance between affine isometric actions and the 1-cohomology of orthogonal
representations.
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2.6. Evanescent affine isometric actions. A systematic study of irreducible affine isometric
actions can be found in [BPV16]. Here we introduce another notion which is somehow the
complete opposite.
Definition 2.6. Let α : G y H be an affine isometric action. The support of α is the linear
subspace of H0 defined by
supp(α) =
⋂
K∈E
K0
where E is the set of all α-invariant affine subspaces of H. If supp(α) = H0, we say that α is
irreducible. If supp(α) = {0} we say that α is evanescent.
Remark 2.7. Let α : G y H be any affine isometric action. Then α can be decomposed
as a product of an irreducible action and an evanescent action. Indeed, let E = supp(α) and
F = E⊥. Then the projected action α/F : G y H/F is irreducible while α/E : G y H/E is
evanescent.
Proposition 2.8. Let α : G y H be an affine isometric action. Suppose that G is nilpotent
and α0 has no invariant vectors. Then α is evanescent.
Proof. By [BPV16, Corollary 4.21], such an action α cannot be irreducible. Since the same holds
for all of its nontrivial projected actions, we conclude by Remark 2.7 that α is evanescent. 
Proposition 2.9. Let α : Γy H be an affine isometric action of a discrete group Γ. Suppose
that Γ is amenable and α0 is contained in a multiple of the left regular representation. Then α
is evanescent.
Proof. By [BPV16, Theorem 4.31], such an action α cannot be irreducible. Since the same holds
for all of its nontrivial projected actions, we conclude by Remark 2.7 that α is evanescent. 
The following proposition gives a good picture of evanescent actions which was not obvious
from the definition. We are grateful to Stefaan Vaes for noticing a mistake in the proof in an
earlier version of the paper.
Proposition 2.10. Let α : Gy H be an affine isometric action. Then α is evanescent if and
only if there exists a decreasing sequence (Hn)n∈N of α-invariant affine subspaces of H such
that
⋂
nH0n = {0}.
Proof. The if direction is obvious. Let us prove the other one. Let E the set of all α-invariant
affine subspaces of H. We say that an orthogonal projection P ∈ B(H0) is reducing if there
exists K ∈ E such that P = P 0K where PK : H → H is the orthogonal projection onto K. We
just have to show that there exists a decreasing sequence of reducing projections Pn ∈ B(H0)
such that Pn converges strongly to 0. For this, we will use the idea of [BPV16, Proposition 3.6]
which shows that if an affine transformation T : H → H commutes with α then 1[0,ε](|T 0 − 1|)
is a reducing projection for all ε > 0.
For every finite set F ⊂ E and every ε > 0, define the reducing projection Q(F,ε) = 1[1−ε,1](T 0)
where T : H → H is the affine transformation given by
T =
1
|F |
∑
K∈F
PK.
Note that T commutes with α because each PK does (by definition of E). Now, take V ⊂ B(H0)
an open neighbourhood of 0 in the strong topology. Since supp(α) = {0}, there exists a finite
subset F ⊂ E such that P ∈ V where P is the orthogonal projection onto ⋂K∈F K0. Observe
that limε→0Q(F,ε) = P in the strong topology. In particular, we have Q(F,ε) ∈ V for ε > 0
small enough. Thus, we have shown that there exists reducing projections which are arbitrarily
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small in the strong topology. Now, we need to show that we can take them to be decreasing.
Let P,Q ∈ B(H0) be two reducing projections. Then PQP is the linear part of some affine
transformation which commutes with α. Therefore P ′ = 1[ 1
2
,1](PQP ) is again a reducing
projection which is below P . Moreover, if Q→ 0 strongly, then also P ′ → 0 strongly (because
P ′ ≤ 2PQP ). This shows that we can find arbitrarily small reducing projections below P .
By using this observation, we can construct inductively a decreasing sequence of reducing
projection Pn ∈ B(H0) such that ‖Pnξm‖ ≤ 2−n for all m ≤ n where (ξn)n∈N is some dense
sequence of vectors in H0, and we get the desired conclusion. 
Remark 2.11. The last part of the proof of Proposition 2.10 shows that if α is evanescent and
K ∈ E , then α|K is again evanescent. This also was not obvious from the definition.
Proposition 2.12. Let α : Gy H be an affine isometric action. Suppose that α is evanescent.
Then α has almost fixed points. If moreover α0 is mixing and α has no fixed point, then α is
proper.
Proof. By Proposition 2.10 there exists a sequence of α-invariant subspaces Hn ⊂ H such that
P 0n converges strongly to 0 where Pn is the orthogonal projection on Hn. Take x ∈ H and set
xn = Pn(x). Then for all g ∈ G, we have ‖gxn − xn‖ = ‖gPn(x) − Pn(x)‖ = ‖P 0n(gx − x)‖.
Since P 0n converges strongly to 0, we have limn ‖P 0n(gx−x)‖ = 0 uniformly on compact subsets
of G. Thus (xn)n∈N is a sequence of almost fixed points.
Now, suppose that α0 is mixing and α has no fixed points. For every n ∈ N, we have
‖gx− x‖2 = ‖g0(x− xn) + gxn − xn + xn − x‖2
= ‖g0(x− xn) + xn − x‖2 + ‖gxn − xn‖2
≥ ‖g0(x− xn) + xn − x‖2
= 2‖x− xn‖2 + 2〈g0(x− xn), x− xn〉.
Since α0 is mixing, this implies that lim infg→∞ ‖gx − x‖2 ≥ 2‖x − xn‖2 for every n ∈ N.
Since (xn)n∈N is a sequence of almost fixed points and α has no fixed point, we must have
limn ‖x− xn‖ = +∞. We conclude that limg→∞ ‖gx− x‖ = +∞, i.e. α is proper. 
The usual method to construct an affine isometric action without fixed point from a repre-
sentation with almost invariant vectors (see for instance [BHV08, Proposition 2.4.5]) actually
produces evanescent affine isometric actions.
Proposition 2.13. Let G be a locally compact group and π be an orthogonal representation of
G which has almost invariant vectors but no invariant vector. Then there exists an evanescent
affine isometric action α : Gy H with no fixed point such that α0 is contained in a multiple of
π. Moreover, for any proper function f : G→ [1,+∞), we can choose α so that ‖αg(x)−x‖ ≤
f(g) for all g ∈ G and some x ∈ H.
Proof. Choose inductively a sequence of unit vectors (ξn)n∈N in Hπ such that
‖gξn − ξn‖2 ≤ 2−n
for all g ∈ G such that f(g)2 ≤ n. Now let F (n) = 1√
n
ξn. Observe that for all g such that
f(g)2 ≤ m, we have∑
n
‖π(g)F (n) − F (n)‖2 ≤
∑
n<m
‖π(g)F (n) − F (n)‖2 +
∑
n≥m
1
n
2−n < +∞.
This shows that c(g) = (π(g)F (n) − F (n))n∈N ∈ H := ℓ2(N,Hπ) for all g ∈ G. It also shows
that the map c : G→H is continuous. Thus c is a 1-cocycle for the orthogonal representation
π⊕N on H. Let α : G y H be the affine isometric action associated to this cocycle c, i.e.
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αg(ξ) = π
⊕N(g)ξ + c(g) for all ξ ∈ H. We show first that α is evanescent. Indeed, for all
m ∈ N, let
Km = {(ηn)n∈N ∈ H | ∀n ≤ m, ηn = −F (n)}.
Then Km is an α-invariant subspace of H and clearly, we have
⋂
m∈NK0m = {0}. Moreover,
since ∑
n∈N
‖F (n)‖2 =
∑
n∈N
1
n
= +∞,
we also have
⋂
m∈NKm = ∅ by Proposition 2.1. Suppose that α had a fixed point x ∈ H.
Then the projection xm of x on Km is also a fixed point for all m ∈ N. Since π, hence also α0,
has no invariant vectors, this forces x = xm for all m ∈ N. Thus x ∈
⋂
mKm = ∅ which is a
contradiction. We conclude that α has no fixed point.
Finally, for every g ∈ G, by taking m to be the smallest integer such that f(g)2 ≤ m, we have
‖c(g)‖2 ≤
∑
n<m
‖π(g)F (n) − F (n)‖2 +
∑
n≥m
1
m
2−n
≤
∑
n<m
2
n
+
∑
n≥m
1
n
2−n
≤ 2m+ 2
≤ 2f(g)2 + 4
≤ 6f(g)2
Thus, up to replacing c by 13c, we get ‖c(g)‖ ≤ f(g) for all g ∈ G. 
3. The Poincare´ exponent
In the study of discrete isometry groups Γ < Isom(X) where X is a metric space (usually a
hyperbolic space, or a tree as in Section 8), the Poincare´ exponent of Γ is an important invariant
which measures the “size” of Γ. It plays a central role in the Patterson-Sullivan theory (see
Section 8). This exponent δ(Γ) ∈ [0,+∞] is defined as the infinimum of all s > 0 such that∑
g∈Γ
e−sd(gx,y) < +∞
where x, y is any given pair of points of X. This series is called the Poincare´ series of Γ and
δ(Γ) is its exponent of convergence.
We will now define an analog of the Poincare´ exponent for affine isometric actions on Hilbert
spaces. We will later use it to determine when a Gaussian action is recurrent or dissipative.
Note that in the discrete case, this Poincare´ exponent already appears implicitely in [VW18,
Proposition 4.1].
Definition 3.1. Let α : Gy H be an affine isometric action. The (quadratic) Poincare´ expo-
nent δ(α) ∈ [0,+∞] of this action is the exponent of convergence of the (quadratic) Poincare´
integral
Ps(x, y,m) =
∫
G
e−s‖gx−y‖
2
dm(g), s > 0
where x, y is any pair of points of H and m is any (left or right) Haar measure on G.
Proposition 3.2. The Poincare´ exponent δ(α) does not depend on the choice of the Haar
measure m and the points x, y ∈ H.
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Proof. First, we show that δ does not depend on the choice of y. Take ξ ∈ H0. Fix s > 0. We
have
Ps(x, y + ξ,m) =
∫
G
e−s‖gx−y−ξ‖
2
dm(g).
For any t > s, there exists a constant C > 0 such that
∀g ∈ G, s‖gx− y − ξ‖2 ≤ t‖gx− y‖2 + C.
Therefore, if Ps(x, y + ξ,m) converges then Pt(x, y,m) also converges. Thus δ(α) does not
depend on the choice of y. Now, observe that Ps(x, y,m) = Ps(y, x,m
♯) where m♯ is the Haar
measure defined by dm♯(g) = dm(g−1). This easily implies that δ(α) does not depend on the
choice of x and of m (if m is a right Haar measure then m♯ is a left Haar measure). 
Remark 3.3. A priori the convergence or divergence of Ps(x, y,m) at s = δ(α) might depend
on the choice of x, y and m.
Lemma 3.4. Let (X,µ) a measure space (possibly infinite) and f : X → R+ a positive function.
Let M(t) = µ{x ∈ X | f(x) ≤ t}. Then we have
inf{s > 0 |
∫
X
e−sf dµ < +∞} = lim
t→∞
1
t
logM(t).
In particular, for any affine isometric action α : Gy H, we have
δ(α) = lim
t→∞
1
t
logm({g ∈ G | ‖gx− y‖2 ≤ t})
where x, y is any pair of points in H and m is any Haar measure (left or right) on G.
Proposition 3.5. Let α : G y H be an affine isometric action and Λ ⊂ G any countable
subset of G. Take x, y ∈ H and let d be the exponent of convergence of the series∑
g∈Λ
e−s‖gx−y‖
2
.
Then d ≤ δ(α) if Λ is uniformly discrete and d ≥ δ(α) if Λ is cocompact.
Proof. Take x, y ∈ H and m a left Haar measure. Suppose that Λ is uniformly discrete. Then
we can find a compact neighborhood of the identity K in G such that the sets (gK)g∈Λ are
pairwise disjoint. We have∫
G
e−s‖gx−y‖
2
dm(g) ≥
∑
g∈Λ
∫
K
e−s‖ghx−y‖
2
dm(h).
Take t > s. Since suph∈K ‖hx − x‖ < +∞, there exists a constant C > 0 such that for all
g ∈ G and all h ∈ K, we have
s‖ghx− y‖2 ≤ t‖gx− y‖2 + C.
This shows that if ∫
G
e−s‖gx−y‖
2
dm(g) < +∞
then ∑
g∈Λ
e−t‖gx−y‖
2
m(K)e−C < +∞.
Since t > s is arbitrary, we conclude that d ≤ δ(α).
Suppose that Λ is cocompact. Take a compact set K ⊂ G such that ⋃g∈Λ gK = G. Then we
have ∫
G
e−s‖gx−y‖
2
dm(g) ≤
∑
g∈Λ
∫
K
e−s‖ghx−y‖
2
dm(h).
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Take t < s. Then there exists a constant C > 0 such that for all g ∈ G and all h ∈ K, we have
s‖ghx− y‖2 ≥ t‖gx− y‖2 − C.
This shows that if ∫
G
e−s‖gx−y‖
2
dm(g) = +∞
then ∑
g∈Λ
e−t‖gx−y‖
2
m(K)eC = +∞.
Since t < s is arbitrary, we conclude that d ≥ δ(α). 
Proposition 3.6. Let α : Gy H be an affine isometric action and G0 ⊂ G a closed subgroup.
Then δ(α|G0) ≤ δ(α) and equality holds if G0 is cocompact in G.
Proof. Take Λ ⊂ G0 a uniformly discrete cocompact subset. Then Λ is uniformly discrete in G
and if G0 is cocompact then Λ is also cocompact in G. We conclude by Proposition 3.5. 
Proposition 3.7. Let α : G y H be an affine isometric action. If δ(α) < +∞ then α is
proper.
Proof. Take Λ ⊂ G a uniformly discrete cocompact subset. Then by Proposition 3.5, there
exists s > 0 such that
∑
g∈Λ e
−s‖gx−x‖2 < +∞ for some x ∈ H. In particular, limg→∞,g∈Λ ‖gx−
x‖ = +∞. Since Λ is cocompact in G, this easily implies that α is proper. 
The following fact has already been observed in the proof of [CTV08, Theorem 4.1] (see also
the proof of Lemma 5.2 in [VW18]). Later we will see a more quantitative statement which
gives a lower bound on δ(α) in terms of the spectral radius of G (Corollary 6.10). See also
Corollary 6.4.
Proposition 3.8. Let α : G y H be an affine isometric action of a nonamenable group G.
Then δ(α) > 0.
4. The Gaussian functor
Let H be an affine Hilbert space. Let A(H) denote the linear space of all continuous affine
maps from H to R. Suppose first that H is finite dimensional and for every x ∈ H, let µx be the
standard Gaussian probability measure on H centered at x. Then every f ∈ A(H) has a normal
distribution N (f(x), ‖f‖2) with respect to the probability measure µx where ‖f‖ := ‖f0‖ is the
norm of the linear part of f . The Gaussian functor generalizes this to the infinite dimensional
case and we will now explain this construction.
Let us first assume that we have a linear Hilbert space H, i.e. that we have a specified origin
0 ∈ H. The Gaussian functor associates to H a probability space (X,µ) together with a linear
map ξ 7→ ξ̂ from H to L0(X,µ,R) such that:
• For every ξ ∈ H, the random variable ξ̂ has a normal distribution N (0, ‖ξ‖2) with
respect to µ.
• The random variables (ξ̂)ξ∈H generate the σ-algebra of X.
There are many ways to construct this probablity space (X,µ) and the random process (ξ̂)ξ∈H .
Details can for example be found in [Bo14]. However, the two properties above uniquely
characterize the Gaussian functor and this is all what one needs to work with it.
Now suppose that H is an affine Hilbert space. If we want to apply the previous construction,
we need to chose an arbitrary point x0 ∈ H in order to identifyH with the tangent linear Hilbert
space H0. However, we are only interested in the properties of the Gaussian functor which do
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not depend on the choice of x0. Let (X,µ) be the Gaussian probability space associated to H0
together with the linear map ξ 7→ ξ̂ from H0 to L0(X,µ,R). For every x ∈ H, define a new
probability measure µx = e
− 1
2
‖ξ‖2+ξ̂µ where ξ = x− x0. One thinks of µx0 = µ as a Gaussian
probability measure centered at x0 while the new measures µx are centered at different points
x ∈ H. We thus obtain a family of equivalent probability measures (µx)x∈H on X. Define a
linear map f 7→ f̂ from A(H) into L0(X,µ,R) by letting f̂ := ξ̂ + f(x0)1 where 〈·, ξ〉 is the
linear part of f . It is straightforward to check that f̂ has a normal distribution N (f(x), ‖f‖2)
with respect to µx for all x ∈ H. We conclude from this discussion that there exists a Gaussian
density (µx)x∈H in the sense of the following definition.
Definition 4.1. Let H be an affine Hilbert space. Let (µx)x∈H be a family of equivalent
probability measures on a standard borel space X. We say that (X, (µx)x∈H) is a Gaussian
density if there exists a linear map f 7→ f̂ from A(H) to L0(X,R) such that
(i) For all x ∈ H and all f ∈ A(H), the random variable f̂ has a normal distribution
N (f(x), ‖f‖2) with respect to µx.
(ii) The random variables {f̂ | f ∈ A(H)} generate the σ-algebra of X.
Remark 4.2. Here, we implicitely use the measure class of (µx)x∈H in order to define L0(X,R).
Note that we only require the existence of the map f 7→ f̂ . Indeed, if such a map exists then
it is unique by the following proposition.
Proposition 4.3. Let H be an affine Hilbert space. Let (X, (µx)x∈H) be a Gaussian density.
Then there exists a unique linear map A(H) ∋ f 7→ f̂ ∈ L0(X,R) as in Definition 4.1.
Moreover, for all x, y ∈ H, we have
dµx
dµy
= e−b̂(x,y)
where b(x, y) ∈ A(H) is defined by
b(x, y) : z 7→ 1
2
(‖z − x‖2 − ‖z − y‖2) = 〈z − x+ y
2
, y − x〉.
Proof. We just have to prove the Radon-Nikodym formula. Indeed, the uniqueness of f 7→ f̂
follows from it since any non-constant affine function f ∈ A(H) can be realized as f = b(x, y)
for some x, y ∈ H.
So let f 7→ f̂ be any linear map as in Definition 4.1. Define A ⊂ L0(X,C) to be the linear
span of {eif̂ | f ∈ A(H)}. Then A is a subalgebra of L∞(X,C) which is dense in the measure
topology thanks to Definition 4.1.(ii). By Definition 4.1.(i), we can check for all f ∈ A(H) the
following equalities ∫
X
e−b̂(x,y)ef̂ dµy = exp
(
1
2
‖f‖2 + f(x)
)
=
∫
X
ef̂ dµx
which imply by analyticity (see [BHV08, Lemma A.7.8]) that∫
X
e−b̂(x,y)eif̂ dµy = exp
(
−1
2
‖f‖2 + if(x)
)
=
∫
X
eif̂ dµx
and the Radon-Nikodym formula follows. 
Remark 4.4. Notice the analogy between the Radon-Nikodym formula of Proposition 4.3 and
the definition of conformal densities in Patterson-Sullivan theory (Definition 8.13).
We now observe that there exists only one Gaussian density up to unique isomorphism.
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Proposition 4.5. Let H be an affine Hilbert space. If (X, (µx)x∈H) and (Y, (νx)x∈H) are two
Gaussian densities, then there exists a unique (up to null sets) borel map π : X → Y such that
π∗µx = νx for all x ∈ H.
Proof. Define a unital commutative ∗-algebra C[H] generated by unitaries u(f), f ∈ A(H)
subject to the following relations: u(f + g) = u(f)u(g) for all f, g ∈ A(H) and u(f) = eiλ1
if f(x) = λ for all x ∈ H. The map u(f) 7→ eif̂ defines a ∗-homomorphism θX : C[H] →
L∞(X,C) with dense range. Similarly, we have ∗-homomorphism θX : C[H]→ L∞(Y,C) with
dense range. For every x ∈ H, the probability measures µx and νx define the same state
µx ◦ θX = νx ◦ θY on C[H]. Therefore, there exists a unique continuous ∗-isomomorphism
θ : L∞(Y,C)→ L∞(X,C) such that θX = θ ◦ θY . By the correspondence between nonsingular
spaces and commutatives von Neumann algebras, we know that there exists a nonsingular map
π : X → Y such that π∗ = θ. The map π satisfies π∗µx = νx for all x ∈ H. Conversely, it
follows from the Radon-Nikodym formula of Proposition 4.3 that any such map π must satisfy
π∗ = θ so that π is unique up to null sets. 
From now on, for any affine Hilbert space H, we fix a Gaussian density that we denote by
(Ĥ, (µx)x∈H). The precise way in which it is constructed is irrelevant since it is uniquely
characterized up to unique isomorphism by the properties of Definition 4.1. Note that Ĥ has a
canonical measure class and we will always neglect null-sets with respect to that measure class.
We will use the notations and terminology on nonsingular spaces explained in the appendix.
If f ∈ A(H) is given by f(y) = 〈y − x, ξ〉 for some x ∈ H and ξ ∈ H0, we will use the notation
f̂(ω) = 〈ω − x, ξ〉 for ω ∈ Ĥ, where f 7→ f̂ is the linear map of Definition 4.1. Fix x ∈ H.
Then (Ĥ0, (µy−x)y∈H) is a H-Gaussian density and therefore there exists a unique nonsingular
isomorphism θ : Ĥ → Ĥ0 such that θ∗µy = µy−x for all y ∈ H. We will use the notation
θ(ω) = ω − x for ω ∈ Ĥ. We will use the letter ϕ to denote elements of Ĥ0. For the inverse
map of θ we will use the notation θ−1(ϕ) = x+ϕ for ϕ ∈ Ĥ0. Finally, we will use the notation
f̂(ϕ) = 〈ϕ, ξ〉 when f ∈ A(H0) is given by f(η) = 〈η, ξ〉. All these notations are intuitive and
compatible with each others. We record the following useful formulas.
Proposition 4.6. Let H be an affine Hilbert space. The following holds:
(i) For all x, y ∈ H and a.e. ω ∈ Ĥ,
dµy
dµx
(ω) = exp
(
〈ω − x+ y
2
, y − x〉
)
= exp
(
−1
2
‖y − x‖2 + 〈ω − x, y − x〉
)
.
(ii) For all f ∈ A(H) and all x ∈ H,∫
Ĥ
ezf̂(ω) dµx(ω) = exp
(
z2
2
‖f‖2 + zf(x)
)
.
(iii) For all x, y ∈ H,
〈µ1/2x , µ1/2y 〉 = exp
(
−1
8
‖y − x‖2
)
.
(iv) For all x, y ∈ H, we have
‖µ1/2x − µ1/2y ‖2 = 2− 2 exp
(
−1
8
‖y − x‖2
)
.
We deduce the following useful properties.
Proposition 4.7. Let H be an affine Hilbert space.
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(i) The linear span of {µx | x ∈ H} is dense in L1(Ĥ).
(ii) The map x 7→ µx is a uniformly continuous homeomorphism from H onto a closed subset
of L1(Ĥ).
(iii) On bounded subsets of H, the map x 7→ µx is continuous with respect to the weak topolo-
gies , i.e. if xn ∈ H is a bounded sequence such that 〈xn − x, ξ〉 → 0 for all ξ ∈ H0 and
some x ∈ H, then µxn(f)→ µx(f) for all f ∈ L∞(Ĥ).
Proof. (i) Take a ∈ L∞(Ĥ) such that µx(a) = 0 for all x ∈ H. Then µx(ef̂a) = 0 for all
f ∈ A(H). By analyticity, we get µx(eif̂a) = 0 for all f ∈ A(H). But {eif̂ | f ∈ A(H)} is a
dense subalgebra of L∞(Ĥ). Therefore, we must have a = 0. By the Hahn-Banach theorem,
we conclude that {µx | x ∈ H} is dense in L1(Ĥ).
(ii) This follows from Proposition 4.6 and the following inequalities:
‖µ1/2x − µ1/2y ‖2 ≤ ‖µx − µy‖ ≤ 2‖µ1/2x − µ1/2y ‖.
(iii) By the formula of Proposition 4.6.(ii), we have µxn(e
if̂ ) → µx(eif̂ ) for all f ∈ A(H). For
this, we only use the weak convergence of xn. Now, since xn is bounded, we have
µxn(|a− b|) = µx(e
̂b(x,xn)|a− b|)
≤ µx(e2 ̂b(x,xn))1/2µx(|a− b|2)1/2
= e3‖x−xn‖
2
µx(|a− b|2)1/2
≤ Cµx(|a− b|2)1/2
for some constant C > 0 which does not depend on n and for all a, b ∈ L∞(Ĥ). This implies that
we can use the density of {eif̂ | f ∈ A(H)} to conclude that the convergence µxn(a) → µx(a)
holds for all a ∈ L∞(Ĥ). 
4.1. Functorial properties. The uniqueness of (Ĥ, (µx)x∈H) allows us to derive all of its
functorial properties.
Isometries. First observe that if V : K → H is a surjective affine isometry, then (Ĥ, (µV x)x∈K)
is a K-Gaussian density. Therefore, by Proposition 4.5, there exists a unique nonsingular
isomorphism V̂ : K̂ → Ĥ such that V̂∗µx = µV x for all x ∈ K. In particular, we have a
canonical homomorphism
Isom(H) ∋ g 7→ ĝ ∈ Aut(Ĥ).
Of course, this homomorphism is continuous.
Proposition 4.8. Let H be an affine Hilbert space. Then the homomorphism
Isom(H) ∋ g 7→ ĝ ∈ Aut(Ĥ)
is continuous and its range is closed.
Proof. It follows from Proposition 4.7, that for every x, the map g 7→ ĝ∗µx = µgx is continuous
and since the linear span of {µx | x ∈ H} is dense in L1(Ĥ), we deduce that g 7→ ĝ is continuous.
Conversely, if limn ĝn = id then limn µgnx = limn ĝn∗µx = µx, which means that limn gnx = x
for all x ∈ H. This shows that g 7→ ĝ is a homeomorphism on its range. 
It follows from Proposition 4.8 that every affine isometric action α : Gy H of a locally compact
group G gives rise to a nonsingular action α̂ : G y H that we call the nonsingular Gaussian
action associated to α.
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Proposition 4.9. Let H be an affine Hilbert space and let g ∈ Isom(H) with g 6= id. Then
ĝ ∈ Aut(Ĥ) is essentially free.
Proof. Let A = {ω ∈ Ĥ | ĝ(ω) = ω}. Then for any x ∈ H, we have dµgxdµx (ω) = 1 for all ω ∈ A.
If A has positive measure, this forces gx = x by Proposition 4.6. Since this holds for every
x ∈ H, we conclude that g = id. 
Remark 4.10. Proposition 4.9 shows in particular that for every faithful affine isometric action
α : Γy H of a discrete group Γ, the Gaussian action α̂ is essentially free. This, however, does
not generalize to arbitrary locally compact groups even for pmp Gaussian actions. Indeed,
a very easy counter-example is given by the action of O(3) on R3 which is faithful but not
essentially free (every point has a nontrivial stabilizer isomorphic to O(2)). However, in the
proof [AEG94, Proposition 1.2], it is shown that if π is a faithful orthogonal representation of
a locally compact group G, then the pmp Gaussian action associated to the infinite direct sum
π⊕N is essentially free. We thank Cyril Houdayer and Stefaan Vaes for pointing this out.
Remark 4.11. The fact that translations act in a nonsingular way on the Gaussian probability
space associated to a Hilbert space H was already known to many specialists under various
forms. For example, in the context of probability theory, it is known as the Cameron–Martin
theorem. The Koopman representation of Isom(H) on L2(Ĥ) can also be identified with the
well-known Weyl representation of Isom(H) on the Fock space (see [HP84] for example). But
surprisingly, the functor that associates to every affine isometric action a nonsingular Gaussian
action, which is the central object of this paper, has not been studied before.
Products. IfH = K×K′ is a product of two affine spaces, then it is easy to see that (K̂⊗K̂′, (µx⊗
µx′)(x,x′)∈H) is a Gaussian density. Therefore, there exists a unique nonsingular isomorphism
θ : Ĥ → K̂ ⊗ K̂′ such that θ∗µ(x,x′) = µx ⊗ µx′ for all (x, x′) ∈ H. We will often omit the map
θ and simply identify Ĥ with K̂ ⊗ K̂′ and µ(x,x′) with µx ⊗ µx′ . We will also view L∞(K̂) as a
subalgebra of L∞(Ĥ).
Remark 4.12. From what preceeds and Proposition 2.5, we deduce the following relations
between the one-parameter family of Gaussian actions of a given affine isometric action α :
G y H. Write t = cos θ and s = sin θ for some θ ∈]0, π2 [ and let Rθ : H × H0 → Ht × Hs
be the isometry defined in Proposition 2.5. Then it induces a nonsingular isomorphism R̂θ :
Ĥ ⊗ Ĥ0 → Ĥt ⊗ Ĥs which is G-equivariant with respect to the diagonal actions α̂ ⊗ α̂0 and
α̂t ⊗ α̂s. More generally, we have α̂r ⊗ α̂0 ∼= α̂t ⊗ α̂s whenever r2 = t2 + s2.
Subspaces. LetH be a affine Hilbert space and K a nonempty affine subspace. Let E = (K0)⊥ ⊂
H0. Then H = E×K. Therefore, we have an identification Ĥ = Ê⊗K̂ and we can view L∞(K̂)
as a subalgebra of L∞(Ĥ).
But we can do more at the level of the modular bundles (see the appendix). Indeed, since E
is a linear Hilbert space, we have a canonical probability measure µ0 on Ê. This implies that
we have a canonical identification Mod(Ĥ) = Ê ⊗Mod(K̂) via the partial trivialization map
κµ0 explained in the appendix. In particular, we can view L
∞(Mod(K̂)) as a subalgebra of
L∞(Mod(Ĥ)).
Note that if L is another affine subspace of H such that L0 = K0 (L and K are parallel),
then we have L∞(L̂) = L∞(K̂) as subalgebras of L∞(Ĥ). However, it is important to see
that L∞(Mod(K̂)) 6= L∞(Mod(L̂)) as subalgebras of L∞(Mod(Ĥ)). This means that L∞(K̂)
depends only on the tangent space K0 while L∞(Mod(K̂)) really depends on the affine subspace
K itself.
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In the next two proposition, we describe how all these subalgebras interact with each others
and with the action of Isom(H).
Proposition 4.13. Let H be an affine Hilbert space.
(i) Let K ⊂ H be a closed subspace and let GK = {g ∈ Isom(H) | gx = x for all x ∈ K}. If
K has infinite codimension, then
L∞(Mod(Ĥ))GK = L∞(Mod(K̂)).
(ii) Let E ⊂ H0 be a closed subspace. Let HE = {g ∈ Isom(H) | gx− x ∈ E⊥ for all x ∈ H}.
If E has infinite codimension, then
L∞(Mod(Ĥ))HE = L∞(L̂)
where L = H/E⊥.
(iii) Let E ⊂ H0 be a closed subspace and let TE = {jξ | ξ ∈ E} be the associated translation
group. If E has infinite dimension, then
L∞(Mod(Ĥ))TE = L∞(L̂)
where L = H/E.
Proof. (i) Let E = (K0)⊥. Then we can write Mod(Ĥ) = Ê⊗Mod(K̂) and the action of GK on
Mod(Ĥ) can be identified with the action of O(E) acting only on the first coordinate. Since
E has infinite dimension, it is well-known (and easy to check) that the probability measure
preserving action O(E)y (Ê, µ0) is weakly mixing, hence ergodic. The conclusion follows.
(ii) Take f ∈ L∞(Mod(Ĥ))HE . Let K ⊂ H be any subspace such that K0 = E. Then GK ⊂ HE.
Thus f ∈ L∞(Mod(K̂)) by (i). Take x ∈ K and a nonzero ξ ∈ E⊥ and let F = K + ξ and
y = x+ ξ. Then we also have f ∈ L∞(Mod(F̂)). Trivializing Mod(Ĥ) with repsect to µx and
µy, we get that
f ◦ π−1µx ∈ L∞(K̂ ⊗R∗+) = L∞(L̂ ⊗R∗+)
and
f ◦ π−1µy ∈ L∞(F̂ ⊗R∗+) = L∞(L̂ ⊗R∗+).
But it is easily seen, by using the formula for
dµy
dµx
, that θ = πµx ◦ π−1µy ∈ Aut(Ĥ ⊗R∗+) satisfies
θ(L∞(L̂ ⊗R∗+)) ∩ L∞(L̂ ⊗R∗+) = L∞(L̂).
We conclude that f ◦ π−1µx ∈ L∞(L̂) hence f ∈ L∞(L̂). 
Proposition 4.14. Let H be an affine Hilbert space and (Hi)i∈I a family of affine subspaces.
Define
K =
⋂
i∈I
Hi, E =
⋂
i∈I
H0i and L = H/E⊥.
(i) If K 6= ∅, then E = K0 and we have
L∞(L̂) = L∞(K̂) =
⋂
i∈I
L∞(Ĥi).
L∞(Mod(K̂)) =
⋂
i∈I
L∞(Mod(Ĥi)).
(ii) If K = ∅, then we have
L∞(L̂) =
⋂
i∈I
L∞(Ĥi) =
⋂
i∈I
L∞(Mod(Ĥi)).
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Proof. Up to embedding H into a larger affine Hilbert space, we may assume that F =⋂
i∈I(H0i )⊥ has infinite dimension. In particular, E has infinite codimension. Let G be the
closed subgroup of Isom(H) generated by ⋃iGHi . We claim that G = GK if K 6= ∅ and
G = HE⊥ if K = ∅. Indeed, it is enough to show this when I = {1, 2} or when (Hi)i∈I is a
decreasing net. The first case is given by Proposition 2.2 and the second case by Proposition
2.3. Now, every element of
⋂
i∈I L
∞(Mod(Ĥi)) is fixed by Gi for all i ∈ I, hence by G. Thus,
the conclusion follows from Proposition 4.13. 
5. Dissipativity
Proposition 5.1. Let α : Gy H be an affine isometric action. There exists tdiss(α) ∈ [0,+∞]
such that the action α̂t is recurrent for all t < tdiss(α) and dissipative for all t > tdiss(α).
Proof. It is enough to show that if α̂ is not dissipative then α̂t is conservative for all t ∈]0, 1[.
Write t = cos θ and s = sin θ for some θ ∈]0, π2 [ and let Rθ : H×H0 →Ht×Hs be the isometry
defined in Proposition 2.5. Then it induces a nonsingular isomorphism R̂θ : Ĥ⊗Ĥ0 → Ĥt⊗Ĥs
which is G-equivariant with respect to the diagonal actions α̂ ⊗ α̂0 and α̂t ⊗ α̂s. Let D ⊂ Ĥ
be the dissipative part of α̂. Then D ⊗ Ĥ0 is the dissipative part of α̂ ⊗ α̂0. Let Dt ⊂ Ĥt be
the dissipative part of α̂t. Then Dt ⊗ Ĥs is contained in the dissipative part of α̂t ⊗ α̂s. Thus
Dt ⊗ Ĥs ⊂ R̂θ(D ⊗ Ĥ0). For every (ξ, η) ∈ H0 × H0, let j(ξ,η) denote the translation action.
We have Rθ ◦ j(0,ξ) = j(tξ,sξ) ◦Rθ. Therefore, since D ⊗ Ĥ0 is invariant by ĵ(0,ξ), we get
ĵtξ(Dt)⊗ Ĥs = ĵ(tξ,sξ)(Dt ⊗ Ĥs) ⊂ R̂θ(D ⊗ Ĥ0).
Since this holds for all ξ ∈ H0 and the translation action of H0 on Ĥt is ergodic (Proposition
4.13), we conclude that if Dt is nonzero, then necessarily D = Ĥ, i.e. if α̂t is not recurrent,
then α̂ is dissipative. 
Theorem 5.2. Let α : G y H be an affine isometric action. Fix any pair of points x, y ∈ H
and choose any Haar measure on G.
(i) For all t > 0, the action α̂t is dissipative (resp. conservative) if and only if the following
integral converges (resp. diverges) almost everywhere on Ĥ0∫
G
exp
(
−1
2
t2‖gx − y‖2 + t〈ϕ, gx − y〉
)
dg, ϕ ∈ Ĥ0.
(ii) We have √
2δ(α) ≤ tdiss(α) ≤ 2
√
2δ(α).
Proof. (i) This integral is precisely
d(µx ◦ T )
dµy
(ϕ+ y)
where T is the fibered Haar measure of α̂t.
(ii) We first prove the lower bound. Suppose that α̂t is dissipative. Then for almost every
ϕ ∈ Ĥ0, we have ∫
G
exp
(
−1
2
t2‖gx− y‖2 + t〈ϕ, gx − y〉
)
dg < +∞
and also ∫
G
exp
(
−1
2
t2‖gx− y‖2 + t〈−ϕ, gx− y〉
)
dg < +∞
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By summing this two series and using the fact that
e〈tϕ,gx−y〉 + e−t〈ϕ,gx−y〉 ≥ 2,
we get ∫
G
exp
(
−1
2
t2‖gx− y‖2
)
dg < +∞
which means that t2 ≥ 2δ(α).
For the upper bound, suppose that α̂t is recurrent. Then by Proposition A.33 we have∫
G
(
dµtgx
dµtx
)1/2
dg = +∞.
By Proposition 4.6 we have ∫
Ĥ
(
dµtgx
dµtx
)1/2
dµtx = e
− 1
8
t2‖gx−x‖2 .
We conclude that ∫
G
e−
1
8
t2‖gx−x‖2 dg = +∞,
which means that t2 ≤ 8δ(α).

Proposition 5.3. Let α : Gy H be an affine isometric action. Suppose that α is evanescent.
Then for every ergodic nonsingular action σ : G y X, the diagonal action α̂ ⊗ σ is either
dissipative or conservative.
Proof. Let K be a nonempty α-invariant subspace of H and wrtie H = E ×K where E = K⊥.
Let π = α0|E and β = α|K. Let A be the conservative part of α̂⊗ σ. Since α̂⊗ σ = π̂ ⊗ β̂ ⊗ σ
acting diagonally on Ê ⊗ K̂ ⊗X and since π̂ is measure preserving, we know that A does not
depend on the first coordinate, i.e. 1A ∈ L∞(K̂ ⊗ X). Since this holds for every nonempty
invariant subspace K and α is evanescent, we conclude by Proposition 4.14 that 1A ∈ L∞(X).
But σ is ergodic, hence 1A = 1 or 0. 
Let α : Γy H be a proper faithful affine isometric action of a discrete group Γ. Take x ∈ H.
Then Γx = {g ∈ Γ | gx = x} is a finite subgroup of Γ. Up to perturbing x, we may assume
that Γx = {1}. Then a natural way to obtain a fundamental domain of the action α is to use
the Dirichlet domain
D := {y ∈ Ĥ | ∀g ∈ Γ, ‖y − x‖ < ‖y − gx‖}.
Indeed, the sets (gD)g∈Γ are pairwise disjoint and thanks to the properness of the action, we
have
H =
⋃
g∈Γ
gD.
We use this idea to construct a fundamental domain of the dissipative part of the Gaussian
action α̂. However, the Dirichlet Domain may be a null-set at the Gaussian level. To give a
precise statement, we introduce the following notation
‖ω − x‖ ≤ ‖ω − y‖ ⇔ 〈w − x+ y
2
, y − x〉 ≤ 0
for all x, y ∈ H and ω ∈ Ĥ. Note that the quantity ‖ω − x‖ does not make sense on its own
but the notation ‖ω−x‖ ≤ ‖ω− y‖ is very intuitive in view of Proposition 4.3. It is equivalent
to dµxdµy (ω) ≥ 1. Note also that when x 6= y, we have
{ω ∈ Ĥ | ‖ω − x‖ ≤ ‖ω − y‖ and ‖ω − x‖ ≥ ‖ω − y‖} = 0
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because the distribution of dµxdµy is non-atomic.
Theorem 5.4. Let α : Γy H be a proper faithful affine isometric action of a discrete group Γ.
Take x ∈ H such that {g ∈ Γ | gx = x} = {1}. Then a fundamental domain of the dissipative
part of α̂ is given by the Gaussian Dirichlet domain
D̂ := {ω ∈ Ĥ | ∀g ∈ Γ, ‖ω − x‖ ≤ ‖ω − gx‖}.
The conservative part is given by
{ω ∈ Ĥ | ‖ω − gx‖ ≤ ‖ω − x‖ for infinitely many g ∈ Γ}.
Proof. Observe that for every g 6= h ∈ Γ, we have
ĝD̂ ∩ ĥD̂ ⊂ {ω ∈ Ĥ | ‖ω − gx‖ = ‖ω − hx‖} = 0
because gx 6= hx. This means that the sets (ĝD̂)g∈Γ are pairwise disjoint. Now define
A =
⋃
g∈Γ
ĝD̂.
Then A is contained in the dissipative part of α̂ and it only remains to show that A contains
the dissipative part of α̂. For every finite set F ⊂ Γ let
D̂F = {ω ∈ Ĥ | ∀g ∈ Γ \ F, ‖ω − x‖ ≤ ‖ω − gx‖}.
Note that for all g ∈ F , we have
ĝD̂ = D̂F ∩ {ω ∈ Ĥ | ∀h ∈ F \ {g}, ‖ω − gx‖ ≤ ‖ω − hx‖}.
But since F is finite, one can check algebraically that we have a partition
Ĥ =
⊔
g∈F
{ω ∈ Ĥ | ∀h ∈ F \ {g}, ‖ω − gx‖ ≤ ‖ω − hx‖}.
From this two facts, we conclude that
D̂F =
⊔
g∈F
ĝD̂.
This implies that
A =
⋃
F finite subset of Γ
D̂F .
Now, observe that for almost every ω ∈ Ĥ \A, we have
‖ω − x‖ ≥ ‖ω − gx‖ for infinitely many g ∈ Γ
or equivalently (Proposition 4.3)
dµgx
dµx
(ω) ≥ 1 for infinitely many g ∈ Γ
which implies that ∑
g∈Γ
dµgx
dµx
(ω) = +∞.
We conclude that Ĥ \ A is contained in the conservative part of α̂ as we wanted. 
Proposition 5.5. Let (λn)n∈N be a sequence of positive real numbers and let Γ be the subgroup
of ℓ2(N) generated by λnen, n ∈ N where (en)n∈N is the canonical orthonormal basis of ℓ2(N).
Consider the translation action α of Γ on H = ℓ2(N). Then for all t > 0, the action α̂t is
dissipative if and only if ∑
n∈N
1
λn
e−
1
8
t2λ2n < +∞
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and conservative if and only if ∑
n∈N
1
λn
e−
1
8
t2λ2n = +∞.
In particular, we have tdiss(α) = 2
√
2δ(α) and for t = tdiss(α), the action α̂
t can be dissipative
or conservative depending on the sequence (λn)n∈N.
Proof. It is easy to check that the Gaussian Dirichlet domain of α̂t centered at the origin is
given by {
ϕ ∈ Ĥ | ∀n ∈ N, 〈ϕ, en〉 ≤ 1
2
tλn
}
while the conservative part is given by
C =
{
ϕ ∈ Ĥ | 〈ϕ, en〉 ≥ 1
2
tλn for infinitely many n ∈ N
}
.
Since (〈·, en〉)n∈N is a family of independent random variables, the Borel-Cantelli lemma and its
converse shows that the event C has probability 0 or 1 according to the convergence/divergence
of the series ∑
n∈N
P
(
〈ϕ, en〉 ≥ 1
2
tλn
)
=
∑
n∈N
Q
(
1
2
tλn
)
where
Q(x) =
∫ +∞
x
1√
2π
e−
s2
2 ds, for x ≥ 0.
There is no exact formula for Q(x) but when x→∞, it is known that Q(x) ∼ 1xe−
x2
2 . 
Proposition 5.6. Let α : Gy H be an affine isometric action such that tdiss(α) < +∞. Then
the actions α̂t are pairwise non-conjugate for t ≤ tdiss(α).
Proof. Take t < s ≤ tdiss(α). Take r > 0 such that t2 + r2 < tdiss(α) but s2 + r2 > tdiss(α)2.
Then, by Remark 4.12, we have that α̂t ⊗ α̂r is recurrent while α̂s ⊗ α̂r is dissipative. In
particular, α̂t and α̂s are not conjugate. 
6. Koopman representation, invariant means and amenability
In this section, we investigate the “spectral” properties of Gaussian actions. We refer to A.5
for the various notions used in this section.
Proposition 6.1. Let α : G y H be an affine isometric action. Then either α̂t has an
invariant mean for all t > 0 or α̂t does not have an invariant mean for all t > 0.
Proof. By Remark 4.12, for all r, t, s > 0 such that r2 = t2+s2, we have that the action α̂r⊗ α̂0
is conjugate to α̂t ⊗ α̂s. By Proposition A.9, this means that α̂r has an invariant mean if and
only if both α̂t and α̂s have an invariant mean. The conclusion follows easily. 
Proposition 6.2. Let α : G y H be an affine isometric action. There exists tamen(α) ∈
[0,+∞] such that α̂t is amenable for all t > tamen(α) and nonamenable for all t < tamen(α).
Moreover, we always have tamen(α) ≤ tdiss(α).
Proof. It is enough to show that if α̂ is nonamenable, then α̂t is nonamenable for all t ∈]0, 1[.
This follows easily from Remark 4.12 and Proposition A.15. The second part follows from
Corollary A.30. 
Theorem 6.3. Let α : G y H be an affine isometric action and let α̂ : G y Ĥ be the
associated Gaussian action. Then the following holds:
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(i) α̂ admits an invariant probability measure (not necessarily faithful) if and only if α has
a fixed point.
(ii) α̂ is of zero-type if and only if α is proper.
(iii) If α has almost fixed points, then α̂ has almost vanishing entropy and in particular, α̂
has an invariant mean.
(iv) If α0 has stable spectral gap2 and α has no fixed point, then α̂ has no invariant mean.
Proof. (i) If α has a fixed point x ∈ H, then µx is an invariant probability measure for α̂.
Conversely suppose that α has no fixed point. Then there exists a sequence gn ∈ G such that
limn ‖gnx−x‖ = +∞ for any x ∈ H. Proposition 4.6 then shows that limn〈π(gn)µ1/2x , µ1/2x 〉 = 0.
We conclude by Proposition A.5.
(ii) This follows in a similar way from Proposition 4.6 and Proposition A.6.
(iii) This follows from Proposition 4.6 which gives the following formula for the relative entropy
H(µy | µx) = 1
2
‖y − x‖2 for all x, y ∈ H.
Then α̂ has an invariant mean by Proposition A.20.
(iv) Suppose that νn is a sequence of almost invariant probability measures for α̂. By using
Remark 4.12, identify Ĥ
√
2⊗ Ĥ0 with Ĥ⊗ Ĥ and α̂
√
2⊗ α̂0 with α̂⊗ α̂. Let µ be the canonical
Gaussian probability measure of Ĥ0 and let P be the orthogonal projection of L2(Ĥ
√
2 ⊗ Ĥ0)
onto L2(Ĥ
√
2)⊗Cµ1/2. Note that the net of vectors (ν1/2n ⊗ ν1/2m )n,m∈N in L2(Ĥ⊗ Ĥ) is almost
invariant for the Koopman representation, when n,m → ∞. Therefore, since α0 has stable
spectral gap, we must have
lim
n,m→∞ ‖ν
1/2
n ⊗ ν1/2m − P (ν1/2n ⊗ ν1/2m )‖ = 0
Since the range of P is invariant under the flip map of Ĥ ⊗ Ĥ, this implies that
lim
n,m→∞ ‖ν
1/2
n ⊗ ν1/2m − ν1/2m ⊗ ν1/2n ‖ = 0
which is equivalent to
lim
n,m→∞ ‖ν
1/2
n − ν1/2m ‖ = 0.
We conclude that (ν
1/2
n )n∈N is a Cauchy sequence which must therefore converge to an invariant
vector contradicting the assumption that α has no fixed point. 
The following fact follows easily from the properties of Gaussian actions but is not obvious from
the definition of the Poincare´ exponent. Note that the nonamenability assumption is necessary
since the group Z admits affine isometric actions with almost fixed points and a vanishing
Poincare´ exponent.
Corollary 6.4. Let α : Gy H be an affine isometric action. Suppose that G is nonamenable
and α has almost fixed points. Then δ(α) = +∞
Proof. Since α has almost fixed points, Theorem 6.3 shows that α̂t has an invariant mean for
all t. Since G is nonamenable, α̂t is nonamenable hence recurrent for all t. By Theorem 5.2,
we conclude that δ(α) = +∞. 
We deduce a new characterization of property (T) in terms of nonsingular actions.
Corollary 6.5. Let G be a locally compact group. The following are equivalent:
2Recall that an orthogonal representation pi : G → O(H) has stable spectral gap if the representation pi ⊗ ρ
has no almost invariant vectors for every representation ρ : G→ O(H).
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(i) G does not have property (T).
(ii) G admits a nonsingular action which has an invariant mean but no invariant probability
measure.
(iii) G admits a nonsingular action which has almost vanishing entropy but no invariant
probability measure.
We also obtain a similar characterization of the Haagerup property.
Corollary 6.6. Let G be a locally compact group. The following are equivalent:
(i) G has the Haagerup property.
(ii) G admits a nonsingular action of zero-type which has an invariant mean.
(iii) G admits a nonsingular action of zero-type with almost vanishing entropy.
We now relate the spectral radius of Gaussian actions to a quantity which can be computed
from the random walk on the group.
Theorem 6.7. Let α : Gy H be an affine isometric action. Let b(g) = gx−x for some x ∈ H.
Take any symmetric probability measure µ on G and define the function f : [0,+∞[→ [0, 1] by
f(s) = lim
n→∞E
(
e−s‖b(gn)‖
2
)1/n
where (gn)n∈N is the µ-random walk on G.
(i) For all t ≥ 0, we have
ρµ(α̂
t) ≥ f
(
t2
8
)
.
(ii) For all s ≥ 0, we have
f(s) ≥ ρµ(G) and f(s) ≥ e−s‖α‖2µ
(iii) The function f is continuous, decreasing and log(f) is convex.
Proof. (i) Let π(µ) =
∫
G π(g) dµ(g) where π : Gy L
2(Ĥt) is the Koopmann representation of
α̂t. Then by definiton ρµ(α̂
t) = ‖P‖. Take x ∈ H and let ξ = µ1/2tx ∈ L2(Ĥt). We have
‖π(µ)‖ ≥ lim
n
‖π(µ)nξ‖1/n
= lim
n
〈π(µ)nξ, ξ〉1/n
= lim
n
(∫
G
〈µ1/2tgx , µ1/2tx 〉 dµ∗n(g)
)1/n
= lim
n
(∫
G
exp
(
− t
2
8
‖gx− x‖2
)
dµ∗n(g)
)1/n
= f
(
t2
8
)
(ii) For the first inequality, take a compact neighborhood of the identity U ⊂ G such that
e−s‖b(g)‖2 ≥ 12 for all g ∈ U (this is possible because limg→1 ‖b(g)‖ = 0). Then we have
f(s) ≥ limn→∞ µ∗n(U)1/n(1/2)1/n = ρµ(G). The second inequality can be deduced from [EO18,
Lemma 2.2] and the concavity of λ 7→ λ1/n.
(iii) The function f is obviously decreasing. For s ≥ 1, the convexity of λ 7→ λs shows that
f(st) ≥ f(t)s, hence by letting s → 1, we see that f is continuous. Next, Cauchy-Schwartz
inequality gives f( t+s2 ) ≤
√
f(t)f(s) for all s, t > 0 which implies that log(f) is convex since it
is continuous. 
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Remark 6.8. In an earlier version of this paper, it was claimed that ρµ(α̂
t) = f(t2/8) in item
(i) of Theorem 6.7. We are grateful to Stefaan Vaes for noticing a mistake in the proof. We do
not know whether this equality actually holds.
Here is a consequence of Theorem 6.7 and Proposition 6.3.
Corollary 6.9. Let π : G → O(H) be an orthogonal representation which has stable spectral
gap. Let b ∈ Z1(π) be a 1-cocycle which is not a coboundary. Then for any symmetric probability
measure µ on G which spans G, we have
lim
n→∞E
(
e−‖b(gn)‖
2
)1/n
< 1
where (gn)n∈N is the µ-random walk on G.
We also derive the following inequality relating the Poincare´ exponent to the spectral radius.
Under the normalization condition ‖α‖2µ = 1, this gives a universal lower bound for the Poincare´
exponent. Note that both Proposition 3.8 and Corollary 6.4 follow from this inequality.
Proposition 6.10. Let α : G y H be an affine isometric action. Let µ be a symmetric
probability measure on G. If tamen(α) < +∞ and ‖α‖2µ < +∞ then
−8 log ρµ(G) ≤ tamen(α)2‖α‖2µ.
In particular, if δ(α) < +∞, we have the following inequality:
− log ρµ(G) ≤ δ(α)‖α‖2µ .
Proof. Take t > tamen(α). Since α̂
t is amenable, we have ρµ(α̂
t) = ρµ(G) by Proposition A.16.
On the other hand, we know by Theorem 6.7 that
− log ρµ(α̂t) ≤ t
2
8
‖α‖2µ.
For the second part, we use the fact that tamen(α) ≤ tdiss(α) ≤ 2
√
2δ(α). 
Here is an example where the function f of Theorem 6.7 can be computed explicitely.
Theorem 6.11. Let (gn)n∈N be the canonical symmetric random walk on the free group Fd on
d ≥ 1 generators. Let |g| denote the word length of g ∈ Fd. Then for all s ≥ 0, we have
lim
n→∞E
(
e−s|gn|
)1/n
=

1
2d ((2d− 1)e−s + es) if s < 12 log(2d − 1)
√
2d−1
d if s ≥ 12 log(2d − 1).
Proof. For all n,m ∈ N, let pn,m = P(|gn| = m) and define a formal series
A(x, y) =
∑
n∈N
pn,mx
nym.
For a given s ≥ 0, we know by the Cauchy-Hadamard theorem that
lim
n→∞E
(
e−s|gn|
)1/n
= lim
n→∞
(∑
m
pn,me
−sm
)1/n
is precisely the inverse of the radius of convergence in x of the formal series
A(x, e−s) =
∑
n
(∑
m
pn,me
−sm
)
xn.
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We will determine this radius of convergence by computing explicitely A(x, y). First, let B(x) =
A(x, 0). Observe that pn+1,0 =
1
2dpn,1 for all n ≥ 0. This means that∑
n
pn,1x
ny = 2dy
∑
n
pn+1,0x
n = 2dxyC(x)
where B(x) = 1 + x2C(x). This yields
A(x, y) ≡ B(x) + 2dxyC(x) mod y2
hence also
A(x, y) ≡ B(x) + 2dxyC(x) mod (xy)2.
Next, observe that for all n ≥ 0 and m ≥ 0, we have
pn+1,m+1 =
2d− 1
2d
pn,m +
1
2d
pn,m+2.
This yields ∑
n,m
pn+1,m+1x
nym =
2d− 1
2d
∑
n,m
pn,mx
nym +
1
2d
∑
n,m
pn,m+2x
nym
hence
2dy
∑
n≥1,m≥1
pn,mx
nym = (2d − 1)xy2
∑
n,m
pn,mx
nym + x
∑
n≥0,m≥2
pn,mx
nym.
Since
A(x, y) ≡ B(x) + 2dxyC(x) mod (xy)2
we obtain
2dy(A(x, y) −B(x)) = (2d − 1)xy2A(x, y) + x(A(x, y)−B(x)− 2dxyC(x))
or equivalently
(2dy − (2d − 1)xy2 − x)A(x, y) = 2dyB(x)− xB(x)− 2dx2yC(x).
By definition, we have x2C(x) = B(x)− 1. Thus we get
(2dy − (2d− 1)xy2 − x)A(x, y) = 2dy − xB(x).
Finally, we obtain
A(x, y) =
2dy − xB(x)
2dy − ((2d − 1)y2 + 1)x.
Now, the formal series B(x) has been computed by Kesten [Kes59, Proof of Theorem 3]. He
found
B(x) =
√
d2 − (2d− 1)x2 − (d− 1)
1− x2
and its radius of convergence is d√
2d−1 . Thus if we fix y = e
−s ∈]0, 1[, the radius of convergence
of
A(x, y) =
2dy − xB(x)
2dy − ((2d− 1)y2 + 1)x
with respect to the variable x is given by
min
(
2dy
(2d− 1)y2 + 1 ,
d√
2d− 1
)
which is what we wanted. 
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7. Ergodicity and Krieger type
In this section we investigate the ergodicity and type of the Gaussian actions. We first observe
the following fact.
Proposition 7.1. Let α : Gy H be an affine isometric action. There exists terg(α) ∈ [0,+∞]
such that α̂t is ergodic for all 0 < t < terg(α) and not ergodic for all t > terg(α).
Proof. It is enough to show that if α̂ is ergodic, then α̂t is ergodic for all t ∈]0, 1[. Write t = cos θ
and s = sin θ for some θ ∈]0, π2 [ and let Rθ : H × H0 → Ht × Hs be the isometry defined in
Proposition 2.5. Then it induces a G-equivariant nonsingular isomorphism R̂θ : Ĥ ⊗ Ĥ0 →
Ĥt ⊗ Ĥs, hence a G-equivariant isomorphism ψ : L∞(Ĥt ⊗ Ĥs)→ L∞(Ĥ ⊗ Ĥ0) which satisfies
µ(x,ξ)(ψ(f)) = µRθ(x,ξ)(f)
for all f ∈ L∞(Ĥt ⊗ Ĥs) and all (x, ξ) ∈ H × H0. Now, suppose that f ∈ L∞(Ĥt) is an
α̂t-invariant function. Then ψ(f ⊗ 1) is α̂⊗ α̂0-invariant. Moreover, for all (x, ξ) ∈ H×H0, we
have
µ(x,ξ)(ψ(f ⊗ 1)) = µRθ(x,ξ)(f ⊗ 1) = µtx+sξ(f).
Let E : L∞(Ĥ⊗Ĥ0)→ L∞(Ĥ) be the canonical Gaussian conditional expectation characterized
by µx◦E = µ(x,0) for all x ∈ H. Since E isG-equivariant and α̂ is ergodic, then E(ψ(f⊗1)) = λ1
for some λ ∈ R. This implies that
µtx(f) = µ(x,0)(ψ(f ⊗ 1)) = µ(x,0)(E(ψ(f ⊗ 1))) = λ
for all x ∈ H. Thus f = λ1 thanks to Proposition 4.7. This shows that α̂t is ergodic. 
7.1. Ergodicity and type in the mixing case. We first study the ergodicity and type of
Gaussian actions under the assumption that the linear part of the affine isometric action is
mixing. The main tool we use is the following result of Schmidt and Walters.
Theorem 7.2. [SW81] Let G be a locally compact group. Let σ : G y X be a nonsingular
action and ρ : Gy (Y, µ) a probability measure preserving action. Suppose that σ is recurrent
and ρ is mixing. Then every σ ⊗ ρ-invariant function in L∞(X ⊗ Y ) is contained in L∞(X).
Remark 7.3. Note that the recurrence assumption is weaker then the proper ergodicity as-
sumption in [SW81] but it is enough and the proof is the same.
The following key lemma is a direct consequence of Theorem 7.2.
Lemma 7.4. Let α : G y H be an affine isometric action such that α̂0 is mixing. Suppose
that K ⊂ H is an α-invariant affine subspace. Then for any nonsingular action σ : G y X
such that α̂⊗ σ is recurrent, we have
L∞(Mod(Ĥ ⊗X))Mod(α̂⊗σ) ⊂ L∞(Mod(K̂ ⊗X))
and in particular
L∞(Ĥ ⊗X)α̂⊗σ ⊂ L∞(K̂ ⊗X).
Theorem 7.5. Let α : Gy H be an affine isometric action. Suppose that α is evanescent, α0
is mixing and α has no fixed point. Then for any ergodic nonsingular action σ : G y X, the
diagonal action α̂⊗ σ is either dissipative or ergodic of type III1.
Proof. We may take t = 1. By Proposition 5.3, we know that α̂ ⊗ σ is either dissipative or
conservative. Suppose that it is conservative. Take K a nonempty α-invariant subspace of H.
Lemma 7.4 shows that
L∞(Mod(Ĥ ⊗X))Mod(α̂⊗σ) ⊂ L∞(Mod(K̂ ⊗X)).
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Recall (see the appendix) that L∞(Mod(K̂⊗X)) is the fixed point subalgebra of L∞(Mod(K̂)⊗
Mod(X)) under the action of the diagonal flow λ 7→ θλ⊗θ−1λ . Therefore, since K is any invariant
subspace and α is evanescent, Proposition 4.14 allows us to conclude that
L∞(Mod(Ĥ)⊗X)Mod(α̂⊗σ) ⊂ L∞(Mod(X))θ = L∞(X).
By assumption, σ is ergodic, hence we have proved that Mod(α̂ ⊗ σ) is ergodic, i.e. α̂ ⊗ σ is
ergodic of type III1. 
Corollary 7.6. Let G be a locally compact but non-compact group with the Haagerup property.
Then there exists a free nonsingular action σ : Gy X such that:
(i) σ⊗n : Gy X⊗n is ergodic of type III1 for all n ≥ 1.
(ii) for every ergodic nonsingular action ρ : Gy Y , the diagonal action σ ⊗ ρ : Gy X ⊗ Y
is either dissipative or ergodic of type III1.
(iii) σ is of zero-type.
(iv) σ has almost vanishing entropy. In particular, σ has an invariant mean and it is nona-
menable if G is nonamenbale.
Proof. Since G is not compact, we can find a continuous proper function f : G→ [1,+∞) such
that
∀s > 0,
∫
G
e−sf(g) dg = +∞.
Since G has the Haagerup property, it has a mixing orthogonal representation which has almost
invariant vectors. By Proposition 2.13, we can thus find a faithful affine isometric action
α : G y H such that α is evanescent and has no fixed point and α0 is mixing. Moreover,
we can choose α such that ‖gx − x‖2 ≤ f(g) for all g ∈ G and some x ∈ H. Then we have
δ(α) = +∞. Therefore α̂t is conservative for all t > 0 by Theorem 5.2. By Proposition 2.12,
α is proper, hence α̂t is of zero-type. By Proposition 2.12, α has almost fixed points, hence α̂t
has almost vanishing entropy (Theorem 6.3). Finally, by Theorem 7.8, we have that α̂t ⊗ ρ is
either dissipative or ergodic of type III1. Finally, by Remark 4.10, up to replacing α by α⊕πN
for some faithful mixing orthogonal representation π of G, we can assume that α̂t is free for all
t. 
Lemma 7.7. Let w : H → {z ∈ C | |z| ≤ 1} be a continuous function such that w(a+b2 )2 =
w(a)w(b) for all a, b ∈ H. Then there exists a continuous affine function f : H → R and a
constant λ ∈ [0, 1] such that w(x) = λeif(x) for all x ∈ H.
Proof. If w(x) = 0 for some x ∈ H, then clearly w(x) = 0 for all x ∈ H and we are done. Now
suppose that w(x) 6= 0 for all x ∈ H. Since H is simply connected and exp : C → C× is a
covering map, then there exists a continuous function h : H → C, such that w(x) = eh(x) for
all x ∈ H. The assumption on w and the continuity of h imply that h(a+b2 ) = h(a)+h(b)2 for all
a, b ∈ H. This means that h : H → C is an affine map. But since |w(x)| ≤ 1 for all x ∈ H, the
real part of h must be negative, hence constant because it is affine. This is precisely what we
wanted. 
Theorem 7.8. Let α : Gy H be an affine isometric action such that α0 is mixing and α has
no fixed point. Then we have
(i) terg(α) ≥ tdiss(α) and α̂t is weakly mixing for all t < tdiss(α).
(ii) For all 0 < t < 1√
2
tdiss(α), the Krieger T -invariant of α̂
t is trivial. In particular, α̂t can
only be of type III0 or of type III1.
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Proof. (i) It is enough to show that α̂t is ergodic for all t ∈]0, 1[ under the assumption that α̂ is
conservative. Write t = cos θ and s = sin θ for some θ ∈]0, π2 [. Let Rθ : H×H0 →Ht×Hs be the
isometry defined in Proposition 2.5. Then it induces a G-equivariant nonsingular isomorphism
R̂θ : Ĥ ⊗ Ĥ0 → Ĥt ⊗ Ĥs
which induces a G-equivariant isomorphism
ψ : L∞(Ĥt ⊗ Ĥs)→ L∞(Ĥ ⊗ Ĥ0).
Pick f ∈ L∞(Ĥt) an α̂t-invariant function. By Theorem 7.2, we must have ψ(f ⊗ 1) ∈ L∞(Ĥ).
But f ⊗1 ∈ L∞(K̂) where K = Ht×{sy} ⊂ Ht×Hs for any point sy ∈ Hs. Since Rθ(H)∩K =
{(ty, sy)}, it follows from Proposition 4.14 that
ψ(L∞(K̂)) ∩ L∞(Ĥ) = C.
This implies that α̂t is ergodic.
(ii) We assume that α̂
√
2 is conservative and we only have to show that if the T -set of α̂ is
nontrivial then α has a fixed point. Suppose that r 6= 0 is in the T -set of α̂. Pick x ∈ H. Then we
can find a unitary u ∈ L∞(Ĥ) such that uµirx ∈ L∞(Mod(Ĥ)) is Mod(α̂)-invariant (here we view
µx as a 1-density hence as a function on Mod(α̂), see the appendix). Then v = (u⊗ u)µir(x,x) ∈
L∞(Mod(Ĥ ⊗ Ĥ)) is Mod(α̂⊗ α̂)-invariant. Using the isometry V : H
√
2 ×H0 →H×H given
by V (
√
2x,
√
2ξ) = (x+ ξ, x− ξ), we obtain a G-equivariant isomorphism
ψ : L∞(Ĥ ⊗ Ĥ)→ L∞(Ĥ
√
2 ⊗H0).
Then we know that
Mod(ψ)(v) = ψ(u⊗ u)µir
(
√
2x,0)
∈ L∞(Mod(Ĥ
√
2 ⊗ Ĥ0))
is Mod(α̂
√
2⊗ α̂0)-invariant. By Theorem 7.2, we must have ψ(u⊗ u) ∈ L∞(Mod(Ĥ
√
2)). This
means that µ(
√
2y,ξ)(ψ(u ⊗ u)) = µ(√2y,0)(ψ(u ⊗ u)) for all (
√
2y, ξ) ∈ H
√
2 × H0. This yields
µy+ξ(u)µy−ξ(u) = µy(u)2 for all (y, ξ) ∈ H × H0. By Lemma 7.7, we can find a constant
λ ∈ [0, 1] and a continuous affine map f : H → R such that µy(u) = λeif(y) for all y ∈ H. Since
µy(e
if̂ ) = e−‖f‖2eif(y) for all y ∈ H, we conclude that u = λe‖f‖2eif̂ , hence u = eif̂ because u is
a unitary. Now, by assumption, we have that uµirx is invariant by Mod(α̂). This easily yields
for all g ∈ G
exp (−irb(gx, x)) = exp(i(f − gf))
where b(gx, x) = 〈· − gx+x2 , gx − x〉 and gf = f ◦ g−1. Let f0 = 〈·, ξ〉 be the linear part of f .
Then we get r(gx − x) = ξ − g0ξ for all g ∈ G, which means that α fixes x+ r−1ξ. Thus, we
have shown that if α̂ has a nontrivial T -set, then α has a fixed point. 
7.2. Ergodicity and type in the weakly mixing case. We now investigate the ergodicity
and type of the Gaussian actions when the linear part of the affine isometric action is only
weakly mixing. Recall that an orthogonal representation π is weakly mixing if and only if it
does not admit any finite-dimensional subrepresentation. Recall also that π is weakly mixing
if and only if there exists a sequence gn ∈ G such that π(gn) converges weakly to 0, i.e.
〈π(gn)ξ, η〉 → 0 for all ξ, η ∈ H. By using this, it is easy to see that the pmp Gaussian action
π̂ is ergodic if and only if π is weakly mixing. This is no longer true int the nonsingular case
since, as we know, the Gaussian action can be dissipative. In the mixing case, we saw that this
is the only obstruction. But in the weakly mixing case, the situation is even more delicate as
demonstrated by the following example.
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Example 7.9. Let α : Zy H be an affine isometric action of Z such that the linear part of α
is mixing and δ(α) = 0. Take π : Γ → O(K) be any weakly mixing orthogonal representation
of a group Γ. Consider the product action β = α × π : Z× Γ→ H×K. Then the linear part
of β is weakly mixing, β̂t is recurrent for all t but β̂t is never ergodic for t > 0 because α̂t is
dissipative.
Intuitively, to avoid the situation of Example 7.9, one really needs to assume that the “weakly
mixing direction” is recurrent in some sense by adding a growth condition on the orbits. This
section is an attempt to make this idea more precise. But let us first start with a very simple
criterion.
Proposition 7.10. Let α : G y H be an affine isometric action without a fixed point and
suppose that there exists a closed subgroup L ⊂ G such that α|L has a fixed point and α0|L is
weakly mixing. Then α̂t is weakly mixing of stable type III1 for all t > 0.
Proof. We may assume that t = 1. For the first part, take ρ : Gy (Y, ν) a probability measure
preserving action. Since the pmp Gaussian action α̂|L is weakly mixing and preserves the
probability measure µx for some x ∈ H, we know that L∞(Mod(Ĥ)⊗Y )L ⊂ L∞(Mod({x})⊗Y ).
Take g ∈ G such that gx 6= x. Then α̂|gLg−1 is also weakly mixing and preserves µgx. We
conclude that
L∞(Mod(Ĥ)⊗ Y )G ⊂ L∞(Mod({̂x})⊗ Y ) ∩ L∞(Mod({̂gx})⊗ Y ) = C⊗ L∞(Y )
by Proposition 4.14. This shows that Mod(α̂) is weakly mixing. 
Definition 7.11. Let π : G → O(H) be an orthogonal representation. A countable subset
Λ ⊂ G is called mixing with respect to π if
∀ξ, η ∈ H, lim
g∈Λ, g→∞
〈π(g)ξ, η〉 = 0.
When π is the reduced Koopman representation of a probability measure preserving action
σ : Gy (X,µ), we will say that Λ ⊂ G is mixing with respect to σ.
Definition 7.12. Let σ : Gy X be a nonsingular action. A countable subset Λ ⊂ G is called
recurrent with respect to σ if for every subset A ⊂ X with A 6= 0 there exists infinitely many
g ∈ Λ such that gA ∩A 6= 0.
Here is the key criterion which generalizes Theorem 7.2.
Theorem 7.13. Let σ : G y X be a nonsingular action and ρ : G y (Y, µ) a probability
measure preserving action. Suppose that there exists a subset Λ ⊂ G such that Λ is recurrent
with respect to σ and mixing with respect to ρ. Then every σ⊗ρ-invariant function in L∞(X⊗Y )
is contained in L∞(X).
Proof. The proof is essentially the same as in [SW81]. Represent X as the nonsingular space
associated to a compact metrizable space Ω equipped with a borel probability measure m.
Let A ⊂ X ⊗ Y be a σ ⊗ ρ-invariant subset. Then we can represent A as a borel function
Ω ∋ x 7→ Ax ∈ P(Y ) where P(Y ) is the Polish space of all equivalence classes of measurable
subsets of Y equipped with the distance dµ(B,C) = µ(B△C). The G-invariance of A implies
that for every g ∈ G and m-almost every x ∈ Ω, we have Agx = g(Ax). Take ε > 0. By Lusin’s
theorem, we can find a continuous function F : Ω → P(Y ) and a closed subset C ⊂ Ω with
m(C) ≥ 1− ε such that Fx = Ax for all x ∈ C. We may further assume that Fgx = g(Fx) for
all x ∈ C and all g ∈ G such that gx ∈ C.
Now, for m-almost every x ∈ C, we have m(C ∩ V ) > 0 for every neighborhood V of x.
Therefore, by assumption, for m-almost every x ∈ C, we can find a sequence gn ∈ Λ and a
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sequence xn ∈ Ω such that both xn and gnxn converge to x and limn µ(gn(Fx)∩Fx) = µ(Fx)2.
But then, by the continuity of F and the G-invariance of dµ, we get
lim
n
gn(Fx) = lim
n
gn(Fxn) = limn
Fgnxn = Fx.
We conclude that µ(Fx) = µ(Fx)
2 for m-almost every x ∈ C. Since m(C) ≥ 1 − ε and ε > 0
is arbitrary, this shows that µ(Ax) = µ(Ax)
2 for m-almost every x ∈ Ω. This means precisely
that A = A0 ⊗ Y for some subset A0 ⊂ X or equivalently that 1A ∈ L∞(X) as we wanted. 
The following lemma is inspired by [BKV19, Proposition 4.3].
Lemma 7.14. Let σ : Gy X be a nonsingular action. Let Λ ⊂ G be a countable subset such
that ∑
g∈Λ
g∗µ
µ
= +∞
for some faithful probability measure µ on X. Then ΛΛ−1 is recurrent with respect to σ. This
condition is satisfied if there exists a sequence of finite subsets Fn ⊂ Λ such that
lim
n
1
|Fn|2
∑
g∈Fn
∫
X
µ
g∗µ
dµ = 0.
Proof. Suppose that ΛΛ−1 is not recurrent. Then there exists ∅ 6= A ⊂ X and a finite set
F ⊂ G such that for all g ∈ ΛΛ−1 \ F , we have gA ∩ A = ∅. This also means that for all
g, h ∈ Λ such that gh−1 /∈ F , we have g−1A ∩ h−1A = ∅. Now, let S ⊂ Λ be a maximal subset
such that SS−1 ∩ F = {1}. Then the sets (g−1A)g∈S are pairwise disjoint and the maximality
of S ensures that Λ ⊂ ⋃k∈F Sk. Thus, we have∑
g∈Λ
µ(g−1A) ≤
∑
k∈F
∑
g∈Sk
µ(g−1A) ≤
∑
k∈F
µ(X) = |F |µ(X).
This shows that the measure ν =
∑
g∈Λ g∗µ is not purely infinite, contradicting the assumption.
Finally, the convexity of the function t 7→ t−1 gives
1
|F |2
∑
g∈F
∫
X
µ
g∗µ
dµ ≥
∫
X
∑
g∈F
g∗µ
µ
−1 dµ ≥ ∫
X
∑
g∈Λ
g∗µ
µ
−1 dµ
for any finite subset F ⊂ Λ. 
The following lemma is inspired by [BKV19, Proposition 5.3].
Lemma 7.15. Let α : G y H be an affine isometric action. Suppose that for some subset
Λ ⊂ G, some s > 0 and some x ∈ H, we have∑
g∈Λ
e−s‖gx−x‖
2
= +∞
Then ΛΛ−1 is recurrent with respect to Mod(α̂t) ⊗ ρ for all t < √s and for every probability
measure preserving action ρ of G.
Proof. Take t <
√
s. Let πµ : Mod(Ĥt) → Ĥt ⊗R∗+ be the trivialization with respect to the
Gaussian measure µ = µtx. Then we have to show that ΛΛ
−1 is recurrent with respect to the
action σ = πµ ◦Mod(α̂t) ◦ π−1µ on Ĥt ⊗R∗+ given by
g · (ω, λ) = (gω, λg∗µ
µ
(ω)), (ω, λ) ∈ Ĥt ⊗R∗+.
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Take s0 < s such that t <
√
s0 and take a > 1 such that (a
2+a)t2 < 2s0. Let ν be the measure
on R∗+ with density dν(λ) = min(λ, λ−1)a dλ. Then by the invariance of µ⊗ dλ with respect
to σ, we have∫
Ĥt⊗R∗
+
µ⊗ ν
(σg)∗(µ⊗ ν) dµ dν =∫
Ĥt⊗R∗+
(
µ⊗ ν
µ⊗ dλ
)
σg
(
µ⊗ ν
µ⊗ dλ
)−1
dµ dν =
∫
Ĥt⊗R∗
+
(
1⊗ dν
dλ
)
σg
(
1⊗ dν
dλ
)−1
dµ dν =
∫
Ĥt⊗R∗
+
min(λ, λ−1)amin
(
λ
g∗µ
µ
(ω),
(
λ
g∗µ
µ
(ω)
)−1)−a
dµ(ω) dν(λ) ≤
ν(R∗+)
∫
Ĥt
(
g∗µ
µ
)−a
+
(
g∗µ
µ
)a
dµ.
Then one computes∫
Ĥt
(
g∗µ
µ
)±a
= exp
(
1
2
(a2 ∓ a)t2‖gx − x‖2
)
≤ exp (s0‖gx − x‖2) .
Now, since s0 < s, Lemma 3.4 shows that there exists a sequence rn > 0 with limn rn = +∞
and a sequence of finite subsets Fn ⊂ Λ such that limn |Fn|e−s0rn = +∞ and ‖gx − x‖2 ≤ rn
for all g ∈ Fn. This implies
1
|Fn|2
∑
g∈Fn
∫
Ĥt⊗R∗
+
µ⊗ ν
(σg)∗(µ⊗ ν) dµ dν ≤
2ν(R∗+)
|Fn| e
s0rn → 0
By Lemma 7.14 we conclude that ΛΛ−1 is recurrent with respect to Mod(σ) ⊗ ρ for any
probability measure preserving action ρ.

Lemma 7.16. Let π : G → O(H) be an orthogonal representation of a locally compact group
G which is weakly mixing. Then there exists an infinite subset Λ ⊂ G such that ΛΛ−1 is mixing
with respect to π.
Proof. Let d be a distance on the unit ball of B(H) which metrizes the weak operator topology.
Define inductively a sequence (gn)n∈N of elements of G as follows: take g0 to be any element
of G and then for each n ≥ 1, choose gn ∈ G such that
∀k < n, d(π(gkg−1n ), 0) + d(π(gng−1k ), 0) ≤ 2−n.
Now, let Λ = {gn | n ∈ N}. By construction, we have d(π(gng−1m ), 0) ≤ 2−max(n,m) for all
n,m ∈ N such that n 6= m. This implies that ΛΛ−1 is mixing. 
The main application of this section is the following theorem.
Theorem 7.17 (Theorem E). Let G be a locally compact group without property (T). Then
there exists a free nonsingular action σ : Gy X such that:
(i) σ⊗n : Gy X⊗n is weakly mixing of stable type III1 for all n ≥ 1.
(ii) σ has an invariant mean and almost vanishing entropy. In particular, σ is nonamenable
if G is nonamenbale.
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Proof. Since G does not have property (T), it admits a weakly mixing orthogonal representation
π which has almost invariant vectors but no invariant vectors. Let Λ ⊂ G be an infinite subset
such that ΛΛ−1 is mixing with respect to π. By Proposition 2.13, we can find a faithful affine
isometric action α : Gy H such that α is evanescent and has no fixed point and α0 contained
in a multiple of π. Moreover, we can choose α such that∑
g∈Λ
e−s‖gx−x‖
2
= +∞
for all s > 0 and some x ∈ H. Then ΛΛ−1 is mixing with respect to α0 and by Lemma 7.15, it
is recurrent with respect to Mod(α̂t)⊗ ρ for all t > 0 and every probability measure preserving
action ρ of G. Then, as in Lemma 7.4, Theorem 7.13 shows that for any α-invariant subspace
K, we have
L∞(Mod(Ĥ ⊗X))Mod(α̂⊗ρ) ⊂ L∞(Mod(K̂ ⊗X)).
Then we can conclude as in Theorem 7.5. 
7.3. Strong ergodicity. We now give a criterion for the strong ergodicity of Gaussian actions.
We recall the definition of strong ergodicity. Let σ : G y X be a nonsingular action. We say
that a bounded sequence (an)n∈N in L∞(X) is almost invariant with respect to σ, if the
sequence of functions g 7→ σg(an) − an converges to 0 in the measure topology, uniformly on
compact subsets of G. We say that σ is strongly ergodic if every almost invariant bounded
sequence (an)n is trivial, i.e. there exists a bounded sequence (λn)n in C such that an − λn1
converges to 0 in the measure topology.
Recall that an orthogonal representation π : G → O(H) has spectral gap if it has no almost
invariant vectors. We say that π has stable spectral gap if the representation π⊗ ρ has spectral
gap for every representation ρ : G→ O(H). Finally, we say that a pmp action ρ : G y (Y, ν)
has (stable) spectral gap if its reduced Koopman representation ρ : Gy L2(Y, ν)0 has (stable)
spectral gap.
Lemma 7.18. Let σ : G y X be an ergodic nonsingular action and ρ : G y (Y, ν) a pmp
action. Suppose that:
(i) ρ has stable spectral gap, hence there exists κ > 0 and a symmetric compact subset K ⊂ G
such that
‖ξ‖2 ≤ κ
∫
K
‖π(g)ξ − ξ‖2 dg for all ξ ∈ L2(X)⊗ L2(Y, ν)0
where π is the Koopman representation of σ ⊗ ρ.
(ii) We have
κ
∫
K
‖gµ1/2 − µ1/2‖2 dg < 1
for some faithful probability measure µ on X.
Then for any bounded almost invariant sequence (an)n in L
∞(X⊗Y ), we have limn an−E(an) =
0 in the measure topology, where E : L∞(X⊗Y )→ L∞(X) is the unique conditional expectation
such that µ ◦E = µ⊗ ν.
Proof. Let bn = an − E(an). We have to show that bn → 0. Observe that the sequence
(bn)n is again almost invariant as well as the sequence (E(|bn|2))n. Up to extracting a subse-
quence, we may assume that (E(|bn|2))n converges to some f ∈ L∞(X) in the weak∗-topology.
Then the function f is G-invariant and since σ is ergodic, f must be constant equal to
λ = limn µ(E(|bn|2)) = limn(µ⊗ ν)(|bn|2).
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Let η = (µ ⊗ ν)1/2 and ξn = bnη ∈ L2(X)⊗ L2(Y, ν)0. Then by item (i), we have
‖ξn‖2 ≤ κ
∫
K
‖π(g)ξn − ξn‖2 dg
≃ κ
∫
K
‖bn(π(g)η − η)‖2 dg
= κ
∫
K
‖|bn|2 (π(g)η − η)2 ‖ dg
= κ
∫
K
‖E(|bn|2) (π(g)η − η)2 ‖ dg
≃ κλ
∫
K
‖π(g)η − η‖2 dg
≃ κ‖ξn‖2
∫
K
‖π(g)µ1/2 − µ1/2‖2 dg.
We conclude by item (ii) that limn ‖ξn‖ = 0 as we wanted. 
Theorem 7.19. Let α : G y H be an affine isometric action such that α0 has stable spectral
gap. Suppose that terg(α) > 0. Then there exists t0 > 0 such that α̂
t is strongly ergodic for all
t < t0.
Proof. Take x ∈ H. Since ‖gµ1/2tx − µ1/2tx ‖2 = 2 − 2e−
t2
8
‖gx−x‖ converges to 0 uniformly on
compact subsets of G when t → 0, we can find s > 0 with s < terg(α) such that σ = α̂t and
ρ = α̂0 satisfy the assumption of Lemma 7.18 for all t < s.
Take r = 1√
2
t and identify as usual Ĥt ⊗ Ĥ0 with Ĥr ⊗ Ĥr and α̂t ⊗ α̂0 with α̂r ⊗ α̂r. Take
(an)n in L
∞(Ĥr) a bounded almost invariant sequence for α̂r. Then an ⊗ 1 ∈ L∞(Ĥr ⊗ Ĥr) is
also α̂r⊗ α̂r = α̂t⊗ α̂0-almost invariant. Therefore, by Lemma 7.18, we know that the sequence
an⊗1−E(an⊗1) converges to 0 in the measure topology, where E is the conditional expectation
from L∞(Ĥt ⊗ Ĥ0) onto L∞(Ĥt). But the isometry ξ 7→ −ξ of H0 induces a G-equivariant
isometry of Ht × H0 which flips the two copies of Hr and leaves Ht fixed. We conclude that
an ⊗ 1 − 1 ⊗ an converges to 0 in the measure topology and this easily implies that (an)n is
trivial. 
Corollary 7.20. Let α : Gy H be an affine isometric action such that α0 is mixing and has
stable spectral gap. Then there exists t0 > 0 such that the actions α̂
t are strongly ergodic of
type III1 for all t ∈]0, t0[.
Proof. Observe first that G is nonamenable. Therefore tdiss(α) > 0. By Theorem 7.8, we know
that α̂t is ergodic of type III1 or type III0 for t > 0 small enough. By Theorem 7.19, we know
that α̂t is strongly ergodic for t small enough. Since a type III0 action is never strongly ergodic,
we conclude that α̂t is of type III1 for t > 0 small enough. 
8. Trees, random walks and groups acting on trees
A tree T is a connected unoriented graph without cycles. We will abusively identify T with its
set of vertices. We denote by
−→
E (T ) ⊂ T 2 the set of oriented edges of T (i.e. couples of adjacent
vertices). We denote by E(T ) the set of all unoriented edges of T (pairs of adjacent vertices).
An orientation of T is a map
ω : E(T ) ∋ e 7→ (ω+(e), ω−(e)) ∈ −→E (T )
such that e = {ω+(e), ω−(e)} for all e ∈ E(T ).
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A vertex of degree one is called a leaf. A subtree S ⊂ T is a connected subgraph (this implies
that S itself is a tree). We say that S is a line (resp. a half-line, resp. a segment) if every vertex
of S has degree at most two and S has no leaves (resp. only one leaf, resp. two leaves). For
every x, y ∈ T , we denote by [x, y] ⊂ T the segment defined as the smallest subtree containing
x and y. We view T as a metric space where d(x, y) is simply the cardinality of [x, y] minus 1.
Note that one can recover the graph structure of T from this metric. If we fix a distinguished
vertex ρ ∈ T , we will call it a root. In that case, we will use the notation |x| = d(x, ρ) for all
x ∈ T . Our trees T are always assumed to be countable. We will also often assume that they
are locally finite, i.e. every vertex of T has finite degree. For q ≥ 2, we say that T is q-regular
if every vertex of T has degree q.
8.1. The boundary of a tree. Let T be a tree. Let ∂T be the set of all possible orientations
of T such that every vertex admits at most one outgoing edge. We equip T with the topology
of pointwise convergence on T . Then T is a compact space. For every x ∈ T , we can define an
ortientation of T for which every edge is oriented towards x. This allows to identify T with an
open discrete subset of T . The set ∂T = T \ T is called the boundary of T . It consists of all
orientations for which every vertex admits exactly one outgoing edge. Since T is compact, the
boundary ∂T is nonempty when T is infinite.
For every ω 6= ω′ ∈ ∂T there exists a smallest subtree S ⊂ T such that {ω, ω′} ⊂ S. The tree
S is a line and is denoted [ω, ω′].
Fix a root ρ ∈ T . Then one can metrize the topology of ∂T by the following distance
dρ(ω, ω
′) = e−d(ρ,[ω,ω
′]), ω, ω′ ∈ ∂T.
It is a fact that the Hausdorff dimension of the metric space (∂T, dρ) does not depend on the
choice of ρ. It is called the Hausdorff dimension of ∂T and we denote it by dimH ∂T . When
Aut(T )\T is finite the Hausdorff dimension of ∂T can be computed by the following simple
formula
dimH ∂T = lim
n→∞
1
n
log |{x ∈ T | |x| ≤ n}|
which (see Lemma 3.4) is also the exponent of convergence of the series∑
x∈T
e−s|x|, s > 0.
For example, if T is q-regular with q ≥ 2, we have dimH ∂T = log(q − 1).
8.2. Tree-indexed random walks. Let T be an infinite tree and fix a root ρ ∈ T . Let X
be a random variable and let (Xe)e∈E(T ) be a family of i.i.d. random variables with the same
distribution as X. For each v ∈ T , set
Sv =
∑
e∈E([ρ,v])
Xe.
The random process (Sv)v∈T is a random walk on R indexed by the tree T . In the study of
Gaussian actions (and nonsingular Bernoulli actions) of groups acting on trees, we will need to
estimate the speed of this tree-indexed random walk, i.e. the growth of 1|v|Sv when v →∞.
Theorem 8.1 ([LP92, Theorem 4]). Set
m(y) = inf
x≤0
E[ex(X−y)]
and
m1(z) = sup{y | m(y) < z}.
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If δ = dimH ∂T > 0 then almost surely we have
inf
ω∈∂T
lim
v∈[ρ,ω]
1
|v|Sv = m1(e
−δ)
Example 8.2 (Gaussian random walk). Suppose that X is a standard Gaussian random vari-
able. Then
m(y) = inf
x≤0
e
1
2
x2−xy
hence m(y) = e−
1
2
y2 if y ≤ 0 and m(y) = 1 if y ≥ 1. This implies that
m1(e
−δ) = −
√
2δ.
Therefore, we obtain
inf
ω∈∂T
lim
v∈[ρ,ω]
1
|v|Sv = −
√
2δ.
By replacing Sv by −Sv, we also obtain
sup
ω∈∂T
lim
v∈[ρ,ω]
1
|v|Sv =
√
2δ.
Example 8.3 (Bernoulli random walk). Let X be a Bernoulli random variable with values in
{−1, 1} with parameter p ∈]0, 1[. Then
m(y) = inf
x≤0
(pex(±1−y) + (1− p)ex(∓1−y)).
Observe that m(0) = 2
√
p(1− p). Therefore, by continuity of m, we get
inf
ω∈∂T
lim
v∈[ρ,ω]
1
|v|Sv < 0
if and only if 2
√
p(1− p) > e−δ. By replacing Sv with −Sv, we also have
sup
ω∈∂T
lim
v∈[ρ,ω]
1
|v|Sv > 0
if and only if 2
√
p(1− p) > e−δ.
The following statement gives a more precise estimate for regular trees. It is based on an
additive martingale argument which is classical in the theory of branching random walks. We
are very grateful to Michel Pain for explaining it to us.
Theorem 8.4. Suppose that T is a q-regular tree with q ≥ 3 and that X is a standard Gaussian
random variable. Then
P
(
1
|v|Sv ≤
√
2δ for all v ∈ T
)
> 0.
Proof. Let δ = log(q − 1) = dimH ∂T . Fix s > 0 and define a sequence of random variables
Wn =
∑
|v|=n
exp (sSv)
Observe that for every v,w ∈ T with |v| = n and |w| = n+ 1, the random variable Sw − Sv is
independent from Su for all u ∈ T with |u| ≤ n. From this observation, one can easily compute
the conditional expectation
E(Wn+1 | Sv, |v| ≤ n) = (q − 1)e
1
2
s2Wn.
This means that the random process(
e−n(
1
2
s2+δ)Wn
)
n≥1
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is a martingale. Since it is positive, it converges almost surely to a finite limit when n → ∞.
Since we have
Wn ≥ max|v|=n e
sSv
we conclude that
lim
n→∞max|v|=n
(
−n
(
1
2
s2 + δ
)
+ sSv
)
< +∞
almost surely. Now take s =
√
2δ. We get
lim
n→∞max|v|=n
(
−n
√
2δ + Sv
)
< +∞
almost surely. In particular, there exists a constant C > 0 such that
P
(
Sv ≤
√
2δ|v|+ C for all v ∈ T
)
> 0.
Note that for any w ∈ T , by changing the root ρ to w, we also get
P
(
Sv − Sw ≤
√
2δ|v|+ C for all v ∈ T
)
> 0.
Now, let w be a neighbour of ρ. Let Tw = {v ∈ T | |v| ≥ d(v,w)} be the set of all childs of w.
Since P(Sw < −C) > 0 and Sv − Sw is independent from Sw for all v ∈ Tw, we get
P
(
Sv ≤
√
2δ|v| for all v ∈ Tw
)
> 0.
Since this holds for all (finitely many) neighbours w of ρ, we conclude, again by independence,
that
P
(
Sv ≤
√
2δ|v| for all v ∈ T
)
> 0.

8.3. Actions of locally compact groups on trees. The automorphism group Aut(T ) of a
locally finite tree T is a locally compact group for the topology of pointwise convergence on
T . Moreover, for this topology, the stabilizer of every vertex is an open compact subgroup of
Aut(T ). Thus Aut(T ) is a totally disconnected group. An action of a locally compact group
G on a tree T is simply a continuous homomorphism σ : G→ Aut(T ).
We start with two elementary propositions.
Proposition 8.5. Let σ : G y T be an action of a locally compact group on a locally finite
tree. Then the following are equivalently:
(i) σ(G) is relatively compact in Aut(T ).
(ii) G fixes some vertex or some edge of T .
(iii) The orbit G · x is finite for some x ∈ T .
(iv) The orbit G · x is finite for every x ∈ T .
Proposition 8.6. Let σ : G y T be a faithful action of a locally compact group on a locally
finite tree. Then the following are equivalently:
(i) σ(G) is closed in Aut(T ).
(ii) σ is proper.
(iii) For some v ∈ T , the stabilizer Gv = {g ∈ G | gv = v} is compact.
(iv) For every v ∈ T , the stabilizer Gv = {g ∈ Γ | gv = v} is compact.
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Let T be a locally finite tree. Let g ∈ Aut(T ) be an automorphism. Then either g fixes a point
or and edge (in which case, we say that g is elliptic) or there exists a unique line L ⊂ T such
that g acts by translation on L (in which case we say that g is hyperbolic and L is called the
axis of g). Note that in the latter case, the end points of L are the only fixed points of g in
∂T . More generally, we have the following classification of closed automorphism groups which
is a particular case of Gromov’s classification of isometry groups of hyperbolic spaces [Gro87,
Section 3.1] (see also [CCMT15] and [DSU17, Section 1.1.4]).
Theorem 8.7. Let T be a locally finite tree and G < Aut(T ) a closed subgroup. Let ΛG be the
limit set of G, i.e. the set of accumulation points of the orbits of G in ∂T . Then G belongs to
one and exactly one of the following types:
(i) Elliptic: ΛG is empty, G is compact and fixes a vertex or an edge of T and every element
of G is elliptic.
(ii) Parabolic: ΛG consists of a single point, which is fixed by G and every element of G is
elliptic.
(iii) Axial: ΛG consists of only two points, G preserves the line L joining them and there
exists a hyperbolic element whose axis is L.
(iv) Focal: G has a unique fixed point in ∂T , G contains hyperbolic elements (all of their axes
sharing a common end) and ΛG is uncountable.
(v) General type: G does not fix any point or pair of points in T ∪ ∂T , G contains two
hyperbolic elements without a common end point and ΛG is uncountable.
For the following proposition we refer to [CM11, Section 2]
Proposition 8.8. Let T be a locally finite tree and G < Aut(T ) a closed subgroup. Suppose
that G contains hyperbolic elements (i.e. G is not elliptic or parabolic). Then there exists a
unique minimal nonempty G-invariant subtree S ⊂ T and we have ΛG = ∂S. Moreover, G acts
cocompactly on S if and only if G is compactly generated.
8.4. The Poincare´ exponent and Patterson-Sullivan theory. In this section, we review
a construction of Patterson relating the Poincare´ exponent of isometry groups of hyperbolic
spaces to the existence of conformal densities on the boundary. This theory has been generalized
to large classes of negatively curved spaces including trees [DSU17]. Moreover, in the case of
trees, the theory can be easily adapted to the case of locally compact group of isometries and
not only discrete groups. The reason is that even when the group is not discrete, the orbits
remain discrete as we see in the following proposition.
Definition 8.9. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup. The Poincare´
exponent δ(G) of G is the exponent of convergence of the Poincare´ integral∫
G
e−sd(gx,y) dg, s > 0
where x, y is any pair of elements of T .
Proposition 8.10. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup. The
Poincare´ exponent δ(G) of G is given by the exponent of convergence of the following series:∑
y∈G·x
e−sd(y,x), s > 0
where x is any element of T .
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Proof. Let K = Gx be the stabilizer of x. Then K is a compact open subgroup of G. Therefore
if ∆ ⊂ G is a set of representatives of G/K, we have for all s > 0,∫
G
e−sd(gx,x) dg =
∑
g∈∆
∫
K
e−sd(gkx,x) dk
=
∑
g∈∆
∫
K
e−sd(gx,x) dk
=M
∑
y∈G·x
e−sd(y,x)
where M is the Haar volume of K. 
Remark 8.11. LetG ⊂ Aut(T ) be a subgroup which is not necessarily closed. ThenG·x = G·x
for every x ∈ T . Therefore δ(G) is also equal to the exponent of convergence of the series∑
y∈G·x
e−sd(y,x), s > 0.
The definition of a conformal density uses the following Busemann cocycle.
Definition 8.12. Let T be a locally finite tree. For ω ∈ ∂T , the Busemann cocycle b : T×T →
C(∂T ) is defined by the formula
b(x, y) : ω 7→ lim
z→ω d(x, z) − d(y, z)
for all x, y ∈ T .
Definition 8.13. Let T be a locally finite tree. A conformal density of dimension s on T is a
family of equivalent positive finite measures (νx)x∈T on ∂T such that
dνy
dνx
= e−sb(y,x)
for all x, y ∈ T . We say that ν is G-invariant, with respect to some subgroup G ⊂ Aut(T ), if
νgx = g∗νx for all x ∈ T and all g ∈ G.
Theorem 8.14. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup of general
type. Then there exists a G-invariant conformal density of dimension δ(G) on ∂T . Conversely,
if there exists a G-invariant conformal density of dimension s, then s ≥ δ(G).
Proof. A proof in the discrete case can be found in the original articles [Pa76] and [Su79] or in
[Qui06, Theorem 4.8 and 4.11]. The proof in the locally compact case is exactly the same as in
the discrete case if one replaces sums over the group by sums over an orbit as in Proposition
8.10. We leave the details to the reader. 
Theorem 8.15. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup of general
type. If H ⊂ G is a normal open subgroup such that G/H is amenable then δ(G) = δ(H).
Proof. The proof when G is discrete can be found in [RT13, The´ore`me 0.1]. The proof in the
locally compact case is exactly the same as in the discrete case if one replaces sums over the
group by sums over an orbit as in Proposition 8.10. We leave the details to the reader. 
Theorem 8.16. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup of general
type. Then for any s < δ(G), there exists a closed compactly generated subgroup of general type
H ⊂ G such that δ(H) > s. Moreover, we can choose H such that G/H is not compact.
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Proof. The proof of the first part is the same as in [Su79, Corollary 6]. Let (Gi)i∈I be an
increasing net of closed compactly generated subgroups of G such that G =
⋃
i∈I Gi. By
adding hyperbolic elements, we can assume that every Gi is of general type. For each i ∈ I,
take (νix)x∈T a Gi-invariant conformal density of dimension δ(Gi). Fix y ∈ T , and for all
i ∈ I, normalize νiy so that it becomes a probability measure. Then up to extracting a subnet,
we can assume that νiy converges weakly to a probability measure νy on ∂T . Then, we have
g∗νy = e−db(gy,y)νy for all g ∈
⋃
i∈I Gi = G where d = limi δ(Gi). This means that the formula
νx = e
−db(x,y)νy defines a G-invariant conformal density of dimension d. We conclude that
d ≥ δ(G) by Theorem 8.14, hence δ(Gi) > s for i large enough.
For the second part, it is enough to show that if G is a compactly generated group of general
type, then there exists a closed subgroup of general type H ⊂ G with δ(H) = δ(G) such that
H is not cocompact in G. Suppose first that G is unimodular. Then, by [BK90, Corollary
4.8.(a)], G contains a uniform lattice Γ ⊂ G which is a finitely generated free group. Take
H ⊂ Γ a co-amenable normal subgroup which is not of finite index (for example take H to be
the kernel of some surjection Γ ։ Z). Then, by Corollary 8.15, we have δ(H) = δ(Γ) = δ(G)
and H is not cocompact in G. Next, assume that G is not unimodular. Let ∆ : G → R∗+ be
the modular function and let H = ker∆. Then H is a coamenable open normal subgroup of G
which is not cocompact and we conclude again by Corollary 8.15. 
9. Gaussian actions of groups acting on trees
For every tree T , there exists a unique embedding ι : T → H into an affine Hilbert space H
such that:
(i) d(x, y) = ‖ι(x) − ι(y)‖2.
(ii) H is the closed affine span of ι(T ).
The proof of the existence can be found in [BHV08]. The uniqueness of ι : T → H (up to
conjugacy by an affine isometry) is trivial since condition (i) determines all the scalar products
〈ι(x) − ι(z), ι(y) − ι(z)〉 for all x, y, z ∈ T . We call ι the quadratic embedding of T . From now
on we will omit ι and view directly T as a subset of H. Observe that if S ⊂ T is a subtree,
then the quadratic embedding of S can be realized by taking its closed affine span K inside H.
Remarks 9.1. Observe that if {x0, . . . , xn} is a segment in T , where xi is adjacent to xi−1
and xi+1 for all 0 < i < n, then we have
‖xi − xj‖2 + ‖xj − xk‖2 = |i− j|+ |j − k| = |i− k| = ‖xi − xk‖2
for all i ≤ j ≤ k ∈ {0, . . . , n}. It follows easily from this that xi − xi+1 ⊥ xj − xj+1 whenever
j 6= i + 1. Therefore, whenever we choose an orientation ω of T , we obtain an orthonormal
basis (ω+(e)− ω−(e))e∈E(T ) of H0.
The following Proposition wil be useful later and is also helpful to familiarize with the quadratic
embedding T ⊂ H.
Proposition 9.2. Let T be a tree and T ⊂ H its affine quadratic embedding. Let (Ti)i∈I be a
family of subtrees of T and define the (possibly empty) subtree S =
⋂
i∈I Ti. Let Hi ⊂ H be the
affine span of Ti for all i ∈ I and K the affine span of S (with K = ∅ if S = ∅). Then we have⋂
i∈I Hi = K and
⋂
i∈I H0i = K0 (with the convention K0 = {0} if K = ∅).
Proof. First, we start with a general observation. Let S ⊂ T be a nonempty subtree. Then it
is easy to see that for every x ∈ T , there exists a unique y ∈ S which minimizes the distance
d(x, y). We call y the projection of x onto S and we denote it by PS(v). Let K ⊂ H be the
affine span of S and let PK : H → K be the orthogonal projection.
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Claim. We have PK(v) = PS(v) for all v ∈ T .
Proof of the claim. It is enough to show that w−PS(v) is orthogonal to v−Ps(v) for all w ∈ S.
This follows from the following equalities
‖w − v‖2 = d(w, v) = d(w,PS(v)) + d(PS(v), v) = ‖w − PS(v)‖2 + ‖PS(v)− v‖2.

Now, we can prove the proposition. Let (Ti)i∈I be a family of subtrees of T and define the
subtree S =
⋂
i∈I Ti. Let e be any oriented edge which is not in S. Then there exists i ∈ I
such that e is not in Ti. This implies that e is orthogonal to H0i hence to
⋂
i∈I H0i . Since this
holds for every oriented edge which is not in S, we conclude that
⋂
iH0i ⊂ K0 and the other
inclusion is obvious.
Next, we show that
⋂
i∈I Hi = K. First, we deal with the case where I = {1, 2}. If S = T1∩T2 6=
∅, then it is easy to see that PT1 ◦ PT2 = PS . It follows from the claim that PH1 ◦ PH2 = PK.
If S = ∅, it is easy to see that PT1 ◦ PT2 = P{v1} for some v1 ∈ T1 and PT2 ◦ PT1 = P{v2} for
some v2 ∈ T2. It follows from the claim that PH1 ◦ PH2 = P{v1} and PH2 ◦ PH1 = P{v2} which
implies that H1 ∩H2 = ∅ as we wanted.
Now, we are left with the case where (Ti)i∈I is a decreasing net of subtrees. If S 6= ∅, then
it is easy to see that PTi converges pointwise to PS . It follows from the claim that PHi
also converges pointwise to PK and we are done. If S = ∅, then for every v ∈ T , we have
‖v − PHi(v)‖2 = d(v, PTi(v))→∞ when i→∞. This implies that
⋂
iHi = ∅. 
Because of the uniqueness of the quadratic embedding of a given locally finite tree T , the action
of Aut(T ) on T and hence of any locally compact group G acting on T extends uniquely to an
affine isometric action α : Gy H. Here are some basic facts which are left to the reader:
Proposition 9.3. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup. Let
α : Gy H be the associated affine isometric action. The following holds:
(i) α is proper.
(ii) α0 is mixing.
(iii) δ(α) = δ(G).
Proposition 9.4. Let G < Aut(T ) be a closed subgroup for some locally finite tree T . Let
α : Gy H be the associated affine isometric action. If G is of general type, then α0 has stable
spectral gap.
Proof. Up to taking an index 2 subgroup ofG, we may assume that G preserves some orientation
ω of the tree T . Then by Remark 9.1, we see that α0 is a sum of quasi-regular representations
of G on L2(G/K) for some compact subgroups K < G. Since G is of general type, it is
nonamenable and the conclusion follows. 
Proposition 9.5. Let G < Aut(T ) be a parabolic closed subgroup for some locally finite tree
T . Then the associated affine isometric action α : T y H is evanescent.
Proof. Let ω ∈ ∂T the unique fixed point of G. Then every horoball centered at ω is a G-
invariant subtree of T and the intersections of all this horoballs is empty. By taking their closed
affine spans in H, we obtain a decreasing family of α-invariant affine subspaces of H and we
conclude by Proposition 9.2. 
Theorem 9.6. Let T be a locally finite tree and G < Aut(T ) a closed subgroup of general type.
Let α : Gy H be the associated affine isometric action. Then tdiss(α) = 2
√
2δ(α) = 2
√
2δ(G).
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Proof. The inequality tdiss(α) ≤ 2
√
2δ(G) is already proved in Theorem 5.2. Let us prove
that tdiss(α) ≥ 2
√
2δ(G). Take t < 2
√
2δ(G). Then by Corollary 8.16, there exists a closed
compactly generated subgroup G′ ⊂ G such that 2√2δ(G′) > t. Let T ′ be the minimal G′-
invariant subtree of T . Then G′ acts cocompactly on T ′ by Proposition 8.8. Fix a root ρ ∈ T ′.
For all v ∈ T ′, define the random variable Sv = 〈·, v−ρ〉 on (Ĥ0, µ). Observe that for all v ∈ T ′,
we have
Sv =
∑
e∈E([ρ,v])
〈·, e〉
where the sum is over the oriented edges pointing from ρ to v and 〈·, e〉 are independent standard
gaussian random variables. Thus (Sv)v∈T ′ is a Gaussian random walk indexed by the tree T ′.
By Example 8.2, we then know that
P
(
Sv >
t
2
|v| for infinitely many v ∈ T ′
)
= 1
where |v| = d(v, ρ) for all v ∈ T ′. Since G′\T ′ is finite, this implies that there exists some
x ∈ T ′ such that
P
(
Sv >
t
2
|v| for infinitely many v ∈ G′ · x
)
> 0.
This implies that the series∑
v∈G′·x
exp
(
−1
2
t2‖v − ρ‖2 + t〈ϕ, v − ρ〉
)
, ϕ ∈ Ĥ0
diverges with positive probability. We conclude by Proposition 5.2, that the action α̂t is not
dissipative. This shows that tdiss(α) ≥ 2
√
2δ(G) as we wanted. 
Theorem 9.7. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup of general type.
Let α : G y H be the quadratic affine isometric action associated to the action of G on T .
Let δ := δ(G) = δ(α). Then for all 0 < t < 2
√
2δ, the Gaussian action α̂t is weakly mixing of
stable type III1. Moreover, for all t ≤ 2
√
2δ, the actions α̂t are pairwise nonconjugate and for
t small enough, α̂t is strongly ergodic.
Proof. For the first part, we have to show that α̂t has a weakly mixing Maharam extension. By
Corollary 8.16, we can find a closed subgroup of general type H ⊂ G such that t < 2√2δ(H)
and such that ΛH is a proper subset of ΛG. By Theorem 9.6, α̂
t|H is conservative. Let S ⊂ T
be the minimal H-invariant subtree. Let K ⊂ H be the closed affine span of S. By lemma 7.4,
we know that for any probability measure preserving action σ : Gy (Y, ν), we have
L∞(Mod(Ĥt)⊗ Y )Mod(α̂t)⊗σ ⊂ L∞(Mod(K̂t)⊗ Y )
and the same holds if we replace K by gK for any g ∈ G (this is the same thing as replacing H
by gHg−1). Thus, thanks to Proposition 4.14 and Proposition 9.2, we only have to show that⋂
g∈G gS = ∅. Take x ∈ ΛG \ ΛH . Take a sequence gn ∈ G such that limn gnv = x for some,
hence any, v ∈ T . Since x is not in ΛH = ∂S, then for every v ∈ T , there exists n ∈ N such
that gnv /∈ S. This shows that
⋂
n∈N g
−1
n S = ∅.
Finally, the second part of the theorem follows from Proposition 5.6, Proposition 9.4 and
Theorem 7.19. 
Theorem 9.8. Let σ : G y T be an action of a locally compact group G on a locally finite
tree T such that G does not fix any point or pair of points in T ∪ ∂T and let α : Gy H be the
associated affine isometric action. Define δ as the infinimum of all s > 0 such that∑
y∈G·x
e−sd(y,x) < +∞
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for some (hence any) x ∈ T . Then for all t ≥ 0, the Krieger type of the Gaussian action α̂t is
given by:
Value of t Ergodicity and type of σ̂
t = 0 Ergodic of type II1.
0 < t < 2
√
2δ Ergodic of type III1.
t = 2
√
2δ ?
t > 2
√
2δ Type I if σ(G) is closed and type II∞ otherwise.
Proof. We may assume that σ is faithful. If σ(G) is closed in Aut(T ) (i.e. if σ is proper), then
the result follows from Theorem 9.6 and Theorem 9.7. Now, suppose that σ(G) is not closed and
let L be the closure of σ(G) in Aut(T ). Let β : Ly H be the associated affine isometric action,
so that α = β ◦ ι where ι : G→ L is the inclusion map with dense range. We have δ = δ(L) and
L is of general type. Thus if 0 < t < 2
√
2δ, the ergodicity of Mod(α̂t) = Mod(β̂t) ◦ ι follows
from the ergodicity of Mod(β̂t) because ι has dense range. If t > 2
√
2δ, then β̂t is dissipative,
i.e. every ergodic component of β̂t is of the form Ly L/K for some compact subgroup K < L.
Note that L preserves the pushforward of the Haar measure on L/K which is semifinite but
infinite. Then every ergodic component of α̂t = β̂t ◦ ι is of the form G y L/K hence of type
II∞. 
Theorem 9.9. Let α : Fd y H be the affine isometric action associated to the action of the
group Fd, d ≥ 2 on its Cayley tree. Let δ = δ(α) = log(2d − 1). Then α̂t is nonamenable for
all t < 2
√
δ.
Proof. Let µ be the canonical symmetric probabily measure on Fd. By Theorem 6.7 and
Theorem 6.11, the µ-spectral radius of α̂t satisfies
ρµ(α̂
t) > ρµ(G) =
√
2d− 1
d
for all t < 2
√
log(2d − 1). We conclude by Proposition A.16. 
Theorem 9.10. Let α : Fd y H be the affine isometric action associated to the action of the
group Fd, d ≥ 2 on its Cayley tree. Let δ = δ(α) = log(2d − 1). Then α̂t is dissipative for
t = 2
√
2δ.
Proof. This follows from Theorem 5.4 and Theorem 8.4 which precisely says that the Gaussian
Dirichlet domain has positive measure at t = 2
√
2δ. 
10. Nonsingular Bernoulli actions of groups acting on trees
Let T be a locally finite tree. Let Ω(T ) be the compact space of all possible orientations of T .
For each x, y ∈ T , define a continuous function c(x, y) on Ω(T ) by
c(x, y)(ω) = ne −me
where ne (resp. me) is the number of edges of [x, y] oriented towards x (resp. y) by the ori-
entation ω ∈ Ω. Observe that we have the cocycle relation c(x, y) + c(y, z) = c(x, z) for all
x, y, z ∈ T .
Fix p ∈]0, 1[. For every x ∈ T , we define a random orientation of T as follows: each edge
e ∈ E(T ) independently is oriented towards x with probability p and oriented away from x
with probability 1 − p. This defines a probability measure µpx on Ω(T ). Take another y ∈ T .
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Orienting an edge e towards x or towards y is the same thing, unless e lies in [x, y]. Since [x, y]
is finite, this implies that µpy is equivalent to µ
p
x and the Radon-Nikodym derivative is given by
dµpy
dµpx
=
(
1− p
p
)−c(y,x)
.
In particular, we see that the probability measures (µpx)x∈T are all in the same λ-measure
class m where λ = min
(
1−p
p ,
p
1−p
)
∈]0, 1]. We denote by Ωp(T ) = (Ω(T ),m) the associated
λ-nonsingular space (see the appendix A.4.3).
Observe that Aut(T ) acts naturally on Ω by homeomorphisms. Since the family of equivalent
probability measures (µpx)x∈T is defined naturally in terms of the tree structure, it is obvious
that for every g ∈ Aut(T ), the induced homeomorphism ĝ of Ω satisfies ĝ∗µpx = µpgx for all x ∈ T .
In particular, ĝ preserves the λ-measure class of (µpx)x∈T , hence it induces a λ-nonsingular
automorphism of Ωp(T ). Now, let σ : Gy Aut(T ) be an action of a locally compact group G
on the tree T . It induces a λ-nonsingular action σ̂p : G y Ωp(T ). Our goal is to study these
nonsingular actions σ̂p when p varies in ]0, 1[.
Remark 10.1. We observe that the nonsingular actions σ̂p : Gy Ωp(T ) can be identified (in a
non-natural way) with nonsingular generalized Bernoulli shifts. Indeed, assume that G acts on
T without edge inversion, or equivalently, assume that there exists an orientation ω0 ∈ Ω which
is fixed by G (note that we can always assume this up to restricting σ to an index 2 subgroup
of G). Define a homeomorphism θ : Ω → {0, 1}E(T ) which encodes each orientation ω ∈ Ω by
assigning 0 or 1 to each edge e ∈ E(T ) according to whether ω differs or coincides with ω0 on e.
Since ω0 is fixed by G, the map θ is G-equivariant where G acts by generalized Bernoulli shifts
on {0, 1}E(T ). Moreover, for every p ∈]0, 1[ and every x ∈ T , the probability measure θ∗µpx on
{0, 1}E(T ) is clearly an infinite product of probability measures of the form pδ0 + (1 − p)δ1 or
(1− p)δ0 + pδ1 depending on the edge in E(T ). This shows that σ̂p : Gy Ωp(T ) is conjugate
to a nonsingular generalized Bernoulli shift. For example, if σ is the action of a free group on
its Cayley tree, than this is really a nonsingular Bernoulli shift exactly as the ones studied in
[VW18] or [BKV19].
Remark 10.2. Let S ⊂ T be a subtree. Then there is a natural homeomorphism θ : Ω(T )→
{0, 1}E(T )\E(S) × Ω(S). Indeed, on E(T ) \ E(S) an orientation ω ∈ Ω can be encoded by
assigning to each edge e ∈ E(T ) \ E(S) the value 0 if ω orients it towards S and 1 otherwise.
If one also knows the restriction ω|S ∈ Ω(S), than one can recover ω. This defines our map
θ. Observe that for all p ∈]0, 1[, we have θ∗µpx = µp ⊗ µpx for any x ∈ S, where µp is the
usual Bernoulli product measure on {0, 1}E(T )\E(S). We will thus omit θ and simply make the
identification
Ωp(T ) = ({0, 1}E(T )\E(S), µp)⊗ Ωp(S).
Now, suppose that we have a group action σ : Gy T which leaves S globally invariant. Then,
under the above identification, the nonsingular action σ̂p : G y Ωp(T ) is identified with the
diagonal action
βp ⊗ σ̂|S : Gy ({0, 1}E(T )\E(S), µp)⊗ Ωp(S)
where βp : Gy ({0, 1}E(T )\E(S), µp) is the generalized Bernoulli shift comming from the action
of G on E(T ) \E(S).
Theorem 10.3. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup of general
type and let δ = δ(G). Take p ∈]0, 1[ and let σ̂p : G y Ωp(T ) be the nonsingular action
associated to the action σ : G y T . Then σ̂p is recurrent if 2
√
p(1− p) > e−δ and dissipative
if 2
√
p(1− p) < e−δ.
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Proof. Assume that σ̂p is recurrent. Take any x ∈ T . Then, assuming that the Haar measure
of Gx = {g ∈ G | gx = x} is 1, we have∫
G
dµpgx
dµpx
dg =
∑
y∈G·x
dµpy
dµpx
=
∑
y∈G·x
(
1− p
p
)−c(y,x)
= +∞.
Taking the square roots, we get ∑
y∈G·x
(
1− p
p
)− 1
2
c(y,x)
= +∞.
A computation shows that∫
Ωp
(
1− p
p
)− 1
2
c(y,x)
dµpx =
(
2
√
p(1− p)
)d(y,x)
.
Therefore, we get ∑
y∈G·x
(
2
√
p(1− p)
)d(y,x)
= +∞.
This implies that 2
√
p(1− p) ≥ e−δ .
Conversely, assume that 2
√
p(1− p) > e−δ. Then by Corollary 8.16, we can find a compactly
generated closed subgroup G′ ⊂ G such that 2√p(1− p) > e−δ′ where δ′ = δ(G′). Let T ′ be
the minimal G′-invariant subtree of T . Then G′ acts cocompactly on T ′ and δ′ = dimH ∂T ′.
Fix a root ρ ∈ T ′. Define the random variables Sv = c(v, ρ) with respect to the probability
measure µpρ. Observe that the random process (Sv)v∈T ′ is a tree-indexed Bernoulli random walk
of parameter p. It follows from Example 8.3 that almost surely, we have Sv < 0 for infinitely
many v ∈ T ′ and Sv > 0 for infinitely many v ∈ T ′. Therefore, we conclude that almost surely,
we have ∑
v∈T ′
dµpv
dµpρ
=
∑
v∈T ′
(
1− p
p
)−Sv
= +∞.
Since G′\T ′ is finite, this implies easily that∑
v∈G′·ρ
dµpv
dµpρ
= +∞
with positive probability, hence almost surely by Kolmogorov’s 0-1 law. This shows that σ̂p is
recurrent. 
Since the image of the Radon–Nikodym derivative λS
ρ
gρ lies in the multiplicative subgroup
λZ ⊂ R×, we may take the λ-modular bundle Modλ(X), which is a bundle over X whose fiber
is λZ instead of the usual modular bundle Mod(X).
Theorem 10.4. Let T be a locally finite tree and G ⊂ Aut(T ) a closed subgroup of general type
and let δ = δ(G). Take p ∈]0, 1[ and let σ̂p : G y Ωp(T ) be the nonsingular action associated
to the action σ : G y T . If p 6= 12 and 2
√
p(1− p) > e−δ then σ̂p is weakly mixing of stable
type IIIλ where λ = min
(
1−p
p ,
p
1−p
)
.
Proof. We have to show that σ̂p has a weakly mixing λ-Maharam extension. By Corollary 8.16,
we can find a closed subgroup of general type H ⊂ G such that 2√p(1− p) > e−δ(H) and such
that ΛH is a proper subset of ΛG. By Theorem 9.6, σ̂
p|H is conservative. Let S ⊂ T be the
minimal H-invariant subtree. Then we have a H-equivariant identification
Modλ(Ω
p(T )) = Modλ(Ω
p(S))⊗ ({0, 1}E(T )\E(S), µp)
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where H acts diagonally on the right hand side (see Remark 10.2). The pmp generalized
Bernoulli action of H on ({0, 1}E(T )\E(S), µp) is mixing (because the edge stabilizers in H are
compact since H is closed in Aut(T )) and the action of H on Modλ(Ω
p(S)) is recurrent by
Theorem 10.3. Therefore, for every pmp ergodic action ρ : G y (Y, ν), we know by Theorem
7.2 that every H-invariant function in L∞(Modλ(Ωp(T ))⊗ Y ) lives in L∞(Modλ(Ωp(S))⊗ Y ).
By applying the same argument to gHg−1 and the gHg−1-invariant subtree gS, we obtain
L∞(Modλ(Ωp(T ))⊗ Y )G ⊂
⋂
g∈G
L∞(Modλ(Ωp(gS)) ⊗ Y ).
Let us show that
⋂
g∈G gS = ∅. Take x ∈ ΛG \ ΛH (this set is nonempty by assumption on
H). Take a sequence gn ∈ G such that limn gnv = x for some, hence any, v ∈ T . Since x is
not in ΛH = ∂S, then for every v ∈ T , there exists n ∈ N such that gnv /∈ S. This shows that⋂
n∈N g
−1
n S = ∅. Finally, let us conclude from this that⋂
g∈G
L∞(Modλ(Ωp(gS))⊗ Y ) = L∞(Y ).
In order to show this, it suffices to note that if e ∈ E(T ) \ E(S), then every function in
L∞(Modλ(Ωp(S)) is invariant by the Modλ(τe) where τe ∈ Aut(Ωp(T )) is the involution
which flips the orientation of the edge e. Since
⋂
g∈G gS = ∅, we see that every function⋂
g∈G L
∞(Modλ(Ωp(gS)) ⊗ Y ) is invariant by Modλ(τe) ⊗ id for all e ∈ E(T ). It is easy (we
leave it to the reader) to see that the involutions (τe)e∈E(T ) generate a group which acts ergod-
ically on Modλ(Ω
p(T )) and the conclusion follows. 
Theorem 10.5. Let σ : G y T be an action of a locally compact group G on a locally finite
tree T such that G does not fix any point or pair of points in T ∪ ∂T . Define the Poincare´
exponent δ as the infinimum of all s > 0 such that∑
y∈G·x
e−sd(y,x) < +∞
for some (hence any) x ∈ T . Then for all p ∈]0, 1[, the type of σ̂p : Gy Ωp(T ) is given by:
Value of p Ergodicity and type of σ̂
p = 1/2 Ergodic of type II1.
e−δ < 2
√
p(1− p) < 1 Ergodic of type IIIλ where λ = min
(
1−p
p ,
p
1−p
)
.
2
√
p(1− p) = e−δ ?
2
√
p(1− p) < e−δ Type I if σ(G) is closed and type II∞ otherwise.
Proof. We may assume that σ is faithful. If σ(G) is closed in Aut(T ) (i.e. if σ is proper), then
the result follows from Theorem 10.3 and Theorem 10.4. Now, suppose that σ(G) is not closed
and let L be the closure of σ(G) in Aut(T ). Let β : L y T be the associated action, so that
σ = β ◦ ι where ι : G → L is the inclusion map with dense range. We have δ = δ(L) and L
is of general type. Thus if e−δ < 2
√
p(1− p) < 1, the ergodicity of Modλ(σ̂p) = Modλ(β̂p) ◦ ι
follows from the ergodicity of Modλ(β̂
p) because ι has dense range. If 2
√
p(1− p) < e−δ, then
β̂p is dissipative, i.e. every ergodic component of β̂p is of the form Ly L/K for some compact
subgroup K < L. Note that L preserves the pushforward of the Haar measure on L/K which
is semifinite but infinite. Then every ergodic component of σ̂p = β̂p ◦ ι is of the form Gy L/K
hence of type II∞. 
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Appendix A. Nonsingular measure theory
A.1. Basic terminology and notations.
Definition A.1. The nonsingular category is the category whose objects are triples (X,B,m)
where (X,B) is a standard borel space and m is an equivalence class of σ-finite measures
on (X,B). A morphism in this category is an equivalence class of nonsingular borel maps
ψ : (X,B,m)→ (X ′,B′,m′) for the relation of equality almost everywhere.
When we consider an object of this category, we will simply denote it X and omit both the
borel σ-algebra and the measure class. We will refer to X as a nonsingular space. Similarly,
a morphism ψ : X → Y will be called a nonsingular map and equalitites between nonsingular
maps are always implicitely assumed to hold almost everywhere. The set of all equivalence
classes of measurable subsets of X is denoted P(X). We will use the usual set-theoretic
notations A ∩ B, A ⊂ B etc. when dealing with elements of P(X) even though we always
neglect null-sets. The null-set (the equivalence class consisting of all measurable subsets with
zero measure) will be denoted 0. When we consider a measure µ on a nonsingular space X, we
always mean a measure which is absolutely continuous with respect to the measure class of X.
We will say that µ is faithful if µ belongs to the measure class of X (equivalently this means
that µ(A) 6= 0 for all 0 6= A ⊂ X). Since we will use the letter σ to denote nonsingular action,
we will often use the terminology semifinite for measures instead of σ-finite.
A.1.1. Measurable maps into Polish spaces. If M is a Polish space, we denote by L0(X,M) the
space of all measurable maps from X toM modulo equality almost everywhere and we equip it
with the topology of convergence in measure (which only depends on the measure class of X).
Then L0(X,M) becomes itself a Polish space. We will often use the shorter notation L0(X)
when M = R or M = C. We also denote by L∞(X) ⊂ L0(X) the subalgebra of (essentially)
bounded functions. Note that P(X) can be identified with L0(X, {0, 1}), so that it is also a
Polish space.
A.1.2. Quotients. Suppose that we have a nonsingular map ψ : X → Y such that ψ−1(A) = 0
implies A = 0 for all A ∈ P(Y ). Then we say that ψ is a quotient map and that Y is a quotient
of X. Under this assumption, the map ψ∗ : L0(Y,M) → L0(X,M) is injective for any Polish
spaceM . Therefore, we will often view L0(Y,M) as a subset of L0(X,M). In particular L∞(Y )
will be viewed as a subalgebra of L∞(X). Note that L∞(Y ) is closed in L∞(X) for the topology
of convergence in measure. Conversely, if A ⊂ L∞(X) is a subalgebra which is closed for the
topology of convergence in measure, then there exists a quotient Y of X such that A = L∞(Y ).
Thus, we have a one-to-one correspondence between quotients of X and closed subalgebras of
L∞(X).
A.1.3. Products of two nonsingular spaces. If X and Y are two nonsingular spaces, then we
can define a nonsingular space X⊗Y whose measure class is the product of the measure classes
of X and Y . If µ and ν are two measures on X and Y respectively, we denote by µ ⊗ ν the
product measure on X ⊗Y . One has a natural identification L0(X ⊗Y,M) = L0(X,L0(Y,M))
for any Polish space M .
A.1.4. Nonsingular actions. We denote by Aut(X) the group of all nonsingular automorphisms
of X and we define a topology on Aut(X) by declaring that a sequence θn ∈ Aut(X) converges
to the identity if and only if ‖µ ◦ θn − µ‖1 → 0 for every probability measure µ on X. With
this topology, Aut(X) is a Polish group. A nonsingular action σ : Gy X of a locally compact
group G is simply a continuous group homomorphism σ : G→ Aut(X).
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A.2. The modular bundle. Here we will see how to associate to every nonsingular space, a
canonical bundle equipped with a measure scaling flow that we call the modular bundle. This
construction is usually introduced only in the presence of a nonsingular action and under the
name of Maharam extension but Proposition 4.14, for example, shows that it can be useful to
study it on its own. We particularly emphasize its canonical nature.
Definition A.2. A measure scaling flow is a triple (X, τ, θ) where (X, τ) is a σ-finite measure
space and θ : R∗+ y X is a nonsingular action such that τ ◦ θλ = λτ for all λ ∈ R∗+.
The structure of measure scaling flows turns out to be trivial, but not in a canonical way.
Theorem A.3. Let (X, τ, θ) be a measure scaling flow. Let X0 = R
∗
+\X. Then the following
holds:
(i) The identity map id : X0 → X0 can be lifted to a nonsingular isomorphism π : X →
X0⊗R∗+ which conjugates θ with id⊗ρ where ρ : R∗+ y R∗+ is the action by multiplication.
(ii) For any π as in (i), there exists a faithful semifinite measure µ on X0 such that π∗τ =
µ⊗ dλ. Conversely, for any faithful semifinite measure µ on X0, there exists a unique π
as in (i) such that π∗τ = µ⊗ dλ.
Proof. (i). We claim that θ is dissipative (see Section A.10). Fix 0 < λ < 1 and let α = θλ. By
Proposition A.34 It is enough to show that α is dissipative (as an action of Z). Take A ⊂ X
such that 0 < τ(A) < +∞. Let B = ∨n∈N αn(A). Then τ(B) ≤∑n λnτ(A) < +∞. Observe
that α(B) ⊂ B and τ(α(B)) = λτ(B). Write C = B \ α(B). Then 0 < τ(C) < +∞ and the
subsets αn(C) for n ∈ Z are pairwise disjoint. This implies that ∑n αn(1C) < +∞. Note that
C ⊂ A and the choice of A is arbitrary. We conclude that the fibered counting measure of α
is semifinite, i.e. α is dissipative. Thus we proved that θ is dissipative. Now, since R∗+ has no
compact subgroups, item (i) follows from Theorem A.28.
(ii). Take π as in (i). Let ν = (1⊗ h)π∗τ where h : R∗+ → R∗+ is defined by h(λ) = λ−1. Then
ν is invariant under the action id⊗ ρ of R∗+. Thus ν = µ⊗m where m is the Haar measure of
R∗+ which is given by dm = h dλ. It follows that π∗τ = µ⊗ dλ. To check the uniqueness of π
for a given faithful semifinite measure µ on X0, it is enough to check that the only nonsingular
automorphism pf X0 ⊗R∗+ which commutes with id⊗ ρ and preserves the measure µ ⊗ dλ is
the identity map. 
We call a map π as in (i) a trivialization of (X, τ, θ). Item (ii) says that such trivializations are
in one-to-one correspondence with faithful semifinite measures on X0 = R
∗
+\X. For any such
measure µ, we will denote by πµ the corresponding trivialization of X. Observe that we have
the following formula for the transition map between two trivializations:
πµ ◦ π−1ν (x, λ) =
(
x, λ
dν
dµ
(x)
)
, (x, λ) ∈ X0 ⊗R∗+.
Clearly if ψ : (X, τ, θ) → (X ′, τ ′, θ′) is a measure preserving isomorphism conjugating two
measure scaling flows, then it induces a nonsingular isomorphism
ψ0 : X0 = R
∗
+\X → X ′0 = R∗+\X ′.
Conversely, any nonsingular isomorphism ψ0 : X0 → X ′0 can be lifted in a unique way to a
measure preserving conjugacy ψ : (X, τ, θ) → (X ′, τ ′, θ′). Indeed, by using trivializations, the
map ψ is given by
πν ◦ ψ ◦ π−1µ = ψ0 ⊗ id : X0 ⊗R∗+ → X ′0 ⊗R∗+
where µ is any faithful semifinite measure on X0 and ν = (ψ0)∗µ.
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In conclusion, we obtain an equivalence of categories from the category of mesure scaling flows
and measure preserving conjugacies to the category of nonsingular spaces and nonsingular iso-
morphisms. We choose once and for all an inverse functor which associates to every nonsingular
space X a measure scaling flow, that we denote by (Mod(X), τ, θ), such thatR∗+\Mod(X) = X.
We will call it the modular bundle of X. Since we identify X with the quotient of Mod(X) by
the action θ, we view L∞(X) as the fixed point subalgebra of L∞(Mod(X)) under the action θ.
Intuitively, it is helpful to think of Mod(X) as a canonical line bundle over X whose sections
are exactly the faithful semifinite measures of X. Each choice of such a measure µ provides
a trivialization of the bundle via the map πµ. For example, if X is a smooth manifold, then
Mod(X) can be identifed with the canonical bundle of (positive) 1-densities over X.
A.2.1. Modular bundle of product spaces. Let X and Y be two nonsingular spaces and let
(Mod(X), τX , θ
X) and (Mod(Y ), τY , θY ) be their modular bundles. Then, we have the following
identification
Mod(X ⊗ Y ) ∼= Mod(X) ⊗R∗
+
Mod(Y )
where Mod(X)⊗R∗
+
Mod(Y ) is the quotient of Mod(X) ⊗Mod(Y ) by the flow
β : R∗+ ∋ λ 7→ θXλ ⊗ θYλ−1 ∈ Aut(Mod(X)⊗Mod(Y )).
By construction, the two flows θX⊗id and id⊗θY induce the same flow on Mod(X)⊗R∗+Mod(Y ).
This flow is identified with θX⊗Y . Observe also that τX⊗τY is β-invariant and β is dissipative.
Therefore, there exists a unique faithful semifinite measure τ on Mod(X) ⊗R∗
+
Mod(Y ) such
that
τX ⊗ τY = τ ◦ T
where T is the fibered Haar measure of β (see Section A.10). The measure τ is identified with
τX⊗Y .
We now define partial trivializations of Mod(X ⊗ Y ). Choose a faithful semifinite measure µ
on X. Observe that (X ⊗Mod(Y ), µ⊗ τy, id⊗ θY ) is a measure scaling flow. Therefore, there
is a unique way to lift the identity map X ⊗ Y → X ⊗ Y to a measure preserving conjugacy
κµ : (Mod(X ⊗ Y ), τX⊗Y , θX⊗Y )→ (X ⊗Mod(Y ), µ ⊗ τY , id⊗ θY ).
In terms of trivializations, we have πµ⊗ν = (id⊗ πν) ◦ κµ for any faithful semifinite measure ν
on Y . We call κµ a partial trivialization over Y .
A.3. Densities and canonical Lp-spaces. We explain a construction of canonical Lp-spaces
which is due to Haagerup. Let X be a nonsingular space. Take z ∈ C. A density of degree
z over X is a function ζ ∈ L0(Mod(X),C) such that θλ(ζ) = λzζ for all λ ∈ R∗+. We denote
by Λz(X) the set of all densities of degree z. When z = s ∈ R, we denote by Λs+(X) the
space of all non-negative s-densities. Note that Λz(X)Λw(X) ⊂ Λz+w(X) for all z, w ∈ C. In
particular, Λz(X) is a module over Λ0(X) = L0(X) for all z ∈ C.
Let ζ ∈ Λ1+(X). Then the semifinite measure ζτ on Mod(X) is θ-invariant. Therefore, by
Corollary A.31, there exists a unique semifinite measure µ on X such that ζτ = µ ◦ T where T
is the fibered Haar measure of θ. Conversely, if µ is a semifinite measure on X, then
ζ =
d(µ ◦ T )
dτ
∈ Λ1+(X).
We will therefore identify Λ1+(X) with the set of all semifinite measures on X. For every faithful
semifinite measure µ on X, by viewing µ as an element of Λ1+(X) hence as a positive function
on Mod(X), we can define µz ∈ Λz(X) and the map L0(X) ∋ f 7→ fµz ∈ Λz(X) is a linear
bijection.
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Take p ∈ [1,+∞[ and ζ ∈ Λ1/p(X). Then |ζ|p ∈ Λ1+(X). Therefore, viewing |ζ|p as a measure
on X, we can define
‖ζ‖p =
(∫
X
|ζ|p
)1/p
.
The space Lp(X) = {ζ ∈ Λ1/p(X) | ‖ζ‖p < +∞} is a Banach space with respect to the norm
‖ · ‖p. We call it the canonical Lp-space of X. Note that for every finite measure µ on X, we
can define µ1/p ∈ Lp(X) and we have ν1/p = ( dνdµ)1/pµ1/p. Note that
‖fµ1/p‖p =
(∫
X
|f |p dµ
)1/p
for all f ∈ L∞(X). Therefore, if µ is faithful, the map f 7→ fµ1/p extends to an isometric
isomorphism from the usual Lp-space Lp(X,µ) to the canonical one Lp(X).
Note that L1(X) is naturally identified with the space of all signed (or complex valued) finite
measures on X.
Note that we have a natural duality between Lp(X) and Lq(X) when 1p +
1
q = 1 because
Lp(X)Lq(X) ⊂ L1(X). The duality is then defined by integration 〈ζ, ζ ′〉 = ∫X ζζ ′. In particular,
L2(X) is a Hilbert space and we have the formula
〈µ1/2, ν1/2〉 =
∫ (
dν
dµ
)1/2
dµ =
∫ (
dµ
dν
)1/2
dν.
A.4. The Maharam extension and Krieger invariants. Thanks to its functorial prop-
erties, the modular bundle plays an important role in the study of nonsingular actions. In-
deed, every automorphism α ∈ Aut(X) can be lifted in a unique way to an automorphism
Mod(α) ∈ Aut(Mod(X)) which preserves the measure τ and commutes with θ. If we choose a
trivialization πµ, then we have the following formula
πµ ◦Mod(α) ◦ π−1µ (x, λ) =
(
σ(x), λ
dα∗µ
dµ
(x)
)
.
In particular, any nonsingular action σ : Gy X can be lifted to a nonsingular action Mod(σ) :
Gy Mod(X) called the Maharam extension of σ. The Maharam extension Mod(σ) preserves
the measure τ and commutes with θ.
A.4.1. Krieger flow and Krieger type. Let σ : G y X be a nonsingular action. The flow
θ : R∗+ y Mod(X) descends to a flow θ˜σ : R∗+ y G\Mod(X) called the Krieger flow of σ.
Note that θ˜σ is ergodic if and only if σ is ergodic because
R∗+\(G\Mod(X)) = G\(R∗+\Mod(X)) = G\X.
Suppose that σ is ergodic. The flow θ˜ is dissipative if and only if σ admits an invariant faithful
semifinite measure. When this is not the case, we say that σ is of type III. Then one of the
following situation occurs:
• θ˜ is trivial, i.e. Mod(σ) is ergodic. Then we say that σ is of type III1.
• θ˜ is periodic with ker(θ˜) = λZ for some λ ∈]0, 1[. Then we say that σ is of type IIIλ.
• θ˜ is properly ergodic (not transitive). Then we say that σ is of type III0.
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A.4.2. The Krieger T -set. Let σ : Gy X be an ergodic nonsingular action. Note that G acts
on the space of z-densities Λz(X) for all z ∈ C. The Krieger T -set of σ is defined by
T (σ) = {t ∈ R | Λit(X)G 6= {0}}.
It is clearly a subgroup of R. We have T (σ) = R if and only if σ is not of type III. If σ is of
type IIIλ for some λ ∈]0, 1[, then T (σ) = 2π| log(λ)|Z.
We observe that if t ∈ T (σ), then there exists a faithful finite measure µ on X such that µit is
G-invariant. Indeed, if ζ ∈ Λit(X)G with ζ 6= 0, then |ζ|2 = ζζ¯ ∈ L0(X) is G-invariant hence
constant and we can assume that it is equal to 1. Then, we can write ζ = eihν it = (eh/tν)it
where ν is any given faithful probability measure on X and h ∈ L0(X, [0, 2π]).
A.4.3. The λ-modular bundle. Let λ ∈]0, 1[. A λ-nonsingular space is a standard borel space
X equiped with a class of λ-equivalent σ-finite measures. Two measures µ, ν are λ-equivalent
if they are equivalent and the Radon-Nikodym derivative dµdν takes only values in λ
Z = {λn |
n ∈ Z}. There are obvious notions of λ-nonsingular maps and λ-nonsingular actions etc. The
modular bundle can also be adapted: replace the measure scaling flows in all this section by
λ-scaling actions of Z, i.e. a nonsingular automorphism θ of a measure space (Y, τ) such that
τ ◦ θ = λτ . We obtain a notion of λ-modular bundle Modλ(X) for every λ-nonsingular space
X. If we have a λ-nonsingular action σ : Gy X (i.e. σ preserves the λ-equivalence class), then
we get a λ-Maharam extension Modλ(σ). As a nonsingular action, σ is of type IIIλ if and only
if Modλ(σ) is ergodic.
A.5. The Koopman representation. Let σ : G y X be a nonsingular action. Then the
Maharam extension Mod(σ) restricts to a natural action of G on the canonical L2-space L2(X)
which is an orthogonal (or unitary) representation of G called the Koopman representation of
σ. We review some useful properties of this representation.
Lemma A.4. Let X be a nonsingular space. For any bounded sequence of positive vectors
ξn ∈ L2(X)+, the following are equivalent:
(i) limn〈ξn, η〉 = 0 for some faithful η ∈ L2(X)+.
(ii) ∀η ∈ L2(X), limn〈ξn, η〉 = 0.
Proposition A.5. Let σ : Gy X be a nonsingular action and π : Gy L2(X) the associated
Koopman representation. Then the following are equivalent:
(i) σ has no invariant probability measure.
(ii) π has no invariant vectors.
(iii) infg∈G〈π(g)ξ, ξ〉 = 0 for some faithful ξ ∈ L2(X)+.
(iv) π is weakly mixing.
Proof. The equivalence (i) ⇔ (ii) is clear as well as the implication (iv) ⇒ (ii). Therefore, we
only have to show that (ii)⇒ (iii)⇒ (iv).
(ii) ⇒ (iii). Suppose that c = infg∈G〈π(g)ξ, ξ〉 > 0. Let η be the element of minimal norm
in the closed convex hull of {π(g)ξ | g ∈ G}. Then η is an invariant vector for π and η 6= 0
because 〈η, ξ〉 ≥ c > 0.
(iii) ⇒ (iv). Take a sequence gn ∈ G such that limn〈π(gn)ξ, ξ〉 = 0. Then by Lemma A.4, we
get limn〈π(gn)ξ, η〉 = 0 for every η ∈ L2(X). This implies that limn〈π(gn)∗η, ξ〉 = 0. Now,
suppose that η is positive. Then by Lemma A.4 again, we get limn〈π(gn)∗η, η′〉 = 0 for all
η′ ∈ L2(X). Since L2(X) is closure of the linear span of L2(X)+, we conclude that π is weakly
mixing. 
With a similar proof, we obtain the following equivalence.
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Proposition A.6. Let σ : Gy X be a nonsingular action and π : Gy L2(X) the associated
Koopman representation. Then the following are equivalent:
(i) limg→∞〈π(g)ξ, ξ〉 = 0 for some faithful ξ ∈ L2(X)+.
(ii) π is mixing.
Definition A.7. We say that a nonsingular action is of zero-type if it satisfies the equivalent
conditions of Proposition A.6.
Proposition A.8. Let σ : Gy X be a nonsingular action and π : Gy L2(X) the associated
Koopman representation. Then the following are equivalent:
(i) σ has almost invariant probability measures, i.e. for every ε > 0 and every compact subset
K ⊂ G, there exists a probability measure η on X such that
∀g ∈ K, ‖g∗η − η‖ < ε.
(ii) σ admits an invariant mean, i.e. a G-invariant state φ ∈ L∞(X)∗.
(iii) π has almost invariant vectors.
(iv) π ⊗ ρ has almost invariant vectors for some orthogonal representation ρ : G→ O(H).
Proof. The equivalence (i)⇔ (iii) follows from the inequalities
‖µ1/2 − ν1/2‖2 ≤ ‖µ − ν‖ ≤ 2‖µ1/2 − ν1/2‖
for every pair of probability measures µ, nu on X. The implication (i) ⇒ (ii) is obtained by
taking a weak∗-limit of almost invariant probability measures. The converse (ii) ⇒ (i) follows
from the Hahn-Banach theorem. It only remains to show that (iv)⇒ (iii). Suppose that π⊗ ρ
has almost invariant vectors for some representation ρ. Then π⊗π has almost invariant vectors.
This means that the action σ ⊗ σ : Gy X ⊗X has an invariant mean φ ∈ L∞(X ⊗X)∗. By
restricting this invariant mean to L∞(X) ⊗ 1, we conclude that σ : G y X has an invariant
mean. 
Proposition A.9. Let σ : Gy X and ρ : Gy Y be two nonsingular actions. Then σ⊗ ρ has
an invariant mean if and only if both σ and ρ have an invariant mean.
Definition A.10. Let π : Gy H be an orthogonal representation of a locally compact group
G. Let µ be a symmetric probability measure on G. The µ-spectral radius of π, denoted by
ρµ(π), is defined by
ρµ(π) =
∥∥∥∥∫
G
π(g) dµ(g)
∥∥∥∥
B(H)
.
The µ-spectral radius of G is defined by ρµ(G) = ρµ(λG) where λG : G y L
2(G) is the left
regular representation. Let σ : G y X be a nonsingular action. The µ-spectral radius of σ is
defined by ρµ(σ) = ρµ(π) where π is the Koopman representation of σ.
Theorem A.11 (Kesten). Let σ : Gy X be a nonsingular action and µ a probability measure
on G. If σ admits an invariant mean then ρµ(σ) = 1. If the support of µ spans G and
ρµ(σ) = 1, then G admits an invariant mean.
For the following proposition, see [AD03, Corollary 2.3.3].
Proposition A.12. Let σ : G y X be a nonsingular action and µ a probability measure on
G. Then ρµ(σ) ≥ ρµ(G).
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A.6. Amenability.
Definition A.13. A nonsingular action σ : G y X is called amenable (in Zimmer’s sense) if
there exists a G-equivariant conditional expectation E : L∞(G ⊗X) → L∞(X) where G acts
diagonnaly on G⊗X.
The trivial action of G on the one-point space is amenable if and only if G is amenable in the
usual sense. Conversely, if G is amenable, then every nonsingular action of G is amenable.
Nonamenable groups admit amenable actions. Indeed, the left translation action of a locally
compact group G on itself is always amenable. We will need the following facts which can be
found in the reference [AD03].
Proposition A.14. Let σ : G y X be a nonsingular action. If σ is amenable and admits an
invariant mean, then G is amenable.
Proposition A.15. Let σ : Gy X and ρ : Gy Y be two nonsingular actions. Suppose that ρ
is amenable and that we have a G-equivariant quotient map from X to Y . Then σ is amenable.
Proposition A.16. Let σ : G y X be an amenable nonsingular action. Then the Koopman
representation of σ is weakly contained in the left regular representation of G and in particular
ρµ(σ) = ρµ(G) for any probability measure µ on G.
A.7. Relative entropy.
Definition A.17. Let X be a nonsingular space and µ, ν be two faithful probability measures
on X. The relative entropy of µ with respect to ν is defined by
H(µ | ν) = −
∫
X
log
(
dµ
dν
)
dν.
Proposition A.18. Let X be a nonsingular space and µ, ν be two faithful probability measures
on X. Then we have
−2 log〈µ1/2, ν1/2〉 ≤ H(µ | ν).
Proof. By the concavity of log, we have
− log〈µ1/2, ν1/2〉 = − log
∫
X
√
dµ
dν
dν
≤ −
∫
X
log
√
dµ
dν
dν
=
1
2
H(µ|ν).

Definition A.19. Let σ : Gy X be a nonsingular action. We say that σ has almost vanishing
entropy if for every ε > 0 and every compact set K ⊂ G there exists a faithful probability
measure η on X such that
∀g ∈ K, H(g∗η | η) ≤ ε.
When σ is the left translation action Gy G, we say that G has almost vanishing entropy.
Proposition A.20. Let σ : G y X be a nonsingular action. If σ has almost vanishing
entropy then σ has an invariant mean. In particular, if G has almost vanishing entropy then
G is amenable.
Proof. This follows from Proposition A.18 and Proposition A.8. 
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A.8. Fibered measures.
Definition A.21. Let π : X → Y a quotient map between two nonsingular spaces. A fibered
measure over π is a map T : L0(X, [0,+∞]) → L0(Y, [0,+∞]) which is:
(i) linear : T (0) = 0 and T (αf + βg) = αT (f) + βT (g) for all f, g ∈ L0(X, [0,+∞]) and all
α, β > 0.
(ii) normal : T (supn fn) = supn T (fn) for any increasing sequence fn ∈ L0(X, [0,+∞]).
(iii) π-modular : T ((f ◦ π)g) = fT (g) for all g ∈ L0(X, [0,+∞]) and all f ∈ L0(Y, [0,+∞]).
We say that T is:
(i) faithful if T (f) = 0 implies f = 0 for all f ∈ L0(X, [0,+∞]).
(ii) semifinite if the subspace {f ∈ L0(X, [0,+∞]) | T (f) < +∞} is dense in L0(X, [0,+∞]).
(iii) purely infinite if T (f) = +∞ for all f ∈ L0(X, ]0,+∞]).
(iv) a conditional expectation if T (1) = 1.
Example A.22. Let Y = {∗} be the one-point space so that L0(Y, [0,+∞]) = [0,+∞]. Let
π : X → {∗} be the unique quotient map. Then fibered measures T over π are in one-to-one
correspondance with measures µ on X via integration
T (f) =
∫
X
f dµ.
Proposition A.23. Let π : X → Y be a quotient map between two nonsingular spaces. Let
µ and ν be two measures on X and Y respectively. Suppose that ν is faithful and semifinite.
Then there exists a unique fibered measure T over π such that ν ◦T = µ. Moreover, T is faithful
(resp. semifinite) if and only if µ is faithful (resp. semifinite).
A.9. E´tale maps. Let π : X → Y be a quotient map. A section of π is a subset A ⊂ X such
that π|A : A → X is an isomorphism. If π|A : A → X is only injective, we say that A is a
partial section.
Proposition A.24. Let π : X → Y be a quotient map. The following are equivalent:
(i) X can be covered by sections of π.
(ii) X can be covered by partial sections of π.
(iii) There exists a semifinite fibered measure T over π such that T (f) ≥ f for all f ∈
L0(X, [0,+∞]).
(iv) There is an injective nonsingular map i : X → Y ⊗ N such that π′ ◦ i = π where
π′ : Y ⊗N→ Y is the projection on the first coordinate.
If these conditions are satisfied, there exists a unique fibered measure Λ over π such that Λ(1A) =
1 for every section A of π.
We say that π is e´tale if it satisfies the above equivalent conditions. The fibered measure Λ is
called the fibered counting measure over π.
A.10. Dissipative and recurrent actions. In this section the notion of dissipativity and
recurrence for actions of locally compact groups. This simply generalizes what is already
known for flows and single transformations as in [Aa97].
Definition A.25. Let σ : Gy X be a nonsingular action of a locally compact group G. Let
π : X → G\X be the quotient map. Choose a left Haar measure dg on G. The fibered Haar
measure over π is defined by
T (f) =
∫
G
σg(f) dg.
We say that σ is dissipative (or integrable) if T is semifinite. We say that σ is conservative (or
recurrent) if T is purely infinite.
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Example A.26. Let H be a closed subgroup of G. Then the left translation action Gy G/H
is dissipative if and only if H is compact, otherwise it is conservative.
The following property justifies the term recurrent.
Proposition A.27. Let σ : G y X be a nonsingular action of a locally compact group G. If
σ is recurrent then for every subset A ⊂ X with A 6= 0 and every compact set K ⊂ G, there
exists g ∈ G \K such that gA ∩A 6= 0.
Proof. Take 0 6= A ⊂ X. Suppose that there exists a compact set K ⊂ G such that gA∩A = 0
for all g /∈ K. Then we have
Tm(1A)1A =
∫
K
σg(1A)1A dmg ≤ m(K).
This shows that Tm is not purely infinite, hence σ is not recurrent. 
Theorem A.28. Let σ : Gy X be a nonsingular action of a locally compact group G. Then
σ is dissipative if and only if every ergodic component of its ergodic decomposition is a left
translation action of the form Gy G/K for some compact subgroup K.
Proof. First observe that a nonsingular action is dissipative if and only if each one of its ergodic
components is dissipative. Therefore, we may assume that σ is ergodic and it is enough to show
that σ is transitive, i.e. that there exist a G-equivariant nonsingular map from G to X.
We first assume that σ is free. Then here exists a pair (S, p), called a cross-section of σ (see
[KPV15, Section 4]), where S is a nonsingular space and p : G⊗S → X is a quotient map such
that:
(i) U ⊗ S is a partial section of p for some nonempty open subset U in G.
(ii) p is G-equivariant with respect to the actions ρ⊗ id : Gy G⊗ S and σ : Gy X.
These conditions imply that the map p : G⊗ S → X is e´tale since gU ⊗ S is a partial section
of p for all g ∈ G. Let Λ be the fibered counting measure over p. Note that Λ is G-equivariant.
Therefore, for every f ∈ L0(S, [0,+∞]) ⊂ L0(G⊗ S, [0,+∞]) we have Λ(f) ∈ L0(X, [0,+∞])G
which means that Λ(f) is a constant in [0,+∞] because σ is ergodic. This means that Λ
restricts to a measure µ on S. Note that µ(f) = Λ(f) ≥ f for all f ∈ L0(S, [0,+∞]).
Let ν be the fibered Haar measure of σ which is a faithful semifinite measure on X because σ
is dissipative and ergodic. Let T be the fibered Haar measure of ρ⊗ id : G y G⊗ S. By the
G-equivariance of Λ, we have µ◦T = Λ◦T = ν ◦Λ. Since Λ and ν are semifinite, it follows that
µ is also semifinite. But µ(f) ≥ f for all f ∈ L0(S, [0,+∞]). This implies that S is atomic. By
restricting p to an atom of S, we obtain a G-equivariant map from G to X hence σ is transitive.
Now, suppose that σ is not free. Take ρ : G y Y a free mixing pmp action (which exists, see
Remark 4.10). Then σ ⊗ ρ : G y X ⊗ Y is free and dissipative. Suppose that σ is properly
ergodic. Then σ ⊗ ρ is ergodic by [SW81]. By the first part of the proof, we conclude that
σ ⊗ ρ is transitive which implies that σ is transitive (contradicting the assumption that σ is
properly ergodic). 
Recall that a nonsingular action σ of a locally compact group G is called of type I if every
ergodic component of its ergodic decomposition is transitive, i.e. of the form G y G/H for
some closed subgroup H ⊂ G.
Corollary A.29. Every dissipative nonsingular action is of type I. The converse is also true
if the action is free.
Corollary A.30. A dissipative nonsingular action is amenable.
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Proof. By Theorem A.28 and [AEG94, Corollary B], it is enough to check this for a left trans-
lation action of the form Gy G/K where K is a compact subgroup of G. 
Corollary A.31. Let σ : G y X be a nonsingular action. Suppose that σ is dissipative and
that µ is a G-invariant semifinite measure on X. Then there exists a G-invariant semifinite
measure ν on G\X such that µ = ν ◦ T where T is the fibered Haar measure of σ.
Proof. By Theorem A.28, it is enough to consider the case where σ is just a left translation
action G y G/K for some compact subgroup K ⊂ G. In that case, µ is simply a G-invariant
measure on G/K and T is the pushforward of the Haar measure of G on G/K. We indeed have
µ = λT for some λ > 0. 
Proposition A.32. Let σ : Gy X be a nonsingular action. Then σ is dissipative if and only
if its Maharam extension Mod(σ) is dissipative.
Proof. Let T and T ′ be the fibered Haar measure of σ and Mod(σ) respectively. Let θ˜ : R∗+ y
G\Mod(X) be the Krieger flow induced by θ. Let S and S˜ be the fibered Haar measures of
θ and θ˜ respectively. Then we have S˜ ◦ T ′ = T ◦ S. Since θ is dissipative, we know that S is
semifinite. This already shows that if σ is dissipative, i.e. T is semifinite, then T ′ must also be
semifinite hence Mod(σ) is dissipative.
Conversely, suppose that Mod(σ) is dissipative. Since the modular measure τ on Mod(X) is
G-invariant, there exists a faithful semifinite measure ν on G\Mod(X) such that τ = ν ◦ T ′.
Since θ˜ ◦ T = T ◦ θ, we get ν ◦ θ˜λ = λν for all λ ∈ R∗+. Thus θ˜ is a measure scaling flow. In
particular, it is dissipative and S˜ is semifinite. We conclude that S˜ ◦ T ′ = T ◦ S is semifinite,
hence T is semifinite which means that σ is dissipative. 
Proposition A.33. Let σ : Gy X be a nonsingular action. If σ is recurrent, then∫
G
(
dg∗µ
dµ
)s
dg = +∞
for every faithful semifinite measure µ on X and every s ∈ R.
Proof. Since σ is recurrent, Mod(σ) is also recurrent. Therefore, the fibered Haar measure
T of Mod(σ) is purely infinite. In particular, viewing µ as a 1-density µ ∈ Λ1(X)+, we get
T (µs) = +∞ for all s ∈ R. In particular, we get T (µs)µ−s = +∞ for all s ∈ R, which is
precisely the desired conclusion. 
Proposition A.34. Let σ : G y X be a nonsingular action and let H < G be a closed
subgroup. If σ is dissipative then σ|H is dissipative. If G/H is compact and σ|H is dissipative,
then σ is dissipative.
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