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Abstract. In this work we consider the non-equilibrium dynamics of
two tunnel coupled bosonic gases which are created from the coherent
splitting of a one-dimensional gas. The consequences of the tunneling
both in the non-stationary regime as well as at large time are investi-
gated and compared with equilibrium results. In particular, within a
semiclassical approximation, we compute correlation functions for the
relative phase which are experimentally measurable and we observe a
transient regime displaying oscillations as a function of the distance.
The steady regime is very well approximated by a thermal state with
a temperature independent of the tunneling strength.
1 Introduction
Thanks to the great achievements in the field of cold atomic experiments the recent
theoretical research interest on the dynamics of closed quantum systems has increased
enormously [1,2,3]. This class of experiments allows one to prepare the system in
highly excited states in a controllable manner, also because of the high tunability of
the underlying Hamiltonians, to monitor their dynamics in isolation from the coupling
to any environment and to probe the system under appropriate time scales [4,5].
In this context some relevant questions that can be addressed from the theoretical
and the experimental point of view are connected with the properties of the relaxation
of such an excited state, with the approach of a possible steady regime and with the
emergence or not of a canonical (or a generalized) thermal state [6,7,8,9,10].
The understanding of how thermalization occurs in isolated quantum systems
have actually been investigated long time ago [11] and is now subject to a revival of
interest. Moreover, the comprehension of the relaxation dynamics of isolated many-
body systems is of crucial importance also to have under control the experiments
where cold atomic systems are designed to probe equilibrium phases as they inevitably
evolve in absence of coupling to a thermal bath which ensures the thermalization of
the system.
In this dynamical setting a lot of attention has been devoted to the understand-
ing of the role of integrability and the stationary ensemble that is reached under
this constraint [12,13,14,15,16,17]. In particular, due to the presence of integrals of
motion, many theoretical works have pointed out the emergence of many (an exten-
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sive number of) temperatures or chemical potentials that ensure the conservation of
local quantities. Experimentally the existence of many generalized temperatures (or
generically Lagrange multipliers) in a nearly integrable system have been shown in [9].
However the macroscopic differences between a generalized or a standard Gibbs
ensemble are not always very pronounced and it is important to understand when
this happens and if there are constants of motion more constraining than others.
Moreover both from the theoretical and the experimental point of view it is natu-
ral to ask about the effect of perturbations on such generalized ensembles and when
a genuine thermalization of the system occurs. True thermalization is a time de-
pendent phenomenon which might have very long time scales and is preceded by
a transient pre-thermal state. In [18] prethermalization was presented as the equi-
libration at short times of some thermodynamic quantities while some other being
still out-of-equilibrium, which is succeeded on a much larger time scale by the full
equilibration of all observables. A prethermalized state was experimentally observed
in [8] and interpreted as the decoupling of two types of modes in the system. From a
renormalization group perspective it is interesting that integrability breaking interac-
tions that in equilibrium might be irrelevant in a non equilibrium unitary dynamics
can drive the system to stationary states with different properties than those of the
integrable states where eventually a single thermodynamic temperature governs the
dynamics [19].
This work is inspired by a set of remarkable experimental and theoretical achieve-
ments on the understanding of the relaxation dynamics of quantum many-body sys-
tems that have been carried on in a long series of works [8,9,20,21,22,23,24]. In these
works they considered a one-dimensional gas of bosons which is suddenly split into
two one-dimensional gases, sharing almost the same phase profile. In all these works
the two gases after the splitting were independent (one controlled way to study the
splitting is provided by the ladder system [25]). The goal of the present study is to
consider the effect of a tunnel coupling term between the two gases after the splitting
is performed. We study how this term changes the relaxation of correlation functions
that can be directly measured in interference measurements and its consequences on
the effective temperature that emerged from the prethermalized state in [8].
The manuscript is organized as follows: in Section 2 and 3 we present the model
and the characterization of the initial state, in section 4 we describe the thermody-
namic and dynamic properties of the eigenmodes, in section 5 we discuss the dynamics
of the relative phase of the two gases and we compare with the equilibrium values,
in section 6 we study two-time quantities and we look at fluctuation-dissipation rela-
tions. Finally in section 7 we discuss our results and we conclude.
2 Theoretical setting
The system is prepared as a one-dimensional gas and, at time t = 0, a barrier is
grown in order to create two one-dimensional systems sharing almost the same phase
profile [20,8,22]. We suppose that the barrier is grown instantaneously and kept finite.
In Fig. 1 we show a sketch of this situation.
The Hamiltonian of the two systems after the splitting is well described within
the Luttinger liquid theory by [26]:
H = H1LL +H
2
LL −
t⊥
2pi
∫
dx 2 cos(θ2(x)− θ1(x)) . (1)
Here HαLL is the Luttinger liquid Hamiltonian describing the system α = 1, 2:
HαLL =
h¯u
2
∫
dx
[ K
pi
[∇θα(x)]2 + piK [nα(x)]
2
]
, (2)
Will be inserted by the editor 3
Fig. 1. Schematic figure of the splitting protocol that leads from one single gas to two
tunnel-coupled tubes.
u is the sound velocity and K is the Luttinger parameter which encodes the inter-
actions of the system: K = 1 corresponds to hard core bosons while K = ∞ to free
bosons. In the weakly interacting regime realized in the experiment, in terms of the
microscopic parameters of the gas one has K = h¯pi
√
ρ
Mg and u =
√
gρ
M , where ρ is
the density of atoms in each of the tubes, M their mass and g the strength of their
effective one dimensional interaction.
The operators θ(x) and n(x) representing respectively the phase of the bosonic
field and the fluctuation of its density are canonically conjugated: [n(x), θ(x′)] =
iδ(x−x′). The cosine term originates from the tunneling operator ψ†1(x)ψ2(x)+h.c. =
2 ρ cos(θ2(x) − θ1(x)), where we used that ψα(x) ' √ρ eiθα(x) and ρ is the density.
Therefore one can set t⊥ = h¯ Jρ, where h¯J is the energy scale defined by the potential
barrier.
The dynamics of this system can be studied by introducing symmetric and an-
tisymmetric variables θA/S = θ1 ∓ θ2 and nA/S = (n1 ∓ n2)/2. Indeed under the
assumption that the two systems are identical, symmetric and antisymmetric modes
decouple and in terms of those variables one has H = HSLL + H
A
SG with H
A
SG the
Sine-Gordon Hamiltonian for the antisymmetric modes:
HASG =
h¯u
2
∫
dx
[ K
pi
[∇θA(x)]2 + pi
K
[nA(x)]
2
]
− t⊥
2pi
∫
dx 2 cos θA(x) . (3)
Here K = K/2. The series of experiments [20,8,22] are compatible with K ∼ 30 which
implies that they are in the weakly interacting regime. In the following we will focus
only on the antisymmetric part of H. In order to diagonalize the Hamiltonian and to
study its dynamics we will make the following semiclassical approximation:
HASC =
h¯u
2
∫
dx
[ K
pi
[∇θA(x)]2 + pi
K
[nA(x)]
2
]
+
t⊥
2pi
∫
dx [θA(x)]
2 , (4)
which corresponds to develop the cosine up to second order around its minimum.
This approximation should be well justified in the weakly interacting regime of the
experiment. The Hamiltonian (4) can be studied expanding the operators θA and
nA in the base of bosonic operators {bp, b†p} that diagonalize the Luttinger liquid
Hamiltonian, corresponding to the case t⊥ = 0:
nA(x) =
1√
L
∑
p 6=0
e−ipxe−(pξh)
2/2
√
K|p|
2pi
(b†p + b−p) +
1√
L
n0
θA(x) =
i√
L
∑
p 6=0
e−ipxe−(pξh)
2/2
√
pi
2K|p| (b
†
p − b−p) +
1√
L
θ0 ,
(5)
where n0 and θ0 represent the p = 0 Fourier transform of the fields, and we assumed
that there is a high energy cut-off of the order of the inverse of the healing length
ξh = h¯u/gρ.
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Next we perform a canonical transformation from the operators {bp, b†p} to the
{γp, γ†p}:
γ†p = coshϕpb
†
p − sinhϕpb−p
γ−p = coshϕpb−p − sinhϕpb†p ,
(6)
with tanh 2ϕp =
t⊥
t⊥+2h¯Ku|p|2 , which diagonalizes the Hamiltonian (4):
HASC =
∑
p
ωpγ
†
pγp , (7)
with ωp =
√
(h¯up)2 + t⊥uh¯/K =
√
(h¯up)2 +m2 where we set m2 = t⊥uh¯/K.
3 Initial state
Following [8,20], we assume that just after the splitting the system is well described
by a minimum uncertainty state characterized by the following correlation functions:
〈nA(p)nA(p′)〉(t = 0) = ρ
2
δ−p,p′ ,
〈θA(p)θA(p′)〉(t = 0) = 1
2ρ
δ−p,p′ ,
(8)
resulting in local correlations in real space 〈nA(x)nA(x′)〉(t = 0) = ρ2 δ(x− x′). This
form of correlation functions should intend that the delta function is smeared over
the healing length scale ξh. The strength of density fluctuations after the splitting
(and consequently of phase fluctuations) is chosen to be proportional to the density
itself assuming that in the splitting process particles can go either left of right with
equal probability and the number of particles is large.
4 Eigenmodes’ properties
4.1 Eigenmodes’ energy
A quantity of particular interest in order to understand the effective “thermody-
namics” of the system after the quench is the average energy of the system. In the
quadratic approximation one can look at the energy of each mode and this is given
by:
〈Ep〉 = ωp
2
[Kωp
h¯upi
〈|θp|2〉(0) + h¯upi
Kωp
〈|np|2〉(0)
]
. (9)
If one neglects the initial fluctuation of the phase, setting 〈|θp|2〉(0) ∼ 0, and as-
sumes that classical equipartition holds, Eq. (9) provides a p-independent effective
temperature:
Ek ∼ Teff = h¯upiρ
4K
. (10)
This reasoning leads to an effective temperature which is also independent of the
dispersion ωp and therefore of the tunneling t⊥. In the following we will show that this
effective temperature is a meaningful quantity that allows to characterize very well the
correlation functions of the relative phase. Let us note that neglecting the contribution
from 〈|θp|2〉(0) can have an impact on low energy modes if Kω0h¯upiρ = ξhm2h¯u  1. For
high energy modes p > ξ−1h this approximation starts not to be true, however their
contribution is suppressed in the correlation functions.
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4.2 Eigenmodes’ dynamics
Under the semiclassical approximation the dynamics of each mode is decoupled from
the other and one can compute the time evolution of density and phase fluctuations
which are given as follows:
〈|θp|2〉(t) = sin2 ωpt
( h¯upi
Kωp
)2
〈|np|2〉(0) + cos2 ωpt 〈|θp|2〉(0) , (11)
〈|np|2〉(t) = sin2 ωpt
(Kωp
h¯upi
)2
〈|θp|2〉(0) + cos2 ωpt 〈|np|2〉(0) . (12)
From these equations one sees that in the massless case t⊥ = 0 the dynamics of the
zero mode is different from that of the other modes and should be treated separately.
As soon as t⊥ 6= 0, though, this mode oscillates as the others.
5 Dynamics of the relative phase
In the following we will be interested in the expectation values of the correlation
functions of the relative phase as it is the most direct observable in interference
experiments. In fact, from the interference pattern of the two gases after time of
flight it is possible to extract their relative phase at any point x and repeating the
measurement many times for all available times t it is possible to reconstruct the
correlation function [22]:
C(x, t) = 〈ei(θA(x,t)−θA(0,t))〉 = e− 12 〈[(θA(x,t)−θA(0,t))2]〉 , (13)
where the second equality holds in the semiclassical limit (4) (see Appendix B).
Unsing Eq. (11) and (13) we arrive at the following form for the correlation func-
tions:
C(x, t) = exp
[
− 1
4Kλ
I1(x˜, t˜, m˜)− λ
4K
I2(x˜, t˜, m˜)
]
, (14)
with λ =
K
piρξh
=
1
2
and x˜ = x/ξh, t˜ = tu/ξh, m˜ = ξhm/h¯u:
I1(x˜, t˜, m˜) =
∫ ∞
0
dp˜ e−p˜
2 1
m˜2 + p˜2
(
1− cos(p˜x˜)
)[
1− cos(2t˜
√
m˜+ p˜2)
]
, (15)
I2(x˜, t˜, m˜) =
∫ ∞
0
dp˜ e−p˜
2
(
1− cos(p˜x˜)
) [
cos(2t˜
√
m˜2 + p˜2) + 1
]
, (16)
where e−p
2
is a function regularizing the integral.
In Fig. 2 we show the correlation functions, as obtained from (14) for different
times and coupling h¯J = t⊥/ρ. In particular the four plots correspond to times
t = 3, 6, 9, 12 ms and in each plot the values J = 0, 8, 20 Hz are shown with dotted-
dashed, dashed and solid lines respectively. Fig. 2 and the following show the results
obtained for the correlation function C(x, t) in (14) computed with ρ = 40µm−1 ,
ξh ' 0.45 µm, K = pi2 ξhρ ' 30 and u ' 1.6µm/ms. While the relaxation of the
correlations is independent of the tunneling at short times up to a certain extent (see
Fig. 2.a), at larger times the effect of tunneling is evident in the long range order (see
Fig. 2.b, c and d).
In Fig. 3 we show spatial correlation functions grouped according to the strength of
the tunneling J = 0, 8, 20 Hz and for different times. As in the case without tunneling
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Fig. 2. Correlation functions of the relative phase C(x, t) (13), as obtained from (14), as a
function of the distance for different times and coupling h¯J = t⊥/ρ. The four plots corre-
spond to times t = 3, 6, 9, 12 ms and in each plot the values J = 0, 8, 20 Hz are shown with
dotted-dashed, dashed and solid lines respectively. While the relaxation of the correlations
is independent of the tunneling at short times (see Fig. 2.a), at larger times the effect of
tunneling is evident in the long range order (see Fig. 2.b, c and d).
one sees a light cone in the correlation functions propagating linearly at xc = 2ut.
The decay towards the stationary regime is different, characterized in particular by an
oscillating behavior (which is more visible at large J). The most important difference
between J = 0 and J 6= 0 is a finite plateau value attained by correlation functions in
the long time and large distances limit, which is a residue of the coherence induced
by the tunneling term.
Indeed, in the limit of large times and distances this correlation function tends to
the asymptotic finite value:
C(x→∞, t→∞) = exp
[
− 1
2K
I∞ − 1
8K
√
pi
2
]
, (17)
with:
I∞ = pi e
m˜2
2m˜
Erfc(m˜) =
1
m˜
[pi
2
+O(m˜)
]
. (18)
In the same semiclassical limit the thermal correlation function reads:
Cβ(x) = exp
[
− 1
2K
∫ ∞
0
dp˜ e−p˜
2 1√
m˜2 + p˜2
(1− cos(p˜x˜)) cotanh
(
β˜
√
m˜2 + p˜2
2
)]
,
(19)
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Fig. 3. Spatial correlation functions for different times (coloured lines) compared with the
thermal ones at inverse temperature βeff =
4K
ρpih¯u
(black lines). Blue, red, green and yellow
lines correspond respectively to t = 3, 6, 9, 12 ms. The three plots refer to different values of
J = 0, 8, 20 Hz.
where β˜ = βh¯u/ξh and β is the inverse temperature. The thermal correlation function,
at temperature βeff =
4K
ρpih¯u is shown in Fig. 3 with black solid lines.
In the left panel of Fig. 4 we show the value of correlation functions at x = 40µm
as a function of J for different times. On the same Figure we show the thermal equi-
librium result at βeff which is indistinguishable from the stationary limit of Eq (14).
Finally, the right panel of Fig. 4 shows that the results are quite robust in response
to variations of the density of about 25%.
6 Two-time correlation and response functions
An important way to test the thermalization of the system and eventually measure
its temperature is to look at fluctuation-dissipation relations which relate equilibrium
correlation and response functions via the temperature of the system [27]. From this
perspective understanding how to access these two-time quantities experimentally in
cold atomic experiments is a very interesting question [28]. Dynamical quantities at
equilibrium for the Sine-Gordon model have been computed in [29].
In this section we consider the role of the effective temperature defined in (10) at
the level of the fluctuation-dissipation relation that involves the correlation and the
response function of the relative phase. In order to do this we compute the retarded
and the Keldysh Green function of the relative phase [30] where in the following we
will denote [A,B] = AB −BA and {A,B} = AB +BA. In particular we have:
GR(x, t;x
′, t′) = iθ(t− t′)〈[θA(x, t), θA(x′, t′)]〉 =
= θ(t− t′) 1
2pi
∫
dp e−ip(x−x
′)−ξ2hp2 h¯piu
ωpK
sin(ωp(t− t′))
(20)
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Fig. 4. Left panel: C(x = 40µm, t) for t = 3, 5, 7, 10 ms shown with blue, red, green and
yellow curves respectively . The dashed black curve shows the value Cβ(x = 40µm) given
in Eq. (19). The violet curve (which is indistinguishable from the black one at thermal
equilibrium) is the asymptotic stationary limit of (14). The inset highlights the region of
small J which is more interesting for experiments. Right panel: Correlation functions at
large distance as a function of the tunneling strength J for different densities. Blue and red
lines refer respectively to times t = 5, 10 ms. Dotted-dashed, dashed and solid lines refer to
densities ρ = 30, 35, 40 µm−1.
Note that this response function does not contain information on the initial state,
but only on the final Hamiltonian. Moreover the Keldysh Green function reads:
GK(x, t;x
′, t′) =
1
2
〈{θA(x, t), θA(x′, t′)}〉 =
=
1
4pi
∫
dp e−ip(x−x
′)−ξ2hp2
[
(cosωp(t− t′)− cosωp(t+ t′))
(
h¯piu
ωpK
)2
〈|np|2〉(0)
+(cosωp(t− t′) + cosωp(t+ t′)) 〈|θp|2〉(0)
]
(21)
In the stationary limit the Keldysh Green function becomes:
GK(x, t;x
′, t′) =
1
4pi
∫
dp e−ip(x−x
′)−ξ2hp2
[
cosωp(t− t′)
(
h¯piu
ωpK
)2
ρ
2
+ cosωp(t− t′) 1
2ρ
]
.
(22)
The fluctuation-dissipation theorem (FDT) says that at equilibrium retarded and
Keldysh Green function are not independent and satisfy the following relation:
GK(ω) = cotanh
ω
2T
(GR(ω)−GA(ω)) . (23)
In the classical limit the FDT simplifies and can be easily written in the time domain:
GR(t) = −θ(t)
T
∂tGK(t). (24)
Therefore by comparing (20) and (22) we note that neglecting in (22) the term ρ−1,
which corresponds to neglecting the initial fluctuation 〈|θp|2〉(0) as compared to the
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relative density one obtains:
G˜K(x, t;x
′, t′) =
1
4pi
∫
dp e−ip(x−x
′)−ξ2hp2 cosωp(t− t′)
(
h¯piu
ωpK
)2
ρ
2
. (25)
and the classical FDT is satisfied with the same Teff =
h¯piuρ
4K .
7 Discussions
In section 5 we have shown that the presence of a tunneling term, which in our case we
treated via a semiclassical approximation has several consequences on the dynamics
of the relative phase of the two gases with respect to the uncoupled case.
The transient regime and the way the steady state is reached are in fact quite dif-
ferent than for the case where the two systems are independent. One still sees a light-
cone effect [22,31,32], manifested in Fig. 3 as the length at which correlations show
no further space dependences, however after such characteristic (distance-dependent)
time the uncoupled gases acquire their stationary value while for t⊥ 6= 0 the correla-
tions at short distances continue to evolve. This can be interpreted as an effect due
to the mass term which implies that not all the quasi-particles travel at the same
velocity and after the light-cone which is determined by the fastest excitations, the
correlations at short distances still present non stationary effects (as seen in Fig. 3)
due to the slow modes. This slowing down in reaching the steady state could make
experimentally difficult to observe stationary correlation functions.
As a consequence of the gapped spectrum one also observes in the transient regime
the occurrence of oscillations as a function of the space distance which can be inter-
preted as a non-equilibrium phenomenon due to the fact that the phase excitations
exhibit a non-Lorentzian dispersion.
The other important difference with respect to the uncoupled case is that the
correlation functions of the relative phase display long-range order and do not decay.
This is expected because of the cosine term which favors minima in θ of multiples
of 2pi. In our approach we only considered the minimum around zero but this effect
should be robust if one takes into account solitons between different minima, which
are expected to weaken but not to destroy this order. This result is also in agreement
with [33] where long time phase coherence in presence of tunneling was also observed.
Despite these differences though, the effective temperature that emerges from sim-
ple approximate arguments and by comparing with the asymptotic dynamics does not
depend on the tunneling strength and it is the same that was found for the uncoupled
case in [8,20]. The thermal correlation functions obtained with this temperature are
in fact indistinguishable from the ones obtained after the quench in the stationary
limit even if their precise analytical form differs.
These results suggest that in some cases a single temperature yields a quite ac-
curate approximation of some observables, even if the detailed dynamics is the one
that leads to a generalized Gibbs ensemble with an extensive number of parameters.
However this is probably not a generic property of the post-quench dynamics but
a result of how the splitting process creates the initial state. In fact by looking at
the energy of the modes (9) one sees that it is possible to discard the dependences
on the dispersion relation and thus both the dependencies on k and on the tunneling
strength because one can neglect the initial fluctuations of the relative phase. This
is a key assumption that allows one to define a temperature equal for all the modes
and one can see that the same approximation allows us to recover the classical FDT
in section 6.
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In [9] it was shown in fact that changing the quench protocol drives the system
in a state where a single temperature is not sufficient to describe the steady state
and instead more Lagrange multipliers are needed to characterize accurately the cor-
relation functions of the interference measurement. It would be very interesting to
analyze the effect of the tunneling on this type of protocol as in that case one could
expect that the dependences on the dispersion relation and therefore on the tun-
neling strength can modify more sensibly the Lagrange multipliers that account for
the constant of motion. Moreover the possibility to measure two-time correlation and
response functions as we show in Section 6 for the prethermal state would allow a
direct measurement of these Lagrange multipliers [34].
As a final remark let us note that in our analysis, as it was done in [8] we as-
sumed perfect decoupling between the symmetric and the antisymmetric mode. This
is the reason way the effective temperature that governs the dynamics is not sensi-
tive to the initial temperature of the system, which is instead expected to appear to
characterize the properties of the symmetric mode. The account of the interaction
between symmetric and antisymmetric mode and the effect of the tunneling on this
type of process and therefore on the final equilibration of the system represents a very
interesting perspective.
8 Conclusions
In this work we have studied the relaxation dynamics of two tunnel coupled gases
created from the splitting on a single one dimensional gas.
We have seen that the tunneling affects the non stationary dynamics of the system
with respect to the independent case leading to oscillations and a general slowing down
in reaching the steady state regime.
Differently from the uncoupled case the correlation functions in the steady state
show long range coherence, however they are well described by the same effective
temperature that was measured in [8] in absence of tunneling.
The study of this type of protocol is nowadays possible with the current ex-
perimental apparatus, and it would be therefore extremely interesting to test these
consequences experimentally.
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A Initial condition and cutoff
In Sec. 3 we assumed that the initial condition is of the form 〈nA(x)nA(x′)〉(t = 0) =
ρ
2 δ(x−x′). The smearing of the delta function over a scale of the order of the healing
length ξh can be written:
〈nA(x)nA(x′)〉(t = 0) = ρ
4
√
piξh
e
− (x−x′)2
4ξ2
h , (26)
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and similarly of θA, whose amplitude fluctuations are encoded in the parameter
(ξhρ)
−1 ∝ K−1. This initial condition provides a justification of the Gaussian cutoff
that we used in the computation of the correlation functions, in fact in Fourier space
it gives:
〈nA(p)nA(p′)〉(t = 0) = δp,−p′ ρ
2
e−p
2ξ2h . (27)
B Computation of the correlation functions
In order to prove Eq. (13) we follow [20]. The initial state that gives rise to the initial
correlation functions (8) can be written in the following squeezed form:
|ψ0〉 = 1
N
exp
[∑
p
Wpb
†
pb
†
−p
]
|0〉|ψp=0〉 , (28)
where |0〉 is the vacuum of bosons bp, Wp = 12 piρ−|p|Kpiρ+|p|K , N is a normalization constant
and |ψp=0〉 describes the component at p = 0. We note that one can define an operator
γp which annihilates the state (28) and this can be written as:
γp = − 2Wp√
1−W 2p
b†−p +
1√
1−W 2p
bp . (29)
Under the semiclassical approximation the relative phase at any time can therefore
be written as a linear combination of γp and γ
†
p:
θA(x, t)− θA(0, t) =
∑
p
Cp(x, t)γp + C
∗
−p(x, t)γ
†
−p . (30)
Using the identity eA+B = eAeBe−
1
2 [A,B], valid if [A,B] is a c-number, one gets:
〈ψ0|ei[θA(x,t)−θA(0,t)]|ψ0〉 = e−
1
2
∑
p
|Cp(x,t)|2 . (31)
One also sees that:
〈ψ0|[θA(x, t)− θA(0, t)]2|ψ0〉 =
∑
p
|Cp(x, t)|2 (32)
from which Eq. (13) follows.
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