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Abstract
A common problem for real-world POMDP applications is
how to incorporate expert knowledge and constraints such as
business rules into the optimization process. This paper de-
scribes a simple approach created in the course of developing
a spoken dialog system. A POMDP and conventional hand-
crafted dialog controller run in parallel; the conventional dia-
log controller nominates a set of one or more actions, and the
POMDP chooses the optimal action. This allows designers
to express real-world constraints in a familiar manner, and
also prunes the search space of policies. The method nat-
urally admits compression, and the POMDP value function
can draw on features from both the POMDP belief state and
the hand-crafted dialog controller. The method has been used
to build a full-scale dialog system which is currently running
at AT&T Labs. An evaluation shows that this uniﬁed archi-
tecture yields better performance than using a conventional
dialog manager alone, and also demonstrates an improvement
in optimization speed and reliability vs. a pure POMDP.
Introduction
In many real-world commercial applications, control strate-
gies are traditionally designed by hand. For complex sys-
tems, hand-designis often sub-optimal and partially observ-
able Markov decision processes (POMDPs) provide a prin-
cipled method for improving performance. However, com-
mercial applications often require that any control strategy
conform to a set of business rules, but there is no obvious
way to incorporate these because in the classical POMDP
formulation, the optimization process is free to choose any
action at any time. In addition, system designers can read-
ily articulate domain knowledge such as which actions must
precede others, yet there is no straightforward way to com-
municate this to an optimization procedure. As a result, we
desire a method for ensuring that a policy conforms to a set
of constraints provided by a domain expert.
Spoken dialog systems provide a useful case study. Cur-
rently, in industry, a developer creates a detailed dialog plan
by hand, encoding their knowledge of the task and business
rules. For example, a system can be designed so that pass-
words are always veriﬁed before account access is granted.
In addition, the dialog designer can craft each prompt to
the current dialog context, and this is important because
prompt wording has a strong effect on the user’s speech pat-
terns and satisfaction. This conventional approach is well-
documented and has been used to develop hundreds of suc-
cessful commercial dialog systems.
Even so, speech recognition technology remains imperfect:
speech recognition errors are common and undermine dia-
log systems. To tackle this, the research community has be-
gun applying POMDPs to dialog control (Roy, Pineau, and
Thrun 2000; Zhang et al. 2001; Williams and Young 2007a;
Young et al. 2007; Doshi and Roy 2007). POMDPs main-
tain a distribution over many hypotheses for the correct dia-
log state and choose actions using an optimization process,
in which a developer speciﬁes high-level goals via a reward
function. In research settings, POMDP-based dialog sys-
tems have shown more robustness to speech recognition er-
rors, yielding shorter dialogs with higher task completion
rates.
However, commercial applications require that spoken dia-
log systems can be guaranteed to follow business rules. For
example, it is obvious that the system should never print a
ticket before it has asked for the origin city, but there is no
direct way to communicate this to the optimization process,
and it is unclear how to ensure that this will never happen
in deployment. In addition, some policy decisions are obvi-
ous to designers—for example, conﬁrmation should follow
rather than precede questions—yet there is no easy way for
a designer to ensure this is always the case. These issues are
important hindrances to deploying POMDPs to real-world
spoken dialog systems.
One simple way of encoding domain expertise is to adjust
the POMDP reward function. However, this is not ideal be-
causethiscomplicatesthestatespacedesign. Itis alsoanun-
familiar method of expression for designers, and side-steps
the real aim of imposing constraintsrather than merely pref-
erences. In the literature, expert knowledge has also been
incorporated via active learning (Doshi, Pineau, and Roy
2008). While active learning seems attractive for acceler-
ating optimization and model learning, it does not impose
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In this paper, we describe a simple method for combining
classical POMDPs with hand-crafted control strategies. A
hand-crafted dialog manager and POMDP run in parallel,
butthe dialogmanageris augmentedso thatit outputsoneor
more allowed actions at each time-step. The POMDP then
choses the optimal action from this limited set. This has
the effect of both requiring policies to conform to business
rules, and enabling designers to express domain properties
in a familiar manner. Further, because the set of policies
consideredbythe optimizationis informedbythe developer,
spurious action choices are pruned, and optimization runs
faster and more reliably than in a classical POMDP.
We illustrate the technique on a real voice dialer applica-
tion and show that the technique marries well with existing
compression techniques and operates at scale. The remain-
der of this paper reviews the conventional and POMDP ap-
proaches, explains the method, presents the voice dialer ap-
plication and illustrates application of the method, and pro-
vides results of a comparison with conventional techniques
and a classical POMDP. An appendix details the policy esti-
mation procedure.
Background
We begin by introducing the spoken dialog system domain
andformalizingtheproblem. Ateachturninadialog,thedi-
alog system takes a speech action a, such as “Where are you
leaving from?”. A user then responds with action u, such
as “Boston”. This u is processed by the speech recogni-
tion engine to produce an observationo, such as “AUSTIN”.
The dialog system examines o, updates its internal state,
and outputs another a. The conventional (hand-design) and
POMDP approachesdifferin howtheymaintainthis internal
state, and how they choose actions given the state.
A conventional dialog controller can be viewed as a (possi-
bly very large) ﬁnite state machine. This controller main-
tains a dialog state n (such as a form or frame) and relies
on two functions for control, G and F. For a given state n,
G(n) = a decides which system action to output, and then
after observation o has been received, F(n,o) = n′ decides
how to update the state n to yield n′. This process repeats
until the dialog is over. The important point is that G and
F are written by hand, expressed programmaticallyin a lan-
guage such as VoiceXML.
In the POMDP, there are a set of hidden states, where each
hidden state s represents a possible state of the conversa-
tion, including quantities such as the user’s action u, the
user’s underlying goals, and the dialog history (Williams
and Young 2007a). Because the true state of the conver-
sation isn’t known, the POMDP maintains a belief state
(probability distribution) over these hidden states, b, where
b(s) is the belief (probability) that s is the true state. By
adding models of how the hidden state changes (transi-
tion function) and how the observation is corrupted (ob-
servation function), this distribution can be updated – i.e.,
b′(s′) = p(s′|a,o,b) – and there are methods for doing
this efﬁciently and/or approximately (Young et al. 2006;
Williams 2007). The belief state has the desirable property
of accumulating information across all of the actions and
observationsover the course of the entire dialog history, and
provides robustness to speech recognition errors.
For control, a developer speciﬁes high-level goals in the
form of a reward function, R(s,a). R assigns a measure
of goodness to each state/action pair and communicates, for
example, the relative values of short dialogs and successful
task completion. An optimization procedure then searches
for the best action to take in each belief state in order to
maximize the sum of rewards over the whole dialog. The
result is a value function Q(b,a), which estimates the long-
term reward of taking action a at belief state b. The optimal
action in belief state b is then a∗ = argmaxa Q(b,a).
In practice, the domain of Q(b,a) is too large and com-
pression is applied. In the spoken dialog system domain,
the so-called “summary” method has achieved good re-
sults (Williams and Young 2007b). The intuition is to
“summarize” b into a lower-dimensional feature vector ˆ b,
to summarize a into an action mnemonic ˆ a, and to esti-
mate a value function ˆ Q(ˆ b,ˆ a) in this compressed space.
For example, b might be a distribution over all cities and
ˆ b might be the probability of the most likely city, ˆ b =
maxs b(s). Similarly, a might include actions to conﬁrm
any city (conﬁrm(london),conﬁrm(boston),etc.) whereas an
actionmnemonicˆ amightcompressthis set toa singleaction
like conﬁrm(most-likely-city).
Method
To unify these two approaches, several changes are made.
The conventional dialog controller is extended in three re-
spects: ﬁrst, its action selection function G(n) = a is
changed to output a set of one or more allowable actions
given a dialog state n, each with a corresponding summary
action, G(n) = {(a(1),ˆ a(1)),...,(a(M),ˆ a(M))}. Next, its
transitionfunctionF(n,o) = n′ is extendedto allow fordif-
ferent transitions depending on which of these actions was
taken, and it is also given access to the resulting POMDP
belief state, F(n,a,o,b′) = n′. A (human) dialog designer
still designs the contents of the state n and writes the func-
tions G and F.
For action selection, compression will be applied but the
state features used for action selection will be a function of
both the belief state b and the dialog state n. This state
feature vector is written ˆ x and is computed by a feature-
function H(b,n) = ˆ x. Note that these features may in-
clude both discrete elements and continuous elements. The
POMDP value function is correspondingly re-cast to assign
62values to these feature vectors, ˆ Q(ˆ x,ˆ a).
The uniﬁed dialog manager operates as follows. At each
time-step, the dialog manager is in state n and the POMDP
is in belief state b. The dialog manager nominates a set of m
allowable actions, where each action a(m) includes its sum-
marized counterpart ˆ a(m). The state features are computed
as ˆ x = H(b,n). Then, the POMDP value function ˆ Q(ˆ x,ˆ a)
is evaluated for only those actions nominated by the dialog
manager(notall actions),andtheindexm∗ of theactionthat
maximizes the POMDP value function is returned:
m
∗ = arg max
m∈[1,M]
ˆ Q(ˆ x,ˆ a(m)).
Action a(m∗) is then output and reward r and observa-
tion o are received. The POMDP updates its belief state
b′(s′) = p(s′|a(m∗),o,b) and the dialog manager transitions
to dialog state n′ = F(n,a(m∗),o,b′). An example of this
processtakenfromthe realsystem describedbelowis shown
in Figure 3.
Intuitively,theeffectofconstrainingwhichactionsareavail-
able prunes the space of policies, so if the constraints are
well-informed, then optimization ought to converge to the
optimal policy faster. Strictly speaking, the number of pos-
sible policies is still doublyexponentialin the planninghori-
zon. Nonetheless, in the results below, an reduction in plan-
ning complexity is observed.
In this method, action selection can be viewed as a gen-
eral reinforcement learning problem, where states are fea-
ture vectors ˆ x. This enables any general-purpose reinforce-
ment learningtechniqueto be appliedwhich producesan es-
timate of ˆ Q(ˆ x,ˆ a). However, because arbitrary compression
may be used, the system dynamicsmay nolongerbe Marko-
vian. In addition, the set of allowed actions is not a function
of the feature vector ˆ x, and so ˆ Q may mis-estimate future
rewards. Because of these potential issues, it is important
to verify the method on a real-world application, described
next.
Example dialog system
We developedthismethodinthecourseofimprovingavoice
dialer application. A hand-designed version of this voice
dialer application has been accessible within the AT&T re-
search lab for several years and receives daily calls. The
dialer’s vocabulary consists of the names of 50,000 AT&T
employees. Since many employees have the same name, the
dialer can disambiguate by asking for the callee’s location.
The dialer can also disambiguate between multiple phone
listings forthe same person(ofﬁceandmobile)andcan indi-
cate whena callee has nonumberlisted. This hand-designed
dialog manager tracks a variety of elements in its state n,
including the most recently recognized callee, how many
callees share that callee’s name, whether the callee has been
conﬁrmed, and many others. This existing dialog controller
was used as our baseline, labelled as “HC” in the results.
Our goal was to improve task completion and reduce dialog
length by improving the action selection process (retaining
the existing scope of functionality and set of actions).
The POMDP was then created. The belief state followed
the SDS-POMDP model (Williams and Young 2007a) and
maintained a belief state over all callees. The user model
andspeechrecognitionmodelsusedtoupdatethebeliefstate
were based on transcribed logs from 320 calls.
The existing dialer was then extended in two respects. First,
rather than tracking the most recently recognized callee, it
instead obtained the most likely callee fromthe POMDP be-
lief state. Second, it was altered to nominate a set of one
or more allowable actions using knowledge about this do-
main. For example, on the ﬁrst turn of the dialog, the only
allowed action was to ask for the callee’s name. Once a
callee has been recognized, the callee can be queried again
or conﬁrmed. Additional actions are allowed depending on
the properties of the most likely callee – for example, if the
top callee is ambiguous, then asking for the callee’s city and
state is allowed; and if the top callee has both a cellphone
and ofﬁce phone listed, then asking for the type of phone is
allowed. The transfer action is permitted only after the sys-
tem has attempted conﬁrmation. This uniﬁed controller was
called “HC+POMDP”.
For comparison, another controller was created which nom-
inated every action at every time-step. Its actions also acted
on the most likely callee in the belief state but no other re-
strictions were imposed. It could, for example, transfer a
call to a callee who has not been conﬁrmed, or ask for the
city and state even if the top callee was not ambiguous. This
controller was called “POMDP”.
For optimization, the state features ˆ x include 2 continuous
features and 3 discrete features. The continuous features are
taken from the belief state and are (1) the probability that
the top callee is correct, and (2) the probability that the top
callee’s type of phone (ofﬁce or cell) is correct. The dis-
crete features are taken from the hand-designed dialog con-
troller and are (1) the number of phone types the top callee
has {none, one, two}, (2) whether the top callee is ambigu-
ous {yes, no}, and (3) whether conﬁrmation has yet been
requested for the top callee {yes, no}.
Finally, a simple reward function was created which assigns
-1 per system action plus +/-20 for correctly/incorrectly
transferring the caller at the end of the call.
Optimization was performed on “POMDP” and
“HC+POMDP” following the summary method (Williams
and Young 2007b). An appendix provides complete details
of the optimization; in sketch, K synthetic dialogs were
generated by randomly choosing allowed actions. The
space of state features was quantized into small regions,
and a transition and reward function over these regions
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Figure 1: Number of training dialogs K vs. task completion
rate for the HC+POMDP, POMDP, and HC dialog man-
agers.
were estimated by frequency counting, applying some
smoothing to mitigate data sparsity. Straightforward value
iteration was then applied to the estimated transition and
reward functions to produce a value function ˆ Q(ˆ x,ˆ a).
The optimization procedure, simulation environment, state
features, and action set were identical for “POMDP” and
“HC+POMDP”: the only difference was whether the set of
allowed actions was constrained or not.
Results
Using the system described above, optimization was con-
ducted for various numbers of K dialogs for “POMDP” and
“HC+POMDP”, ranging from K = 10 to K = 10,000. Af-
ter optimization,each policywas evaluatedin simulation for
1000 dialogs to ﬁnd the average return, average task com-
pletion rate, and average dialog length. The simulation en-
vironments for optimization and evaluation were identical.
For each value of K, this whole process (optimization and
evaluation) was run 10 times, and the results of the 10 runs
were averaged. 1000 simulated dialogs were also run with
the baseline “HC”, using the same simulation environment.
Results for task completion rate are shown in Figure 1.
As the number of training dialogs increases, performance
of both POMDP and HC+POMDP increase to roughly the
same asymptote.1 With sufﬁcient training dialogs, both
POMDP and HC+POMDP are able to out-performthe base-
line. However, HC+POMDP reaches this asymptote with
many fewer dialogs. Moreover, inspection of the 10 runs at
each value of K showed that the HC+POMDP policies were
signiﬁcantly more consistent: Figure 2 shows that the stan-
darddeviationofthe averagetotal rewardperdialogoverthe
10 runs is lower for HC+POMDP than for POMDP.
1Dialog length for all systems was also measured: it hovered
very close to 4 system turns and did not show any clear trend.
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These results verify that, in dialog simulation at least, in-
corporatinga POMDP into a conventionaldialog system in-
creases performance. Moreover, when compared to a pure
POMDP, this method reduces training time and yields more
consistent results vs. a pure POMDP. In other words, not
only does this method combine the strengths of the two
methods, it also reduces optimization time and less often
produces spurious policies.
Oneofthe policiescreatedusingwiththis methodtrainedon
10,000simulated dialogs was installed in our internal phone
system, and it is now available alongside the baseline sys-
tem. Its response time is essentially identical to the baseline
system (2-3s). A webpage is available which shows the be-
lief state and action selection running in real-time, and we
have started to collect usage data. Figure 3 shows an ex-
ample conversation illustrating operation of the method in
detail and showing screenshots of the webpage.
Conclusions
This paperhas presenteda simple methodto integrateexpert
knowledge into POMDP optimization in the context of spo-
ken dialog systems. A POMDP belief state and a conven-
tional controller run in parallel, and the conventional con-
troller is augmented so that it nominates a set of accept-
able actions. The POMDP chooses an action from this lim-
ited set. The method naturally accommodates compression
(demonstrated here using the “summary” technique), which
enables the method to scale to non-trivial domains – here a
voicedialerapplicationcovering50,000listings. Simulation
experiments demonstrate that the method outperformed our
existing baseline dialer, while simultaneously requiring less
training data than a classical POMDP.
We hope this method moves POMDPs an important step
closer to commercial readiness for dialog systems. We are
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65also interested to explore whether this technique is useful in
other domains.
References
Doshi, F., and Roy, N. 2007. Efﬁcient model learning for
dialog management. In Proc of Human-Robot Interaction
(HRI), Washington, DC, USA.
Doshi, F.; Pineau, J.; and Roy, N. 2008. Reinforcement
learning with limited reinforcement: Using Bayes risk for
active learning in POMDPs. In Proc 10th International
Symposium on AI and Mathematics, Fort Lauderdale, FL,
USA.
Roy, N.; Pineau, J.; and Thrun, S. 2000. Spoken dialog
management for robots. In Proc Association for Computa-
tional Linguistics (ACL), Hong Kong, 93–100.
Williams, J., and Young, S. 2007a. Partially observ-
able Markov decision processes for spoken dialog systems.
Computer Speech and Language 21(2):393–422.
Williams, J., and Young, S. 2007b. Scaling POMDPs for
spokendialogmanagement.IEEETrans.onAudio,Speech,
and Language Processing 15(7):2116–2129.
Williams, J. 2007. Using particle ﬁlters to track dialogue
state. InProc IEEEWorkshop onAutomatic SpeechRecog-
nition and Understanding (ASRU), Kyoto, Japan.
Young, S.; Williams, J.; Schatzmann, J.; Stuttle, M.;
and Weilhammer, K. 2006. The hidden information
state approach to dialogue management. Technical Report
CUED/F-INFENG/TR.544, Cambridge University Engi-
neering Department.
Young, S.; Schatzmann, J.; Thomson, B. R. M.; KWeil-
hammer; and Ye, H. 2007. The hidden information state
dialoguemanager: A real-worldPOMDP-based system. In
Proc NAACL-HLT, Rochester, New York, USA.
Zhang, B.; Cai, Q.; Mao, J.; and Guo, B. 2001. Planning
and acting under uncertainty: A new model for spoken di-
alogue system. In Proc Conf on Uncertainty in Artiﬁcial
Intelligence (UAI), Seattle, Washington, 572–579.
Appendix: Policy Estimation
To estimate the policy, ﬁrst a set of K synthetic dialogs are
sampled by running the simulation environment in a gener-
ative mode and choosing an action from the set of allowed
actions at random. The sequence of feature vectors, action
mnemonic, and rewards is logged so each simulated dialog
is a sequence (ˆ x0,ˆ a0,r0, ˆ x1,ˆ a1,r1,..., ˆ xn).
Next we deﬁned a distance metric over feature vectors
D(ˆ xi, ˆ xj) as the maximum L-1 distance over each element
l in the feature vectors:
D(ˆ xi, ˆ xj) = max
l
(d(ˆ xi(l), ˆ xj(l)))
where
d(ˆ xi(l), ˆ xj(l)) =



|ˆ xi(l) − ˆ xj(l)|, if x(l) continuous;
1, if x(l) discrete, ˆ xi(l)  = ˆ xj(l);
0, if x(l) discrete, ˆ xi(l) = ˆ xj(l).
It is assumed that the continuous elements are probabilities,
so maxˆ xi,ˆ xj D(ˆ xi, ˆ xj) = 1.
Next we build a set of template points Y using a simple
nearest-neighbor procedure. We consider each ˆ x of each
sampled dialog in order; if the maxˆ y∈Y D(ˆ x, ˆ y) > ǫ, we
add ˆ x to Y, where ǫ is a parameter we deﬁne.
Our goal is to estimate a transition probability over these
template points P(ˆ y′|ˆ y,ˆ a). With sufﬁcient data, each tem-
plate point/action pair (ˆ y,ˆ a) would be supported by many
samples (ˆ x,ˆ a) in the synthetic dialog data. However, in
practiceoftenmany(ˆ y,ˆ a) have few supportingsamples, and
early experiments showed that this caused substantial mis-
estimation of P(ˆ y′|ˆ y,ˆ a) which led to spurious policies.
As a result, we developed a smoothing technique. The intu-
ition is to grow the set of samples for each template point by
adding samples which are further away, but to discount the
contribution of those samples which are further away from
the template point. In detail, for each ˆ y ∈ Y and for each
ˆ a ∈ A, we ﬁnd all (ˆ x,ˆ a, ˆ x′) tuples in the synthetic data such
that D(ˆ x, ˆ y) ≤ ǫ. We then ﬁnd ˆ y′ = argminˆ y′∈Y D(ˆ x′, ˆ y′),
and compute a weight w(ˆ x, ˆ y)
w(ˆ x, ˆ y) =
1
1 − d(ˆ x, ˆ y)
and add w(ˆ x, ˆ y) to a set Wˆ y,ˆ a,ˆ y′.
If Wˆ y,ˆ a,ˆ y′ contains fewer than γ entries, we consider it
under-estimated, where γ is a parameter we deﬁne. In this
case, we increase ǫ and repeat the process above until either
|Wˆ y,ˆ a,ˆ y′| ≥ γ, or ǫ reaches ǫmax, whichever comes ﬁrst.
ǫmax is another parameter we deﬁne.
Finally we estimate P(ˆ y′|ˆ y,ˆ a) as
P(ˆ y′|ˆ y,ˆ a) =
 
w∈Wˆ y,ˆ a,ˆ y′ w
 
ˆ y′
 
w∈Wˆ y,ˆ a,ˆ y′ w
The reward function over template points R(ˆ y,ˆ a) is esti-
mated in an analogous way, by weighting the observed re-
wards.
The transition and reward functions P(ˆ y′|ˆ y,ˆ a) and R(ˆ y,ˆ a)
now form a standard MDP model and value iteration can
be applied to compute ˆ Q(ˆ y,ˆ a). At run-time, for a given
feature vector ˆ x, we ﬁnd the closest template point ˆ y =
argminˆ y∈Y D(ˆ x, ˆ y) anduse its ˆ Q(ˆ y,ˆ a). Afterexperimenta-
tionweultimatelyusedparametersofǫ = 0.01,ǫmax = 0.2,
and γ = 100.
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