I. INTRODUCTION

M
ICROFLUIDIC systems have attracted major research interest due to promising potential applications in biotechnology, in particular in micro total analysis systems or the lab-on-a-chip. Typically, an assay carried out in such a microsystem involves flow of buffer solutions, reaction, separation, and detection [1] - [3] . Hence, the control of liquid flow is an integral element in the operation of such fluidic microsystems. Pressure and gravity are typically the forces applied to drive liquid flows in macrochannels. However, when the characteristic length scale of the channel is too small, surface forces acting on the flow (e.g., friction) become dominant in comparison to body forces (e.g., inertia). Consequently, flows driven by surface forces, such as electroosmosis, are recently receiving great attention for controlling liquid motion in microchannels [4] . Electroosmotic flow not only is more efficient as the channel size decreases but also requires no moving parts. Thus, the fabrication process of microsystems incorporating electroosmosis flow is much simpler. Solid surfaces are likely to carry electrostatic charge, i.e., an electric surface potential, due to broken bonds and surface charge traps [5] . When an electrolyte solution is brought into contact with such a solid boundary, the surface charge attracts the counter-ions in the liquid establishing an electric field. The arrangement of the electrostatic charges on the solid surface and the balancing charges in the liquid is called the electric double layer (EDL) [6] . Counter-ions are strongly attracted to the surface forming an immobile compact layer at the solid/liquid interface. Outside this layer, the distribution of the counter-ions away from the interface decays within the diffuse layer with a characteristic thickness known as the Debye length-scale, which is inversely proportional to the square root of the liquid ionic concentration. The electric potential at the boundary between the compact and diffuse layers is called zeta potential (or potential). Thus, a channel with walls having fixed charges generates a mobile "sheath" of ions in the fluid. Under an externally applied electric field parallel to a surface with net charge density, the mobile ions move in a direction parallel to the wall. The movement of this sheath induces the motion of the bulk liquid, due to shear stress, as if the walls of the channel were sliding at a velocity directly proportional to both the magnitude of the applied field and the mobility of the ions. The ion mobility is a function of the surface charge density, liquid ionic strength, liquid viscosity, and permittivity.
Anderson and Idol [7] demonstrated, for the first time, that the liquid flow field inside a circular microchannel (pore) with nonuniform charged walls can have multiple vortices due to electroosmosis. Most of the studies have focused on electroosmotic flows with externally applied uniform electric field and uniform zeta potential along a straight microchannel. For example, Dutta and Beskok solved combined electroosmotic/pressure driven flows in two-dimensional (2-D) straight channels [8] . However, the charge distribution in the microchannel does not have to be uniform. Ajdari demonstrated that a simple uniform electric field can generate transverse fluid currents on inhomogeneously charged surfaces [9] . Qian and Bau argued that chaotic advection is possible when the zeta potential along the channel walls is modulated spatially and temporally [10] , [11] . Hau et al. showed that dramatically enhanced mixing rate can be obtained by utilizing inhomogeneous surface charge pattern [12] .
A variety of techniques have been proposed to locally generate various charge patterns. Stroock et al. used laminar flow to generate longitudinal patterns, while a modified version of micromolding in capillaries was used to create transverse patterns 1057-7157/$25.00 © 2007 IEEE Fig. 1 . A schematic illustration of the surface charge pattern for generating a single out-of-plane vortex in a microchannel. [13] . In another approach, Hau et al. used polymer coating by electrostatic self-assembly (ESA) combined with standard photolithography techniques to selectively define the surface charge pattern [14] . Using this technology, a series of both out-of-plane [15] and in-plane vortices [16] has been demonstrated in microchannel liquid flow. However, due to various constraints in the experiments, all the findings are limited to qualitative analysis, while the details of the flow fields have not been explored. For theoretical formulation of the flow field in a rectangular cavity with the nonuniform potential, Qian and Bau derived a two-dimensional time-independent and time-dependent model to show that there is a chaotic flow by using time-wise periodic modulation of the potential [10] , [11] . In this paper, a biharmonic equation is solved with the Helmholtz-Smoluchowski slip boundary condition [11] , [20] to study electrokinetically driven out-of-plane vortical liquid flow in a straight and uniform microchannel with different surface-charge patterns, including single vortex, corotating vortices and its merging, counterrotating vortices, and vortex splitting.
II. OUT-OF-PLANE SINGLE VORTEX
The surface-charge pattern for generating a single out-of-plane spanwise vortex consists of a positively or negatively charged region on either the top or bottom channel surface with the corresponding region on the opposite surface carrying the opposite charge [18] . The active area is placed at the center, while the rest of the microchannel surface is kept neutral. The countervelocity slip, induced by a streamwise electric field near the top and bottom surfaces, results in a recirculation zone as shown in Fig. 1 , where is the streamwise and the cross-stream coordinate. and are the length and half-height of the microchannel, respectively, while is half of the active-region length.
A. Theoretical Analysis
For two-dimensional low Reynolds number flow , the incompressible Navier-Stokes equation can be simplified into a two-dimensional biharmonic equation [19] ( 1) where is the stream function, with the streamwise and crossstream velocity component, calculated as (2) It is reasonable to assume that there is a slip velocity at the channel wall if the channel hydraulic diameter (typically 10 m) is very much larger than the EDL thickness (typically 100 nm), i.e.,
. In addition, we assume that the potential at the boundary between positively and negatively charged surfaces changes in a discrete manner, which is a good approximation in the cases where the nonuniformity of the potential is confined to a very small region compared with the microchannel size. Thus, in this paper, the electrokinetic effect is modeled as a velocity slip imposed at the charged channel wall. The magnitude of the velocity slip is given by the Helmholtz-Smoluchowski equation [20] (3)
The externally applied electric field along a uniform microchannel can be calculated by dividing the imposed potential difference by the distance separating the positive and negative electrodes. The final solution is then obtained by reducing the governing equation (1) to an ordinary differential equation using the separation of variables and imposing the nonuniform velocity slip boundary condition using Fourier series expansion. Referring to Fig. 1 , the velocity slip boundary conditions are imposed discretely at the active regions on the microchannel top and bottom surfaces as follows:
for for (5) along with the impermeability condition at all microchannel solid surfaces (6) Note that the periodic flow boundary conditions in the direction are assumed at the left and right ends of the microchannel. To mathematically represent the boundary conditions on the top and the bottom walls along -direction, Joseph and Sturges calculated the series coefficients by using a biorthogonal series to construct the infinite set of algebraic equations, namely, Papkovich-Fadle eigenfunctions [21] . Meleshko applied the method of superposition with series acceleration to provide a better accuracy with a relatively small number of terms in Fourier series [22] , [23] , which was also adopted by Qian and Bau [10] , [11] . In this paper, nevertheless, we use the basic Fourier series expansion because it is very simple and accurate enough if the number of terms is determined properly with the help of numerical simulation. As the boundary conditions are even functions in the direction, the solution can be solved using the Fourier series expansion method. The solution can be assumed to be a series solution as follows: (7) where is the function to be determined and is the number of terms used in the Fourier series. It is assumed that the channel is long enough that the boundary conditions on the walls at both ends do not disturb the flow field. This assumption can be verified by examining the velocity solutions at the end walls.
The governing equation (1) can now be reduced to a fourthorder ordinary differential equation for (8) which has the following general solution: (9) where , , , and are coefficients to be determined from the boundary conditions. In order to obtain the expression for the velocity boundary conditions, we find (10) Using (7), the boundary conditions [(4) and (5)] can be simplified into (11) resulting in (12) and (13) which can be expressed using the Fourier series expansion (14a) (14b)
The four coefficients , , , and can now be determined by substituting the four boundary conditions (12) and (14) into (9) and (10) Substitution of the coefficients in (15) into (7) yields (16) with (17a) and (17b) Thus, the stream function is given by (18) as shown at the bottom of the page and the velocity components and are readily available, as shown in (19) at the bottom of the page. By substituting the velocity solution (19) into the boundary conditions (4)- (6) , the boundary condition (6) can be exactly satisfied. The root-mean-square (rms) error (calculated by means of integration) in the evaluation of the boundary conditions (4) and (5) using (19) was found to be less than 1% when the number of terms was chosen to be larger than 100. However, the solution (19) around the singular points described in the boundary conditions of (4)-(6) can have an overshoot much larger than the rms error due to Gibbs phenomenon. Away from these singular points, (19) is accurate enough to describe the vortex flow pattern.For a given electric field and working fluid, where is fixed, the velocity field depends only on the channel height 2 and the active-region length 2 . Equation (18) suggests that either increasing or decreasing will have a similar effect. Therefore, the transverse profile of the streamwise velocity at the channel center is plotted in Fig. 2 (a) for several values of the ratio . The velocity profile is linear for smaller values , similar to Couette flow between two plates moving in opposite directions. As the ratio increases, the velocity profile becomes highly nonlinear. For large values ( ) the velocity of the bulk of the fluid away from the walls approaches zero.
The velocity at the center of the active region is selected for the convergence criterion and is plotted in Fig. 3 as a function of the number of expansion terms. The number of terms used for the analytical solution is determined such that the calculated velocity is within 1% of the prescribed velocity . However, the convergence of the center velocity depends also on the length of the active region. Thus, the test has been repeated for every configuration discussed in this paper and the number of terms used in the calculations adjusted to ensure the accuracy of the velocity and vorticity solution.
B. Flow Field Characterization
In order to characterize the decay of away from the channel wall, a length scale , similar to the boundary layer thickness in the boundary layer theory [19] and the electric double layer thickness [8] , is defined as the distance from the wall at which the streamwise velocity drops to 1% of its maximum level .
is plotted as a function of in Fig. 2(b) . At the lower range, , the active-region length compared to the channel height is large enough to allow momentum transfer from the walls to the middle of the channel resulting in the linear velocity profile. Hence, is independent of the ratio over this lower range. However, for the higher range ( ), the curve drops with a constant slope in the logarithmic plot as the ratio increases. In this case, the active region is too small compared to the height, and the momentum generated near the walls cannot be transferred to the midchannel. The flow region near the walls with finite velocity, as indicated by , decreases with increasing , while the velocity of the flow interior away from the walls diminishes to zero.
In the 2-D flow under investigation, only the spanwise component of the vorticity exists, i.e., . The total circulation along the channel walls and channel ends is the integral of the spanwise vorticity in the channel given by (21) which is a constant dictated by the boundary conditions, i.e., linearly proportional to the active-region length and the slip velocity at the wall. The vorticity profile along the channel midheight , extracted in Fig. 4 , illustrates the vorticity associated with the single out-of-plane vortex. The vorticity profile indicates both the location of the vortex core, at , and the vortex strength.
The normalized vorticity at the vortex center is plotted in Fig. 5 as a function of . Both components and continuously drop in magnitude when is decreasing; the vorticity vanishes at the limit (i.e., ). On the other hand, for , as the velocity profile becomes linear such that the vorticity is dominated by , the normalized vorticity at the center asymptotically approaches unity. From Figs. 6 and 7, it is clear that there exists one optimal ratio for generation of maximum vorticity . For the value of ratio less than one and larger than one, the vorticity will be smaller. Note that in most practical microchannels, the microchannel length is usually much larger than the microchannel height (2 ).
III. COROTATING OUT-OF-PLANE VORTICES
A train of corotating out-of-plane vortices can be formed by periodic duplication of the charge pattern required for a single vortex as sketched in Fig. 6 . Note that in this section half of the channel length is denoted by for convenience. Half the separation between the active regions is denoted by , while is half the distance between the far edges of two neighboring active regions; thus, the active length is equal to . 
A. Analytical Derivation
For simplicity, only a pair of corotating vortices in a channel of finite length is considered, as it is straightforward to extend the solution to a larger number of vortices. The main interest is placed on the domain between the active regions to investigate the interaction between neighboring vortices. Similar to the single vortex case, the slip and impermeability boundary conditions are imposed as follows: for and for (22) for and for (23) 
Assuming the solution to be in the form (25) and expanding the boundary conditions along the top and bottom walls using Fourier series
The solution of the stream function is found to be (27) with the velocity components and given by (28) as shown at the bottom of the next page.
B. Vortex Merging
Spanwise vorticity profiles along the channel mid-height are calculated as shown in Fig. 7 , for the particular configuration of with the normalized active-region length as the varying parameter. When the separation between the active regions is sufficiently large ( ), both the velocity and the velocity gradient vanish at the channel center . Accordingly, two peaks of the same height are clearly distinguished in the vorticity profile. This indicates the development of distinct corotating vortices, as observed in the streamline plot in Fig. 8(a) , with little interaction between them. As the separation between the active regions decreases ( ), the two vortices start to interact with each other, as shown in Fig. 8(b) , although the vortex cores are still distinct. For very small separation ( ), the cross-stream velocity profile becomes monotonic, accompanied by a single peak in the vorticity profile, indicating the complete merging of the two corotating vortices into a single one as shown in Fig. 8(c) . Using this as a criterion, the conditions for the emergence of a single vortex can be estimated. The critical distance between the two active regions, denoted by , depends on both the channel height 2 and the active-region length . The results are summarized in Fig. 9 , where the critical distance increases with either increasing channel height or decreasing active-region length. Clearly, for vanishing separation distance, i.e., , the single-vortex solution discussed in the previous section is recovered.
IV. COUNTERROTATING OUT-OF-PLANE VORTICES
Counterrotating pairs of out-of-plane vortices periodically distributed along the channel can also be formed by flipping the charge pattern in every alternate cell in the configuration used for the corotating vortices as illustrated in Fig. 10 . Here, represents the active-region length such that one wavelength is 2 .
(28) 
A. Analytical Derivation
One pair of counterrotating vortices is considered, as it can easily be extended to a large number of pairs along the channel. 
The slip boundary condition is an odd function in -direction; hence, the solution is in the form
Using the following Fourier series expansions:
the stream function is calculated as follows:
and the velocity components and are given by (35) and (36) as shown at the top of the next page.
B. Vortex Splitting
Spanwise vorticity profiles along the channel mid-height are calculated as shown in Fig. 11 with the ratio as the varying parameter. When the channel height is sufficiently small compared with the active-region length ( ), the peak values in the symmetric velocity and antisymmetric vorticity profiles remain the same. These profiles indicate the existence of a pair of counterrotating vortices as observed in the streamline plot in Fig. 12(a) . As the channel height becomes comparable to the active-region length ( ), the magnitude of both the velocity and vorticity associated with each vortex decreases. This marks the start of a pinchoff process where two vortex cores with the same sense of rotation develop within each active region, as shown in Fig. 12(b) . As the ratio increases further ( ), both the cross-stream velocity and the spanwise vorticity vanish at the channel mid-height, indicating a complete split of each single vortex into a pair of distinct vortices with the same sense of rotation, as shown in Fig. 12(c) . A sharper criterion for the onset of the vortex splitting condition can be inferred from the streamwise velocity profiles across the vortex core shown in Fig. 13(a) . For large ratio, a region of counterflow appears above and below the channel mid-height corresponding to the emergence of two vortex cores. The extent of this region, denoted by , is plotted as a function of in Fig. 13(b) . The condition for vortex splitting is then when .
V. CONCLUSIONS
Complex liquid flow fields can be generated in a microchannel, although the Reynolds number is very low, by applying electric field along the channel while taking advantage of patterned surface charge on the channel walls. A theoretical model to analyze a steady incompressible electrokinetically driven two-dimensional microchannel liquid flow is obtained by solving the biharmonic equation with Helmholtz-Smoluchowski slip boundary condition. The model has been applied to study three basic out-of-plane vortical flow fields: single vortex and a train of corotating and a series of counterrotating vortex pairs.
For the single out-of-plane vortex configuration, the effect of increasing the channel height is found to be similar to decreasing the active-region length, suggesting that the ratio between these two length scales is the proper control parameter for this flow. When the ratio is smaller than unity, the streamwise velocity profile across the vortex core resembles that of Couette flow, while the cross-stream velocity profile is similar to that of a viscous vortex. In corotating vortices, vortex merging takes place when the separation distance between the active regions is sufficiently small compared to the channel height and, at the limit of vanishing separation distance, the single-vortex solution is recovered. On the other hand, in the series of counterrotating out-of-plane vortices, vortex splitting occurs for sufficiently large channel height to active-region length ratio, i.e., larger than 0.6.
