Abstract. We use the method of induction-on-scales to prove certain diffeomorphism invariant nonlinear Brascamp-Lieb inequalities. Our main theorem recovers the nonlinear Loomis-Whitney inequality of Carbery, Wright and the first author, and a variant of the recent trilinear convolution inequality of Bejenaru, Herr and Tataru. Our methods are based on those of the latter.
Introduction
The purpose of this paper is to obtain nonlinear generalisations of certain BrascampLieb inequalities via the method of induction-on-scales. Our particular approach builds on that of [4] . for all nonnegative f j ∈ L 1 (R dj ), 1 ≤ j ≤ m. Here C denotes a constant depending on the datum (B, p) := ((B j ), (p j )), which at this level of generality may of course be infinite. For nonnegative functions f j ∈ L 1 (R dj ) satisfying 0 < f j < ∞, we define the quantity BL(B, p; f ) =
where f := (f j ). We may then define the Brascamp-Lieb constant 0 < BL(B, p) ≤ ∞ to be the supremum of BL(B, p; f ) over all such inputs f . The quantity BL(B, p) is of course the smallest 0 < C ≤ ∞ for which (1) holds. The generality of this setup of course raises questions, many of which have been addressed in the literature. In [13] Lieb showed that the supremum above is exhausted by centred gaussian inputs, prompting further investigation into issues including the finiteness of BL(B, p) and the extremisability/gaussian-extremisability of BL(B, p; f ). A fuller description of the literature is not appropriate for the purposes of this paper. The reader is referred to the survey article [2] and the references there.
A large number of problems in harmonic analysis require nonlinear versions of inequalities belonging to this family; see [15] , [12] , [7] , [4] and [3] for instance.
The generalisations we seek here are local in nature, and amount to allowing the maps B j to be nonlinear submersions in a neighbourhood of a point x 0 ∈ R d , and then looking for a neighbourhood U of x 0 such that if ψ is a cutoff function supported in U , there exists a constant C > 0 for which
The applications of such inequalities invariably require more quantitative statements involving the sizes of the neighbourhood U and constant C, and also the nature of any smoothness/non-degeneracy conditions imposed on B.
If d j = d for all j, then the B j are of course local diffeomorphisms. In this situation necessarily p j = 1, and (2) follows from the m-linear Hölder inequality. Similar considerations allow to reduce matters to the case where d j < d for all j.
The Brascamp-Lieb inequalities (1) possess a certain self-similar structure that strongly suggests an approach to the corresponding nonlinear statements by inductionon-scales.
1 This self-similarity manifests itself most elegantly in an elementary convolution inequality due to Ball [1] , which we now describe. For inputs f and f ′ , 2 by Fubini's theorem and elementary considerations we have that
1 Induction-on-scales arguments have been used with great success in harmonic analysis in recent years. Very closely related to the forthcoming discussion is the induction-on-scales approach to the Fourier Restriction and Kakeya Conjectures originating in Bourgain [8] , and developed further by Wolff (see [16] ) and Tao (see [14] ). 2 For clarity of exposition we shall assume that these inputs are L 1 -normalised here, although the resulting inequality will not require this.
where g ) ).
In particular, in the presence of an appropriately "localising" extremiser f ′ (such as of compact support), (4) suggests the viability of a proof of nonlinear inequalities such as (2) by induction on the "scale of the support" of f. The point is that g x j may be thought of as the function f j localised by f ′ j to a neighbourhood of the general point B j x.
Our aim now is to identify a natural class of Brascamp-Lieb inequalities (1) for which nonlinear versions of the form (2) may be obtained by the method of inductionon-scales. With the above discussion in mind it is natural to restrict attention to data (B, p) for which (1) has extremisers of the form f = (χ Ej ), where for each j, E j is a subset of R dj which tiles by translation. Furthermore, given our aspirations, it is necessary that we choose a class of data which is affine-invariant and stable under linear perturbations of B. These requirements lead us to make the additional assumption that the linear mappings B = (B j ) satisfy
The hypothesis (5) is quite restrictive; in particular, it is straightforward to show that BL(B, p) is finite only when p j = 1/(m − 1) for every 1 ≤ j ≤ m. In order to use this hypothesis we let X j (B j ) ∈ Λ dj (R d ) be the wedge product 3 of the rows of the d j × d matrix B j . By the hypothesis (5),
where ⋆ denotes the Hodge star. Proposition 1.1. Under the above hypotheses, (6) is affine-invariant and may be reduced (by appropriate linear changes of variables) to the case where the B j are projections onto coordinate subspaces satisfying ⋆ m j=1 ⋆X j (B j ) = 1. In this situation (6) may be proved using a nested application of the (m − 1)-linear Hölder inequality. This proof relies heavily on the linearity of the B j , and breaks down completely in the nonlinear setting. Such linear analysis in the context of more general coordinate subspace projections can be found in Finner [11] .
(ii) The above hypotheses are stable under linear perturbations of the mappings B j . This is a natural feature given that our goal is to treat nonlinear perturbations. (iii) There are compactly supported extremisers to this inequality. As there are linear changes of variables which reduce inequality (6) to the case where the B j are coordinate projections, it is straightforward to observe that characteristic functions of certain paralellepipeds are extremisers for (6) . Such sets of course tile by translation. coker
However, after appropriate changes of variables, the corresponding nonlinear inequality (2) merely reduces to a statement of Fubini's theorem, and in particular, p j = 1 for all j. There are further alternatives which are hybrids of these and are similarly degenerate.
Since the inequality (6) is affine-invariant, one should expect it to have a diffeomorphisminvariant nonlinear version. This is our main result.
Then there exists a neighbourhood U of x 0 depending on at most β, ε, κ and d, such that for all cutoff functions ψ supported in U , there is a constant C depending only on d and ψ such that
The proof of this theorem that we present is based on [4] and provides additional information about the sizes of the neighbourhood U and constant C appearing in its statement. See Section 2 for further details of this.
The above theorem is a local result. It is natural to ask whether one may obtain global versions based on the assumption that hypothesis (5) holds at every point x 0 ∈ R d -possibly with the insertion of a suitable weight factor. Simple examples show that naive versions, involving weights which are powers of the quantity ⋆ m j=1 ⋆X j (dB j (x)) cannot hold; see [7] for an explicit example.
In the case where d j = d − 1 for all j, the above theorem reduces to the nonlinear Loomis-Whitney inequality in [7] . It is worth noting that the result of [7] requires the stronger hypothesis that B j ∈ C 3 rather than merely B j ∈ C 1,β for some β > 0. The proof of the result in [7] is quite different from the proof we give here, and is based on the so-called method of refinements of M. Christ [10] . It is likely that the method of refinements may also be used to prove Theorem 1.3. We make some further remarks on the role of the smoothness of the mappings B j at the end of this paper.
Given three transversal and sufficiently regular hypersurfaces in R 3 , the convolution of two L 2 functions supported on the first and second hypersurface, respectively, restricts to a well-defined L 2 function on the third. Under a C 1,β regularity hypothesis and further scaleable assumptions, this was proved by Bejenaru, Herr and Tataru in [4] by an induction-on-scales argument. It was a desire to explore this approach that led to the current paper. We note that the inequality underlying this restriction phenomenon also follows from the nonlinear Loomis-Whitney inequality in [7] , although under a stronger regularity hypothesis and a local transversality condition. In this regard, Theorem 1.3 also contains a local variant of the result in [4] .
Remark 1.4. Notice that if f
′ is an extremiser to (1) then we may also deduce from (3) that
This inequality suggests the viability of a proof of nonlinear inequalities such as (2) by induction on the "scale of constancy" of f . Certain weak versions of inequality (2), where the resulting constant C has a mild dependence on the smoothness of the input f , have already been treated in this way in [6] (see Remarks 6.3 and 6.6).
In certain situations, (8) leads to the monotonicity of BL(B, p; f) under the action of certain convolution semigroups on the input f. In the context of heat-flow, this observation originates in [9] and [5] ; see the latter for further discussion of this perspective.
The proof of Theorem 1.3 proceeds as follows. In Section 2 we show that by making appropriate changes of variables it suffices to consider the case where the linear mappings dB j (x 0 ) are certain coordinate projections. Although this reduction is not essential, it does lead to some conceptual and notational simplification in the subsequent analysis. The proof for such mappings rests on an induction-on-scales lemma which is proved in Section 3.
Preparation
We shall assume that we are given the setup of Theorem 1.3. Next, we fix 1 ≤ j ≤ m and introduce some notation. Firstly, define
′ j denotes the dimension of the kernel of dB j (x 0 ). Now select any set of vectors {a k : k ∈ K j } forming an orthonormal basis for the orthogonal complement of the subspace spanned by the rows of dB j (x 0 ). By definition of the Hodge star and orthogonality considerations it follows that
Let A be the d × d matrix whose ith column is equal to a i for each
be the matrix whose kth column consists of zeros whenever k ∈ K j and is such that upon deleting such columns one obtains the d j ×d j identity matrix. Finally, let C j be the d j × d j matrix given by
where A j is the d × d j matrix obtained by deleting from A the columns a k for each k ∈ K j . Then, by construction, the map B j :
The matrices A and C j are invertible by the hypothesis (5) and since B j is a submersion at x 0 . We shall see that Theorem 1.3 is a consequence of the following proposition. Before stating this result, let us denote by Q(x, R) the axis-parallel cube centred at x ∈ R d with sidelength equal to R.
Proposition 2.1. Suppose β, κ > 0 are given and α 0 , α 1 satisfy
Before we continue, some remarks on the roles of the parameters α 0 and α 1 above are in order. The proof of Proposition 2.1 proceeds by bootstrapping on the scale of the support of the cutoff ψ. At scale R (say), the strategy is to decompose the relevant patch of R d into parallelepideds of sidelengths approximately R α0 . Due to the nonlinearity of the mappings B j , it is important to separate these parallelepipeds by relatively narrow "buffer zones" of thickness approximately R α1 . For R small, this may be reconciled with the condition that 1 < α 0 < α 1 < 1 + β. This particular strategy originates in [4] .
Deduction of Theorem 1.3 from Proposition 2.1. Let U be some neighbourhood of x 0 and ψ a cutoff function supported in U . Using A to change variables one obtains
where the constant C depends on at most d. To show that we may choose the neighbourhood U and the constant in the claimed uniform manner we need to show that suitable upper bounds hold for the norms of A −1 and each C −1 j .
For A −1 , we note that
by (9) and therefore
for some constant C depending on κ and d. Since each column of A is a unit vector, it follows that the norm of A −1 is bounded above by a constant depending on ε, κ and d. 
and therefore, by definition of the Hodge star,
where C depends on at most d and ψ. Thus
where the equality holds because of (13) and (14) . Theorem 1.3 now follows.
For the various constants appearing in the above proof, one may easily obtain some explicit dependence in terms of the relevant parameters. Combined with Proposition 2.1, this gives additional information on the sizes of the neighbourhood U and constant C appearing in the statement of Theorem 1.3. We do not pursue this matter further here.
Proof of Proposition 2.1: Induction-on-scales
Before stating the main induction lemma we use to prove Proposition 2.1, we need to fix some further notation. For each 1 ≤ j ≤ m and M > 0, let
whenever y 1 and y 2 are in the support of f and |y 1 −y 2 | ≤ M −1 ; that is, those f which are effectively constant at the scale M −1 .
4 By an elementary density argument, it will be enough to prove 4 One may easily check that if µ is a finite measure on
, where
denotes the Poisson kernel on R d j at height c/M . Here c is a suitably large constant depending only on d j .
with neighbourhood U and constant C independent of M .
For β, κ > 0, 1 < α 0 < α 1 < 1 + β and x 0 ∈ R d we let B(β, κ, α 0 , α 1 , x 0 ) be the family of data B such that B j belongs to C 1,β (Q(x 0 , R 0 )) with B j C 1,β ≤ κ and satisfies dB j (x 0 ) = Π j , 1 ≤ j ≤ m. Here, R 0 is given by (11) .
Now let C(R, M ) denote the best constant in the inequality
over all B ∈ B(β, κ, α 0 , α 1 , x 0 ), all axis-parallel subcubes Q of Q(x 0 , R 0 ) with sidelength equal to R and all inputs f such that f j belongs to
We note that the constant C(R, M ) also depends on the parameters β, κ, α 0 and α 1 , although there is little to be gained in what follows from making this dependence explicit.
Lemma 3.1. For all 0 < R ≤ R 0 we have
Proof. Suppose B ∈ B(β, κ, α 0 , α 1 , x 0 ), Q is an axis-parallel subcube of Q(x 0 , R 0 ) with sidelength equal to R and centre x Q , and suppose f is such that f j belongs to
that (15) is invariant under the transformation ( B, f , Q) → (B, f , Q). Merely for notational convenience, we will prove (15) for ( B, f , Q) rather than (B, f , Q). Our reduction means in particular that Q = Q(0, R) and each B j (0) = 0.
We clarify that our normalisation hypothesis is that
Thus, by the smoothness hypothesis, we have that
The e B j and e f j here should not be confused with the earlier transient use of this notation in Section 2.
for each 1 ≤ j ≤ m. Here, e k denotes the kth standard basis vector in R d .
Step I: Foliations of R d using pull-backs of hyperplanes under the d B j (0)
Let σ : {1, . . . , d} → {1, . . . , m} be the map given by σ(K j ) = {(j + 1) mod m} for each 1 ≤ j ≤ m. 6 For each 1 ≤ i ≤ d and s ∈ R we define the set
and more generally, for J ⊆ R,
which is of course a hyperplane in R d for each s ∈ R. Similarly, it follows that
Now, the set of vectors
since the same is true of { a 1 . . . , a d }. Consequently, we may decompose R d into parallelepipeds whose faces are contained in hyperplanes of the form (18), 1 ≤ i ≤ d. We will use this to decompose the cube Q. As we will see, a regular decomposition of R d into parallelepipeds of equal size and adapted to a lattice (where for each i, the sequence of parameters s (i) that we choose is in arithmetic progression) will not suffice to prove Lemma 3.1. Furthermore, as we have already outlined, the nonlinearity of the mappings B j makes it natural to place relatively narrow "buffer zones" between the parallelepipeds. Following the approach in [4] we use a simple pigeonholing argument in Step II below to position the buffer zones in an almost regular manner. This leads to the corresponding decomposition of Q which we write down in Step III.
Step II: Choosing where to slice For each 1 ≤ i ≤ d we claim that there exists a sequence (s
and (20)
Proof. We shall choose the sequence (s k for some k ≥ 1. Now let N be the largest integer which is less than or equal to
Then,
and therefore by the choice of R 0 in (11) and the pigeonhole principle, there exists s
k+1 such that (19) holds and
that is, (20) also holds.
Step III: The decomposition of Q For each 1 ≤ i ≤ d and k ≥ 1 let J(i, k, 0) and J(i, k, 1) be the intervals given by
and
It will be convenient to let k denote the vector of indices (
The decomposition of Q we use is given by
Here, {χ 0 , χ 1 , . . . , χ 2 d −1 } denotes the set of all maps from {1, . . . , d} to {0, 1} and χ 0 ({1, . . . , d}) = {0}.
The P k are large parallelepipeds (intersected with Q) which form the main part of our decomposition. The p (n) k are small parallelepipeds (intersected with Q) which sit between the P k and decompose the buffer zones. Of course, P k is equal to p (0) k , although we shall continue to use the former notation to accentuate the geometry of the decomposition.
Step IV: Disjointness In this step we make precise the role of the buffer zones. For each 1 ≤ j ≤ m,
It is the disjointness of the images of such sets under the mapping B j that is crucial to the induction-on-scales argument which follows in Step V.
To prove Proposition 3.2 we use the following.
(1) Φ j (0) = 0 and dΦ j (0) is equal to the identity matrix I d ;
Proof. Let I dj be the invertible d j × d j matrix obtained by deleting the kth column of d B j (0) for each k ∈ K j . For k ∈ K j define the kth component of Φ j (x) to be x k . Define the remaining d j components of Φ j (x) by stipulating that the element of R dj obtained by deleting the kth components of Φ j (x) for k ∈ K j is equal to
Then a direct computation verifies that Properties (1) and (2) hold for Φ j . Also,
since I dj − I dj ≤ 1/10, and therefore (3) holds. Finally, Property (4) follows from Properties (1) and (3), and the mean value theorem.
Proof of Proposition 3.2. We shall prove (23). It will be clear how to make the minor modifications in order to prove (24).
From the definition of P k in (22) observe that
The important point here is that since { a 1 , . . . , a d } is a linearly independent set we know that
Suppose Π j k = Π j ℓ and, for a contradiction, suppose that z = B j (x) = B j (y) where x ∈ T (Π j k) and y ∈ T (Π j ℓ). By (18) it follows that for each i / ∈ K j there exist
On the other hand, since x and y belong to the fibre B −1 j (z) it follows from Lemma 3.3(2) that Φ j (x) and Φ j (y) belong to d B j (0) −1 (z). Thus, there exists
Since i 0 / ∈ K j and ker d B j (0) = { a r : r ∈ K j } it follows that ⋆ r =i0 a r belongs to the orthogonal complement of ker d B j (0). Therefore,
By the Cauchy-Schwarz inequality and Lemma 3.3(4) it follows that
a r .
Since | ⋆ r =i0 a r | ≥ 1/2 it follows that 24dκR 1+β ≥ R α1 . For a sufficiently small choice of c d , this is our desired contradiction.
Step V: The conclusion of the proof of Lemma 3.1 via the discrete case
We shall make use of the following discrete version of Proposition 1.1.
The vectors { * k =i a k : 1 ≤ i ≤ d} are normal vectors to the faces of the parallelepipeds defining P k and p Thus, each P k and p (n) k is contained in an axis-parallel cube with sidelength equal to 2R α0 .
The main term: Λ 0 . It follows that
Hence,
by Proposition 3.4. Consequently, by Proposition 3.2,
The remaining terms: the Λ n . To allow us to capitalise on the pigeonholing in
Step II we need the following.
with n(r) < n(r + 1), and let
Since B σ(i) (0) = 0 it follows from the mean value theorem that
By (16) and (17) we have that I d σ(i) is an invertible matrix with I
≤ 2. Therefore, by (26) and (27),
for c d sufficiently small and hence
as required.
Proof of Proposition 2.1. For 0 < R ≤ R 0 ≤ (1/4) 1/α0−1 it follows from Lemma 3.1 that
Applying (29) iteratively N times we see that
The product term is under control uniformly in N because log
We claim that C(R 0 /2 N , M ) ≤ 10 d for N sufficiently large. To see this, suppose B ∈ B(β, κ, α 0 , α 1 , x 0 ), Q = Q(x Q , R 0 /2 N ) is a subcube of Q(x 0 , R 0 ) and the input f is such that f j belongs to L for all f j ∈ L 1 M (R dj ), 1 ≤ j ≤ m. Since the constant in (30) is independent of M , it follows that the inequality is valid for all f j ∈ L 1 (R dj ). This completes our proof of Proposition 2.1.
Remark 3.6. In Theorem 1.3, the smoothness assumption that each mapping B j belongs to C 1,β may be weakened. Suppose that each B j is a C 1 submersion in a neighbourhood of x 0 such that the modulus of continuity of dB j , which we denote by ω dBj , satisfies ω dBj (R) ≤ κΩ(R), where, for some 0 < δ < 1, Ω satisfies the summability condition Concluding Remarks. It would be interesting to obtain nonlinear BrascampLieb inequalities of the type we seek without the additional hypothesis (5). For example, the natural higher dimensional analogue of the convolution inequality in [4] cannot be deduced from our Theorem 1.3 precisely because the underlying linear Brascamp-Lieb inequality does not satisfy hypothesis (5) . Due to the requirement that the class of data we treat be stable under linear perturbations, and the subsequent lack of appropriate extremisers, the method of induction-on-scales presented here, at least as it stands, appears to be unsuitable for significant further generalisations.
