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Abstract—In this work, we study the problem of identifying
the parameters of a linear system from its response to multiple
unknown input waveforms. We assume that the system response,
which is the only given information, is a scaled superposition
of time-delayed and frequency-shifted versions of the unknown
waveforms. Such kind of problem is severely ill-posed and
does not yield a unique solution without introducing further
constraints. To fully characterize the linear system, we assume
that the unknown waveforms lie in a common known low-
dimensional subspace that satisfies certain randomness and con-
centration properties. Then, we develop a blind two-dimensional
(2D) super-resolution framework that applies to a large number
of applications such as radar imaging, image restoration, and
indoor source localization. In this framework, we show that under
a minimum separation condition between the time-frequency
shifts, all the unknowns that characterize the linear system can
be recovered precisely and with very high probability provided
that a lower bound on the total number of the observed samples
is satisfied. The proposed framework is based on 2D atomic
norm minimization problem which is shown to be reformulated
and solved efficiently via semidefinite programming. Simulation
results that confirm the theoretical findings of the paper are
provided.
Index Terms—Super-resolution, atomic norm, blind deconvo-
lution, convex programming, linear time-varying system.
I. INTRODUCTION
A. Background
Throughout the years, researchers have paid close attention
to acquire various ways for breaking the physical limits in
sensing systems with the aim of enhancing their resolu-
tion. Generally speaking, super-resolution techniques are those
mechanisms that address the problem of recovering high-
resolution information from coarse-scale data. Interests in
such field come from the fact that super-resolution techniques
afford colossal performance improvement in a large number
of real-world applications such as radar imaging [1], non-
optical medical imaging [2], geophysics [3], microscopy [4],
astronomy [5], communication systems [6], and computational
photography, to mention a few.
In this paper, we study the problem of identifying the
parameters of a linear system from its response to multiple
unknown signals. More precisely, we consider a continuous-
time linear system in which the observed signal y (t) is a
weighted sum of R different versions of time-delayed and
frequency-shifted unknown signals sj (t) , j = 1, . . . , R which
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can be written as
y (t) =
R∑
j=1
cjsj (t− τ˜j) ei2pif˜jt. (1)
Here, the unknown scaling factor cj ∈ C has an amplitude
|cj | > 0 and phase [0, 2pi) while the pair
(
τ˜j , f˜j
)
represents
the unknown continuous time-frequency shift. Finally, we
assume that both R and sj (t) , j = 1, . . . , R are unknown.
Therefore, the question to be answered is that given the
received signal y (t) can we retrieve precisely the unknown
quintuple
(
R, cj , τ˜j , f˜j , sj (t)
)
?
The formulation in (1) arises in a variety of applications in
signal processing, image processing, and communication. In
military radar application, a spying receiver might use the R
unknown transmitted waveforms from the enemies transmitters
to locate the position of a certain target. The location of
the target can be estimated by obtaining its distance from
the spying receiver as well as its relative velocity which
are embedded in the continuous time-frequency shifts. These
two-dimensional (2D) shifts can lie anywhere in a certain
continuous domain and are not constrained to belong to
some finite discrete grid. On the other hand, the model in
(1) also appears in passive indoor source localization [7]
where the transmitted waveforms sj (t) are unknown, and
the locations of the R moving objects can be estimated by
recovering the continuous shifts
(
τ˜j , f˜j
)
, j = 1, . . . , R, and
then integrating this information with the anchor location.
Other exciting applications include target detection using blind
channel equalization [8], [9] and blind super-resolution of a
2D point source in microscopy [10].
In applications that include image restoration such as med-
ical imaging, remote sensing, and astronomy [11], [12], the
output image is usually a blurred version of the original one.
This blurring results from the inaccuracy in the lens focus or
due to the camera movement. In many practical scenarios, the
point-spread function of the system in these applications is
unavailable, and little information is known about the original
image [11], [13]. Thus, there is a need for a super-resolution
algorithm to obtain the unknowns. Finally, the model in (1)
can be used for blind deconvolution in a diversely polarized
array for wave direction estimation [14], [15].
Given what mentioned above, it is clear now why there is
a need for a close study to this formulation.
B. Related Work
Super-resolution techniques have been extensively studied
in recent years on the grounds that they break the natural
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2limit achieved by standard compressed sensing algorithms.
These techniques generalize the compressed sensing problem
from the discrete domain to the continuous domain where the
unknown points can lie anywhere in the domain. Therefore,
they sometimes called off-grid compressed sensing.
The recent approach for super-resolution is based on the
atomic norm minimization [16] which provides a general
framework for using convex optimization to recover a set
of data. The work shows that we can retrieve any set of
frequencies, in the noiseless scenario, provided that a certain
separation condition between them is satisfied.
Cande`s and Fernandez-Granda in their work [17] apply the
framework in [16] to super-resolve small number of locations
in the continuous domain [0, 1] from low-frequency equally
spaced consecutive samples. Their work is groundbreaking,
and abundant literature soon followed after for various settings.
The result in [17] shows that we can recover, with infinite
precision, the exact locations of multiple points by solving
a convex total-variation (TV) norm minimization problem
which is shown to be reformulated and solved via semidefinite
programming (SDP). The theorem in [17] guarantees this exact
recovery provided that the distances between the points satisfy
a minimum separation condition which is later improved
(tighten) by the work in [18]. Related convex frameworks have
been developed to recover unknown frequencies from noisy
models [19] and to address positive sources [20].
On the other hand, the work in [21] studies the problem of
super-resolving a set of frequencies in the continuous domain
[0, 1] from a randomly selected set of samples upon applying
the atomic norm framework. The work concludes that by using
O (s log s log n) randomly selected samples, where s refers to
the number of unknown frequencies and n to the total number
of the observed samples, that exact recovery of the frequencies
is assured with very high probability provided that they are
well-separated. This work is extended later in [22] for off-
grid line spectrum denoising and estimation from multiple
spectacularly-sparse signals.
With all the aforementioned work being based on one-
dimensional (1D) super-resolution, some other work is also
performed on multidimensional (MD) super-resolution. For
instance, the work in [23] studies the problem of super-
resolving time and frequency shifts simultaneously in radar
application where the recovery problem is formulated as a
2D line spectrum estimation problem using the atomic norm
framework. The received signal is modeled as a superposition
of delayed and Doppler shifted versions of a single transmitted
signal. Thus, it has the same mathematical formulation as in
(1); however, as we will discuss later, the single transmitted
waveform in [23] is assumed to be known with its samples
having a Gaussian distribution. An SDP relaxation for the dual
optimization problem is then obtained using the results in [24],
[25]. The exact recovery of the unknown shifts is shown to
exist provided that their number is linear with a log-factor in
the total number of the observed samples.
On the other hand, the work in [26] extends [23] to a mul-
tiple input, multiple output (MIMO) radar upon applying the
same settings in [23]. The authors in [27] study super-resolving
ensemble of Diracs on a sphere from their low-resolution
measurements. The problem is formed as a 2D atomic norm
minimization and then solved by applying the results in [24],
[25]. Finally, the work in [28] addresses the MD super-
resolution problem with compressive measurements where an
exact reformulation for the atomic norm recovery problem
is obtained and then solved using a proposed Vandermonde
decomposition. We point out that all the previously mentioned
super-resolution theories address the non-blindness scenario
where the waveforms/point spread functions are perfectly
known.
From another point of view, much work since the early
days have tackled the problem of blind deconvolution [29] in
which an unknown sparse signal is assumed to be convolved
with an unknown point spread function. Generally speaking,
the problem of blind deconvolution of signals from their
convolution is an ill-posed problem that does not yield a
unique solution without imposing further constraints [30].
These constraints help to convert the problem into a well-posed
problem, reducing the search space, and as a result, identifying
the unknowns. An extensive survey on multichannel blind
deconvolution methods in communications is provided in [31]
while a review about the classical blind deconvolution methods
is given in [11].
The authors in [32] develop an algorithm to blindly decon-
volve two signals by assuming that they lie in known low-
dimensional subspaces. The deconvolution problem is trans-
formed into a low-rank matrix recovery problem by using the
so-called lifting trick and then solved. This result is extended
in [33] by allowing one of the two signals to be sparse in a
known dictionary and in [34] by assuming that both signals
are sparse in a known dictionary. It should be noted that all the
above-mentioned works apply the `1 norm minimization as a
convex program which is different from ours as we will discuss
later. Finally, a convex optimization framework for estimating
a single point spread function and a spike signal is introduced
in [35] where the point spread function is assumed to lie in
a known low-dimensional subspace. The work shows that the
recovery of the spike signal is assured under mild randomness
assumptions on the low-dimensional subspace and a separation
condition on the spike signal.
Recently, the authors in [36] study the problem of esti-
mating the parameters of complex exponentials from their
modulations with unknown waveforms. To convert the ill-
posed recovery problem into a well-posed one, the waveforms
are assumed to lie in a known low-dimensional subspace.
Then, a convex framework that is based on the atomic norm
minimization is formulated to super-resolve the point sources
and to recover the unknown waveforms as well. The atomic
norm minimization problem is reformulated and then solved
efficiently via SDP. The work shows that when the number of
the measurements is proportional to the number of degrees
of freedom in the problem, the 1D blind super-resolution
recovery problem is solvable and the exact recovery of the
unknowns is guaranteed with very high probability provided
that a minimum separation between the point sources exist.
Before concluding this section, it is clear that all previously
discussed methods are built on the top of the convex optimiza-
tion theory. This is anticipated based on the fact that convex
3methods have strong theoretical performance guarantees and
at the same time they are robust in the presence of noise [19].
Nevertheless, this cannot hinder the fact that super-resolution
via non-convex optimization has also been studied in recent
years [37], [38]. In fact, super-resolution via non-convex
methods enables smaller separation between the unknown
frequencies. However, a significant issue associated with them
is that their stability is not assured in the existence of noise
and that they also rely on the knowledge of the model order,
i.e., R. In this paper, we will be only dealing with convex
algorithms.
C. Contributions with Connections to Prior Art
The contributions of this paper are as follows. First, we
propose a general mathematical framework for blind 2D super-
resolution that applies to a large number of applications. The
blindness of this framework is from the fact that the waveforms
sj (t) , j = 1, . . . , R are assumed to be unknown while the
“2D super-resolution” term is because we are super-resolving
two continuous unknowns (τ˜j and f˜j) simultaneously. The
superiority of this framework, as we will discuss later, is that
most of the recent approaches in the super-resolution theory
can be shown as a special case of it. Since the recovery
problem is severely ill-posed and inspired by the work in
[32], [35], [36], we assume that the unknown waveforms live
in a common known low-dimensional subspace that satisfies
certain randomness and concentration conditions. Second, we
show that with very high probability, the unknown quintuple(
R, cj , τ˜j , f˜j , sj (t)
)
in (1) can be recovered precisely from
the samples of y (t) upon using the atomic norm framework.
The recovery problem is formulated as an atomic norm mini-
mization problem and then reformulated and solved via SDP.
The exact recovery of all the unknowns is guaranteed provided
that the number of the observed samples of y (t) satisfies
certain lower bound which is found to be of the same order
as the number of unknowns in the problem. This bound is
derived using random kernels in company with matrix theory
and probability measures and under a minimum separation
condition between the time-frequency shifts.
The work in this paper is inspired by the recent work in
[23], [35], [36]. The model in [23] has the same mathematical
formulation in (1); however, as opposed to what we have in
this paper, [23] assumes a single and also known transmitted
waveform. Furthermore, the samples of the waveform are
assumed to be independent and identically distributed (i.i.d.)
with a Gaussian distribution of zero-mean and a known
variance. On the other hand, the pioneering work in [36] can
be viewed as a special case of our general framework based
on the model in (1). That can be upon assuming that either
sj (t) or τ˜j is known. Considering the term sj (t− τ˜j) as a
single unknown makes the approach in [36] fails to resolve
the ambiguity between sj (t) and τ˜j in its final solution. The
fact that sj (t− τ˜j) has to be considered as two unknowns
converts the super-resolution problem in [36] from being a
1D line spectral estimation problem to a 2D one and makes
most of the proof techniques and the performance guarantee
conditions provided in [36] invalid. Finally, the work in [35]
is a special case of [36] by assuming identical waveforms.
From another point of view, the generalization in the
proposed framework in this paper comes with major math-
ematical differences. For example, to prove the existence of
the solution of the formulated 1D super-resolution problem
in [36] a 1D polynomial is formulated using shifted versions
of a single kernel. Such formulation fails in our case as
our 2D trigonometric vector polynomial has to satisfy certain
constraints and therefore, multiple kernels are used instead.
Our proof techniques allow us also to impose less restricted
assumptions on the low-dimensional subspace than what in
[35], [36]. On the other hand, the non-blindness with the
Gaussianity assumption in [23] simplify the scaler polynomial
formulation that is used to guarantee the existence of the super-
resolution recovery problem and also make most of their proof
methodologies inapplicable for our case.
Given what mentioned above, this makes our proposed
blind 2D super-resolution framework very powerful due to its
generality and applicability in a wide range of applications.
D. Paper Organization
The remainder of this paper is organized as follows. In
Section II, we discuss the system model and we formulate our
blind 2D super-resolution recovery problem using the atomic
norm framework. In Section III, we present the main theorem
of the paper which provides the sufficient conditions to the
exact recovery of the unknowns and we discuss its associated
assumptions. In Section IV, we study the dual formulation of
our recovery problem we propose an SDP relaxation for it to
acquire its solution. Moreover, we show how the unknowns
can be retrieved from the solution of the dual problem.
Section V is dedicated for validating the performance of the
proposed framework using extensive numerical simulations. In
Section VI, we provide a detailed proof of the main theorem
presented in Section III. Finally, concluding remarks and
outlines about future work directions are given in Section VII.
E. Notations
Boldface lower-case symbols are used for column vectors
(i.e., s) and upper-case for matrices (i.e., S). The nota-
tion [s]i denotes the i-th element of s while [S](i,j) indi-
cates the element in the i-th row and the j-th column of
S. (·)T , (·)H , Tr (·), and det (·) denote the transpose, the
Hermitian, the trace, and the determinant, respectively. The
notation IM denotes the M × M identity matrix while 0
refers to the zero matrix or vector of appropriate dimension.
S  0 signifies that S is a positive semidefinite matrix.
When we use a two-dimensional index for vectors or ma-
trices such as [s]((k,l),1), k, l = −N, . . . , N , we mean that
s = [s(−N,−N), s(−N,−N+1), . . . , s(−N,N), . . . . . . , s(N,N)]T .
Moreover, we refer to the Kronecker product by ⊗. The
notation ||·||2 designates the spectral norm for matrices and the
Euclidean norm for vectors while ||·||F refers to the Frobenius
norm of the matrix. The infinity norm is denoted by ||·||∞. The
notation diag (s) represents a diagonal matrix whose diagonal
entries are the elements of s. Furthermore, 〈·, ·〉 stands for
the inner product operation whilst 〈·, ·〉R denotes the real
4inner product. The notation Re [·] stands for the real part of
a scaler or a vector with the real parts of the entries of a
vector. The expectation operator is denoted by E[·] while the
probability of an event is indicated by Pr[·]. The set of real
numbers is denoted by R while that of the complex numbers
is denoted by C. For a given set S, the notation |S| indicates
the cardinality of the set, i.e., the number of the elements.
Finally, C,C1, C∗, C∗1 , Cˆ, C¯, . . . are used to denote numerical
constants that can take any real value.
II. SYSTEM MODEL AND RECOVERY PROBLEM
FORMULATION
In this section, we discuss the system model and its asso-
ciated underlying assumptions. Then, we formulate our super-
resolution problem using the atomic norm framework.
Consider a continuous-time linear system in which the
received signal is a weighted sum of R different time-delayed
and frequency-shifted versions of unknown signals sj (t) such
that
y (t) =
R∑
j=1
cjsj (t− τ˜j) ei2pif˜jt. (2)
Our ambitious in this paper is to fully characterize the
linear system in (2) by retrieving the unknown quintuple(
R, cj , τ˜j , f˜j , sj (t)
)
using the observed signal y (t) over a
certain period of time. For that, it is important to first address
the principal assumptions on sj (t) and y (t).
To start with, we assume that sj (t) , j = 1, . . . , R are band-
limited periodic signals with a bandwidth of W and a period
of T and that the response signal y (t) is observed over an
interval of length T . Such assumptions are quite common
in many applications such as wireless communication, array
signal processing, remote sensing, and radar imaging. Based
on that, we can assume that the time-frequency shifts
(
τ˜j , f˜j
)
lie in the domain ([−T/2, T/2] , [−W/2,W/2]). Finally, we
point out that we are only considering the case where the shifts
are static (fixed) during the observation period T .
Now, based on the 2WT -Theorem [39], we can fully
characterize y (t) by sampling it at a rate of 1/W samples-per-
second to gather a total of L := WT samples. For simplicity,
we assume in this paper that L is an odd number. Upon
sampling (2) at a rate of 1/W , then applying the discrete
Fourier transform (DFT) and the inverse DFT (IDFT) to (2),
we can easily show that the sampled version of y (t), i.e.,
y (p/W ) can be written as
y (p) := y (p/W ) =
1
L
R∑
j=1
cj
(
N∑
k=−N
[(
N∑
l=−N
sj (l) e
−i2pikl
L
)
e−i2piτjk
]
e
i2pikp
L
)
×
ei2pifjp, p = −N, . . . , N, N := L− 1
2
, (3)
where we set τj :=
τ˜j
T and fj :=
f˜j
W . It should be noted
that the samples sj (l) are now L periodic and that based on
the definitions of τj and fj we have (τj , fj) ∈ [−1/2, 1/2]2.
Due to the periodicity property, we can assume without loss
of generality that (τj , fj) ∈ [0, 1]2. In the remainder of this
paper, we will refer to the pair (τj , fj) by delay-Doppler shift
pair.
Before proceeding further, we find it interesting to provide
a delightful connection between the formulation in (3) and
compressed sensing theory. As opposed to what we have in
(3), let us assume that the samples sj (l), l = −N, . . . , N are
known for j = 1, . . . , R. Then, if the shifts
(
τ˜j , f˜j
)
are lying
on a set of grid points defined by
(
1
W ,
1
T
)
, recovering (τj , fj)
boils down to be sparse signal recovery problem which can be
solved using compressed sensing algorithms [40]. Nonetheless,
in our problem, and even if we assume that sj (l) are known,
there will be gridding error as (τj , fj) could lie anywhere in
the continuous domain [0, 1]2. Moreover, fine discretization
leads to dictionaries with highly correlated columns which
collides with most of compressed sensing theories. Now, given
that sj (l) are unknown (dictionary does not exist) and that
(τj , fj) could lie anywhere in the continuous domain [0, 1]2,
compressed sensing algorithms cannot be applied. Finally, it
remains to point out that we call our recovery problem blind
since sj (l) are unknown and we refer to it by super-resolution
recovery as estimating the shifts (τj , fj) overcomes the natural
resolution limit of ( 1L ,
1
L ).
Going back to (3), we can see that the total number of
the unknowns is RL + 3R + 1, i.e., O (RL) which is much
greater than the number of the given samples L = 2N + 1.
Therefore, our recovery problem is severely ill-posed and
cannot be solved without structural assumption on sj :=
[sj (−N) , . . . , sj (N)]T . Inspired by the work in [32], [35],
[36], we assume that the unknown signals {sj}Rj=1 belong to a
common known low-dimensional subspace that is spanned by
the columns of a known L×K matrix D such that sj = Dhj
where K ≤ L and
D =
[
d−N , . . . ,dN
]H ∈ CL×K , dl ∈ CK×1. (4)
Here, the unknown orientation vectors hj ∈ CK×1, j =
1, . . . , R are to be estimated and are assumed, without loss
of generality, to satisfy ||hj ||2 = 1. Thus, recovering hj is
equivalent to estimating sj . Based on the above discussion,
the number of degrees of freedom in the problem reduces
to O (RK) which can be less than L when R,K  L.
Finally, we point out that while this low-dimensional subspace
assumption might seem to add some sort of restrictions to the
problem, it is, in fact, applicable and appears in a wide range
of applications (see the discussion in [32]).
Upon substituting sj (l) = dHl hj into (3) and then perform-
ing some manipulations we obtain
y (p) =
R∑
j=1
cj
1
L
N∑
k,l=−N
dHl hje
i2pik(p−l)
L ei2pi(pfj−kτj). (5)
Now, we consider writing (5) in matrix-vector form. Starting
from the definition of the Dirichlet kernel [41]
DN (t) :=
1
L
N∑
r=−N
ei2pitr (6)
5we can rewrite (5) as
y (p) =
R∑
j=1
cj
N∑
k,l=−N
DN
(
k
L
− fj
)
DN
(
l
L
− τj
)
dH(p−l)hje
i2pipk
L .
(7)
The detailed proof of the equivalence between (5) and (7) is
provided in Appendix A. Now, let us define for convenience
the vector r := [τ, f ]T and the atoms a (rj) ∈ CL2×1 such
that
[a (rj)]((k,l),1) =DN
(
l
L
− τj
)
DN
(
k
L
− fj
)
,
k, l = −N, . . . , N. (8)
Moreover, consider the matrices D˜p ∈ CL2×K , p =
−N, . . . , N such that
[D˜p]((k,l),1→K) = e
i2pipk
L dH(p−l), k, l = −N, . . . , N. (9)
Based on (8) and (9) we can rewrite (7) as
y (p) =
R∑
j=1
cja (rj)
H
D˜phj = Tr
D˜p R∑
j=1
cjhja (rj)
H

=
〈
R∑
j=1
cjhja (rj)
H
, D˜Hp
〉
=
〈
U, D˜Hp
〉
=: [X (U)]p,
(10)
where p = −N, . . . , N , U := ∑Rj=1 cjhja (rj)H , whereas
the linear operator X : CK×L2 → CL is defined as
[X (U)]p = Tr
(
D˜pU
)
, p = −N, . . . , N. (11)
Using (11) we can relate U to the vector y :=
[y (−N) , . . . , y (N)]T by
y = X (U) . (12)
In practical scenarios, the number of the shifts R is very small
compared to L. Therefore, the matrix U is a sparse linear
combination of different versions of the atoms a (rj) in the
set
A =
{
ha (r)
H
: r ∈ [0, 1]2, ||h||2 = 1,h ∈ CK×1
}
. (13)
By estimating U, we can recover all the unknowns. To pro-
mote this sparsity when we estimate U, we propose applying
the atomic norm recipe introduced in [16]. Starting from (13),
we can define the problem of obtaining the smallest number
of atoms that formulate the decomposition of U as
||U||A,0 =
inf
R
U =
R∑
j=1
cjhja (rj)
H
: cj ∈ C, rj ∈ [0, 1]2, ||hj ||2 = 1

Since solving the previous problem is difficult, its convex
relaxation [16], [22], which refers to as the atomic norm of U,
is frequently used instead. The atomic norm of U is defined
by
||U||A = inf {t > 0 : U ∈ t conv (A)}
= inf
cj∈C,rj∈[0,1]2,||hj ||2=1
∑
j
|cj | : U =
∑
j
cjhja (rj)
H
 ,
where conv (A) denotes the convex hull of A. Now, we
can finally formulate our blind 2D super-resolution recovery
problem as
P1 : minimize
U˜
||U˜||A
subject to : y (p) =
〈
U˜, D˜Hp
〉
, p = −N, . . . , N.
(14)
The optimization problem in (14) can be used to recover
precisely the number of the shifts R as well as the unknown
continuous shifts (τj , fj) for j = 1, . . . , R. This process
will be followed by recovering the unknown waveforms and
the attenuation factors cj . Looking at (14) we can see that
recovering the unknowns is achieved by seeking a matrix U˜
with a minimal atomic norm that satisfies the observations
constraint.
We remark that finding a solution for (14) might appear
to be intimidating as it includes taking the infimum over
infinitely many variables. In Section IV, we discuss in details
how to solve (14) by using its dual certificate. Before that,
we provide in the next section the sufficient conditions under
which U is guaranteed to be the unique solution to (14), and
we summarize the central assumptions of this paper.
III. RECOVERY CONDITIONS AND MAIN RESULT
In this section, we provide the main theorem in this paper
which addresses the sufficient conditions under which (14) is
granted to recover U. We start first by providing the main
assumptions of this theorem.
Assumption 1. We assume that the columns of DH ∈ CK×L,
namely, dl ∈ CK×1, l = −N, . . . , N are independent and can
be drawn from any distribution. Furthermore, the entries of dl
are assumed to be independent and have independent real and
imaginary parts with
E[dl] = 0, l = −N, . . . , N (15)
E[dldHl ] = IK, l = −N, . . . , N. (16)
Assumption 2. (Concentration property) We assume that the
rows of DH , refer to its column form by dˆi ∈ CL×1 where
i = 1, . . . ,K, are K˜-concentrated with K˜ ≥ 1. That is, there
exist two constants C˜∗1 and C˜
∗
2 such that for any 1-Lipschitz
function ϕ : CK → R and any tK˜ > 0, it holds
Pr
[∣∣ϕ(dˆi)− E[ϕ(dˆi)]∣∣ ≥ tK˜] ≤ C˜∗1 exp(−C˜∗2 t2K˜/K˜2) .
(17)
Assumption 3. The entries of hj are i.i.d. and are assumed
to be drawn from a uniform distribution on the complex unit
sphere CSK−1 with ||hj ||2 = 1.
6Assumption 4. (Minimum separation condition) We assume
that the unknown shifts (τj , fj) ∈ [0, 1]2, j = 1, . . . , R satisfy
the following separation condition
∆min = min∀j,j′:j 6=j′
||rj − rj′ ||∞
= min
∀j,j′:j 6=j′
max (|τj − τj′ |, |fj − fj′ |) ≥ 2.38
N
,
∀[τj , fj ]T , [τj′ , fj′ ]T ∈ {r1, . . . , rR}, (18)
where |a − b| indicates the wrap-around distance on the unit
circle, i.e., |3/4− 1/2| = 1/4 while |0− 3/4| = 1/4 6= 3/4.
With Assumptions 1, 2, 3, and 4 all in hand, we are now
ready to provide our main theorem.
Theorem 1. Let y (p) ∈ C be the observed signal sample
as in (5) with p = −N, . . . , N and assume that N ≥ 512.
Additionally, assume that the signals {sj}Rj=1 can be written
as sj = Dhj , D ∈ CL×K where D satisfies Assumptions 1
and 2 while the orientation vectors hj are satisfying As-
sumption 3. Moreover, let rj = [τj , fj ]T and define the set
R := {r1, . . . , rR} where the elements of R are assumed to
satisfy the separation condition in Assumption 4. Then, there
exist two numerical constants C∗1 and C
∗
2 such that when
L ≥ C∗1RKK˜4 log2
(
C∗2R
2K2L3
δ
)
log2
(
C∗2 (K + 1)L
3
δ
)
(19)
is satisfied with δ > 0, the matrix U =
∑R
j=1 cjhja (rj)
H is
the optimal minimizer of P1 in (14) with probability at least
1− δ.
The proof of Theorem 1 is based on formulating and
analyzing the dual problem of (14). We show in Section IV
that this proof boils down to be a problem of formulating a 2D
trigonometric random vector polynomial that satisfies certain
interpolation conditions under the separation assumption in
(18). The formulation of this vector polynomial requires using
some random kernels in company with matrix theory and
probability measures.
A. Remarks on the Assumptions
First, we point out that many random vectors in practice
satisfy the concentration property provided by Assumption 2.
For example, if the entries of dˆi are generated from an
i.i.d. standard complex Gaussian distribution, then dˆi is a
1-concentrated vector. On the other hand, if each element
in dˆi is upper bounded by a constant C, then dˆi is a C-
concentrated vector [42, Theorem F.5]. Thus, the concentration
assumption is, in fact, a more relaxed (general) assumption
than the incoherence assumption imposed on the elements of
the low-dimensional subspace matrix in [35], [36]. Finally,
we indicate that if dˆi is K˜-concentrated then it is also CK˜-
concentrated for any constant C > 0. For more details about
the concentration property, the interested reader is referred to
[43].
On the other hand, and as discussed in [35], [36], the ran-
domness assumptions on dl and hj as given by Assumptions 1
and 3 do not appear to be crucial in practice and are doubtful
to be artifacts for our proofs. Moreover, we point out that the
separation between the unknown shifts is essential for precise
and stable recovery. The existence of a certain separation
between the shifts has appeared in all existing super-resolution
theories, e.g., [17], [21], [23], [36]. This follows from the
fact that the recovery problem of a mixture becomes very ill-
conditioned when the shifts are placed close to each other
[17], [44]. Nevertheless, we stress that the separation in (18)
is not a necessary condition and a less restricted condition
(with a constant less than 2.38) is expected to be enough (see
[17, Section 1.3] and [18] for more information). We leave
addressing all these issues for future work.
B. Remarks on Theorem 1
Theorem 1 indicates the minimum number of samples L
that guarantees the exact recovery of the continuous shifts
upon solving (14). This provides a considerable improvement
over standard techniques that estimate the locations of the
shifts on a discrete grid up to uncertainty constant. The bound
on L suggests that the more concentrated are the rows of
DH , the fewer number of samples are needed for the exact
recovery. Moreover, for a given K˜, (19) states that having
L = O (RK) provides a sufficient condition for recovering the
unknown shifts. This fact coincides with the number of degrees
of freedom in the problem and at the same time follows the
sufficient condition for stable recovery in both 1D and 2D non-
blindness super-resolution (L = O (R)) as [17] and [23] show,
respectively. Furthermore, the number of samples required for
the exact recovery in blind 1D super-resolution problem [36]
can be shown to be less than (19). This is expected since our
blind 2D problem is more ill-posed.
On the other hand, we point out that N ≥ 512 is a technical
requirement that is only made to facilitate some of our proofs
upon following what in [17]. However, as [17] shows, this
assumption can be discarded at the cost of having a larger
minimum-separation condition. Our numerical experiments in
Section V show that the exact recovery of the shifts exists
even when this condition is not met. Finally, note that in
contrast to the non-blind 2D super-resolution work in [23]
where sign (cj) :=
cj
|cj | are assumed to be i.i.d., we do not
impose any assumptions on cj .
Before closing this part, we point out that a noise signal
can contaminate the samples y (p) in practice. If we assume
that the Euclidean norm on the noise vector is upper bounded
by ζ > 0, then, the super-resolution recovery problem can be
shown to take the form
P2 : minimize
U˜
||U˜||A
subject to : ||y (p)− 〈U˜, D˜Hp 〉||2 ≤ ζ, p = −N, . . . , N.
(20)
In this case, the exact recovery of the unknowns is impossible,
and further analysis regarding the robustness of the algorithm
is required. We leave the theoretical analysis for this scenario
to future work, and we suffice by providing a simulation
experiment that shows that the proposed framework is stable
in the existence of noise.
7IV. IDENTIFYING THE UNKNOWNS: PROBLEM SOLUTION
In this section, we start by discussing how atomic norm
minimization problems have been addressed in the literature.
Then, we discuss the solution of (14) by formulating its dual
certificate and exploring its constraints. Following that, we
show how to solve the dual problem in a tractable manner to
obtain the unknown shifts. Once these shifts are obtained, we
demonstrate how to recover cj and hj . Finally, we provide
some remarks about the optimality and the uniqueness of the
obtained numerical solution as well as the complexity of the
problem.
A. Background
Let us start by assuming that hj are known. In this case,
the building blocks of the atomic norm set A become vectors.
Now, if we further assume that we only have delay- or only
Doppler shifts (i.e., 1D problem), the result atomic norm
recovery problem and its corresponding dual certificate can be
both formulated and solved efficiently via SDP upon charac-
terizing the atomic norm and its dual in terms of linear matrix
inequalities. This characterization is based on the classical
Vandermonde decomposition for positive semidefinite Toeplitz
matrix by Carathe´odory lemma [21, Proposition 2.1]. Now
when both delay and Doppler shifts are unknown (i.e., 2D
problem), the generalization of the Carathe´odory lemma is
impossible since Vandermonde decomposition does not extend
to block Toeplitz matrices with Toeplitz blocks. To the best
of our knowledge, an attempt is made in [45] to extend the
Vandermonde decomposition to the 2D case. However, the
proofs are incomplete, and some derivations are distorted as
indicated in [28]. Finally, the generalization of Vandermonde
decomposition to higher dimensions in [28] comes with a rank
constraint on the Toeplitz matrix which appears to block a
direct representation of the atomic norm in terms of linear
matrix inequalities. The work in [46] proposes a heuristic
SDP approximation for the 2D atomic norm minimization.
The issue of this algorithm is that there is no guarantee that
it provides the minimum of the atomic norm optimization.
Now, consider the case where hj are unknown and assume
that we only have delay- or only Doppler shifts. Here, the
recovery problem is a 1D atomic norm minimization with its
atomic set being formulated by matrices. Such a scenario is
tackled in [22] and [47] where its shown that SDP can fully
characterize the atomic norm problem.
In this paper, and to address our case where both hj and
(τj , fj) are unknown, we follow a path that is based on
obtaining an SDP relaxation to the dual problem of (14).
Our formulation is inspired by that in [17, Section 4], [21,
Section 2.2], and [23, Section 6.1], and is built on the top of
the results developed in [24, Equation 3.3] and [25, Corollary
4.25]. The main idea is to express the constraint of the
dual problem of (14) using linear matrix inequalities. The
relaxation comes from the fact that the matrices that are used to
express the dual constraint are of unspecified dimensions and
an approximation for their dimensions is required. We show
later that this SDP relaxation leads to the optimal solution in
practice.
B. Dual Problem Formulation
Starting from (14), we can show that the dual certificate of
this optimization problem can be written as [48, Section 5.1.6]
P3 : maximize
q
〈q,y〉R
subject to : ||X ∗ (q) ||∗A ≤ 1, (21)
where X ∗ : CL → CK×L2 is the adjoint operator of X in
(11), i.e., X ∗ (q) = ∑Np=−N [q]pD˜Hp while || · ||∗A is the dual
of the atomic norm which is given by
||C||∗A = sup
||U||A≤1
〈
C,U
〉
R = sup
r∈[0,1]2,||h||2=1
〈
C,ha (r)
H 〉
R.
(22)
Since (14) has only equality constraints, Slater’s conditions is
satisfied [48, Chapter 5] and strong duality holds between (14)
and (21). Consequently, the optimal of (14) is equal to that of
(21). If we refer to the solution of (14) by Û and that of (21) by
q, then, this equality only holds if and only if Û is the primal
optimal and q is the dual optimal. In Proposition 1 next, we
use this strong duality to discuss when Û = U. Before that,
we can first write the constraint of (21) using (22) as
||X ∗ (q) ||∗A = sup
r∈[0,1]2,||h||2=1
∣∣〈h,X ∗ (q) a (r)〉∣∣
= sup
r∈[0,1]2
||X ∗ (q) a (r) ||2 ≤ 1.
Now, let us define a vector polynomial function f (r) ∈ CK×1
as
f (r) , X ∗ (q) a (r) =
N∑
p=−N
[q]pD˜
H
p a (r) . (23)
Looking at (23), we can see that the final expression of the dual
constraint in (21) is equivalent in demand that the Euclidean
norm of a 2D trigonometric vector polynomial f (r) is upper
bounded by one. The existence of such dual vector polynomial
combined with some other conditions and the fact that strong
duality holds between (14) and (21) all serve as sufficient
conditions that guarantee the ability of (14) to recover U. In
the following proposition, we state the sufficient conditions
under which (14) is assured to obtain its unique optimal
solution based on the dual problem constraint.
Proposition 1. Let y (p) to be as in (10) and recall the
definition of the atomic set A in (13). Furthermore, let
R = {rj}Rj=1 , rj = [τj , fj ]T and refer to the solution of (14)
by Û. Then, Û = U is the unique optimal solution of (14) if
the following two conditions are satisfied:
1) There exists a 2D trigonometric vector polynomial in τ
and f , i.e.,
f (r) = X ∗ (q) a (r) =
N∑
p=−N
[q]pD˜
H
p a (r) ∈ CK×1
with complex coefficients q =
[
q (−N) , . . . , q (N)]T
such that:
f (rj) = sign (cj) hj , ∀rj ∈ R (24)
||f (r) ||2 < 1, ∀r ∈ [0, 1]2 \ R, (25)
8where sign (cj) =
cj
|cj | .
2)

a (rj)
H
D˜−N
...
a (rj)
H
D˜N


R
j=1
is a linearly independent set.
The proof of Proposition 1, which is provided in Ap-
pendix B, follows that in [36, Proposition 1] and is based
on strong duality.
C. SDP Relaxation of the Dual Problem
In this section, we obtain an equivalent SDP for (21) based
on Proposition 2 below. Before we proceed, note that (23) can
be written as (see Appendix C)
f (r) =
N∑
p,k=−N
(
1
L
[q]p
N∑
l=−N
dle
i2pik(p−l)
L
)
e−i2pi(kτ+pf).
(26)
Proposition 2. [24] (special case [25, Chapter 3]) such
that Let K (λ) be a d-variate trigonometric polynomial with
variables λ = [λ1, . . . , λd]
K (λ) =
∑
j
kje
−i2piλT j,
where j = {j1, · · · , jd} , 0 ≤ jp ≤ lp − 1, 1 ≤ p ≤ d. Then, if
sup
λ∈[0,1]d
∣∣K (λ) ∣∣ ≤ 1, (27)
there exists a positive semidefinite matrix Q such that[
Q k
kH 1
]
 0, Tr (ΘnQ) = δn, (28)
where k is a column vector that contains the elements of kj
and is then padded with zeros to match the dimension of Q.
Moreover, Θn = Θnd ⊗ · · · ⊗Θn1 with n = [n1, · · · , nd]T ,
where −mp ≤ np ≤ mp for every 1 ≤ p ≤ d whereas Θnp
is (mp + 1) × (mp + 1) Toeplitz matrix with ones on its np
diagonal and zeros elsewhere. Finally, δn is the Dirac delta
function, i.e., δ0 = 1 and δn = 0 for n 6= 0.
Note that the dimension of Q is
∏d
p=1(mp + 1) ×∏d
p=1(mp+1) and that the exact value of mp is not precisely
recognized but known to satisfy mp ≥ lp. Thus, using mp = lp
provides a relaxation to the problem but is known to yield the
optimal solution in practice.1 Finally, note that the other way
around is also true, i.e., the existence of a positive semidefinite
matrix Q that satisfies (28) means that (27) holds true.
To formulate the SDP relaxation of (21) using Proposition 2
we first define a matrix Q̂ ∈ CK×L2 based on (26) such that[
Q̂
]
(i,(p,k))
:=
[
1
L
q (p)
N∑
l=−N
dle
i2pik(p−l)
L
]
i
,
i = 1, . . . ,K, p, k = −N, . . . , N. (29)
1The relaxation is based on the so-called sum of square relaxation for a
non-negative multivariate trigonometric polynomial. The discussion about this
point is beyond the scope of the paper. The interested reader may consult [25,
Chapter 3] for the case of d = 2 and [24] for d ≥ 2.
Now by setting d = 2 in Proposition 2 and upon using (29),
we can formulate the SDP relaxation of (21) as
P4 : maximize
q,Q
〈q,y〉R
subject to : Q  0,
[
Q Q̂H
Q̂ IK
]
 0, Tr (ΘnQ) = δn,
(30)
where Θn = Θk˜ ⊗Θl˜ with −(L− 1) ≤ k˜, l˜ ≤ (L− 1). Note
that we take the main diagonal of the matrix Θi as the 0-th
diagonal.
D. Dual Problem Solution
The problem in (30) can be solved to obtain q using any
SDP solver such as CVX [49] and YALMIP [50]. As (30)
shows, we set mp = L when we apply Proposition 2. Using a
larger value than L will indeed result in a better approximation
to (21). However, our simulations show that mp = L yields the
optimal solution in all the tested scenarios. This fact is also
observed in other related 2D problems which are addressed
with this result such as [23], [25]. Once the problem is solved,
we proceed with the following steps:
• First, we obtain an expression for f (r) as a function of
r using q.
• Then, to acquire an estimate for rj , i.e., rˆj , we can
compute the roots of the polynomial 1 − ||f (r) ||22 on
the unit circle as suggested in [17, Section 4]. Another
approach is to discretize the domain [0, 1]2 on a fine grid
and then recover the points rˆj at which ||f (rˆj) ||2 = 1
(based on (24) and the fact that ||hj ||2 = 1). In this paper,
we use the second approach to estimate the shifts.
• Finally, we recover the atoms a (rˆj) and then formulate
the following overdetermined linear system
a (rˆ1)
H D˜−N . . . a (rˆR)H D˜−N
...
. . .
...
a (rˆ1)
H D˜N . . . a (rˆR)
H D˜N

 c1h1...
cRhR
=
y (−N)...
y (N)

(31)
based on (10). The above system can be solve using
the least squares (LS) algorithm to obtain the estimates
cˆjhˆj , j = 1, . . . , R.
In should be noted that the solution of the dual problem
is not unique in general. However, the estimated set Rˆ will
always contain the required R shifts. This point is discussed
in details in Appendix B. Furthermore, Rˆ 6= R in general;
however, in most of the cases, the SDP solvers will provide a
solution such that Rˆ = R (see [17] and [21] for more details).
On the other hand, the uniqueness of cˆjhˆj results from the
fact that the columns of the linear matrix operator in (31) are
linearly independent based on Proposition 1. Finally, it remains
to point out that it is impossible to resolve between cˆj and hˆj
in the final solution.
E. Computational Complexity
As (30) shows, estimating the continuous shifts involves
solving a convex problem with an optimization variable of
9dimensions L2 × L2. Therefore, any algorithm that solves
this problem will have a computational complexity of at least
L4. For large values of L, addressing such high complexity
could become impossible which then makes this problem
infeasible in real-world applications and at the same time
will prohibit us from simulating large values of L. Hence, a
future research direction for this work will involve developing
alternative computationally efficient algorithms to address our
super-resolution recovery problem.
V. SIMULATION EXPERIMENTS
In this section, we validate the performance of the proposed
blind 2D super-resolution framework using different simula-
tion scenarios. In all the experiments, we use the CVX solver,
which calls SDPT3, to solve (30).
In the first experiment, we set L = 19,K = 2, R = 2 and
we let the entries of D to be i.i.d. with a complex Gaussian
distribution of zero mean and unit variance. On the other
hand, the elements of hj are generated from an i.i.d. complex
Gaussian distribution of zero mean unit variance and then
normalized to have ||hj ||2 = 1. The locations of the shifts
(τj , fj) are generated randomly from a uniform distribution
in [0, 1]2 in accordance to the minimum separation condition
in (18). The shifts pairs are found to be (0.28, 0.53) and
(0.94, 0.42). Finally, the real and the imaginary parts of cj are
generated from zero-mean unit variance Gaussian distribution
and then normalized to have |cj | = 1.
In Fig 1(a), we plot the norm of f (r) for r ∈ [0, 1]2. To
estimate the shifts, we first discretize the 2D grid with a step
size of 10−3. Then, we locate the points at which ||f (r) ||22 = 1
as discussed in Section IV-D. From Fig 1(a), we can observe
that the two shifts are recovered perfectly, i.e., Rˆ = R as
indicated by circle points and that ||f (r) ||2 < 1,∀r ∈ [0, 1]2 \
R. To provide better visualization for the results and to show
that ||f (r) ||2 < 1,∀r /∈ R, we raise the norm of f (r) to the
power of 200 as Fig 1(b) shows.
Once we estimate the shifts, we generate the atoms a (rˆj)
using (8) and then formulate the linear system in (31). To
obtain cˆjhˆj , we solve the linear system in (31) using the LS
algorithm. Given that we cannot retrieve the phases of cˆj ,
we plot in Fig 2 the magnitudes of the estimated samples
sˆj (l) and we compare them with the true ones. From Fig 2,
it is clear that we are able to retrieve the signals samples
exactly. Finally, when we compute |hHj hˆj |, j = 1, 2 we find
that |hH1 hˆ1| = 1 − 10−8 and |hH2 hˆ2| = 1.00 which confirms
the superiority of the approach.
In the second scenario, we generate the columns of DH as
[35]
dl =
[
1, ei2piσl , . . . , ei2pi(K−1)σl
]T
, l = −N, . . . , N,
where σl is set to be uniformly distributed in [0, 1]. Moreover,
we let L = 21, K = 3, R = 1, and we randomly generate
the shift pair in [0, 1]2. The obtained pair is found to be
(0.13, 0.67). Finally, we use the same configurations for hj
and cj as in the previous scenario.
In Fig 3, we plot the norm of f (r) in the domain [0, 1]2.
From Fig 3, we can observe that ||f (r) ||22 = 1 at the true
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Fig. 1. The Euclidean norm of the dual trigonometric vector polynomial and
the locations of the estimated shifts (denoted by red circles).
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Fig. 2. Comparing the estimated samples of the signals with the true ones.
shift. On the other hand, we plot in Fig 4 the magnitudes of
the estimated samples and we compare them with the actual
ones. Fig 4 shows that the estimated samples coincide with
the true ones over all the index range. Finally, we find that
|hH1 hˆ1| = 1.0.
In the third experiment, we consider the case of K = 1 and
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Fig. 3. The Euclidean norm of the dual trigonometric vector polynomial and
the location of the estimated shift (denoted by a red circle).
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Fig. 4. Comparing the estimated samples of the signal with the true ones.
we set L = 21 and R = 3. The real and the imaginary parts
of the entries of D are generated from a uniform distribution
in [−1, 1] while the elements of hj are set as in the previous
scenarios. Moreover, we let the real and the imaginary parts
of cj to be fading, i.e., equal to 0.5 + w2 where w is a zero-
mean unit-variance Gaussian variable and we generate their
signs uniformly in [−1, 1]. Finally, the locations of the shifts
are set to be (0.8, 0.2) , (0.1, 0.4) , and (0.7, 0.6). From Fig 5,
we can see that the proposed approach recovers all the shifts
precisely whereas from Fig 6 we can see that the samples of
the estimated signals coincide with the true ones. Furthermore,
we find that |hH1 hˆ1| = 1+10−15, |hH2 hˆ2| = 1+
(
2× 10−15),
and |hH3 hˆ3| = 1− 10−15.
Finally, we study the stability of the proposed framework to
the noise using simulation with the theoretical analysis being
left to future work. In this experiment, we set L = 15,K =
3, R = 1, and we use the same settings in the first scenario for
D and hj and those in the previous experiment for cj . The
shift pair is set to be (0.74, 0.30). Then, an additive white
Gaussian noise vector n˜ is added to y at 10 dB signal-to-
noise-ratio (SNR), i.e., SNR (dB) = 10 log10
( ||y||22
||n˜||22
)
.
To solve (20), we obtain its semidefinite relaxation which
can be shown to be
P5 : maximize
q,Q
〈q,y〉R − ζ||q||2
subject to the constraints of (30). (32)
In Fig 7, we plot the norm of f (r) that is obtained by using q
upon solving (32) with CVX (we set ζ = 3). The shift pair at
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Fig. 5. The Euclidean norm of the dual trigonometric vector polynomial and
the locations of the estimated shifts (denoted by red circles).
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Fig. 6. Comparing the estimated samples of the signals with the true ones.
which ||f (r) ||22 = 1 is found to be (0.7370, 0.2980) which is
too close to the original one. Moreover, Fig 8 shows that the
magnitudes of the estimated samples of the signal are close
to the original ones with a tenuous error. Finally, we find that
|hH1 hˆ1| = 0.9674.
VI. CONSTRUCTING THE DUAL VECTOR POLYNOMIAL:
PROOF OF THEOREM 1
In this section, we discuss in details the proof of Theo-
rem 1 by formulating a dual trigonometric vector polynomial
f (r) that satisfies (24) and (25). Obtaining such polynomial
guarantees that the primal optimal solution is equal to U.
Starting from (23), and based on (24) and (25), our goal is
to acquire an expression for f (r) that satisfies
f (rj) = sign (cj) hj ∀rj ∈ R (33)
−f (1,0) (rj) = 0K×1 ∀rj ∈ R (34)
−f (0,1) (rj) = 0K×1 ∀rj ∈ R, (35)
where f (m
′,n′) (r) := ∂
m′
∂τm′
∂n
′
∂fn′
f (r). Note that (34) and (35)
ensure that f (r) approaches a local minimum at rj which is
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Fig. 7. The Euclidean norm of the dual trigonometric polynomial and the
location of the estimated shift (denoted by a red circle).
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Fig. 8. Comparing the estimated samples of the signal with the true ones.
a necessary condition for (25) to hold. Before discussing how
we will formulate f (r), we briefly recall some related results
and definitions in the literature.
In the blind 1D super-resolution scenario (only delay shift),
the dual 1D polynomial formulated in [36] is sufficient to guar-
antee the optimality of the super-resolution recovery problem.
The authors in [36] show that there exists a vector polynomial
f1D (τ) that satisfies: (a) f1D (τj) = sign (cj) hj , ∀τj ∈ R,
(b) ||f1D (τj) ||2 < 1, ∀τj 6∈ R, where R is the set of the true
shifts. This polynomial is formulated by solving a weighted
least energy minimization problem and is found to be
f1D (τ) =
R∑
j=1
M1D (τ − τj)αj +
R∑
j=1
M
′
1D (τ − τj)βj , (36)
where M1D (τ) ∈ CK×K is a random kernel with a certain
structure while αj ,βj ∈ CK×1 are vector parameters. Finally,
M
′
1D (τ) is the entry-wise derivative of M1D (τ) with respect
to (w.r.t.) τ .
To show that (36) satisfies (a) and (b) above the authors
first show that under certain assumptions, the expected value
of the m-th derivative of M1D (τ), i.e., E [Mm1D (τ)] is equal
to Fm (τ) IK where
F (t) :=
(
sin (Tpit)
T sin (pit)
)4
, T :=
N
2
+ 1
is the squared Feje´r kernel. When N is even, the Feje´r kernel
is a trigonometric polynomial of degree (T − 1) and can be
written as
F (t) =
1
T
N∑
n=−N
gne
i2pint, (37)
where
gn =
1
T
min{n+T,T}∑
l=max{n−T,−T}
(
1− |l|
T
)(
1− |n− l|
T
)
. (38)
Following that, the authors prove that there exist coefficients
α¯j , β¯j ∈ CK×1, j = 1, . . . , R such that
f¯1D (τj) = sign (cj) hj ,∀τj ∈ R, ||f¯1D (τj) ||2 < 1, ∀τj 6∈ R,
where f¯1D (τ) := E [f1D (τ)]. Finally, the polynomial f1D (τ) is
shown to concentrate around f¯1D (τ) anywhere in [0, 1) with
high probability. The fundamental idea about the formulation
in (36) is that M1D (τ − τj) provides an interpolation for
sign (cj) hj while M
′
1D (τ − τj) arranges proper adaptation for
this interpolation to ensure that local maxima are reached at
τj . The previous strategy is first developed in [21] and then
adapted and applied in different works in the literature, e.g.,
[22], [23], [35], [51].
Inspired by the previous methodology and other related prior
works on super-resolution e.g., [17], [23], [27], [28], we seek
to construct a 2D trigonometric vector polynomial f (r) that
satisfies (24) and (25). However, before going into in-depth
technical details, it is essential to first highlight some crucial
remarks. First, while (36) is obtained by solving a weighted
least energy minimization problem as [36] shows, it is impos-
sible to generalize the least energy minimization problem to
the 2D case upon using multiple proper weighting matrices
due to nature of the problem formulation. Second, since the
2D dual vector polynomial, the interpolation functions, and
the correction functions are all random, we will have to apply
probabilist approaches to show that (24) and (25) hold true on
our obtained f (r). Third, given the specific structure of f (r)
as indicated by (26), and unlike the formulation in (36), we
cannot merely use the derivatives of the interpolating matrix as
a correction function. This is due to the fact that the derivatives
of a polynomial in the form as in (26) do not necessarily have
the structure in (26). Finally, we cannot interpolate sign (cj) hj
using shifted versions of a single function because shifted
versions of a function that represents (26) do not necessarily
have the form of (26).
In this paper, we formulate f (r) using multiple random
kernel matrices M(m,n) (r, rj) ∈ CK×K ,m, n = 0, 1 in the
form
f (r) =
R∑
j=1
M(0,0) (r, rj)αj + M(1,0) (r, rj)βj
+ M(0,1) (r, rj)γj . (39)
The key factor of this formulation is to interpolate the vectors
sign (cj) hj at rj using M(0,0) (r, rj) and then to adjust this
interpolation near rj by M(1,0) (r, rj) and M(0,1) (r, rj) to
ensure that f (r) approaches local maxima at rj . The central
question here is how to appropriately select the kernel matrices
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such that f (r) satisfies (24) and (25). Note that it is clear based
on (26) that formulating f (r) is achieved by finding the proper
choice of q. With all that said, our strategy will be as follows:
• First, we obtain an initial expression for f (r), denoted
by fˆ (r), such that
fˆ (r) =
N∑
p=−N
[qˆ]pD˜
H
p a (r) , (40)
where qˆ ∈ CK×1 has unconstrained coefficients that
satisfy qˆ 6= q and are obtained upon solving unweighted
least energy minimization problem.
• Then, we adapt this formulation by using multiple
weighting functions to obtain a general expression for
M(m,n) (r, rj) and f (r).
• Finally, we dedicate the remaining parts of this section
to show that the obtained f (r) satisfies (24) and (25) and
therefore it is a valid dual polynomial.
To start with, we consider solving the following optimization
problem based on (40)
P6 : minimize
qˆ
||qˆ||22
subject to : fˆ (rj) = sign (cj) hj ∀rj ∈ R
− fˆ (1,0) (rj) = 0K×1 ∀rj ∈ R
− fˆ (0,1) (rj) = 0K×1 ∀rj ∈ R. (41)
By using (40) we can rewrite (41) as
P7 : minimize
qˆ
||qˆ||22
subject to : Fqˆ = g, (42)
where F ∈ C3RK×L is given by
F =

D˜H−Na (r1) . . . D˜
H
Na (r1)
...
...
D˜H−Na (rR) . . . D˜
H
Na (rR)
−D˜H−Na(1,0) (r) |r=r1 . . . −D˜HNa(1,0) (r) |r=r1
...
...
−D˜H−Na(1,0) (r) |r=rR . . . −D˜HNa(1,0) (r) |r=rR
−D˜H−Na(0,1) (r) |r=r1 . . . −D˜HNa(0,1) (r) |r=r1
...
...
−D˜H−Na(0,1) (r) |r=rR . . . −D˜HNa(0,1) (r) |r=rR

while g ∈ C3RK×1 has the form
g =
[
sign (c1) hT1 , . . . , sign (cR) h
T
R,0
T
K×1, . . . ,0
T
K×1
]T
.
Upon applying the KKT optimality conditions [48, Sec-
tion 5.5.3], we can show that the solution of (42) takes the
form
qˆ = FHv, (43)
where
v =
[
αT ,βT ,γT
]T
,α =
[
αT1 , . . . ,α
T
R
]T
,
β =
[
βT1 , . . . ,β
T
R
]T
,γ =
[
γT1 , . . . ,γ
T
R
]T
,αj ,βj ,γj ∈ CK×1
(44)
By substituting for F and v in (43) we obtain
qˆ =
R∑
j=1

a (rj)
H
D˜−N
...
a (rj)
H
D˜N
αj −
a
(1,0) (r)
H |r=rjD˜−N
...
a(1,0) (r)
H |r=rjD˜N
βj
−
a
(0,1) (r)
H |r=rjD˜−N
...
a(0,1) (r)
H |r=rjD˜N
γj
 . (45)
Now we substitute (45) in (40) and manipulate to obtain
fˆ (r) =
R∑
j=1
N∑
p=−N
(
a (rj)
H
D˜pαjD˜
H
p a (r)− a(1,0) (r)H |r=rj×
D˜pβjD˜
H
p a (r)− a(0,1) (r)H |r=rjD˜pγjD˜Hp a (r)
)
=
R∑
j=1
 N∑
p=−N
D˜Hp a (r) a
(0,0) (r)
H |r=rjD˜p
αj
+
− N∑
p=−N
D˜Hp a (r) a
(1,0) (r)
H |r=rjD˜p
βj
+
− N∑
p=−N
D˜Hp a (r) a
(0,1) (r)
H |r=rjD˜p
γj
 . (46)
Upon defining the matrix M̂(m
′,n′) (r, rj) ∈ CK×K such that
M̂(m
′,n′) (r, rj) =
(−1)m′+n′
N∑
p=−N
D˜Hp a (r) a
(m′,n′) (r)
H |r=rjD˜p (47)
we can rewrite (46) as
fˆ (r) =
R∑
j=1
M̂(0,0) (r, rj)αj + M̂
(1,0) (r, rj)βj
+ M̂(0,1) (r, rj)γj . (48)
The expression in (48) provides the initial formulation for
f (r) as indicated by (40). Now, we can turn our attention
into obtaining the general expression for the random kernel
matrix M(m,n) (r, rj) and as a result f (r) by adapting the
formulation in (47). Following that, we will provide our
justifications for this proposed adaptation.
To start with, consider a vector zp (r)(m,n) ∈ CL
2×1 such
that
[zp (rj)(m,n)]((k,l),1) := gk (i2pik)
m
gp (i2pip)
n
e
i2pik(p+l)
L ×
e−i2pi(kτj+pfj), p, k, l = −N, . . . , N, (49)
where gk and gp are given by (38) and m,n = 0, 1. Based on
(49), we propose formulating our random kernel matrix as
M(m,n) (r, rj) :=
1
T 2
N∑
p=−N
D˜Hp a (r) zp (rj)
H
(m,n) D˜p. (50)
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By using (49) and (9) we can show that
zp (rj)
H
(m,n) D˜p =
N∑
l,k=−N
gk (−i2pik)m gp (−i2pip)n e
−i2pikl
L ×
ei2pi(kτj+pfj)dH(p−l). (51)
Moreover, we can also deduce that
a (r)
H
D˜p =
1
L
N∑
l,k=−N
e
−i2pikl
L ei2pi(kτ+pf)dH(p−l). (52)
Now from (51) and (52) we can write
M(m,n) (r, rj) =
1
L
N∑
p=−N
1
T 2
N∑
l,l′,k,k′=−N
gk′ (−i2pik′)m gp (−i2pip)n×
ei2pi
(kl−k′l′)
L e−i2pi(kτ−k
′τj)e−i2pip(f−fj)d(p−l)dH(p−l′). (53)
On the other hand, we can also show that
M̂(0,0) (r, rj) =
N∑
p=−N
1
L2
N∑
l,l′,k,k′=−N
ei2pi
(kl−k′l′)
L ×
e−i2pi(kτ−k
′τj)e−i2pip(f−fj)d(p−l)dH(p−l′). (54)
Since f (r) is a linear combinations of M(m,n) (r, rj), it
is easy to show that it has the form in (26) as required.
Comparing the expression of M(m,n) (r, rj) from (53) with
that of M̂(0,0) (r, rj) in (54), we can see that M(m,n) (r, rj)
is a scaled version of M̂(0,0) (r, rj). The appointed choice
of the kernel matrix M(m,n) (r, rj), as we will show in
Section VI-A, is motivated by the fact that it concentrates
around its average deterministic version E[M(m,n) (r, rj)] in
Euclidean norm measure with very high probability. This fact
is crucial in showing that (24) is satisfied (as will be shown
in Section VI-B) and is also found to facilitate the proofs and
to yield nicely constants. More importantly, the expression of
M(m,n) (r, rj), as we will show in the remaining parts of this
section, provides f (r) that satisfies (24) and (25) which then
guarantees the existence of the dual optimal solutin and thus
our required primal optimal solution U. We point out that
anyone might suggest and use different formulation for the
kernel matrices as long as they provide f (r) that satisfies (24)
and (25) and follow the same proof techniques that will be
provided in this paper. Finally, by substituting (50) in (39) we
can formulate our dual trigonometric vector polynomial f (r).
Before closing this part, we are interested in expressing
the derivatives of M(m,n) (r, rj), i.e., M
(m′,n′)
(m,n) (r, rj), in a
matrix-vector form that involves D to facilitate our proofs
later. For that, let us first define a modified version of (8) as
[ap (r)]((k,l),1) =DN
(
k
L
− f
)
DN
(
p− l
L
− τ
)
,
p, k, l = −N, . . . , N. (55)
Based on the periodicity property, we can write
D˜Hp a (r) = D̂
H
p ap (r) , (56)
where D̂p ∈ CL2×K is given by
[D̂p]((k,l),1→K) = dHl e
i2pipk
L , p, k, l = −N, . . . , N. (57)
Moreover, define the block diagonal matrix Jp ∈ CL2×L2 as
Jp = diag
((
J−Np , . . . ,J
N
p
))
, (58)
where
Jkp := e
−i2pipk
L IL, k = −N, . . . , N. (59)
Finally, let
O :=
[
I−NL , . . . , I
N
L
] ∈ RL×L2 . (60)
Based on (4), (56), (58), and (60), we can write
D˜Hp a (r) = D̂
H
p ap (r) = D
HOJpap (r) . (61)
Now, we can rewrite the derivatives of (50) using (61) as
M
(m′,n′)
(m,n) (r, rj) =
DH
 1
T 2
N∑
p=−N
OJpa
(m′,n′)
p (r) z˜p (rj)
H
(m,n) J
H
p O
H
D
(62)
=: DHR
(m′,n′)
(m,n) (r, rj) D, (63)
where z˜p (rj)(m,n) is obtained by replacing l with p − l in
(49) while the matrix R(m
′,n′)
(m,n) (r, rj) ∈ CL×L refers to the
terms between the square brackets in (62) with m′, n′ = 0, 1.
A. Showing that
∣∣∣∣∣∣M(m′,n′)(m,n) (r, rj) − E [M(m′,n′)(m,n) (r, rj)] ∣∣∣∣∣∣
2
is small
In this section, we show that the chosen kernel matrix
concentrates around its deterministic quantity with very high
probability under certain conditions. For that, we first show in
Appendix D that
E
[
M
(m′,n′)
(m,n) (r, rj)
]
= F (m+m
′) (τ − τj)F (n+n′) (f − fj) IK
=: M(m+m
′,n+n′) (r− rj) IK, (64)
where F (t) is as defined in (37). Now, if we recall that the
i-th column of D is denoted by dˆi ∈ CL×1, we can express
the element at (i′, j′) location in M(m
′,n′)
(m,n) (r, rj) based on
(63) by[
M
(m′,n′)
(m,n) (r, rj)
]
(i′,j′)
= dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆj′ . (65)
Moreover, we can conclude based on (64) and (65) that
E
[
dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆi′
]
=
F (m+m
′) (τ − τj)F (n+n′) (f − fj) , (66)
and
E
[
dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆj′
]
= 0, ∀i′, j′ = 1, . . . ,K : i′ 6= j′.
(67)
Lemma 1. Let r, rj ∈ [0, 1]2, j = 1, . . . , R and recall the
definition of M(m
′,n′)
(m,n) (r, rj) in (63) with m,m
′, n, n′ = 0, 1
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and m + m′ + n + n′ ≤ 2. Then, for every real 1 > 0 and
δ > 0 the event
E1 =
{
1
µm+m′+n+n′
∣∣∣∣∣∣∣∣M(m′,n′)(m,n) (r, rj)
− E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣∣∣∣∣∣
2
≤ 1
}
occurs with probability of
Pr [E1] ≥ 1− δ/2R2,
provided that
L ≥ C
2
1
21
RKK˜4 log2
(
4R2K2
δ
)
, (68)
where µ :=
√|F ′′ (0) | and C1 is a numerical constant.
The proof of Lemma 1 relies on Lemma 4 which is built
on the top of Lemmas 2 3 below.
Lemma 2. [52, Theorem 1.1], [53, Theorem 2.3] Let u ∈
CN1×1 be a random vector satisfying (15), (16) with IN1 , and
(17). Then, for any N1 ×N1 matrix A and t > 0 we have
Pr
[∣∣uHAu− E [uHAu]∣∣ ≥ t] ≤
2 exp
(
− 1
C
min
(
t2
2K˜4||A||2F
,
t
K˜2||A||2
))
, (69)
where C is a numerical constant. Furthermore, let v ∈ CN1×1
be another random vector that is independent of u and satisfies
(15), (16) with IN1 , and (17). Then, the following inequality
holds true (adapted from [52, Theorem 1.1] and [54, Theorem
2.1])
Pr
[∣∣uHAv − E [uHAv]∣∣ ≥ t] ≤
2 exp
(
− 1
C
min
(
t2
2||A||2F
,
t
||A||2
))
. (70)
Note that the results in [52]–[54] are originally obtained for
real random vectors. However, using standard complexification
tricks, we can easily obtain their complex versions as in (69)
and (70) (see the proof of [52, Theorem 1.1] for more details).
Lemma 3. Given the definition of R(m
′,n′)
(m,n) (r, rj) in (63) with
j = 1, . . . , R, we have∣∣∣∣R(m′,n′)(m,n) (r, rj) ∣∣∣∣F ≤ C2√L (2piN)(m+m′+n+n′) , (71)
where m,m′, n, n′ = 0, 1 and C2 is a numerical constant.
The proof of Lemma 3 follows that in [23, Lemma 3] and
is provided in Appendix E.
In Lemma 4 below, we apply Lemmas 2 and 3 to show that
each element in M(m
′,n′)
(m,n) (r, rj) is close to its corresponding
one in E[M(m
′,n′)
(m,n) (r, rj)] with very high probability. Then,
we use matrix inequalities and the union-bound along with
Lemma 4 to prove Lemma 1. Here, we point out that based
on Assumption 1, dˆi also satisfies (15) and (16) with IL.
Lemma 4. Let r, rj ∈ [0, 1]2 and recall the relation in (65)
with m,m′, n, n′ = 0, 1 and m+m′ + n+ n′ ≤ 2. Then, for
any real α > 0, the following two probability measures hold
true
Pr
[
1
µm+m′+n+n′
∣∣∣dˆHi′ R(m′,n′)(m,n) (r, rj) dˆi′−
E
[
dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆi′
] ∣∣∣ ≥ C212m+m′+n+n′2 α√
L
]
≤ 2 exp
(
− 1
C
min
(
α2
2K˜4
,
α
K˜2
))
,∀i′ = 1, . . . ,K (72)
Pr
[
1
µm+m′+n+n′
∣∣∣dˆHi′ R(m′,n′)(m,n) (r, rj) dˆj′−
E
[
dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆj′
] ∣∣∣ ≥ C212m+m′+n+n′2 α√
L
]
≤ 2 exp
(
− 1
C
min
(
α2
2
, α
))
,∀i′, j′ = 1, . . . ,K : i′ 6= j′.
(73)
Proof: In the following, we will provide the proof of (72)
as that of (73) follows the same steps. First, given the fact that
µ =
√
pi2
3 (N
2 + 4N) [17], we can write
(2piN)
m
µm
=
(2piN)
m
3
m
2
pim (N2 + 4N)
m
2
≤ 12m2 . (74)
Starting from the left-hand side of (72), we can write
Pr
[
1
µm+m′+n+n′
∣∣∣dˆHi′ R(m′,n′)(m,n) (r, rj) dˆi′−
E
[
dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆi′
] ∣∣∣ ≥ C212m+m′+n+n′2 α√
L
]
≤ Pr
[∣∣∣dˆHi′ R(m′,n′)(m,n) (r, rj) dˆi′−
E
[
dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆi′
] ∣∣∣ ≥ C2 (2piN)m+m′+n+n′ α√
L
]
(75)
≤ Pr
[∣∣∣dˆHi′ R(m′,n′)(m,n) (r, rj) dˆi′−
E
[
dˆHi′ R
(m′,n′)
(m,n) (r, rj) dˆi′
] ∣∣∣ ≥ α||R(m′,n′)(m,n) (r, rj) ||F ]
(76)
≤ 2 exp
(
− 1
C
min
(
α2
2K˜4
,
α
K˜2
))
, (77)
where (75) is based on (74) while (76) is obtained by using
Lemma 3. To prove (77), we set A = R(m
′,n′)
(m,n) (r, rj) and
t = α||R(m′,n′)(m,n) (r, rj) ||F in (69), then, we use the fact that
||A||F ≥ ‖|A||2 and that exp (−x) is a decaying function for
x ∈ [0,∞). By following the same steps, and upon applying
(70), we can prove (73).
With Lemma 4 in hand, we are now ready to provide the
proof of Lemma 1.
Proof: (Lemma 1) Starting from the definition of E1 we
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can write
Pr
[
1
µm+m′+n+n′
∣∣∣∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣∣∣∣
2
≥ 1
]
≤ Pr
[√
K max
l,k,m,m′,n,n′
1
µm+m′+n+n′
∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣
(l,k)
≥ 1
]
(78)
≤
∑
l,k,m,m′,n,n′
Pr
[
1
µm+m′+n+n′
∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣
(l,k)
≥ 1√
K
]
(79)
=
∑
l,k,m,m′,n,n′
Pr
[
1
µm+m′+n+n′
∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣
(l,k)
≥ 12C2α√
L
]
, (80)
where (78) follows from the fact that ∀A,B ∈ CK×K , ||A−
B||2 ≤
√
K maxi,j |A − B|(i,j) where | · |(i,j) refers to the
absolute value of the (i, j) entry. Next, (79) is based on the
union bound while (80) is obtained by setting 1 = 12αC2
√
K√
L
.
Now given the fact that 12
m+m′+n+n′
2 ≤ 12 for m + m′ +
n+ n′ ≤ 2 we can write starting from (80)
∑
l,k,m,m′,n,n′
Pr
[
1
µm+m′+n+n′
∣∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣∣
(l,k)
≥ 12C2α√
L
]
≤
∑
l,k,m,m′,n,n′
Pr
[
1
µm+m′+n+n′
∣∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣∣
(l,k)
≥ 12m+m
′+n+n′
2
C2α√
L
]
(81)
≤
∑
l,m,m′,n,n′
K Pr
[
1
µm+m′+n+n′
∣∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣∣
(l,l)
≥ 12m+m
′+n+n′
2
C2α√
L
]
(82)
≤ 2K2 exp
(
− 1
C
min
(
α2
2K˜4
,
α
K˜2
))
. (83)
To show (82), we know that since K˜ ≥ 1 we have (72) ≥ (73).
Hence, we can upper bound (81) by replacing the sum over
all the matrix entries by a sum over the diagonal entries only
multiplied by K. Finally, (83) is obtained by using Lemma 4.
Now, by substituting α = 1
√
L
12C2
√
K
in (83) we obtain
Pr
[
1
µm+m′+n+n′
∣∣∣∣∣∣M(m′,n′)(m,n) (r, rj)−
E
[
M
(m′,n′)
(m,n) (r, rj)
] ∣∣∣∣∣∣
2
≥ 1
]
≤ 2K2×
exp
(
− 1
C
min
(
21L
2(12)2KK˜4C22
,
1
√
L
(12)
√
KK˜2C2
))
(84)
which can be easily shown to be ≤ δ/2R2 provided that (68)
is satisfied with C1 = C ′CC2 where C ′ is a constant.
So far, we have obtained the general expression for
M
(m′,n′)
(m,n) (r, rj) and f (r). Now, we need to prove that this
choice of f (r) satisfies (24) and (25). We start in Section VI-B
by showing that f (r) satisfies (24) with very high probability.
Then, we dedicate the remaining parts of this section to prove
(25).
B. Showing that f (r) satisfies (24): Obtaining αj ,βj , and γj
To prove that (24) holds true, it is enough to show that
there exists a certain choice of coefficients αj ,βj , γj such
that f (r) in (39) satisfies (24) with high probability. For that,
let us first write the general expression of the derivatives of
f (r) as
f (m
′,n′) (r) =
R∑
j=1
M
(m′,n′)
(0,0) (r, rj)αj + M
(m′,n′)
(1,0) (r, rj)βj
+ M
(m′,n′)
(0,1) (r, rj)γj , (85)
where m′, n′ = 0, 1. On the other hand, we can write based
on (64)
f¯ (m
′,n′) (r) := E
[
f (m
′,n′) (r)
]
=
R∑
j=1
M (m
′,n′) (r− rj) α¯j
+M (m
′+1,n′) (r− rj) β¯j +M (m
′,n′+1) (r− rj) γ¯j , (86)
where α¯j , β¯j , γ¯j ∈ CK×1 are the solutions of the equations
f¯ (rj) = sign (cj) hj ∀rj ∈ R (87)
−f¯ (1,0) (rj) = 0K×1 ∀rj ∈ R (88)
−f¯ (0,1) (rj) = 0K×1, ∀rj ∈ R. (89)
Starting from (85), we can express (33), (34), and (35) using
the following matrix-vector form
E
(0,0)
(0,0)
1
µE
(0,0)
(1,0)
1
µE
(0,0)
(0,1)
− 1µE(1,0)(0,0) − 1µ2 E(1,0)(1,0) − 1µ2 E(1,0)(0,1)
− 1µE(0,1)(0,0) − 1µ2 E(0,1)(1,0) − 1µ2 E(0,1)(0,1)

︸ ︷︷ ︸
E
 αµβ
µγ
 =
 h0RK×1
0RK×1
 ,
(90)
where E(m
′,n′)
(m,n) ∈ CRK×RK consists of R×R block matrices
of size K×K with the matrix at the (l, k) location being given
by [E(m
′,n′)
(m,n) ](l,k) := M
(m′,n′)
(m,n) (rl, rk) (see equation (96) be-
low) while h :=
[
sign (c1) hT1 , . . . , sign (cR) h
T
R
]T ∈ CRK×1.
Finally, the vectors α,β,γ are as defined in (44).
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On the other hand, we can express (87), (88), and (89) using
(86) as (
E⊗ IK
) α¯µβ¯
µγ¯
 =
 h0RK×1
0RK×1
 , (91)
where E ∈ C3R×3R is given by
E =
 E
(0,0) 1
µE
(1,0) 1
µE
(0,1)
− 1µE(1,0) − 1µ2 E(2,0) − 1µ2 E(1,1)
− 1µE(0,1) − 1µ2 E(1,1) − 1µ2 E(0,2)
 (92)
with [E(m
′,n′)](l,k) := M
(m′,n′) (rl − rk) while α¯ :=
[α¯T1 , . . . , α¯
T
R]
T , β¯ := [β¯
T
1 , . . . , β¯
T
R]
T , γ¯ := [γ¯T1 , . . . , γ¯
T
R]
T .
Note that based on (64) and (90), E [E] =
(
E⊗ IK
)
, and
that the scaling of the sub-matrices in (90) and (92) with
1
µk
, k = 0, 1, 2 is meant to make the diagonal entries of E
and E equal to one which will facilitate our proofs later.
From (90) we can see that in order for α,β,γ to be well
defined E must be invertible. To manifest that, we first show in
Proposition 3 that the matrix E [E] is invertible and the vectors
α¯, β¯, γ¯ are well defined. Then, we prove in Lemma 5 that the
matrix E is very close to E [E] in Euclidean norm distance
measure with very high probability under the bound in (68).
Finally, we show in Lemma 6 that E is invertible with very
high probability and therefore αj ,βj , and γj , j = 1, . . . , R
exist with high probability.
Proposition 3. Under the minimum separation condition in
Assumption 4 the matrix E [E] =
(
E⊗ IK
)
is invertible and
||E [E] ||2 ≤ 1.19808 (93)
||I3RK − E [E] ||2 ≤ 0.19808 (94)
|| (E [E])−1 ||2 ≤ 1.2470. (95)
The proof of Proposition 3 is provided in Appendix F.
Lemma 5. Consider the event
E2 = {||E− E [E] ||2 ≤ 1}
for every real 1 > 0. Then, E2 occurs with probability at least
1− δ/2 for every δ > 0 provided that (68) is satisfied.
Proof: First, note that E(m
′,n′)
(m,n) is given by
E
(m′,n′)
(m,n) =

M
(m′,n′)
(m,n) (r1, r1) . . . M
(m′,n′)
(m,n) (r1, rR)
...
. . .
...
M
(m′,n′)
(m,n) (rR, r1) . . . M
(m′,n′)
(m,n) (rR, rR)
.
(96)
Starting from the definitions of E2 and E we can write
Pr [||E− E [E] ||2 ≥ 1] ≤ Pr
[√
3 max
m,m′,n,n′
1
µm+m′+n+n′
×∣∣∣∣∣∣E(m′,n′)(m,n) − E [E(m′,n′)(m,n) ] ∣∣∣∣∣∣
2
≥ 1
]
≤ Pr
[√
3RK max
q,r,j,k,m,m′,n,n′
1
µm+m′+n+n′
×∣∣∣M(m′,n′)(m,n) (rj , rk)− E [M(m′,n′)(m,n) (rj , rk)] ∣∣∣
(q,r)
≥ 1
]
(97)
where (97) is obtained by using (96) with the matrix norm
bound. Now, we can apply the union bound to (97) in order
to obtain
Pr [||E− E [E] ||2 ≥ 1] ≤
∑
q,r,j,k,m,m′,n,n′
Pr
[
1
µm+m′+n+n′
×
∣∣∣M(m′,n′)(m,n) (rj , rk)− E [M(m′,n′)(m,n) (rj , rk)] ∣∣∣
(q,r)
≥ 1√
3RK
]
≤
∑
q,j,k,m,m′,n,n′
K Pr
[
1
µm+m′+n+n′
×
∣∣∣M(m′,n′)(m,n) (rj , rk)− E [M(m′,n′)(m,n) (rj , rk)] ∣∣∣
(q,q)
≥ 1√
3RK
]
(98)
≤ 2R2K2×
exp
((
− 1
C
min
(
21L
(122 · 6)RKK˜4C22
,
1
√
L
12
√
3RKK˜2C2
)))
(99)
where (98) is obtained by using the same justification led to
(82) while (99) is based on using (69) followed by the same
steps that led to (84). Based on (99), it is easy to show that
when (68) is satisfied, Pr [E2] ≥ 1− δ/2.
Lemma 6. Recall the definitions of E and E2 as in (90) and
Lemma 5, respectively. Then, the matrix E is invertible on E2
for all 1 ∈ (0, 25 ] with probability at least 1− δ/2 and
||I3RK −E||2 ≤ 0.5981 (100)
||E−1||2 ≤ 2.50. (101)
Proof: By using triangular inequality we can write
||I3RK −E||2 = || (I3RK − E [E]) + (E [E]−E) ||2
≤ ||I3RK − E [E] ||2 + ||E [E]−E||2
≤ 0.19808 + 1 ≤ 0.5981, (102)
where (102) is obtained by using (94), Lemma 5, and the fact
that 1 ∈ (0, 25 ]. On the other hand, we show in Appendix G
that
||E−1||2 ≤ 2|| (E [E])−1 ||2 (103)
which leads to (101) based on (95).
Given that E is invertible on E2 with high probability for
all 1 ∈ (0, 25 ], the coefficients of f (r) are all well defined
and can be obtained as αµβ
µγ
 = E−1
 h0RK×1
0RK×1
 = Lh, (104)
where we write E−1 =
[
L G
]
,L ∈ C3RK×RK , G ∈
C3RK×2RK . Finally, since L is a sub-matrix of E−1, we can
deduce that conditioned on E2 with 1 ∈ (0, 25 ] we have
||L||2 ≤ ||E−1||2 ≤ 2.5. (105)
So far, we have shown that obtaining αj ,βj ,γj as in (104)
ensures that (24) is satisfied. What remains now is to show
that with these coefficients, f (r) obeys (25) also with very
high probability. For that, we will pursue the following steps:
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1) First, we show in Section VI-C that f (r), f¯ (r), and their
partial derivatives are close in Euclidean norm distance
measure with high probability on a finite set of grid points
ΩS ⊂ [0, 1]2.
2) Second, we prove in Section VI-D that the statement
in (1) holds true with very high probability in almost
everywhere in [0, 1]2.
3) Finally, with the help of statements (1) and (2) we show
in Section VI-E that ||f (r) ||2 < 1,∀r ∈ [0, 1]2 \ R.
C. Showing that f (m
′,n′) (r) is close to E[f (m′,n′) (r)] on a
finite grid of points
The main result of this section is given in Lemma 12;
however, we will first need to obtain some relevant results.
Consider a normalized version of f (m
′,n′) (r) in the form
1
µm′+n′
f (m
′,n′) (r) =
1
µm′+n′
R∑
j=1
(
M
(m′,n′)
(0,0) (r, rj)αj
+
1
µ
M
(m′,n′)
(1,0) (r, rj)µβj +
1
µ
M
(m′,n′)
(0,1) (r, rj)µγj
)
. (106)
The expression in (106) can be written using matrix-vector
form as
1
µm′+n′
f (m
′,n′) (r) =
(
T(m
′,n′) (r)
)H
Lh, (107)
where T(m
′,n′) (r) ∈ C3RK×K is given by
(
T(m
′,n′) (r)
)H
:=
1
µm
′+n′ ×[
M
(m′,n′)
(0,0)
(r, r1) , . . . ,M
(m′,n′)
(0,0)
(r, rR) ,
1
µ
M
(m′,n′)
(1,0)
(r, r1) , . . . ,
1
µ
M
(m′,n′)
(1,0)
(r, rR) ,
1
µ
M
(m′,n′)
(0,1)
(r, r1) , . . . ,
1
µ
M
(m′,n′)
(0,1)
(r, rR)
]
.
(108)
Starting from (107), we can write
1
µm′+n′
f (m
′,n′) (r) =
(
T(m
′,n′) (r)−T(m′,n′) (r)
+T(m
′,n′) (r)
)H(
L− L¯⊗ IK + L¯⊗ IK
)
h =
(
T(m
′,n′) (r)
)H
× (L¯⊗ IK)h + (T(m′,n′) (r)−T(m′,n′) (r))H Lh
+
(
T(m
′,n′) (r)
)H (
L− L¯⊗ IK
)
h, (109)
where T(m
′,n′) (r) := E
[
T(m
′,n′) (r)
]
and L¯ is 3R×R sub-
matrix of E−1 consisting of the first R columns of E−1. To
simplify (109) first note that based on (64) and (108) we can
write
T(m
′,n′) (r) = t¯(m
′,n′) (r)⊗ IK, (110)
where t¯(m
′,n′) (r) ∈ C3R×1 is given by
t¯(m
′,n′) (r) =
1
µm′+n′
×[
M (m
′,n′) (r− r1) , . . . ,M (m′,n′) (r− rR) ,
1
µ
M (m
′+1,n′) (r− r1) , . . . , 1
µ
M (m
′+1,n′) (r− rR) ,
1
µ
M (m
′,n′+1) (r− r1) , . . . , 1
µ
M (m
′,n′+1) (r− rR)
]H
.
(111)
Moreover
(
L¯⊗ IK
)
h =
 α¯µβ¯
µγ¯
 . (112)
By using (86), (110), and (112), we can conclude that(
T(m
′,n′) (r)
)H (
L¯⊗ IK
)
h =
1
µm′+n′
f¯ (m
′,n′) (r) . (113)
Substituting (113) in (109) results in
1
µm′+n′
f (m
′,n′) (r) =
1
µm′+n′
f¯ (m
′,n′) (r) + v
(m′,n′)
1 (r) + v
(m′,n′)
2 (r) , (114)
where we defined
v
(m′,n′)
1 (r) :=
(
T(m
′,n′) (r)−T(m′,n′) (r)
)H
Lh ∈ CK×1
(115)
and
v
(m′,n′)
2 (r) :=
(
T(m
′,n′) (r)
)H (
L− L¯⊗ IK
)
h ∈ CK×1.
(116)
Looking at (114), we can predict the steps that we should
follow. First, we prove in Lemmas 9 and 10 that both
||v(m′,n′)1 (r) ||2 and ||v(m
′,n′)
2 (r) ||2 are small, respectively,
on a finite set of grid points ΩS ⊂ [0, 1]2 with very high prob-
ability. Then, we use these results in Lemma 12 to show that
f (m
′,n′) (r) is close to f¯ (m
′,n′) (r) in Euclidean norm distance
measure on the same set. Before that and to facilitate our
proofs later, we first obtain in Lemmas 7 and 8 the probabil-
ity bounds on ||∆T(m′,n′) (r) ||2 and ||(∆T(m′,n′) (r))HL||2,
respectively. For that we define
∆T(m
′,n′) (r) := T(m
′,n′) (r)−T(m′,n′) (r) . (117)
Lemma 7. Let r ∈ ΩS ⊂ [0, 1]2 be a finite set of points and
assume that 2 > 0, δ > 0, and m′, n′ = 0, 1. Then, the event
E3 =
{∣∣∣∣∣∣∆T(m′,n′) (r)∣∣∣∣∣∣
2
≤ 2
}
holds with probability at least
(
1− δ2|ΩS|
)
provided that
L ≥ C
2
3
22
RKK˜4 log2
(
4RK2|ΩS|
δ
)
, (118)
where C3 is a numerical constant while the cardinality |ΩS| is
to be determined later in Section VI-D.
The proof of Lemma 7 follows the same steps of the proofs
of Lemmas 1 and 5.
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Lemma 8. Recall the definitions of E2 and E3 and let 1 ∈
(0, 25 ] and r ∈ ΩS ⊂ [0, 1]2 be a finite set of points. Moreover,
assume that m′, n′ = 0, 1 and 2 > 0. Then, the event
E4 =
{
max
r∈ΩS
∣∣∣∣∣∣ (∆T(m′,n′) (r))H L∣∣∣∣∣∣
2
≤ 2.52
}
occurs with probability
Pr [E4] ≥ 1− (δ/2 + Pr [Ec2 ])
given that (118) holds where Ec2 is the complement of E2.
Proof: Starting from the definition of E4 we can write
Pr
[
max
r∈ΩS
∣∣∣∣∣∣ (∆T(m′,n′) (r))H L∣∣∣∣∣∣
2
≥ 2.52
]
≤
Pr
[{
max
r∈ΩS
∣∣∣∣∣∣(∆T(m′,n′) (r))HL∣∣∣∣∣∣
2
≥ ||L||22
}
∪ {||L||2≥ 2.5}
]
≤
∑
r∈ΩS
Pr
[∣∣∣∣∣∣ (∆T(m′,n′) (r))H L∣∣∣∣∣∣
2
≥ ||L||22
]
+ Pr [||L||2 ≥ 2.5] ≤ δ/2 + Pr [Ec2 ] , (119)
where the first and the second inequalities are based on the
union bound while the last inequality follows from the triangu-
lar inequality, Lemma 7, and the fact that {||L||2 ≥ 2.5} ⊆ E2
when 1 ∈ (0, 25 ] as in (105).
Now, we are ready to derive the probability bounds on∣∣∣∣v(m′,n′)1 (r) ∣∣∣∣2 and ∣∣∣∣v(m′,n′)2 (r) ∣∣∣∣2 as follows:
Lemma 9. Consider the definition of v(m
′,n′)
1 (r) in (115) with
m′, n′ = 0, 1 and let hj ∈ CK×1 to have i.i.d. random entries
on the complex unit sphere. Then, for every real 0 < 3 ≤ 1,
δ > 0, and r ∈ ΩS ⊂ [0, 1]2, it holds
Pr
[
max
r∈ΩS
∣∣∣∣v(m′,n′)1 (r) ∣∣∣∣2 ≥ 3] ≤ 3δ/2 (120)
provided that
L ≥ C¯
23
RKK˜4 log2
(
4R2K2|ΩS|
δ
)
log2
(
2 (K + 1) |ΩS|
δ
)
,
(121)
where we set C¯ = C¯ ′C23 with C¯
′ being some numerical
constant and we assume that 3 ≤ 0.28
√
C¯
C1
.
Lemma 10. Recall the definition of v(m
′,n′)
2 (r) in (116) with
m′, n′ = 0, 1 and let hj ∈ CK×1 to have i.i.d. random entries
on the complex unit sphere. Furthermore, assume that 0 <
3 ≤ 1, δ > 0, and that r ∈ ΩS ⊂ [0, 1]2. Then
Pr
[
max
r∈ΩS
∣∣∣∣v(m′,n′)2 (r) ∣∣∣∣2 ≥ 3∣∣∣E2] ≤ δ/2 (122)
provided that
1 ≤ C43log−1
(
2 (K + 1) |ΩS|
δ
)
, (123)
where C4 ≤ 0.55 is a numerical constant.
The proofs of Lemmas 9 and 10 are based on Matrix
Bernstein inequality which is given by the following lemma:
Lemma 11. (Matrix Bernstein inequality) [55, Theorem 1.6.2]
Let S1, . . . ,Sn be N1 × N2 independent, centred random
matrices that are uniformly bounded, i.e.,
E [Sk] = 0, ||Sk||2 ≤ q, k = 1, . . . , n.
Moreover, define the sum
Z =
n∑
k=1
Sk
and let ν(Z) to denote the matrix variance statistic of the sum,
i.e.,
ν(Z) := max
{∣∣∣∣E [ZHZ] ∣∣∣∣
2
,
∣∣∣∣E [ZZH] ∣∣∣∣
2
}
.
Then, for every t ≥ 0 we have
Pr [||Z||2 ≥ t] ≤ (N1 +N2) exp
( −t2/2
ν(Z) + qt/3
)
.
Now, we are ready to prove Lemma 9.
Proof: (Lemma 9) First, let us consider the following
matrix definition
W(m
′,n′) (r) :=
(
∆T(m
′,n′) (r)
)H
L
=
[
W
(m′,n′)
1 (r) , . . . ,W
(m′,n′)
R (r)
]
∈ CK×RK ,
(124)
where Wj (r)
(m′,n′) ∈ CK×K . Upon using the definition of
h in (90) and based on (124) we can rewrite v(m
′,n′)
1 (r) as
v
(m′,n′)
1 (r) =
R∑
j=1
W
(m′,n′)
j (r) sign (cj) hj =:
R∑
j=1
w
(m′,n′)
j .
(125)
From (125), it is easy to show that v(m
′,n′)
1 (r) is a sum of
independent zero-mean vectors based on Assumptions 1 and
3. Therefore, we can apply the Matrix Bernstein inequality
in Lemma 11 to obtain a probability measure on the bound
of
∣∣∣∣v(m′,n′)1 (r) ∣∣∣∣2. However, we first need to calculate the
values of q and ν
(
v
(m′,n′)
1
)
as in Lemma 11.
Starting with q we can write conditioned on E4∣∣∣∣w(m′,n′)j ∣∣∣∣2 = ∣∣∣∣W(m′,n′)j (r) sign (cj) hj∣∣∣∣2
≤ ∣∣∣∣W(m′,n′)j (r) ∣∣∣∣2 ≤ ∣∣∣∣W(m′,n′) (r) ∣∣∣∣2 ≤ 2.52 =: q,
(126)
where the first inequality follows from triangular inequality
and Assumption 3 while the second inequality is based on the
fact that W(m
′,n′)
j (r) is a sub-matrix of W
(m′,n′) (r). Finally,
the last inequality follows from Lemma 8.
On the other hand, we prove in Appendix H that, condi-
tioned on E4, we have
ν
(
v
(m′,n′)
1 (r)
)
= 6.2522. (127)
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Starting from the left-hand side of (120) we can write
Pr
[
max
r∈ΩS
∣∣∣∣v(m′,n′)1 (r) ∣∣∣∣2 ≥ 3]
≤ Pr
[
max
r∈ΩS
∣∣∣∣v(m′,n′)1 (r) ∣∣∣∣2 ≥ 3∣∣∣E4]+ Pr [Ec4 ] (128)
≤ (K + 1) |ΩS| exp
( −323
37.522 + 523
)
+ Pr [Ec4 ] (129)
≤
 (K + 1) |ΩS| exp
(−0.0423
22
)
+ Pr [Ec4 ] if 3 ≤ 7.52
(K + 1) |ΩS| exp
(
−0.33
2
)
+ Pr [Ec4 ] if 3 ≥ 7.52
(130)
≤ 1.5δ, (131)
where (128) is based on the fact that for any two events A1 and
A2, Pr [A1] ≤ Pr [A1|A2]+Pr [A2c] while (129) is obtained by
using the union bound and Lemma 11 with (126) and (127).
To show (131), first note that based on Lemma 8, Pr [Ec4 ] ≤
δ/2+Pr [Ec2 ] provided that (118) is satisfied whereas Pr [Ec2 ] ≤
δ/2 when (68) is satisfied as in Lemma 5. Therefore, Pr [Ec4 ] ≤
δ given that max {(68), (118)} is satisfied.
On the other hand, in order for the first terms in (130) to
be less than or equal δ/2 we should have
2 =

0.23√
log
(
2(K+1)|ΩS|
δ
) if 3 ≤ 7.52
0.33
log
(
2(K+1)|ΩS|
δ
) if 3 ≥ 7.52 (132)
Upon substituting (132) in (118) and manipulating, we obtain
the following bound for 3 ≤ 7.52
L ≥ 25C23
RKK˜4
23
log2
(
4RK2|ΩS|
δ
)
log
(
2 (K + 1) |ΩS|
δ
)
(133)
whereas for 3 ≥ 7.52 we obtain
L ≥100
9
C23
RKK˜4
23
log2
(
4RK2|ΩS|
δ
)
log2
(
2 (K + 1) |ΩS|
δ
)
(134)
Now, based on (68), (133), (134), and by setting 1 = 25
in (68), we can easily show that (131) is satisfied under the
hypotheses of Lemma 9.
To prove Lemma 10 we need to obtain some results first.
To begin note that∣∣∣∣T(m′,n′) (r) ∣∣∣∣2
F
=
∣∣∣∣t¯(m′,n′) (r) ∣∣∣∣2
F
||IK||2F (135)
= K
∣∣∣∣t¯(m′,n′) (r) ∣∣∣∣2
F
≤ KC˜1, (136)
where (135) is based on (110) and the fact that ||A⊗B||F =
||A||F ||B||F while the inequality in (136) follows from the
fact that 1
µm′+n′
M (m
′,n′) (r) is a bounded function where C˜1
is a constant (see [21, Appendix H]). On the other hand, we
can write conditioned on E2 with 1 ∈ (0, 25 ]∣∣∣∣ (T(m′,n′) (r))H (L− L¯⊗ IK) ∣∣∣∣2F ≤∣∣∣∣T(m′,n′) (r) ∣∣∣∣2
F
∣∣∣∣L− L¯⊗ IK∣∣∣∣22 ≤ (3.11)2KC˜121, (137)
where the first inequality is based on the fact that for any
two matrices A and B, ||AB||F ≤ ||A||2||B||F whereas the
second inequality is based on (136) and the fact that∣∣∣∣L− L¯⊗ IK∣∣∣∣2 ≤ 3.111, (138)
with its proof being provided in Appendix G.
Now, if we define
W˜(m
′,n′) (r) :=
(
T(m
′,n′) (r)
)H (
L− L¯⊗ IK
)
=
[
W˜
(m′,n′)
1 (r) , . . . ,W˜
(m′,n′)
R (r)
]
∈ CK×RK (139)
with W˜j (r)
(m′,n′) ∈ CK×K , we can rewrite v(m′,n′)2 (r) in
(116) as
v
(m′,n′)
2 (r) =
R∑
j=1
W˜
(m′,n′)
j (r) sign (cj) hj =:
R∑
j=1
w˜
(m′,n′)
j .
(140)
Based on Assumption 3, we can easily show that v(m
′,n′)
2 (r)
is a sum of independent, centred random vectors of dimension
K×1. Therefore, we can apply Lemma 11 to prove Lemma 10.
Proof: (Lemma 10) Conditioned on E2 for all 1 ∈ (0, 25 ]
we can write∣∣∣∣w˜(m′,n′)j ∣∣∣∣2 = ∣∣∣∣W˜(m′,n′)j (r) sign (cj) hj∣∣∣∣2
≤ ∣∣∣∣W˜(m′,n′)j (r) ∣∣∣∣2 ≤ ∣∣∣∣T(m′,n′) (r) ∣∣∣∣2 ∣∣∣∣L− L¯⊗ IK∣∣∣∣2
≤ 3.11C˜11 =: q. (141)
On the other hand, and upon following the same steps that led
to (127), we can show that
ν
(
v
(m′,n′)
2 (r)
)
= 9.672 C˜1
2
1. (142)
Now, starting from the left-hand side of (122), and upon
applying the Matrix Bernstein inequality with (141) and (142),
we can show that
Pr
[
max
r∈ΩS
∣∣∣∣v(m′,n′)2 (r) ∣∣∣∣2 ≥ 3∣∣∣E2]
≤ (K + 1) |ΩS| exp
( −323
6(3.11)2C˜121 + 6.22C˜113
)
≤
 (K + 1) |ΩS| exp
( −23
(6.22)2C˜121
)
if 1 ≥ 19.333
(K + 1) |ΩS| exp
(
−33
12.44C˜11
)
if 1 ≤ 19.333
≤ δ/2, (143)
where the last inequality can be shown to hold true provided
that (123) is satisfied. Note that since 3 ≤ 1 and C4 ≤ 0.55
we have 1 ≤ 2/5 based on (123).
Now, we are finally ready to provide Lemma 12 which
shows that f (m
′,n′) (r) is close to f¯ (m
′,n′) (r) in Euclidean
norm distance measure on a finite set of grid points ΩS ⊂
[0, 1]2.
Lemma 12. Let r ∈ ΩS ⊂ [0, 1]2, m′, n′ = 0, 1, and recall
the expression of f (m
′,n′) (r) in (85) and that of f¯ (m
′,n′) (r)
in (86). Furthermore, let 0 < 3 ≤ 1, δ > 0, and define the
event
E5 =
{
max
r∈ΩS
1
µm′+n′
∣∣∣∣∣∣f (m′,n′) (r)− f¯ (m′,n′) (r) ∣∣∣∣∣∣
2
≤ 23
}
.
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Then, there exists a numeral constant C¯ such that when (121)
is satisfied, we have Pr [E5] ≥ 1− 2.5δ.
Proof: Starting from the definition of E5 we can write
Pr
[
max
r∈ΩS
1
µm′+n′
∣∣∣∣∣∣f (m′,n′) (r)− f¯ (m′,n′) (r) ∣∣∣∣∣∣
2
≥ 23
]
≤
Pr
[
max
r∈ΩS
∣∣∣∣v(m′,n′)1 (r) ∣∣∣∣2 ≥ 3]+ Pr [Ec2 ]
+ Pr
[
max
r∈ΩS
∣∣∣∣v(m′,n′)2 (r) ∣∣∣∣2 ≥ 3∣∣∣E2] (144)
≤ 2.5δ. (145)
To show (145), we choose 1 as in (123) and thus, the
last term in (144) is less than or equal to δ/2 based on
Lemma 10. Next, note that when (68) is satisfied, Pr [Ec2 ] ≤
δ/2 based on Lemma 5. By substituting (123) in (68) we ob-
tain L ≥ C21
C24
2
3
RKK˜4 log2
(
4R2K2
δ
)
log2
(
2(K+1)|ΩS|
δ
)
which
is strictly less than (121) upon defining C¯ = C
2
1
C24
and given
that |ΩS| > 1. Finally, note that the first term in (144) is less
than or equal 3δ/2 when (121) is satisfied.
D. Showing that f (m
′,n′) (r) is close to f¯ (m
′,n′) (r) almost
everywhere in [0, 1]2
Our aim in this section is to prove the following lemma:
Lemma 13. Let r ∈ [0, 1]2 and assume that
L ≥ C¯
23
RKK˜4 log2
(
12C˜23R
2K2L3
δ∗23
)
log2
(
6C˜23 (K + 1)L
3
δ∗23
)
(146)
where C˜3 is a numerical constant, δ∗ > 0, and 0 < 3 ≤ 1.
Then, it holds with probability at least 1− δ∗ that
max
r∈[0,1]2,m′+n′≤2
1
µm′+n′
∣∣∣∣f (m′,n′) (r)− f¯ (m′,n′) (r) ∣∣∣∣
2
≤ 3.
(147)
To prove Lemma 13, we will need Lemma 14 below whose
proof is given in Appendix I.
Lemma 14. Recall the definition of f (m
′,n′) (r) in (85) with
m′, n′ = 0, 1 and let r ∈ [0, 1]2. Then, conditioned on E2 with
1 ∈ (0, 25 ] the event
E6 =
{
max
r∈[0,1]2,m′+n′≤2
1
µm′+n′
||f (m′,n′) (r) ||2 ≤ C˜2
4
√
L
}
holds with probability at least 1− δ2 given that (68) is satisfied
where C˜2 is a numerical constant.
Now, we are ready to provide the proof of Lemma 13.
Proof: (Lemma 13) To start with, we consider a dense
set of point vectors rp on ΩS to be on the rectangular grid
closet to r that is defined by
max
r∈[0,1]2
min
rp∈ΩS
|r− rp| ≤ 43
3piC˜2
√
KL3/2
, (148)
where the cardinality of ΩS is set to be
|ΩS| =
(
3piC˜2
√
KL3/2
43
)2
=:
C˜23L
3
23
. (149)
Starting from the norm function in (147), and upon letting
r ∈ [0, 1]2 and considering rp to be a vector in ΩS that is
closest to r as in (148), we can write
1
µm′+n′
∣∣∣∣f (m′,n′) (r)− f¯ (m′,n′) (r) ∣∣∣∣
2
≤
1
µm′+n′
[∣∣∣∣f (m′,n′) (r)− f (m′,n′) (rp) ∣∣∣∣2
+
∣∣∣∣f (m′,n′) (rp)− f¯ (m′,n′) (rp) ∣∣∣∣2
+
∣∣∣∣f¯ (m′,n′) (rp)− f¯ (m′,n′) (r) ∣∣∣∣2] . (150)
Now, we consider each term in the left-hand side of (150)
separately. Starting with the first term, we can write
1
µm′+n′
∣∣∣∣f (m′,n′) (r)− f (m′,n′) (rp) ∣∣∣∣2 ≤√
K
µm′+n′
max
i
∣∣f (m′,n′) (r)− f (m′,n′) (rp) ∣∣i, (151)
where | · |i refers to the absolute value of the i-th entry of
the vector. The absolute value function in (151) can be upper
bounded by∣∣f (m′,n′) (r)− f (m′,n′) (rp) ∣∣i ≤∣∣f (m′,n′) (τ, f)− f (m′,n′) (τ, fp) ∣∣i
+
∣∣f (m′,n′) (τ, fp)− f (m′,n′) (τp, fp) ∣∣i
≤ |f − fp| sup
x
∣∣f (m′,n′+1) (τ, x) ∣∣
i
+ |τ − τp| sup
x
∣∣f (m′+1,n′) (x, fp) ∣∣i (152)
≤ |f − fp| (piL) sup
x
∣∣f (m′,n′) (τ, x) ∣∣
i
+ |τ − τp| (piL) sup
x
∣∣f (m′,n′) (x, fp) ∣∣i (153)
≤ |f − fp| (piL) sup
x
∣∣∣∣f (m′,n′) (τ, x) ∣∣∣∣
2
+ |τ − τp| (piL) sup
x
∣∣∣∣f (m′,n′) (x, fp) ∣∣∣∣2, (154)
where (152) follows from the definition of the derivative of
the function while (153) is obtained by applying Bernstein’s
inequality [56]. Upon substituting (154) into (151) and then
using the result in Lemma 14 we can obtain
1
µm′+n′
∣∣∣∣f (m′,n′) (r)− f (m′,n′) (rp) ∣∣∣∣2
≤ (piL) C˜2
4
√
KL|r− rp| ≤ 3
3
, (155)
where the last inequality is based on (148). Now, by following
the same steps we can show that
1
µm′+n′
∣∣∣∣f¯ (m′,n′) (rp)− f¯ (m′,n′) (r) ∣∣∣∣2 ≤ 33 . (156)
On the other hand, we can deduce based on Lemma 12 that
max
rp∈ΩS,m′+n′≤2
1
µm′+n′
∣∣∣∣f (m′,n′) (rp)− f¯ (m′,n′) (rp) ∣∣∣∣2 ≤ 33
(157)
holds with probability at least 1 − 2.5δ for all pairs (m′, n′)
with m′+n′ ≤ 2 provided that (146) is satisfied. Note that the
occurrence of (146) implies that (121) and (68) are satisfied.
Finally, the proof of Lemma 13 is concluded by substituting
(155), (156), and (157) in (150) and setting δ∗ = 3δ.
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E. Showing that ||f (r) ||2 < 1,∀r ∈ [0, 1]2 \ R
To start with, consider the definitions of the following two
sets
Ωfar = ∀r ∈ [0, 1]2 : min
rj∈R
|r− rj | ≥ 0.2447/N (158)
Ωclose = ∀r /∈ R, rj ∈ R : 0 < |r− rj | ≤ 0.2447/N (159)
By looking at (158) and (159) we notice that Ωclose contains
the points in [0, 1]2 that are close to rj ∈ R while Ωfar has
the points that are far away from it. It is clear now in order to
show that f (r) in (39) with its coefficients being obtained as
in (104) satisfies (25) it is enough to show that ||f (r) ||2 < 1
for ∀r ∈ Ωfar and ∀r ∈ Ωclose. For that, we rewrite (146) in
the simple form
L ≥ C∗1RKK˜4 log2
(
C∗2R
2K2L3
δ∗
)
log2
(
C∗2 (K + 1)L
3
δ∗
)
.
(160)
Lemma 15. Assume that r ∈ Ωfar and let (18) and (160) be
satisfied. Then
||f (r) ||2 < 1, ∀r ∈ Ωfar (161)
holds with probability 1− δ∗.
Proof: By setting 3 = 2× 10−3 in Lemma 13 we have∣∣∣∣f (r)− f¯ (r) ∣∣∣∣
2
≤ 0.002 (162)
holds with probability at least 1− δ∗. On the other hand, we
prove in Appendix J that
||f¯ (r) ||2 ≤ 0.9958, ∀r ∈ Ωfar. (163)
Finally, we can write based on (162) and (163)
||f (r) ||2 ≤ ||f (r)− f¯ (r) ||2 + ||f¯ (r) ||2 ≤ 0.9978. (164)
Lemma 16. Let r ∈ Ωclose and assume that (18) and (160)
are satisfied. Then
||f (r) ||2 < 1, ∀r ∈ Ωclose (165)
holds with probability at least 1− δ∗.
Proof: Without loss of generality, we assume that 0 ∈ R
i.e., |r| ≤ 0.2447/N based on (159), and that N ≥ 512. Now,
to prove that ||f (r) ||2 < 1, ∀r ∈ Ωclose, it is enough to show
that the normalized Hessian matrix of ||f (r) ||22, i.e.,
1
µ2
H =
[
∂2
∂τ2
1
µ2 ||f (r) ||22 ∂∂f∂τ 1µ2 ||f (r) ||22
∂
∂f∂τ
1
µ2 ||f (r) ||22 ∂
2
∂f2
1
µ2 ||f (r) ||22
]
(166)
is negative definite ∀r ∈ Ωclose. From the properties of 2 ×
2 block matrices, we know that H will become a negative
definite matrix if the following two conditions are satisfied:
1
µ2
Tr (H) =
∂2
∂τ2
∣∣∣∣∣∣ 1
µ
f (r)
∣∣∣∣∣∣2
2
+
∂2
∂f2
∣∣∣∣∣∣ 1
µ
f (r)
∣∣∣∣∣∣2
2
< 0 (167)
1
µ2
det (H) =
(
∂2
∂τ2
∣∣∣∣∣∣ 1
µ
f (r)
∣∣∣∣∣∣2
2
)(
∂2
∂f2
∣∣∣∣∣∣ 1
µ
f (r)
∣∣∣∣∣∣2
2
)
−
(
∂
∂f∂τ
∣∣∣∣∣∣ 1
µ
f (r)
∣∣∣∣∣∣2
2
)2
> 0. (168)
Note that (167) is nothing but the normalized sum of the
eigenvalues while (168) is equal to their normalized product.
To show (167) and (168), we first derive in Appendix K the
following bounds ∀r ∈ Ωclose and N ≥ 512∣∣∣∣f¯ (r) ∣∣∣∣
2
≤ 1.1295 + 0.0475/N (169)∣∣∣∣f¯ (1,0) (r) ∣∣∣∣
2
≤ 0.8874 + 0.2148N (170)∣∣∣∣f¯ (1,1) (r) ∣∣∣∣
2
≤ 0.8459N + 0.2129N2 (171)∣∣∣∣f¯ (2,0) (r) ∣∣∣∣
2
≤ 0.5025N + 3.8845N2. (172)
Note that the bounds in (170) and (172) also hold for∣∣∣∣f¯ (0,1) (r) ∣∣∣∣
2
and
∣∣∣∣f¯ (0,2) (r) ∣∣∣∣
2
, respectively.
1) Showing (167): Starting from the first term in (167), we
can write
∂2
∂τ2
∣∣∣∣∣∣ 1
µ
f (r)
∣∣∣∣∣∣2
2
=
∂
∂τ
2
µ2
〈
f (1,0) (r) , f (r)
〉
R
= 2
∣∣∣∣∣∣ 1
µ
f (1,0) (r)
∣∣∣∣∣∣2
2
+
2
µ2
Re
[(
f (2,0) (r)
)H
f (r)
]
. (173)
Now, the first term in (173) can be bounded as∣∣∣∣∣∣ 1
µ
f (1,0) (r)
∣∣∣∣∣∣2
2
≤
∣∣∣∣∣∣ 1
µ
(
f (1,0) (r)− f¯ (1,0) (r)
) ∣∣∣∣∣∣2
2
+
∣∣∣∣∣∣ 1
µ
f¯ (1,0) (r)
∣∣∣∣∣∣2
2
≤ 23 +
1
µ2
(0.8874 + 0.2148N)
2
≤ 23 + 0.0142, (174)
where the first inequality is from triangular inequality while
the last inequality is based on Lemma 13, (170), and the fact
that µ2 > pi
2
3 N
2.
Next, we consider obtaining an upper bound for the second
term in (173) as
1
µ2
Re
[(
f (2,0) (r)
)H
f (r)
]
= Re
[
1
µ2
(
f (2,0) (r)
−f¯ (2,0) (r) + f¯ (2,0) (r)
)H (
f (r) + f¯ (r)− f¯ (r)) ] =
Re
[
1
µ2
(
f (2,0) (r)− f¯ (2,0) (r)
)H (
f (r)− f¯ (r))]
+ Re
[
1
µ2
(
f¯ (2,0) (r)
)H
f¯ (r)
]
+ Re
[
1
µ2
(
f (2,0) (r)− f¯ (2,0) (r)
)H
f¯ (r)
]
+ Re
[
1
µ2
(
f¯ (2,0) (r)
)H (
f (r)− f¯ (r))]
≤ 23 + Re
[
1
µ2
(
f¯ (2,0) (r)
)H
f¯ (r)
]
+ 1.1293 + 1.1813
(175)
≤ 23 + 2.313 − 0.307, (176)
where the inequality in (175) is obtained by using Lemma 13,
(169), (172), and the fact that µ2 > pi
2
3 N
2. Finally, the
inequality in (176) is based on
Re
[
1
µ2
(
f¯ (2,0) (r)
)H
f¯ (r)
]
≤ −0.307 (177)
22
with its proof being provided in Appendix K. Now, by
substituting (174) and (176) in (173) and then manipulating
we obtain
1
µ2
Tr (H) ≤ 823 + 9.243 − 1.171. (178)
The above expression can be easily shown to be strictly
negative for all 3 ≤ 0.1.
2) Showing (168): Starting from the second term in (168),
we can write
∂
∂f∂τ
∣∣∣∣∣∣ 1
µ
f (r)
∣∣∣∣∣∣2
2
=
2
µ2
〈
f (1,0) (r) , f (0,1) (r)
〉
R
+
2
µ2
〈
f (1,1) (r) , f (r)
〉
R
. (179)
The first term in (179) can be upper bounded by
1
µ2
〈
f (1,0) (r) , f (0,1) (r)
〉
R
=
Re
[
1
µ2
(
f (1,0) (r)− f¯ (1,0) (r)
)H (
f (0,1) (r)− f¯ (0,1) (r)
)]
+ Re
[
1
µ2
(
f¯ (1,0) (r)
)H
f¯ (0,1) (r)
]
+ Re
[
1
µ2
(
f (1,0) (r)− f¯ (1,0) (r)
)H
f¯ (0,1) (r)
]
+ Re
[
1
µ2
(
f¯ (1,0) (r)
)H (
f (0,1) (r)− f¯ (0,1) (r)
)]
≤ 23 + 0.2383 + 0.0142, (180)
where the last inequality follows from Lemma 13, (170), and
the fact that µ2 > pi
2
3 N
2. By following the same steps that
led to (180), we can show using (171) that
1
µ2
〈
f (1,1) (r) , f (r)
〉
R
≤ 23 + 1.19483 + 0.0736. (181)
Now, substituting (180) and (181) in (179), then manipulating,
we obtain
∂
∂f∂τ
∣∣∣∣∣∣∣∣ 1µ f (r)
∣∣∣∣∣∣∣∣2
2
≤ 423 + 2.8653 + 0.175. (182)
Finally, by using the bound obtained for (173) with that in
(182), we can easily show that (168) is satisfied for all 3 ≤
0.051. This completes the proof of Lemma 16.
Finally, based on Lemmas 15 and 16, we can conclude that
||f (r) ||2 < 1,∀r ∈ [0, 1]2 \ R.
VII. CONCLUSIONS AND FUTURE WORK DIRECTIONS
In this work, we developed a general framework for blind
two-dimensional super-resolution that applies to a large num-
ber of real-world applications. Mainly, we showed that given
the response of a linear system to multiple unknown time-
delayed and frequency-shifted waveforms, we could recover,
with infinite precision, the locations of the time-frequency
shifts upon applying the atomic norm framework. To convert
the problem into a well-posed one, we assumed that all
the unknown waveforms lie in a common low-dimensional
subspace that is spanned by the columns of a known matrix.
The exact recovery of all the unknowns is shown to hold
provided that the time-frequency shifts are well-separated and
that a bound on the total number of the observed samples is
satisfied. Finally, we provided simulation results that confirm
the theoretical findings of the paper.
We conclude this section by pointing-out possible future
extensions for this work. First, it is of substantial interest to
study the stability of the proposed framework in the presence
of noise. In this case, we do not expect an exact recovery
for the unknowns; however, given the stability that we have
experienced in our simulation, we do hope that a theoretical
stability result exists and easy to derive. Second, we encoun-
tered a significant computational complexity issue throughout
our simulations while solving (30) using CVX. This fact
precluded us from simulating higher order settings in the
problem. Thus, it is of interest to investigate alternative ways
to formulate and solve (21). That can be by exploring other
second-order alternatives or upon simplifying the problem
structure under certain applications. Third, a promising path is
to consider developing a general mathematical framework for
multidimensional blind super-resolution to cover various real-
world applications. Finally, it is of great interest to address the
blind super-resolution problem using non-convex algorithms.
APPENDIX A
EQUIVALENCE BETWEEN (5) AND (7)
Starting from the expression in (7), we can write based on
(6)
N∑
k=−N
DN
(
k
L
− fj
)
e
i2pipk
L =
1
L
N∑
r=−N
N∑
k=−N
ei2pi(
k
L−fj)re
i2pipk
L
=
N∑
r=−N
e−i2pifjr
1
L
N∑
k=−N
e
i2pik(r+p)
L = ei2pipfj , (A.1)
where the last equality follows from
N∑
k=−N
e
i2pik(r+p)
L =
{
L if r = −p
0 if r 6= −p (A.2)
Now, by substituting (A.1) in (7) we obtain
y (p) =
R∑
j=1
cje
i2pipfj
N∑
l=−N
DN
(
l
L
− τj
)
dH(p−l)hj
=
R∑
j=1
cje
i2pipfj
N∑
l=−N
1
L
N∑
r=−N
ei2pi(
l
L−τj)rdH(p−l)hj
(A.3)
=
R∑
j=1
cje
i2pipfj
N∑
l=−N
1
L
N∑
r=−N
ei2pi(
p−l
L −τj)rdHl hj ,
(A.4)
where (A.3) is based on (6) while (A.4) is a consequence of
the periodicity property of sj (l). Finally, by rearranging the
terms in (A.4), we can obtain (7).
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APPENDIX B
PROOF OF PROPOSITION 1
First, the variable q that satisfies (24) and (25) is dual
feasible. To show that, we have
||X ∗ (q) ||∗A = sup
||U||A≤1
〈X ∗ (q) ,U〉R
= sup
r∈[0,1]2,||h||2=1
〈X ∗ (q) ,ha (r)H 〉R
= sup
r∈[0,1]2,||h||2=1
∣∣〈h,X ∗ (q) a (r) 〉∣∣
≤ sup
r∈[0,1]2
||X ∗ (q) a (r) ||2 = sup
r∈[0,1]2
||f (r) ||2 ≤ 1, (B.1)
where the last inequality is based on (24) and (25).
Next, we show that U is a primal optimal solution for (14)
and q is a dual optimal solution for (21) when q satisfies (24)
and (25). For that, we can write based on (12)
〈q,y〉R =
〈
q,X (U) 〉R = 〈X ∗ (q) ,U〉R
=
〈
X ∗ (q) ,
R∑
j=1
cjhja (rj)
H
〉
R
=
R∑
j=1
c∗j
〈X ∗ (q) ,hja (rj)H 〉R = R∑
j=1
c∗j
〈
hj , f (rj)
〉
R
=
R∑
j=1
Re
[
c∗j sign (cj)
]
=
R∑
j=1
|cj | (B.2)
≥ ||U||A, (B.3)
where the first equality in (B.2) is based on (24) and ||hj ||2 =
1 while (B.3) is from the atomic norm definition. On the other
hand, we have based on Ho¨lder inequality
〈q,y〉R =
〈X ∗ (q) ,U〉R ≤ ||X ∗ (q) ||∗A||U||A ≤ ||U||A
(B.4)
where the last inequality is based on (24) and (25). Thus, we
conclude from (B.3) and (B.4) that 〈q,y〉R = ||U||A when q
satisfies (24) and (25). Now, since the pair (U,q) is primal-
dual feasible to (14) and (21), it means that U is the primal
optimal and q is the dual optimal based on strong duality.
What remains now is to show that U is the unique opti-
mal solution to (14). To this end, let us assume that there
exists another solution U :=
∑
r¯j∈R¯ c¯jh¯ja (r¯j)
H such that
||U||A =
∑
r¯j∈R¯ |c¯j | where R¯ 6= R. Since the set of atoms
with its shifts in R are linearly independent, it will be enough
for us to prove that U and U have the same support if
we would like to show that they match. Starting from the
definition of U above we can write
〈q,y〉R =
〈X ∗ (q) ,U〉R
=
∑
r¯j∈R
c¯∗j
〈
h¯j , f (r¯j)
〉
R +
∑
r¯j∈R¯\R
c¯∗j
〈
h¯j , f (r¯j)
〉
R
<
∑
r¯j∈R
|c¯j |+
∑
r¯j∈R¯\R
|c¯j | = ||U||A,
where the strict inequality is based on (25). However, this
contradicts with strong duality and, therefore, we can conclude
that all shifts are supported on R.
On the other hand, if we refer to the estimate of rj by rˆj ,
then, condition (2) in Proposition 1 ensures that estimating
cjhj by solving the following linear systema (rˆ1)
H
D˜−N . . . a (rˆR)
H
D˜−N
...
. . .
...
a (rˆ1)
H
D˜N . . . a (rˆR)
H
D˜N

 c1h1...
cRhR
 =
y (−N)...
y (N)

which is based on (10) provides a unique solution. Therefore,
we can conclude that U is the unique optimal solution to (14)
if Proposition 1 conditions are satisfied.
APPENDIX C
PROOF OF (26)
By substituting (8) and (9) into (23), we obtain
f (r) =
N∑
p=−N
[q]p
N∑
l=−N
DN
(
l
L
− τ
)
d(p−l)×
N∑
k=−N
DN
(
k
L
− f
)
e
−i2pipk
L . (C.1)
The last summation in (C.1) can be written using (6) as
N∑
k=−N
DN
(
k
L
− f
)
e
−i2pipk
L =
N∑
k=−N
1
L
N∑
r=−N
ei2pi(
k
L−f)r×
e
−i2pipk
L =
N∑
r=−N
e−i2pifr
1
L
N∑
k=−N
e
i2pik(r−p)
L = e−i2pipf ,
(C.2)
where the last equality follows from (A.2). Now, by substitut-
ing (C.2) into (C.1) we obtain
f (r) =
N∑
p=−N
[q]p
N∑
l=−N
DN
(
l
L
− τ
)
d(p−l)e−i2pipf
=
N∑
p=−N
[q]p
N∑
l=−N
1
L
N∑
r=−N
ei2pi(
l
L−τ)rd(p−l)e−i2pipf
=
N∑
p=−N
[q]p
1
L
N∑
l,r=−N
e
i2pilr
L d(p−l)e−i2pi(rτ+pf)
=
N∑
p=−N
[q]p
1
L
N∑
l,r=−N
e
i2pir(p−l)
L e−i2pi(rτ+pf)dl, (C.3)
where the last equality is from the periodicity property.
APPENDIX D
PROOF OF (64)
Starting from the left-hand side of (64), and by using (53),
we can write
E
[
M
(m′,n′)
(m,n) (r, rj)
]
=
1
L
N∑
p=−N
1
T 2
N∑
l,l′,k,k′=−N
gk′ (−i2pik′)m (−i2pik)m
′
gp×
(−i2pip)(n+n′) ei2pi (kl−k
′l′)
L e−i2pi(kτ−k
′τj)e−i2pip(f−fj)×
E
[
d(p−l)dH(p−l′)
]
. (D.1)
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Based on Assumption 1, we have E[d(p−l)dH(p−l′)] = IK for
l = l′ and 0 for l 6= l′. Substituting this in (D.1) we obtain
E
[
M
(m′,n′)
(m,n) (r, rj)
]
=
1
L
N∑
p=−N
1
T 2
N∑
l,k,k′=−N
gk′ (−i2pik′)m×
(−i2pik)m′ gp (−i2pip)(n+n
′)
e
i2pil(k−k′)
L e−i2pi(kτ−k
′τj)×
e−i2pip(f−fj)IK =
N∑
p=−N
1
T 2
N∑
k,k′=−N
gk′ (−i2pik′)m×
(−i2pik)m′ gp (−i2pip)(n+n
′)
e−i2pi(kτ−k
′τj)e−i2pip(f−fj)×
1
L
N∑
l=−N
e
i2pil(k−k′)
L IK =
N∑
p=−N
1
T 2
N∑
k=−N
gk (−i2pik)(m+m
′)×
gp (−i2pip)(n+n
′)
e−i2pik(τ−τj)e−i2pip(f−fj)IK, (D.2)
where the last equality is based on (A.2).
Now, given the fact that gk and gp are even functions, we
can simplify (D.2) as
E
[
M
(m′,n′)
(m,n) (r, rj)
]
=
1
T
N∑
k=−N
gk (i2pik)
(m+m′)
ei2pik(τ−τj)
1
T
N∑
p=−N
gp (i2pip)
(n+n′)
ei2pip(f−fj)IK
which leads to (64) upon using the definition in (37).
APPENDIX E
PROOF OF LEMMA 3
Based on (63) we can write the entry at (l, l′) location in
R
(m′,n′)
(m,n) (r, rj) as[
R
(m′,n′)
(m,n) (r, rj)
]
(l,l′)
=
1
L
N∑
p=−N
1
T 2
N∑
k,k′=−N
gk′ (−i2pik′)m×
(−i2pik)m′ gp (−i2pip)(n+n
′)
ei2pi
k(p−l)
L e−i2pi
k′(p−l′)
L ×
e−i2pi(kτ−k
′τj)e−i2pip(f−fj)
=
1
L
N∑
p=−N
(
1
T
N∑
k′=−N
gk′ (−i2pik′)m e−i2pi
k′(p−l′)
L ei2pik
′τj
)
×(
1
T
N∑
k=−N
(−i2pik)m′ ei2pi k(p−l)L e−i2pikτ
)
×
gp (−i2pip)(n+n
′)
e−i2pip(f−fj). (E.1)
Since gk is an even function, we can write based on (37)
1
T
N∑
k′=−N
gk′ (−i2pik′)m e−i2pi
k′(p−l′)
L ei2pik
′τj
=
1
T
N∑
k′=−N
gk′ (i2pik
′)m ei2pi
k′(p−l′)
L e−i2pik
′τj
= Fm
(
p− l′
L
− τj
)
. (E.2)
Substituting (E.2) in (E.1) we obtain
[
R
(m′,n′)
(m,n) (r, rj)
]
(l,l′)
=
1
L
N∑
p=−N
Fm
(
p− l′
L
− τj
)
×(
1
T
N∑
k=−N
(−i2pik)m′ ei2pi k(p−l)L e−i2pikτ
)
×
gp (−i2pip)(n+n
′)
e−i2pip(f−fj). (E.3)
Now, given that | (−i2pip)(n+n′) e−i2pip(f−fj)| ≤
(2piN)
(n+n′) and that |gp| ≤ 1, we can bound the absolute
value of (E.3) as
∣∣∣ [R(m′,n′)(m,n) (r, rj)]
(l,l′)
∣∣∣ ≤ 1
L
N∑
p=−N
∣∣∣∣∣Fm
(
p− l′
L
− τj
) ∣∣∣∣∣×∣∣∣∣∣ 1T
N∑
k=−N
(−i2pik)m′ ei2pi k(p−l)L e−i2pikτ
∣∣∣∣∣ (2piN)(n+n′) (E.4)
Based on the result obtained in [23, Lemma 3] we have∣∣∣∣∣Fm
(
p− l′
L
− τj
) ∣∣∣∣∣ ≤ C¯∗ (2piN)m min
(
1,
1
p4
)
, (E.5)
where C¯∗ is a numerical constant. Substituting this in (E.4)
we obtain∣∣∣ [R(m′,n′)(m,n) (r, rj)](l,l′) ∣∣∣ ≤ 1L (2piN)m+m′+n+n′ ×
C¯∗ (2piN)−m
′ N∑
p=−N
min
(
1,
1
p4
)∣∣∣∣∣ 1T
N∑
k=−N
(−i2pik)m′ei2pik (p−l)−LτL
∣∣∣∣∣︸ ︷︷ ︸
U(τ+ lL )
(E.6)
Furthermore, it is shown in [23, Appendix F] that U (t) as
defined in (E.6) is a 1-periodic function that satisfies
U (t) ≤ Cˆ∗min
(
1,
1
L|t|
)
, (E.7)
where Cˆ∗ is a constant. Finally, we can conclude based on
(E.6) and (E.7) that
∣∣∣∣R(m′,n′)(m,n) (r, rj) ∣∣∣∣2F = N∑
l,l′=−N
∣∣∣ [R(m′,n′)(m,n) (r, rj)]
(l,l′)
∣∣∣2
≤ 1
L2
(2piN)
2(m+m′+n+n′)
N∑
l′,l=−N
(
Cˆ∗min
(
1,
1
L| lL |
))2
≤
(
Cˆ∗
L
)2
(2piN)
2(m+m′+n+n′)
N∑
l′=−N
1 + 2∑
l≥1
1
l2

=
(Cˆ∗)2
L
(2piN)
2(m+m′+n+n′)
(
1 +
pi2
3
)
, (E.8)
which boils down to (71) upon setting C2 = Cˆ∗
√
1 + pi
2
3 .
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APPENDIX F
PROOF OF PROPOSITION 3
First, note that E(0,0),E(1,1),E(2,0), and E(0,2) are sym-
metric matrices while E(1,0) and E(0,1) are antisymmetric
matrices. Therefore, E and E⊗ IK are symmetric matrices.
To show that any symmetric matrix S with unit diagonal en-
tries is invertible, it is enough to prove that [57, Theorem 6.1.1]
||I− S||∞ < 1.
Now, based on the result obtained in [23, Proposition 5], and
given that (18) is satisfied, the matrix E is invertible and
satisfies
||I3R −E||∞ ≤ 0.19808
||E||2 ≤ 1.19808
||E−1||2 ≤ 1.2470.
Furthermore, for any two matrices A and B and any `p norm
function || · ||p we have
||A⊗B||p = ||A||p ||B||p. (F.1)
Starting from (F.1) we can deduce that
||E [E]||2 =
∣∣∣∣E⊗ IK∣∣∣∣2 = ||E||2 ≤ 1.19808.
On the other hand, we can also write
||I3RK − E [E] ||∞ = ||I3RK −
(
E⊗ IK
) ||∞
= || (I3R −E)⊗ IK||∞ = ||I3R −E||∞ ≤ 0.19808. (F.2)
Now since I3RK − E [E] is a symmetric matrix with zero
diagonals we have [57, Theorem 6.1.1]
||I3RK − E [E] ||2 ≤ ||I3RK − E [E] ||∞
which leads to (94) upon using (F.2).
Finally, to prove (95) we write
|| (E [E])−1 ||2 = ||E−1 ⊗ IK||2 ≤ 1.2470.
APPENDIX G
PROOFS OF (103) AND (138)
1) Proof of (103): We start by stating that for any two
invertible matrices A and B that satisfy ||A−B||2 ||B−1||2 ≤
0.5, the following inequalities hold true [21, Appendix E]
||A−1||2 ≤ 2||B−1||2 (G.1)
||A−1 −B−1||2 ≤ 2 ||B−1||22 ||A−B||2. (G.2)
Now, to prove (103), we know that conditioned on E2 with
1 ∈ (0, 25 ] we can write based on (95) and Lemma 5
||E− E [E] ||2 || (E [E])−1 ||2 ≤ 0.4988 < 0.5 (G.3)
which leads to (103) based on (G.1).
2) Proof of (138): To show (138), recall first the definitions
of L and L¯ as applied in (105) and (109), respectively. Then,
conditioned on E2 with 1 ∈ (0, 25 ] we can write∣∣∣∣L− L¯⊗ IK∣∣∣∣2 ≤ ∣∣∣∣E−1 − (E [E])−1 ∣∣∣∣2. (G.4)
Now, based on (G.2), (G.3), and (G.4) we can conclude
||L− L¯⊗ IK||2 ≤ 2(1.247)21 ≤ 3.111. (G.5)
APPENDIX H
PROOF OF (127)
Conditioned on the event E4 we can write∣∣∣∣∣
∣∣∣∣∣
R∑
j=1
E
[(
w
(m′,n′)
j
)H
w
(m′,n′)
j
] ∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
R∑
j=1
E
[
(sign (cj) hj)
H
(
W
(m′,n′)
j (r)
)H
W
(m′,n′)
j (r) sign (cj) hj
] ∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
R∑
j=1
E
[
hHj
(
W
(m′,n′)
j (r)
)H
W
(m′,n′)
j (r) hj
] ∣∣∣∣∣
∣∣∣∣∣
2
=
R∑
j=1
E
[
Tr
((
W
(m′,n′)
j (r)
)H
W
(m′,n′)
j (r) hjh
H
j
)]
=
R∑
j=1
Tr
((
W
(m′,n′)
j (r)
)H
W
(m′,n′)
j (r)E
[
hjh
H
j
])
=
1
K
R∑
j=1
Tr
((
W
(m′,n′)
j (r)
)H
W
(m′,n′)
j (r)
)
(H.1)
=
1
K
Tr
((
W(m
′,n′) (r)
)H
W(m
′,n′) (r)
)
=
1
K
∣∣∣∣W(m′,n′) (r) ∣∣∣∣2
F
, (H.2)
where (H.1) is based on Lemma 17 given below. Next, we can
write conditioned on E4∣∣∣∣W(m′,n′) (r) ∣∣∣∣2
F
≤ ||L||22
∣∣∣∣∆T(m′,n′) (r) ∣∣∣∣2
F
(H.3)
≤ (2.5)2K∣∣∣∣∆T(m′,n′) (r) ∣∣∣∣2
2
≤ 6.25K22, (H.4)
where (H.3) is based on the fact that for any two matrices A
and B, ||AB||2F ≤ ||A||22||B||2F while (H.4) follows from the
fact that ||A||F ≤ √rA||A||2 (rA is the rank of A), (105),
and Lemma 7. Note that the event E4 includes E3 and E2 with
1 ∈ (0, 25 ].
Finally, by substituting (H.4) in (H.2) we obtain (127).
Lemma 17. [36, Lemma 21] Let hj ∈ CK×1 have i.i.d.
entries on the complex unit sphere. Then, E
[
hjh
H
j
]
= 1K IK.
APPENDIX I
PROOF OF LEMMA 14
Starting from (107) we can write
1
µm′+n′
∣∣∣∣f (m′,n′) (r) ∣∣∣∣
2
=
∣∣∣∣∣∣ (T(m′,n′) (r))H Lh∣∣∣∣∣∣
2
≤ ∣∣∣∣T(m′,n′) (r) ∣∣∣∣
2
||L||2 ||h||2 =
√
R
∣∣∣∣T(m′,n′) (r) ∣∣∣∣
2
||L||2
≤ max
j,(m,n)∈
{(0,0),(1,0),(0,1)}
√
3R||L||2
µm+m′+n+n′
∣∣∣∣∣∣DHR(m′,n′)(m,n) (r, rj) D∣∣∣∣∣∣
2
,
(I.1)
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where the last inequality follows from (63), (108), and the
union bound. Now, based on Lemma 3 and (74), we can write
1
µm+m′+n+n′
∣∣∣∣∣∣DHR(m′,n′)(m,n) (r, rj) D∣∣∣∣∣∣
2
≤ 1
µm+m′+n+n′
||D||22
∣∣∣∣∣∣R(m′,n′)(m,n) (r, rj) ∣∣∣∣∣∣
2
≤ 1
µm+m′+n+n′
||D‖|22
∣∣∣∣∣∣R(m′,n′)(m,n) (r, rj) ∣∣∣∣∣∣
F
≤
C2√
L
12
m+m′+n+n′
2 ||D||22 ≤ C212
m+m′+n+n′
2
√
LKK˜2. (I.2)
Upon substituting (I.2) into (I.1) and manipulating, we obtain
1
µm′+n′
∣∣∣∣f (m′,n′) (r) ∣∣∣∣
2
≤ 12 32C2RKK˜2
√
3L ||L||2
= 0.1C˜2
√
L||L||2,
where we used the fact that m+m′+n+n′ ≤ 3 (m′+n′ ≤
2) and we set C˜2 = 10 · 12 32
√
3C2RKK˜
2. Now, conditioned
on E2 with 1 ∈ (0, 25 ] we can write
Pr
[
max
r∈[0,1]2,m′+n′≤2
1
µm′+n′
||f (m′,n′) (r) ||2 ≥ C˜2
4
√
L
]
≤
Pr
[
0.1C˜2
√
L ||L||2 ≥ C˜2
4
√
L
]
≤ Pr [||L||2 ≥ 2.5] ≤ δ
2
,
where the last inequality holds when (68) is satisfied.
APPENDIX J
UPPER BOUND ON ||f¯ (r) ||2: PROOF OF (163)
Starting from (113), and based on the definition of the
Euclidean norm function, we can write
||f¯ (r) ||2 = sup
x: ||x||2=1
xH
((
T (r)
)H (
L¯⊗ IK
)
h
)
= sup
x: ||x||2=1
xH
(
(t¯ (r)⊗ IK)H
(
L¯⊗ IK
)
h
)
(J.1)
= sup
x: ||x||2=1
R∑
j=1
[
t¯H (r) L¯
]
j
(
xHsign (cj) hj
)
(J.2)
= sup
x: ||x||2=1
R∑
j=1
[
t¯H (r) L¯
]
j
(
[c]jx
Hhj
)
, (J.3)
where (J.1) is based on (110) while
[
t¯H (r) L¯
]
j
in (J.2) refers
to the j-th entry of the vector. Finally, the vector c is defined
as c = [sign (c1) , . . . , sign (cR)]
T . Now, based on the result
obtained in [17, Lemma C.4] and the fact that
∣∣[c]jxHhj∣∣ ≤ 1,
we can conclude that
||f¯ (r) ||2 ≤ 0.9958, ∀r ∈ Ωfar. (J.4)
APPENDIX K
VARIOUS IMPORTANT RESULTS
The proofs in this appendix are based on the assumptions
that 0 ∈ R and N ≥ 512. Starting from the results obtained
in [17, Lemma 2.3 and Section C.2], we can show that for
|r| ≤ 0.2447/N and N ≥ 512 we have∣∣M (1,0) (r) ∣∣ ≤ 0.8113, ∣∣M (1,1) (r) ∣∣ ≤ 0.6531N,∣∣M (2,0) (r) ∣∣ ≤ 3.393N2, ∣∣M (2,1) (r) ∣∣ ≤ 2.669N2,∣∣M (3,0) (r) ∣∣ ≤ 8.070N3, M (2,0) (r) ≤ −2.097N2,
M (r) ≥ 0.8113, |M (r) | ≤ 1, (K.1)
where M (m
′,n′) (r) is as defined in (64). Moreover, by defin-
ing
Z˜(m
′,n′) (r) :=
∑
rj∈R\{0}
∣∣M (m′,n′) (r− rj) ∣∣ (K.2)
we can obtain the following bounds based on [17, Section C.2]
Z˜(0,0) (r) ≤ 6.405× 10−2, Z˜(1,0) (r) ≤ 0.1047N,
Z˜(2,0) (r) ≤ 0.4019N, Z˜(1,1) (r) ≤ 0.1642N2,
Z˜(2,1) (r) ≤ 0.6751N3, Z˜(3,0) (r) ≤ 1.574N3. (K.3)
Finally, we can also conclude based on [17] and [47]
||α¯j ||2 ≤ αmax = 1 + 5.577× 10−2
||α¯j ||2 ≥ αmin = 1− 5.577× 10−2
||β¯j ||2 ≤ βmax =
2.93
N
× 10−2
||γ¯j ||2 ≤ γmax =
2.93
N
× 10−2. (K.4)
A. Proofs of (169) and (170)
In this section, we will provide the proofs of (169) and (170)
as those of (171) and (172) follow the same steps. Starting
from (86) we can write
∣∣∣∣f¯ (r) ∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
R∑
j=1
M (0,0) (r− rj) α¯j +M (1,0) (r− rj) β¯j
+M (0,1) (r− rj) γ¯j
∣∣∣∣∣
∣∣∣∣∣
2
≤ αmax
(∣∣M (0,0) (r) ∣∣+ Z˜(0,0) (r))
+ 2βmax
(∣∣M (1,0) (r) ∣∣+ Z˜(1,0) (r)) ≤ 1.1295 + 0.0475/N,
where the last inequality is based on (K.1), (K.3), and (K.4).
On the other hand, we can also obtain∣∣∣∣f¯ (1,0) (r) ∣∣∣∣
2
≤ αmax
(∣∣M (1,0) (r) ∣∣+ Z˜(1,0) (r))
+ βmax
(∣∣M (2,0) (r) ∣∣+ Z˜(2,0) (r))
+ γmax
(∣∣M (1,1) (r) ∣∣+ Z˜(1,1) (r)) ≤ 0.8874 + 0.2148N.
B. Proof of (177)
Starting from the expression in (86), we can write after some
algebraic manipulations
Re
[
1
µ2
(
f¯ (2,0) (r)
)H
f¯ (r)
]
=
1
µ2
Re [T1 (r) + T2 (r)] ,
27
where
T1 (r) = ||α¯l||22M (2,0) (r)M (0,0) (r) + α¯Hl M (2,0) (r)×∑
rj∈R\{0}
M (0,0) (r− rj) α¯j + α¯Hl β¯lM (2,0) (r)M (1,0) (r) +
α¯Hl M
(2,0) (r)
∑
rj∈R\{0}
M (1,0) (r− rj) β¯j + α¯Hl γ¯lM (2,0) (r)×
M (0,1) (r) + α¯Hl M
(2,0) (r)
∑
rj∈R\{0}
M (0,1) (r− rj) γ¯j ,
T2 (r) =
 ∑
rj∈R\{0}
M (2,0) (r− rj) α¯j
H f¯ (r)
+
β¯lM (3,0) (r) + ∑
rj∈R\{0}
M (3,0) (r− rj) β¯j
H f¯ (r)
+
γ¯lM (2,1) (r) + ∑
rj∈R\{0}
M (2,1) (r− rj) γ¯j
H f¯ (r) ,
while l is the index at which rl = 0. Now, by using the
bounds in (K.1), (K.3), and (K.4), and after some algebraic
manipulations, we can show that
Re [T1 (r)] ≤ −1.346N2 + 0.17N
and
Re [T2 (r)] ≤ 0.331N2 + 0.556N.
Therefore, we can finally conclude that
Re
[
1
µ2
(
f¯ (2,0) (r)
)H
f¯ (r)
]
≤ 1
µ2
(−1.02N2 + 0.726N) ≤ −0.307.
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