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1 はじめに
無線 LAN(Local Area Network) は携帯電話，ノートパソ
コン，車車間通信など様々なところで使用されている．無線
は有線と比べ利用できる帯域は限られており，効率の良い
通信ができる MAC(Medium Access Control) プロトコルが
必要となっている．無線通信プロトコルには集中型の通信方
式 PCF(Point Coordination Function) や分散型の通信方式
DCF(Distributed Coordination Function)，DCF を拡張した
通信方式 EDCA(Enhanced Distributed Channel Access)があ
る．分散方式には制御局がなく，各ノードは自律しているため，
ノードが自由にネットワークに加入や脱退をすることができる
メリットがある．その一方，ノード数の変動によってスループッ
トが低下するなどの問題点がある．特に，EDCAを用いた場合
やマルチホップ環境の場合，ノード数の増加によってスループッ
トの低下が激しくなる．本研究では，2つの手法を提案する．そ
の 1つは EDCAを用いたシングルホップ環境における手法であ
る．もう 1つは，その手法の拡張として，DCFを用いたマルチ
ホップ環境における手法を提案する．
2 従来の手法 DCF
従来の手法 DCFには，以下の問題点がある．
 ノード数の変化に対する適応性が低い
 CWの変動が激しい
制御局がない環境では，各ノードはキャリアセンスを行い，ラン
ダムな待ち時間を待ってからパケットを送信する．ランダムな
待ち時間が原因で，ノード数の増加に伴い，多くの衝突が発生
し，スループットが低下する．また，CW はノードのパケット
送信機会と関係する値であり，小さい CWの場合，多くの衝突
が発生する．反対に，大きい CWの場合，余分な待ち時間が増
加し，スループットが低下する．従来の手法では CWの変化が
激しいため，公平性の低下，ジッタの増大などの問題がある．
3 QoSを考慮したシングルホップ環境におけるス
ループットと公平性の向上
3.1 従来の手法 EDCA
IEEE802.11bや IEEE802.11gでは QoS(Quality of Service)
を考慮していない．そのため，IEEE802.11eでは QoSを考慮し
た EDCA を定義した．EDCA は DCF を拡張した通信方式で
あり，QoSを考慮している．EDCAを用いる場合，各ノードは
表 1に示すように，優先度の異なる AC(Access Category)を持
つ．表 1が表す値は IEEE802.11gに準拠した値である．
従来の EDCAには，従来の DCFの問題点に加え，QoSが十
分に保証できていないという問題点がある. 優先度の高い AC
は優先的にパケットを送信できるようにするため，非常に小さい
CWを持つように設定される．しかし，優先度の高い ACを持
つノード数が増加したとき，多くの衝突が発生してしまう．ま
た，衝突を回避するために CWの最大値を増加させた場合でも，
表 1 各 ACの CWと送信時間
優先度 AC CWmin～CWmax 送信時間
1 AC[VO] 3～7 1504μ sec
2 AC[VI] 7～15 3008μ sec
3 AC[BE] 15～1023 0
4 AC[BK] 15～1023 0
十分に QoSが保証できるとは限らない．そのため，従来の手法
では QoSを十分に保証できない．
3.2 提案手法 OBQ[2]
すでに提案した OBEN[1] に基づき，上で示した問題点を解
決するため，新しいMACプロトコルとして OBQ(Optimizing
Backo with QoS)を提案する．OBENは，動的にノード数を
推測し, ノード数に応じた最適な CW を算出することによって
高スループットかつ高い公平性を実現した．しかし，シングル
ホップ環境における DCF を想定しており，QoS を考慮してい
ない．OBENを拡張した手法として，提案手法 OBQのアルゴ
リズムを以下に示す．
1. 動的にノード数を推測する
2. ノード数に応じた CWを設定する
3. ノード内部の各 ACに送信機会を割り当てる
まず，各ノードは無線チャネルを観察する．無線チャネルの状
態として，アイドル状態，送信成功状態，衝突状態がある．各
ノードはそれら 3 つの状態を観察することで，状態の確率を算
出し，ノード数を推測する．次に，推測したノード数を基にし，
高スループットを実現できる最適な CW を算出する．そして，
最適な CW と CW 比を用いることで，ノード内部の各 AC に
CWを割り当てる．CW比は使用するアプリケーションに応じ
て自由に設定することができる．CW 比を変化させることで，
各 ACの遅延は変化するがトータルスループットは変化しない．
3.3 シミュレーション結果
OBQ を評価するため，OBQ と従来の手法 IEEE802.11e
EDCA のシミュレーション結果を示す．図 1 はノード数を
変化させたときのトータルスループットを表している．従来の
手法ではノード数の増加に伴いスループットが減少している．
しかし，提案手法 OBQ はノード数が変化しても常に高いス
ループットを得ている．図 2 は Fairness index を表している．
Fairness indexの値が高いほど，全てのノードが同じスループッ
トを得ていることを意味している．CW比が変化しても，OBM
は従来の手法より常に高い公平性を得ている．これらのシミュ
レーション結果より，OBMは最適な QoSを提供しつつ，高い
スループットと公平性を得ている．
4 マルチホップ環境におけるスループット向上
4.1 問題点
OBQ は，シングルホップ環境における QoS を考慮した
EDCA を想定している．より適用環境を広げるため，シング
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図 3 平均隣接ノード数を変化させたとき
のスループット
ルホップ環境からマルチホップ環境に適用できる手法を考えた．
OBQで想定していたシングルホップ環境では，全てのノードは
互いに通信可能範囲内に存在することを仮定していた．それに
対してマルチホップ環境では，シングルホップ環境より多くの問
題が生じる．それはノード数の増加に伴い，急激にスループッ
トが低下することである．その原因の 1 つは隠れ端末問題であ
る．標準化された RTS/CTSを用いることによってある程度の
隠れ端末問題は緩和されるが十分ではない．
4.2 提案手法 OBM[3]
従来の手法の問題点を解決するため，新しいMACプロトコル
として OBM(Optimizing Backo for Multi-hop) を提案する．
OBMは，OBQより適用環境を拡張させた手法であり，マルチ
ホップ環境において適用できる．EDCAのままマルチホップに
拡張するとより複雑になるため，OBMでは QoSを考慮しない
DCFを想定している．OBMのアルゴリズムを以下に示す．
1. 動的にノード数を推測する
2. ノード数に応じた CWに調整
3. 中央ノードか端ノードか判断する
OBQと大まかな流れは同じである．すなわち，各ノードはチャ
ネルを観察し，チャネルの状態の確率を算出する．それを用い
てノード数を推測し，ノード数に応じた CWとなるように CW
を調整する．
マルチホップ環境では，シングルホップ環境と異なり，ノー
ドが配置されている場所によって隣接ノード数が異なる．ネッ
トワークに一様的にノードが配置されていると仮定し，ネット
ワーク全体に対して中央に配置されているノードを中央ノード
とする．また，ネットワーク全体に対して端に配置されている
ノードを端ノードとする．端ノードは，中央ノードと比べ，隣接
ノード数が少なく，そのため小さいＣＷを持つ傾向がある．そ
のため，中央ノードは端ノードの影響を受けて大きい CWを持
ち，公平性が低下する．中央ノードと端ノードとのバランスを
保つため，端ノードは中央ノードの CW付近の CWを持つよう
に調整する必要がある．
端ノードのＣＷを調整するために，各ノードは中央ノードか
端ノードか判断する必要がある．その判別は，送信する RTSパ
ケットに推測したノード数を付加させることでできる．RTSパ
ケットを受信したとき，隣接ノードが推測したノード数を基に，
平均推測ノード数を算出する．そして，RTSパケットを送信す
るとき，算出した平均推測ノード数と推測したノード数を比較
することで，端ノードか中央ノードか判断する．端ノードと判
断した場合，ＣＷを増加させることで中央ノードとバランスを
とることができる．
4.3 シミュレーション結果
OBMを評価するため，OBMと関連研究 [4](FNT)と従来の
手法 IEEE802.11b DCF のシミュレーション結果を示す．図 3
は隣接ノード数を変化させたときのスループットを表している．
隣接ノード数が増加するとき，隠れ端末が増加するため，より多
くの衝突が発生し，スループットが低下する．しかし，提案手法
の OBMは FNTや DCFと比べ，常に高スループットを実現す
ることができ，隠れ端末問題を緩和することができている．
5 おわりに
本研究では，EDCAを改善した分散型MACプロトコルOBQ
を提案した．OBQ は動的にノード数を推測し，最適な CW を
算出し，CW比と算出した最適な CWを用いることで各 ACに
CWを割り当てる．CW比は使用するアプリケーションに応じ
て設定することができる．CW比を変化させることで各 ACの
遅延を変化するが，トータルスループットは変化しない．
また，OBQを拡張した手法として，マルチホップ環境で適用
できる分散型 MAC プロトコル OBM を提案した．OBM は最
適な CW となるように CW を調整することで隠れ端末問題を
緩和することができた．そして，中央ノードと端ノードを分別
することで，端ノードによる影響を軽減することができ，高ス
ループットを得ることができた．
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