Lipschitz condition with respect to the Kobayashi metric on D and the spherical metric on the Riemann sphere C. We formulate and prove a few Lindelöf principles in the function theory of several complex variables.
Introduction
Let ∆ denote the unit disc {λ ∈ C : |λ| < 1} in the complex plane C with Poincaré metric ∆ (λ 1 λ 2 ) = tanh that is a sector of vertex ξ and angle β symmetric to [0 ξ]. We say that ( ) has the angular limit at ξ ∈ ∂∆ if ( ) → as → ξ, ∈ S β (ξ), for every β.
In 1912, Montel [40] proved his namesake theorem below. * E-mail: peter.dovbush@gmail.com Theorem 1.1.
Let : ∆ → C be a bounded holomorphic function. If has radial limit at 1, then has non-tangential limit at 1.
The Lindelöf principle, extending this theorem, was proved by Lindelöf in 1915 [39] .
Theorem 1.2 (Lindelöf Principle).
Suppose is a bounded holomorphic function in ∆ and γ : [0 1) → ∆ is a continuous curve such that γ( ) → 1 as → 1.
If lim

→1
(γ( )) = exists, then has non-tangential limit at the point 1.
Note that there is no restriction on the manner in which γ( ) tends to 1, except that γ( ) must lie in ∆ for all < 1. Although bounded holomorphic function has the Lindelöf property an unbounded holomorphic function may not. This encouraged Lehto and Virtanen [38] to search for meromorphic functions with similar boundary behavior and led to the concept of normal meromorphic functions defined in a simply connected domain; they proved the following theorem.
Theorem 1.3 ([38, Theorem 2]).
Suppose is a normal meromorphic function from a simply connected hyperbolic domain G ⊂ C into the Riemann sphere C with asymptotic value at a boundary point ξ along a Jordan curve lying in the closure of G. Then has non-tangential limit at ξ.
From 1957 to the present the subject of normal maps has been studied continuously and intensively, resulting in an extensive development in the single complex variable context and in generalizations to several complex variables settings, see [43] and list of references in [1] [2] [3] [4] [5] [6] [7] , [11, 13-23, 26, 47] , [30-32, 36, 37] .
We say Ω ⊂ C is a Jordan domain if ∂Ω is a Jordan curve in C. By Jordan curve we mean the homeomorphic image of ∂∆; it bounds two Jordan domains. By a Jordan arc we mean the homeomorphic image of [0 1]. In [9] the theorems above, with the additional requirement that the Jordan curve be contained in a non-tangential region, are extended to Hayman's uniformly normal families of which the singleton sets of normal functions are members. Denoting this chain by , we define its length ( ) by ( )
where the infimum is taken over all chains of holomorphic discs from to . It is known that the notion of normality can be generalized in various ways to higher dimensions. Here we adopt the following definition: A holomorphic function : D → C is called a normal function if there exists a constant C > 0 such that
Here ( · · ) stands for the spherical metric on the Riemann sphere C.
Following Gauthier [25] we shall define a sequence { } of points in D to be a P-sequence 
Korányi [35] was the first one to notice that in several complex variables the obvious notion of non-tangential limit (i.e., limit inside cone-shaped approach regions) is not the right one for studying the boundary behavior of holomorphic functions. Indeed, in the unit ball B he introduced the admissible approach region D α (ξ) of vertex ξ ∈ ∂B and amplitude α > 1 defined by
and said that a function : B → C has an admissible limit ∈ C at ξ ∈ ∂B if ( ) → as → ξ inside D α (ξ) for any α > 1. The intersection of D α (ξ) with the complex line through 0 and ξ is the angular region
and therefore they are a clear generalization of one-variable Stolz regions, but they are tangent to ξ ∈ ∂B in complex tangential directions. Nevertheless, Korányi was able to prove a Fatou theorem in the ball: any bounded holomorphic function has admissible limit at almost every point of D α (ξ), which is a much stronger statement than asking only for the existence of the non-tangential limit. This being the case, one might suppose that a Lindelöf principle might hold for bounded analytic functions on the ball, with non-tangential approach regions replaced by admissible approach regions. Unfortunately such a result is false, as was first discovered byČirka [12] .
Later, Stein [44] generalized Korányi results to any domain D ⊂ C with C 2 -smooth boundary defining the admissible limit using the Euclidean approach regions:
where ξ ∈ ∂D, ν ξ , is the outer unit normal vector to ∂D at ξ.
Furthermore, in the same periodČirka [12] gave a multidimensional generalization of Lindelöf theorem. Let
where 0 < ε < 1/2.
Theorem 1.5 ([12]).
Suppose is a bounded holomorphic function in D and has a limit as → ξ ∈ ∂D in the direction of the normal ν ξ then has the same limit as → ξ through the points of
TheČirka theorem is stronger than the Lindelöf theorem in that the conclusion gives a convergence that is stronger than non-tangential. But it is weaker in that the hypothesis requires the approach curve to be a special curve rather than an arbitrary curve.
In some situations the boundedness condition on in Theorem 1.5 can indeed be replaced by a weaker condition: The complex normal to ∂D at ξ intersects A ε α (ξ) along the Stolz angle S β (ξ), where β = 2 arccos {1/(1 + α)}. In any strongly pseudoconvex domains in C the Carátheodory distance between a point ∈ A ε α (ξ) and its orthogonal projection onto the complex normal to ∂D at ξ tends to zero as → ξ. Using this fact and Theorem 1.3 the author [14] proved the generalization of the Lindelöf theorem for holomorphic functions with derivative bounded from the Carátheodory metric on D to the spherical metric on C ⊆ Σ, where Σ is the Riemann sphere. Instead of the Carathéodory metric one could use the Bergman metric, or the Kobayashi metric: on the ball or strongly pseudoconvex domain they all are comparable (indeed on the ball they are the same up to a normalizing constant).
The Bergman metric is always greater than or equal to the Carathéodory metric [28] . On any complex manifold the Carathéodory metric does not exceed the Kobayashi one, and the latter has the contractibility property, it turns out that the right way to think about normal functions, both in one and several complex variables, is (1).
To each ξ ∈ ∂D, associate the segment I ξ = {ξ − ν ξ : 0 ≤ ≤ } ⊂ D. Cima and Krantz [11, p. 311 ] defined the K-admissible approach region of aperture α > 1 to be
, for same β > 1, and lim sup 
Theorem 1.6 ([11]).
Let D C have a C 2 -boundary, : D → C be normal and ξ ∈ ∂D. Let ∈ C and suppose that has a radial limit at ξ. Then has a hypoadmissible limit at ξ.
In [1] Abate has proved Lindelöf principles for strongly convex domains and in [3] the Lindelöf principle for (not necessarily bounded) holomorphic functions in the polydisk.
Let D C be a bounded domain, and ξ ∈ ∂D. A projection device at ξ is given by the following data: a holomorphic immersion ξ : ∆ → D extending continuously to the boundary so that ξ (1) = ξ; a neighborhood U 0 of ξ in C ; and a device associating to every ξ-curve σ contained in U 0 a ξ-curve σ ξ contained in U 0 ∩ ξ (∆). Given a projection device at ξ ∈ ∂D, we say that a ξ-curve σ is restricted if the curve σ ξ = 
Theorem 1.7 ([1]).
Let D C be a bounded domain equipped with a projection device ξ ∈ ∂D. Let : D → C be a bounded holomorphic function, and assume there is a special ξ-curve σ such that
Then has a restricted K -limit at ξ.
For instance, if we use the projection device defined before, Theorem 1.7 recoversČirka's results for the case of strongly convex domains. It should be remarked that the same theorem holds (with a very similar proof) for functions which are normal.
Frosini [22] has proved the Lindelöf principle for bounded holomorphic functions in polydisc. In this paper we extend the theorems above to a higher-dimensional domain. In Section 2 we define an approach region and obtain a "generalization" of Theorem 1.3 by Lehto and Virtanen [38] of the Lindelöf principle with the added requirements that the Jordan curve be contained in an approach region combining results of the author [18] with the idea of Cameron and Storvick [10] . In Section 3 we define an admissible domain and a weakly admissible domain and give two sets of sufficient conditions on a sequence of points in D for a normal function : D → C to have the admissible limit and the weakly admissible limit, thus extending the results obtained by Bagemihl and Seidel [8] .
Generalization of Lindelöf-Lehto-Virtanen's theorem in a polydisc
We let P denote the -dimensional unit polydisc in C , i.e.
Denote by B ( ) = { ∈ P : K P ( ) < } the metric ball with center and radius in the Kobayashi metric for P. For ξ ∈ ∂P and α > 0 we define the approach region as 
where Ξ ξ 2 √ 2 ρ 0 is the square with center ξ and side equal 2 √ 2 ρ 0 . We shall say that a function : P → C has an A-limit at ξ ∈ ∂P, and write A-lim (ξ) = if for every α > 1 and for every sequence { } in A α (ξ), that converges to ξ, ( ) → as → ∞. The case = ∞ is not excluded. We shall say that a Jordan curve γ : [0 1) → P ending at ξ ∈ ∂P is special at ξ if γ( ) ∈ A α (ξ) for some α and all ∈ [0 1).
The first theorem that we shall prove is an -dimensional analog of a classical Theorem 1.3 of Lindelöf-Lehto-Virtanen on asymptotic values of normal functions using the method of [10] .
Theorem 2.1.
Let be a normal function on P and suppose that has asymptotic limit along a curve γ special at ξ ∈ ∂P. Then has an A-limit at ξ.
Proof. Suppose first that the value is infinite. Since P is bounded and convex [18, Theorem 5.3] shows that has an A-limit ∞ at ξ. Suppose, however, that is finite real number. From [18, Theorem 4.2] follows that for all β, 0 < β < ∞, we can find a constant β such that | ( )| < β for all ∈ A β (ξ).
Consider a curve γ( ), 0 < < 1, such that γ ( ) = γ ( ) if |ξ | = 1, γ ( ) = ξ if 0 < |ξ | < 1, and γ ( ) = (1 − ) tanh α if |ξ | = 0. It is easy to see that γ is special at ξ. Since is normal we have
The function K ∆ is continuous and has a limit along γ therefore has the limit along γ. We prove first that ( ξ) → as → 1. To this end, since ( ) → along γ it is possible to find a number such that | ( 
where is a complex primitive forth root of unity, will be analytic and bounded:
, from which our assertion follows.
Generalizations of theorems of Bagemihl and Seidel
From now on, the domain D will be bounded with a C 1 -boundary ∂D, i.e. assume there is an open set U in C with ∂D ⊂ U and a C 1 -function : U → R such that D ∩ U = { ∈ U : ( ) < 0} and such that the gradient vector
is never zero for ζ ∈ ∂D. Then at a point ξ ∈ ∂D the unit vector If : D → C, ∈ C, we say has an admissible limit at ξ ∈ ∂D, respectively has a weakly admissible limit at ξ, if lim A →ξ ( ) = for every admissible domain A at ξ, respectively weakly admissible domain A at ξ.
In [8] Bagemihl and Seidel posed the following question: Given a sequence {λ } ⊂ ∆ converging to some ς ∈ ∂∆ and a holomorphic function : ∆ → C such that lim →∞ (λ ) = for some ∈ C, under what conditions on and {λ } can have the limit along some continuum in ∆ which is asymptotic at ς? The answer was given with two interesting sufficient conditions on and {λ }. The results of this section generalize the results of Bagemihl and Seidel [8] . Our limit theorem can be regarded as a generalization of the classical theorem of Lindelöf. Let { }, = π( ), be the orthogonal projection of { } to Cν 0 . Since π is a holomorphic mapping we have for all ≥ 1,
Suppose that there is a subsequence { } ⊆ { } for which fails to have as a limit. By compactness of C there must be a subsequence { } such that lim →∞ ( ( ) ) = 0 for some ∈ C, = . Therefore lim →∞ ( ( ) ( )) = ( ) by the triangle inequality. It follows that { } is a P-sequence for . A contradiction, because as is normal there is no P-sequence in D for .
Since ∂D is a C 1 -manifold nearby 0 and Cν 0 intersect transversally at 0 we have that Ω is a simply connected domain with a C 1 -boundary. By the Riemann mapping theorem one can define a Riemann map of the unit disk ∆ onto Ω and extend it conformally at 1. Suppose that (1) preserves angles between nontangential rays. Since for some α, −1 (T ξ ) ⊂ S α (1) = {λ ∈ ∆ : | arg(1 − λ)| < α} we conclude that Ω has the limit along T ξ . The assertion of the theorem now easily follows from inequality (1).
The following theorem is a generalization of [27 
Here µ( ) = max {1 | ( )|}. Let { }, = π( ), be the orthogonal projection of { } to Cν ξ . We wish to show ( ( ) ∞) → 0, → ∞. Since K D ( ) < ε for all ≥ 1 we have from (4),
The left-hand side of the above inequality tends to infinity as → ∞ hence µ( ) too, that is ( ) → ∞ and we have a contradiction. Therefore ( ( ) ∞) → 0. The left-hand side of the above inequality tends to infinity as → ∞ while the right-hand side tends to a number which is at most equal to log ( max {1 2| |}) 2ε and we have a contradiction. Therefore we have ( Ω ( ) ∞) → 0, → ∞, contradicting (5).
As in the proof of Theorem 3.1 we conclude that Ω has limit ∞ along T ξ . The assertion of the theorem now easily follows from the inequality (4).
The non-tangential limit theorems for normal mappings was proved in [29, 31] .
