We study some geometrical aspects of two dimensional orientable surfaces arrising from the study of CP N sigma models. To this aim we employ an identification of R N (N +2) with the Lie algebra su(N + 1) by means of which we construct a generalized Weierstrass formula for immersion of such surfaces. The structural elements of the surface like its moving frame, the Gauss-Weingarten and the Gauss-Codazzi-Ricci equations are expressed in terms of the solution of the CP N model defining it. Further, the first and second fundamental forms, the * email address: grundlan@crm.umontreal.ca † email address: strasburger@alpha.sggw.waw.pl ‡ email address: W.J. Zakrzewski@durham.ac.uk Gaussian curvature, the mean curvature vector, the Willmore functional and the topological charge of surfaces are expressed in terms of this solution. We present detailed implementation of these results for surfaces immersed in su(2) and su(3) Lie algebras.
Introduction
In this paper we study immersions of two-dimensional surfaces in multidimensional Euclidean spaces constructed in terms of CP N models. We present explicit formulae for the position vector X : Ω ⊂ C → R N (N +2) of a surface determined by the Gauss-Weingarten and the Gauss-Codazzi-Ricci equations. Such formulae for minimal surfaces (with zero mean curvature) immersed in three-dimensional space were found independently by A. Enneper 29 and K. Weierstrass 30 about one and half century ago. They considered two holomorphic functions ψ(ξ) and φ(ξ) of a complex variable ξ ∈ C and introduced a three component real-valued vector function X = (X 1 , X 2 , X 3 ) : D → R 3 defined by the conditions
where ∂ denotes the (complex) derivative -see below for the notation. Then they showed that the real-valued vector function
can be considered a position vector of a minimal surface immersed in R 3 . The metric of the minimal surface is conformal and is given by
where ξ andξ are complex local coordinates on D and the coordinate lines ξ = const andξ = const describe geodesics on this surface. Enneper and Weierstrass ideas have been developed since by many authors; for a review of the subject see e.g [1] [2] [3] [4] [5] [6] 36 and references therein. Most recently, this topic has been treated, among others, by B. Konopelchenko. 37 He established a direct connection between surfaces and trajectories of an infinite-dimensional Hamiltonian system. Namely, he considered a nonlinear Dirac type system of equations for two complex-valued functions ψ 1 and ψ 2 of ξ,ξ ∈ C.
He showed 38 that for any solutions ψ 1 , ψ 2 of the system (1.4) and an arbitrary curve γ in the complex plane, the following integrals over the bilinear combinations of ψ i , i = 1, 2
determine the coordinates of the radius vector X = (X 1 , X 2 , X 3 ) describing a constant mean curvature (CMC) surface immersed in R 3 . One should observe that the functions X i , i = 1, 2, 3 do not depend on the curve γ but only on its endpoints ξ ∈ C, what is due to the fact that (1.5) are integrals of exact differentials of real-valued functions. To see how to reduce more general cases down to this case see e.g. Ref. 31 In accordance with 31 we will refer to equations (1.4) and (1.5) as the generalized Weierstrass formulae. It was shown in our previous work 20 that the generalized Weierstrass formulae for two-dimensional surfaces in multi-dimensional spaces are equivalent to CP N sigma models. This determination has opened a new efficient way for constructing and studying these types of surfaces. The advantage of the use of the CP N models in this context lies in the fact that they allow us to replace the methods based on Dirac-type equations by the formalism connected with completely integrable systems, for example Lax pairs, Hamiltonian structures, or systems defining infinite number of conserved quantities. A procedure for constructing the general classical solutions admitting finite action of the Euclidean two-dimensional CP N model was devised by A.M. Din et al. 27 The solutions are then obtained by repeated applications of a certain transformation on the basic solution expressed in terms of holomorphic functions. As a result, we get three classes of solutions: holomorphic, anti-holomorphic and the mixed ones.
In this paper we further develop our approach to constructing twodimensional surfaces in R m based on their connection with CP N sigma models, by exploiting the group analytical properties of these models. We explore surfaces immersed in su(N + 1) algebras and use their moving frames to construct their structural equations parametrized by CP N sigma models. We show that this form of structural equations leads directly to explicit form of Weierstrass representation for generic two-dimensional surfaces immersed in multi-dimensional spaces.
Finally, let us note that the outlined approach to studying surfaces in R m lends itself to numerous potential applications. Surfaces immersed in Lie groups, Lie algebras and homogeneous spaces appear in many areas of mathematics as well as physics, chemistry and biology. We list below just a few instances, which seem the most relevant:
In mathematics -a description of monodromy of solutions of higher order Painlevé equations and their connection with theory of surfaces; developments of numerical computing tools in the studies of surfaces through the techniques of completely integrable systems.
In physics, chemistry and biology [8] [9] [10] [11] [12] [13] [14] [15] [16] the surfaces arise in many applications. The equations that describe them are related to their properties though sometimes not all of them are well understood. We hope that our results may help in some cases to elucidate these properties.
The algebraic approach to structural equations of surfaces has often proved to be very difficult from the computational point of view. A natural geometric approach to derivation and classification of such equations seems therefore to be of fundamental importance for applications in physics, other sciences and also technology. This paper is organized as follows. Section 2 is concerned with setting up preliminary material on CP N models -presenting it we are focusing on the use of a compatibility condition, rather then on the usual approach via the Euler-Lagrange equations. In section 3 we present the required notions and propositions dealing with the structure of complex projective spaces and discuss in detail a certain decomposition of the group SU(N + 1), which was previously noted in the paper 19 of Rowe et al. In section 4 we show how to use the equations of the CP N model to associate an immersion of a surface in the Lie algebra su(N + 1). The obtained formula extends the classical Weier-strass formula for the conformal immersion of a 2-dimensional surface into the 3-dimensional Euclidean space. We derive the equations of the moving frame for the above immersion in su(N + 1) and present some geometrical characteristics of these surfaces. This analysis is developed further in the Section 5, where, using the conformality of the surfaces obtained from the CP N models for N = 1, 2, we establish an explict formula for the moving frame in terms of the data of the model. Let us note that the case N = 2 produces surfaces immersed in R 8 = su (3) . In section 6 we illustrate our theoretical considerations with several examples obtained from the CP 1 and CP 2 sigma models. The last section (7) contains some remarks and hints for further possible developments.
Preliminaries on CP N models 17
From a large supply of geometrical models of immersions 34, 35 we shall concentrate in this paper on a particular class of models, the so called CP N sigma models. The CP N sigma model can be defined in terms of functions
satisfying the constraint z † · z = 1 and defined on an open simply connected subset Ω of the complex plane. Here and below we employ the standard notation where points of the complex coordinate space C N +1 are denoted by z = (z 0 , z 1 , . . . , z N ) and the standard hermitian inner product in C N +1 , with respect to the corresponding norm, by
We shall use ∂ µ = ∂/∂ξ µ , µ = 1, 2 to denote ordinary derivatives and D µ for the covariant derivatives defined according to the formula
With this notation the Lagrangian density for such a model is given by (cf. e.g. 17 ) 4) and the solutions of the CP N model are stationary points of the action func-
The physically relevant case concerns fields defined on the whole Riemann sphere, i.e. when Ω = S 2 = C ∪ {∞}, but the case of an arbitrary Ω is also of interest. Further, since the action functional is U(1) invariant, i.e. it does not change under the transformations z → e iϕ z, hence the model may be thought of as being defined in terms of a map [z] : Ω → CP N with values in the projective space CP N . We find it often more convenient to use this latter point of view and describe the model in terms of "unnormalized" fields ξ
We shall refer to the "z's" above as inhomogeneous and to the "f 's" as homogeneous coordinates of the model. Now, using the customary notation for holomorphic and antiholomorphic derivatives
and introducing the orthogonal projector on the orthogonal complement to the complex line in C N +1 determined by f given by
we may express the action functional (2.5) in terms of f 's by
9)
Since P is an orthogonal projector, it satisfies P 2 = P, P † = P.
(2.10)
The map [z] is determined by a solution of the Euler-Lagrange equations which is associated with the action (2.9). In terms of homogeneous coordinates f 's the equations take the form
Using the projector P we can rewrite (2.11) as ∂∂P, P = 0, (2.12) or equivalently as the conservation law
Further, introducing the (N + 1) by (N + 1) matrix K
and noting that its hermitian conjugate is It follows from the above (2.16) that ∂K is an hermitian matrix, i.e. ∂K ∈ i su(N + 1). One can check by a straightforward computation that the complex-valued functions
for any solution f of the Euler-Lagrange equations (2.11). Note that J and J are invariant under global U(N + 1) transformation, i.e. f → ψf, ψ ∈ U(N + 1).
For the sake of illustration, which will be useful later on, let us present here the Euler-Lagrange equations (2.11) for the cases N = 1, 2. In the CP 1 case the function f = (f 1 , f 2 ) is a two-component vector and introducing the variable W = f 2 /f 1 (or equivalently setting f 1 = 1), we reduce (2.11) to one equation of the form
For the case N = 2, we can set one of the components of the vector field f = (f 1 , f 2 , f 3 ) to one, say f 1 = 1. Then, in the CP 2 case, all quantities are expressible through two variables f 2 and f 3 which are denoted by W 1 and W 2 , respectively. The Euler-Lagrange equations (2.11) take the form of the equations
3 Some decompositions of SU(N + 1) and related parametrizations of CP N In this section we collect several facts concerning realization of projective space CP N as a homogeneous space of the special unitary group SU(N + 1) and discuss related decompositions of the group and its Lie algebra su(N + 1). The standard reference, where all the details missing here can be found, is the book of Helgason. 18 As is well known, the space CP N consists of complex lines through the origin 0 in C N +1 (the one dimensional complex subspaces of C N +1 ). We denote by π the map, which associates to any nonzero vector Z = (z 0 , . . . , z N ) ∈ C N +1 the line passing through the origin and Z, so that
The numbers z 0 , z 1 , . . . , z N , determined up to a nonzero complex number, are called the homogeneous coordinates of the line π(Z). The restriction of π to the unit sphere S 2N +1 = {Z ∈ C N +1 | Z † Z = 1} remains surjective -the resulting map π H : S 2N +1 → CP N is known as the Hopf fibration. Observe that if the line l passes through the point Z 0 ∈ S 2N +1 , then the fiber over l, π −1
For any given j = 0, 1, . . . , N one introduces the so called affine or inhomogeneous coordinates defined in the complement of the set
which sets up a natural isomorphism of C N with CP N \ H j . In the particular case of the affine coordinates defined in the set U 0 = CP N \ H 0 we shall write
By transitivity of the action of SU(N + 1) on the set of lines in C N +1 one has a natural identification G/K 0 ≃ CP N , with K 0 denoting the isotropy group of the standard reference point l 0 = π H (e 0 ) = Ce 0 . Now
and the identification above is written as CP N ≃ SU(N + 1) /S(U(1) × U(N)). Passing to the Lie algebra level and denoting the respective Lie algebras by g = su(N + 1) and
one has the direct sum decomposition of the isotropy Lie algebra
with c being its center. To study other decompositions we first recall that the Killing form of g = su(N + 1) is given by the formula B(X, Y ) = 2(N + 1) tr(XY ) and is negative definite. The space su(N + 1) of skewhermitian matrices can thus be given the structure of a real Euclidean space of dimension N(N + 2) by taking the negative of the Killing form as the inner product. The orthogonal complement to k 0 with respect to this inner product consists of matrices of the form
where x = (x 1 , . . . , x N ) ∈ C N and 0 N is the N × N zero matrix, and this yields the orthogonal decomposition g = k 0 ⊕ p. This later fact is a starting point for introducing a useful parametrization of the projective space, analogous to the spherical coordinates on the Euclidean sphere. Observe that the adjoint action of the isotropy group K 0 on p reduces to the action of U(N) on C N given by the following formula
The action is clearly transitive on the unit sphere in p and essentially this fact implies validity of the next result (for a general form of such decompositions cf. [18, p. 402] ). To formulate it we first introduce more notations. Set
where we have set R(α) = ( cos α − sin α sin α cos α ) and which is isomorphic to SO(2). The corresponding maximal torus in CP N is
Denoting further by M ⊂ K 0 the centralizer and by
The factor group M ′ /M = Z 2 is the Weyl group associated with CP N .
We can now formulate the main result of this section, which will be used extensively later on. It describes a certain decomposition of the group SU(N + 1) related to the spherical parametrization of the projective space and is stated as the point c) of the proposition below. The points a) and b) are included for readers' convenience and comprise the classical decompositions found e.g. in [18, p. 402] ). It should be pointed out that c) is an elaboration of the result stated in, 19 but proved there only for SU(3).
The remaining notations are as explained above. a) Every element of G can be written as a product g = k 1 exp θHk 2 with k 1 , k 2 ∈ K 0 . More precisely, the map
arising from the group multiplication, is a smooth surjection. b) The map
is a smooth surjection and is a double covering on the complement of the
be the diagonal imbedding of U(1) into SU(2). The map
is a smooth surjection.
Proof. We are going to prove only part c) of the statement and this follows by simple matrix calculations from the polar decomposition given in equation (3.8) . Assume that we have a product of the form
where A i ∈ U(N) and λ i det A i = 1 for i = 1, 2. By splitting a factor of the form
from the matrix on the left hand side in this product and commuting it with the middle term, we can bring the entries in the top left corners of the matrices on both sides of equation (3.12) to coincide with each other, thus obtaining the product
with the relations λ det A ′ i = 1 for i = 1, 2 still satisfied. Now it remains only to split off the factors of the form δ(λ, λ) 0 0 1N−1 from the both extreme terms to get the sought for form (3.11) of the product.
Q.E.D.
Remark 1. The statement in c) above is simply that every element of SU(N + 1) can be written as a product of four matrices of the above given form, and writing down the product of the middle terms in equation (3.11) explicitely we obtain
so that the right hand side of the decomposition (3.11) reduces to Corollary 1. Each element of the SU(3) group can be decomposed into the following product:
where U i ∈ SU(2) for i = 1, 2 and
Writing this more explicitely we obtain
We finish this section by bringing in the explicit orthogonal bases for the Lie algebras su(2) and su (3), which will be used in our future discussion of CP 1 and CP 2 models. For uniformity we use the inner product
where the Killing form is given by the formula
The orthogonal basis with respect to the Killing form is given for the case N = 1 by the matrices −iσ j , for j = 1, 2, 3, where σ j denote the Pauli matrices
Now, su (3) is eight-dimensional (over R) and consists of matrices of the form
For this case we can choose a basis adapted to the decomposition g = k 0 ⊕ p, where the isotropy Lie subalgebra k 0 is given by
and may be further decomposed as
Accordingly, as its orthogonal basis, we take {S j | j = 1, . . . , 4}, where
Its orthogonal complement p consists of matrices defined in (3.3) which take the form
We suplement the above defined basis of k 0 by the following basis for p
and observe that the later are orthogonal with respect to the Killing form. Thus the matrices {S 1 , . . . , S 8 } form an orthogonal basis for su(3).
4 The structural equations of surfaces immersed in su(N + 1) algebras obtained through CP N models
In order to investigate immersions defined by means of solutions of the CP N models and, in particular, to envisage the moving frames and the corresponding Gauss-Weingarten and the Gauss-Codazzi-Ricci equations, it is be convenient to expoit the Euclidean structure of the su(N + 1) Lie algebras leading to an identification R N (N +2) ≃ su(N + 1) described in the previous section. Let us assume that the matrix K given by (2.14) is constructed from a solution f of the Euler-Lagrange equation (2.11) defined on an open connected and simply connected set Ω ⊂ C. The conservation law (2.16) then holds and implies that the matrix-valued 1-form
is closed (d(dX) = 0) and takes values in the Lie algebra su(N + 1) of antihermitian matrices. Since the real and imaginary parts of antihermitian matrices are anti-symmetric and symmetric, respectively, there are real valued 1-forms dX 1 and dX 2 such that
with the superscript T denoting the transposition. From the closedness of the 1-form dX it follows that the integral
locally depends only on the end points of the curve γ (i.e. it is locally independent of the trajectory in the complex plane C). The integral defines a mapping X :
which will be called the generalized Weierstrass formula for immersion. The complex tangent vectors of this immersion, on the basis of (4.3), are
(4.5)
Thus we can locally associate a surface F with the CP N model (2.11) by integrating the exact 1-form (4.1), for which the components of the induced metric g ij are calculated using formulae (2.14) and (3.18) g 11 = (∂X, ∂X) = J, g 12 = g 21 = (∂X,∂X) = −(Req 2 ), (4.6) g 22 = (∂X,∂X) =J, where J andJ are functions defined by (2.17) and the quantity q satisfies
Based on the Schwarz inequality, the determinant of the induced metric g is positive definite
So, the first fundamental form I of a surface F is defined by
and is also positive definite. The quantity J dξ 2 defined on F, called Hopf differential, is invariant with respect to conformal changes of coordinates. This freedom will be used to simplify the corresponding equations. In the metric (4.6) the Gaussian curvature of immersion associated with the CP N model is given by
Now, let us determine a moving frame on a surface immersed in N(N +2)dimensional Euclidean space and write the corresponding Gauss-Weingarten equations expressed in terms of any solution f satisfying the CP N sigma model equations (2.11) . Using the Gramm-Schmidt orthogonalization procedure to construct and write explicitly expressions for the normals η k to a given surface in R N (N +2) can, in general, be a complicated task. An alternative way we propose is to use the isomorphism of R N (N +2) with the Lie algebra su(N + 1). In this representation, the equations for a moving frame on the surface can be written in terms of (N + 1) by (N + 1) skew-hermitian matrices. We denote the frame by η = η 1 = ∂X, η 2 =∂X, η 3 , . . . , η N (N +2) T with the normals η 3 , . . . , η N (N +2) satisfying the following conditions (∂X, η k ) = 0 , (∂X, η k ) = 0, (η j , η k ) = δ jk , j, k = 3, . . . , N(N + 2).
(4.10)
Let us define the following expressions
Now we can formulate the following
For any solution f of the CP N sigma model equations (2.11) , such that the determinant of the induced matrix g is nonzero in some neighborhood of a regular point p = (ξ 0 ,ξ 0 ) in C, there exists in this neighborhood a moving frame η on this surface which satisfies the following Gauss-Weingarten equations
where the N(N + 2) by N(N + 2) matrices A and B have the form
(4.14)
The elements of A and B take the form
where
(4.16)
The Gauss-Codazzi-Ricci equations are given bȳ
and coincide with (2.11) -the equations of the CP N sigma model.
Proof. Note that for any solution of the CP N equations (2.11) the matrices ∂X and∂X are defined by (4.5). As can be checked by a straightforward computation using (2.11), the mixed derivatives ∂∂X and∂∂X coincide and are perpendicular to the surface As a direct consequence of differentiation of the normals (4.10) we get (∂η j , η k ) + (∂η k , η j ) = S jk + S kj = 0, (∂η j , η k ) + (∂η k , η j ) =S jk +S kj = 0, j = k (4.20)
and (∂η j , ∂X) + (η j , ∂∂X) = 0, (∂η j ,∂X) + (η j ,∂ 2 X) = 0, (∂η j , ∂X) + (η j , ∂ 2 X) = 0, (∂η j ,∂X) + (η j ,∂∂X) = 0.
(4.21)
Using the expressions (4.12)-(4.14) and (4.6) we come to the following linear equations g 12 α 1,j + g 22 β 1,j + J j = 0, g 11 α 1,j + g 12 β 1,j + H j = 0, j = 3, . . . , N(N + 2) g 21 α 2,j + g 22 β 2,j +J j = 0, g 11 α 2,j + g 21 β 2,j + H j = 0, which allow us to determine elements α i,j and β i,j in terms of g ij , H j and J j . As can be easily calculated, they take the form (4.15) postulated in Proposition 2. The second derivatives ∂ 2 X and∂ 2 X are
(4.23) Let us observe that the following traces (and their complex conjugates) vanish:
(4. 24) This means that the vectors corresponding to the matrices (∂ 2 X − a i,1 ∂X − a i,2∂ X) and (∂ 2 X −a i,1 ∂X −a i,2∂ X) , i = 1, 2 are perpendicular to the surface determined by (4.12). Substituting (4.23) into equations (4.21) and solving the obtained linear systems we can determine a i,l , i, l = 1, 2 which prove to be of the form (4.16). Finally, the Gauss-Codazzi-Ricci (GCR) equations are the necessary and sufficient conditions for a local existence of a surface and are the compatibility conditions of the Gauss-Weingarten equations. In our case the GCR equations coincide with the CP N sigma model equations (2.11) and are given in a matrix form by (4.17). So, with any solution f of the CP N model we can associate a surface defined by (4.3). Q.E.D.
Making use of the expressions for the second derivatives of X, the induced metric g ij and the elements a il appearing in matrices A and B, we can write explicitly the second fundamental form of the surface in terms of f
(4. 25) where the symbol ⊥ denotes the normal part of matrices ∂ i ∂ j X and the indices i, j stand for ξ orξ. The quantities a il are given by (4.16). The mean curvature vector can also be expressed in terms of f as follows:
(4.26)
The Willmore functional of a surface has the form
where Ω is any open set on the surface.
When a solution f satisfying the CP N model (2.11) is defined on the whole Riemannian sphere S 2 then the integral
is an invariant of the surface and is known as the topological charge of the model. 
Surfaces immersed in su(2) and su(3) algebras
We now apply the general considerations of Section 3 to the case of surfaces immersed in Lie algebras su(2) and su(3) and associated sigma models CP 1 and CP 2 , respectively. We also include discussion of some geometrical properties of these surfaces.
We start our considerations with the CP 1 model for which we construct the associated immersion of the surface F in R 3 and compute some of its geometric characteristics. At the same time we correct some misprints which ocurred in. 33 In this case it is convenient to replace the homogeneous coordinates (f 1 , f 2 ) by the affine coordinate W = f 2 /f 1 . The matrix K is given by As a result of the conservation law (2.16), the real and imaginary parts of the 1-form dX are
dξ .
Note that the 2 by 2 matrices dX 1 and dX 2 can de decomposed in terms of the Pauli matrices σ i as follows
The matrices dX 1 and dX 2 are antisymmetric and symmetric respectively. This allows us, in turn, to define three real-valued linearly independent functions X i (ξ,ξ), i = 1, 2, 3 which determine the generalized Weierstrass formulae for the immersion
So, if the complex-valued function W is a solution of the CP 1 sigma model (2.19 ), then we can use the formulae (5.3) to construct the immersion in R 3 . The induced metric in this case is given by
For solutions of (5.2) defined over S 2 , the function W can be only holomorphic or antiholomorphic (cf. 17 ), say, holomorphic, which implies that (5.6) gives conformally immersed surfaces with the induced metric
which, as shown earlier [25] , is equivalent to g 12 = |Dz| 2 . The Gaussian curvature in this case is one K = 1, (5.8) and we have the proportionality of fundamental forms
Geometrically, this means that solutions of the CP 1 model (5.2) defined over S 2 parametrize the standardly immersed sphere in R 3 . This had already been shown in the case of instanton solutions in 28 For the case of N = 2 we can set one of the components of the vector field f = (f 1 , f 2 , f 3 ) to one, say f 1 = 1. Then, in the CP 2 case, all quantities are expressible through two variables f 2 and f 3 which are denoted by W 1 and W 2 , respectively. The Euler-Lagrange equations (2.11) take the form of the equations
As was noted in, 33 the metric induced by the immersion X(ξ,ξ) in R 8 = su (3) is conformal for holomorphic solutions of the CP 2 model defined over S 2 and is then given by
On the other hand, for any conformally parametrized surface F in R 8 one can express the metric in the form I = e 1 2 (u+ū) dξdξ, (5.13) where u is a complex-valued function of ξ,ξ ∈ C. This implies g 11 = 0 , g 12 = 1 2 e 1 2 (u+ū) , g 22 = 0. (5.14)
Under the above circumstances the following holds:
Proposition 3. Any set of solutions (W i ,W i ), i = 1, 2 of the CP 2 sigma model equations (5.10) such that the induced metric is nonzero in some neighbourhood of a regular point p = (ξ 0 ,ξ 0 ) ∈ C, determines a conformal parametrization of a surface F immersed in the su(3) Lie algebra. Its moving frame on F can be written in terms of 3 by 3 skew-hermitian matrices and is of the form η = (∂X,∂X, η 1 , . . . , η 6 ) T , (5.15) where the complex tangent vectors to the surface F are given by the following traceless matrices
16)
where we have defined the following expressions
Remark 2. The explicit expressions for the complex normals to this surface immersed in su(3), in terms of W 1 and W 2 , can be found in. 25 Proof. Due to the normalization of the function X (given by equations (5.14) and (4.5)) we can express the moving frame η = (∂X,∂X, η 1 , . . . , η 6 ) T on a surface F in terms of the adjoint su(3) representation
Note that {Y − , Y + } span over R, the same space as {S 1 , S 2 }. Using the polar decomposition of the SU(3) group given in Section 2 cf. (3.11), a general SU(3) matrix Φ can be decomposed into a product of three SU(2) factors. Performing the multiplication in the expression (3.17) and setting λ = e iφ/2 and α = t, we obtain If we adopt the description (5.18) for the moving frame η on a surface F associated with the CP 2 sigma model, then equating the induced metrics (5.12) and (5.14) leads to the expression of function u in terms of W i ,W i , i = 1, 2
Now we have to determine the form of a 8-parameter representation of the matrix Φ in terms of W i ,W i , compatible with the CP 2 sigma model (5.10). Using the 3 by 3 projector matrix
we can write the Euler-Lagrange equations (5.10) in the form of the conservation law (2.16) for the matrix
where we have defined the following expression
and the quantity A is given by equation (2.21) . According to (2.14) and (4.5), the matrices ∂X and∂X take the required form (5.16) . Let us note that to satisfy the compatibility condition for (5.18) (i.e. ∂∂X = ∂∂X) it is sufficient, in view of conservation laws (2.13), to postulate that condition (4.5) holds for the matrix K given by (5.25) . So, we can determine functions a i , b i ∈ C and t, ϕ ∈ R, appearing in the matrix Φ ∈ SU(3), in terms of W i andW i , i = 1, 2. By a straightforward algebraic computation we get
27) where we used the following notation (5.17) and
(5.28)
Given the above form of the matrix Φ, matrices Y − , Y + and S i+2 , i = 1, . . . , 6 the moving frame (5.18) adopts the required forms (5.15)-(5.16). One can check directly that it satisfies the Gauss-Weingarten equations (4.12). In our case the corresponding GCR equations, which are the compatibility conditions for (4.12), coincide with the CP 2 sigma model equations (5.10). Thus we have proved that any holomorphic solution of the CP 2 model defined over S 2 gives a surface conformally immersed in R 8 with the moving frame given by (5.15 ) and (5.16) . Q.E.D
Examples and applications
Based on the results of the previous sections we can now construct certain classes of two-dimensional surfaces immersed in R 8 . For this purpose we use the CP 2 sigma model defined over S 2 . For this model all solutions of the Euler-Lagrange equations (5.10) are well known. 17 Under the requirement of the finiteness of the action(2.9) they split into three classes : holomorphic (i.e. W i = W i (ξ)), antiholomorphic (i.e. W i = W i (ξ)) and the mixed ones. The latter ones can be determined from either the holomorphic or antiholmorphic functions by the following procedure: 17 Consider three arbitrary holomorphic functions g i = g i (ξ) and define for each pair of them the Wronskian functions
Then one can check that the map
is a solution of the CP 2 sigma model, so called mixed one, and hence the ratios of the corresponding components
satisfy equations (5.10 ). An alternative approach starts with any antiholomorphic functionsḡ i = g i (ξ) and constructs functions f i and consequently W i as above but using∂ instead of ∂ in the definition of G ij . It yields results which are complementary to the ones obtained by the first approach. Let us note here that the requirement of finite action (2.9) excludes solutions which admit Painlevé transcendent, branch points and also essential singularities. Now, let us discuss some classes of surfaces immersed in su(3) algebra which can be obtained directly by applying the Weierstrass representation (4.4). For the CP 2 model (5.10), the matrix K in terms of W i andW i , i = 1, 2 is given by (5.25) . As a consequence of the conservation law (2.16), the real and imaginary parts of the 1-form dX, given by (4.2), are
Note that the 3 by 3 matrices dX 1 and dX 2 can be decomposed in terms of the matrices S i as follows
The matrices dX 1 and dX 2 are antisymmetric and symmetric, respectively. As a result of the decomposition (6.5), there exists eight real-valued linearly independent functions X i (ξ,ξ) i = 1, . . . , 8 which determine the generalized Weierstrass representation of surfaces associated with the CP 2 model (5.10).
Considering the off-diagonal entries of the matrices dX 1 and dX 2 we get
From the diagonal entries of the matrix dX 2 we obtain
which satisfy tr dX 2 = dX 7 + dX 8 + dX 9 = 0. (6.8)
Note that by virtue of the conservation law (2.16), the 1-forms (6.6) and (6.7) are the exact differentials of real-valued functions. Eight linearly independent functions X j (ξ,ξ) j = 1, . . . , 8 constitute the coordinates of the radius vector X(ξ,ξ) = (X 1 (ξ,ξ), . . . , X 8 (ξ,ξ)) (6.9) of a two-dimensional surface in R 8 . Thus, if the complex-valued functions W i , i = 1, 2 correspond to any solution of the CP 2 sigma model (2.13), then we can use the generalized Weierstrass formulae (6.6) and (6.7) to construct a two-dimensional surface in R 8 uniquely defined by this solution. Let us note that in the limiting case when
the Weierstrass formulae (6.6) and (6.7) reduce to formulae (5.3) describing the immersion in the the CP 1 case. Note also that similar reduction is valid when we put W 1 = 0 or W 2 = 0. These limits characterize some properties of solutions of both systems (2.19) and (5.10). Now, let us discuss some classes of surfaces immersed in R 8 which can be determined directly by applying the Weierstrass representation (6.6) and (6.7).
1.
As well known, the simplest case of solutions of the CP 2 model is obtained by taking W i to be analytic. In this case∂ W i = 0 and so many expressions in (6.6) and (6.7) vanish. In fact we get, (with c.c. denoting the complex conjugate)
These expressions can be easily integrated giving us, up to overall constants that can be added to any X i :
A ,
Of course X 9 is related to X 7 and X 8 and is given by 2 1 A up to an overall additive constant which is arbitrary.
Note that in general we have a surface in R 8 . Using (5.12)it is very easy to calculate the curvature as we know that
where the dot means differentiation with respect to ξ. Then the Gaussian curvature is given by an expression like (5.8), namely
Note that in the CP 1 case (ie when W 2 = 0) we get
with the remaining components X i = 0, i = 1, 4, 7.
Note that in this case our surface is the surface of an appropriately located sphere. To see this note that
Thus we have X 2 1 + X 2 4 + (X 7 − 1) 2 = 1 (6.17) and so we see that all points lie on the surface of a sphere of unit radius, centrered at (0, 0, 1). Of course, the number of times this surface is covered depends on the degree of W 1 , i.e. the topological charge of the map. This is, of course, consistent with (6.14), which gives a constant.
In the CP 2 the situation is more complicated but also more can be said about the surface; i.e., for example, all points lie on the surface of X 2 1 + X 2 2 + 2X 2 3 + X 2 4 + X 2 5 + 2X 2 6 + X 2 7 + X 2 8 = 2. (6.18)
However, the curvature is not necessarily constant. To see this we use (6.14) and consider very specific fields, namely: which shows that curvature is constant when a = 0 or a = √ 2, but not in other cases. Hence, in general, the surfaces do not have a constant curvature.
2. We now present a surface corresponding to a simple mixed solution (cf. equation (6.3)) obtained by choosing g 1 = 1, g 2 = ξ, g 3 = ξ 2 . Then
. (6.23)
The Weierstrass representation (6.6), (6.7) can be intrgrated and it leads to a surface immersed in R 8 given in polar coordinates (r, ϕ) by (6.26)
The resulting expressions for the second fundamental form (4.25) and the mean curvature vector (4.26) are rather complicated, hence we omit them here.
3. Another class of mixed solutions of the CP 2 model is given by
The associated surface is obtained by integrating Weierstrass formulae (6.6), (6.7). In polar coordinates, setting r = e ϑ , it takes the form X 1 (ϑ, ϕ) = −e −ϑ tanh ϑ sin ϕ, X 5 (ϑ, ϕ) = −e −ϑ tanh ϑ cos ϕ, X 6 (ϑ, ϕ) = e −ϑ sech ϑ, X 2 = X 3 = X 4 = X 7 = X 8 = 0. (6.28)
It describes a surface of revolution which is immersed in R 3 , (see Fig. 1 ). The first and second fundamental forms are I = 1 r 2 (1 + r 2 ) 2 1 r 2 (r 4 + 6r 2 + 1)dr 2 + (r 2 − 1) 2 dϕ 2 , II = 4 (1 + r 2 ) 2 (r 4 + 6r 2 + 1) 1/2 (r 2 + 3)dr 2 + r 2 (r 2 − 1)dϕ 2 .
(6.29)
The Gaussian and mean curvature are K = 16r 8 (r 2 + 3) (r 4 + 6r 2 + 1) 2 (r 2 − 1) , H = r 4 (r 4 + 4r 2 − 1) (r 4 + 6r 2 + 1) 3/2 (r 2 − 1) .
(6.30)
This case corresponds to the immersion of the CP 2 model into the CP 1 model.
Final remarks and future developments
There are reasons to expect that the association between the Weierstrass representation of surfaces immersed in su(N + 1) Lie algebras and the Euclidean two-dimensional CP N sigma models, described in this paper, can be found also for more general sigma models. A good object of the investigation in this direction are the complex Grassmannian sigma models which take values on symmetric spaces SU(m + n)/(S (U(m) × U(n)). These models, which are quite significant from the physical point of view, share many important common properties with the CP N models considered here. They possess an infinite number of conserved quantities, as well as infinite-dimensional dynamical symmetries which generate the Kac-Moody algebra. The Grassmannian sigma model equations, just like CP N models, have a Hamiltonian structure and complete integrability with the linear spectral problem well formulated. Many classes of solutions of these equations are known; they can be expressed in terms of holomorphic functions and functions obtained from them by a procedure which is a generalization of the transformation which generates all solutions of the CP N models. For the complex Grassmannian sigma model in two Euclidean dimensions it is assumed that g = g(x) ∈ SU(N + 1) The projector matrix P in this case is P = X X † = m l=1 z l z † l , P † = P, P 2 = P (7.3) and in general, has rank higher than the corresponding matrix for the CP N model. However, the equation of motion in terms of P in this case has the same form as (2.4) and is obtained by minimizing the action of the Lagrangian L = tr (D µ X) † · (D µ X) , (7.4) where D µ X is the covariant derivative for X,
The above fact implies that our method can be successfully used for constructing surfaces associated with the complex Grassmannian sigma models. The question of the diversity and complexity of these surfaces, however, remains open and has to be answered in further work. In this paper we have shown how to generalize the old idea of Enneper 29 and Weierstrass 30 in connection with the CP N sigma models and their group properties. We have found the structural equations of surfaces immersed in su(N + 1) Lie algebras and expressed them in terms of any solution of the CP N model. We have discussed in detail the geometrical aspects of these surfaces and illustrated the proposed method of constructing surfaces in the case of low dimensional su(N + 1) Lie algebras. We are convinced that our approach and results may be useful for applications to surfaces in biology and chemistry, among others, by providing explicit models for situations which are experimentally investigated but for which the theory is not yet fully developed. 
