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THE HOMOGENEOUS ANALYTIC CENTER CUTTING PLANE METHOD
The homogeneous analytic center cutting plane method is a cutting plane scheme for convex
optimization, combining the properties of self-concordant functions with the robustness of its
parent method: the analytic center cutting plane method.
At each iteration, an analytic center is defined as the point minimizing a self-concordant potential
function. A first-order oracle returns a cutting plane that is appended to the current localization
set. During the process the problem is embedded into a homogeneous space, whereas the oracle
remains in the original space.
We carry out the convergence analysis with approximate analytic centers. We also consider the
case where several cutting planes are simultaneously returned by the oracle. In the multiple cuts
case, the complexity proof resorts to recent results about augmented self-concordant barriers. We
finally illustrate the method with examples of variational inequalities and separation problems.
Keywords: non-differentiable convex optimization, cutting plane methods, analytic center,
oracle, self-concordant functions.
LA ME´THODE HOMOGE`NE DES CENTRES ANALYTIQUES
La me´thode homoge`ne des centres analytiques est une me´thode de plans coupants pour l’optimisation
convexe, combinant les proprie´te´s des fonctions self-concordantes et la robustesse de la me´thode
des centres analytiques.
`A chaque ite´ration, un centre analytique est de´fini comme le point minimisant une fonction po-
tentielle self-concordante. Un oracle de premier ordre renvoie un plan coupant enrichissant la
de´finition de l’ensemble de localisation courant. Durant tout le process, le proble`me est plonge´
dans un espace homoge`ne tandis que l’oracle reste dans l’espace d’origine.
Nous e´tudions tout d’abord la convergence de l’algorithme avec des centres analytiques ap-
proche´s. Puis nous conside´rons le cas ou` l’oracle renvoie simultane´ment plusieurs coupes, la
preuve de complexite´ fait appel a` des re´sultats re´cents sur les barrie`res self-concordantes aug-
mente´es. Finalement, nous appliquons la me´thode homoge`ne a` des proble`mes d’ine´galite´s vari-
ationnelles et de se´paration.
Mots cle´s : Optimisation convexe non-diffe´rentiable, me´thodes de plans coupants, centre analy-
tique, oracle, fonctions self-concordantes.
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Chapter 1
Introduction
1.1 Context of the research
eal-life quantitative problems can often be modeled under the form of mathematical
programming problems. In the present dissertation, we deal with two types of such
problems: convex feasibility problems aim at finding a point in a convex domain
defined by a set a convex mathematical constraints, convex optimization problems
consist in minimizing or maximizing a mathematical function over such a set. The most popular
example of convex optimization problem is linear optimization, which has been solved in 1947
by Dantzig’s famous simplex algorithm. The apparition of very efficient interior-point methods
in the early 80’s represents the second breakthrough in convex optimization. This new fam-
ily of methods enjoys both polynomial complexity and excellent computational performances,
enabling one to solve larger and larger applications.
The goal of our work is to extend and implement a recent method developed by Nesterov and
Vial [115], the homogeneous analytic center cutting plane method (also denoted h-ACCPM).
This method combines the powerful results of the theory of self-concordant functions [111, 108]
with the robustness of its parent method: the analytic center cutting plane method (in short AC-
CPM) [33, 49, 58, 59]. Besides, it offers a unified approach to solve varied convex optimization
or feasibility problems. As a direct extension of the analytic center cutting plane method, the
homogeneous scheme benefits from the polynomial complexity of the interior points algorithms.
The method also belongs to the field of cutting plane methods. These iterative algorithms com-
pute a sequence of query points that converge to an optimal solution. At each iteration, the master
program calls a routine named oracle, that provides first order information in the form of cutting
planes. The cutting planes separate the current query points from the set of solutions. Given a
sequence of query points, the set of cutting planes generated by the oracle defines a polyhedral
relaxation of the solution set, called localization set. As the sequence of query points increases,
the relaxation becomes increasingly refined, until one obtains a solution to the original problem
at the given degree of accuracy. One can conceive of many possible query points, but the ana-
lytic center –a concept first introduced by [136]– is well adapted. Analytic centers underlie the
theory of most interior point methods; their analytical properties are well studied and there are
1
2 CHAPTER 1. INTRODUCTION
powerful algorithms to compute them or to retrieve a new center after one side of the polyhedron
has been shifted. Thus, analytic centers can be successfully used in the context of cutting plane
or path-following algorithms [144].
The main difference between the standard and the homogeneous ACCPM is the systematic re-
course to results arising from the theory of self-concordant functions and barriers. The paper
[115] makes a direct use of the theoretical results of the monograph [111] and the lectures notes
[108], and resorts to a result on self-scaled cones [113, 114]. Our extension to the multiple cut
case is directly inspired from the paper of Goffin and Vial [57], but could not have been achieved
without results on augmented self-concordant barriers [116]. This fully illustrates the double
influence of the cutting plane methods and interior point methods, which is always underlying in
the homogeneous scheme. The links between the methods that form the theoretical basis of the
homogeneous ACCPM are described in Figure 1.1.
methods
Cutting plane
ACCPM
Goffin, Haurie, Vial 
1992
Nesterov, Péton, Vial
1999
Nesterov, Vial 
1997
Homogeneous ACCPM
1994
Nesterov, Nemirovsky
Self−concordant functions
Self−scaled cones
Nesterov, Todd
1997
Goffin, Vial
1998
ACCPM with multiple cuts
Péton, Vial 
with multiple cuts
Homogeneous ACCPM
2001
Method of centers
Barrier methods
First polynomial algorithms
Khachyian, 1979
Karmarkar, 1984
self−concordant barriers
Augmented 
Nesterov, Vial, 2000
Figure 1.1: The homogeneous analytic center cutting plane method: theoretical context
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1.2 A new dimension in ACCPM
The initial goal of the homogeneous analytic center cutting plane method [115] is to solve a large
variety of convex problems that can be formulated as a conic feasibility problem: find a point
in the intersection of a closed convex cone  with a non-empty interior (localization set), and a
closed convex cone  (solution set). The paper shows how three applications can be recast into
the appropriate format, and then solved.
The homogeneous ACCPM alternates between two working spaces. The problem to be solved
and the oracle are defined in the so-called original space, of dimension  . The conic formulation
implies an embedding procedure that consists in lifting the problem and oracle data into a projec-
tive space (or homogeneous space) of dimension 
	 . The interest of the embedding procedure
is to develop the homogeneous scheme in the favourable context of convex cones. This enables
one to define a potential function that is the sum of a  -normal barrier and a quadratic proximity
term. The homogeneous scheme works as follows: at each iteration, an analytic center is defined
as the point minimizing the potential function. The oracle is invoked at the projection of the an-
alytic center onto the original space. The resulting cutting plane is then embedded and appended
to the current definition of the localization set. A barrier term can be associated with the new
cutting plane, and added to the potential function. The convergence of the homogeneous scheme
is controlled by a function measuring a weighted average of the slack variables in all the cutting
planes.
One may wonder whether the embedding procedure is compulsory for a practical implemen-
tation. Let  and  be the variable in the original space and the projection of the potential
function onto the original space respectively. Nesterov and Vial [115] give an argument that
clearly justifies the implementation in the extended (projective) space:
“The homogeneous analytic center method can be seen as a standard analytic center
scheme augmented by the logarithm of a proximal term. Note that this logarithmic
term is quasi-convex in  , but the convexity or even quasi-convexity of the function 
is under question. These considerations indicate that the practical implementation
of the proposed scheme must be done in the extended space.”
1.3 Scope of the dissertation
The homogeneous scheme benefits from the complexity results of the self-concordance theory
for cones, so that the final complexity result is independent of the dimension  of the original
space. However, the scheme proposed in [115] is just an ideal algorithm, since the computation
of the exact analytic center is required at each iteration. Such an algorithm is not implementable.
Chapters 6 to 9 (Part II) extend the results of [115], and fulfill the main requirements to make the
homogeneous scheme implementable. They represent the main theoretical contribution of the
dissertation.
We carry out the same analysis as in [115], with the more realistic stand that the points are just
approximate analytic centers. We show that the complexity estimates for the general cutting
plane scheme can still be derived with approximate centers. Though technically more involved
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than the original derivation, the convergence proof follows the same pattern as in [115] and uses
the results of [111] and [108] on self-concordant functions.
The main novelty of these chapters is the distinction between two cases, according to the spe-
cific requirements of the applications. In the less favourable case, one must compute very close
approximations of the analytic centers.
The second extension concerns the case where 	 cutting planes are simultaneously returned
by the oracle. Chapter 8 is a straightforward generalization of Chapter 6 to the multiple cut case.
This does not raise big difficulties as far as the upper-level of the algorithm is concerned.
The main difficulty of the multiple cut scheme has been postponed to Chapter 9. The critical point
is the re–entering step, i.e, finding a direction that restores feasibility of the current iterate and
permits one to compute the next analytic center with a reasonable number of inner iterations. In
[57], Goffin and Vial define an optimal restoration direction by replacing the polyhedral model by
the Dikin’s ellipsoid at the current analytic center. The restoration direction is chosen as the point
within Dikin’s ellipsoid that maximizes the product of the slacks to the new constraints. Due
to the normalizing quadratic term in the conic approach, their approach does not hold anymore.
Using a recent result of Nesterov and Vial on self-concordant augmented barriers [116], we show
that in two special cases – where the new cuts form two by two acute (resp. obtuse) angles – the
auxiliary problem is ﬀﬂﬁ , independently of any other data. In the general case, computing
the re–entering direction requires ﬃ !#"$ﬂﬁ iterations, where "&%(' is a characteristic factor of
the direction finding problem.
The last objective of the dissertation is regarding implementation of the homogeneous scheme,
and to check whether the method achieves both theoretical and practical good complexity. The
first results appear to be moderately encouraging, but are very useful in our comprehension of
the method’s mechanism and convergence. They may be just considered as examples. On the
other hand, the results on variational inequalities outperform the standard ACCPM approach, and
our experimentations on separations problems improve the best-known results.
1.4 Outline of the thesis
In Chapter 2, we review some of the most famous methods to solve linear and convex opti-
mization problems. We mention some historical methods that are related with the present work.
Then, we recall some properties of the simplex algorithm, mainly to highlight the differences
with the more recent methods. The following sections focus on the early barrier methods. We
show that they play a key role in the emergence of interior point polynomial algorithms. Finally,
we introduce the notion of structural programming, that exploits particular structures of barri-
ers functions to build efficient optimization schemes. We conclude the chapter by an attempt to
classify the interior point method according to a few characteristics: the type of algorithm, the
iterate space, the type of step, the type of iterate...
The field of Chapter 3 focuses on the family of cutting plane methods for convex optimiza-
tion. We first describe a generic plane scheme and introduce the central concepts of oracle,
optimality and feasibility cuts, localization set. We discuss some complexity issues, distinguish-
ing the analytical complexity of a problem class, that evaluates the number of oracle calls, from
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the arithmetical complexity, that takes the total number of arithmetical operations into account.
Then, we review some well known iterative methods for non-differentiable convex optimization,
and compare their analytical complexity.
Chapter 4 gives a more precise description of the standard analytic center cutting plane method,
that was only introduced in Chapter 3 as one of the examples. We give two dual definitions of
the analytic center of a polytope and point out the links with Karmarkar primal potential. Then
we describe the oracle and localization set in the context of the analytic center method, and make
explicit the calculation of a lower bound for the objective function. We conclude by addressing
some implementation issues that will be central in Chapters 6 to 9.
Chapter 5 introduces the major tools of structural programming, namely the self-concordant
functions and barriers. We first recall the definition of self-concordant functions and point out
their relations with the definition of the analytic center. Then, we present some useful prop-
erties and describe a damped Newton’s method that minimizes self-concordant functions. The
following sections deal with self-concordant barriers,  -normal barriers and augmented barriers
respectively. We give some properties and minimization schemes that will be used in the subse-
quent chapters. We conclude the chapter with two extensions of self-concordant functions: the
self-scaled cones and the self-regular functions.
The homogeneous analytic center cutting plane method is described in Chapter 6. We recall
the first proximal schemes based on the analytic center, and present a complete convergence
proof of the homogeneous scheme with approximate centers, that is adapted from [115]. The
proof consists in showing that a potential function )*+-,.ﬁ tends to 0 when the iteration number
/
increases. The most common situation is to evaluate )* only at points , that are potential
solutions of the problem. In this situation, a complexity estimate can be given without any
additional hypothesis. On the other hand, some applications require )* to be evaluated at any
feasible , . In this case, we must resort to a strong requirement about the approximation of the
analytic center. We conclude the chapter by describing a Newton Damped method that is used to
retrieve an approximate analytic center after introducing a cutting plane.
In Chapter 7, we describe the application of the homogeneous ACCPM to three classical prob-
lems of the OR-literature: a convex feasibility problem, the minimization of a convex function
over a convex set, and monotone variational inequalities. This chapter only deals with theoretical
aspects, numerical results are developed in the last three chapters. After a general presentation
of the embedding technique, we show how these applications can be reformulated as the canon-
ical problem solved in Chapter 6. The variational inequality problem enjoys the existence of an
obvious cutting plane, but has a very penalizing drawback: the sequence of analytic centers does
not always converge to a solution. Following [115], we define some alternative candidate solu-
tions that solve the problem. These candidate solutions are a weighted average of the previously
generated query points.
Chapters 8 and 9 extend the homogeneous ACCPM to the case where multiple cutting planes
are introduced simultaneously at each iteration. The convergence proof follows exactly the same
pattern as in Chapter 6 and takes up some ideas of [57]. However, new difficulties arise when one
tries to restore feasibility after adding the cuts. What was a direct calculation in the single cut
case has now become an auxiliary minimization subproblem in the multiple cut case. Moreover,
finding a complexity estimate for this subproblem is a nontrivial task. We introduce two special
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cases whose particular structure enable one to give a direct complexity estimate. For the other
cases, we use some recent results on augmented self-concordant barriers [116] to conclude. We
finally analyze the impact of an approximate re–entering direction and write the complexity
estimate of the re–entering direction problem.
Chapter 10 introduces the last part of the dissertation, where several applications of the ho-
mogeneous ACCPM are described. We give a brief overview of the way the scheme has been
implemented. We adopted the general structure that was used in the standard ACCPM [121]. The
scheme is described as an exchange of information between three independent entities: a query
point generator that computes the analytic center, a coordinator that manages the progress of the
scheme and an oracle that receives the analytic center as an input and generates the new cutting
planes. Our implementation applies quite faithfully the theoretical ideas developed in Chapters
6 to 9, except for a few points: the computation of a step length in the re–entering direction, the
introduction of deep cutting planes, and the separation of the coordinator into a Phase I/Phase II
process as in the standard ACCPM [33, 58].
Chapter 11 gets back to the variational inequality problem. We first illustrate the difficulty of this
application with a simple-looking example. This two-dimensional problem highlights the role of
the candidate solutions. Indeed, we observe that the sequence of analytic centers converges to a
point that is far away from the trivial solution 1032405ﬁ , whereas the sequence of candidate solution
ends up with this solution. A second result is more surprising: simple observation of the process
shows that solving variational inequalities with an analytic center approach requires to compute
very close approximations of the successive analytic centers, as soon as the first iteration. The
second application is the calculation of a Walrasian equilibrium. We solve a problem with 8
variables [103] after about 50 iterations. This result improves those obtained with the standard
ACCPM.
We conclude in Chapter 12 with an optimization approach to some data-mining problems. The
linear separation problem consists in finding the best linear separation between two sets of objects
with numerical features. This problem can be written under the form of a non-differentiable min-
imization problem, that lends itself very naturally to the cutting plane methodology. Moreover,
the objective function can be decomposed in many separable components, so that a multiple cut
scheme is used with success. We apply the homogeneous scheme to a series of problems found
in the literature. For some of them, our artless approach overrides the statistical or artificial intel-
ligence methods. We also investigate the case of quadratic separation, which yield more efficient
separations, but are much more difficult as far as the problem dimension is concerned. We fi-
nally tackle the multi-instance problem, a variant of the linear separation problem where groups
of instances must be separated.
1.5 Notations
The vector of all ones is denoted 6879:	;2=<=<=<>	?ﬁA@ . The vector :	?B+C;D-ﬁ is denoted C3EGF and the scalar
product between vectors C and H is written IJCG24H>K .
Given a positive definite matrix L , we define the norm associated with it by
M
C
M>N
7OIJL(CG24CPK
FRQAS
<
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If T9UWVXZY[ V is a twice differentiable function, we denote its gradient as T]\ and its Hessian as
T \ \ .
In presenting complexity estimates, we use the traditional notation ﬃ^<_ﬁ , “order of”. In some
results, the bound on the number of iterations is the solution of a complicated equation, with no
closed form solution. We use the notation   ^<_ﬁ to denote the dependence of the dominant terms
in the solution.
Part I
Fundamentals of interior point
methods
9
Chapter 2
From linear to structural programming
When a thing has been said and
well, have no scruple. Take it and
copy it.
— Anatole France
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he last decades in mathematical optimization have been marked by an increasing
efficiency of the methods. The first linear optimization models where proposed by
Kantorovich [71] in the 30’s, and solved in 1947 by Dantzig [20] with the simplex
algorithm. A wide variety of theoretical problems and real-world applications could
be formulated as linear optimization problems and solved with the simplex algorithm, which
became the standard, although its exponential complexity.
The first polynomial algorithms for linear optimization appeared in 1979 with the ellipsoid
method of Khachiyan [76], and in 1984 with Karmarkar’s algorithm [72]. These methods gave
rise to the family of interior point methods, that applies for both linear and nonlinear optimiza-
tion.
In the present chapter, we select a few steps in the history of convex optimization, and underline
the links between some historical methods that are the roots of the present work. We explain
how the newest methods rely on some nonlinear optimization techniques that emerged in the
50’s, were abandoned, and regained popularity in the 80’s. We introduce the recent field of
structural programming [108, 110, 111] which takes advantage of particular properties of the
involved functions to devise efficient optimization schemes.
This chapter has been inspired by previous works, principally by den Hertog [25], Nash [104],
Todd [140], Glineur [48] and Nesterov [110]. The section about unconstrained methods is
adapted from [100]. Many topics in this chapter are also covered by [108].
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2.1 Unconstrained optimization
2.1.1 A few examples of classical numerical methods
The problem of minimizing convex differentiable real functions
`ba
cedfg,.ﬁhU#,(%i'
X.j
2 (2.1)
has been addressed by mathematicians a long time before operational research even existed. The
methods can be classified by considering the level of differentiation that is used.
k Zero-order methods only consider the function values, and do not calculate any derivatives.
k First-order methods use the gradients or subgradients: they are looking iteratively for a
stationery point ,  , i.e. a point that satisfies the necessary optimality condition dﬂ\-g,  ﬁl7m0 .
k Second-order methods also compute the Hessian d \ \ -,.ﬁ . They are based on the following
result:
Theorem 2.1.1 A sufficient condition for ,

to be a minimizer of d is that
i) ,ﬂ is a stationary point,
ii) the Hessian dﬂ\ \g-,

ﬁ is a positive semi-definite matrix.
k Higher-order methods may be conceptually described but are not used in practice.
Let us recall a few first-order and second-order well known methods to solve (2.1). The gradient
methods compute the  / m	?ﬁonp iterate as follows:
,q4r
F
7m,qtsvuG
d
\
-,qwﬁ
M
d
\
-,qwﬁ
M
2
where uG is a predetermined step parameter. Polyak [126] proved the convergence of the scheme,
provided that the sequence of uq tends to 0 and that
rGx
y
4z|{
uq 7}]~ .
In the steepest descent method [15, 19], the value of uG is aimed at decreasing the objective
function as much as possible. We have
uG 7+
`a

>4
{
dfg,qtshuqd
\
-,qwﬁﬁ><
Both methods can lead to very slow convergence. Hopefully, some acceleration techniques can
be used.
A major tool for the second-order methods is the expansion of d into a Taylor series in the
neighbourhood of ,  :
dfg,.ﬁ#Łdf-,

ﬁ
	

Ig,s
,

ﬁ
@
d
\ \
g,

ﬁ>2,s,

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with dﬂ\g-,  ﬁ70 . Since d is approximated by a quadratic function, second-order methods are
supposed to be efficient for quadratic optimization. The conjugated gradient, or Fletcher-Reeves
method [41] falls into this category. At each iteration, the iterate is defined by
uG 7 +
`ba

>
{
df-,qtsuqWﬁ>2
,q4r
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This method has a better convergence rate than the gradient method, with little memory require-
ment.
2.1.2 Newton’s method
Newton’s method has been initially designed to find the roots of a real function df-,.ﬁ2,(%i' . The
idea is to exploit the linear approximation of d at a point , . We have
df-,Z,.ﬁ#7dfg,.ﬁd
\
g,.ﬁZ,h
M
Z,
M
ﬁ<
Thus, the expression df-,&Z,.ﬁ70 is approximated by dfg,.ﬁ$&dﬂ\g-,.ﬁZ,703< Considering the
displacement value Z,7s_> 
¡ﬀ¢> 
, we get the following process to find a root of d :
,qr
F
7£,qts
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d
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<
This process can be extended to the minimization of a function dU;'#X[¤' , by finding the zeros
of its gradient. Let us write the second-order approximation of d at point ,q :
dfg,.ﬁ#7dfg,qwﬁIJd
\
g,q+2,s,qwK$
	

IAd
\ \
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Minimizing this expression yields d \ -,q=ﬁ¦d \ \ -,q=ﬁ-,is&,qwﬁ§7¨0©< The value ,&7ªs« ¡ ¢

 
4¡ ¡ﬀ¢

 
is
called Newton’s direction. It is used to define the new iterate in Newton’s method (Algorithm
2.1).
Algorithm 2.1 Newton’s method
Initialization:
Set ¬ {t­®
X
.
Basic Step:
¬34r
F¯
¬©±°

¡
_

 
¡ ¡¢

 
.
This scheme has well known advantages and drawbacks. First of all, the method is not globally
convergent: it may diverge for some given starting points. When the Hessian dq\ \ is not positive
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definite, Newton’s direction cannot be calculated. Finally, even if it exists, the Hessian matrix
can be quite difficult to compute.
Many techniques have been developed to cope with these difficulties (quasi-Newton methods):
the Hessian can be approximated or transformed into a positive semi-definite matrix by some
perturbation. The approximation of dﬂ\ \--,q=ﬁ is updated at each iteration, avoiding an explicit
computation of the Hessian. These methods only have a linear convergence rate. However,
approximating the Hessian spares a lot of time, so that the overall computational effort is less
than for strict Newton’s method. Most common updates of the Hessian matrix are the ²ﬃT´³
(Davidon–Fletcher–Powell [22, 40]) and the µZT·¶§¸ (Broyden–Fletcher–Goldfarb–Shanno [10])
formulas. In the following chapters, we will always use the method in the very favourable con-
text where the Hessian is positive semi-definite. Thus, we will not encounter these potential
numerical difficulties.
Newton’s method enjoys the quadratic convergence property. Once a point in the region of
quadratic convergence is attained, very few iterations suffice to get a close approximation of
the minimizer. Note that the region of quadratic convergence is almost the same as the region
of linear convergence of the gradient method. Hence, Newton’s method appears to be the best
choice to terminate a minimization process, whereas another method may be preferred to get a
point in the region of quadratic convergence.
Most of time, divergence cases are due to exaggerated steps along Newton’s direction. The
method is more likely to enter the region of quadratic convergence when damped steps are per-
formed in a initial stage. Damped steps are defined as follows:
dfg,q4r
F
ﬁ#7d-,.ﬁsh¹|
dq\--,q=ﬁ
d
\ \
-,q=ﬁ
2 (2.2)
where 0º£¹|]»Ł	 is the step-size parameter. A small value of ¹| may be chosen in the first steps.
It is reasonable to set ¹|7O	 (full steps) as soon as ,q is in the region of quadratic convergence.
Appropriate combination of damped and full Newton steps may lead to efficient minimization
schemes. A typical example is the minimization of self-concordant functions (Chapter 5).
2.2 The simplex algorithm
There is no need to recall the principle of Dantzig simplex algorithm [20]. Let us just mention a
few known facts about the method.
k The simplex algorithm solves linear optimization problems by exploring the vertices of the
polyhedron representing the feasible solutions. An iteration consists in moving to an adja-
cent vertex that improves the objective function. The algorithm stops after a finite number
of iterations, when the optimal vertex is found. Only extremal points of the polyhedron are
visited.
k The simplex algorithm has been followed by many fundamental results in convex opti-
mization. The first-order necessary optimality conditions were first described (but not
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published) by Karush [74] in 1939, and rediscovered by Kuhn and Tucker [85] in 1951.
These KKT conditions are the basis of the duality theory. In parallel, many operational
research problems could be formulated and solved via linear optimization. The decom-
position theorems of the early 60’s [9, 21] opened the doors of larger and more complex
applications.
k The simplex algorithm solves quickly some instances that would have required years of
manual calculations in the context of 50’s and 60’s. This was enough to insure a large
success to the method. Thus, the research in linear optimization focussed on the simplex
algorithms and its improvements. Other methods were only explored in the scope of non-
linear optimization.
k For classical instances, Dantzig [20] reports that the number of iterations is generally small,
between ¼ and ½+¼ , where ¼ denotes the number of constraints. In 1972, Klee and Minty
[82] proved that the algorithm has an exponential complexity. They built an example with
 variables,  constraints, and  X vertices. The algorithm visits all the vertices before
reaching the optimal solution. However, the example is so specific that the disastrous
complexity bound may main never be attained for practical cases.
k In spite of Klee and Minty’s bad (but purely theoretical) result, the method performs well
for quite large instances. Many numerical improvements were brought to the original
method. Thus, the simplex algorithm had no serious competitor until the advent of interior
point methods.
k The simplex algorithm cannot be extended to nonlinear optimization. This point encour-
aged the interest for alternative models, and finally led to polynomial methods that solve
both linear and nonlinear problems.
2.3 The first polynomial-time algorithms
2.3.1 The ellipsoid method
The first polynomial method for linear optimization was described in 1979 in Khachiyan’s fa-
mous paper [76]. He proved the polynomial complexity of the ellipsoid method, developed by
Yudin and Nemirovsky [106, 152] and Shor [132, 133, 134], and applied to linear optimization.
The method was first aimed at solving nonlinear problems. It relies on a sequence of shrinking
ellipsoids containing the optimal solutions. At each iteration, a cutting hyperplane separates the
ellipsoid into two parts, one of them still containing the optimal solutions.
The overall complexity is -¿¾4À¦Sﬁ , where  is the number of constraints and À the total bit
size of the data. This complexity was improved to 1ﬂÁÀ¦S>ﬁ in a second paper [77]. Thus,
Khachiyan was the first to show that linear optimization belongs to the class Â of polynomial-
time solvable problems. The ellipsoid method represents a theoretical breakthrough as far as the
complexity is concerned. Unfortunately, the method turns out to be very slow in practice. It
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always achieve its worst-case complexity and is outperformed by the simplex method. However,
the ellipsoid method is an illustration of the “separation = optimization” paradigm: if you can
separate efficiently, you can optimize efficiently. This idea soon became the cornerstone of the
family of cutting plane methods for nonlinear optimization.
2.3.2 Karmarkar’s algorithm
In 1984, Karmarkar’s method [72] is considered as the real beginning of the interior point revo-
lution. Contrary to the ellipsoid method, it achieves both theoretical and practical efficiency and
outperforms the simplex algorithm. The overall complexity is ﬃ1¿ÃÄ ÅÀ#S>ﬁ . This bound is only
slightly better than the 1 Á À S ﬁ of the ellipsoid method, but the practical behaviour is much bet-
ter. The remarkable point is that the number of iterations grows very slowly when the problem
dimension increases. This property paves the way for large-scale optimization.
Karmarkar’s algorithm is an iterative procedure that uses two “new” ideas: a projective trans-
formation and a nonlinear potential function. The projective transformation brings the current
iterate to the center of the feasible region. The potential function measures the progress of the
scheme. In fact, Karmarkar’s algorithm combines several techniques that appeared twenty years
before, but gave no practical result at that time. We will see in the next section that the potential
function is close to Frisch’s logarithmic barrier. The whole method can be even viewed as a
special case of the affine-scaling method, proposed by Dikin in 1967 [31].
2.4 The rebirth of earlier interior point methods
2.4.1 The first barrier methods
The first barrier methods appeared in the context of nonlinear optimization. Since some methods
existed for unconstrained optimization, a natural idea was to adapt them to the constrained case.
The goal was to preserve feasibility by keeping the iterates in the interior of the feasible set. This
could be done by adding a penalty term or a barrier term to the objective function. We recall the
corresponding definitions:
Definition 2.4.1 A continuous function ÆÇ-,.ﬁ is a penalty function for a closed set È if
i) ÆÇ-,.ﬁ#7}032 Éﬂ,Ê%ÊÈ ,
ii) ÆÇ-,.ﬁËÌ032 Éﬂ,B%ÊÈ .
Definition 2.4.2 A function Æ-,.ﬁ is a barrier function for a closed set È with non-empty interior
if it satisfies the following three conditions:
i) Æ is smooth and twice continuously differentiable,
ii) Æ is strongly convex and its Hessian Æq\ \ is positive definite,
iii) ÆÇ-,.ﬁ tends to infinity when , approaches the boundary of the set È .
The first two barrier methods were proposed by Frisch in 1954 [45] and Carroll in 1959 [13, 14].
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Frisch barrier
Frisch used a logarithmic barrier function to penalize the constraint and a gradient type method
to minimize the objective. His method is considered to be the origin of the logarithmic barriers.
Let us consider a nonlinear minimization problem of the form
`a
 d-,.ﬁ
s.t. ÍÎD:g,.ﬁË»Ï032 ÐÇ7	+2=<=<=<2¼Ê2
(2.3)
where the ÍÎD are some real convex functions. Frisch’s method is based on the logarithmic poten-
tial function
dfg,$2)$ﬁ¦7d-,.ﬁfs)¿D
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with fixed coefficients )¿DlŁ0 . For a given value of ) , an approximation of the minimizer ,Ç1)ﬁ
is computed. Then ) is updated and a new minimization is performed. The set c,Ç1)$ﬁËU5)ÕÏ0 j
defines a smooth trajectory called central path. A complete class of algorithms compute a se-
quence of points on the central path that converges to an optimal solution. They are known as the
path-following algorithms [60] and have been extensively used in a primal, dual, or primal-dual
[149] context. Frisch’s logarithmic barrier suffers from the increasing difficulty of calculating
the iterates ,Ç-)$ﬁ as ) tends to zero. The method was almost forgotten until the connection with
Karmarkar’s algorithm was underlined.
Carroll barrier
Carroll introduced the idea of inverse barrier, where the penalty function is proportional to the
inverse of slacks.
dfg,$2)$ﬁ¦7
d-,.ﬁ
)

	
Ö
Ñ
Ò
Dz
F
	
Í¿-,GDgﬁ
<
Ö
×0 is called the rank of the barrier function. The trajectory of the minimizers ,Ç1)$ﬁ defines
a so-called Ö s path, coinciding with the central path when ) tends to zero. The barrier was
used in the context of linear optimization by Parisot [119] in 1961, with the name of sequential
unconstrained minimization.
Fiacco and Mc Cormick established the state of the art in sequential unconstrained minimization,
and implemented Carroll’s barrier in their famous SUMT software. The unconstrained subprob-
lem was solved with Newton’s method. Several versions of the SUMT software were released
in the 60’s (see [97, 98, 104]) and the convergence of the method could be proved. Fiacco and
McCormick’s 1968 famous book [39] sums up the corresponding stream of research.
2.4.2 The method of centers
The method of center of Huard [68, 69] consists in minimizing the auxiliary function
dfg,$2Øﬁ#7Æq{Î-ØÇshdf-,.ﬁﬁ&Æg,.ﬁ>2
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where Æ is a barrier function for the feasible set of d , Æq{ is a barrier for the non-negative orthant,
and Ø·%h' is an upper bound for the optimal solution. By following the trajectory of the mini-
mizers ,ÇgØﬁ , the method converges to a solution of the problem. This description of the method
does not indicate which barrier function and which minimization scheme must be employed. The
logarithmic barrier
dfg,$2)$ﬁ¦7Os !·gØfsvd-,.ﬁﬁs
Ñ
Ò
Dz
F
ﬀÓsÙÍeDo-,.ﬁ:Ô
appears to be the most natural choice. It is inspired from Rosenbrock’s auxiliary function [130]
dfg,.ﬁ
Ñ
Ú
Dz
F
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where the ÇD are penalty functions for the non-negative orthant.
Using the logarithmic barrier and Newton’s method, Renegar [128] proved the complexity of
Huard’s scheme for linear optimization. He proposed an algorithm that converges in ﬃoÛ Àlﬁ
iterations1. This complexity could be attained by using small updates of the parameter Ø . It is
pointed in [129] that small updates allow relatively small reduction of the duality gap but require
only ﬃ^	?ﬁ Newton steps between two updates. Conversely, large updates allow sharp decreases
of the duality gap but require more Newton steps, resulting in ﬃ1*Àlﬁ iterations.
2.4.3 The decline of barrier methods
The penalty and barrier methods began to raise skepticism in the late 60’s, due to numerical diffi-
culties. People were reticent to calculate and manipulate second derivatives of barrier functions.
Moreover, the condition number of the Hessian matrix is generally very large, and goes to infin-
ity when ) tends to 0 . As a consequence, the radius of quadratic convergence is very small and
the unconstrained minimization problem becomes harder to solve.
The theory of augmented lagrangeans [64, 127] offered an interesting alternative to barrier func-
tions, because it does not suffer from the same numerical drawbacks. This approach became a
standard in nonlinear optimization. The interest in barrier methods began to wane, and the first
historical methods fell into a fifteen years period of oblivion.
2.5 Structural programming: a new perspective for an
old method
Soon after Karmarkar’s seminal paper [72], many links were established between the new effi-
cient algorithm and the old barrier methods. Gill et al. [47] showed that Karmarkar’s method
is closely related to a barrier method. Many similarities were pointed between “new” and “old”
approaches, for example between the potential functions of Karmarkar and Rosenbrock. Hence,
1The total number of operations is ÜËÝÞWß^à áâ.ã . Vaidya [142] could improve the complexity to ÜËÝÞWßâ.ã with the
aid of Karmarkar speed-up. This result is better than Karmarkar’s ÜËÝÞWß^à á^â.ã .
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the old interior point methods received a renewed attention. Strong connections could be found
between the method of centers and the logarithmic barrier approach: they can simply be re-
garded as two different ways of considering the same thing. Most of the schemes were proved to
be polynomial (see [128, 142, 60]).
This regain of interest was also favoured by new techniques in numerical analysis (for example
methods preventing from ill-conditioning) and the progress of computer science. But there re-
mained essential questions: why are these schemes efficient? Do they share a “hidden” property
that makes them competitive? The answer was brought by Nesterov and Nemirovsky’s famous
monograph [111]. The key idea in structural programming is to find out a particular structure,
analytical type or property of a numerical problem that makes it easy to solve, and to extend it to
a larger class of problems. The principle of structural programming relies on the following three
steps [110]:
i) Find a class of problems that can be solved very efficiently.
ii) Describe the transformation rules for converting our initial problem into the
desired form.
iii) Describe the class of problems for which these transformation rules are appli-
cable.
The class of problems of interest is the minimization of so-called self-concordant functions and
self-concordant barriers. The corresponding definitions will be given in Chapter 5, as well as
the minimization schemes, that make use of Newton’s method. In this context, Newton’s method
has finally become a central issue in nonlinear optimization.
The transformation rules evoked in Step ii) are quite simple: many functions involved in the field
of interior point methods turn out to be self-concordant. The logarithmic barrier is one of the
most classical examples. More generally, the monograph [111] provides simple rules to build
ad hoc self-concordant barriers. The knowledge of such barriers and derivatives for a convex
set is a sufficient condition for devising theoretically efficient algorithms. As far as Step iii) is
concerned, all convex nonlinear optimization problems of the form (2.3) can be recast into the
minimization of self-concordant function problem.
Hence, structural programming and the theory of self-concordant functions appear to be powerful
tools for optimization. Many applications are concerned. For example, the logarithmic barrier
enters the family of self-concordant barriers and is a natural candidate for polynomial path-
following algorithms [27, 129]. In the sequel, we shall see that self-concordant functions are
also appropriate for cutting plane methods, and can play a central role in the analytic center
cutting plane method.
2.6 An attempt to classify interior point methods
Since 1984, the field of interior point methods has become more and more active, a few thou-
sands of papers have been published2. One can often establish strong links between different
2Large bibliographies by Eberhard Kranich and John Mitchell can be found at the following web sites:
http://www.netlib.org/bib/ipmbib.bib and http://www.rpi.edu/˜mitchj/optim.bib
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methods, so that it appears to be impossible to enumerate and compare the whole set of methods.
Nonetheless, only a few criteria are enough to get a rough classification. We conclude this chap-
ter by presenting a typology of interior point methods. Most of the methods can be classified
accordingly to the four following criteria [48]:
k type of algorithm,
k iterate space,
k type of iterate,
k type of step.
For each of these criteria, we give a brief description of the possible fields and define the scope
of the present dissertation.
2.6.1 Type of algorithm
Several authors [44, 149] classify the interior point methods into three categories: path-following
algorithms, affine-scaling algorithms [31] and potential-reduction algorithms (see [4] and [139]).
Den Hertog [25] separates the last category into projective potential-reduction methods and affine
potential-reduction methods. Kranich [84] gives a more precise classification with seven cate-
gories: projective scaling method, pure affine-scaling methods, path- or trajectory- following
methods, affine-scaling methods applied to a potential function, methods of centers, gravita-
tional methods and box methods. Although different, these classifications are not incompatible.
For example, as pointed in [25], all interior point methods use the central path implicitly or ex-
plicitly. The continuous affine-scaling trajectory initiated on the central path coincides with the
central path. Hence, the difference between classes appears to be vague.
The homogeneous ACCPM follows the more general framework of cutting planes algorithms
(that are not necessarily interior point methods), and more particularly centering methods.
2.6.2 Iterate space
The algorithms can be described with a primal, dual, or primal-dual point of view, depending
if the iterates belong respectively to the primal space, the dual space or the Cartesian product
of these spaces. Many search direction examples for primal, dual and primal-dual methods can
be found in [26]. A good reference for primal-dual methods is [149]. In what follows, duality
results are sometimes underlying, but they are not used, except in Chapter 9.
2.6.3 Type of step
In order to preserve their polynomial complexity, some algorithms are obliged to take very small
steps at each iteration, leading to a high total number of iterations when applied to practical
problems. These methods are called short-step methods. The long-step methods are allowed to
take much longer steps, resulting in less, but more difficult iterations. Intermediate steps, called
medium steps can also be defined, depending on the context. Different schemes with the two
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approaches are discussed in [25] and [129]. Distinction between short, medium and long step
often depends on the update of the parameter ) in the potential or barrier function. In the cutting
plane schemes, there is no such function. However, introducing a cutting plane changes the
structure of the research area, and successive iterates may be far away from each other. Thus,
those methods are assimilated to long-step methods.
2.6.4 Type of iterate
A method is said to be feasible when all its iterates are feasible, i.e. satisfy the problem con-
straints. The analytic center cutting plane method does not take the constraints into account
in an explicit way, but rather use a larger localization set that comprises the optimal solutions.
Thus, there is no reason that all iterates are feasible, but (when possible) the method ends with a
feasible proposition.
Chapter 3
Cutting plane methods for convex
optimization
A topologist is one who doesn’t
know the difference between a
doughnut and a coffee cup.
— John Kelley
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n this chapter we describe the methodology of cutting plane and iterative algorithms
to solve convex non-differentiable problems. These methods generate a sequence of
test points cw,q j


{
, also called query points, which are supposed to converge towards
a solution of the problem. This technique is employed both in integer and continuous
optimization. It builds a convex polyhedral model of the problem, called localization set, and
refines it iteratively until a satisfying solution is found. The method requires some information
about the particular problem to be solved. A popular framework is to isolate the information in
a procedure called oracle. The numerical methods which are formulated in terms of oracle fall
into a black-box concept: the only problem-dedicated information is obtained through the oracle.
Hence, the cutting plane methods can be described as a dialogue between an upper-level, some-
times called master problem, and the lower-level oracle. At each iteration, the master problem
proposes a query point to the oracle. The oracle analyzes the proposition and returns some
information to the upper-level under the form of a cutting plane, that is incorporated into the
polyhedral model. The localization set is then updated and some potential candidate solutions
eliminated. The process stops when a given stopping criterion is satisfied. Figure 3.1 illustrates
the data exchange between the oracle and the master problem.
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MASTER PROBLEM
ORACLE
localization set
LOWER−LEVEL
UPPER−LEVEL
Problem Data Local subroutines
Cutting Plane(s)Query point
Figure 3.1: A generic cutting plane method
Cutting planes are particularly suitable for the minimization a non-differentiable convex function,
since a polyhedral approximation is often easy to describe. Many schemes have been designed
since the beginning of the 60’s, they often differ in the way a query point is selected. After
introducing the main concepts of the cutting plane methodology, we propose a generic scheme
and derive it into several historical schemes. We give an overview of the most popular methods,
focusing on the family of interior point centering methods, which propose query points that lie
in the interior of the localization set.
Most of the methods that are mentioned in this chapter have been known for years, and a large
literature has been written about them. Thus, we only give a brief description for each of them
with bibliographical references. Other surveys can be found in [33, 36, 54, 55, 131].
3.1 A generic cutting plane method
We consider a problem of the form:
`ba
 dfg,.ﬁ
s.t. ÍÎD:-,.ﬁË»Ï032 É.ÐÇ7O	;2=<=<<2¼Ê<
(3.1)
where dU'#Xh[ ' is a convex function and the ÍÎDäU'#X[ ' are ¼ convex functional con-
straints. We also define the feasible set
å
7cw,i%i'
X
U´ÍÎDA-,.ﬁË»m032 ÐÇ7	+2=<=<=<2¼
j
<
We suppose that a gradient or a subgradient of d and Í can be computed at any point ,(%
å
. We
denote by 

the set of optimal solutions to (3.1) and assume that 

is non-empty. The optimal
function value is denoted d

.
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3.1.1 The oracle and the cutting planes
As showed in Figure 3.1, the oracle is invoked at every iteration of the cutting plane process to
evaluate a query point. Its role is twofold:
i) The oracle evaluates the nature of the query point. It tests if the proposal is feasible or not.
An optimality test may also be included in the oracle.
ii) The oracle uses some local information about the problem at the query point, and returns
a cutting plane to the master problem.
In a more general context, the output can be of different orders:
- a zero-order oracle only returns the values of the objective function and the functional
constraints,
- a first-order oracle returns elements of the subgradient of the objective function and the
functional constraints,
- a second-order oracle returns elements of the Hessian of the objective function and the
functional constraints.
Note that oracles with a greater order can also be defined but are not used in practice. In the
context of cutting plane methods, we only consider first-order oracles.
Let us discuss the nature of the information returned by the oracle. Given a query point æ,i%('#X ,
the oracle can either return feasibility or optimality cuts.
Feasibility cuts
When æ, is infeasible for problem (3.1), i.e. æ,hB% å , the oracle produces a feasibility cut.
Definition 3.1.1 A feasibility cut is a separating hyperplane that defines two half-spaces ç { and
æ
çÙ{ such that
åOè
ç { . A feasibility cut introduced at æ, takes the following form
I1é2,sŁæ,¿KvéP{ »Ï032 Éﬂ,Ê%
å
< (3.2)
év%'
X defines the direction of the separating hyperplane, and é©{´%' defines the depth of the
cut:
- if éP{ Ì0 , the cut is called a deep cut,
- if éP{±7}0 , the cut is called a central cut,
- if éP{ ºÌ0 , the cut is called a shallow cut.
A classical method to determine a feasibility cut is to look for the violated functional constraints
in the definition of
å
. Let us consider such a constraint Íêeg,.ﬁ8»Ł0 , for some 	»£ëì»Ł¼ , and a
subgradient í%(îGÍêe>æ,.ﬁ . The linear inequality
ÍêÎ-,.ﬁËÕÌÍê+>æ,.ﬁIJíG2,bsŁæ,.K2 Éﬂ,Ê%
å (3.3)
yields a feasibility cut for problem (3.1) at æ, .
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Optimality cuts
When the query point is feasible, the oracle reveals information about improvement direction,
and thus helps finding new query points that are supposed to decrease the value of the objective
function. Let æ, be a feasible point and ï%Êîﬂdf>æ,¿ﬁ . The convexity of d implies that
df>æ,.ﬁI1ï32,bsðæ,.KÙ»mdfg,.ﬁ>2 Éﬂ,Ê%i

< (3.4)
Since æ, is feasible and not necessary optimal, one has
df>æ,*ﬁ±Õmd-,.ﬁ>2 Éﬂ,(%i

< (3.5)
We recall that the epigraph of function d is defined by
ñò a
d7Łc©-,$24ó;ﬁ UðóÕmdf-,.ﬁ
j
<
The dimension of ñò a d is bÏ	 . Note that the convexity of d implies that ñò a d is also convex.
Definition 3.1.2 An optimality cut is a separating hyperplane in the space of ñò a d that takes the
following form ôõ
,sæ,
df-,.ﬁsdf>æ,¿ﬁ?ö
2
õ
ï
s·	qö§÷
»Ï03< (3.6)
Inequality (3.6) is easily obtained from inequalities (3.4) and (3.5). Another equivalent formula-
tion of the optimality cut is as follows
õ
ï
s·	Gö
%ﬃøù-úû

>æ,¿ﬁ2
where øìù-úû

>æ,.ﬁ is the normal cone to the epigraph of d . Figure 3.2 presents the optimality cut
for a minimization problem in ' .
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Figure 3.2: The optimality cut
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3.1.2 The localization set
Let us give an explicit definition of the polyhedral model of problem (3.1). At any feasible query
point, a supporting hyperplane of the objective function is built. At iteration / , the objective
function is thus tangentially approximated by a piecewise linear function

dÎ+-,.ﬁ#7
`

D

cedf-,GDgﬁI1ïDA2,s,GD-K
j
2 (3.7)
where  is the set containing the indices of the feasible query points. Inequality (3.4) implies
that dÎ;-,.ﬁÊ» d-,.ﬁ . When the number of optimality cuts increases, the approximation d?5g,.ﬁ
becomes more and more precise.
At any infeasible query point, a feasibility cut
Í¿-,PêﬁIJíê?2,ﬃs
,PêKt»ÌÍ*g,.ﬁ (3.8)
is generated. Let us denote ; the set containing the indices of the non-feasible query points. In
view of (3.7) and (3.8), we define the polyhedral approximation of (3.1) as the following relaxed
master problem:
`a
 ó
s.t. df-,GD-ﬁI1ïDJ2,ﬃs
,GD1K » ó©2}É.Ð%
Í¿-,PêﬁIJíê=2,s
,PêK » 0©2}É3ëﬃ%5Î<
(3.9)
Problem (3.9) is a linear approximation of (3.1) with differentiable objective function and con-
straints. Note than the optimal solution of (3.9) provides a lower bound for d¿ , whereas any
feasible solution of (3.1) gives an upper bound. In particular, at iteration / , the best recorded
function value
ó=7
`a
8cÎdfg,GD1ﬁ>2Ð¦%
j
yield the best known upper bound. It is obvious that the relaxed master problem has a larger
feasible set than original problem (3.1). This feasible set gives rise to the definition of the local-
ization set.
Definition 3.1.3 The localization set is the convex polyhedron defined as
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(3.10)
!#"
is a linear approximation of $%&(' , with the additional upper bound )+*,)
"
. The definition
does not imply that
!#"
is a closed set. However, many cutting plane methods require a closed
polyhedron to compute the query point. One can simply add some supplementary non-restrictive
constraints that “close” the localization set: box constraints, assumptions on decision variables...
We have introduced the notion of localization set in the framework of polyhedral approximation.
One can also consider higher-order oracles, and build nonlinear localization sets.
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In Figure (3.3), a localization set in -/. is described by two cutting planes 01 and 0
.
and the
constraint '3254768*9)
"
based on the upper bound )
";:
'3254
"
6 .
!#"
corresponds to the truncated
feasible region of (3.9), and contains the optimal solutions of (3.1).
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Figure 3.3: The localization set
3.1.3 Generic cutting plane method
We sketch the basic steps of a generic cutting plane scheme:
Algorithm 3.1 A generic cutting plane scheme [121, 123]
Initialization:
Choose an initial localization set IKJ .
Choose a starting point L JNMPORQS I J .
Compute upper and lower bounds for TVU .
Basic Step: iteration W
1. Test termination.
2. Call the oracle at L
"
. The oracle returns
a) either feasibility cut(s);
b) or optimality cut(s), with an upper bound.
3. Update the upper bound for T U and incorporate the new cuts into the localization set.
4. Compute a lower bound for TVU M I
"
.
5. Choose a new query point XL
"ZY\[]"(^
M
I
"
.
Let us give more details about this scheme:
_ In the initialization phase,
!
J
can be defined as any convex set with non-empty interior.
Its description is often derived from the problem to solve. Some explicit bounds on the
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decision variables may be directly interpreted as the limits of the initial localization set.
When no information is available about the decision variables, one generally resort to non-
restrictive assumptions. For example: `acbd-fe/4bhgi2kjelam6 .
_ The choice of a starting point generally depends on the particular cutting plane method.
The only requirement for general cutting plane method is that 4 J be feasible for the relaxed
master problem. Centering methods are more demanding: 4 J must be located in the interior
of
!
J
.
_ Most of the cutting plane methods require the initial localization set to be bounded. Then
one has to provide a lower and an upper bound for ' U . These bounds are sometimes given
by explicit constraints in the definition of problem (3.1). If 4 J is feasible, note that '32n4 J 6
is a valid upper bound. When no information is available, arbitrary large values make
inelegant but acceptable bounds.
_ The termination test generally consists in computing a proximity measure to the optimal
solution. Many proximity measures can be established. For example, one can compute an
upper bound for 'K2n4
"
6poq'
U or an optimality gap between the upper bound and the lower
bound. We will see in Chapter 5 that equivalence between different criteria can often be
established. The algorithm stops as soon as the proximity measure falls under a given
threshold. For example, one can check whether
'3254
"
6Kor'
U
*tsue
where s is the required accuracy for the final precision (generally a very small value).
'3254
"
6 is then called an s -approximate solution.
_ At iteration v , the cutting plane returned by the oracle divides
!#"
into two areas. The
cutting plane can be expressed in the following general way:
wyx
ez4;o+4
"({
o
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e }~4bqe
where  is either  or  U (depending on the cut type). The localization set is then updated
as follows
!#"l
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Feasibility cuts remove some infeasible points from the definition of
!#"
. Optimality cuts
tend to push the iterate towards better solutions in  .
_ Every time a cutting plane is introduced, the approximation improves. After a finite (hope-
fully polynomial) number of iterations, the localization set is reduced to a small convex
set containing the optimal solution. The counterpart is that the number of constraints can
be very variable. When the original problem has a very large number of constraints, the
method generally handles only a small subset of them and is thus very efficient. On the
contrary, when the original problem has few constraints, the cutting planes may handle all
the constraints as cutting planes.
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Most of the cutting plane methods for non-differentiable optimization can be cast in the above
general framework. The specific characteristics of a particular method is determined by the way
a query point is computed. From now on, we distinguish the general cutting plane methods,
which make no assumption on the query points, from the centering methods, which consider
query points only in the interior of the localization set.
3.2 Complexity of cutting plane methods
The notion of polynomial-time algorithms was introduced by Edmonds in 1965 [35], soon fol-
lowed by a classification of problems into different complexity classes (see [73] and [46]). The
example of Klee and Minty [82] classifies the simplex algorithm in the “bad” category of ex-
ponential methods, and motivates the research for polynomial methods for linear and nonlinear
optimization. Let us mention a few points about the complexity analysis of cutting plane meth-
ods:
_ The oracle is considered as a black-box that returns some local information about the
problem to be solved under the form of one or several cutting planes. Each application has
a different oracle. For a given problem, all methods can use exactly the same oracle. Thus,
the oracle is not decisive in the complexity analysis of the cutting plane methods.
_ We call inner operations the step 5 of Algorithm 3.1, that consists in computing the query
point. This step is often a non-trivial optimization subproblem that must be solved at each
iteration. In many cases, the inner operations may be performed by several algorithms.
Hence, the complexity of one iteration depends on the algorithm that is used to solve the
subproblem.
_ There is no reason that two different cutting plane methods use the same algorithm in the
inner operations. Thus, the possible criteria that can be used to compare different cutting
plane methods reduce to the only common characteristic: the number of iterations.
From now on, we call outer iteration a basic step in Algorithm 3.1, comprising steps 1 to 5. We
call inner iterations the steps of the optimization method that is used to perform step 5.
In the late 70’s, Nemirovsky and Yudin [152] developed a complexity theory for convex opti-
mization. They define the analytical complexity and the arithmetical complexity of an iteration.
Definition 3.2.1
i) The analytical complexity of a problem class is the minimum number of oracle calls suffi-
cient to solve any problem from the class up to an accuracy s .
ii) The arithmetical complexity of an iteration is the number of arithmetic operations per-
formed in one iteration.
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The analytical complexity is principally aimed at comparing different methods, and thus does not
take the lower-level into consideration. Nemirovsky and Yudin also computed lower complexity
bounds for the main classes of convex problems. For problem (2.3), the bound is

2k;
s
6
This means that no minimization scheme can guarantee that an arbitrary convex problem can be
solved in a smaller number of oracle calls.
The overall complexity is the total number of arithmetic operations that are necessary to get
an s -approximate solution. It can be viewed as the product of the analytical and arithmetical
complexities. Hence, the overall efficiency of the different cutting plane methods depends on the
combination of two objectives:
i) to shrink the localization set as fast as possible,
ii) to compute the query points as fast as possible.
The examples in next section show that it is sometimes difficult to achieve both goals at once.
3.3 Review of non-smooth optimization schemes
In this section we briefly describe some of the most popular methods for non-differentiable con-
vex optimization. We first present Kelley-Cheney-Goldstein’s method for its historical interest,
and mention the bundle and level sets methods. Then we restrict our interest to the family of
centering methods, whose successive query points are defined as a particular “center” of the
localization set.
3.3.1 Kelley-Cheney-Goldstein’s method
This method has been proposed independently by Kelley [75] and Cheney and Goldstein [16]
but is mainly known as Kelley’s method. It assumes that the minimizer of the relaxed master
problem (3.9) gives a good approximation of the optimal solution of Problem (3.1). Thus, the
query points

4V

J
are the successive solutions of the relaxed master problems. The quality
of the piecewise linear approximation of the epigraph improves when new cuts are incorporated
into the model. Recall the definition of '
"
25476 :

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"
2n476
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
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where
 
Kb¢¡~'3254V£6 . The function '
"
is a piecewise linear convex approximation of ' . Its defini-
tion implies that '
"
2n476*¤'K2n476 , for all 4rb¥ . The two functions coincide at the query points,
i.e.
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254Vn6
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Kelley’s method can be stated as follows:
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Algorithm 3.2 Kelley’s method [16, 75]
0. Choose L JNM«ª .
1. Define ¬T
"
XL
^®­¯±°²
 #³
TXL 
^´µ¶

Y
L¸·iL n¹»º .
2. Set L
"©
1
­°§¼\½K¯
ORQ
¾
§¿
¬T
"
XL
^
and go to step 1.
We illustrate the method in Figure 3.4. The lower contour of the shaded area represents function
'
"
.
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Figure 3.4: Kelley’s method
When called at 4
"
, the oracle generates a supporting hyperplane for function ' . We generally
observe that the new cutting plane separates the point 254
"
e>'À2n4
"
6Á6 from the new localization set,
leading to a new piecewise linear approximation '
"l
1 . Thus, the minimizer of '
"©
1 improves the
lower bound on ' U :

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2n476#*
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Kelley’s method is globally convergent: under a few assumptions, every sequence of query points
converges to a solution of problem (3.1). However, it is possible to build some examples where
the rate of convergence is very low. Nesterov [109] or Hiriart-Urruty and Lemare´chal [65] give
the following example that requires an exponential number of oracle calls:
'32n4®elÆ6
: 8«Ç
4
Ç
.
eZÈ Æ®È	 Æ;b-Éez4b-ËÊÌe

: 
)
:
2n4®elÆ6ÎÍ
Ç
4
Ç
.
Æ
.
*

Ï
If initiated at 4
J
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
eljH6 , the accuracy after v steps is bounded below by
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This means that at least
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steps are needed to obtain an Þ -approximation of the global solution. In the worst case, Ne-
mirovsky [105] proves that  2 1
ç
Û
6 iterations are required.
As pointed in [131], Kelley’s method turns out to be efficient for a number of applications,
but may sometimes be disastrous. This instability makes it unreliable. The method produces
extremal points of the localization set, and is often characterized by oscillations between different
areas of the localization set. An other consequence is that only a few feasible query points are
generated, so that few optimality cuts are generated and the upper bound may remain high. In this
situation, the optimality gap cannot be improved until the last iterations. One generally prefers to
decrease the optimality gap as regularly as possible. Kelley’s method is sensitive to the topology
of the localization set’s boundary near the optimal solution. A loss of efficiency may be expected
if this topology is complex. Moreover, some numerical difficulties can occur when the process
accumulates some nearly identical cuts.
3.3.2 The bundle methods
Kelley’s method is based on the assumption that the piecewise linear function '
"
is a correct
approximation of ' . In fact, the approximation is good in the vicinity of the iterates, but may be
poor anywhere else. The bundle methods appear to be a serious improvement of Kelley’s method,
where the distance to the last iterate is penalized. They have been introduced by Lemare´chal
[86, 87] and Wolfe [148] for convex unconstrained optimization, and by Mifflin [99] in the non-
convex constrained case. See [79] for a survey. At iteration v , 4 "© 1 is defined as the minimizer
of the quadratic function
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In the constrained case, the constraints ëì25476>*j are taken into account in the following way:
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where

ë
"
is the piecewise linear approximation of ë at iteration v . The current iterate moves
from 4
"
to 4
"©
1 only if a sufficient descent of ' is observed (real step). Otherwise, the iterate
is not changed (null step). Several variants and adjustments of bundle methods exist [80, 88].
They differ in the way the parameters ê
"
and î
"
are updated, and in the criteria to determine
if ' is decreased enough to perform a real step. Lemare´chal, Nemirovsky and Nesterov [88]
establish the pseudo-polynomiality of the scheme. Bundle methods require

2
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6 steps to get an
s -approximate solution.
3.3.3 The level-set methods
The level set methods [88] avoid the characteristic oscillations of Kelley’s method with more so-
phisticated use of the '
"
. They consist in choosing intermediate values between the best recorded
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function value ' U"
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are considered. The next iterate at iteration v is defined as
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The method gives an s -approximate solution in
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6 iterations.
3.3.4 The center of gravity method
When searching a central point in a convex localization set, the most intuitive candidate is the
center of gravity. This choice has been proposed in 1965 by Levin [89] and Newman [117]. For
a bounded set ûÐüt-
æ
, the center of gravity is the point
cg 2£ûŁ6
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Center of gravity methods start with an initial localization set
!
J
. At each iteration, the center of
gravity is computed, and the localization set is updated with a central cutting plane. We obtain
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The center of gravity method is endowed with a nice property: it can be shown that the volume
of the localization set decreases geometrically from one iteration to another. We have
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Hence, after v iterations, the volume of the localization set is bounded by
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It follows (see [105, 108]) that the method solves (3.1) with an accuracy s in  2nì2 1
ç
6Á6 itera-
tions. Unfortunately, this excellent complexity result only concerns the outer iterations. Comput-
ing a center of gravity is a difficult problem in itself, and requires much more efforts than allowed
in an efficient method. However, the cut generated by the oracle cut at the center of gravity leads
to a significant reduction of the localization set. This suggests that other central point may also
enjoy this property.
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3.3.5 The ellipsoid method
Let  be a positive definite symmetric hﬀ matrix, and 4
"
bd-
æ
. We consider the ellipsoid
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Consider a vector
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The ellipsoid method is based on the following geometric observation: the intersection of the
ellipsoid
!#"
with the half-space 
"
is included in another ellipsoid
!>"©
1 whose volume is strictly
less than the one of
!#"
. This property leads to a cutting plane scheme, where the query point
are chosen as the successive centers of the sequence of ellipsoids
!
eV¦
:

e§§¨ev . Figure 3.5
illustrates a step of the ellipsoid method.
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Figure 3.5: The ellipsoid method
The dashed line is the direction
x
"
that cuts the ellipsoid
!#"
. The ellipsoid
!#"l
1 (light shaded in
the figure), contains !#"  " and its center is the new point 4 "l 1 . The initialization step consists
in choosing 4
J
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and a j such that g
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The complexity study relies on a property on the volume of two successive ellipsoids. We have
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 (3.11)
From inequality (3.11), it can be shown that the ellipsoid method attains a s -approximate solu-
tion to Problem (3.1) in  2k7.Å2

sm6z6 iterations. As seen in the preceding chapter, the overall
number of arithmetic operations is

2kﬀﬁp.]6 .
3.3.6 The Elzinga-Moore method
The Elzinga–Moore method [37] has been proposed in 1973. The method defines the query
point 4
"
as the center of the largest hyper-sphere û
"
inscribed in the localization set
!>"
. The
subproblem of determining the largest hypersphere requires to solve an auxiliary linear problem.
Figure 3.6 illustrates one iteration of the method.
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Figure 3.6: The Elzinga-Moore method
Elzinga and Moore have proved that the sub-sequence composed of the feasible query points
converges linearly to an optimal solution. Unfortunately, the complete sequence can be much
longer, and the scheme’s complexity disastrous.
3.3.7 The inscribed ellipsoid method
In the inscribed ellipsoid method [138], we select 4 " as the center of the maximal inscribed
ellipsoid ﬂ
"
contained in the localization set
!#"
. The maximal ellipsoid can be determined by
using an auxiliary interior point method. Computing an ellipsoid is a serious improvement of
Elzinga and Moore’s method; the complexity issues are discussed in [78].
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Figure 3.7: Inscribed ellipsoid
Figure 3.7 represents the selection of 4
"©
1 . The light shaded ellipsoid ﬂ
"©
1 is included in the
localization set
!#"
and satisfies the new cutting plane
w£x
"
ez4ßo 4
"({
*íj . Its center 4
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1 is selected
as the next query point.
3.3.8 The volumetric center method
The volumetric method [5, 141] is another way of choosing an inscribed ellipsoid in the local-
ization set. If
!#"
is defined by a set of cutting planes of the form
x


4*ﬃ©ye the volumetric center
is defined as the point that maximizes the expression
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More generally, 4
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is determined as the minimizer of
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3.3.9 The analytic center cutting plane method
Let us write down the localization as a general polyhedron:
!>"É:ô
4b-
æ
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For any 4¢b
!#"
, the values 0
:
ﬃNo1-

4¢Ãj are called slack variables. When the localization
set has non-empty interior, we define the analytic center as the point that maximizes the product
of the slack variables.
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The analytic center cutting plane method has been first described by Haurie, Goffin and Vial
[49]. It uses the primal projective method of de Ghellinck and Vial [23] to compute an analytic
center at each iteration.
Compared to the center of gravity method, the analytic center is much easier to compute, leading
to an implementable and efficient algorithm. The complexity of ACCPM was first studied by
Atkinson and Vaidya [6]. The authors obtained a convergence in  2n±2
2
sm6».©6 calls to the
oracle. Nesterov [107] studied a variant with a proximal term, where the objective function is
Lipschitz continuous with constant ﬁ , and the optimal set is supposed to lie in a ball of diameter

 . He obtained a convergence in
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6 . Goffin, Luo and Ye [50] studied the method in the
framework of a feasibility problem and established convergence in

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2
æ
Ù
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Ù
6 calls to the oracle1.
Other variants and complexity estimates can be found in [2] and [81].
The analytic center cutting plane method will be extensively detailed in Chapter 4.
3.4 Summary
To conclude the chapter, we sum up the complexity estimates for the abovementioned schemes.
Note that only analytical complexities are reported on Figure 3.8. Most of the conceptual meth-
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Figure 3.8: Complexity estimates of different cutting plane methods
ods enjoy reasonably good complexities, but this is far from being the only criteria to raise
a highly efficient method. Therefore, computing a query point efficiently is a major issue in
interior point methods. The center of gravity method illustrates this idea: the method has an
optimal analytical complexity, but computing a center of gravity may be as difficult as solving
the optimization problem. On the contrary, the analytic center cutting plane method needs more
iterations, but computation of an analytic center represents a little amount of supplementary op-
erations.
1The notation 5.6 means that some terms with lower order are neglected
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Note also that some of the methods present a complexity estimate that is independent of  ,
the dimension of the space. These methods are supposed to be very efficient for large scale
applications. Hence, one objective of the homogeneous analytic center cutting plane method is
to preserve the qualities of the standard ACCPM while improving the analytical complexity.
Chapter 4
The analytic center cutting plane
method
Nobody climbs mountains for scien-
tific reasons. Science is used to
raise money for the expeditions, but
you really climb for the hell of it.
— Sir Edmund Hillary
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efore introducing the homogeneous scheme, we give a more extensive presentation
of the standard analytic center cutting plane method (ACCPM) [49, 33]. ACCPM can
be simply viewed as a special form of Algorithm 3.1, where the query point is the
analytic center of the current localization set at each iteration.
We first underline the links between the analytic center of a polytope and the mainstream of in-
terior point literature. ACCPM is a general purpose cutting plane method that can be applied to a
broad variety of convex problems: feasibility problems, unconstrained or constrained optimiza-
tion... The method can be described in a different way for each type of application. We rather
present a general framework that embraces a large variety of convex problems. We also detail
some specificities of ACCPM: optimality and feasibility cuts, description of the localization set,
calculation of a lower bound for the objective function. We finally address some implementation
issues and give a few references about the method and its applications.
4.1 The analytic center
4.1.1 Definition
The analytic center of a polytope was first introduced by Sonnevend [136]. Two dual definitions
may be given; we first give Sonnevend’s definition, and will refer to it as the dual definition. Let
41
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us consider a polytope of the form798
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where - is a full-rank ; ﬀ matrix. Since - is full-rank, there is a one-to-one correspondence
between points 4b
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and the slack variables 0
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Definition 4.1.1 The analytic center of
7<8
is the unique solution of the problem
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Remark 4.1.1 The analytic center maximizes the product æ
J
CB71
0 . Since the logarithm function is
increasing, it is thus equivalent to maximize the expression æ+
CB71
D0 . The additive formulation is
preferred for its nicer mathematical properties.
4.1.2 Duality results
The same data, namely the matrix - and the vector : , also define a set in the primal space. We
denote Æ«b

Ê
the primal variable and
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the primal polytope:7LK
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The affine constraint :

Æ
:
; can be interpreted as a scaling. The primal potential is defined as
Ê
+
CB71
NÆ . We give the primal definition of the analytic center (see [144]):
Definition 4.1.2 The analytic center of
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Problems (4.2) and (4.3) share the same KKT conditions:
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 (4.4)
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The following conditions are equivalent:
Assumption 4.1.1
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1. The KKT system (4.4) has a solution.
2.
7<8
is bounded and has a non-empty interior.
3.
7LK
is bounded and has a non-empty interior.
We conclude this section by a duality result. The proof can be found in [144].
Theorem 4.1.1 Let Æb&E"
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, 08b&E"
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, and define the primal and dual potential functions
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with equality if and only if ÆQ0 :  , i.e., 2kÆ~e0ï6 is the primal-dual pair of analytic centers.
The mathematical tools that are used in the following chapters do not make an intensive use of
the duality theory. In the sequel, we often use the dual definition of the analytic center (Definition
4.1.1).
4.1.3 Analytic centers and the Karmarkar primal potential
Note that the definitions of the analytic center follow directly from the logarithmic barrier of
Fiacco and Mc Cormick [39]. It is also interesting to draw a parallel with Karmarkar’s primal
formulation [72]. Karmarkar considers the following problem
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and assumes that the problem has an interior feasible solution and that the optimal value is zero.
He introduces the auxiliary problem
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Since the objective of (4.8) is positively homogeneous, the constraint   Æ : ; is just a scaling
constraint. We have :

Æ|ÃW:

Æ
U
 j for all feasible solutions, the scaling constraint can be
replaced by the constraint :

Æ
:
; of (4.3) without loss of generality. Then, the optimal solu-
tions of (4.8) can be obtained from the optimal solutions of (4.3) by an appropriate scaling, and
reciprocally.
4.1.4 Weighted analytic centers
We can easily extend the definitions (4.1.1) and (4.1.2) by associating weights to all variables
ÆZ and 0 . Given a vector XY j , a weighted analytic center of
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is defined as the solution of
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We can assume without loss of generality that all weights are larger than 1. Similarly to the
non-weighted case, the analytic center can be expressed as the solution of the primal problem
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The definition of the primal localization set
7<K
is then modified as follows7LK
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We assume that
7<8
and
7LK
are bounded and have non-empty interiors. Problems (4.9) and
(4.10) share the same optimality conditions
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and define a dual pair of weighted analytic centers.
Weighted analytic centers are used to improve the efficiency of optimization schemes, by repli-
cating some well chosen constraints. The consequence of replicating a constraint is to push away
the analytic center from the corresponding constraint of the localization set, with the idea to con-
verge more rapidly to the optimal solution. Setting a weight on the optimality cuts can result in an
important speed-up for some applications. As far as the functional constraints of a problem are
concerned, there is no theoretical argument to determine if weighted analytic centers are more
likely to improve the efficiency of the method. Moreover choosing the weight for each constraint
turns out to be very difficult. In some cases, a good knowledge of the data or application may
help to set appropriate weights.
4.2 The analytic center cutting plane method
4.2.1 Mathematical framework
Let us consider the following problem:
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Formulation (4.11) is general enough to handle a large variety of applications. We complete the
formulation with a few assumptions:
Assumption 4.2.1
1. The sets  b

-
æ
,
ê
:
je§§edc are convex.
2. The functions 'e Ím-
æOfg
- , h
:

e§§§¨eTi are convex.
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3. The function ' J is linear, and the set  J is a bounded polyhedron defined by some linear
inequalities g

4*ﬃ .
4. The functions 'em25476 , h :

e§§¨e,i and the sets  b , ê
:

e§§edc are described by a first-
order oracle.
The generic cutting plane scheme 3.1 can be adapted as follows to describe the analytic center
cutting plane method:
Algorithm 4.1 The analytic center cutting plane method [49, 33]
Initialization:
Choose an initial localization set IKJ .
Whenever possible, LJ as the analytic center of IÀJ .
Compute upper and lower bounds for T U .
Basic Step: iteration W
1. Termination test: compute the relative optimality gap.
2. Call the oracle at L
"
. The oracle returns
a) either feasibility cut(s);
b) or optimality cut(s) and an upper bound.
3. Update the upper bound for TVU and incorporate the new cuts into the localization set.
4. Compute a lower bound for TVU M I
"
.
5. Compute an analytic center XL
"ZY\[]"(^
M
I
"
.
4.2.2 The oracle
The typical input of an oracle consists of a query point 4
"
. The output consists of local first-
order information about the problem at 4
"
: objective function '3254 " 6 , and element(s) of the sub-
differential ¡~'3254
"
6 . This information is used to build one or several cutting planes. Let us
stress that the oracle is totally problem-dependent. More precisely, when implementing his/her
application, the user is fully responsible of step 2, and possibly of step 1 of Algorithm 4.1. The
other steps (3, 4 and 5) are performed in the background by the method.
Given a query point 4
"
bd
J
, we assume that the oracle output takes one of the following forms:
_ Feasibility cut: For some ê b


e§§§¨edc± and 4
"kj
b÷
b
, the oracle returns the vector
2mlÀenl
J
6Nbd-
æ
ﬀﬁ- . A feasibility cut takes the form
w
lÀeÁ4«o¢4
"({
1l
J
*|je }~4b
b
 (4.12)
_ Optimality cuts: When the query point is feasible ( 4 " bd ); the oracle returns i function
values '#e2n4
"
6 , and i subgradients loeðb¡~'#em2n4
"
6 , that define the valid inequalities
'#e254
"
6
w
lpe(ez4«o¢4
"({
*í'#e25476]e }~4bde }Qh
:

e§§¨eTiÂ (4.13)
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Moreover, the objective function value
q
)
:
' J 2n4
"
6 `
$
edB71
'#e2n4
"
6
yields an upper bound for the optimal value. Hence, the inequality '325476 * q) completes
the optimality cut in the epigraph of ' .
4.2.3 Localization set
Let 254 J e§§§]ez4
"
6 be a sequence of query points. The set r is partitioned into 
"]s

"
where

" : 
jc*ívÄ*r Í±4
"
is infeasible Ïe

" : 
jc*ívÄ*r Í±4
"
is feasible Ï
If 
"Mj:kt
we define the upper bound
q
u§"ð:
&

'32n4
"
6qÍcvÄb¢
"
Ï Collecting all valid inequali-
ties generated so far, we define the localization set
!#"
in the epigraph space of the functions '#e .
This set contains the set of optimal points and is represented by the following inequalities:
'#e254
"
6
w
l
"
eïeÁ4«o4
"§{
* )ye }Qh
:

e§§§¨eTieK}ÂvÄb+
"
e (4.14)
l
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J

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l
"
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* j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e (4.15)
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*
q
u§"
e (4.16)
g

4 * ﬃ( (4.17)
The first set (4.14) of inequalities is made of optimality constraints, which state that the point
2£)yez476 in the epigraph of '#e lies above a supporting hyperplane of '#e at 4
"
. The constraints in
the second set (4.15) are feasibility cuts in the (horizontal) 4 -space. The third constraint (4.16)
forces the point )
:
'
J
254
"
6	Ä)Z1Ïvvv×Ä)
`
to lie below the upper bound
q
u§"
. The constraints in the
last set (4.17) are fixed. They are given at the outset, and usually take the form of box constraints
on the variable 4 .
4.2.4 Calculation of a lower bound for the objective function
We can associate with the constraints (4.14)–(4.17), the dual variables ó " eÃ j , w " Ãôj , xyj
and z and declare them dual feasible if they satisfy
`
$
edB71
$
"
2{

ó
"
el
"
eK
$
"


l
"
w
"
qg

z
:
je (4.18)
$
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2{Á
ó
"
e>o1x
:
je }Qh
:

e§§eTiÂ (4.19)
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The system (4.18)–(4.19) is homogeneous. Taking x :

, and multiplying each inequality in
(4.14)–(4.17) by ó , w , x and z respectively, one gets
`
$
enB71
)ÀÃ `
$
edB71
$
"
{z
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"
e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"
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w
l
"
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§k
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"
2|l
"
J o
w
l
"
ez4
"§{
6Â
w
ﬃïedz
{ (4.20)
for all ) such that 2£)ez476Nb
!#"
. The right-hand side in (4.20) is thus a lower bound for the optimal
solution of (4.11).
The lower bound increases every time the definition of localization set is enriched with new
cutting planes. In the same way, the upper bound decreases when ACCPM improves the current
best solution. Thus, updating the localization set has a direct consequence on the optimality gap
and the convergence of the process.
4.3 Implementation issues about ACCPM
Algorithms 3.1 and 4.1 are very general methods that require some supplementary details in
order to be implemented. We introduce some elements that complete this generic description
and contribute to the efficiency of the cutting plane method. Although we present the following
concepts in the scope of ACCPM, they remain valid for most of the cutting plane methods.
4.3.1 Computing the analytic center
The efficiency of ACCPM is closely related to the way an analytic center is computed. The
analytic center computation relies on an appropriate use of Newton’s method. Three approaches
exist: one can perform Newton steps in the primal space (space of the Æ ), in the dual space (space
of the 0 ), or in the primal-dual space of the pairs 2kÆ~e0ï6] The primal method is due to de Gellinck
and Vial [23] (see also [53] and [56]), and implemented by du Merle [33]. Implementations
with a primal-dual method are reported in [28] and [101]. The dual method has attracted less
attention and has never been implemented. The three Newton directions are detailed in [144] in
the context of a path-following algorithm.
The abovementioned methods are iterative schemes that converge towards the analytic center,
but cannot reach it in practice. We are thus compelled to compute approximate analytic centers.
Fortunately, reasonable approximations suffice to carry out the scheme. We will give a more
precise definition of an approximate analytic center in the next chapters. The key result in the
computation of an analytic center, is that one Newton step is costly, especially when the cuts
lie in a large dimensional space. Fortunately, damped Newton’s method reaches an approximate
center in

2

6 steps. In practice, the number of observed steps is generally 1 or 2. Note that
the approximation acts as an acceleration technique, since computing exact (or “almost” exact)
centers would require much more computational efforts.
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4.3.2 Recovering feasibility
Let us consider a localization set given under the general form
!>"É:
ù 4 ÍV-

4*: ú . At a given
iteration, the query point is 4
"
and the oracle returns the cutting plane l

4Ð*}l

4
"
o1l J . One
crucial point in the generic scheme consists in computing a new query point after introducing the
cutting plane l

4 *~l

4
"
o?l J
. The different possible values for the variable l J b¥- lead to
three distinct cases. Sometimes the current query point 4
"
may be excluded by the cutting plane,
and computing a new query point requires first to perform a re–entering step which objective
is to reach the interior of the updated localization set
!#"l
1 . Let us describe the three types of
cutting planes [53] (Figure 4.1).
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
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Figure 4.1: The three levels of cutting planes
Shallow cuts
If l
JD
j , the cutting plane does not separate 4
"
from  U . This type of cut does not lead to very
efficient methods, because the localization set may not be shrunk in a large proportion by the
addition of the cutting plane. However, a shallow cut has the advantage to keep the current query
point in the interior of the new localization set
!#"l
1 . Thus, no procedure is needed to recover
feasibility, the computation of next query point can start immediately after the cut is added.
Central cuts
If l
J
:
j , the cutting plane passes through point 4
"
. After adding a central cut, the query point
lies on the boundary of the new localization set
!#"©
1 . This point is not valid any more for the
centering methods, but any re–entering step towards the feasible region (if not too large) produces
an interior feasible point. Most of the time, introducing central cuts does not yield theoretical
difficulties in recovering feasibility.
Deep cuts
If l
J
 j , the corresponding cutting plane separates 4
"
from  U . This type of cut is obviously
more efficient because it leads to a sharper approximation of  U . The category of deep cuts can
be divided into two categories. We define the Dikin’s ellipsoid ﬂ
"
around 4
"
by
ﬂ
"f: 
4bd-
æ
Í
Ç
254«o4
"
6
Ç
*

/e
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where  is a scaling matrix depending on the context. The notion of Dikin’s ellipsoid will be
discussed in next chapters. One important property is that ﬂ
"G !#"
.
Definition 4.3.1 A cut is moderately deep if it is deep and intersects the Dikin’s ellipsoid.
Definition 4.3.2 A cut is very deep if it is deep and lies beyond the Dikin’s ellipsoid.
Figure 4.2 illustrates the definition of moderately deep and very deep cuts.
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Figure 4.2: Moderately deep and very deep cuts
Cut
x
1 intersects Dikin’s ellipsoid ﬂ
"
, it is then moderately deep. Cut
x
.
does not intersect the
ellipsoid, it is very deep.
When deep cuts are introduced, we need to perform a restoration step (or re–entering step) to
restore feasibility. In the case of moderately deep cuts, it is quite simple to define a direction
that restores primal and dual feasibility [53, 102]. In the case of very deep cuts, only primal
feasibility can be recovered. Generally speaking, the less deep the cut, the easier the restoration
of feasibility. Note that a good restoration step is likely to speed-up the computation of the
analytic center.
4.3.3 Multiple cuts
Up to now, we have implicitly assumed that the oracle returns only one cutting plane per iter-
ation. This cutting plane is either a feasibility or an optimality cut. The assumption appears
too restrictive, since in many applications the oracle produces multiple cuts at once. Moreover,
multiple cuts generally accelerate convergence of the scheme. Let us describe two situations that
will be encountered in the next chapters.
Multiple feasibility cuts
Consider the problem

& '32n476
s.t. ëZ×2n476#*|je ¦
:

e§§eTi
(4.21)
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where the ë are i explicit functional constraints. Given one non-feasible query point 4
"
, it is
easy to determine which constraints are violated. These constraints can be directly transformed
into feasibility cuts and appended to the model. Thus, the oracle may return between 1 and i
feasibility cuts.
Disaggregation of the objective function
Assume that the objective function of (3.1) has i additive components '32n476 : '	1¨2n4 1 6h'
.
254.]6
'
`
254
`
6 , where 4 is decomposed into i distinct blocks  4 1 ez4.(e§§ez4
`
Ô . Returning one single
cutting plane based on the subgradient
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1
e§§¨e
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
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would result in a substantial loss of information for the cutting plane scheme. In this situation,
the scheme may benefit from the disaggregation of the oracle into i additive components, where
the function values are '	12n4 1 6]e§§]e'
`
254
`
6 and the subgradients ¡~'H1¨e§§§]e©¡~'
`
are composed of
orthogonal terms of the form
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A common upper bound is given by )
:
`
+
CB71
'ï×2n4

6 . The convergence of the multiple cuts scheme
has been addressed in [56] and [57]. It appears than introducing i cuts simultaneously multi-
plies the complexity estimate by a factor i , but in practice the multiple cut scheme speeds-up
the convergence of the scheme. We will discuss this point when describing the multiple cut
homogeneous scheme in Chapter 8.
4.4 Applications
The analytic center cutting plane method can be used in any field involving non-differentiable
convex optimization. The survey [55] lists the best-known sources of such problems. Some of
these domains have never been explored yet. We give a few example of problems that have been
solved by ACCPM in the last years.
Many optimization problems arise in the domain of telecommunication networks. By exploiting
some decomposition properties, ACCPM can solve very large instances of the nonlinear multi-
commodity flow problem. Other applications, like the dimensioning of telecommunication net-
works or the survivability have also been addressed (see the Ph.D dissertation of R. Sarkissian
[131] or the survey [118]).
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ACCPM was used to solve some stochastic optimization problems [7]. The paper [43] presents an
example of portfolio management where one million scenarios were handled. Promising result
where obtained in the computation of economic equilibria [11, 28]. We will present an example
in this area. The most promising research area is the coupling of ACCPM with general methods
such as column generation or branch-and-bound. We believe that the robustness and reliability
of ACCPM would benefit to these methods.
Chapter 5
Theory of self-concordant functions
In mathematics you don’t under-
stand things. You just get used to
them.
— Johann von Neumann
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et us come back to the complexity estimates of Table 3.8. Some of the methods attain
the complexity bound *ŁO
2
given by Nemirovsky and Yudin [106]. A confus-
ing result was obtained by Renegar [128], who proved that the method of centers for
linear optimization requires only  n *ŁO
2
Newton steps. Is this result in con-
tradiction with Nemirovsky and Yudin’s bound? The answer is no! As detailed in [110], the
general complexity theory applies to general functions, but the logarithmic barrier function ben-
efits from analytical structures that improve the general complexity. The explanation is clear, but
there remains to find what are these special structures, and how they can be applied to different
optimization problems.
Only two properties form the basis of the theory of self-concordant functions and barriers, and
are responsible for the efficiency of the barrier methods:
i) Lipschitz continuity of the Hessian of the barrier function with respect to a
local metric,
ii) Lipschitz continuity of the barrier itself with respect to the same local metric.
In the present chapter, we introduce these two classes of functions and their useful properties.
We also present the case of logarithmically homogeneous self-concordant barriers (also known
as  -normal barriers), augmented self-concordant barriers, and two extensions: the self-scaled
cones and the self-regular functions.
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The results of this chapter are mainly taken from the book [111] and the notes [108]. We give
a self-contained, but not exhaustive, description of the theory of self-concordant functions. We
rather use them as a tool-box, to prove the convergence of the schemes described in the next
chapters.
5.1 Self-concordant functions
5.1.1 Back to Newton’s method
Let  be an open non-empty convex subset of . , and 1 D a three-times continuously
differentiable convex function. We address the simple problem

<o m¡£¢?G¡\¤¦¥¨§ (5.1)
We introduce the notion of self-concordance by investigating the properties that make Newton’s
method efficient. Newton’s method is known to converge quadratically whenever the starting
point is close enough to the optimal solution. However, there is no clear argument to define
an appropriate proximity condition. For example, suppose that  satisfies the two following
conditions:
i) © ©||¡£¢!ª¬«®­\¯

, with some constant «°ªF± ,
ii) ²!© ©%m¡£¢°³=© ©m%´Q¢D²9µ ¶·²]¡R³[´_²2 ¸¡¹º´»¤_. .
The second condition is the Lipschitz continuity of the Hessian  © © . Newton’s method converges
quadratically as soon as the condition ²D¡^¼!³1¡½²2µ ¾À¿ÁÂ is met (see the proof in [108]). Hence,
the proximity condition depends of the particular assumptions that are made on function  .
Since the minimizer ¡ ½ is unknown, the measure ²¨¡^¼®³\¡ ½ ² does not yield a tractable condition
to determine the region of quadratic convergence. Inspiring from the first-order optimality con-
dition  © |¡½¢.Ãk± , we can build a termination criterion that is based on the norm of Newton step
³ÄÅ
© ©
|¡^ÆÇ¢ÉÈ|Ê


©
m¡^Æ¢ . Of course, we can use the standard Euclidean norm to measure the progress
of Newton’s method. The Euclidean norm can be written as follows
²]¡Ë²UÃ}Ì,¯

¡¹d¡£ÍÏÎ
Ð

where ¯

denotes the identity matrix in . . This norm can be generalized for any symmetric
positive definite matrix instead of ¯

.
Definition 5.1.1 (Local norm) Given a symmetric positive definite matrix Ñ , the local norm
induced by Ñ is ²]¡Ë²ÒÓÃ}Ì,ÑL¡¹d¡£Í
Î
Ð
.
The local norm satisfies the classical properties of norms. The triangular inequality and the
Cauchy-Schwartz inequality remain valid.
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Property 5.1.1 (Cauchy-Schwartz inequality) Given one symmetric positive definite matrix Ñ
and its inverse Ñ	Ê

, we have
Ì%¡¹d´Í1µ~²>¡[²Ò[­k²!´_²
Ò^Ô
Î
 ¸9¡¹d´R¤_

§
Lemma 5.1.1 Newton’s method is invariant with respect to any affine transformation.
Proof:
We consider the function Õ°m¡£¢]ÃÖ %ÑD¡£¢ , with non-degenerate matrix Ñ , and denote respectively
¡^Æ and ´pÆ the sequences defined by Newton’s method for the minimization of  and Õ . We
suppose without loss of generality that initial feasible points ¡^¼ and ´p¼	ÃYÑ Ê

¡^¼ are available.
Let ´oÆDÃ/ÑGÊ

¡^Æ for some × . Then
´pÆºØ

Ã ´pÆ'³ÄÙÕ
© ©
%´Q¢ÉÈ
Ê

Õ
©
%´Q¢ÚÃÛ³ÄÜÑUÝIÕ
© ©
%´Q¢ÞÑLÈ
Ê

ÑUÝPÕ
©
|´¢
Ã ´pÆ'³ÄßÑDÝI
© ©
%ÑL´¢ÉÑLÈ
Ê

ÑDÝI
©
%ÑL´¢ Ã/Ñ
Ê

¡^ÆU³[Ñ
Ê

ÄÅ
© ©
|¡^ÆÇ¢ÉÈ
Ê


©
|¡^Æ¢
Ã Ñ
Ê

¡^ÆØ

§
Thus, ´oÆDÃÖÑ
Ê

¡^Æ for all ×»à± . á
According to Lemma 5.1.1, we set ÑÖÃâ© ©||¡£¢ . The local norm of Newton step can be expressed
as
²9ÄC³<
©
m¡^Æ¢ÀÈ
Ê


© ©
|¡^ÆÇ¢9²Ò£Ã~ÌÞ³9
©
|¡£¢2ÄC³<
© ©
|¡^Æ¢ÀÈ
Ê


© ©
|¡^Æ¢nÍ

¾
Ã²U
©
|¡£¢<²ãºä äCåÅæç
Ô
Î
§
We will see that the stopping criterion ² © |¡£¢[² ãºä äCåèæç Ô
Î
µêé is central in the minimization of
self-concordant functions. Let us introduce a new notation.
Definition 5.1.2 (Third directional derivative)

© © ©
|¡£¢ëÄßìíÈÃîŁ

ï2ð
¼9ñ
ò
ÄÅ
© ©
m¡Mó
ò
ì£¢®³1
© ©
|¡£¢ÉÈô§
Noting ´MÃ¡Gó ò ì , the Lipschitz condition ²!© ©%m¡£¢¹³õ© ©m%´Q¢L²<µö¶·²]¡M³y´_² can be expressed
as
²'
© © ©
|¡£¢ëÄßìíÈÚ²2µ÷¶·²!ìø²9§ (5.2)
A direct consequence of inequality (5.2) is
Ì
© © ©
|¡£¢#ÄÜìíÈìùdìPÍ¨µ¬¶ ²>ìõ²
Á
§
This inequality defines a particular class of functions. Using the local norm of the Hessian instead
of the Euclidean norm, we get the class of self-concordant functions.
56 CHAPTER 5. THEORY OF SELF-CONCORDANT FUNCTIONS
5.1.2 Definition of self-concordant functions
Definition 5.1.3 (Definition 4.1.1 of [108])
 is a ¶ -self-concordant function on  with the parameter m ª 0 if the inequality
ú
ÌT
© © ©
|¡£¢#ÄÜìíÈìùdìPÍ
ú
µ¬¶·²¨ìõ²
Á
ãºä äûåèæç
(5.3)
holds for all ¡\¤ and ì\¤_. .
Let us give a more general definition:
Definition 5.1.4 (Lemma 4.1.2 of [108])
 is a ¶ -self-concordant function if the inequality
ú
ÌT
© © ©
|¡£¢#ÄÜì

Èì
¾
ºì
Á
ÍÞÈ
ú
µ¬¶·²>ì

²
ãºä äCåèæç
²>ì
¾
²
ãºä äåÅæç
²>ì
Á
²
ãºä äûåèæç
holds for all ¡\¤ and ì

ºì
¾
ºì
Á
¤\Ú .
Here are some examples of simple self-concordant functions:
1. It is obvious that any linear function  m¡£¢]ÃüÌTýíd¡£Íó?þ is a 0-self-concordant function.
2. Any convex quadratic function  m¡£¢_Ã Ì,ÑD¡¹d¡£ÍUóßÌTýíd¡£Í¨óÛþ , with Ñ Ã Ñ
Ý
ª ± is a
0-self-concordant function.
3. The logarithmic function  m¡£¢.Ã}³LŁ!¡ is a 2-self-concordant function.
5.1.3 First properties
The following properties are elementary addition and composition rules on self-concordant func-
tions. They allow one to check easily whether some classical functions are self-concordant or
not.
Theorem 5.1.1 (Theorem 4.1.1 of [108])
Let


and 
¾
be self-concordant functions with parameters ¶

and ¶
¾
. The function  |¡£¢*Ã
ò



m¡£¢ ó
ò
¾

¾
|¡£¢ is self-concordant on the intersection of the domains of 

and 
¾
, with pa-
rameter ¶ Ã  
Â
Î

ï
Î

Â
Ð

ï
Ð
¥ .
Corollary 5.1.1 (Corollary 4.1.1 of [108])
Let  be a self-concordant function with parameter ¶ . If ÑÖÃÖÑ
Ý
ª ± , then the function

|¡£¢.Ãâ m¡£¢óî
¾
Ì,ÑD¡¹d¡£ÍùókÌTýíd¡£Í¹ó?þ
is a m-self-concordant function .
Corollary 5.1.2 (Corollary 4.1.2 of [108])
Let  be a self-concordant function with parameter ¶ , and ò ª~± . Then the function  m¡£¢VÃ
ò
°|¡£¢ is also self-concordant with parameter Â
ï
.
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Theorem 5.1.2 (Theorem 4.1.2 of [108])
Let Ó|¡£¢ÃöÑL¡»ókþ be a linear operator: Ó|¡£¢O®]1 
Â
. Assume that  |´¢ is a ¶ -self-
concordant function. Then the function  |¡£¢.Ãâ°	Ó|¡£¢n¢ is also ¶ -self-concordant.
From Corollary 5.1.1, we can see that any self-concordant function can be scaled to a given value
of parameter ¶ . From now on, we suppose without loss of generality that the parameter is equal
to 2, obtaining a so-called standard self-concordant functions.
5.1.4 Self-concordant functions and analytic centers
Recall that the analytic center of a polytope is the minimizer of the function
 m¡£¢]Ã ³
Â

 


Ł


where the 

denote the slack variables ( <Ã ³yÑ
Ý
¡ ). Noting that °|¡£¢ is a self-concordant, we
generalize the definition of the analytic center to the entire class of self-concordant functions.
Definition 5.1.5 Let  |¡£¢ be a self-concordant function defined on a convex set  . The point
¡
½
Ã
>

æ
 |¡£¢
is called the analytic center of  generated by  .
We introduce the following notation:

ã
m¡£¢]ÃüÌ
© ©
|¡£¢
Ê


©
m¡£¢
©
|¡£¢nÍ
Î
Ð
ÃY²'
©
|¡£¢<²
ã
ä ä
åèæç
Ô
Î
§ (5.4)

|¡£¢ is called the local norm of the gradient ©m|¡£¢ , or Newton’s decrement of function  at ¡ .
If ¡½ is an analytic center, we have

ã
m¡½¢ÚÃk± . Let us give an alternative definition of

ã
|¡£¢ :
Definition 5.1.6

¾
ã
|¡£¢.Ãﬁﬀﬂﬃ*! Ì
©
|¡£¢#"^ÍÚ³¬Ì
© ©
|¡£¢$"I#"^Í %"Ó¤_

¥>§
The neighbourhood of the analytic center can be characterized by using the local norm of the
gradient.
Definition 5.1.7 Let  be a self-concordant function and ¡½ the analytic center of  . The point ¡
is called an & -approximate analytic center if the inequality  ã m¡£¢!µ'& holds, where ±Mµ'&Rµ
ñ
is
called the centering parameter. We refer to the inequality  ã |¡£¢!µ'& as the proximity condition.
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Remark that the centering condition defines an ellipsoid around ¡ ½ . We now describe some
properties of the self-concordant functions in this ellipsoid and in the vicinity of any given point
¡ in  . We consider one particular ellipsoid: the Dikin’s ellipsoid, which is defined by
(
|¡¹*)p¢ÚÃÛ2´ ¤_

 ²>´³[¡Ë²ãºä äåÅæç°µ') ¥Ï§
We also note
(
¼
|¡¹*)p¢ the interior of
(
|¡¹*)p¢ :
(
¼
|¡¹*)p¢.Ã 2´R¤ 

 ²!´V³[¡Ë²ãºä äCåÅæç,+-)Ï¥Ï§
Theorem 5.1.3 (Theorem 4.1.5 (1) of [108])
For any ¡_¤ , we have ( ¼ |¡¹
ñ
¢/. .
Theorem 5.1.4 (Theorem 4.1.5 (2–3) of [108])
1. For all ¡¹d´R¤ , the following inequality holds
²>´³[¡Ë²
ãºä äå10ºç
à
²!´³[¡õ²
ã
ä ä
åèæç
ñ
óY²¨´³[¡õ²
ã
ä ä
åÅæç
§
2. If ²>´³[¡Ë² ã ä ä åÅæç +
ñ
, then
²>´³[¡õ²
ã
ä ä
å10ºç
µ
²!´³[¡õ²
ãºä äCåèæç
ñ
³~²¨´³[¡Ë²ãºä äûåÅæç
§
Theorem 5.1.5 (Theorem 4.1.6 of [108])
Let ¡\¤ . For any ´R¤
(
¼
m¡¹
ñ
¢ we have

ñ
³~²!´³[¡õ²
ãºä äCåèæç

¾

© ©
m¡£¢'µ/
© ©
|´¢¨µ
ñ

ñ
³~²>´A³Ë¡õ²
ãä äåÅæç

¾

© ©
m¡£¢§
Theorem 5.1.6 (Theorem 4.1.11 (second inequality) of [108])
For any & -approximate center ¡¤ , we have
&
ñ
ó2&
µF²>¡O³[¡
½
²
ã
ä ä
åÅæç
µ
&
ñ
³3&
§
Corollary 5.1.3 Let ¡ ½ and ¡ be respectively the exact and an & -approximate analytic center of
 , with ±Mµ'&4+ßÁ , and ´R¤ . Then,
²¨¡
½
³[´_²
ãºä äåÅæç
µ
ñ
³5 ,&
ñ
³367&
²>¡
½
³ ´_²
ãºä äCåÅæ98Éç
§
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Proof:
In view of Theorem 5.1.5 we have

© ©
|¡£¢/:
ñ

ñ
³~²¨¡ ³[¡
½
² ãºä äåÅæ98Éç ¢
¾

© ©
m¡
½
¢§
From Theorems 5.1.4 and 5.1.6, we get

© ©
m¡£¢/:
ñ
;
ñ
³ <
Î
Ô
<

Ê
<
Î
Ô
<
=
¾

© ©
m¡
½
¢ÚÃ?>
ñ
³2 !&
ñ
³56&A@
¾

© ©
|¡
½
¢§
Thus,
Ì
© ©
|¡£¢#|¡
½
³ ´¢d¡
½
³ ´Í!µ >
ñ
³2 &
ñ
³56!& @
¾
Ì
© ©
|¡
½
¢ëm¡
½
³ ´Q¢n¡
½
³ ´Í#§
á
We conclude this section by a few inequalities that will be useful in the proofs of the next chap-
ters.
Theorem 5.1.7 (Theorem 4.1.7 of [108])
For any ¡¹d´R¤ we have
ÌT
©
|´¢°³ 
©
m¡£¢º´V³[¡£ÍUà
²!´V³[¡Ë²
¾
ãºä äCåÅæç
ñ
óî²!´V³[¡Ë²
ã
ä ä
åèæç
 (5.5)
 %´Q¢>àÖ m¡£¢ókÌ
©
|¡£¢º´³Ë¡£Íùó3B<²¨´V³Ë¡[²
ã
ä ä
åÅæç
¢ (5.6)
where B<DCn¢ÚÃ'C ³[Ł	
ñ
ó5Cn¢§
Theorem 5.1.8 (Theorem 4.1.8 of [108])
Let ¡¹º´R¤ and ²!´V³[¡Ë² ãºä äûåèæç +
ñ
. Then
Ì
©
|´¢ù³1
©
m¡£¢º´³Ë¡£ÍUµ
²!´V³[¡Ë²
¾
ãºä äCåÅæç
ñ
³~²!´³[¡õ²
ã
ä ä
åèæç
 (5.7)
°%´Q¢¨µ/ |¡£¢óÖÌ
©
m¡£¢º´V³[¡£Í¹ó3B
½
²>´A³Ë¡õ²
ã
ä ä
åÅæç
¢ (5.8)
where B
½
DCn¢.Ã ³C°³ Ł	
ñ
³ECn¢§
5.1.5 Minimizing self-concordant functions
Let us examine the efficiency of Newton’s method for the minimization of a self-concordant
function. More precisely, the problem of interest is (5.1), where  is a self-concordant function.
It is clear that all the self-concordant functions do not necessary have a minimizer. The following
theorem (Theorem 4.1.9 of [108]) establishes a sufficient condition for the existence of a unique
minimizer.
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Theorem 5.1.9 (Theorem 4.1.9 of [108])
Let

ã
|¡£¢F+
ñ
for some ¡\¤ . Then, the solution of problem (5.1) exists and is unique.
The remarkable fact about this result is that a local condition at any point ¡Û¤ü provides a
global information about the function. Moreover, this condition defines the region of quadratic
convergence.
Theorem 5.1.10 (Theorem 4.1.12 of [108])
Let

ã
|¡£¢/+
ñ
for some ¡_¤ . Then the point ¡ Ø Ã/¡U³_ÄÙ© ©|m¡£¢ÉÈ Ê

©|m¡£¢ belongs to  . Moreover,

ã
|¡
Ø
¢¨µG>

ã
m¡£¢
ñ
³

ã
m¡£¢@
¾
§
By solving the inequality
;IHKJ
åÅæç

Ê
HKJ
åÅæç
=
¾
+

ã
|¡£¢ , we get the following result.
Corollary 5.1.4 If  ã m¡£¢L+NM Ã Á Ê
 O
¾
, then

ã
m¡
Ø
¢!µ

ã
m¡£¢ .
Whenever the condition

ã
m¡£¢L+
ñ
is not met, a damped Newton step guarantees a fixed decrease
of the the function  .
Theorem 5.1.11 (Theorem 4.1.10 of [108])
Let ¡\¤ and ¡ Ø Ã¬¡R³ 

Ø
HKJ
åÅæç
ÄÅ© ©||¡£¢ÀÈ
Ê

^©||¡£¢ . We have
 m¡
Ø
¢!µ/ |¡£¢°³PB<

ã
m¡£¢d¢§
The damped Newton scheme (Algorithm 5.1) to solve problem (5.1) arises naturally from the
last result.
Algorithm 5.1 Damped Newton scheme for self-concordant functions [108]
Initialization:
Let Q ¼LRS .
First Stage:
T
ãVU
Q ÆXWZY\[^]
©
U
Q ÆXW_[
ãºä äåÅæK`dç
Ô
Î
.
while
T
ãVU
Q ÆXW,a-b
Tdc
where egfIb
Th
Á
Ê
 O
¾ji
do
Perform damped Newton steps: Q ÆØ

YEQ ÆFk


Ø
HKJ
åÅæ
`
çFl
]
© ©
U
Q ÆW	m
Ê

]
©
U
Q ÆW .
end while
Second Stage:
while
T
ãVU
Q ÆXW,fon
c
where n is the final level of accuracy
i
do
Perform full Newton steps: Q ÆØ

YPQ Æpk
l
]
© ©
U
Q ÆXW	m
Ê

]
©
U
Q ÆWq
end while
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From Theorem 5.1.11, the first stage is OT m¡^¼¢!³/ |¡ ½ ¢n¢ . From Theorem 5.1.10, the second
stage is 
;
Ł'Łsr
H

=
. The stopping criterion for this Newton scheme is based on the local norm
of the gradient

ã
m¡£¢'Ã ²<©m|¡£¢	²ã ä ä åèæç
Ô
Î
. The convergence could have either been measured by
computing or bounding the values of  m¡£¢!³/ |¡ ½ ¢ and ² ¡\³ ¡ ½ ² ãºä äûåèæç . These measures are
locally equivalent. The following inequalities can easily be proved (Theorem 4.1.11 of [108]):
B<

ã
|¡£¢d¢ µ  |¡£¢°³= m¡½¢ µ B
½


ã
m¡£¢d¢
B.©m

ã
|¡£¢d¢ µ ²]¡R³õ¡ ½ ²
ãºä äûåèæç
µ B.©
½


ã
m¡£¢d¢§
The second statement is closely related to Theorem 5.1.6.
Let us summarize the main properties of Newton’s method when applied to the unconstrained
minimization of a self-concordant function  :
i) the method is globally convergent and asymptotically quadratically convergent,
ii) the Hessian © © is not singular provided  contains no straight line, this ensures
that Newton’s direction can always be computed,
iii) all Newton steps yield feasible points,
iv) damped Newton steps ensure a guaranteed decrease of  , hence the number
of iterations of the process is proportional to the functional gap between the
initial point and the optimal value,
v) as soon as the local norm of the gradient is less than a threshold value ( Á Ê
 O
¾
),
the method converges quadratically.
5.2 Self-concordant barriers
In this section, we focus on the self-concordant functions that have one additional property:
Newton’s decrement is bounded from above. These functions are called self-concordant barriers.
5.2.1 Definition and examples
Let  be a standard self-concordant function on set  , we give two definitions:
Definition 5.2.1 (Definition 4.2.2 of [108])
 is a self-concordant barrier on  if

t
#uwv
Äx Ì
©
|¡£¢ºì£Í°³/Ì
© ©
|¡£¢ÉìùdìPÍÉÈIµ/
for all ¡\¤ . The value  is called the parameter of the barrier.
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Definition 5.2.2  is a self-concordant barrier on  if

¾
ã
m¡£¢]ÃüÌºÄÅ
© ©
m¡£¢ÉÈ
Ê


©
m¡£¢
©
|¡£¢nÍ'µ/ (5.9)
for all ¡\¤ .
These definitions are equivalent provided  © © is non-degenerate. Let us replace ì by C	­ ì in
definition 5.2.1, and maximize the left-hand side along the ray XC!­\ì¹$C>ª ± ¥ . We get CõÃ
y
ã
ä
åèæç{z
t9|
y
ãä äåÅæç
t
z
t9|
. Replacing C by this value, we have the following inequality:
Ì
©
m¡£¢ºì£Í
¾
µ/IÌT
© ©
m¡£¢Þì¹ºì£Í (5.10)
for all ì_¤_. .
It is clear that all the self-concordant functions are not necessary self-concordant barriers. Here
are some simple examples:
} The real logarithmic barrier  |¡£¢.ÃÛ³DŁ'¡ , is a 1-self-concordant barrier for  Ø .
}
 m¡£¢.ÃÛ³

~



Ł!¡

is a  -self-concordant barrier for the positive orthant of Ú .
}
 m¡£¢<ÃN92CÞýEC is a ± -self-concordant barrier (use Definition 5.2.1). It is the only self-
concordant barrier with parameter less than 1. Moreover, it is the only self-concordant
barrier for whole   .
} Linear functions are self-concordant functions but not self-concordant barrier, since the
Hessian matrix © ©||¡£¢ is null.
5.2.2 Some properties of self-concordant barriers
If  is a self-concordant barrier on some domain  , it is clear that the function Ì2d¡£Í]óâ m¡£¢
is self-concordant on  (see Corollary 5.1.1), but it is not a self-concordant barrier. As in the
case of self-concordant functions, simple addition and composition rules can be defined for self-
concordant barriers.
Theorem 5.2.1 (Theorem 4.2.2 of [108])
Let 

and 
¾
be two self-concordant barriers with parameters 

and 
¾
respectively. Then the
function  m¡£¢]ÃÖ

m¡£¢íóË
¾
|¡£¢ is a self-concordant barrier for the intersection of the domains of


and 
¾
, with the parameter  ÃÖ

óF
¾
.
Theorem 5.2.2 (Theorem 4.2.3 of [108])
Let Óm¡£¢ Ã ÑD¡\ó þ be a linear operator,  '. 
Â
. Assume that function  |´¢ is a
 self-concordant barrier. Then  |¡£¢Ã  	Ó|¡£¢n¢ is a  self-concordant barrier for the set



ÃÛ¡_¤_. Óm¡£¢¨¤



¥\. 
Â
§
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A direct consequence is that the function °|¡£¢RÃ ³ 
~



Ł	Ł*³/Ñ
Ý
¡£¢

is a ¶ -self-concordant
barrier for the polytope defined by the inequality Ñ
Ý
¡âµ , where Ñ is a ?­[¶ matrix, ¡â¤
  L¤_
Â
.
Theorem 5.2.3 (Theorem 4.2.4 of [108])
Let  |¡£¢ be a  -self-concordant barrier. We have
Ì
©
|¡£¢º´³[¡£Í'µ/  ¸¡¹º´R¤


§
Theorem 5.2.4 (Theorem 4.2.5 of [108])
Let  |¡£¢ be a  -self-concordant barrier. Then, for any ¡¹º´R¤    such that ÌT © m¡£¢º´³9¡£Í'à± ,
we have
²>´A³Ë¡õ² ãä äåÅæç µ/	ó- 

P§
The definition of the analytic center, that was given for general self-concordant functions (Defi-
nition 5.1.5), can be applied to self-concordant barriers.
Definition 5.2.3 (Definition 4.2.3 of [108])
Let  |¡£¢ be a self-concordant barrier for the convex set  . The point
¡
½
Ã
>

æ
 |¡£¢
is called the analytic center of  generated by the barrier §
We point out some properties of the local norm at the analytic center :
Theorem 5.2.5 (Theorem 4.2.6 of [108])
Assume that ¡½ is the analytic center generated by the  -self-concordant barrier  . Then for any
¡\¤


 we have:
²>¡O³[¡
½
²
ãºä äåÅæ98Àç
µ/GóI 

P§
On the other hand, for any ¡_¤_. such that ²>¡R³Ë¡ ½ ² ã ä ä åÅæ 8 ç µ
ñ
, we have ¡¤ .
Thus, we can define two ellipsoids, centered on ¡ ½ :
} the inscribed ellipsoid ²>¡O³[¡ ½ ² ã ä ä åÅæ 8 ç µ
ñ
that is contained in the domain of  ,
} the outer ellipsoid ²]¡R³[¡½*² ãºä äåÅæ98Àç µkGó   that contains the domain of  .
The next theorem gives a relation between any local norm in    and the local norm of ¡
½
.
Theorem 5.2.6 (Corollary 4.2.1 of [108])
Let  be bounded. Then, for any ¡\¤ and R¤ ] we have:
²F ²
ãºä äûåèæç
Ô
Î
µÛT	ó- 

¢<²F_²
ãºä äûåÅæ98Þç
Ô
Î
§
64 CHAPTER 5. THEORY OF SELF-CONCORDANT FUNCTIONS
The next result will be useful in the convergence proof of the homogeneous version of ACCPM.
Theorem 5.2.7 ([111])
Let  be a  -self-concordant barrier on  and " be an element of the recessive cone of  , i.e.
¡Mó3C" ¤ for any ¡\¤G$C>ª ± , then for all ¡\¤  V^ , we have
Ì
© ©
|¡£¢"I#"^ÍÏÎ
Ð
µ ³Ì
©
|¡£¢"Í§
In particular, if  contains a line ¡^¼°ó5C" , then  is constant along this line.
5.2.3 Applications of self-concordant barriers
Let us consider the following optimization problem:
 
< Ì2d¡£Í?G¡\¤y¦¥] (5.11)
where  is a closed bounded convex set described by a  -self-concordant barrier  . Note that
linear optimization is a special case of Problem (5.11). Nesterov [108] describes a path-following
scheme, which consists in following the central path
¡
½
DCn¢.Ã
!$. 

æX
o Cd¡£¢.ÃC#Ì2d¡£Í¹óF m¡£¢C!ªF± ¥]§
An iteration is defined by
CÉÆØ

Ã CÉÆ]ó
CÉÆ
²LV²
ãºä äûåèæç

© ©
m¡£¢
Ê


¡^ÆØ

Ã ¡^Æ'³/ÄÙ
© ©
|¡£¢ÉÈ
Ê

DCÉÆÚóF
©
|¡£¢n¢§
This step is proved to preserve centrality, under a few technical assumptions that fall beyond the
scope of the present dissertation. The scheme converges in âÞ *ŁF 
 
iterations. A subprob-
lem in this path-following scheme is to determine the starting point as an approximate analytic
center of  . Since self-concordant barrier are a particular form of self-concordant functions, the
minimization scheme (Algorithm 5.1) can be employed. Nesterov also describes an auxiliary
path-following scheme with complexity 
½


*Ł


22
.
5.3  -normal barriers
5.3.1 Definitions
Supplementary properties arise when self-concordant functions and barriers are used in the con-
text of convex cones. Let  be a closed convex cone ( . . ), and »à
ñ
.
Definition 5.3.1  is a  -logarithmically homogeneous barrier for  if
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i) \  VG  is a 
¾
smooth convex function,
ii)  m¡

¢.  for each sequence ¡

¤

wË¥ that converges to a boundary point of  ,
iii)  Q¡£¢.Ãâ m¡£¢°³1 ŁQ ¸¡¤  V\$ ª¬± §
Definition 5.3.2  is a  -normal barrier for  if it is 1-self-concordant and  -logarithmically
homogeneous.
5.3.2 Properties of  -normal barriers
From the definition of logarithmically homogeneous barriers, we derive several properties. Dif-
ferentiating the third condition of Definition 5.3.1 in ¡ and OÃ
ñ
respectively leads to

©
Q¡£¢.Ã
ñ


©
|¡£¢ (5.12)
Ì
©
|¡£¢d¡£Í>Ã ³9 § (5.13)
Differentiation of (5.13) in ¡ in direction " ¤_. leads to
Ì
©
|¡£¢"Í]Ã}³Ì
© ©
|¡£¢À¡¹#"^Í# (5.14)
substituting ¡ Ã" in (5.14) we obtain
Ì
© ©
|¡£¢À¡¹d¡£Í¨ÃÖ § (5.15)
Let us evaluate the local norm of the gradient for a  -logarithmically homogeneous barrier  .
Using Definition 5.1.6, we have

¾
ã
m¡£¢·Ã ﬀ$ﬂﬃ

#uwv
! Ì
©
|¡£¢#"^ÍÚ³¬Ì
© ©
|¡£¢$"I#"^Í¥>
Ã ﬀ$ﬂﬃ

#u
v
! Ìn³<
© ©
|¡£¢É¡¹"ÍÚ³Ì
© ©
m¡£¢$"I#"^Í¥>§
Differentiating in " and using (5.15), we get

¾
ã
|¡£¢.Ã~Ì
© ©
m¡£¢É¡¹d¡£Í]Ãâ § (5.16)
Corollary 5.3.1 A  -normal barrier for  is a  -self-concordant barrier for  .
Proof:
This is a direct consequence of definition (5.3.2) and equation (5.16). á
Consider the convexity condition
°%´Q¢¨à/ |¡£¢óÖÌ
©
m¡£¢º´V³[¡£Í# (5.17)
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and replace in ¡ by  ¡ . Using (5.12), we get
 %´Q¢>à/ m¡£¢ ³1 ŁLVóÖÌ
ñ


©
|¡£¢º´A³P ¡£Í#§
Let us look for the maximum of the right-hand side in  ª ± , we obtain
OÃ
ñ

Ìn³<
©
|¡£¢º´QÍ#§
Using (5.13), the convexity condition can we written in stronger form
 |´¢>à/°|¡£¢°³=!Ł
ñ

Ìn³<
©
m¡£¢º´QÍ *§ (5.18)
5.4 Augmented self-concordant barriers
5.4.1 Definition
In the preceding sections, the analytic center could be defined as the minimizer of a self-concordant
function or barrier on a polytope. We are tempted to extend this definition to  -normal barriers,
and to define the analytic center as the barrier minimizer. Unfortunately, the domain of the  -
normal barrier is unbounded. The idea of augmented self-concordant barriers is to compensate
the unboundedness of the  -normal barrier by adding a quadratic term that gets large when ²]¡Ë²
increases. The definition and minimization scheme have been described by Nesterov and Vial
[116].
Definition 5.4.1 Let  be a cone. The function  is called an augmented self-concordant bar-
rier for a cone  (or shortly an augmented barrier) if is it formed as follows:

|¡£¢]Ã 
¾
ÌŁ¡G¡¹d¡£ÍùóF°|¡£¢
where ¡ is a positive semi-definite matrix and  |¡£¢ is a  -normal barrier for the cone 
Note that an augmented barrier is a self-concordant function, but not a self-concordant barrier or
a  -normal barrier. The quadratic augmentation precludes the uniform boundedness of Newton’s
decrement. This class of functions will be illustrated in the next chapters, with function  m¡£¢>Ã

¾
²]¡Ë²
¾
óG |¡£¢ , which is an augmented barrier.
5.4.2 Minimizing self-concordant augmented barriers
The analytic center associated with the augmented barrier is defined by
¡
½
Ã
$.

æX¢E£
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¾
ÌŁ¡G¡¹d¡£Í¹ó? |¡£¢¤D§ (5.19)
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Since an augmented barrier is a particular self-concordant function, ¡ ½ can be found by applying
Algorithm 5.1. The complexity estimate of the Newton scheme depends on the functional gap

|¡^¼¢U³

m¡ ½ ¢ . Because of the quadratic term, an upper bound for this gap cannot be given
directly. We must resort to two characteristics ¥ t and ¥
¿
of problem (5.19). For any given point
M
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are defined such that
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The following theorem gives a general complexity estimate for the minimization of augmented
barriers, that depends on the two characteristics.
Theorem 5.4.1 Let ¡^¼!Ã§¦
M
¡ .
1. If we choose ¦ Ã  ¨ , damped Newton’s method 5.1 enters the region of quadratic conver-
gence at most after ¬,©¥ t 
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Proof:
From the definition of ¥
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, we have
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The solution of this problem is uniquely defined by ¥
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Using definition 5.3.1 and equation (5.15), we get
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On the other hand,
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To conclude the proof, it suffices to introduce the appropriate values for ¦ into (5.20). á
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Path following scheme
Nesterov and Vial also propose a path-following scheme that achieves a better complexity than
the damped Newton scheme. They set a so-called tolerance parameter ´Ã µ and the variable
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The central-path is defined as the trajectory of the minimizers of function
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Algorithm 5.2 Path-following scheme [116]
Initialization:»
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Iteration k:
if
T
æ
`
UDÀ
©
U
Q ÆXWÁW,ÂÃÄ then»
ÆØ

Y
U
¼kÆÅdW
»
Æ ,
Q ÆØ

YEQ ÆFk
l
À
© ©
U
»
Æ!½ÁQ ÆXW	m
Ê

À
©
U
»
ÆØ

½ÁQ ÆXW ,
else
Stop.
end if
Theorem 5.4.2 Algorithm 5.2 terminates after no more than Ç iterations, where Ç satisfies the
following inequality:
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If we can choose ¦ Ã 
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, then the number of iterations of the scheme is of the order of
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If ¥ t cannot be estimated beforehand, we can still choose ¦ as an absolute constant. The number
of iterations of the scheme remains comparable and still quite moderate:
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This result basically improves Theorem 5.4.1 by a factor   .
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5.5 Extensions
5.5.1 The universal barrier
The preceding results describe the nice properties of self-concordant functions and barriers but do
not really explain how to construct such functions. Moreover, one may wonder whether it always
exists a self-concordant function or barrier associated with one given problem? The following
existence theorem [111] answers the question for any convex problem.
Theorem 5.5.1 There exists an absolute constant Î such that each closed convex domain W¤
. admits a 	Î¢ -self-concordant barrier. If  does not contain any one-dimensional affine
sub-space of . , the following function is a self-concordant barrier for  :
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is the polar of  with respect to point point ¡ , and ú § ú denotes the Lebesgue  -dimensional
measure.
Remark 5.5.1 Note that if  in the above theorem is a cone, then the barrier is logarithmically
homogeneous.
In the general case, the universal barrier has no practical interest, since the existence theorem
gives no explicit formulation of the barrier. It appears that the efficiency of optimization schemes
that use self-concordant barriers mainly rely on their parameter. One has to construct explicit
self-concordant barriers, and the parameter must be as small as possible. For most of the ap-
plications, it is possible to construct appropriate barriers by using a collection of “canonical”
barriers (see [111]). Starting from these canonical barriers, some combination rules (sum, com-
positions, ...) allow to construct the desired function. We give a few examples:
Example 5.5.1
i) Logarithm function: the function ³DŁVDCPó1Ł!¡£¢°³[Ł!¡ is a  -self-concordant barrier for
the epigraph  m¡¹$Cn¢!¤_. ­  	¡\ª¬± $C¨à³DŁ'¡¥ of the function ³DŁ'¡ .
ii) Polytope: let WÃ ¡_¤_  2Ì,ý

d¡£Í'µþ


ñ
µ'Ñ.µ¶\¥ be a polytope defined by a set of
linear constraints satisfying the Slater condition. The function
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is a ¶ -self-concordant barrier for  . If  is a cone (i.e. þ

Ã~±Q
ñ
µÒÑ<µÛ¶ ),  m¡£¢ is
¶ -logarithmically homogeneous.
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iii) Ice-cream cone: the function ³LŁVDC
¾
³¡
Ý
¡£¢ is a  -logarithmically homogeneous self-
concordant barrier for the ice-cream cone êÃ  m¡¹$Cn¢!¤_  ­_ ú C!àM²¨¡õ²¥ .
iv) Cone of positive semi-definite symmetric matrices: the function ³LŁ Ó ùm¡£¢ is a  -
logarithmically homogeneous self-concordant barrier for the cone of symmetric ­ 
semi-definite matrices.
5.5.2 Self-scaled cones
The theory of self-concordant functions and the concept of structural programming offer a pow-
erful framework for designing efficient convex optimization algorithms. Setting supplementary
conditions on the self-concordant functions yields stronger results. We first introduce the concept
of self-scaled cones, for which some of the nice properties of self-concordant functions extend
far beyond the Dikin’s ellipsoid. The following definitions and properties are taken from [113]
and [114].
Let us consider a closed convex cone  in a finite-dimensional real space Ô , with dual space Ô ½ ,
and assume that  is equipped with a  -normal barrier  . We define the cone  ½ dual to  as
follows:

½
Ã!V¤ÕÔ
½
ÌÖôd¡£Í!à±Q ¸¡¤ÕË¥]§

½
is also a pointed cone with non-empty interior. The conjugate function 
½
of

is defined on

V
½
by

½
2¢ÚÃ

Ï³ÌÖôd¡£Í ³

|¡£¢¨ô¡\¤×Ë¥¨§
Definition 5.5.1 Let  be a pointed cone with non-empty interior, equipped with a  -normal
barrier  . We call this cone self-scaled if for any ¡ and ´ from  V ,

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The barrier  is called a  -self-scaled barrier for cone  .
Although this definition may appear quite restrictive, there exist several important examples of
such cones: the positive orthant, the cone of positive semidefinite matrices, the second-order
cone... Many properties of self-scaled cones and barriers can be used to formulate efficient
interior point algorithms. Those methods are not in the scope of the present dissertation, we only
mention a few results that will be used in the sequel (Chapter 7). The interested reader can refer
to [113] and [114] for an extensive introduction to self-scaled cones.
We introduce a new measure to evaluate the distance to the boundary of the cone with respect to
some interior point ¡ . Let us fix ¡\¤  V and let Ø ¤ÕÔ . Denote
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It follows that ±µ Ù æ ²Ø^¢µN , and for all ò ¤ÄÜ±Q
ñXÜ
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´»¤Õ for any point ´ in the cone  , we have Ù æ É³L´Q¢ÚÃk± . Another interesting property is
that Ù æ |¡	³_´Q¢!µ
ñ
for any ¡¹º´R¤× . This results are very useful to extend the properties of self-
concordant functions. Indeed, some of the results in this chapter assume a proximity condition
of the form

ã
|¡£¢g+
ñ
or ²9´M³=¡F² ãä äûåÅæç +
ñ
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Proof:
This result is a direct corollary of Proposition 3.2 of [114]. á
Theorem 5.5.2 (Theorem 4.2 and inequality (4.8) of [113]) Let ¡¹º´k¤  V and Øü¤ßÔ be
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5.5.3 Self-regular functions
We conclude this chapter by mentioning a class of functions that is closely related to self-
concordant functions: the self-regular functions [120].
Definition 5.5.2 A twice-continuously differentiable function á}Ú%±Qóâ¬¢ã   is self-regular
if it satisfies the following conditions:
C.1 á<|¡£¢ is strictly convex with respect to ¡ª÷± and vanishes at its global minimum point
¡=Ã
ñ
, i.e., á<
ñ
¢GÃäá.©|
ñ
¢GÃ ± . Further, there exist positive constants 
¾
àß

ªî± and
Ø à
ñ
*åAà
ñ
such that


m¡
Ý
Ê

ó ¡
Ê

Ê©æ
¢!µ'á
© ©
|¡£¢!µ/
¾
|¡
Ý
Ê

ó1¡
Ê

Ê©æ
¢ ¸¡\¤=%±Qóâ¬¢Kç
C.2 For any ¡

d¡
¾
ªF± ,
á9m¡è

¡

Ê
è
¾
¢¨µ')!á<|¡

¢óÖ
ñ
³E)p¢éá<|¡
¾
¢ ¸)¦¤1ÄÜ±Q
ñ
È,§
72 CHAPTER 5. THEORY OF SELF-CONCORDANT FUNCTIONS
Parameter å is called the barrier degree and Ø the growth degree of á .
It is proved in [120] that condition C.1 can be rewritten in a more familiar way. If a function á
satisfies C.1 (with åAª
ñ
), there exists a constant  ¨ such that
á<|¡£¢ á
© ©
|¡£¢!µ
¨
á
©
m¡£¢
¾
 ¸¡\ª ±Q§ (5.21)
Replacing á<|¡£¢ by  © m¡£¢ , inequality (5.21) becomes
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As mentioned in [48], the last inequality is a direct consequence of inequalities (5.3) and (5.10)
characterizing the self-concordant barriers. There are strong similarities between the sets of
self-concordant and self-regular functions:
} their definition rely on inequalities between their successive derivatives,
} they are both pointed convex cones,
} there exists a large intersection between the two sets,
} in some cases, condition C.2 for self-regularity can be relaxed, leading to very similar
definition of self-concordant barriers and self-regular functions,
} both classes offer a nice unified framework to prove good complexity results for interior
point methods.
5.6 Concluding Remarks
In this chapter, we have introduced the class of self-concordant functions and its extensions:
self-concordant barriers,  -normal barriers and augmented self-concordant barrier. These func-
tions have a specific structure that improves the efficiency of optimization schemes. We also
mentioned the classes of self-scaled cones and self-regular functions. In the same way than the
self-concordant functions, theses classes extend the understanding of interior point methods.
More generally, the results in this chapter are an encouragement to revisit all interior point meth-
ods, with the hope of decreasing the complexity bounds. The old barrier methods and path-
following schemes have been thoroughly studied and improved complexity bounds could be
obtained. In the sequel, we carry out a new complete analysis of the analytic center cutting plane
method, and use the results of this chapter to prove new complexity results.
Part II
The homogeneous ACCPM
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Chapter 6
A homogeneous version of ACCPM
Nothing shocks me. I’m a scientist.
— Indiana Jones
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et us recall the main complexity result about the standard ACCPM: the number of
iterations given by Goffin, Luo and Ye [51] is 
;

Ð

Ð
=
 where é is the final accuracy
and  the dimension of the space. This complexity appears to be competitive when
compared to the simplex method or to the first polynomial methods for linear opti-
mization. However, the factor  turns out to be undesirable if the objective is to solve problems
with high dimension.
This chapter introduces the homogeneous version of ACCPM, and prove that its rate of conver-
gence does not depend on the factor  . We first review some analytic center-based and proximal
conceptual schemes studied by Nesterov in [107]. Then, we introduce the homogeneous ACCPM
proposed by Nesterov and Vial [115], where the original problem is embedded into a projective
space. This conic formulation benefits from the properties of self-concordant barriers, and more
precisely  -normal barriers, resulting in an improvement as far as complexity is concerned.
In [115], the authors suppose that exact analytic centers are computed at each iteration. We give
a complete description and convergence proof of the homogeneous ACCPM under the more real-
istic stand that & -approximated analytic centers are computed, where & is a centering parameter.
We finally analyze the complexity of the inner iterations, and prove that recovering an analytic
center after introducing a cutting plane can be made in R
ñ
¢ damped Newton steps, followed by
R|Ł!ŁR
ê
¢ full steps. The convergence proof is taken from [112].
This chapter analyzes the complexity of the upper-level process, independently of the oracle. We
assume that a homogeneous oracle exists for the problem to solve, and that this oracle can be
invoked from any query point in the localization set. The description of the oracle, as well as the
embedding procedure will be discussed in Chapter 7.
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6.1 The steps towards the homogeneous ACCPM
In [107], the complexity estimates of several cutting plane methods are compared. Two analytic
center methods for unconstrained convex optimization problems are analyzed. The complexity
of the first scheme depends on the space dimension  , whereas a variant called proximal analytic
center method is shown to have a complexity that is independent of  .
6.1.1 An analytic center scheme for unconstrained optimization
Let us consider the problem


æKuVv
 |¡£¢ (6.1)
where  is a convex function. We assume that all subgradients ëR¤×ì£°|¡£¢ are uniformly bounded:
²ëy²Gµîí+îk and that there exists a constant ï and an initial point ¡^¼ such that the distance
to the minimizer ¡ ½ of  can be bounded:
²¨¡
½
³[¡^¼	²°+-ïA§ (6.2)
Algorithm 6.1 An analytic center based scheme [107]
Initialization:
Set Q ¼ Rñð

.
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.
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Iteration øÌa5¼
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The analytic center scheme (Algorithm 6.1) is based on the minimization of a barrier function.
One basic step consists in getting a subgradient ëpÆ and updating the barrier function by adding
the term Ì	ëoÆ d¡^Æ'³[¡£Í . At iteration × , the analytic center is defined as the exact minimizer of  Æ .
Theorem 6.1.1 Let the sequence ¡^Æ ¥
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be generated by Algorithm 6.1 as applied to the prob-
lem (6.1). The following inequality holds:
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6.1.2 A proximal scheme for unconstrained convex minimization
Algorithm 6.2 Proximal scheme [107]
Initialization:
Set Q ¼FR ð

and òÂoe .
Assume [ZQ
½
kòQ ¼ [
hoó
.
Set ô ¼ U QWZY 
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.
Iteration øÌa2¼
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Algorithm 6.2 is an improved method to solve (6.1). The main difference between Algorithms
6.1 and 6.2 is the introduction of additional quadratic terms 
¾

Ð
²<¡»³ ¡^¼²
¾
. The sum of these
terms tends to infinity. Hence, the current query point is quite different from the exact analytic
center. Note that the functions  ÆEm¡£¢×»ÃÛ±Q
ñ
Ç§ë§Ç§# are convex, so that the sequence ¡^Æo¥
Æ ¼
is
well defined.
The boundedness of the sequence of query points generated by Algorithm 6.2 is proved in [107],
as well as the optimal rate of convergence (this rate does not depend on  ).
Theorem 6.1.2 Let the sequence ¡^Æo¥
Æ ¼
be generated by the method (6.2) as applied to the
problem (6.1). If the parameter Ù satisfies
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6.2 The homogeneous scheme
6.2.1 The conceptual homogeneous scheme
In [115], Nesterov and Vial carry out the analysis of a homogeneous version of ACCPM, which
is aimed at solving a large variety of applications, with the optimal rate of convergence of Al-
gorithm 6.2. This scheme is only a conceptual algorithm since the computation of the exact
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analytic center is required at each iteration. We briefly review the scheme and present the main
convergence result.
The homogeneous analytic center cutting plane method applies to the canonical problem:
Find ¡_¤Õ ½  ¡ﬀÃÖ±  (6.1)
where  .¬  is a closed convex cone with non-empty interior and  ½ .   is a closed convex
cone.  is an initial localization set containing the starting point ¡^¼ .  ½ plays the role of a
target set. For example, in the case of an optimization problem,  ½ would be the set of points
satisfying the optimality conditions.
This formulation is then much more general than the simple unconstrained minimization, and
many problems can be rewritten into that format. The examples of convex feasibility problems,
convex constrained minimization and monotone variational inequalities are detailed in the next
chapter.
In the same way ACCPM associates an oracle with any convex problem, we associate Problem
(6.1) with a homogeneous separation oracle.
Definition 6.2.1 A homogeneous oracle is a mapping ë such that
i) Ì	ëPm¡£¢d¡³[¡½Í!à/±Q ¸¡½D¤ﬁy½ ,
ii) ëPDCÀ¡£¢ÚÃëIm¡£¢ ¸¡\¤  w and C!ª ± ,
iii) Ì	ëPm¡£¢d¡£Í.ÃÖ± .
The homogeneous ACCPM requires the following assumptions.
Assumption 6.2.1 Problem (6.1) is endowed with a homogeneous separation oracle. That is, at
iteration × , the oracle either confirms that ¡^ÆV¤ﬂ
½
, or returns a central cutting plane, defining
a hyperplane that contains 
½
and does not contain ¡^Æ in its interior. We also assume without
loss of generality that all the cutting planes are scaled, so that ²_ë_²#Ã
ñ
§
Assumption 6.2.2  is equipped with a  -normal barrier  .
We restrict the analysis on the core of the homogeneous scheme, and postpone homogeneous
oracles is postponed to the next chapter. Note also that Assumption 6.2.2 is not restrictive, since
the results about self-concordant functions ensure that a  -normal barrier can always be found
for the cone  . The homogeneous cutting plane scheme can be shortly described by Algorithm
6.3.
Algorithm 6.3 The conceptual homogeneous ACCPM [115]
Initialization:
Set ô ¼ U QWZY

¾
[AQs[
¾
/ô
U
QWq
Iteration øÌae
a) Compute Q Æ/YEýþéß   ö
æ
ôPÆ
U
QW .
b) Set ô£ÆØ

U
QWAYEô£Æ
U
QWksõ²öùûú
U
Q ÆW½ÁQ ÆFksQüq
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Note than, contrary to Algorithm 6.2, no proximal term is added at each iteration, the single
quadratic term 
¾
²A¡²
¾
is only used to penalize query points with a too large norm. Another
important difference with Algorithms 6.1 and 6.2 concerns the choice of a starting point. The
only requirement on the starting point in problem (6.1) is to be in the interior of the cone  .
Thus, Algorithm 6.3 does not give any explicit definition for ¡^¼ , but defines it as the minimizer
of the  -normal barrier  . The cone  provides an initial localization set in . : its role is similar
to Assumption (6.2) for Algorithm 6.1.
Nesterov and Vial use the quadratic term ﬃ
¾
²G¡/²
¾
, where ¦ is an arbitrary positive coefficient.
According to [115], any positive value yields an equivalent sequence of query points. We assume
without loss of generality that ¦ Ã
ñ
.
The convergence proof in [115] relies on a measure IÆôm¡£¢ that is a weighted average of the
slacks at ¡ in all the cutting planes. We define the following variables that play a central role in
the convergence proof of the homogeneous scheme:


Æ Ã
ñ
ÌDëIm¡

¢d¡

³Ë¡^ÆÍ
ª ±  ¸*±µ'Ñ+¬×¦³
ñ
 (6.2)
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³[¡£Í#§ (6.4)
Small values of IÆp|¡£¢ imply near optimality in a number of applications. A stopping criterion
can be established as follows :
PÆE|¡£¢!µ é 
where é[ª ± is a small real number (typically
ñ
±
Ê"! ) representing the final accuracy. We now
state the main result about the conceptual scheme.
Theorem 6.2.1 (Theorem 1 of [115])
For any ¡_¤Õ ,
PÆôm¡£¢'µ

Vó?×
×
Ð

Ó

ﬃ	#

m¡^Æ¢°³

|¡^¼¢
× $
²>¡õ²9§ (6.5)
Besides,

|¡^Æ%°³

m¡^¼&%!µ/×' (
Ð
¾

where
Ð)+*
' ,.-0/
 1
and
Ð324*
/
Ð)65798ﬂ:
'
,
; <>=@?
:
'
,.-0/
; ABADC
/
1
/
9E
Corollary 6.2.1 A consequence of Theorem 6.2.1 is that the homogeneous scheme converges in
FGIHKJ L
MON.P
iterations.
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The term 2
)RQTS0Q
) in the potential function prevents
S
to drift away from the origin. Thus, the
norm of
S
cannot be too large. The exponential term magnifies the importance of parameter (
(large parameters would result in disastrous complexity results).
6.2.2 The homogeneous scheme with approximate centers
From now on, we consider that the iterates are approximate analytic centers. This issue has been
addressed in [6] and [107], where the consequences of using approximate centers are evaluated.
We introduce a centering parameter U , that is used to relax the requirement for an exact analytic
center. The statement
SV
*XWYZ\[^]
?
_a`
VcbdS
% of Algorithm 6.3 is replaced by the inequality
Q
`fe
V
bgSVhiQkj lIm m
n9o
_
nprqrs3t&u
UvE (6.6)
Let wyxzU{x / . The homogeneous cutting plane scheme with U -approximate center is described
by Algorithm 6.4.
Algorithm 6.4 The homogeneous ACCPM with approximate centers [112]
Initialization:
Set |~}I 2
)


)\
|IŁ
Iteration e
a) Compute 
V
such that

|
e
V

V


j l
m m
n
o
_
n
pq
st
h
.
b) Set |
V
2
I>|
V
I@
V
O
V
IŁ
The value of U determines the quality of the analytic center approximation. Since the centering
parameter U is less than 1, the approximate center
SV
is located in the Dikin’s ellipsoid, and thus
feasible. One of the lemmas in the convergence proof uses Corollary 5.1.3, thus we make the
additional assumption that Ux 2  .
6.3 Convergence of the homogeneous scheme
Though technically more involved than the original derivation, the convergence proof follows
the same pattern as in [115] and uses the results of [108] and [111] on self-concordant functions.
We introduce a few new notations: denote
Sv¡
V
the exact analytic center at iteration ¢ and let
SV
be
an approximate minimizer of
`
V
. We also write £3¤ for £
bgS
¤
h
. With these notations, the extensive
form of function
`
V
is
`
VbgS¥h
*
/
;
Q¦SﬂQ
)
-
`
bgS¥h
<
V§
2¨
¤r©
}
=@?ª
£«¤
1
S
¤
<
S¥¬
E
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The first derivative is
` e
V
bdS¥h
*
S
-
` e
bgS¥h
-
V§
2¨
¤r© }
£«¤
ª
£3¤
1
S
¤
<
S¥¬
1
and the first-order optimality condition can be written
`Te
V
bdS
¡
V
h
*
S
¡
V
-
`Te
bgS
¡
V
h
-
V§
2¨
¤© }
£«¤
ª
£«¤
1
S
¤
<
S
¡
V
¬
*
wE (6.7)
The Hessian matrix is
` e e
V
bgSVh
*®­¯
-
` e e
bdSVkh
-
V§
2¨
¤r© }
£3¤@£3¤°
ª
£«¤
1
S
¤
<
SVk¬
)
E (6.8)
Lemma 6.3.1 The inequality±
Q¦SVQ
)
<
b³²
-
¢
h
±
u
;
U
)
/
<
U4´
²
-
¢
holds for all ¢µ¶w .
Proof:
Taking the derivative of
`
V
at
SV
and multiplying by
SV
, we obtain
ª
`
e
V
bdSVkh
1
SVk¬
*
Q\SVQ
)
-
ª
`
e
bdSVkh
1
SV¬
-
V§
2¨
¤©
}
ª
£«¤
1
SV¬
ª
£3¤
1
<
SV¬
E
Since
`
is a
²
-normal barrier, one has
ª
`
e
bgSVh
1
SV·¬
*
<
²
(see (5.13)), and thus
ª
`Te
V
bdSVkh
1
SVk¬
*
Q\SVQ
)
<
bK²
-
¢
h
E
From Cauchy-Schwartz inequality,
±
ª
`
e
V
bgSVh
1
SV·¬
±
u
Q
`
e
V
bdSVkh¸Q
j lIm m
n
o
_
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Q¼SVQ
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n
o
_
n¹p
E
Using (5.15) and (6.8)we get
Q¼SVQ
)
l
m m
n
o
_
n
p
*
ª
`fe e
V
bdSVkhOSV
1
SV¬
1
*
Q\SV	Q
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-
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`fe e
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1
SVk¬
-
V§
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}
ª
£«¤
1
SV·¬
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ª
£3¤
1
<
SVk¬
)
1
*
Q\SV	Q
)
-
²
-
¢¥E
Thus, by inequality (6.6)
±
Q\SV	Q
)
<
bK²
-
¢
h
±
u
U{¾
Q¼SVQ
)
-
²
-
¢
u
U
bQ¼SVQ
)
-
²
-
¢
h
E (6.9)
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One easily concludes that
/
<
U
/¼-
U
b³²
-
¢
h
u
Q¼SVQ
)
u
/¼-
U
/
<
U
bK²
-
¢
h
E (6.10)
To refine the bound, we plug the above upper bound into (6.9) and obtain±
Q\SV	Q
)
<
bK²
-
¢
h
±
u
U¿
/¼-
/¼-
U
/
<
UÀ´
²
-
¢
1
*
;
U )
/
<
U4´
²
-
¢~E
As Ux 2  , this new bound for
Q¼SVQ
is sharper than (6.9). Á
Lemma 6.3.2 For any
SRÂÃ
we have:
Ä
VbgS¥h
u
/
Å
V
bQ¦SVQ
-
U~Æ
Å
V
-0/·Ç
hiQ¦SﬂQ
E (6.11)
Proof:
For any
SﬁÂÃ
we have:
Å
V
Ä
VcbdS¥h
*
V§
2¨
¤©
}¦È
¤
V
ª
£«¤
1
S
¤
<
S¥¬
*
<
V§
2¨
¤©
}+È
¤
V
ª
£3¤
1
S¥¬
1
where
È
¤
V
1
Å
V
and Ä
VbgS¥h
are defined by equations (6.2)–(6.4). Using (6.7) and the Cauchy-
Schwartz inequality,
Å
V
Ä
VbgS¥h
*
ª
SV
1
S¥¬
-
ª
`
e
bdSVkh
1
S¥¬
<¶ª
`
e
V
bgSVh
1
S¥¬
1
u
Q¼SVQ
º
Q¼SﬂQ
-
ª
`
e
bdSVkh
1
S¥¬
-
U
Q¼SﬂQ
lIm m
n
o
_
np
E
Using (6.8), we may write
Q¼SÉQ
)
l
m m
n
o
_
n¹p
*
Q¦SﬂQ
)
-
ª
`fe e
bgSVh½S
1
S¥¬
-
V§
2¨
¤©
}¼È
)
¤
V
ª
£3¤
1
S¥¬
)
E
Observing that
S
is a recession direction of the cone
Ã
, we can use Theorem 5.2.7. We get
Q¼SﬂQ
)
lIm m
n
o
_
n¹p
u
Q¼SÉQ
)
-
ª
`
e
bgSVh
1
S¥¬
)
-
V§
2¨
¤©
}¼È
)
¤
V
ª
£«¤
1
S¥¬
)
E
Thus,
Å
V
Ä
VcbgS¥h
u
Q\SVQ
º
Q\SÉQ
-
ª
`Te
bgSVh
1
S¥¬
-
UﬂÊ
Q\SÉQ
)¦Ë
ª
`Te
bgSVkh&Ì¹S¥¬
)Ë
V§
2¨
¤r©
}+È
)
¤
V
ª
£3¤
Ì¹S¥¬
)Í
2
)
E
(6.12)
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In view of equality (5.13) and Theorem 5.2.3, we have
ª
`fe
bdSVkh&Ì¹SVk¬
*
<
²
and
ª
`Te
bgSVkh&Ì¹S
<
SVk¬
u
²
E
Thus,
ª
`
e
bgSVhÌ¹S¥¬
u
w . Since UÎxÐÏ , the right-hand side of (6.12) is an increasing function of
ª
`
e
bdSVkhÌS¥¬
. Hence, inequality (6.12) remains valid if we replace
ª
`
e
bdSVkh&Ì¹S¥¬
by its upper bound
w . Therefore,
Å
V
Ä
VbgS¥h
u
Q¼SVQ
º
Q¼SÉQ
Ë
U
Q¦SÉQ
)
Ë
V§
2
Ñ
¤© }
È
)
¤
V
ª
£«¤
Ì¹S¥¬
)
E
(6.13)
Since
Q
£«¤
Q
*
Ï , we have
ª
£«¤
Ì¹S¥¬
)Òu
Q¦SﬂQ
) . Hence,
Å
V
Ä
VbgS¥h
u
:
Q¦SVQ
Ë
U Ï
Ë
V§
2
Ñ
¤© }
È
)
¤
V
A
Q¼SÉQÌ
u
G
Q¦SVQ
Ë
U
¾
Ï
Ë
Å
)
V
P
Q¼S>Q
E
Since
Å
V
µ¶w , then
¾
Ï
Ë
Å
)
V
u
Ï
Ë
Å
V
E Á
Lemma 6.3.3 For any ¢µ¶w ,
Q¼S
¡
V
2
<
SVQ
lIm m
n
o
_
n¹p
uzÓ
2
Ì
where Ó
24*
´ Ô
§
)Õ

Õ
N

2

Õ
)
o
2
§
Õ
p
.
Proof:
Let
Sv¡
V
2
=
WY¹Z6[^]
?
`
V
2
bgS¥h
be the exact analytic center at iteration ¢ Ë Ï . The first order
optimality conditions at this point are
`
e
V
2
bgS
¡
VÖ
2
h
*
`
e
V
bgS
¡
V
2
h
Ë
£
V
ª
£
V3ÌSV
<
S
¡
V
2
¬
*
wE (6.14)
Multiplying (6.14) by
SV
<
Sv¡
V
2
, and adding
ª
`
e
V
bdSVkhÌSV
<
Sv¡
V
2
¬
on both sides, we obtain
ª
`
e
V
bdSVh
<
`
e
V
bgS
¡
VÖ
2
hÌ¹SV
<
S
¡
VÖ
2
¬
*
Ï
Ë
ª
`
e
V
bdSVkhÌSV
<
S
¡
V
2
¬
E (6.15)
Denote × _ n
*
Q¦SV
<
S
¡
V
2
Q&lIm m
n9o
_
n¹p
E From (5.5), we have a lower bound for the left-hand side
×
)_
n
Ï
Ë
×
_
n
u
ª
`Te
V
bgSVkh
<
`Te
V
bdS
¡
V
2
h&Ì¹SV
<
S
¡
V
2
¬
E (6.16)
In view of the centering condition, we also have an upper bound for the right-hand side of equa-
tion (6.15)
Ï
Ë
ª
`Te
V
bgSVh&Ì¹SV
<
S
¡
V
2
¬
u
Ï
Ë
UØ×
_
n
E (6.17)
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Putting together (6.16), (6.15) and (6.17), we get
b
Ï
<
U
h
×
)
_
n
<
b
Ï
Ë
U
h
×
_
n
<
Ï
u
wE
Solving in × _ n , we finally have
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S
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Lemma 6.3.4 For any ¢µ¶w ,
Q\SV
2
<
SV	Q
l m m
n
o
_
nÚÙ
t
p
uzÓ
)
Ì
where
Ó
)+*
U
Ï
<
U
Ë
Ï
<
;
U
Ï
<ÎÛ
U
º
¾
b
,
Ë
U
Ó
2
hb
Ï
Ë
U
Ó
2
h
Ë
Ï
Ë
U
Ó
2
;
E
Proof:
To prove the lemma, we use the triangular inequality
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l
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S
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SVQ
l
m m
n
o
_
nKÙ
t
p
E
We bound the norm of the two terms in the right-hand side separately. Since
`
e e
VRÜ
`
e e
V
2
, we get
by Theorem 5.1.6
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S
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In view of Theorem 5.1.5, we have
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Using Theorems 5.1.4 and 5.1.6, we get
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Let us denote ×
¡
*
Q¼Sv¡
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2
<
SVQ
l
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o
_Ý
nÚÙ
t
p
E In view of (5.5) and (6.15), we obtain
b
×
¡
h
)
Ï
Ë
×
¡
u
Ï
Ë
ª
`Te
V
bgSVkh&Ì¹SV
<
S
¡
V
2
¬
E
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Using Cauchy-Schwartz inequality and Lemma 6.3.3, we have
b
×
¡ h
)
Ï
Ë
×
¡
u
Ï
Ë
U
Ó
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E
This inequality holds if ×
¡
is smaller than the larger root of the quadratic equation
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Putting together (6.18), (6.19) and (6.20) completes the proof. Á
Lemma 6.3.5 For any ¢µ¶w ,
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Proof:
From (6.15), we get
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Recall that we defined × _ n
*
Q\SV
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Sv¡
V
2
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n
o
_
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E Let us first show that there exists a lower bound
for × _ n . If × _ n µßÏ , the bound is obvious. Otherwise, we can use (5.7) and Cauchy-Schwartz
inequality to bound the right-hand side of (6.21)
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Solving in × _ n , we get × _ n µ ÓIá E Using (5.6),
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Using Lemma 6.3.3, and since â is an increasing function, we get
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From the definition of
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Finally,
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Lemma 6.3.6 For any ¢µ¶w we have
Å
V
µ0¢
Ó
Ô
5798Éã
`
bgS
}
h
<
`
bgSVh
¢ ä
Ì
where Ó
Ô
*
2
å
t
5798çæ
Ó
 
<
2
)
<éè ê
IV
Vë
.
Proof:
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By Lemma 6.3.1,
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while by Lemma 6.3.5 and Lemma 6.3.1,
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Using (6.24) and (6.25), we get
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Using the inequality between the arithmetic and the geometric means, we have
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Inserting (6.26) into last inequality, we obtain the desired bound on Å
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Lemma 6.3.7 For any ¢µ¶w ,
`
bgSV·h
<
`
bgS
}
h
u
¢
´
²
Ó
)
E
Proof:
Since F is a convex function we have
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Using Cauchy-Schwartz inequality,
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Note that this last bound does not depend on ¢ . Á
6.3.1 General convergence result
Theorem 6.3.1 For any
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, we have
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Proof:
From Lemma 6.3.1, we have
Q\SVQ
u
ñ\ö
b
U
Ì
¢
h
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the result. Á
Let us recall the bound (6.5) obtained by Nesterov and Vial [115]:
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Using exact analytic center ( U
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w ) in (6.27), we clearly retrieve
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now stress on an important issue about Theorem 6.3.1. Due to the term U
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, inequality (6.27)
is weaker than (6.5). Thus, the scheme requires much stronger centering conditions on U . The
stopping condition Ä
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U
Ï
Ë
Å
V
Å
V
Q¼SÉQ
u ü
E (6.29)
Hence, the centering parameter U must be of the same order than the final accuracy ü . Although
this is a severe theoretical limitation, this stronger centering condition does not raise practical
difficulties. Since Newton’s method possesses the quadratic convergence property, obtaining a
very close approximation of an analytic center only requires a few additional full Newton steps.
Moreover, this stronger requirement stands in the present general case, but can be avoided in
many applications.
6.3.2 A convergence result in the localization set
An interesting fact is that Theorem 6.3.1 holds for any
SÎÂ>Ã
. Most of the applications satisfy
some additional hypothesis that improve the rate of convergence. One typical situation is when
the points of interest are located in the interior of the localization set defined by the cutting planes
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For example, feasibility problems or convex optimization fall into this category. We give an
upper bound for Ä
VbdS¥h
that improves Theorem 6.3.1 for this class of problems.
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satisfies the inequalities
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we have
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Inserting this inequality in (6.13) we get
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Solving this inequality in Ä
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Using Lemma 6.3.1 and the definition of
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The proof is completed by using Lemmas 6.3.6 and 6.3.7. Á
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Inequality (6.32) ensures that
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is quite proportional to
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6.4 Computation of the analytic centers
The preceding results concern the outer iterations of the homogeneous scheme, but do not de-
scribe the computation of an approximate analytic center. Let us now analyze Step a) of Al-
gorithm 6.4. After introducing a central cutting plane, the current query point
SV
lies on the
boundary of the updated localization set. The potential function
`
VÖ
ö
is not defined at
SV
. Thus,
the first operation, called re–entering step consists in computing a direction that restores feasi-
bility. This results in a valid starting point for the damped Newton’s method.
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6.4.1 Recovering Feasibility
To accommodate the new constraint, one has to move the current point within the feasible set
by determining an admissible restoration direction and choosing a step length. An admissible
restoration direction is a direction 
*
S SV
such that
ª
£
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u
w . The step length has
to preserve the feasibility, in particular, the point obtained through the re–entering step has to
satisfy all the cutting planes introduced by now. Since the Dikin’s ellipsoid around
SV
is entirely
included in the localization set at iteration ¢ , any step  such that
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Any point such that
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with w u  u Ï belongs to Dikin’s ellipsoid and is a candidate
for the restoration step. As mentioned in the last chapter, the complexity of Newton’s method for
the minimization of self-concordant functions depends on the gap between the starting point and
the optimal solution. We need to bound the difference
`
V
ö
bdSV
Ë

h
`
V
ö
bdS
¡
V
ö
h
between the
point
SV
Ë
 obtained through the re–entering step, and the minimizer
S
¡
V
ö
at iteration ¢ Ë Ï .
Lemma 6.4.1 The following inequality holds for any point
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Proof:
Let us evaluate
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Putting together (6.35), (6.36) and (6.37), we obtain the upper bound
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Using the definition of
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Subtracting (6.39) from (6.38) concludes the proof. Á
Inequality (6.34) yields an upper bound for the gap
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Although optimal from a theoretical point a view, this step length has no guarantee to give good
practical results.
6.4.2 Recovering Centrality
Recall that Newton’s direction +* at iteration ¢ Ë Ï is given by
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function, thus Newton’s method is globally and asymptotically quadratically convergent. Recall
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Algorithm 6.5 Damped Newton scheme
while 0¥IÀ
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end while
Algorithm 6.5 finds a U -approximate minimizer to
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Proof:
From Lemma 6.4.1, any feasible
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Corollary 6.4.1 For any ¢ßµÏ , F
b
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h
damped Newton steps followed by F
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ö
Õch
full Newton
steps generate an U -approximate analytic center.
6.5 Conclusion
We described an implementable homogeneous version of ACCPM, that computes a sequence
of approximated analytic centers, whereas the conceptual algorithm of [115] deals with exact
centers. Our scheme has the same order of complexity as the conceptual scheme. However, the
convergence proof distinguishes two cases:
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. when Ä
VbdS¥h
is computed only for points that lie in the localization set, the convergence
rate is of the same order with exact or approximate centers,
. when Ä
VbgS¥h
is computed for any
SÂòÃ
, the convergence result appears to be weaker,
and a strong requirement about the quality of the approximation must be made. We will
address this issue in the next chapter, when solving variational inequalities.
After introducing the central cutting plane, a direction that restores feasibility is given by a closed
form formula. After the re–entering step, we dispose of an upper-bound for the gap to bridge
between the current point and the next analytic center. With such conditions, the theory of self-
concordant functions guarantees that the next approximate center can be reached after very few
Newton steps.
Chapter 7
Applying the homogeneous scheme to
3 classical problems
The best way to escape from a
problem is to solve it.
— Alan Saporta
Contents
7.1 The embedding procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.2 Convex feasibility problems . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.3 Convex minimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.4 Monotone variational inequalities . . . . . . . . . . . . . . . . . . . . . . . 107
7.5 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
e claimed in the preceding chapter that the formulation of problem (6.1) is general
enough to comprise a large variety of applications. We assume that these applica-
tions can be written under the proposed form and that a homogeneous oracle exists.
The key-point is the embedding procedure, which transforms a classical oracle into
a homogeneous one. Three examples have been selected for their theoretical interest:
i) finding a point in a convex feasible set [50, 51, 53],
ii) minimizing a convex function over a convex set [2, 81],
iii) solving monotone variational inequalities [52].
The objective of this chapter is to show how to solve these problems with the ho-
mogeneous ACCPM. For each example, the process is the same:
1. write the problem under form (6.1),
2. meet Assumption 6.2.1,
3. write a stopping criterion and prove the convergence of the scheme.
The examples and the embedding procedure are described in [115] in the scope of a conceptual
homogeneous algorithm. We propose an adaptation to the homogeneous scheme with approxi-
mate analytic centers [112]. The first two examples are very classical in the field of mathematical
programming. The feasibility problem is the simplest example, and is quite similar to problem
95
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(6.1). Moreover, this is the framework chosen by Goffin, Luo and Ye to analyze the complex-
ity of ACCPM. The main difficulty with the minimization problem is to accommodate convex
constraints. We resort to a result about self-scaled cones to bound up the optimality gap. The
variational inequality problem raises a special issue. The sequence of query points may not con-
verge to a solution, but we shall prove that a certain convex combination of the generated query
points does converge to a solution. We introduce some candidate solutions that are different from
the successive analytic centers.
In this chapter, we consider that the problem, with variable D , is defined in the original space E ¯ .
The embedding procedure introduces an augmented variable
S
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in the projective
space.
7.1 The embedding procedure
Before describing the three examples, we give some insights into the embedding procedure. We
present the common features that are shared by the different applications.
7.1.1 Initialization
The first operation consists in defining the initial localization set, under the form of a cone
Ã
.
A
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-normal barrier associated with
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is then easy to compute (see Chapter 5 of [111]). The
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Moreover, from Proposition 5.4.1 of [111], a Ï -normal barrier is defined by
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In many cases, it is quite easy to find a self-concordant barrier directly for the cone
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examples in [115]). In the general case, one can transform a
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where
Z
ö
and
Z&)
are some absolute constants. The embedding is illustrated by Figure 7.1.
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Figure 7.1: Embedding into a cone
When the localization set is not given explicitly, one must resort to some supplementary hy-
pothesis. Recall that the non-homogeneous ACCPM needs some initial box constraints. In the
homogeneous case, it is only required that the solution set ]
¡
be included into a closed convex
set. For example, a classical assumption is that ]
¡
lies into a Euclidean ball centered at the
origin, with some known radius ^ :
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E
In this context,
Ã
is the well known ice-cream cone (Figure 7.2).
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Inequality
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) . A normal barrier for
Ã
is then defined by
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Figure 7.2: Embedding into the ice-cream cone
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7.1.2 Embedding the oracle
Suppose that an oracle is available for the original application. Since the original problem is
transformed into a feasibility problem of form (6.1), all the cutting planes are feasibility cuts.
We consider that, at query point
J
Do
Âqp ¡
, the oracle returns a central cut of the form
ªsr
bKJ
D
h&Ì
D
tJ
D
¬
u
w
Ì
with
r
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¯ . Let us define the augmented vector
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We have
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Moreover
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Thus,
B
£ is a homogeneous separation oracle with
ª
B
£
bdS¥hÌ¹S¥¬
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w and
B
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S¥h
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. It remains to
scale this oracle. We set
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so that
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Ï .
7.1.3 The stopping criterion and the complexity estimate
The last step is to define a stopping criterion that must be satisfied either by the query point
S
or
£
bgS¥h
. The stopping criterion is usually obtained through an inequality linking the variables
SV
,
the iteration number ¢ , and a small value ü that plays the role of the final accuracy. The definition
of ü is related to the context, as shown in the three examples in this chapter. By isolating ¢ in
the left-hand side of this inequality, we get an upper bound on the number of iterations that are
needed to reach a ü -approximate solution.
7.2 Convex feasibility problems
7.2.1 Definition and assumptions
Let us recall the convex feasibility problem formulation:
Find D
Âqp
¡
Ì
(7.1)
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where
p ¡
is a closed bounded convex set with a non-empty interior. The homogeneous scheme
assumes
p¡
to be included into a closed convex set. We suppose that there exists a constant ^
such that
p ¡
HX_
b
w
Ì
^
h
.
We also assume that Problem (7.1) has full dimension and that
p ¡
has a non-empty interior. This
condition is met if there exists a point
J
D
Âﬂp ¡
and a ball _
bKJ
D
Ì
ü
h
contained in
p ¡
, with ü
Â
E
¯ .
It is also assumed that the values of the constants ^ and ü are known, while the value of
J
D does
not need to be known explicitly. On the contrary, the scheme only requires the existence of
J
D .
As detailed in the preceding section, we assume that for any
B
D#x
Âp ¡
a separation oracle returns
a vector
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If D
Âqp ¡
, the oracle confirms that a solution has been found.
7.2.2 Embedding the oracle
The embedding procedure is exactly as described in the preceding section. We define
]
¡
*

S
*
b
D
ÌGFhz
D
*
F
D
¡
Ì
D
¡
Âqp
¡
Ì{F/
w+
Ì
and the cone
Ã
*

S
*
b
D
Ì`Fh|
D
*
F(J
D
ÌÀQ7J
D
Q
u
^
Ì}F/
w\
Ì
with its associated 2-normal barrier
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A homogeneous separation oracle is defined by
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At this stage, the feasibility problem has been written under the same form as (6.1), and assump-
tion 6.2.1 is met. We finally write an upper bound for the norm
Q
B
£
bgS¥h¸Q
.
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7.2.3 The stopping criterion
Without loss of generality, we assume that
Q
r
b
B
D
hQ
*
Ï . A direct consequence is that for any
point
B
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ÂqpB¡
, we have
Q
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, and by inequality
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Assume
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and set
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In view of (7.4) and (7.3), we have
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This inequality leads to an implementable stopping criterion for the feasibility problem. At
iteration ¢ of the cutting plane algorithm, either the algorithm stops with
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, or
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Thus, the stopping criterion can be simply written
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7.2.4 Complexity estimate
As
ª
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µw , for all
þ
*
Ï\E·EEÖ¢

Ï
Ì
the strongest convergence result (6.30) can be
employed. We may write
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Using the bound (6.32) on
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U
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, and since
`
is a 2-normal barrier, we obtain an upper bound
for the number of iterations ¢ .
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Note that the right-hand side is an increasing function of
´
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. Thus, for any ¢µéÏ , we obtain
a lower bound by replacing
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, resulting in
¢
´
¢
Ë
)
u
b
Ï
Ë
^
)
h
ü3Ó
Ô ÷&øù
b
Ó
)
´
)hG
ö
Ì
7.3. CONVEX MINIMIZATION 101
where
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E
In the homogeneous ACCPM with exact analytic centers [115] a similar complexity estimate is
computed. The only difference in the upper bound comes from the value of parameter

ö
. Note
that if we work with small centering parameter U , a tighter bound can easily be obtained.
7.3 Minimization of a convex function over a convex set
7.3.1 Definition and assumptions
Consider the problem
[ ]
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(I
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D
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D
Âq
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(7.6)
where

is a closed bounded convex set with non-empty interior (

is possibly defined by some
convex constraints), and the function
I
b
D
h
is convex and sub-differentiable on some open convex
set containing

. Then the subgradients of
I
b
D
h
are uniformly bounded on

by some constant

. We make the following assumptions:
i) There exists a known constant ^ such that
Q
D
Q
u
^ , for all D
Âq
. The existence of ^ is
trivial since

is bounded. The assumption only stipulates that ^ is known.
ii) w
Ât
. This assumptions may appear too restrictive at a first glance. Actually, what is
needed is a known interior point in

. If an interior point D }
Â#
is known and w#o
Âﬂ
, it
is possible to apply the scheme after a change of coordinates. Besides, if no point D }
Âis known one can solve the feasibility problem (7.1) as a preliminary to (7.6).
7.3.2 Embedding the oracle
We define the cone
Ã
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S
*
b
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hF/
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D
F
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that can be endowed with a
²
-normal barrier
`
. Using the same argumentation as in the previous
application, we can embed the problem (7.6) into a conic form and provide it with the following
separation oracle
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is a subgradient of
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. We can easily check that for any
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is a homogeneous oracle. Let us consider a point
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Moreover, for any
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7.3.3 The stopping criterion
Suppose we generate a sequence of the analytic centers
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using the scheme (6.4). In view
of (7.7), (7.8), and the definition of Ä
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, we get
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7.3.4 Complexity estimate
Problem (7.6) falls in the scope of Theorem 6.30, thus
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The complexity estimate relies on the gap
I
b
D3¤
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¡
, where
I
¡
is the optimal value of Problem
(7.6). Bounding this gap requires first to estimate the difference
`
bgSVh
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. This can be
done only after some intermediate results.
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satisfies the inequalities
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Proof:
In view of (6.7) we have
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For the present application, the assumption
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Recall that equation (6.31) states
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Remark 7.3.1 The bound can be easily improved. The key point is that
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Moreover, in the context of self-scaled cones, we have
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(See inequalities (4.2) and (4.3) of [113]).
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Proof:
We assume that
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is a restriction of some self-scaled barrier. The transformation is detailed
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Therefore, in view of Theorem 5.5.2 we have
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Lemma 7.3.4 For any ¢µ Ï we have
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Proof:
Recall inequality (7.9):
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Let us fix
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Let us assume now that
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On the other hand, we have from Lemma 7.3.3
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Combining (7.12) and (7.13) we obtain
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Substituting this inequality in (7.9) with
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From Lemma 7.3.2, and since
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Clearly, the upper bound given by (7.11) is smaller than the one provided by (7.14). Therefore,
(7.14) yields a valid upper bound for both cases. Á
Theorem 7.3.1
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Proof:
Let us consider Lemma 7.3.4. If ¢ Ë
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Corollary 7.3.1 The homogeneous scheme finds a solution Ä
¡
satisfying
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Ä
¡
hÆ
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iterations.
Proof:
This result is a direct consequence of Theorem 7.3.1. Ë
Theorem 7.3.1 gives the same complexity result as in [115]. Approximate centers introduce
minor changes that do not modify the complexity estimate.
1In the following inequalities, variable Ì stands for ÌGÍÎ\Ï5ÐGÑ , and not the unit vector.
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7.4 Monotone variational inequalities
7.4.1 Definition and assumptions
The variational inequalities are the mathematical representation of the notion of equilibrium in
such different fields as economics, physics, logistics... (see the surveys [63, 94]). An economic
application will be described in Chapter 11. In this chapter, we restrict ourselves to the embed-
ding procedure and the convergence proof.
Let Ò
Å
ÄÓ be a multi-valued monotone operator defined on a compact convex set ÔÖÕt×TØ . The
strong formulation of the variational inequality problem is
Find Ù½Ú$ÛqÔÝÜÞ
Ú
ÛqÒ
Å
Ù\ÚßÓáàãâsÞ
Ú
ÜGÙ½Ú"äﬂÙ½åæXç½Ü èÙãÛÔÝé (7.15)
The strong formulation raises issues about existence of solutions and computational schemes.
Thus, we rather use the weak formulation
Find Ù½Ú$ÛqÔ àRâsÞ½êWÜßÙ½Ú"äﬂÙ½åæXç½Ü èÙÛqÔëÜÞ½êªÛqÒ
Å
Ù{Óé (7.16)
The two formulations are closely related. Indeed, since Ò is monotone, any strong solution is a
weak solution. However, the converse is not true in general. A sufficient condition for it is that
Ò be either single-valued and continuous, or multi-valued and maximal monotone [88].
Assumption 7.4.1
1. Ô is bounded and there exists a constant ì such that for all ÙãÛ%Ô , íÙ¼íîæXì .
2. The mapping Ò is uniformly bounded on Ô and is monotone, i.e., íÞ½êzíhæðïbÜ$èÙÛñÔ ,
and
âsÞ½òîäáÞ½êWÜßóä#Ù{åôXç½Ü èó«ÜGÙÛqÔÝÜ"èÞ½òõÛqÒ
Å
óÓÜÞ½êöÛqÒ
Å
Ù{Óé
Denote ÷
Ú
the set of solutions to (7.16). We observe that there is an obvious separation oracle
for ÷
Ú
. Given ó¨ÛqÔ and Þ{òõÛqÒøCó?Ó , the following inequality holds:
âuÞ{ò,ÜGóäÙ½åôXç½Ü èÙãÛ%÷õÚ-é
Problem (7.16) can be transformed into a convex non-differentiable optimization problem. To
see that, we introduce the so-called gap function:
ù
ø5Ù½Ó
*VúûWü
òý-þõß
âsÞ½òÜßÙäóåàÞ½òõÛqÒø5óÓ ,é
Clearly,
ù
øCÙ{Ó is a proximity measure to any solution of problem (7.16). It is a convex function,
which is strictly positive for all ÙÛÔP÷
Ú
and
ù
ø5Ù½Ó
*
ç for all Ù&Ût÷
Ú
. Given ç , an
 -approximate solution Ù can be characterized by the inequality
ù
øÙ½Óæ	 .
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7.4.2 Embedding the oracle
Let us introduce a projective variable 
ç and denote
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ß
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Ù


ÛqÔÝÜ
ç ,é
As in the preceding examples, we introduce the variable
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, Consider an element of
the sub-differential Þ½ê . The homogeneous separation oracle is directly given by
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It can be easily shown that for any
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, we have â
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Ó for
 "ç . The oracle enjoys a simple property that will prove useful in the analysis.
Lemma 7.4.1 Let 
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Proof:
The proof is a direct consequence of the definition of  .
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The lemma will often be used with  
* )
. As in the previous applications, the separation oracle
is scaled. We have
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Using the scaling  ø

Ó
* 3
4.57698
:
3
4957698
: , the variational inequality problem can be rewritten into the
canonical formulation (6.1).
7.4.3 Candidate solutions and stopping criterion
Assume
ß<;
 
;ﬂ=?>
is the sequence generated by ACCPM. It is tempting to use the last iterate of the
cutting plane scheme as candidate solution. This choice may turn out to be poor as shown in a
simple example in [115]. The sequence of analytic centers does not always converge to a solution
of Problem (7.16). We cannot use directly the analytic centers, but built a convex combination
of the points
<;
. This alternative candidate solutions are defined by
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@ is defined by (6.2). The candidate solution is a weighted average of the previously
calculated analytic centers. An iterate

@ is called an  -approximate solution if
ù
øÙ
@
ÓbæK . Next
Lemma establishes the stopping criterion for the variational inequality problem.
Lemma 7.4.2 After iteration L , either the algorithm stops with an  -approximate solution, or
7æ
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Proof:
Let ó¨ÛqÔ and Þ½ò7ÛqÒøCóÓ . Since Ò is monotone, we have âsÞUT
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and ícP¼íæ
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. Therefore, in view of Theorem (6.27) we get the bound
ù
øÙ
@
Óæ
_
@
B
@
úûü
M
ßON
@øQP\ÓàdPeaø5ó Ü
)
Ó'Û

 é
Ë
110 CHAPTER 7. 3 CLASSICAL PROBLEMS
7.4.4 Complexity estimate
In the two preceding applications, a result such as Lemma 7.4.2 was enough to conclude; the
number of iterations could be obtained by putting L in the left-hand side of the stopping criterion.
In the present situation, no assumption is made about P in inequality (7.18), only the weaker
inequality (6.27) can be used to bound
N
@ø!P\Ó . This inequality is not enough to yield a satisfying
result, we must resort to an additional assumption on the centering parameter.
Assumption 7.4.2 The centering parameter f satisfies
fhg

ï3ø
)
'áì
-
Ó
é
We can now conclude the complexity study with the main result.
Theorem 7.4.1 The homogeneous analytic center cutting plane method with f -approximate cen-
ters yields an  -approximate solution for the variational inequality problem after L iterations,
with L satisfying
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Proof:
In view of Theorem 6.27 and Lemma 7.4.2, we have
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Using Lemma 6.3.6 and the inequality (7.19),
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In the last inequality, the expression ï3ø
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Finally note that
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The theorem is proved. Ë
The assumption on f implies that the centering parameter is proportional to the accuracy level  .
The number of iterations can be very large if f$ï3ø
)
'ñì
-
Ó is close to  . Thus we are encouraged
to choose a very small value for f . Hopefully, as Newton’s method converges quadratically, only
a few Newton steps are needed to reach an f -approximate center even though f is close to ç .
In any case, the bound on the number of iterations remains asymptotically the same as in [115].
Finally, note that the multiplicative coefficient s
-
is very close to 1.
7.5 Concluding remarks
We proved that three applications can be solved by the homogeneous scheme of Algorithm 6.4.
In all cases, the number of iterations can be bounded by a quantity of order
Ç
ø.
5
p r
8
È
o
Ó , where j
is the parameter of the self-concordant barrier for the explicit feasible set, and  is the required
accuracy. For the simple feasibility problem, one can take jua
|
. The example of variational
inequalities raises the supplementary issue of the centering quality. For the feasibility and the
minimization problem, we made it clear that using approximate analytic centers does not in-
fluence the homogeneous cutting plane scheme. Centering may be relatively loose, and thus,
the new center is likely to be obtained in very few iterations. For variational inequalities, the
situation is quite different. The assumption on the centering parameters posits that the center-
ing should be near perfect. Due to the quadratic convergence property of Newton’s method this
requirement does not influence the order of complexity. Still one may wonder whether a less
stringent requirement would suffice in practice. This question will be discussed in Chapter 11.
This observation suggests that a practical implementation of ACCPM has to consider the param-
eter f with much care.
In [115] it is shown that the upper bound on the optimality gap is proportional to ïÆì . Our result
(Theorem 7.3.1) exhibits a quadratic dependence in ì . However, it is possible to carry out the
same scaling as in [115], resulting in the proportionality to ïTì .
Chapter 8
The homogeneous ACCPM with
multiple cuts
A science is any discipline in which
the fool of this generation can go
beyond the point reached by the ge-
nius of the last generation.
— Max Gluckman
Contents
8.1 The homogeneous scheme with multiple cuts . . . . . . . . . . . . . . . . . 114
8.2 Convergence of the multiple cut scheme . . . . . . . . . . . . . . . . . . . . 115
8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
p to now, we assumed that the oracle returns only one cutting plane. In this chapter,
we extend the analysis to the case where the oracle returns multiple cutting planes
at a time. This situation often arises in real applications, for example when several
explicit constraints are violated, or when multiple elements of the subgradient set of
the function to be minimized are available. The cutting planes can be introduced sequentially
according to the scheme of chapter 6. A more efficient scheme consists in introducing all the
cuts simultaneously.
It is always possible to boil down to the single cut case by selecting one particular cut to introduce
(for example the most violated constraint or an element of the subgradient set), or by aggregating
the multiple cuts. This technique results in a loss of information. It is well known [34, 70] that
multiple cuts are likely to bring considerable speed-up, in the sense that each cut contains useful
information that aggregation loses, thus the localization set shrinks faster than in the single cut
case. However, managing efficiently these cuts raises important theoretical and implementation
issues [57, 90, 150].
We proceed similarly to Chapter 6: the original problem and its polyhedral model are embedded
into a projective space, and the original problem is approximated by a polyhedral cone, described
by a j -normal function [111]. In this chapter, we study the convergence of the upper-level of the
homogeneous scheme with multiple cuts (see the appendix of [124]). We generalize Theorems
6.3.1 and 6.3.2 of Chapter 6, and postpone the discussion about the inner iterations to the next
chapter.
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8.1 The homogeneous scheme with multiple cuts
The homogeneous scheme with multiple cuts solves the canonical problem (6.1):
Find

Û
*
Ú Ü
y
aVç\é
Assumptions 6.2.1 and 6.2.2 remain valid: the problem is endowed with a homogeneous separa-
tion oracle, and the cone  is equipped with a j -normal barrier  .
The definition of the homogeneous oracle is also unchanged, but we now introduce the sup-
plementary property that the oracle returns a collection of  cutting planes. More formally, at
iteration  , the  F cutting plane, ea
)
Ü-é-é-éKÜ , at query point
<;
takes the following form:
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We introduce the simplified notation 
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Ó . Note that Definition 6.2.1 implies â 
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In practice, stating that exactly  cutting planes are returned is not realistic. The number of
cutting planes that are returned by the oracle may vary between 1 and  from one iteration to
another. We shall see in the sequel that the assumption of  cutting planes is the less favourable
situation as far as complexity is concerned. Thus, the practical efficiency of the scheme should
be better than the theoretical results of this chapter.
The multiple cuts scheme starts with £
>
a

. At iteration L , it computes an f -approximate
analytic center of set £@ , generates the  cutting planes and updates the localization set by in-
corporating the  cutting planes in the polyhedral model. The scheme is described by Algorithm
8.1.
Algorithm 8.1 The homogeneous ACCPM with multiple cuts [124]
Initialization:
Let ¤
>I¥u¦
.
Define a § -normal barrier ¨i©ﬂª<« for
¦
.
Set ¨
>
©ﬂªG«
¥
0
-e¬
ª
¬
-^­
¨R©ﬂªG« .
Choose a centering parameter ®d¯±°Q²&³
0
´Oµ
.
Basic Step
Compute an approximate analytic center ª@ such that
¬
¨·¶
@
©ﬂªŁ@n«
¬.¸ ¹Gº º
V
5»6
V
8½¼]¾
¿
® .
The oracle returns À cuts Án@   ³ÃÂ
¥	ÄÅÅÅ
À .
Update ¤Æ@Ç
0
¥
¤È@ÉËÊ9ªÌRÍÎÁn@
 
³qªRÏªŁ@nÐ
¿
²&³ÑÂ
¥	ÄÅÅÅ
ÀÓÒ .
Set ¨Ñ@Ç
0
©ﬂª<«
¥
¨Ñ@#©ﬂª<«ÏÔ
Õ
 
E
0OÖF×
©qÍÎÁ@
 
³qª@ÏªGÐq« .
if ª@b¯eØ
Ú
then
STOP.
end if
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8.2 Convergence of the multiple cut scheme
Let us write down the expression of function È@ :
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The first and second derivatives are given by
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To fit the multiple cut case, we extend the definition of
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Proof:
For åa
)
, we are in the single cut case, the lemma is the same as Lemma 6.3.1. For any {
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,
the proof follows exactly the same pattern. One has simply to write Lã instead of L all along the
proof. æ
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Proof:
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Putting í

í as a common factor in (8.5), and noting that
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lemma.
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Recall that

Ú
@
and

@ denote respectively the exact analytic center and an f -approximate analytic
center at iteration L .
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Solving in ñ 6
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Proof:
From the definition of È@ ,
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Using the inequality between the arithmetic and the geometric means, we obtain
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One easily checks that wGë(øF¦Ó9 is a decreasing function of  . Thus,
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Therefore, w
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ø] Ó is bounded from below by an absolute constant.
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Proof:
To prove the lemma, we resort to the triangular inequality
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We bound separately the two terms in the right-hand side. Since  ¶ ¶
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From Corollary 5.1.1, we may write
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In view of (8.7) and (5.7), we have
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Using (8.14), we have
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Inserting the bounds (8.13) and (8.15) into the decomposition (8.12) proves the lemma. æ
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Proof:
This lemma is a direct extension of Lemma 6.3.7 to the multicut case. Replace 
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8.2.1 General convergence result
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In view of Lemma 8.2.1, we have í

@íæ

0
øQf Ü.LÜ¦Ó . Combining Lemmas 8.2.2, 8.2.5 and
8.2.7 proves the result. æ
Since fñæ
0
´ , it can be easily shown that

0
øQf Ü.LÜç Ó is roughly proportional to
2
ji'kLã . The
following bounds hold :
ä
jR'ÚLã©æ

0
ø!fÜ.L Ü Óæ 
)
'
#fþ'f
-
)
äf
-

ä
jþ'kLO é (8.17)
Setting ¢a
)
, we retrieve the same expressions as in Chapter 6. Setting fåaOç , we retrieve the
same expression as in [115].
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8.2.2 Convergence result in the localization set
Now we give the convergence result for any point in the localization set.
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Replacing the result of Lemma 8.2.2 by this inequality, the proof is the same as the proof of
Theorem 8.2.1. æ
8.3 Conclusion
We extended the homogeneous scheme to the multiple cut case. The convergence proof of Chap-
ter 6 can be generalized. From inequality (8.18), we can estimate the number of iterations to
achieve the level of accuracy  . The schemes converges in
Ç


!
5
p
r
8
È
o
 iterations.
Compared to the single cut case, the complexity is multiplied by a factor  . Fortunately, this
worst case analysis describes a pathological situation. In practice the oracle often returns 
different cuts ; one might expect severe restriction of the feasible set at each iteration. Thus,
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the multiple cut homogeneous scheme is more likely to converge rapidly. Moreover, a simple
procedure eliminating all identical cutting planes may circumvent the bad effects of replication.
Note that this chapter only deals with the upper-level of the convergence proof. The inner oper-
ations of each iteration (restoring feasibility and get a new analytic center) raise new difficulties,
that are studied in the next chapter.
A strong limitation of the homogeneous scheme is assumption 6.2.1, stating that only central cut
are returned by the oracle. An efficient implementation should also consider deep cuts. But new
difficulties arise, even when only moderately deep cuts are returned by the oracle. Figure 8.1
gives an example where two moderately deep cuts intersect out of Dikin’s ellipsoid  @ , leading
to a new localization set £ @Ç
0
that can be difficult to reach.
PSfrag replacements 
@
£S@

@

0

-
£S@Ç
0
Figure 8.1: Multiple deep cuts and Dikin’s ellipsoid
Even if we assume that the new feasibility set has a non-empty interior, it appears difficult to
determine a feasible point, except by the use of a primal Newton method (see [53]). Moreover,
the present analysis breaks down in the case of deep cuts. Useful results such as Lemma 8.2.3
do not hold any more.
The limiting factor appears to be the neighbourhood defined by the Dikin’s ellipsoid around the
analytical centers. Many properties of self-concordant functions do not hold in a larger neigh-
bourhood. A possible extension of the present work would be to study the homogeneous scheme
in the context of self-scaled cones [113], using the distance to the boundary w 6 øF Ó , defined in the
whole localization set.
Chapter 9
The re–entering direction problem
Hofstadter’s Law: It always takes
longer than you expect, even when
you take into account Hofstadter’s
Law.
— Douglas R. Hofstadter
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omputation of a new analytic center after adding new cuts can be viewed as a special
interior point form of a warm start problem. In the standard non-conic formulation,
the warm start procedure has been issued in the context of central cuts [150]. In
[57], Goffin and Vial focus the analysis on the choice of a good search direction to
restore the feasibility. This local problem reduces to the minimization of an unconstrained self-
concordant function, which can be done in
Ç
øF
Ù
ﬁÈ Ó iterations, where  is the number of new
cuts. The computation of the new analytic center from a well chosen point in that direction is
shown to be
Ç
ø
)
Ó and the overall complexity of the analytic center computation is
Ç
øF
Ù
ﬁÆ¦Ó .
The main idea in the definition of an optimal restoration direction is to replace the polyhedral
model by the Dikin’s ellipsoid at the analytic center. The restoration direction is chosen as the
point within Dikin’s ellipsoid that maximizes the product of the slacks to the new constraints.
The key argument in proving that the auxiliary problem is
Ç
ø]
Ù
ﬁÆ Ó is that the barrier function
for the polyhedral model is a j -normal barrier, i.e., logarithmically homogeneous.
Due to the normalizing quadratic term in the conic approach, this argument does not hold in
our approach: the compound barrier function is no longer logarithmically homogeneous. Using
results about the augmented barriers [116], we show that in two special cases - where the new
cuts form two by two acute (resp. obtuse) angles1 - the auxiliary problem is Ç øF
Ù
ﬁÆ Ó , inde-
pendently of any other data. In the general case, computing the re–entering direction requires
Ç
ø]
Ù
ﬁ
5
3
ﬀ
8
ﬁ
5
3
ﬀ
8
 Ó iterations, where ﬂ,ò+ø

ﬃ
ÓÜﬂ 5ø

ﬃ
ÓÛ¼× are some characteristic factors of the direction
finding problem. All the topics covered by this chapter can also be found in [124].
1in the metric defined by the Dikin’s ellipsoid.
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9.1 The re–entering direction
Let us consider Algorithm 8.1, and more precisely the first step, that consists in computing an
approximate analytic center. To evaluate the overall complexity of the scheme, we need to give
a complexity estimate of this step in the context of multiple cuts. At iteration ! , the #"  cutting
plane given by the oracle at the query point $&% takes the form ')(*%  ,+ $&%.-/$.02143 , and the 5 -normal
barrier is updated as follows:
6%Ç.789$.:<;ê6%#8=$.:>-
Ô
?
 @
7
ÙBA
'=(C%
 ,+
$&%2-D$.0E
The general procedure consists in a standard damped Newton scheme from an admissible starting
point, as done in the single cut case. The main problem is that function F6%HG.7 is not defined at
$&% . Hence, we must look for a search direction of the form IJ;K$L-4$&% along which to look
for a “good” starting point for the computation of the approximate center $&%HG.7 . This re–entering
direction must be compatible with the whole set of the new cutting planes. In Chapter 6, the
starting point was chosen on a re–entering direction given by a closed form formula. In the
multiple cut case, finding a good starting point is an issue in itself. We resort to an auxiliary
problem to define the re–entering direction, and analyze the complexity of this computation.
Since the auxiliary problem cannot be solved exactly, we show that a sub-optimal solution still
allows us to construct a good re–entering direction. Finally, the choice of a point along this
direction is made by taking an appropriate step length.
9.1.1 Recovering Feasibility
Following the ideas of [57], we look for the direction I which maximizes the product of the
slacks ')(C%	M + -NI 0 +O ;QP + E,E,E +R . Since we want the direction to yield an admissible point, we
restrict this maximization to Dikin’s ellipsoid around $&% , which is guaranteed to be included in
the localization set. The direction is defined as follows
ITSU;WVCXY[Z/V]\
^`_baTcedgf
?
M
@
7ih
A
')(C%	M
+
-Nj*0lkm'Fen n
%
8=$&%,:j
+
j*0poPrqsE
Let us denote tu;v8=(*%7 + E,E,E + (C%
f
: . The direction finding problem is equivalent to problem (12) of
[57] and can be written as follows
Z/V]\
^`_baTcedgf
?
M
@
7wh
Apx
MWk
xzy
t|{.je;W3
+C}
j
}b~ 


oP
q
E (9.1)
Figure 9.1 illustrates the direction finding problem in [ , with 3 cutting planes with respective
directions (T7 + (

and (C .
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Figure 9.1: Re–entering direction
The positive semidefinite matrix Ł;ut
{
F
n n
%
8=$&%:
7
t plays a fundamental role in the analysis. Ł
can be interpreted as the variance-covariance matrix between the vectors (*%M in Dikin’s metric.
The solution of Problem (9.1) can be obtained by solving the unconstrained auxiliary problem
Z
A
* d2
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TM
q
+ (9.2)
where  belongs to the positive orthant of 
f
. The equivalence between (9.1) and (9.2) is stated
in Theorem 9.1.1.
Theorem 9.1.1 Let 8I
S
+
x
S
: and 
S
be the optimal solutions of (9.1) and (9.2) respectively. The
following equalities hold:
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The proof of Theorem 9.1.1 is given in [57] (Theorem 4.2): it is a straightforward application
of the necessary and sufficient first order optimality conditions for (9.1). It can be shown that
the existence of a direction I such that t¢I¤£3 guarantees that (9.2) has a finite optimum. The
computation of the optimal direction I
S
requires solving the unconstrained optimization problem
(9.2). Since the function

8)6: is self-concordant, we apply the Newton scheme (Algorithm 9.1)
to compute a ¥ -approximation of the optimal solution.
Algorithm 9.1 Newton scheme for the minimization of

Set ¦  , and choose a centering parameter §¨ª©¨« ,
As long as ¬C­
n)®
¦w¯ ¬b° ±
 


³²µ´C¶¸·º¹
© , perform damped Newton steps,
Terminate with one additional pure Newton step.
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The following result ensures that the last pure Newton step of Algorithm 9.1 yields a ¥ -approximate
solution.
Lemma 9.1.1 (Lemma 6.5 of [57]) For any  such that }

n
8)6:
}
° ±
 


³²µ´C¶
o¼» ¥½£P , the point
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n n
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9.2 Complexity of the direction finding problem
From its definition, it is clear that

is R -self-concordant. The complexity of the process de-
pends on R , ¥ , and the gap between

8=

: and the optimal solution. In the context of standard
(non homogeneous) analytic center cutting plane method, Goffin and Vial [57] prove that a ¥ -
approximate solution can be found in Âm8 R
h
A
R
: . To bound the gap

8=

:<-

8)
S
: , they use the
argument that the localization set is included in a homothety of Dikin’s ellipsoid. This does not
stand in the present conic formulation. However, using results about augmented self-concordant
barriers, we manage to give a general complexity estimate. Moreover, we study two special cases
in which the complexity is independent of the data.
9.2.1 General Case
The matrix Ł is positive semi-definite and the expression -
f
¡
M
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7
h
A
TM is a R -normal barrier for the
positive orthant. Thus,

appears to be an augmented self-concordant barrier, i.e.

is of the
form
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7

'Ãe$
+
$.0
y
Fz89$.:
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where Ã is a positive semi-definite matrix and F a R -normal barrier for a cone Ä . Following the
ideas of [116], we define for any given point Åº143 in the positive orthant the two characteristics
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Proposition 9.2.1 No more than
P
y
ÎÏ
Ï
Ï
f

h
AÑÐ
fwÒÓ
Ô


ÒÕ

Ô

Ö
» ¥¢-
h
A
8×P
y
» ¥C:ØµÙ
Ù
Ù
iterations are enough to get a ¥ -approximate solution for problem (9.2).
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Proof:
This result is a direct consequence of Theorems 5.1.11 and 5.4.1. The 7

factor comes from
inequality (5.20). Ú
One easily checks that Æ Ë 8 Å6:ÉÜÛÝ6Þ³ß8Łà: , where ÛÝÀÞ³ßr8Łá: is the smallest eigenvalue of Ł . On
the other hand, since '	Łe + 60 is a convex function, it achieves its maximum value at an extreme
point of the simplex
d f
?
M
@
7
TM
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;P
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DÉÑ3iqâE
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E
A tighter control of the ratio is achieved when Ł has a special structure. Below, we study two
relevant cases where the ratio is P (see [116]). Thus the complexity of the recovery scheme is
Âm8
R
h
A
R
: , independently of the particular data in Ł .
9.2.2 Special case #1 : acute angles
Let us analyze the case where all vectors (C%	M in Problem (9.1) form pairwise acute angles with
respect to the metric induced by F
n n
. In other words, Ł is a symmetric positive semidefinite
matrix with non-negative entries. Let us mention first that

is bounded from below on the
positive orthant, so that Problem (9.2) is well defined. This result follows from the assumption
that the solution set of our original problem is a cone with non-empty interior, and is proved in
Lemma 4.1 of [57]. In the present case, we shall make the stronger assumption that the (*%M are
linearly independent. The following lemma gives the complexity estimate in this case.
Lemma 9.2.1 Assume that Ł has non-negative entries and let   ; 7
f
Á . Then, Algorithm 9.1
converges in at most Âz8 R
h
A
R
: .
Proof:
We assume without loss of generality that Ł diagonal entries are scaled to 1. Since Ł (after
scaling) is a correlation matrix, then Ł is component-wise less than the matrix ä of all ones.
Hence,
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On the other hand, using the fact that the off-diagonal elements of Ł are non-negative, we have
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The right-hand side of the last inequality is separable and achieves its minimum at ÞÀ; 7å
f
, for
any  ;æP + E,E,E +R . Thus,
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Since Newton’s method decreases

at each iteration by quantity larger than an absolute constant,
we conclude that the process converges in Âz8 R
h
A
R
: . Ú
Corollary 9.2.1 If the matrix Ł has only non-negative entries, no more than
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iterations are enough to get a ¥ -approximate solution for problem (9.2).
9.2.3 Special case #2: obtuse angles
The case where all cuts form pairwise acute angles is too optimistic. Indeed, the limiting case
would be that the cuts are identical, which clearly is the less informative answer that a multicut
oracle can deliver. Let us consider the case where the cuts form pairwise obtuse angles with
respect to the metric induced by F
n n
. In other words, Ł is a symmetric positive semi-definite
matrix with non-positive off-diagonal entries. We shall further assume that the cuts are linearly
independent, so that Łé 7 exists.
We introduce a new problem that is closely related to (9.1) and (9.2):
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Using the first order optimality condition, one easily check that
x
S
;Ł
S
is the optimal solution
of (9.3). Since
x
S
is also an optimal solution of (9.1), solving problem (9.3) yields the solution
of (9.1). It remains to show that (9.3) can be solved in Âm8 R
h
A
R
: iterations. This is a direct
consequence of Lemma 9.2.2.
Lemma 9.2.2 Assume Ł is a full rank matrix with positive diagonal elements and non-positive
off-diagonal elements. Then Ł  7 exists and has non-negative elements.
Proof:
Assume Ł is scaled to have a main diagonal of ones. Then, ŁK;¼ì-îí , where í is a matrix
with non-negative elements (and a zero main diagonal). Since Ł is positive definite,
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This proves that the maximal eigenvalue of matrix í is less than 1. By the Perron-Frobenius
theorem, the spectral radius of a positive matrix is bounded by its maximal eigenvalue. Thus í
has its eigenvalues bounded by 1 in absolute value, and í ßð 3 as ñ ð ò . We may write
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Since í is positive, Łó 7 is clearly positive. Ú
Thus, problem (9.3) has the same form as (9.2). From Lemma 9.2.1, Algorithm 9.1 can be used
to get a ¥ -approximate solution in Âz8 R
h
A
R
: . Corollary 9.2.1 also applies in the present case.
Finally, note that the two special cases comprise the two-cut oracles.
9.3 The restoration step
9.3.1 Approximating the restoration direction
From the first order optimality conditions for problems (9.1) and (9.2), one can check that 
S
and
x
S
satisfy R 
S
x
S
;uÁ . The main point is that Algorithm 9.1 only returns an approximate value  G
of minimizer 
S
, and the re–entering direction may be affected by such an approximation. Let
us assume that the solution  G meets the proximity condition }6R  G 8Ł G :i-ªÁ } £4¥ . Following
Theorem 9.1.1, we define the restoration direction as follows
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There is no guarantee that õ ô
y
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GD÷ dom F ô + i.e. is feasible for the older cutting planes, since
we may well have that } I G }b~ 



1øP . Hopefully the following result gives useful bounds
characterizing I G and
x
G
, and ensures that the analysis can be carried with these approximate
values:
Lemma 9.3.1 (Theorem 4.3 of [57])
The following inequalities hold:
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Hence, an admissible step can be defined by the scaled vectors
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It remains to show that this approximation of the optimal re–entering direction has a limited
repercussion on the objective value of problem (9.1).
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Lemma 9.3.2
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Proof:
From Theorem 9.1.1, we have
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Let us now compute a lower bound for
f
¡
M
@
7
h
A
Å
x
M . From Lemma 9.3.1 and the definition of
Å
x
, we
have 7  ýå
7G
ý
Áo
R

G
Å
x
E Taking the logarithm and summing, we get
R
h
A
Pï-¥
»
P
y
¥
o
R
h
A
R
y
f
?
M
@
7wh
A

G
M
y
f
?
M
@
7ih
A
Å
x
M
+
-
f
?
M
@
7
h
A
Å
x
M¢o-
R
h
A
Pï-¥
»
P
y
¥
y
R
h
A
R
y
f
?
M
@
7
h
A

G
M
E (9.7)
Summing (9.6) and (9.7) concludes the proof. Ú
9.3.2 Choosing a step length
Once we have computed the optimal restoration direction, we have to set a step length þ in
this direction. Points such as õ G ;ßõ
y
þ
Å
I , with 3£øþ o P , belong to Dikin’s ellipsoid
and make appropriate candidates for the restoration step. Keeping in mind that the objective at
iteration

y
P is to minimize function F ô G.7 , we first give an upper bound for the difference
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: , and then determine the value of þ which minimizes this gap.
Lemma 9.3.3 For any point õ ;võ ô
y
þ ÅIs83¤£æþöo Pã: along Dikin’s direction, the following
inequality holds:
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On the other hand, we have
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Let us bound separately the two terms in the right-hand side of (9.10).
Using inequality 5.8, we have
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is the optimal solution of problem (9.1), it is larger than any feasible solution. In
particular, õ
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ô is an admissible re–entering direction. Moreover, we have
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An upper bound for F ô G9õ ô
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Summing (9.9) and (9.12) concludes the proof. Ú
Lemma 9.3.3 yields an upper bound 
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taking (for example) F  and ¥' 

. The dependence of 
 ô þ	 on these parameters is mild.
Minimizing the bound in þ provides the best theoretical step length along direction
Å
I . Hence we
set
þ
S
WVCXYlZ/

ﬃG4HJI
K
L`PþD
h

`P=þ		
R
h

þ0M0!
We get þ
S

»
ﬀ
f
G

f
N
PO


f
G
N




N



ﬂ
R
 (See Lemma 8.2.3).
9.4 Computation of an approximate analytic center
With õQ õ ô
y
þ
Å
I as an initial point, we resort to Algorithm 6.5 to minimize F ô G . In a first
stage, we perform damped Newton steps until an acceptable approximation is attained. In a
second stage, starting from this approximate center, the standard Newton method with full steps
converges quadratically to an  -approximate analytic center.
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Proposition 9.4.1 Damped Newton’s method converges to an  -approximate center after at most
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Proof:
Each damped Newton step reduces the potential F ô G by the value
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Lemma 9.3.3 gives an upper bound for the gap between F ô G=õ ô
y
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this gap by the guaranteed reduction 
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at each damped Newton step, we obtain the desired
bound for íR .
Once a 

-approximate center is attained, the scheme performs full Newton steps. Theorem 5.1.10
states
ÛZ=õ
y
I]^2o
>
Û_9õ
PÛ_9õ
@

o


Û_9õp£
P
[
!
We can see that
Å
ÛZ=õ`
V
ﬀ
ÛZ=õ satisfies
ÅÛZ=õ
y
I]aUoÜÅÛb=õ

o c
P*d
!
This quadratic convergence property yields the following stopping criterion for the number  of
full steps.
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Solving in

, we easily prove that only í

Newton steps are enough to reach an  -approximate
center. Ú
Corollary 9.4.1 Â R
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full Newton steps
generate an  -approximate analytic center.
Note that the bound í

for the number of full Newton steps does not depend on R .
Corollary 9.4.2 Finding a new analytic center after the re–entering step of the multiple cut
scheme is Â
S

R
h
R
 .
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Chapter 10
Implementation of the homogeneous
ACCPM
The last good thing written in C++
was the Pachelbel Canon.
— Jerry Olson
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10.1 Introduction
he standard ACCPM was originally released as a library that was intended to be in-
tegrated within larger applications (see [58] or [59] for a user’s guide or [33] for a
complete description of the method). The user had to link his/her application to the
library and to write some initialization and memory management routines. This could
appear fastidious for the non-expert user.
This is the main reason why the ACCPM library was reorganized and a new interface proposed in
[121] (see also [123] for a brief tutorial). The idea was to describe the algorithm as an exchange
of information between three independent structures (or modules): a query point generator (or
simply generator) that contains the core of the old ACCPM library, the oracle that is controlled
by the user, and a coordinator that connects the query point generator and the oracle.
The standard ACCPM library is written with the C language, with some routines in C++, and
some calls to Fortran numerical analysis routines. The Windows, Linux and Solaris versions of
the library are available on the Logilab website [122]. This library can be seen as a very general
tool to solve a large variety of applications. Thus, one particular application does not use all the
variables and features. The general structure with the 3 modules has been becoming the basis for
the implementation of a new version of ACCPM[145].
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In the present chapter, we give a description of the main structures we used in the implementa-
tion of the homogeneous ACCPM. We first recapitulate the role of the three modules and address
some important implementation issues. Then, we compare the approaches followed in the im-
plementation of the standard and the homogeneous ACCPM.
The implementation issues are then illustrated by three applications.
1. The facility location problem is a classical example of unconstrained optimization prob-
lem. It illustrates the difficulty to set a good stopping criterion for the homogeneous
scheme.
2. The second example deals with a small constrained quadratic minimization problem, where
the constraints (linear or quadratic) are explicitly given. The main interest is that a e -
normal barrier for the feasible set is straightforward.
3. The cutting stock problem is a linear problem with an exponential number of constraints.
Thus, is it impossible to define a barrier for the feasible set. The scheme behaves like a
column generation method, generating a subset of violated constraints. ACCPM solves a
linear relaxation of the cutting stock problem, introducing central optimality cuts and deep
feasibility cuts.
Note about the numerical experiments
All computations have been performed on a 400 Mhz PC with 400 MB of RAM, running on
Linux system. We do not report any computational time, since the implementation of the ho-
mogeneous ACCPM has been done without special care about this issue. To give an idea of the
running times, the smallest problems of Chapters 11 and 12 are solved almost instantaneously.
The largest problems require about thirty minutes.
10.2 General implementation issues
10.2.1 The three modules of ACCPM
The ACCPM structure consists of 3 modules: the query point generator, the coordinator and the
oracle. Figure 10.1 summarizes the main links between them.
f The query point generator: (or simply generator)
The main role of the generator is to “feed” the oracle with a new query point at each
iteration. Many cutting plane methods only differ by the way the query point is generated.
In ACCPM, the query point is the analytic center of the current localization set. The
query point generator gets a collection of cutting planes from the coordinator, updates
the localization set, computes an approximate analytic center, and sends it back to the
coordinator. The query point generator may also receive upper bounds, and return some
dual variables and lower bounds.
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Figure 10.1: The 3 modules of the cutting plane method
f The coordinator:
The coordinator links the generator with the oracle, and controls the process convergence.
It is the backbone of the cutting plane process, that plays the role of an intermediate be-
tween the other two modules (note that there is no direct connection between the query
point generator and the oracle.
The coordinator has also other assignments:
1. Initialization procedures: Before entering the cutting plane process, the coordinator
reads the problem data and some execution parameters.
2. Control of the convergence: At each iteration, a stopping test is performed. There
exist several possible stopping criteria, based on duality gap, optimality tests...
3. Changing the data structure: The most efficient data structures from a computa-
tional point of view are not always the easiest to write for the user. Thus, a function
of the coordinator is to change the user’s natural description of the cutting planes into
a more efficient (for example sparse) description, that is sent to the generator.
4. Historical account of the process: Some applications can be handled by ACCPM
only if a complete history of the sequence of query points is kept in memory (see
the example of variational inequalities). Moreover, for a given application, the list
of successive query points and cutting planes provides useful information when the
user wants to tune the execution parameters properly or keep a trace of intermediate
solutions. Thus, it is sometimes advisable to get a complete record of the process.
f The oracle:
The oracle supplies the query point generator with new cutting plane(s) at each iteration.
It takes the current query point as an input and returns one or several cutting planes to the
coordinator. The cutting planes can be either feasibility or optimality cuts, but not both
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simultaneously. Recall that the oracle is the only module that contains some problem-
dedicated information.
Taking the user’s point of view, only a few operations are needed to solve one given ap-
plication: getting the data, set some execution parameters and write the oracle. These
operations do not require any knowledge about the coordinator or the generator. This is
why only the oracle has to be accessed by the user.
10.2.2 ACCPM phases
After the initialization phase, a typical ACCPM run can be decomposed into two main phases,
that are handled by the coordinator.
Initialization
The initialization operations consist in defining the problem dimension and initialize some data
structures, loading the problem data, and tune some execution parameters that can greatly influ-
ence the method (see [59] and [121]). Once initialized, the process always begins with an oracle
call. This allows the user to include some preprocessing, or special cutting planes in the first
oracle call. Such an example will be given in Chapter 11 for variational inequalities.
Phase I
If the initial query point is infeasible, the compactness of the localization set is not satisfied.
ACCPM starts with a Phase I, which objective is to find a feasible point. In Phase I, the objective
function is replaced by a convex indicator function, which is 0 for any feasible query point gh , and
positive otherwise. Note that solving this new formulation with ACCPM generates optimality
cuts, that correspond to valid feasibility cuts for the initial problem. The process stops as soon
as a feasible solution is found. If the initial query point is feasible, Phase I is not needed.
Phase II
Once a feasible point is found, ACCPM initializes the lower and upper bounds, turns the opti-
mality cuts of Phase I into feasibility cuts, and goes on until an optimal solution is found. For
pure feasibility problems, there is no Phase II.
10.2.3 Stopping criterion
Different measures of optimality gap may be used. For example, if i,j Ç
f
and iÞ³ß5k denote an upper
and a lower bound for the optimal function value, one can either consider the ratio l6m
Óon

l6p
crq
sbtvurw
ox
l
m
Óon,y
,
the difference i,j Ç
f
iÞ³ß5k or other more sophisticated criteria.
An additional feature of the oracle is to produce a stopping signal, which is characterized by an
artificial cut type, denoted -1. Let us give two illustrations of this technique:
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1. In pure feasibility problems or variational inequalities, the algorithm stops even though no
optimality cuts is generated. Thus, a stopping criterion based on an optimality gap cannot
be used. It suffices to include a test in the oracle, to check whether the current query
point is a solution. In case of positive answer, the oracle returns a stopping signal to the
coordinator, and the process stops.
2. In many optimization problems, one expects to save a few iterations if a complementary
stopping criterion is implemented. When an optimality cut is generated, the user may
check the first order optimality condition. If the gradient of the objective function is null
(or less than a small positive value), the process can be stopped from the oracle.
10.3 The standard ACCPM
10.3.1 Implementation issues for the oracle
Input variables
The query point gh is the main input variable for all oracles. Other information may be needed by
the oracle:
f specific data: some information contained in the data file may be useful to build some
cutting planes,
f history: the structure containing complete information about the past iterations can be used
to build the new cutting planes. An example of this occurs for variational inequalities. In
this situation, an alternative query point can be computed in the body of the oracle function.
f an additional structure is at user’s disposal to store any data or useful variables for the
oracle computations. This avoids performing some costly or repetitive operations.
Generating optimality cuts
Recall that there are two types of cutting planes: feasibility and optimality. Moreover, if the
objective function is additive, optimality cuts can be disaggregated. One particular cut is defined
by the following variables:
f The value of the objective function can be computed at the analytic center or at any
alternative point proposed by the oracle.
f The gradient (or subgradient) of the objective value is a vector indicating the direction of
the cutting plane. It corresponds to the variable z in (3.4).
f The type of the cut is typically set to 1 for optimality cuts. The user can also implement
his/her own stopping criterion and set optimality cuts with label -1 if optimality is detected.
All the cuts at the current iteration share the same type (either optimality or feasibility).
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Thus, only one variable type is necessary to characterize the whole set of cuts at the current
iteration.
f Any feasible solution gh yields an upper bound {	gh  for the optimal value of the objective
function. Any larger value is correct (for example if {;gh  cannot be evaluated with much
precision. When R cuts are generated, an upper bound for the whole set of cuts is given by
the sum of the R individual upper bounds. This upper bound is sent to the coordinator and
the query point generator. It is used to update the localization set (query point generator)
and in the stopping criterion (coordinator).
Generating feasibility cuts
If the query point is infeasible, the oracle may either search one or several or all the violated
constraints. For each of these constraints, one or more cutting planes can be generated. The
corresponding variables are the following:
f The gradient of a violated constraint (variable Æ in equation (3.2)) is used to indicate the
direction of the corresponding cut.
f The violation (or slack) measures the quantity that is missing to make a constraint satisfied.
When multiple cuts are generated, we consider the maximum violation over the generated
cutting planes. This variable is principally used to build deep cuts.
f By default, feasibility cuts are labelled with the cut type value 0.
Transmitting the information to the coordinator
The user is asked to give a natural description of the cutting planes (function value, gradient or
subgradient, upper bound, type of cut). In a second time, the cutting planes are created automati-
cally in the appropriate ACCPM format. They are individually generated, and appended to a data
structure that contains all the cuts generated at the current iteration. The oracle returns a pointer
to the complete data structure.
When alternative solution to the query point are proposed by the oracle, this second proposition
is returned by the oracle to be stored in the historical record of the process.
10.3.2 The initial localization set and bounds
The boundedness of the localization set is guaranteed if the initial localization set |~} is bounded.
Since |~} is the whole space in some applications, the implementation assumes the existence of
box constraints of the form hﬂ_hﬂUhﬂ	Ł L7Ł55Łr_Ł with hﬂ_h_E . ACCPM
distinguishes two types of box constraints: the fixed and the movable box constraints.
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The fixed box constraints
They are dictated by the problem instance and can be used to model simple constraints on vari-
ables. For example, if some variable has to be positive, we set the corresponding fixed lower
bound to 0. Hence, the natural box constraints define an outer approximation of the feasible do-
main. When no natural bounds are available from the context, ACCPM uses some large default
values.
The fixed box constraints can also be used in the detection of unbounded problems. In this case,
the sides do not behave like hard constraints but like a detection threshold. If some query point
approaches one of the box sides, the problem is declared unbounded. A boolean variable is
associated with each box constraint to characterize it as a classical constraint or as a threshold
for detection of unbounded problems. If no natural bounds arise for some variables, the ACCPM
box constraints are defined with large default values.
The movable box constraints
The movable box constraints are an optional tool representing the user’s knowledge and experi-
ence of the problem. The idea is to restrict the research to an area that is included into the fixed
box constraints and is supposed to contain some optimal solutions.
Thus, ACCPM proposes an automatic mechanism to push the bounds whenever the query point
gets too close to some sides of the box. A classical approach is to focus on an area where “good”
solutions are likely to be. When a query point gets close to one side of the box, ACCPM is then
allowed to push the current bounds: one of the box constraints is moved away and the current
localization set is enlarged. Of course, the movable bounds cannot overflow the range of the
fixed box constraints.
A natural starting point is the center of the box defined by the movable box constraints. For some
reasons, the user may want to start the cutting plane process with any other point.
Initial bounds for the objective function
If the user has some information about the lower and/or the upper bound, it is advisable to enter
theses values instead of the default ones. Lower and upper bounds can often be estimated from
natural bounds, depending on the problem data. Tighter bounds, if correct: are liable to improve
efficiency.
10.4 Implementing the homogeneous ACCPM
The homogeneous scheme has been implemented with Matlab 6.1, using the same 3 modules
structure as the standard ACCPM. Let us briefly review the main differences between the stan-
dard and the homogeneous version of ACCPM. In the homogeneous version, the box constraints
are extended to any convex constraint for which a  -normal barrier can be expressed. The min-
imization of the potential function _ to compute an approximate center is completely new too.
As far as the implementation is concerned, we tried to follow the theoretical schemes proposed
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in the last chapters. The main differences stem from our Phase I / Phase II structure for con-
strained optimization problems, and the re–entering step. We also show how to circumvent the
requirement for central cutting planes.
10.4.1 The homogeneous scheme
Algorithm 10.1 recalls the main steps of the homogeneous ACCPM from a point of view that is
closer to the implementation aspects than Algorithm 6.4. In practical applications, the oracle is
non-homogeneous: the scheme requires an embedding step.
Algorithm 10.1 The homogeneous analytic center cutting plane method
Initialization:
Get the problem data.
Define the cone  of feasible points and the associated  -normal barrier.
Choose an initial point  } .
Set  }0  },  .
Set ¡B¢¤£¥¢ ¦5§ .
Initialize parameters and variables: number of iterations, structure to store results...
Basic Step:
while (stopping criterion not satisfied) do
Call the (non-homogeneous) oracle at 3 .
Get single or multiple cutting plane(s) ¨ , and other information:
value of the objective function, answer of a stopping test, bounds...
Call the embedding procedure and get a homogeneous gradient © .
Call the re–entering step function and get a feasible point ﬁª

.
Archive the current values of © and  (and possibly other variables).
Apply the damped Newton method to get an £ -approximate center 
ª«
.
end while
10.4.2 The ¬ -normal barrier
One of the main elements of the potential function _ is the  -normal barrier  associated with
the cone ­ . Depending on the application, there exist many types of cones and barriers (see
Chapter 5). The most common ones are:
® Box constraints barrier:
Similarly to the standard ACCPM, we can set ¯ box constraints of the form °,±  °²} , where
b is generally a vector of 1 and -1, and define the associated barrier
_³6´
Cµ/¶·`¹¸ º
»
½¼
«;¾À¿
µ
°²}rÁ
¸
°²±
·ÂŁ
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where ¶ÃÄµ ± Ł Á · . The role of the box constraints is exactly the same as in the standard AC-
CPM, but we did not implement the distinction between movable and fixed box constraints.
All the box constraints are considered as fixed.
® Ball constraint barrier:
It is sometimes more convenient to define the  -normal barrier from ball constraints. For
example, one can assume that ¶DÅ¤ÆÃµÂÇCŁ ¯ · . The associated barrier is
Z³
 ÈÉÈÂµ/¶·`<¸
¾Ê¿
µ
ÁË²¯
¸ÄÌ
±
Ì
Ë
·Ł
where ¶RÄµ ± Ł Á · .
® Problem specific barriers:
If there exist some constraints on decision variables, for which  -normal barriers can be
easily constructed (for example linear constraints), one can add these barriers in the defi-
nition of F.
The  -normal barrier is eventually written

µ/¶·`
Z³6´
Cµ/¶·ÎÍ
_³
EÈÏÈvµ/¶·ÎÍ
Ð
ÈÉÑÒµ/¶·,Ł
where Ð ÈÉÑÒµ/¶· denotes the problem specific barrier.
Many complexity estimates in the theory of self-concordant functions depend directly on the
parameter  of the barrier. This motivates the use of very simple barriers. On the other hand,
more complex cones (and thus more complex barriers) may define a tighter approximation of the
solution set. Different weights can also be associated with each type of elementary barrier. From
our numerical experimentations, we could not establish general rules to differentiate the efficient
initial cones and  -normal barriers from the bad ones.
In the homogeneous scheme, the potential function Z is evaluated only for the computation of a
re–entering direction (see functions Maxstep and Beststep). On the contrary, the gradient BÓ

and
the Hessian ÔÓ Ó

are evaluated at each step of the Damped Newton method for computing analytic
centers. The computation of the first and second derivatives of the box and ball constraints are
built-in features in our implementation. For the problem specific barriers, the user is asked to
provide the information.
10.4.3 Phase I / Phase II
To simplify the presentation of Algorithm 10.1, we implicitly assumed that the initial point ¶ }
was in the cone ­ . If ¶ }ÖÕÅ ­ , the  -normal barrier  is not defined. Then we resort to a Phase
I. This phase has the same structure as Algorithm 10.1 itself, with only a few differences:
® The goal of Phase I is to find a feasible solution. Thus, it starts with a large initial local-
ization set, that is certain to contain such a point.
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® The oracle for Phase I performs a feasibility test. If this test fails, the oracle returns some
gradient(s) corresponding to the violated constraint(s).
® Phase I stops as soon as a feasible point is found. The stopping criterion relies on the
feasibility test of the oracle.
Note that once a feasible point is known, the logic of barrier functions prevents the scheme to
leave the cone ­ . Thus, the Phase I is not needed for compactness reasons, as it is the case in
the standard ACCPM.
10.4.4 Embedding
Although the scheme is homogeneous, writing homogeneous oracles is far from being trivial.
For a query point ¶  ×µ ±J Ł Á ·ÖÅ1Ø

ª«
, the oracle is called at ±JÕﬂÁ in the original space. Let
us assume that the oracle returns one cutting plane Ùﬁ ÅÚ

. As detailed in Section 7.1.2, the
embedding procedure consists in defining an augmented vector Û defined by ÛJ  Ü
ÝÞ
ß
Ü
Ý Þ
ß
Ł where
à
ÛJ
Äµ
Ùﬁ
Ł5¸Lá
±J
Ł
Ùﬁâ
·"
Figure 10.2 illustrates the embedding procedure.
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Figure 10.2: The embedding loop
10.4.5 Deep cuts
The homogeneous scheme assumes central cutting planes, but many oracles return deep cutting
planes. We have seen in Chapter 8 that recovering feasible solution can be difficult after intro-
ducing multiple deep cutting planes. The re–entering step can be adapted to handle the case of
single deep cuts.
Let us consider one query point ¶  and its projection ± µ/¶  · and a deep cut returned by the oracle.
Without loss of generality, we assume that the oracle returns a cut of the form á)æZŁ ±â ç . We
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have á/æ_Ł ± µ6¶ 5â~è  . The first possibility is to introduce a central cut at ¶  which is parallel to the
deep cut. This leads to a valid method, but useful information is lost. The second possibility is
to introduce the deep cut, and move the current query point to any feasible point that lies on the
cutting plane, so that the re–entering step will consider the cut as central.
As described in Algorithm 10.2, we proceed in two steps. The first step consists in introducing
successive parallel central cuts and performing re–entering steps until the resulting iterate ¶
ª
is feasible for the deep cut. The second step selects the point ¶êé between ¶  and ¶
ª
such that
á)æZŁ
±
µ/¶ é ·
â
ç
. Let ë  «oìíÉî*ï ðñ

ÞròPó
íÏî*ï ð,ñ

Þ ò
ìð,ñ
ô
òPó
. Defining ¶ é  ë ¶  Í2µX¸ ë ·¶
ª
, we easily check that
á)æZŁ
±
µ/¶ é ·
â
¹
.
Algorithm 10.2 Introduction of a deep cutting plane
Input data: query point C and a deep cut õÀö  ø÷#ù  .
Set 
ª
  .
First step:
while õÊ  
ª
  
ö÷;ú
 do
Introduce the central cutting plane õÀö  ø÷`ùûõÀö    
ª
 
÷ .
Compute a re–entering direction ü in the homogeneous space.

ªRý

ª¥þ
ü .
end while
Second step:
Set ß  «oìíÉî*ï ð,ñ

ÞròPó
íÉî*ï ðñ

Þrò
ìðñ
ô
òÀó


ß 
þ
 

ß
 

ª
The Algorithm 10.2 is illustrated by Figure 10.3. Our implementation applies the long step
argument of [53] in the case of multiple deep cuts.
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Figure 10.3: Introduction of a deep cutting plane
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10.4.6 The damped Newton steps
After introducing one or multiple cutting plane(s), we compute a re–entering direction exactly
as described in (6.33) and Chapter 9. In the case of multiple cutting planes, we minimize the
auxiliary augmented barrier with Algorithm 9.1 and define the direction  by definitions (9.4)
and (9.5). We use a slightly modified version of the damped Newton method for the computation
of an approximated analytic center.
The implementation differs from the theoretical analysis as far as the length of the restoration
step and the Newton steps are concerned. Lemmas 6.4.1 and 9.3.3 give an upper bound for the
slack _
ª«
µ/¶

Í

·¸
_
ª«
µ6¶êé

ª«
·
, and a minimizer of this bound can be computed. However, the
minimizer of the upper bound does not correspond to the minimizer of the slack itself. Therefore,
we perform a one-dimensional minimization in the direction

to look for the best re–entering
step. We proceed in two phases:
1. find the maximal admissible step length 	 in direction

,
2. find the best step length Ç  é _E that minimizes Z
ª«
µ6¶

Í

·
.
Then, every damped Newton step is replace by the same unidimensional search.
Finding the maximal admissible step (Maxstep function)
Algorithm 10.3 Maxstep: finds the largest admissible re–entering step
Input data: query point  and re–entering direction ü .
Initialization:
Set a minimum step ß  ¡ .
Set an initial step length Dú¤¡ .
Set an absolute largest step length  	 ú	 .
Define 
    ß and set an accuracy level 
 _ .
Basic Step:
while ( ¢ _ and 
Xú
 Z  ) do
if 
þ
ü is feasible then
ß
ý


ý

þ


else


ý


¦

ý
ß
þ


end if
end while
Output:   ¡  ß
þ

 
The maximal admissible step length is determined through a dichotomic method (Algorithm
10.3). The method starts with initial bounds for the maximal step ( ë  Ç and an a priori large
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upper bound  ). Feasibility tests are performed and the bounds are iteratively updated until the
difference  ¸ ë falls under a given accuracy or  attains an absolute upper limit  	 .
We check if ¶  Í 

is feasible by computing the value of the potential function _
ª«
µ/¶

Í


·
.
If the function returns a real value, the step is admissible.
Finding the best step length (Beststep function)
The next operation consists in finding the step length that minimizes the potential function
_
ª«
µ/¶

Í


·
. This length is comprised between 0 and the value  _ returned by function
Maxstep. Here again, the step is determined by a dichotomic search (Algorithm 10.4). An exact
algorithm could be used here, but the dichotomic approach offers a better compromise between
precision and computation time. The principle of Algorithm 10.4 is very classical. A minimal
Algorithm 10.4 Beststep: finds the best re–entering step
Input data: query point  and maximal admissible step ü .
Initialization:
Minimum step ß   .
Initial step   
þ
ü .
Set a medium step   ¡  ß
þ

  .
Set  ﬀ 
ª«


  .
Set a minimum decrease quantity 
ﬂﬁ .
Define a flag ﬃ "!$#  ¡ .
Basic Step:
while  ﬃ "!$#  ¡   do
ﬃ%&!$#
ý


ý
¡'

ß
þ

 

ìÖý
¡

ß
þ

 

ª
ý
¡


þ

 
if  
ª«


ì
 
¢


ﬂﬁ then

(

ª«


ì
 

ý

ﬃ%"!)#
ý
¡
else
if  
ª«


ª
 
¢


ﬂﬁ then

ﬀ

ª«


ª
 
ß
ý

ﬃ "!$#
ý
¡
end if
end if
end while
Output: ³+* Ò-,  
value is searched between two values ë and  . An intermediate point . is defined and the po-
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tential value at points . Ł .
ì
 ÇC0/21µ
ë
Í
.
· and .
ª
Ç3/21µ
.
Í

· are compared. When
the minimum observed value does not decrease the potential function of a fixed quantity 45ﬁ , we
consider that a satisfying step length is reached.
10.4.7 Lower bound
The standard ACCPM uses the lower and upper bound to compute a feasibility gap. This gap
makes an appropriate stopping criterion in most applications. In the homogeneous ACCPM,
computing an upper bound is not very different: if one can evaluate the projection of any iterate
on the original space, the objective function yields an upper bound. The computation of a lower
bound is less obvious. In the logic of ACCPM, computing a lower bound requires dual variables
for the localization set. We have not been able to exhibit such variables. Let us try to find a bound
that relies on a convex combination of the generated gradients. We consider a minimization
problem of the form 687
¿
9;:
µ
±
·(<
±
Å=?>Ł (10.1)
where = is a closed bounded convex set with non-empty interior. Recall that at iteration @ ,
we have àÛJ ×µ Ù Ł5¸Lá Ùﬁ Ł ± µ/¶  · â · , where Ù is the gradient vector returned by the oracle, and
±
µ/¶

·0
ð
Þ
,
Þ
for ¶  Äµ ± Ł Á · . The gradient is scaled as follows:
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ó
, the first derivative of the potential function can be written
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Recall that D" 

ì«
E
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}
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
. At iteration @ , let us write FA "HG
B
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Þ
. We have
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Given any closed convex set = , it is always possible to define a ball Æ µÂÇŁ²ÚB· such that = M
ÆÃµ)ÇŁ²ÚB·
. Thus, we assume that the initial localization set is given by such a ball. The associated
N
-normal barrier is  µ6¶·`¹¸
¾Ê¿
µ
Á
Ë
Ú
Ë
¸ÄÌ
±
Ì
Ë
·
.
We have
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The first order optimality condition implies

ì«
»
 ¼
}
F
A

Ù
"<¸
±
D"
¸
N
±
µ
Á
Ë
Ú
Ë
¸ÄÌ
±
Ì
Ë
·
D"
(10.2)
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Multiplying (10.2) by ± we get,
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Subtracting equality (10.3) multiplied by Á , we obtain
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Since the objective function : of (10.1) is convex, we write for any  è Ç
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It remains to check that the right-hand term of inequality (10.5) is bounded. We have
Ë
I
Þ
è
Ç
.
From Lemma 6.3.1, we have
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On the other hand, Lemmas 6.3.6 and 6.3.7 imply
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R
@YX[Z]\ ^Y_a`b@
V
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where X[Z is a value that depends on the centering parameter U and that is roughly proportional to
«
e

. The lower bound can be easily implemented, the only requirement is to keep the complete
sequence of objective function and gradient values into memory. Unfortunately, the quality of
the bound is mediocre, and the optimality gap decreases too slowly.
10.4.8 Stopping criterion
Decreasing of .  µ6¶·
In [115] and [121], the convergence proof is based on the function .  µ6¶· that is computed for
any point ¶ belonging to the localization set (or even to the whole cone ­ ). A stopping criterion
of the form (7.5) is very easy to implement. Unfortunately, the expression fe
«Âª[gih
contains the
upper bound Ú
Ë
that can be a large default number. Numerical experimentations confirm that the
criterion is too conservative. The scheme continues long after stabilization is being observed.
Moreover, a practical stopping criterion must be defined with respect to the original space.
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A simple stopping criterion
Let
9
±
j>*Lk
} and
9
Ù
&>*lk
} be the sequences of query points and gradients of the cuts generated by
the oracle and ±J the current iterate at iteration @ . The scalar products á Ù vŁ ± ø¸ ±5â play a critical
role in the definition of an efficient criterion. Indeed, we have á Ù oŁ ± "¸ ±âÔè Ç for any feasible
point ± , and when the localization set becomes very small, some of these scalars tend to zero.
A very simple stopping criterion is to look for the minimal value among these scalar products
computed at ±J . When it is less than a threshold m , ±J is likely to be very close to the optimum.
This may be false if the localization set has a narrow and lengthy shape.
Stopping criteria for numerical experimentations
In our numerical experimentations, we adopted the following rules (by decreasing priority).
® A feasibility problem stops as soon as a feasible solution is found.
® If a lower bound is unknown, we use the stopping criterion based on the scalar products
á
Ù
vŁ
±
 ¸
±5â . This criterion is generally difficult to tune.
® If a lower bound for a given problem is known a priori (for example given by the standard
ACCPM), we use this lower bound as a benchmark to compute the optimality gap. Thus,
the comparison between the standard and homogeneous versions of ACCPM is always fair.
® If no satisfying criterion is found, we let the scheme go on until stabilization of the objec-
tive function is empirically observed. In this case, we report the iteration number corre-
sponding to the best solution obtained during the process.
10.5 Applications
10.5.1 The continuous location problem
One of the recurrent problems in logistics is to decide where to locate new facilities such as
factories, warehouses or retailers. Many variants of facility location problems also arise in the
design of transportation or telecommunication networks, in the location of emergency services,
but also undesirable material or polluting industry [12, 32, 61, 95].
In the unconstrained continuous location problem, we consider a set of n existing locations
(clients) defined by their geographical coordinates o BÅ1Ø

ŁﬃL 7Ł55Ł
n . For each location,
we associate a known demand p `Å Ø . The problem consists in finding an optimal location for
one or several new facilities. In the single location problem, the objective function measures the
weighted sum of distances between the new facility and the existing locations. In the multiple
location problem, different weights are set for each pair formed by a new facility and an existing
location. Moreover, we consider an additional cost between each pair of new facilities. The main
characteristic of these problems is the additive structure of the objective function, that lends itself
to multiple decomposition possibilities.
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The continuous location problem with a single facility
The single facility location problem is formulated as
6q7
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µ
±
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o
 ¸
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Ì3Ł (10.6)
where o
«
Ł
o
Ë
Ł55Ł
o
 are the n existing location in Ø

, with weights p
«
Ł
p
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Ł555Ł
p

, and ± ÅDØ

the new facility. In this formulation, we measure the distances with the Euclidean norm, but other
norms can also be used. The oracle can be defined in terms of the function
:
alone (aggregated
version) or as a sum of functions :  . In both cases the problem is unconstrained. Thus, the oracle
only generates optimality cuts.
Simple aggregated oracle
Let
F
± be the query point at the current iteration. The computation of the function value is imme-
diate; the gradient value is the vector
F
æ:År
:
µ
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±
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Disaggregation of the oracle
Since the objective function is the addition of n independent terms, the disaggregated oracle
builds n optimality cuts. Letting
:
µ
±
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
E
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«
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±
·
, we immediately have the function values at
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To illustrate further possible disaggregation, one can consider the multiple facility version of
the preceding location problem. In this problem, v new facilities must be installed at locations
±
«
Ł555Ł
±dw . The objective function has two parts: the first one relates each facility to the clients
located at o  , =7Ł55Ł n , and the second one takes into account distances between facilities.
Letting ¶Ã µ ±
«
Ł55Ł
±;w
·~ÅDØ

w
, we have
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There are obvious possibilities of disaggregation in (10.7). Actually each component gives rise to
three possible disaggregations. For instance, one can either consider the vbn elementary functions
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.
Numerical Results
We generated random instances starting from 2 up to 200 dimensions. The number of existing
locations varies between 3 and 1001, the instance called gotham comes from [8].
In the standard ACCPM, the optimality gap is calculated with the classical ratio between lower
and upper bound. For the homogeneous ACCPM, the current objective value at iteration @ yields
an upper bound, and we use the final lower bound given by the standard ACCPM..
Table 10.1 displays the number of outer and inner iterations for both schemes. The accuracy is
*Ç
ì{z
. The results obtained with the homogeneous ACCPM appear globally to be good. We must
Problem Dimension locations standard ACCPM h-ACCPM
outer inner outer inner
loca01 2 4 14 24 17 30
gotham 2 10 15 24 17 33
loc10 2 2 10 16 26 15 24
loc100 2 2 100 16 26 14 37
loc10 10 10 10 65 87 49 85
loc100 10 10 100 67 89 81 168
loc10 20 20 10 124 158 14 41
loc100 20 20 100 127 153 14 30
loc3 50 50 3 152 204 123 206
loc10 50 50 10 273 327 23 58
loc100 50 50 100 296 358 66 257
loc3 100 100 3 223 296 198 360
loc10 100 100 10 525 616 34 121
loc100 100 100 100 523 626 163 380
loc3 200 200 3 401 519 249 516
loc10 200 200 10 1041 1188 46 142
loc100 200 200 100 939 1107 107 599
Table 10.1: Results with the standard and the homogeneous ACCPM
temper this observation by pointing out their great variability.
1These values are not very realistic compared to real instances, we are more interested in studying the character-
istics of the algorithm than in solving the application!
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Figure 10.4: h-ACCPM convergence on the single facility location problem
Figure 10.4 shows characteristic plots of the optimality gap, obtained on two different datasets.
The abscissae and ordinates denote the number of iterations and the number of significant digits
respectively. The left-hand side figure (problem gotham) is an example of regular decreasing
of the optimality gap. In the second example (problem loc10 20 with “well-chosen” bad initial
settings), the optimality gap decreases very quickly in the first iterations, and stabilizes. Regular
improvement is then observed after 60 iterations.
We tested a few instances of the multiple location problem, with the same conclusions as in the
single location problem. The results differ a lot from one dataset to another, and the number of
iterations is very sensitive to the initial settings (box constraints, weights on the barrier terms
etc...). Thus, we do not report any numerical result.
10.5.2 Constrained quadratic optimization
Let us consider the following small quadratic problem (called QP2):
µ-=P|
N
·
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(10.8)
In this problem, one looks for the closest point to point (1,3) in an area that is defined by the
intersection of 2 disks and one half-plane. The optimal solution µ¸XÇ3

Ç3dø· can be figured out
on the left-hand part of Figure 10.5.
Smooth nonlinear optimization is not a natural candidate for a cutting plane method. However,
problem QP2 illustrates the notions of Phase I / Phase II, problem specific barriers, and deep
cuts.
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Oracle for QP
Let
F
¶ÅØT be the query point at current iteration. We set
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the gradient vector
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is returned by the vector. Since the objective function is additive, one can also consider a disag-
gregated version of the oracle, with two gradients
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See [58] or [121] for more details on disaggregation for problem QP2.
If
F
± is infeasible, a feasibility cut is constructed for each violated constraint. For example, if
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The cut is deep if the slack
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is positive.
The main difference with the facility location problem is the possibility to generate several feasi-
bility cuts. As there are 3 constraints, the maximum number of simultaneous independent cutting
planes is 3.
Localization set
From the first constraint, we have
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Hence, any feasible solution belongs to the box
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Building a  -normal barrier
Let us put aside the issue of deep cuts and eliminate Phase I by choosing a starting point ± } 
µE¸äÇ3/

Ç3/7· on the frontier of the feasible set. At first iteration, a feasible point is found, and the
logarithmic barrier for the box constraints can be augmented by the expression
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The above barrier prevents the scheme from get outside the feasible set: the optimal solution is
then found quite easily (see the iterates on the right-hand part of Figure 10.5).
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Figure 10.5: Solving QP2 problem
We generated a few convex optimization problems with linear and quadratic constraints. The
instances were solved with and without disaggregation. Table 10.2 displays two values for itera-
Problem Dimension Constraints Multiple Number of iterations
cuts ACCPM h-ACCPM
QP2 2 3 no 11 19 / 11
QP2 2 3 yes 10 16 / 10
LP6 6 10 no 12 42 / 10
LP6 6 10 yes 9 31 / 10
Table 10.2: ACCPM and h–ACCPM results on quadratic problems
tions number with the h-ACCPM. The first value corresponds to the case of identical weights on
the constraints. We generally observes that the iterates were quite close from one another; they
converge very slowly to the optimal solution. The second value corresponds to the case where
the optimality cuts are weighted with pçè  while the feasibility cuts get a unit weight. Good
results are obtained for large constant weights p . An efficient trick is to make p= an increasing
function of the iteration number @ . However, setting large weights may increase the condition
number of the Hessian matrix. Finding a good trade-off between the efficiency of the cuts and
the computational issues appears to be difficult. Note that the standard ACCPM results in Table
10.2 correspond to the most favourable settings (weights, box constraints...).
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10.5.3 The cutting stock problem
We briefly recall the definition of the cutting stock problem. A factory gets supplied with rolls
of raw material (factory rolls), that are available only in a standard size  , and transforms this
material into rolls of commercial sizes l , 	 

5


. We assume that the demand   is known
for any roll size  . Without loss of generality, all sizes are supposed to have integer values.
The cutting stock problem consists in cutting the minimum number of factory rolls to meet the
demand for each commercial roll size.
We define a cutting pattern as one particular way of cutting a factory roll. It is represented by an
integer vector o with the property that 
»

¼
«
ol
~

 (10.11)
Assume that we can enumerate all feasible patterns ob ,  

55
&
, and let  be the matrix
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. The cutting stock problem can be formulated as the integer minimization problem
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where X


 

5
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is the number of factory rolls that are cut according to pattern  .
There are two sources of difficulties in solving (10.12). First, X is an integer vector. To help
solving this combinatorial problem, one may use the dual of the linear relaxation of (10.12). The
linear program (10.13) gives a lower bound for the optimal solution, which possibly can be used
in a branch and bound scheme. 6
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The second difficulty is the number of variables in (10.12) (or equivalently the number of con-
straints in (10.13)), that is exponential in the problem dimension. Contrary to problem QP2, the
matrix  cannot be given in explicit form for practical instances. The ACCPM scheme oscillates
between feasible and infeasible solutions. In the present situation, separating the homogeneous
scheme into a Phase I and a Phase II makes no sense.
Check feasibility
Let  be the set of feasible points
9
±
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. The first task of the oracle is to check
whether the current query point
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± belongs to  . The answer is positive if for any possible pattern
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The knapsack problem is pseudo-polynomial, but can be solved quite quickly for reasonably
large instance. There exist various algorithms, we use the one described in [1]. Let
F
o denote an
optimal solution for Problem (10.14). If á
F
o

F
±Câ
~

, then
F
± is feasible.
The oracle
If
F
± is feasible, we construct an optimality cut of the form
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F
±Câ (10.15)
Note that all optimality cuts are central and share the same gradient ¸

.
If
F
± is infeasible we generate the feasibility cut
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Note that feasibility cuts are deep, the slack is given by
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The feasibility cuts are used to refine the polyhedral approximation of  . Since the gradient
F
o
corresponds to a feasible pattern, the sequence of feasibility cuts generates the list of the patterns
that are used to build an optimal solution of the primal problem, so that this solution can be
retrieved.
Results
Good initial settings save a lot of iterations. The problem data allows to construct box constraints
that define a bounded localization set to initiate the algorithm. We exploit the simple observation
that no more than ¢
È
B
£¥¤ units of width l are present in a feasible pattern. On the other hand, the
obvious lower bound Ç
~
±; stands for all `Ä

55


. We observed that starting at the middle
of the box is not the best choice. Lower values such as ± }

 ÇÀ?¦
£
È
B)§
ì«
)¨
 

5



save a
few iterations.
Table 10.5.3 presents the results we obtained on a set of generated instances and the four-
dimensional example given in Chvatal [18]. Note than the generated problem do not have equal
difficulties. For example, if ª© « , the number of feasible patterns may become very large and
the problem more difficult to solve. We used the distance to the optimal solution found by the
standard ACCPM to compute the optimality gap.
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Problem Dimension Outer iterationsACCPM h-ACCPM
chvatal4 4 12 28
cut10 10 20 65
cut20 20 34 73
cut30 30 35 74
cut40 40 93 152
cut70 70 136 164
cut100 100 115 177
cut200 200 276 349
cut300 300 395 426
Table 10.3: ACCPM and h–ACCPM results on the cutting stock problem
Unfortunately, our results are worse than those obtained with the standard ACCPM. For example,
solving the little example with 4 variables cited in [18] requires 28 iterations whereas the stan-
dard scheme obtains accuracy 5Ç
ì{z
after only 12 iterations. For generated larger instances, the
comparison is quite the same. The homogeneous scheme is generally less efficient. We see at
least two possible reasons:
1. Our mechanism to introduce deep cuts moves the query point from an approximate analytic
center to a point that has no good analytical properties. Our short-sighted approach only
aims at restoring feasibility, but does not care if the computed point is a good start for the
next iteration. A more cautious restoration mechanism would improve the situation.
2. Since each feasibility cut can be added only once, most of the process relies on the parallel
optimality cuts. In the standard ACCPM, these cuts play an important role in the shrinking
of the localization set. Contrary to the preceding example, computing weighted analytic
centers does not improve the convergence very much. The impact of optimality cuts is
mitigated because the query points can “escape” along recession directions. The quadratic
term prevents the scheme to diverge, but too many iterations are performed before conver-
gence.
Chapter 11
Variational inequalities
I’d give ¬  ¡*¡*¡ to be a millionaire.
— Lewis Timberlake
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theoretical analysis of the ACCPM approach for variational inequalities was given
in Chapter 7. We have shown that the precision with which the analytic center is
computed influences the overall precision of the method. Therefore, it might be wise
in a practical implementation to be very demanding on the centering parameter ­ .
The non-convergence of the sequence of analytic centers raises a second issue. We must resort
to the candidate solutions defined in Chapter 7 to evaluate the stopping criterion.
In this chapter, we highlight the ideas of candidate solutions and tight centering by a very simple
2-dimensional example. Then we illustrate the concept of variational inequalities with the resolu-
tion of a Walrasian price equilibrium problem. The example is taken from Nagurney [103, 154].
We compare the convergence of three versions of ACCPM: the standard ACCPM, and the homo-
geneous version with and without candidate solutions.
11.1 The variational inequality problem
11.1.1 Theoretical issues
Let us recall the weak formulation (7.16) of the variational inequality problem:
Find ®i¯±°² ³´"µi¶b·¸®i¯º¹ﬀ®i»½¼¾i· ¿]®°²q·Sµi¶'°À(Á®Â · (11.1)
where À(Á-®iÂ is a multi-valued operator defined on a closed bounded set ² . The gap function is
defined as Ã
Á®ÂÅÄÇÆÈ¡É
ÊË
´"µ
Ê
·¸®Ì¹(Í]»Î³PÍÏ°²Ð·Sµ
Ê
°	À(ÁÍÑÂﬂÒ
 (11.2)
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This function is convex and continuous, but non-differentiable. Let Ó
¯
Ô be the set of solutions for
the weak formulation. Clearly,
Ã
Á-®iÂPÕÖ¾ , and
Ã
Á-®iÂÄ×¾ if and only if ®Ø°ÙÓ
¯
Ô . Unfortunately,
computing ¹
Ã
Á-®iÂ amounts to finding the global minimum of a 4non-convex problem, a task that
may turn out to be more difficult than solving problem (7.16). A fortiori, one cannot compute
a subgradient of
Ã
. However, one can easily construct a cutting plane in the horizontal space ® .
Indeed, given Ú®°² and µÜÛ¶Ý°À(Á5Ú®YÂ , the cut
´"µÞÛ¶d·¸®P¹ßÚ®Y» ¼¾Y· ¿]®à°²Ð·
defines a subset of ² containing the solution set Ó
¯
Ô . This property is sufficient to implement the
homogeneous ACCPM.
11.1.2 Candidate solutions and stopping criterion
Since the dual gap function cannot be computed, there is no practical stopping criterion based
on (7.16) or (11.2). However, formulation (7.15) yields an implementable criterion. Indeed,
suppose we are given a candidate solution Ú® , we solve the problem
Æ8ÈbÉ
Ë
´"µÞÛ¶b·Ú®Ì¹Ø®»³Ì®à°²?Ò· (11.3)
for some µÞÛ¶ﬀ°áÀ(Á5Ú®YÂ . If the optimal value of (11.3) is less than â , we then have an â -strong
solution. Note that problem (11.3) is convex with a linear objective. In many instances, it may
be easy to solve, e.g., when ² is polyhedral.
Let us denote ãåäÄÖÁ-®;ä;·çæèäéÂ and ê;äÄëÁjµ[ä;·¹Ì´j®däb· µäì»¸Â the query point and the gradient at iteration
í
after embedding. The variables ãåä or ®dä are indifferently called query points, according to the
homogeneous or non-homogeneous character of the underlying space. Following [115], we use
a candidate solution that is a weighted average of the past iterates. We define
ÚãåäÄïî ð
ñ
ä5ò[ó
ôöõ
} ÷
ôçø
ä5ò[ó
ù
ôöõ
}
÷
ô
ã
ô
·
and
÷
ô
Ä
ð
´ê
ô
·çãåä±¹Øã
ô
»

The
÷
ô are thus the inverse of the slacks of the cutting planes, evaluated at the current iterate ãåä .
It has been proved that this choice enforces convergence in a slightly modified version of ACCPM
[115].
Hence, the implementation of ACCPM for variational inequalities requires the following tasks to
be performed:
i) Compute candidate solutions from the past iterates and cutting planes.
ii) Compute µú°ûÀ(Á®Â at a point ® that may be the last iterate or a candidate
solution.
iii) Implement the stopping criterion.
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11.2 Centering Requirements for Variational Inequali-
ties
Assumption (7.4.2) sets a very strong requirement for the centering parameter. We concluded
Chapter 7 by questioning about the practical need for such a well-approximated analytic center:
do usual approximations suffice is practice? The following simple example (see also [11, 115,
112]) shows this to be a false hope. Consider the following set
ÓüÄ
Ë
®ÐÄëÁ®{ó ·ç®dý Â³¹
ð
¼®óS¼yþ{·¹
ð
¼ß®dý¼
ð
Ò
and the variational inequality problem
Find
Ë
®i¯±°Ó ³à´"µi¶;·¸®Ì¹Ø®i¯ﬂ»½Õy¾YÒ (11.4)
with µ¶ ÄÖÁ)¹®dý·ç®{ó$Â .
The unique solution of problem (11.4) is ®
¯
Ä Áj¾i·ﬂ¾Â . The cutting plane scheme with exact
analytic centers generates a sequence of points whose trace in the affine space is ®ó ·¸®dý5· 55 ·¸®dä .
In view of (7.17), we define at iteration í the weights   ô ä2Ä 

, and introduce the candidate
solution Ú®dä .
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.5
0
analytic centers
candidate solutions
Figure 11.1: A 2-D example of variational inequality
Figure 11.1 plots the iterates of the homogeneous cutting plane method into the original space.
This same picture also shows the plot of the candidate solutions Ú® ô ·  Õ
ð
. Clearly, the sequence
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of analytic centers does not converge to the solution point Áj¾i·ﬂ¾Â , while the sequence of candidate
solutions does.
The analytic center of Ó is ®óPÄ Á ó
ý
·¸¾ Â . Hence Ú®óPÄ ®{ó . Besides, we have ®dä	 ýq¼ ¾ for all
í
.
Consequently, for all
ð
¼

¼
í
, we must have   ô ä¹
 ¾ as
í
¹
  . On the other hand,
®
ô
 óü¾ for  Ä
ð
·ﬂþY· and ® ô  ó  ¾ for  Õ . Finally, lÆä®däPÄ Á)¹
ð
·ﬂ¾Â . Thus, we cannot
have  ó-ä'¹
 ¾ as
í
¹
  .
Let us assume now that the first center is approximated by a point on the horizontal axis, and that
all the subsequent centers are exact. The first cutting plane is the same as in the case of perfect
centering. Since exact analytic centers are generated in the subsequent iterations, the iterates are
just the same as ®dä , for all í Õ þ . Also the coefficients   ô ä are unchanged. Consequently, the
candidate solution is shifted horizontally proportionally to  ó-ä . Hence, the approximate center
Ú®{ó fixes a bound on the accuracy level of the final solution. This surprising result explains why
the centering parameter ­ must be of the same order as the final accuracy â . Even for such a small
problem, the slightest lack of precision in the calculation of the analytic centers, at any stage of
the process, has a consequence on the precision of the final solution.
11.3 A Walrasian price equilibrium problem
11.3.1 Definition and properties
We consider a pure exchange economy with  commodities and  consumers. The decision
variable is a price vector ﬀÑó · 5 ·ﬁﬀﬃﬂÞ°  ﬂ! . Let "[Á#ﬀåÂ denote the aggregate excess demand "[Á$ﬀ¥Â½Ä
Á%";óéÁ$ﬀ¥Â%·
55
·"&ﬂjÁ#ﬀ¥Â$Â . The objective is to establish a Walrasian equilibrium by fixing the price vector
ﬀ .
Definition 11.3.1 A price vector ﬀ
¯
is a Walrasian equilibrium vector if
"[Á#ﬀ[¯ Â±¼¾
 (11.5)
We make the following assumptions on the excess demand " :
i) " is defined in a subcone ' of  ﬂ ! , so that the excess demand may become unbounded
when the price of a certain commodity vanishes.
ii) "[Á$ﬀ¥Â is homogeneous of degree zero in ﬀ on ' , that is "Á%()ﬀåÂÄ*"[Á#ﬀ¥Â for all ﬀW°+'º·(, ¾ .
Hence, the prices ﬀ can be normalized so that they take values in the simplex
-
ﬂ
Ä
.
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ù 0
õ
ó
ﬀ
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
Therefore we restrict " to the intersection 3 on
-
ﬂ
with ' .
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iii) "[Á$ﬀ¥Â½³4365
7 ﬂ is continuous and satisfies the Walras law:
´ﬁ"Á#ﬀ¥Â ·ﬁﬀ¥» Ä ¾i· ¿8ﬀÏ°/3
 (11.6)
The following theorem states the equivalence between Walrasian equilibrium and the solution of
a variational inequality.
Theorem 11.3.1 (Theorem 7.1 of [103]) A price vector ﬀ
¯
°93 is a Walrasian equilibrium if
and only if it satisfies the variational inequality
´ﬁ"Á#ﬀå¯ Â ·ﬁﬀq¹:ﬀå¯ﬂ»½¼y¾i· ¿8ﬀ °
-
ﬂ
 (11.7)
The aggregate excess demand functions are assumed derived from Cobb-Douglas utility func-
tions and are of the form:
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>
ô is the vector with elements
Ë
 
ô
óﬂ·
55
·G 
ô
ﬂ Ò , representing the initial endowments of consumer
 for each commodity. H is a JI  matrix of real coefficients. The example in [103] handles 5
consumers and 8 variables (prices). H and > are defined by:
KML
NO
O
O
O
O
O
O
O
O
OP
0.3 0 0 0 0
0 0 1 0 0
0.13 0 0 0 0
0 0 0 0.73 0.47
0 1 0 0 0
0 0 0 0 0.11
0.38 0 0 0 0.05
0.19 0 0 0.27 0.37
QR
R
R
R
R
R
R
R
R
R
S
, T
L
NO
O
O
O
O
O
O
O
O
OP
3 0 0 0 4
0 15 0 0 0
0 0 0 5 0
3 0 0 4 13
3 2 3 0 0
5 0 0 0 0
2 0 0 4 6
0 0 0 4 6
QR
R
R
R
R
R
R
R
R
R
S
.
11.3.2 Oracle and implementation issues
U Gradient:
One cutting planes is defined by inequality (11.7). The oracle returns the gradient ê?Ä9"[Á#ﬀåÂ .
Note that this gradient is very simple to write, but its computation is not an obvious task.
U Stopping criterion:
The second main role of the oracle is to check whether the current iterate is a solution.
Once calculated, the excess demand "[Á$ﬀ¥Â provides a trivial stopping test. If it is less than a
little positive value â for all commodities, a stopping signal is given out. We perform two
termination tests: on the current analytic center and on the current candidate solution.
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U Scaling:
The homogeneous and the standard ACCPM differ in the way they treat the scaling con-
straint
ﬂ
ñ
0
õ
ó
ﬀ
0
Ä
ð
. At first iteration, the non-homogeneous scheme introduces a preliminary
cutting plane of the form
ﬂ
ñ
0
õ
ó
ﬀ
0
¹
ð
¼ ¾
 As a consequence of this cut, we observe that
the solution is generally such that ¾ WV4V ¼
ﬂ ò[ó
ñ
0
õ
}
ﬀ
0
¼
ð
 The homogeneous ACCPM handles
the “simplex constraint” by adding a component of the form ¹XYPÁ
ð
¹
ﬂ ò[ó
ñ
0
õ
}
ﬀ
0
Â to the initial
Z
-normal barrier. We obtain some price vector that is very close to the simplex. Remember
the excess demand function is homogeneous of degree zero in ﬀ , so that solutions can be
scaled to
ð
a posteriori, yielding a point in the simplex. It is also possible to ignore the
simplex constraint, and only to perform the final scaling. This approach works but is less
efficient.
U Box constraints:
In the standard ACCPM, one must define an initial compact localization set under the form
of box constraints. Since the final prices are all comprised between 0 and 1, this localiza-
tion set is defined by inequalities ¾(¼[ﬀ
0
¼
ð
. The homogeneous ACCPM starts with a
cone equipped with a Z -normal barrier \ . This cone can be defined either by embedding
the preceding box constraints or other convex sets. For example, the constraints ﬀ
0
Õt¾
and
ﬂ
ñ
0
õ
ó
ﬀ
0
¼
ð
are enough. One can also use the barrier associated with the unit ball. If
we combine these possibilities and set appropriated weights, one can modify the initial
conditions and therefore the efficiency of the homogeneous scheme.
U Centering requirements:
The centering parameter ­ is set to a small value, that should be of the same order of
â [112]. We observed that value 0.01 seems to be small enough in practice for most of
the problems we solved1. Decreasing the value of the centering parameter has only a
weak influence on the process and quality of the solution. For example, getting a solution
with
ð
¾
ò8]
-approximated centers requires only
ð_^A`
more inner iterations than with
ð
¾
ò{ý
-
approximated centers. On the other hand, we noticed that using a too large centering
parameter provokes some irreparable errors. Thus, we are encouraged to use very small
centering parameters.
U Initial query point:
1For the example (11.4), we start with the exact center of box, avoiding the disastrous consequences of a loose
approximation
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The process starts with average prices ﬀ
0
Ä
ð_a
 . The non-homogeneous ACCPM has the
further possibility to define movable box constraints, that can be pushed away if necessary.
We set up these boxes by inequalities ¾Ð¼bﬀ
0
¼yþ
a
 for each commodity F .
11.3.3 Results
We solved the Walrasian equilibrium problem with data H and > with the standard and the ho-
mogeneous versions of ACCPM. For this example, the sequence of analytic centers converges to
a solution of the problem. Thus we present the convergence results of the homogeneous ACCPM
with analytic centers (Figure 11.2) and with candidate solutions (Figure 11.3). The left-upper
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Figure 11.2: Walras equilibrium problem solved with analytic centers
frames represent the decrease of the maximal excess demand over the 8 commodities. Hopefully,
the results obtained with both approaches are the same, but computing candidate solutions avoids
too high displacements of the iterates towards bad prices, and thus gets a solution more quickly.
About 40 iterations are needed to get reasonably small values of â , and observe a stabilization of
the process. However, among the problems that we solved with ACCPM, variational inequalities
remain the ones that require the highest number of iterations per dimension of the problem.
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Figure 11.3: Walras equilibrium problem solved with candidate solutions
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The following tables and figures compare the efficiency of the standard and the homogeneous
ACCPM (denoted h-ACCPM) with respect to the convergence rate. Table 11.1 shows for each
method, the number of outer iterations that are needed before getting accuracy
ð
¾
ò[ó
·
ð
¾
ò{ý
·
55
·
ð
¾
ò8c
.
For the standard ACCPM, computing candidate solutions instead of the analytic centers does not
Accuracy
Number of iterations
ACCPM h-ACCPM h-ACCPM(analytic centers) (candidate solutions)
ð
¾
ò[ó 31 26 20
ð
¾
ò{ý 53 64 36
ð
¾
ò8] 79 81 50
ð
¾
òed 105 114 64
ð
¾
ò8f 320 135 78
ð
¾
ò8g 334 163 95
ð
¾
òih 503 188 106
ð
¾
ò8c 1208 210 121
Table 11.1: Convergence analysis for the Walrasian equilibrium problem
change significantly the number of iterations. Figure 11.4 illustrates the convergence of the three
schemes. The left-hand side figure is a graphical representation of Table 11.1. When only com-
puting analytic centers, the standard and homogeneous methods are very close to each other
provided â not being too small. When more precise results are required, the number of itera-
tions of the homogeneous ACCPM increases very slowly, whereas the standard ACCPM needs
much more iterations. The homogeneous scheme with candidate solutions clearly outperforms
the other methods. The right-hand side figure represents the decrease of the maximum excess
during the process (with a logarithmic scale). This confirms the highest rate of convergence of
the candidate solutions, but also its smoother shape. Hence, the candidate solution approach
appears to be more reliable.
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Figure 11.4: Convergence analysis for the Walrasian equilibrium problem
Chapter 12
Solving separation problems with
ACCPM
Le monde est de´terministe, je ne
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—
´Eric Pinson
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eparation problems belong to the much broader field of data-mining [62]. The gen-
eral goal is to classify a set of objects in distinct subsets. People with varied interests
and backgrounds (statisticians, economists, physicians, chemists, biologists, mathe-
maticians, computer scientists, ...) have devoted a substantial part of their activities
on this data classification approach. Successful applications are reported in many different areas,
e.g. cancer diagnosis [93], human genome [67], game strategies [83], pattern recognition [91],
decision/selection making [146], and more. The topic is not new, but the increasing power of
computers drastically improves the efficiency of some methods, especially in the case of very
large amount of data [38]. Many different techniques have been applied to solve the problem:
standard statistics, neural networks, evolutionary algorithms, fuzzy classifiers, decision trees,
support vector machines [143]...
In this chapter, we mainly address the linear separation problem, which goal is to find the best
linear separation between two sets of points. Some authors consider more sophisticated classi-
fication forms, where the separation rule is performed with nonlinear geometric elements [17].
We adapt the approach of [137] to the homogeneous ACCPM, perform single and multiple cut
schemes, and report some numerical results on some generated and real problems collected in the
literature. Then, we show how to extend the algorithm to the case of quadratic separation prob-
lem, and give a few numerical results for low dimensional problems. The last section is devoted
to the multi-instance problem, an extension where the instances are grouped into so-called bags.
The objective is to separate the bags instead of the instances. We report encouraging results for
two data sets.
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12.1 Solving the linear separation problem
12.1.1 The single cut linear separation problem
Given a set of points j Ä
Ë
@
ô
°kml ·

Ä
ð
·ﬂþY·&nonon ·p	Ò , and a partition
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óq
-
ý of the set
of indices
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Ò , we wish to find  °rml and sü°r such that the hyperplane
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For typographical convenience, we write Áx Ì·ysÑÂ instead of Áz P·ysÑÂ{< .
Actually, one looks for a strong separation. We introduce a separation margin Z °t
!
, and hope
to find a linear separation that achieves the properties
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The linear separation problem aims at minimizing the number of misclassified instances. In
this sense, it is a discrete optimization problem, that cannot be solved by ACCPM. However, a
continuous relaxation of the problem can be defined by minimizing an objective function that pe-
nalizes the misclassified instances. Since the classical formulation of Mangasarian [92] involves
the minimization of a non-differentiable convex function, ACCPM appears to be a potentially
valuable candidate to solve the problem.
For any choice of   and s , we define the misclassification errors by
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The objective is to find a vector   and a scalar s that minimize the average sum of the misclas-
sification errors [92]. The optimization problem we are dealing with is formulated as follows:
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Defining the diagonal matrix 
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the objective function can be expressed in a compact formulation as follows
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The objective function is homogeneous of degree
ð
in   , s , and Z . Consequently, if Áx Ì·ysÑÂ is
an optimal solution with a given Z , then Á+æ Ì·çæ{sÑÂ is an optimal solution with æ Z , for any scalar
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æú¾ . Note that the objective function in the continuous formulation is clearly not to minimize
the number of misclassified points, but a continuous measure of the violation. This value of the
objective function cannot be interpreted in a simple way, whereas a rate of misclassified instances
is always explicit. Depending on the real problem context, both objectives can make sense. In
what follows, we solve the continous problem and report the rate of misclassified instances.
In general, there is no guarantee that the two sets can be correctly separated. The solution of the
separation problem is highly dependent of the parameter Z :
U If Z Ä ¾ , the point Á·ysÑÂÄ Áj¾i·¸¾ Â is a trivial solution of the problem that is completely
useless for separation purpose. A few tricks can discard this case. One can solve the
problem with Z ß¾ , and thereafter count the number of misclassified points with the value
Z
Ä ¾ . Another solution is to take profit of the homogeneous character of the objective
function, by introducing some artificial constraint (for example s
ð
) or by scaling the
decision variable ( ·ys ) at each iteration. We can also impose ªÁ·ysÑÂ5Ä
ð
, but the
resulting problem is non-convex.
U Taking Z ¾ , we obtain a strong separation, but there is a risk that 2Á·ysÑÂ becomes
very large. Some authors [91] restrict the set of feasible solutions by the way of a quadratic
constraint
'Á·ysÑÂ¡¼

The constraint is expressed via a ball constraint barrier, and does not have a real influence
on the homogeneous scheme.
U Setting Z  ¾ introduces a more permissive separation, that may consider as “well-
classified” some misclassified points that lie not too far from the linear separation. This
can be accepted only for small negative values of Z .
By analogy with the field of hypothesis testing, one can define two different separation margins
Z
ó and Z ý , that penalize the Type 1 risk (deciding that a significant effect is present when it is
not) and the Type 2 risk (not detecting a significant effect when one exists). This distinction
is particularly well adapted for a large class of non-symmetric applications. For example, in
medical diagnostic, Type 2 errors can have disastrous consequences, whereas Type 1 errors only
imply some more thorough medical examinations. In the sequel, points where Type 2 error
occurs are called false negatives, points where Type 1 error occurs are called false positives.
Finally, since  Á-¾i·ﬂ¾ ÂàÄ þ Z , it follows that þ Z is an upper bound of the optimal value of the
objective function.
12.1.2 The oracle
Problem (12.1) consists of the unconstrained minimization of a convex non-differentiable func-
tion. Whenever ball constraints or scaling constraint are added, barrier functions can be built and
finding feasible solutions is easy. Therefore, computing the gradient \ Á·s Â at each iteration
and building optimality cuts is enough to implement the homogeneous ACCPM for the linear
separation problem.
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The objective function can be written in the form  Är ó¡|¢bý , where
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12.1.3 Initial point
It is intuitively clear that starting close to the optimal point may reduce the number of outer
iterations. Thus, the initial query point is computed by a heuristic described in [137]. The
goal is to compute a hyperplane Áz ¥¤·si¤ﬂÂ that separates correctly an important subset of points.
Describing the heuristic is out of the scope of the present dissertation. It is observed that the
obtained starting points Áz ¥¤é·ys8¤ﬂÂ classify correctly ¦¾
`
of the instances on average. Moreover,
the optimal solution is not too far from this starting point. An average  ¾
`
reduction in the total
number of iterations is then expected [137].
12.1.4 Disaggregation of the objective function
Since the objective function is a sum of elementary terms, the linear separation problem is an
ideal candidate for disaggregation. The objective function can be considered as a combination
of several sub-functions with the same structure. Thus, one cutting plane per sub-function is
generated at every iteration. This technique enables one to decrease the number of iterations,
since finer information is returned by the oracle.
However, disaggregation implies a serious increase of the number of generated cutting planes.
This impacts an additional time cost, due to the management of cuts and inner iterations to restore
feasibility. Finally, excessive disaggregation causes a slow-down; a good balance between these
two opposing effects greatly improves the global performance of the method.
A disaggregation of the objective in  sub-functions is performed as follows. For the case of
 ó , a disaggregation in  sub-functions is given by  óÄ§ óCó¨|© ó-ý¥|6nononi|©ó
0
|[nononi|© ó
;
where ó
0
is the restriction of  ó to the subset
-
ó
0
Ä
Ë
ÁFq¹
ð
Â
l

;
|
ð
·ªnonon ·{F
l
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|
ð
Ò and  óPÄ

-
ó

. The disaggregation of ¡ý is done in a similar way. Such a disaggregation technique is
straightforward since the subsets
-
ó
0
and
-
ý
0
are built following the instances order of the data
set. More sophisticated rules could lead to more efficient disaggregation; we have not explored
this idea yet.
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12.1.5 Numerical experimentations
Description of the data sets
U Data100
This is a generated example with 2 variables and 100 points. All points have their abscissae
and ordinates between ¾ and
ð
¾ , and jó covers approximately the right-upper half of the
box.
U BUPA liver disorders database [42]
The liver-disorder database has 345 instances, namely male patients who developed or not
liver disorders. There are 6 numeric-valued features (mean corpuscular volume, gamma-gt
rate, number of half-pint equivalents of alcoholic beverages drunk per day...) which are
thought to be sensitive to liver disorders that might arise from excessive alcohol consump-
tion.
U Pima indians diabetes database [135]
The Pima indians in Arizona have been the subject of thorough medical studies for 30
years. This population has one of the highest rates of non-insulin dependent diabetes mel-
litus (NIDDM). The database has 768 instances, and 8 features (number of times pregnant,
diastolic blood pressure...). The goal is to investigate whether the patients show risks of
diabetes.
U Wisconsin Diagnostic Breast Cancer (WDBC) [93, 92]
Fine needle aspirate (FNA) is one of the three main techniques used in breast cancer detec-
tion. The WDBC database comprises 30 input features that are computed from digitized
images of a FNA for a set of 569 women. The 30 features describe characteristics of the
cell nuclei present in the image. The goal is to define a frontier between two predicting
fields: benign or malignant.
U Wisconsin Prognostic Breast Cancer (WPBC) [93]
This data set is closely related to WDBC. Each record represents follow-up data for one
breast cancer case. The goal of the problem is to study the recurrence of breast cancer. The
data set comprises 198 instances and 32 attributes: the 30 same features as in the WDBC
database, and two fields indicating if recurrence has been observed or not, and the time to
recur (or time without recurrence). Therefore, two questions arise from this database: will
the cancer recur (on a 2-year horizon), and if recurrence is predicted, when will it recur?
We only address the first issue.
U Spambase [66]
This database comes from the analysis of 4601 instances of emails, 39.4
`
of them being
spam emails. 57 continuous attributes (frequency of keywords, number of consecutive
capital letters etc.) are associated with each instance. The goal is to determine if a new
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instance is a spam email or not. The authors report about 7
`
misclassification error. False
positives (marking good mail as spam) are very undesirable. If zero false positives are
required, þd¾
`
to þ
^4`
of the spam pass through the filter.
Methodology
Our main objective is to find out the linear separation that minimizes the convex function (12.1).
Taking a strictly optimization point of view, we are tempted to consider the whole data set as our
input data, and to determine the linear separation that best fits the data. Since the value of the
objective function is difficult to interpret, we rather report the rate of misclassification errors.
Most authors adopt a more experimental point of view, where the data set is considered as the
current available observations about the subject of interest. It is believed that looking at the
scheme’s performance on a separate testing set is a much better measure of how well future
instances will be treated. The objective is then to define a linear separation that will be used
to classify new observations. A widespread technique is cross validation, where a part of the
data set is set aside for testing. For example, in 10-cross validation, a model is built with 9/10
of the data (training set), and the rate of misclassification is evaluated with the 1/10 remaining
instances (testing set). By repeating the operation 10 times, every instance occurs in the testing
set exactly once, so that a reliable estimate of the accuracy can be given.
We report results with the two approaches. Our benchmark solutions are found in the literature.
Note that indications about the exact hypothesis or experimental context are sometimes not given
very precisely. Columns h-ACCPM and 10-cross of the different tables correspond to the direct
optimization approach and the 10-cross validation respectively. The selection of testing sets for
10-cross validation is made either by selecting every tenth instance in the data set, or randomly.
For the problems with a small number of instances, the 10-cross validation generates reduced
testing sets. We performed much more than 10 runs in order to obtain robust results. We also
tried 3- or 4-cross validation, with similar results.
Numerical results
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Figure 12.1: Two simple examples of linear separations
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Figure 12.1 represents two þ -dimensional examples of linear separation problems. The left-hand
side figure is the well known exclusive-OR problem, for which no perfect separation (without
any misclassification error) exists. The right-hand side figure is the solution obtained for the
Data100 set, with 3 misclassified points.
Problem Features Number Misclassification error
of instances benchmark h-ACCPM 10-cross
Data100 2 100 - 3.0% 3.1 %
BUPA [151] 6 345 29% 36.5% 27.2 %
PIMA [125] 8 768 15.0% 24.3% 19.3 %
WPBC [93] 30 198 13.7% 8.6% 8.5 %
WDBC [93] 30 569 2.5% 0.35% 1.1 %
SPAM [66] 57 4601 about 7% 7.3% 9.4 %
Table 12.1: h-ACCPM performance for the linear separation problem
Tables 12.1 summarizes the results obtained with the different data sets. Let us make a few
comments about each tested problem. Although little dimension problems, BUPA and PIMA
could not be solved up to a good accuracy with the optimization approach. A surprising result is
that cross validation seriously improves the bad results of the optimization approach. For these
problems, the rate of misclassified instances remains quite high. Nonlinear separations may yield
better results.
Problems WDBC and WPBC seem particularly well adapted for disaggregation. Indeed, the
best results have been obtained with a very large number of cutting planes at each iteration.
For example, a solution with only 1 misclassified instance is obtained for WDBC after about
20 iterations when the number of cutting planes exceeds 100. With only a few cutting planes,
more than 70 iterations are needed. The price to pay is an increase of computation time and
memory requirement due to the huge volume of the data returned by the oracle. Looking for a
compromise between the number of iterations and the computation time is extensively discussed
in [137].
Result on SPAM problem (337 misclassifications) was obtained after 51 iterations with a 12-
cuts disaggregation. A variant of this problem is to find a separation that minimizes the number
of false positive, and accepts a larger number of false negatives. We did not try to reduce the
number of false negatives and obtain approximately the same number of false positives and false
negatives. Figure 12.2 represents the evolution of the number of misclassified instances for
the SPAM problem. We observe the same stabilization phenomenon as previously encountered
(Chapter 10). Similar shapes can be obtained for a large variety of problems.
12.2 Solving the quadratic separation problem
There exist many other ways to define a separation between two sets. As an illustration, let us
extend the preceding analysis to the case of quadratic separation. We aim at separating jó from
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Figure 12.2: Number of misclassified points for the SPAM email problem
j?ý by a quadratic form
²Á+ã]ÂTÄá´%HãÞ·$ã]»«|Ç´ﬁ¬ì·çã]»«|¢­¡·
where H is a  I  matrix, ¬?°Mml , and ­Ð°b . Since this formulation contains the linear case
as a special case, it may lead to a more efficient separation. The counterpart is an increase of
the problem dimension, which is now l

l
!
ó%
ý
|
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ð
. This results in a severe limitation of the
possible applications. However, in real cases only a few attributes values expressed by H are
correlated. If we dispose of some a priori information about the structure of matrix H , we can
set most of the values H ô
0
to zero, reducing the number of variables and making the problem
tractable.
12.2.1 The objective function and the oracle
Let us consider a separation margin Z . We define jó and j?ý as follows:
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12.2.2 Numerical results
As in the linear case, the quadratic separation problem gives rise to multiple disaggregation pos-
sibilities. We first tested the quadratic separation on a few two-dimensional problem, including
Data100. Figure 12.3 illustrates the results obtained on these test examples. The upper-left part
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Figure 12.3: A few examples of quadratic separations.
is the solution for problem Data100. It is very similar to the linear case in so far as exactly the
same points are misclassified. The main consequence of the quadratic terms is to decrease the
value of the objective function. The other examples underline the contribution of the quadratic
terms for problems where no linear separation would give satisfying results. The lower-right
example is particularly interesting since we were able to establish a quadratic separation for a
data set which is separated into two disconnected components. We also ran the quadratic scheme
with different disaggregation levels, with the objective of improving some of the results of Table
12.1. Results are reported on Table 12.2. The quadratic separation gives slightly better results as
the linear separation, but the number of misclassified instances remains high for problems BUPA
and PIMA. Note than 10-cross validation outperforms the optimization approach.
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Problem Features Number Misclassification error
of instances benchmark h-ACCPM 10-cross
Data100 2 100 - 3.0% 3.0%
BUPA [151] 6 345 29.0% 33.9% 26.8 %
PIMA [125] 8 768 15.0% 24.0% 18.8 %
Table 12.2: Results for the quadratic separation problem
12.3 Solving the multi-instance learning problem
12.3.1 The multi-instance learning problem
Up to now, the objects to be separated were represented by one vector per object, representing
numerical features. In the multi-instance problem, each object of the set is described by several
instances with different vectors of features. These instances represent variations, different con-
figurations or observations of the same object. The set of instances for the object is called a bag.
The goal is to accurately predict the label of previously unseen bags. In the data sets, all the
instance of a given bag have the same label. However, a separation algorithm is likely to give
different labels to the instances of a same bag. The following rule is used to label the whole bag:
U one bag is considered as positive if at least one of its instances is classified as positive,
U one bag is considered as negative if all its instances are negative.
The multi-instance learning problem arose in the context of drug activity prediction (other appli-
cations can be found in [96]). The famous example of musk molecules has been widely studied
in the last few years. The potency of a drug is determined by the degree to which it binds to
a larger target molecule. Unfortunately, molecules can adopt multiple shapes by rotating some
of their internal bonds. Each combination of angles of the rotatable bonds defines a conforma-
tion. Thus one molecule is represented by many conformations. The goal is to learn to identify
molecules that may bind tightly to the binding site, and thus give good drugs.
The objects of interest are nitro-free aromatic molecules, that contain a benzene ring, and are
made up only with carbon and hydrogen atoms, with the exception of one oxygen atom. Some
of the molecules are recognized as musk by human experts. A molecule is said to be active,
or positive if there is at least one positive instance. It is inactive, or negative if no instance is
positive. The obtained classification can be divided into four groups:
U the true positives are recognized musk molecules,
U the true negatives are recognized non-musk molecules,
U the false positives are non-musk molecules that are recognized as musk.
U the false negatives are musk molecules that are recognized as non-musk. This means that
a potentially good drug would not be tested by the laboratory. Hence, false negatives must
be avoided.
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12.3.2 Literature review
U The most complete introduction to the multi instance problem and the Musk Data Sets is
provided by the paper of Dietterich et al. [30]. The authors propose several algorithms
relying on Axis Parallel Rectangles (APR). The most efficient one (called Iterated-discrim
APR) selects discriminating features that yield a strong separation of the data set. The
paper mentions some improvements of the method, obtained through an APR-like neural
network algorithm called COMPASS.
U Wang and Zucker [147] adapted the í -nearest neighbour to the multi-instance problem, in
a lazy learning approach. They propose two variants (citation-kNN and Bayesian-kNN),
that give good accuracy level for certain value of
í
, and poor results for other values.
U Maron and Lozano-Pe´rez propose a Diverse Density algorithm [96]. The molecules de-
scribed by  features are considered as points in a  -dimensional space. The different
conformations define a trajectory in this space. The algorithm exploits the idea that the
molecules classified as positive have a trajectory that ends up into a conformation that is
optimal as far as binding properties are concerned.
U Zhang and Goldman EM-DD [153] combine the Diverse Density method and the well-
known EM algorithm [24]. Their approach significantly outperforms the other results.
Moreover, for both data set, they obtain no false negative errors. Their method runs much
faster than the Diverse Density algorithm.
Table 12.3 sums up the results obtained by the most efficient methods for Musk Data Sets 1 and
2. These results are obtained by 10-cross validation.
Algorithm Accuracy on Accuracy onMusk1 Musk2
EM-DD [153] 96.8% 96.0%
Iterated-discrim APR [30] 92.4% 89.2%
Citation-kNN [147] 92.4% 86.3%
Diverse Density [96] 88.9% 82.5%
Bayesian-kNN [147] 90.2% 82.4%
Table 12.3: Known results on Musk Data Sets 1 and 2
12.3.3 Generation and description of the data set
A large number of conformations exist for each molecule, but only low energy conformations
are more likely to bind tightly. The Musk Data Sets 1 and 2 have been obtained by very complete
measures of the low energy conformations. For each instance, 162 rays emanating from the
origin to the surface are measured. Four supplementary specific values represent the position of
the oxygen atom. There are 166 features for all conformations; in other words, our problem has
dimension 166. The data sets are available on the UCI Machine Learning Repository [29].
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U The Musk1 Data Set contains 476 instances of 92 molecules of which 47 are judged by
human experts to be musks and the remaining 45 molecules are judged to be non-musks.
There is an average number of 5.2 instances per bag (4.4 for the positive bags and 6.0 for
the negative bags).
U The Musk2 Data Set contains 6594 instances of 102 molecules, each of them described
with 166 integer attributes ranging from -400 to 400. The file contains
ð
¾
ð_³
musks in-
stances and
^4^4³4³
non-musk instances. There is an average number of 64.7 instances per
bag (26.1 for the positive bags and 88.6 for the negative bags). This data set is much more
difficult to separate than Musk1 Data Set.
All references present some numerical results for problems Musk Data Sets 1 and 2. One re-
current remark is that local correlations exist between the values along adjacent rays, so that
the number of relevant features in the data set is probably much fewer than 166. The irrelevant
features do not have any influence on the solution, but penalize the algorithms by increasing the
problem dimension and the data volume (about 4.5 Mo for Musk2 Data Set). The problem is that
the relevant features are completely unknown. That is the reason why some authors generated
their own artificial data sets, often based on Musk1 Data Set, where the relevant features can be
controlled.
12.3.4 Computational results
We apply the same methodology as in the single cut linear separation problem. After the ACCPM
execution, we check every misclassified instance and enumerate the false positives and false
negatives accordingly to the abovementioned rules. Although the objective here is completely
different from Problem (12.1), we use the same objective function. Of course, we do not retain
the solution that minimizes the objective function, but the one corresponding to the minimum
number of false positives and false negatives.
Cross validation is the standard methodology for the multi-instance problem, but we also report
the results obtained with the optimization point of view.
Results on Musk1 Data Set
Column 1 of Table 12.4 represents the number of simultaneous cutting planes that are introduced
at each iteration. Columns 2 and 3 are the number of inner and outer iterations that are needed
to get the solutions of Column 4 and 5. One remarkable fact with Musk1 Data Set is that the
optimization approach obtains
ð
¾d¾
`
of accuracy. Even more surprising, we have no misclassified
instance. Hence, we can exhibit one hyperplane that separates every instance of the data set.
Unfortunately, the results of 10-cross validation are not so good. The separation for the training
set does not always correspond to a perfect separation for the testing set. The training phase is
stopped as soon as the accuracy is
ð
¾¾
`
. The number of misclassified musk conformations is
generally non-zero. A few supplementary iterations would lead to an ideal separation, where all
the conformations are well separated. We did not run the 10-cross validation for schemes with
1,2 or more than 50 simultaneous cutting planes.
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Number Outer Inner h-ACCPM 10-cross
of cuts iterations iterations validation
1 113 330 100% -
2 119 310 100% -
3 99 255 100% 93.2 %
4 88 212 100% 93.8 %
5 77 197 100% 95.1 %
10 56 250 100% 94.3 %
20 33 214 100% 94.0 %
30 29 279 100% 92.8 %
40 27 236 100% 93.2 %
50 28 165 100% 93.7 %
60 24 236 100% -
80 20 272 100% -
100 30 231 100% -
200 30 284 100% -
Table 12.4: h-ACCPM performance on Musk1 Data Set
Figure 12.4 plots some important variables during a typical run of ACCPM on Musk1 Data Set
(training phase): false positives and false negatives, total number of misclassified conformations,
and accuracy. Note than the first iterations are characterized by high instability and extremal
solutions. At iteration 1, 47 false negative are encountered, i.e. none of the musk molecules
are classified as musks. The symmetric case (45 false positives) sometimes occurs too. This
suggests that the initial separation for the linear separation problem is disastrous for the multi-
instance problem.
It is pointed in [153] that false negatives are undesirable. Fortunately, we observe that this num-
ber is generally very small. The number of false positives is higher and decreases during the
process.
Results on Musk2 Data Set
Number Outer Inner TP FN FP TN h-ACCPM 10-cross
of cuts iterations iterations validation
1 300 683 35 4 4 59 90.2% 87.8 %-
3 227 674 38 1 2 61 97.1% 89.4 %
5 109 371 36 3 2 61 95,1% 90.2 %
7 236 640 36 3 0 63 97.1% 91.7 %
9 144 302 37 2 4 59 94.1% 91.4 %
10 129 458 37 2 2 61 96.1% 90.1 %
Table 12.5: h-ACCPM performance on Musk2 Data Set
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Figure 12.4: Error and accuracy evolution on Musk1 Data Set
The experimental results for Musk2 Data Set are reported on Table 12.5. Since the accuracy
is less than
ð
¾¾
`
, we also report the number of true positives (TP), false negatives (FN), false
positives (FP) and true negatives (TN). We only investigate disaggregations with a small number
of cutting planes.
Our results confirm that Musk2 Data Set is much more difficult than Musk1 Data Set. We
stopped all computations after 200 or 300 iterations and retained the best intermediate results.
The single cut execution has been stopped after 300 iterations with an accuracy of V ¾=®0þ
`
. Longer
computations would probably yield better results. The last column reports the mean results
obtained with 10-cross validation. The result for the single cut scheme clearly indicates that the
scheme was stopped before stabilization.
Figure 12.5 plots the evolution of some important variables during a typical run of ACCPM on
Musk2 Data Set during the training phase. The same conclusions as for Musk1 Data Set remain
valid here. The main difference comes from misclassified conformations.
Since no
ð
¾¾
`
accurate solution is found, the number of misclassified points decreases and
stabilizes little above a value corresponding to the unknown optimal solution of the linear sep-
aration problem. The lowest number obtained during our experimentations is 257 ( =® V
`
of the
total number of instances). Note than minimizing the number of misclassified instances does not
imply that the number of misclassified molecules is minimized. Indeed, our best solutions have
generally about 270 misclassified instances.
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Figure 12.5: Error and accuracy evolution on Musk2 Data Set
12.4 Concluding remarks
We solved the linear and quadratic separation problems using the homogeneous ACCPM. An
important issue is to split the objective function into a reasonable number of sub-functions in
order to achieve a good performance. We use a heuristic that computes a good starting point,
and yields an average reduction of ´Aµ¶ in the total number of iterations. We observed that the
number of misclassified point decreases until it reaches a floor level, near the optimal value. At
this stage, we attain the limits of a strict optimization approach since the stopping criterion has
no concrete interpretation for the real-life application. The initiative to stop the algorithm with
satisfying solutions should be left to specialist users. We also performed a 10-cross validation
to test the quality of our separation with respect to new data, improving the results of the pure
optimization approach for the PIMA and the BUPA data sets.
We applied the homogeneous ACCPM to the multi-instance learning problem, solving the only
two real data sets available as benchmarks. With an optimization approach, ACCPM yields per-
fect separation of Musk1 Data Set, and equals the best-known results for Musk2 Data Set. Un-
fortunately, the 10-cross validation decreases the accuracy. Recall that ACCPM is not designed to
solve the multi-instance problem, and the objective function is not appropriated for this problem.
One consequence is that the cutting planes may cut good solutions. Therefore, we generally
observe that rather good solutions are rapidly obtained, but the result of subsequent iterations is
hazardous: optimal solutions may not be reached.
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Another strong limitation of our approach is the boolean character of the labels (musk or non-
musk). Some real-valued instances are presented in [3]. The authors propose rough adaptation
of boolean methods to continuous labels by rounding the label values to 0 or 1. We did not
investigate this solution.
A widespread idea is that Musk Data Sets 1 and 2 have atypical structure. Since the APR methods
[30] were designed especially to solve these problems, the question of their efficiency for other
problems has been raised [147]. The inverse phenomenon may also be observed: some methods
may work well for the artificial data and not for Musk Data Sets 1 and 2. Since ACCPM takes no
advantage of the Musk Data Sets structure, we expect the method to work equivalently on other
applications. Designing a special ACCPM scheme that takes into account the multi-instance
property as well as the data structure would probably improve the present results. For example,
starting from a better initial point would result in a serious decrease in the number of iterations.
Chapter 13
Conclusion
La connaissance est une naviga-
tion dans un oce´an d’incertitudes a`
travers des archipels de certitudes.
— Edgar Morin
13.1 Summary
ur work extends and implements the homogeneous analytic center cutting plane method
described in [115]. In the first part, we introduce the main concepts of interior point
methods, and more particularly the family of cutting plane methods. We give an
overview of the standard analytic center cutting plane method, from which the ho-
mogeneous scheme is directly issued, and recall the main results of the theory of self-concordant
functions and barriers [108, 111], that supply the homogeneous ACCPM with most of its theoret-
ical foundations.
The theoretical study of the homogeneous scheme is addressed in Chapters 6 to 9. The complex-
ity of the method relies on properties of · -normal barriers. Hence, the localization set is assumed
to be a convex cone equipped with such a barrier. Moreover, the solution set must also be a cone
and the oracle is homogeneous. Under these conditions, Nesterov and Vial show that the scheme
produces an ¸ -approximate solution in ¹»º²¼2½¿¾ À
Á¿ÂÃ
iterations.
Our contribution to the homogeneous ACCPM is twofold. In Chapter 6, we carry out the analysis
of the scheme with approximate analytic centers, whereas only a conceptual method with exact
centers was introduced in [115]. The method is extended to the multiple cut case in Chapters 8
and 9.
The convergence proof of the homogeneous scheme relies on a function Ä¡Å4ÆxÇÈ , that measures a
weighted average of some inverse slack variables. The proof with É -approximate centers intro-
duces an undesirable term ÉËÊ%ÌﬃÍªÎ
ÍªÎ Ï
Ç
Ï
in the analytical expression of Ä¡Å4ÆÇÈ . This term can be
removed provided the variable Ç is evaluated in the localization set. This is the case in many
classical applications, so that the complexity estimate remains the same as with exact centers.
Unfortunately, some applications evaluate Ç at any point of the feasible set. In this situation, the
convergence proof stands only if É is of the same order as the final required accuracy ¸ .
The convergence proof of the multiple cut scheme is a straightforward generalization of the
proof in Chapter 6 as far as outer iterations are concerned. It is well known that the theory of the
complexity examines the less favourable case. In our situation, one can conceive of one cutting
plane replicated Ð times, magnifying by a factor Ð the possible steps towards bad directions. This
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explains why the complexity estimate of the multiple cut is Ð times worse than in the single cut
case. However, practical convergence is likely to be much better.
The main difficulty of the multiple cut scheme lies in retrieving a feasible point after adding
the cutting planes. The re–entering direction is determined by minimizing an augmented self-
concordant barrier. In the general case, the complexity of this auxiliary problem depends on
a value that is related to the geometrical configuration of the cutting planes. We exhibit two
relevant cases where this value is 1. In these cases, the complexity of the inner iterations is
¹ º Æ#ÐXÑÒÓÐÔÈ .
In Chapter 7, we study how the homogeneous ACCPM can be applied to three canonical prob-
lems: a convex feasibility problem, the minimization of a convex function over a convex set, and
monotone variational inequalities. These applications must agree to certain conditions as a pre-
requisite of being solved by the homogeneous scheme. They are first embedded into a projective
space by lifting the initial localization set up to a cone. The same transformation can be applied
to any oracle in the original space. The last preliminary work is to express a stopping condition
in the homogeneous space.
For the feasibility and the minimization problems, the stopping criterion is evaluated in the local-
ization set. Thus, the homogeneous scheme with É -approximate centers can be applied without
any specific requirement on É . Any value between 0 and Õ_ÖA´ is correct. On the other hand, solv-
ing variational inequalities requires É to be of the same order of the final accuracy ¸ . A simple
two-dimensional example given in Chapter 10 brings further precision: the strong requirement
has to be satisfied at every iteration of the process. The variational inequality problem raises a
second difficulty. We have no certainty that the sequence of successive analytic centers converges
to a solution. At every iteration, we build an alternative candidate solution that is a weighted sum
of all the previously generated analytic centers. The sequence of candidate solutions is proved
to be more robust than the sequence of analytic centers, and ends up with a solution of the varia-
tional inequality problem.
The last part concerns numerical experimentations with the homogeneous ACCPM. We first sum
up the main structures that were used in the implementation of the method, comparing the input
information that is needed by the present scheme and by the standard ACCPM. We also explain
the few differences that exist between the theoretical scheme and the practical implementation:
replacement of the damped Newton steps by an unidimensional search, separation of the process
in two phases to solve optimization problems...
We first apply the homogeneous scheme to classical problems in the field of operational research:
continuous facility location, quadratic optimization, cutting stock problem. This enables us to
acquire a better comprehension of the scheme’s properties. In the last two chapters, we focus on
two applications for which the scheme gives encouraging results: monotone variational inequal-
ities and linear separation problems. We show that for variational inequalities, the homogeneous
scheme performs better than the standard ACCPM. For the linear separation problems, we get
very good results on some instances, but other instances seem to resist to a linear separation.
Comparing the results with others methods seems hazardous, since different testing procedures
or point of view (optimization, machine learning...) may be chosen. We finally address the
multi-instance problem, which is a variant of separation problems where the items to be clas-
sified represent groups of individual instances. We study two real-life data sets (Musk1 and
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Musk2) and report the results of two approaches: pure optimization or machine learning. For the
Musk1 Data Set, the separation hyperplane obtained with the optimization approach is perfect in
the sense that no instance is misclassified. The cross validation introduces some misclassifica-
tions. For the Musk2 Data Set, the rate of misclassification in the optimization approach is only
´¶ , but the cross validation ends up with about ×4¶ of misclassified variables.
13.2 Future directions
Our numerical experimentation highlights the difficulty for the homogeneous scheme to deal with
optimality cuts. These cuts can be integrated into the process and lead it to optimal solution,
but the convergence rate is much slower than with the standard ACCPM. When the objective
function is linear, the optimality cuts are all parallel and, compared to the feasibility cuts, they do
not contribute very much to the shrinking of the localization set. We managed to cope with the
problem for example QP2, by setting appropriate weights on the optimality cuts. Unfortunately,
setting appropriate weights for any problem is still a challenge.
The second challenge is to implement an efficient stopping criterion. The theoretical criteria
given in [115] are generally too conservative; the process stabilizes long before the criteria are
satisfied. We implemented a simple criterion relying on the minimal distance to any side of
the localization set. This stopping condition works well in many instances, but has two major
flaws. If the localization set has a narrow and lengthy shape, the process may stop far from
optimal solutions. Computing an inscribed ellipsoid instead of a disk would avoid this drawback,
but requires more computations. The second flaw concerns the possible drift of the iterates
along recession directions of the cone. For some examples, it is observed that all the variables
grow proportionally in the last iterations (Figure 11.2 is a good illustration). This means that a
near optimal solution is attained, but the stopping criterion is not satisfied yet. Thus, after the
introduction of a cutting plane the variables stay in the same area of the original space, but are
lifted to a higher altitude in the homogeneous space. Hopefully, the quadratic term prevents from
going to infinity, but its influence should be reinforced. Building a stopping criteria based on
some optimality gap (difference or quotient between a lower bound and an upper bound) would
fix the problem.
We also pointed out the difficulty to introduce efficiently deep cuts and the high number of inner
iterations. These two points raise both theoretical and implementation issues, and illustrate the
difficulty to have a complete understanding of the performance of the homogeneous analytic
center cutting plane method.
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