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Abstract. In this paper we give two characterisations of the class of reflexive
graphs admitting distributive lattice polymorphisms and use these characteri-
sations to address the problem of recognition: for a reflexive graph G in which
no two vertices have the same neighbourhood, we find a polynomial time al-
gorithm to decide if G admits a distributive lattice polymorphism.
1. Introduction
1.1. Motivation. It is well known (see for example [3]) that Constraint Satisfac-
tions Problems, which provide a formulation for many combinatorial problems, can
be stated as the problem of finding a homomorphism between structures. Moreover
([8]) any such homomorphism problem can be reduced to the retraction problem
for reflexive graphs- graphs in which every vertex has a loop.
The problem Ret(G) of retraction to G is NP -complete for most reflexive graphs
G and in the case that the problem is known to be polynomial time solvable for
some G, the polynomial time algorithm is tied to the existence of a polymorphism
on G– an operation f : V (G)d → V (G) that preserves edges– satisfying some nice
identity.
A reflexive graph G is a lattice graph if it has a compatible lattice, a lattice on
its vertex set such that the meet and join operations, ∧ and ∨, are polymorphisms
of G. It is a distributive lattice graph or DL-graph if the lattice L is distributive;
we call (G,L) a DL-pair.
It was shown in [4] that Ret(G) can be solved, for a structure G, by a linear
monadic Datalog program with at most one extensional predicate per rule, (i.e., G
has caterpillar duality), if and only if it is a retract of a DL-graph.
To give a bit more context, a d-ary polymorphism f : Gd → G is a totally
symmetric idempotent (TSI) polymorphism if f(v, v, . . . , v) = v for all v ∈ V (G)
and if f(v1, . . . , vd) = f(u1, . . . , ud) whenever {v1, . . . , vd} = {u1, . . . , ud}. The class
TSI of reflexive graphs G admitting TSI polymorphisms of all aritites is important,
as this is the class for which Ret(G) can be solved by a monadic Datalog program
with at most one extensional predicate per rule, (i.e., G has tree duality).
It is of interest to get a graph theoretic characterisation of the class TSI. The two
main sources of TSI polymorphisms, are near-unanimity (NU) polymorphisms, and
semilattice (SL) polymorphisms. While NU polymorphisms have been well studied,
and the classes of graphs admitting them have several nice characterisations, no such
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2 MARK SIGGERS
study had been attempted for SL polymorphisms until [14], where we looked at the
family of reflexive graphs admitting SL polymorphisms.
A (meet) semilattice ordering on the vertices of a graph defines a 2-ary operation
∨ on the vertex set. If this operation is a polymorphism of the graph then it is
an SL polymorphism of the graph. The problem of characterising reflexive graphs
admitting SL polymorphsims was difficult, and we restricted our attention to those
graphs G that admit SL polymorphisms for which the Hasse diagram of the semi-
lattice ordering is a tree, and a subgraph of G. We showed that the class of such
graphs extends the class of chordal graphs. We were unable to say much in the case
that the semilattice was not a tree. The other extreme is when the ordering is a
lattice– the Hasse diagram is not a tree except in the trivial case that the lattice it
is a chain. This leads us to consider lattice polymorphisms.
1.2. Results. In this paper we give two explicit characterisations of the class of
reflexive DL-graphs, and use these characterisations to address the problem of recog-
nition.
For our first characterisation, we recall a well known result of Birkhoff [2]. For
a poset P , a subset D is a downset if b ∈ D and a ≤ b implies a ∈ D. The
family D(P ) of all downsets of P is a distributive lattice under the ordering ⊆. The
meet and join operations are ∩ and ∪, respectively. Birkhoff showed that for any
distributive lattice L, L is isomorphic to D(JL) for a unique poset JL, (the poset
of join irreducible elements of L).
Viewing a comparability a ≤ b as an arc (a, b), a poset P is just a transitive
acyclic (except for loops) reflexive digraph. So we can talk of a sub-digraph A of
P .
Definition 1.1 (G(P,A)). For a poset P and a sub-digraphA of P , letG = G(P,A)
be the graph on D(P ), in which two downsets D,D′ ∈ D(P ) are adjacent if A
contains all arcs (x, y) of P for which x and y are in either D −D′ or D′ −D.
See Figure 1 for an example. The left side shows a poset P represented by its
Hasse diagram (defined in Section 2) in thick light edges, and a sub-digraph A in
dark edges, missing only the arc (b, c). On the right is the downset lattice D(P )
again represented by its Hasse diagram, and the graph G(P,A) missing only edges
between vertices one of which contains b and c and the other of which contains
neither of them.
Our first main theorem, Theorem 4.3 says that for any DL-pair (G,L), G is
isomorphic to G(JL, A) for some sub-digraph A of JL. Showing, in Lemma 4.4 that
G(P,A) is always a DL-graph, we get the following characterisation of reflexive
DL-graphs.
Corollary 1.2. A reflexive graph G is a DL-graph if and only if there is there is a
poset P and a sub-digraph A such that G ∼= G(P,A).
In [11] it was shown that a graph (without loops) is a proper interval graph if
and only if there is an ordering of its vertices such that if it satisfies the so-called
min-max identity:
(u′ ≤ u ≤ v ≤ v′ and u′ ∼ v′)⇒ u ∼ v (1)
We take this as our definition of a proper interval graph in the reflexive context,
and say a proper interval graph is in min-max form if its vertices are labelled
{0, 1, . . . , n} for some n so that it satisfies (1).
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P and A
a b
c d
D(P ) and G(P,A)
∅
a b
ab bd
abc abd
abcd
Figure 1. Poset P and lattice D(P ) in thick light edges. Digraph
A and (the complement of) graph G(P,A) in dark.
Simple arguments (see Fact 2.1) show that any reflexive graph that is compat-
ible with a chain lattice is a proper interval graph. As any distributive lattice is
embeddable in a product of chains, it follows that any DL-graph is a subgraph
of a categorical product (defined in Section 2) of proper interval graphs. In fact
Dilworth [6] showed, and we recall this in more detail in Section 5, that any chain
decomposition of P yields an embedding of D(P ) into a product of chains. The
embedding shown in Figure 1 comes from the decomposition of P into the chains
a ≺ c and b ≺ d. Figure 2 shows the embedding corresponding to the decomposi-
tion of P into the chains a, b ≺ c, and d. For the embedding in Figure 2 the graph
G(P,A) is an induced subgraph of proper interval graphs, in this case paths, on the
chain factors. It turns out that this happens when certain edges in the complement
of A in P are contained in the chain decomposition of P .
For any DL-pair (G,L), we get, in Theorem 5.1, an embedding of L into a
product of chains such that G is an induced subgraph of G. Further, it is an
induced subgraph of quite a particular form.
The vertex set of a product G =
∏d
i=1Gi of proper interval graphs Gi is a set
of d-tuples x = (x1, . . . , xd) ∈
∏d
i=1{0, 1, . . . , ni} for some n1, . . . , nd. A vertex
interval of G is the set
[α[i], β
[j]] = {x ∈ V (G) | α ≤ xi and xj ≤ β}
for some i, j ∈ [d], α ≤ ni and β ≤ nj . (See right side of Figure 2.)
Our following, second, characterisation of reflexive DL-graphs is immediate from
Theorem 5.1.
Corollary 1.3. A reflexive graph G is a DL-graph if and only if it is the induced
subgraph of a product G =
∏d
i=1Gi of proper interval graphs Gi in min-max form,
that we get by removing vertex intervals.
A reflexive graph G is R-thin if no two vertices have the same neighbourhood.
For questions of Ret(G), one may always assume that G is R-thin as there are simple
linear time reductions between Ret(G) and Ret(GR) where GR, defined formally
in Section 6.4, is the R-thin graph we get from G by removing all but one vertex
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P− [1[2], 0[1]]− [2[1], 0[3]]
(0, 0, 0)
(1, 0, 0)
(2, 0, 0)
(2, 1, 0)
(0, 0, 1)
(2, 1, 1)
(0, 1, 1)
D(P ) and G(P,A)
∅
b
bc
bcd
ab
abd abc
bd
a
d
abcd
Figure 2. Left: The lattice D(P ) from Figure 1 embedded in a
product of three chains, and the graph G(P,A) from Figure 1 em-
bedded as an induced subgraph of the product of paths on those
chains. Right: The usual labelling on the product of chains show-
ing D(P ) as P− [1[2], 0[1]]− [2[1], 0[3]].
from every set of vertices sharing the same neighbourhood. In Section 6 we prove
the following.
Theorem 1.4. There is a polynomial time algorithm to decide whether or not an
R-thin reflexive graph is a DL-graph.
In fact, we give a polynomial time algorithm that not only decides if a given R-
thin graph has a compatible distributive lattice, but if it does, finds one (actually
all) such lattices.
While for questions about Ret(G) one may assume that G is R-thin, distributive
lattice polymorphisms are unusual in the fact that the existence of a compatible
distributive lattice for GR does not imply the existence of one for G. We finish of
Section 6 with some notes about deciding if a non R-thin graph is a DL-graph.
2. Definitions, Notation, and Basic Observations
For any element u of any ordering, 〈u] is the set of elements below u, and [u〉
is the set of elements above it. We write a ≺ b if b covers a; that is, if a < b and
there is no x such that a < x < b. It is standard to depict a poset by it’s Hasse
diagram– its sub-digraph of covers– and to depict direction of the covers simply by
assuming that the greater element is higher on the page. As we draw a lattice and
a graph on the same set of vertices, the edges of our Hasse diagram are the thicker
lighter edges, and the graph edges are thin and dark.
Recall that a lattice L is a partial ordering on a set such that the greatest lower
bound and least upper bound are uniquely defined for any pair of elements. These
define the meet, ∧, and join, ∨, operations respectively. It is a basic fact that the
operations ∧ and ∨ and the lattice defined each other by the identities
u ≤ v ⇐⇒ (u ∧ v) = u and u ≤ v ⇐⇒ (u ∨ v) = v.
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The lattice is distributive if the meet and join distribute. As our lattices are finite
the meet and join operations are well defined for any set of elements and there is a
maximum element, or unit, denoted 1, and a minimum element or zero denoted 0.
A lattice L on the vertices of a graph G was defined to be compatible if its meet
and join operations ∧ and ∨ are polymorphisms. Explicitly, L is compatible with
G if and only if the following holds, where ‘∼’ denotes adjacency in G:
(u ∼ u′ and v ∼ v′)⇒ (u ∧ v ∼ u′ ∧ v′ and u ∨ v ∼ u′ ∨ v′). (2)
Along with (1), there is another useful property of an ordering of vertices.
u ∼ v ∼ w and (u ≤ v ≥ w or u ≥ v ≤ w)⇒ u ∼ w (3)
Fact 2.1. For a compatible lattice ordering of a reflexive graph G identities (1)
and (3) hold for all vertices u, v, w of G.
Proof. For (1), as v ∼ v we get u = u∧v ∼ w∧v = v and v = u∨v ∼ w∨v = w, as
needed. For (3), assuming that u ≤ v ≥ w, we get u = (u ∧ v) ∼ (v ∧ w) = w. 
The product L1 × L2 of two lattices is the ordering on the set L1 × L2 defined
by
(a1, a2) ≤ (b1, b2) if ai ≤i bi for i = 1, 2,
and the operations ∨ and ∧ of the product are defined componentwise from the
corresponding operations of the factors. Thus the product of distributive lattices
is a distributive lattice. The (categorical) product of two graphs G1 and G2, is the
graph G = G1 ×G2 with vertex set V (G1)× V (G2) and edgeset
{(u1, u2)(v1, v2) | uivi ∈ Gi for i = 1, 2}.
The following is standard.
Lemma 2.2. If the reflexive graph Gi is compatible with the lattice Li for i = 1, 2
then G1 ×G2 is compatible with L1 × L2.
Proof. Let (u1, u2) ∼ (v1, v2) and (u′1, u′2) ∼ (v′1, v′2) in G1 ×G2. Then
(u1, u2) ∧ (u′1, u′2) = (u1 ∧ u′1, u2 ∧ u′2) ∼ (v1 ∧ v′1, v2 ∧ v′2) = (v1, v2) ∧ (v′1, v′2),
and similarly (u1, u2) ∨ (u′1, u′2) = (v1, v2) ∨ (v′1, v′2). 
A sublattice L′ of a lattice L is any subset that is closed under the meet and
join operations. The following is clear from the definition of compatibility.
Fact 2.3. If a graph G is compatible with a lattice L, and L′ is a sublattice of L,
then the subgraph G′ of G induced by L′ is compatible with L′.
A conservative set (or subalgebra) in a reflexive graph G is an subset S ⊂ V (G)
that is the intersection of sets of the form {x ∈ V (G) | d(x, x0) ≤ d} for some vertex
x0 and integer d. Components and maximal cliques are examples of conservative
sets. It is a basic fact, (see [3]), that a conservative set of a graph is closed under
any polymorphism. We use this to prove the following, which allows us to restrict
our attention to connected graphs.
Lemma 2.4. A graph is a (distributive) lattice graph if and only if each component
is.
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Figure 3. Graph (left) with compatible lattice (right) but no com-
patible distributive lattice
Proof. If a graph is disconnected, and each of its components has a compatible
lattice Li, then let L be the simple join of the component lattices; that is, let L
be the lattice on the set
⋃d
i=1 Li with the ordering defined by x ≤ y if x ≤ y in
some Li or if x ∈ Li and y ∈ Lj for i < j. It is easy to check that this lattice is
compatible with G, and that it is distributive if the component lattices are.
On the other hand, if a disconnected graph has a compatible lattice, then as each
component is a subalgebra, and subalgebras are closed under polymorphisms, each
component is closed under the lattice operations. Thus each component induces
a sublattice, so is compatible with the component by Fact 2.3. If a lattice is
distributive, then so is any sublattice. 
The following, which does not hold for semilattices, is a huge simplifaction.
Proposition 2.5. For a connected reflexive graph G with a compatible lattice L,
the Hasse diagram of L is a subgraph of G.
Proof. It is enough to show for any cover v ≺ u, that uv is an edge of G.
Observe first that the upset [v〉 is a connected subgraph of G. Indeed as G is
connected, for u0 and up in [v〉, there is a path u0 ∼ u1 ∼ · · · ∼ up between them
in G. So (v ∨ u0) ∼ (v ∨ u1) ∼ · · · ∼ (v ∨ up) is a walk between them in [v〉.
The same proof in connected [v〉 then shows that the downset 〈u] in [v〉 is
connected. But it contains only u and v, so uv is an edge. 
3. Some Examples
As all but the minimum and maximum vertex of a lattice must have at least
one cover and be covered by one other vertex, the following is immediate from
Proposition 2.5.
Example 3.1. For a connected reflexive graph G with a degree one vertex v, v must
be the minimum or maximum vertex of any compatible lattice L. In particular, the
only reflexive trees with compatible lattices are paths.
Proposition 3.2. Neither the class of graphs admitting compatible lattices, nor the
class admitting compatible distributive lattices, are closed under retraction.
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Proof. It is easy to see that the reflexive biclique K1,4 is a retract of the product
P 22 of two reflexive paths. P
2
2 has a distributive lattice by Lemma 2.2, but K1,4
does not, by Example 3.1. 
Proposition 3.3. There are graphs that have compatible lattices but have no com-
patible distributive lattices.
Proof. Let G be the graph on the left of Figure 3. It is easy but tedious to verify,
using (2) that the non-distributive lattice shown on the right is compatible. We
show that there is no distributive lattice that is compatible with G.
Assume, towards contradiction, that G has a compatible distributive lattice.
By Proposition 2.5, 0 and 1 must be the vertices labelled 0 and 1 in the figure.
Further 0 must have unique cover a and 1 must cover j. So 〈j]∩ [a〉 is a distributive
sublattice with zero a and unit j.
As the set {d, e} is the intersection of maximal cliques, it is a conservative set,
so induces a sublattice. The only 2 element lattices is the chain, so we may assume,
without loss of generality, that d ≤ e.
The set {d, e, h} is also an intersection of maximal cliques, so induces a sublattice
of three elements, so must also be a chain. If h ≤ e then by (3) a and h are adjacent,
so h ≥ e. Similarly b ≤ d.
The set {b, d, e, f, h} is a maximal clique, so induces a lattice. As b is not adjacent
to a or j, it follows from (3) that it can neither be above or below d or e, so it is
incomparable with them. Thus the sublattice induced on {b, d, e, f, h} is as shown
in the figure. It is well known that no lattice with this lattice as a sublattice is
distributive. 
4. Downset Construction
Our main result of this section is Theorem 4.3. Before we prove it, we make
some easy observations about the construction G(P,A) of Definition 1.1. Recall
that A is a sub-digraph of a poset P ; it will always have the same vertex set as P
We write a→ b to mean that (a, b) is an arc of A.
An arc (x′, y′) of P is useless in a sub-digraph A if there is (x, y) 6∈ A with
x′ ≤ x ≤ y ≤ y′ (and x′ 6= x or y′ 6= y). Removing all useless arcs from A it clearly
satisfies the following directed version of (1)
(u′ ≤ u ≤ v ≤ v′ and u′ → v′)⇒ u→ v (4)
Lemma 4.1. The graph G(P,A) is unchanged by adding or removing useless arcs
from A. Thus A may be assumed to satisfy (4).
Proof. Let x′ ≤ x ≤ y ≤ y′, and x 6→ y in A. For any two downsets D and D′ of P
with x′, y′ in D−D′, we clearly have that x, y are in D−D′ as well, and so D 6∼ D′
in G(P,A) whether x′ → y′ or not. 
For a sub-digraph A of a poset P , let Ac be the sub-digraph of P with arc set
{(x, y) | (x, y) ∈ P −A}.
The following is a useful alternate definition of adjacency in G(P,A).
Lemma 4.2. Where A is a sub-digraph of a poset P , and D and D′ are in D(P ),
D and D′ are adjacent in G(P,A) if and only if the following hold for all vertices
x and y.
8 MARK SIGGERS
• If x ∈ D and (y, x) ∈ Ac then y ∈ D′, and
• If x ∈ D′ and (y, x) ∈ Ac then y ∈ D.
Proof. The definition of adjacency ofD andD′ is clearly equivalent to the statement
that neither of D −D′ or D′ −D induce an edge of Ac. That D −D′ induces no
edge in Ac is equivalent to the statement that for all (y, x) in Ac with x, y in D,
either y 6∈ D′ or x 6∈ D′. As D and D′ are downsets, this reduces to the statement
that for all (y, x) in Ac with x ∈ D, y 6∈ D′. 
Theorem 4.3. For any reflexive graph G compatible with a distributive lattice L,
G ∼= G(JL, A) for a unique sub-digraph A of JL satisfying (1).
Proof. Let G be compatible with a distributive lattice L. By [2] we have that
L ∼= D(JL), so we denote vertices of G by downsets of the poset JL.
We define a sub-digraph A = A(G, JL) of JL as follows. For a vertex p of JL, let
Cp = X − [p〉 =
⋃
{X ∈ D | p 6∈ X}
be the maximum downset not containing p. For each arc y → x of JL, let y → x
be in A if 〈x] ∩ Cy and 〈x] are adjacent in G. We show that G ∼= G(JL, A).
Let D and D′ be adjacent downsets of JL. To show that D and D′ are adjacent
in G(JL, A), it is enough to show, without loss of generality, that any arc (y, x) ∈ JL
for x, y ∈ (D −D′), is in A. So we must show that 〈x] ∩ Cy and 〈x] are adjacent.
As D′ ∼ D and 〈x] ∼ 〈x] in G we have that
(〈x] ∩D′) ∼ (〈x] ∩D) = 〈x].
But as y 6∈ D′ we have that D′ ≤ Cy, and so we also have
〈x] ∩D′ ≤ 〈x] ∩ Cy ≤ 〈x];
and so by (1) we get 〈x] ∼ (〈x] ∩ Cy), as needed.
On the other hand, let D and D′ be non-adjacent downsets of JL. Then we must
show that there is some arc (y, x) ∈ JL for x, y ∈ (D−D′) or x, y ∈ (D′ −D) that
is not in A. Assume that all such arcs with x, y ∈ (D − D′) are in A. Then for
each, we saw above that 〈x] ∼ (〈x]∩Cy). Fixing x and taking the intersection over
all y ≤ x in D −D′, we get
〈x] =
⋂
〈x] ∼
⋂
(〈x] ∩ Cy) =
⋂
(〈x]− [y〉) =: Tx
where Tx = 〈x]−
⋃
[y〉 is contained in 〈x]−D′ as the union is over all y ≤ x that
are in D −D′. Now taking the union over all x ∈ D −D′ we get that
D =
⋃
〈x] ∼
⋃
Tx ⊆
⋃
(〈x]−D′) ⊆ (D −D′).
By (1) we get that D ∼ D −D′.
Similarily we get that D′ ∼ (D ∩D′). But as D ∩D′ ≤ D,D′ we get from (3)
that D ∼ D′, a contradiction.
Now, Lemma 4.1 allows us to assume that A satisfies (1). The uniqueness of
A then follows by observing that G(JL, A
′) would be different for any other sub-
digraph A′ of JL satisfying (1): this is simple let (y, x) be an arc of A′ but not A.
Then the edge 〈x] ∼ 〈y] is in G(JL, A′) but not in G(JL, A). 
Corollary 1.2 is immediate from Theorem 4.3 and the following lemma.
Lemma 4.4. If P is a poset and A ⊆ P , then D(P ) is compatible with G =
G(P,A).
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Proof. We use Lemma 4.2 for the definition of adjacency in G. Assume that D ∼ D′
and E ∼ E′. We must show that (D ∪ E) ∼ (D′ ∪ E′) and (D ∩ E) ∼ (D′ ∩ E′).
For the former, let x ∈ D ∪E and (x, y) be in Ac. Then x ∈ D or E, so as D ∼ D′
and E ∼ E′, we have that y ∈ D′ or E′. Thus y ∈ D′ ∪ E′. That x ∈ D′ ∪ E′
implies y ∈ D ∪ E is the same, so (D ∪ E) ∼ (D′ ∪ E′). The proof of the latter is
similar. 
Now, consider G(C,A) where C is a chain. All downsets are of the form 〈c] for
some c ∈ C, or ∅ =: 〈−1]. As we may assume that A satisfies (1), two downsets
〈x] and 〈y], for y ≤ x are adjacent if and only if (y + 1, x) is an arc of A. The
following is then clear, and is the starting point of our next characterisation of
reflexive DL-graphs.
Fact 4.5. For a chain C and a sub-digraph A, G(C,A) satisfies (1), so is a proper
interval graph.
Proof. Assume that 〈u] ( 〈v] ( 〈w] and 〈u] ∼ 〈w] in G(C,A). So u < v < w and
u + 1 → w in A. As we may assume that A satisfies (1) we have u + 1 → v and
v + 1→ w in A, and so 〈u] ∼ 〈v] and 〈v] ∼ 〈w]. 
5. Reflexive DL-graphs as subgraphs of products of Proper Interval
Graphs
In this section we prove Theorem 5.1 and give some related results.
Theorem 5.1. For any DL-pair (G,L), there is an embedding L ∼= P − V, where
V is a union of intervals of the form [α[i], β
[j]], of L into a product P =
∏
Pi of
chains. Further, for each Pi there is a proper interval graph Gi compatible with Pi
such that G is the subgraph of G =
∏d
i=1Gi induced by vertices in L.
Before proving this, we observe that this gives Corollary 1.3.
Proof of Corollary 1.3. If G is a DL-graph then Theorem 5.1 gives us the necessary
embedding of G into a product of proper interval graphs.
On the other hand, assume we get G from a product G =
∏
Gi of proper interval
graphs Gi in min-max form by removing vertex intervals [α[i], β
[j]]. The ordering
on the Gi is a chain lattice Pi, so induces on V (G) a lattice P =
∏
Pi. By a result
in [17], the subset induced by removing sets of the form [α[i], β
[j]] is a sublattice.
By Fact 2.3 it is therefore compatible with the subgraph G of G that it induces. 
We start with some results from the literature that will help us prove Theorem
5.1.
5.1. Setup for the proof of Theorem 5.1. The first statement of Theorem 5.1
is acually from [18]. We explain, as we will have to build on this. Generalising the
notion of a chain decomposition in which the subchains must be disjoint, a chain
cover of a poset P is family C = {C1, . . . , Cd} of subchains of P such that every
element of P is in one chain. Given C, label the elements of P so that the subchain
Ci is 1
(i) ≺ · · · ≺ ni(i) for some ni; if an element is in more than one chain, it gets
more than one label. It is clear that a downset D of P is uniquely defined by the
tuple eC(D) = (x1, . . . , xd) where xi = |D ∩ Ci|. (Note that D is thus the downset
generated by the set {xi(i) | i ∈ [d]}.)
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As Dilworth [6] observed in the case that C is a decomposition, we observed
in [18] that eC is in fact a lattice embedding of D(P ) into the product of chains
PC =
∏d
i=1 Pi where Pi is the chain 0 ≺ 1 ≺ · · · ≺ ni with one more element than
Ci. Thus by Birkoff’s result from [2], every chain cover of JL gives an embedding
eC of L as a sublattice of a product PC of chains.
In (Corollary 6.6 of) [18] we showed that every embedding of L as a sublattice
of a product of chains such that L contains the zero and unit of the product, is eC
for some chain cover C of JL.
The following notation will also be useful, and explains the notation [α[i], β
[j]].
Given a product of chains PC =
∏d
i=1 Pi, let
α[i] = (0, . . . , 0, α︸ ︷︷ ︸
i
, 0, . . . , 0) and β[j] = (n1, . . . , nj−1, β, nj+1, . . . , nd)
for all i, j ∈ [d] and α, β with 0 ≤ α ≤ ni and 0 ≤ β ≤ nj .
5.2. Proof of Theorem 5.1. Let (G,L) be a DL-pair, so by Theorem 4.3, G =
G(JL, A) for some sub-digraph A of JL, and let C be a chain cover of JL. For
each chain Ci ∈ C let Ai be the subgraph of A induced by the vertices of Ci. By
Fact 4.5 we have that Gi = G(Ci, Ai), on the chain Pi is a proper interval graph.
Let G =
∏
Gi be the product of these proper interval graphs. The embedding
eC : D(JL)→ PC embeds V (G) as a subset of V (G).
In [18], we observed the following, using a result of [17].
Proposition 5.2. Where L is the image of the embedding eC : D(JL)→ PC,
L = PC − V
where V is the union, over comparable pairs (β + 1)
(j) ≤ α(i) in JL, of the intervals
[α[i], β
[j]] = {x ∈ PC | α ≤ xi and xj ≤ β}.
So any chain cover C of JL yields an embedding of L into PC as required by
the first statement of Theorem 5.1. To show that G can be taken as an induced
subgraph of G we need a similar statement about how the edges of G relate to those
of G. We get this by looking at how our construction G(JL, A) behaves notationally
under the embedding eC.
To finish proving Theorem 5.1 we must show that eC embeds G as an induced
subgraph of G. This is not true of every chain cover C, but every chain cover embeds
it as a subgraph.
For each i, j ∈ [d] and 0 ≤ α ≤ ni and 0 ≤ β ≤ nj , let
[α[i]〉× 〈β[j]] := {{x, y} | α ≤ xi and yj ≤ β} .
Lemma 5.3. Where C is a chain cover of JL, G = G(JL, A) is a subgraph of the
product G =
∏
Gi of proper interval graphs Gi = (Ci, Ai). In fact G = G − V − E
where
V =
⋃
{[α[i], β[j]] | (β + 1)(j) ≤ α(i) ∈ JL}
E =
⋃
{[α[i]〉× 〈β[j]] | (β + 1)(j) → α(i) ∈ Ac}.
Proof. Let Dx and Dy be downsets of JL and let x = eC(Dx) and y = eC(Dy).
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If Dx ∼ Dy we have in particular that for each i, xi + 1(i) → yi(i) if xi < yi and
yi + 1
(i) → xi(i) if yi < xi. So xi(i) ∼ yi(i) in Gi(Ci, Ai). This shows that G is a
subgraph of G.
As we mentioned above, it follows from [18] that V (G) = V (G) − V so we are
done with the following claim.
Claim. Vertices x and y of G are non-adjacent in G if and only if there is some
arc (β + 1)
(j) → α(i) in Ac such that {x, y} is in the set [α[i]〉× 〈β[j]] of edges of G.
Proof. Let Dx and Dy be the downsets of JL for which eC(Dx) = x and eC(Dy) =
y. Then Dx 6∼ Dy if and only if there is some (β + 1)(j) → α(i) in Ac with
α(i), (β + 1)
(j)
in Dx −Dy ( or Dy −Dx, but wlog we assume the former). This is
true if and only if
yi < α ≤ xi and yj ≤ β < xj . (5)
But since (β + 1)
(j) → α(i) in Ac we certainly have that (β + 1)(j) ≤ α(i) in JL, so
x and y are not in [α[i], β
[j]]. This means that neither of
(α ≤ xi and xj ≤ β) or (α ≤ yi and yj ≤ β) (6)
hold. As (5) and the negation of (6) are logically equivalent to
α ≤ xi and yj ≤ β,
we get the claim. 
This completes the proof of the lemma. 
Now many of the sets [α[i]〉×〈β[j]] in the above lemma may not actually contain
edges of G, so it begs the question: when is G an induced subgraph of G. Clearly
it is induced if and only if we can express it as G = G− V, but this does not mean
that Ac must be empty. We have been using Lemma 4.1 to remove edges to A and
assume that it satisfies (1); we may also use it to add all useless edges, doing so the
complement (in JL) is a ’reduced’ version of A
c: a graph red(Ac) that generates
the usual Ac by composition with JL.
Corollary 5.4. Where C is a chain cover of JL, G = G(JL, A) is G−V if and only
if red(Ac) is a sub-digraph of
⋃
C =
⋃
Ci.
Proof. On the one hand, let red(Ac) be a subgraph of
⋃
C. We show that no edge
of [α[i]〉 × 〈β[j]], for any (β + 1)(j) → α(i) in red(Ac), is in G. Indeed, for any
(β + 1)
(j) → α(i) in red(Ac) there exist k, γ and δ such that (β + 1)(j) = (δ + 1)(k)
and α(i) = γ(k), so β[j] = δ[k] and α[i] = γ[k] and so
[α[i]〉× 〈β[j]] = [γ[k]〉× 〈δ[k]].
For any edge {x, y} of [γ[k]〉 × 〈δ[k]] we have γ ≤ x and y ≤ δ, but {x(k), y(k)} is
not in Gi as (δ + 1)
(k) 6→ γ(k) in Ak.
On the other hand, assume that red(Ac) is not a subgraph of
⋃
C. Then there is
some (β + 1)
(j) → α(i) in red(Ac) such that α(i) and (β + 1)(j) are not both in Ck
for some k. We show that the projection of 〈α(i)] 6∼ 〈β(j)] onto any of the Gk is an
edge of Gk, and so 〈α(i)] 6∼ 〈β(j)] is an edge of G. Indeed, (〈α(i)]−α(i)) ∼ 〈β(j)], or
otherwise there is an arc in Ac in (〈α(i)]−α(i))− 〈β(j)] which would contradict the
existence of (β + 1)
(j) → α(i) in the reduced red(Ac). For any k such that α(i) 6∈ Ck,
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(〈α(i)] − α(i)) ∼ 〈β(j)] projects onto the same edge in Gk as does 〈α(i)] 6∼ 〈β(j)],
implying that it is in Gk. Similarily 〈α(i)] ∼ 〈β(j)]∪ {(β + 1)(j)} is an arc showing
that the projection of 〈α(i)] 6∼ 〈β(j)] onto Gk is an edge of Gk for any k such that
(β + 1)
(j) 6∈ Ck. 
Proof of Theorem 5.1. Let G be a reflexive DL-graph and L a compatible distribu-
tive lattice. Theorem 4.3 provides us a sub-digraph A of JL such that G ∼= G(JL, A).
As we mentioned above, we have from [18] that every chain cover C of JL yields an
embedding eC : L ∼= PC−V into a product of chains. By Corollary 5.4 it is induced
if and only if red(Ac) is a subgraph of
⋃
C. We can assure this by taking every arc
of red(Ac) as a two element chain in C and then covering then rest of JL with one
element chains. 
5.3. Tight embeddings. Theorem 5.1 tells us that for every DL-pair (G,L) there
is an embedding of L into a product P of chains Ci such that G is an induced
subgraph of the product G of proper interval graphs Gi. We simply refer to this as
an induced embedding of (G,L). An embedding is tight if every cover of L is a cover
of P. Classical results of Birkoff and Dilworth correspond tight embeddings of L
into products of chains to chain decompositions of JL: chain covers C consisting of
disjoint chains. By Lemma 5.3 any DL-pair (G,L) has a tight embedding, but if
red(Ac) has any vertices with in-degree or out-degree greater than 2, then by 5.4
this it is not induced. In fact, we will see at the end of the next section that there
are DL-graphs G such that there are no compatible lattices L for which (G,L) has
a tight induced embedding. This is why we had to consider non-tight embeddings,
and why we wrote [18].
6. Recognition of R-thin DL-graphs
Recall that a graph is R-thin if no two vertices have the same neighbourhood. As
our graphs are reflexive neighbourhoods and closed neighbourhoods are the same
thing.
The factorization of a categorical product was shown to be unique (up to certain
obviously necessary assumptions which include R-thinness) in [7] by Do¨rfler and
Imrich. Feigenbaum and Scha¨ffer [9] showed that a categorical product can be
factored in polynomial time. On the other hand, it was shown in [5] that proper
interval graphs can be recognised in linear time. So products G of proper interval
graphs can be recognised in polynomial time.
Using techniques discussed in [12] we will prove Theorem 1.4, which says that
there is a polynomial time algorithm to decide whether or not an R-thin reflexive
graph is a DL-graph. We make no effort to optimise our algorithm. First we develop
some properties of DL-graphs.
6.1. Tightest embeddings and R-thinness. As we mentioned in Subsection
5.3, not all DL-pairs (G,L) have tight induced embeddings. We call an induced
embedding tightest if it minimises then number of non-tight covers– covers of L that
are not covers of P. We prove some properties of tightest embeddings.
Claim 6.1. If x ≺ y is an non-tight cover in a tightest induced embedding of a
DL-pair (G,L), then for every vertex z of G either z ≤ x or y ≤ z.
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Proof. Indeed, x < z < y is impossible as x ≺ y. If x < z but z ‖ y (i.e., z and
y are incomparible) then zi > yi for some i and so xi < (z ∧ y)i giving us that
x < z ∧ y < y, which is again impossible as x ≺ y. Similarily x ‖ z and x < y is
impossible. Finally, if x ‖ z and y ‖ z then taking z′ = x ∨ z we get that x < z′
and z′ ‖ y, which we have already seen is impossible. 
Claim 6.2. If x ≺ y is an non-tight cover in a tightest induced embedding of a
DL-pair (G,L), then for all i ∈ [d], xi and yi have different neighbourhoods in Gi.
Proof. Towards contradiction, assume that xi and yi have the same neighbour-
hoods, then replacing Gi with the proper interval graph we get by contracting xi
and yi into a point, and reducing the i-coordinate of every vertex in [y〉 by one,
we get a tighter embedding of (G,L), contradicting the fact that we started with a
tigthest embedding. 
Lemma 6.3. If G is R-thin then each Gi in a tightest induced embedding of (G,L)
is R-thin.
Proof. Towards contradiction, assume that some Gi contains vertices a and b with
the same neighbourhoods. As Gi is a proper interval graph, we may assume that
b = a + 1. By Claim 6.2 no non-tight cover projects onto a ≺ a + 1 so there is
some x ∈ G with xi = a such that x and x + ei are both in G. But these have
the same neighbourhoods in G, and so as G is an induced subgraph, they have the
same neighbourhood in G, contradicting the fact that G is R-thin. 
6.2. Removing dispensible edges to get the subgraph S. The following def-
inition can also be found in [12].
Definition 6.4. An edge x ∼ y of G dispensable if it satisfies the following condi-
tions.
(i) ∃z such that N(x) ( N(z) ( N(y), or
(ii) ∃z such that N(y) ( N(z) ( N(x), or
(iii) ∃z such that N(x)∩N(y) ( N(x)∩N(z) and N(x)∩N(y) ( N(y)∩N(z).
Observe that when G is R-thin, we can replace the ( in the first two conditions
with ⊂; they are equivalent.
In the proof of the following lemma we will assume an embedding of (G,L)
into some product G =
∏
Gi of proper inteval graphs Gi. We will ust the following
notation. For a vertex vi of Gi we let v
+
i = max{NGi(vi)} be the greatest neighbour
of vi in Gi and v
−
i = min{NGi(vi)} be its least neighbour. As Gi is proper interval
vi ≤ ui implies that v+i ≤ u+i and v−i ≤ u−i . As Gi is R-thin, strict inequality
vi < ui implies strict inequality in at least one of v
+
i ≤ u+i and v−i ≤ u−i .
Lemma 6.5. Let (G,L) be a DL-pair, G be R-thin, and S be the graph we get from
G by removing all dispensable edges. Then
(a) Every edge of S is between comparable vertices of L, and
(b) S contains the Hasse graph H(L) of L.
Proof. First we prove part (a), by showing that any edge xy between incomparable
vertices x and y is dispensable. Indeed, as x and y are incomparable, we have that
x ∧ y and x ∨ y are distinct and different from x and y. Further as ∧ and ∨ are
polymorphisms, any common neighbour of x and y is a neighbour of both of x ∧ y
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and x ∨ y, so N(x) ∩ N(y) ⊆ N(x ∧ y), N(x ∨ y). By R-thinness, N(x ∧ y) and
N(x ∨ y) are distinct, so one of them properly contains N(x) ∩ N(y). Thus xy is
dispensable.
Now, part (b) is harder. Let x ≺ y be a cover of L; we show that it is not
dispensable. Assume some tightest induced embedding of (G,L) into a product G
of proper interval graphs. We have two cases.
Case: x ≺ y is a not tight cover. For any z in L − {x, y}, we may assume by
Claim 6.1 that x ≺ y < z. We show that item i. of Definition 6.4 cannot hold.
Any neighbour of y in [y〉 is a neighbour of z by (3) (of Section 2) and so any w in
N(y)−N(z) must be in 〈x]. But then by (1) it is adjacent to x, contradicting that
N(x) ⊂ N(z). Items ii. and iii. cannot hold, as by (1) any common neighbour of
x and z is also a neighbour of y.
Case: x ≺ y is a tight cover. By the R-thinness of G, we may assume without
loss of generality that there is some v ∈ N(y) − N(x). So immediately, condition
(ii) of Definition 6.4 does not hold. We may assume, by permuting indices of
the interval graphs Gi, and possibly reversing the ordering on the first one, that
y1 = x1 + 1
Assume that (i) holds, that is, that there is some z with N(x) ( N(z) ( N(y).
As z has some neighbour in N(y)−N(x) we get that x1 < y1 ≤ z1, so in particular
y+1 < z
+
1 . As x ∼ y ∼ z we have z−1 ≤ y1 ≤ x+1 . There is some vertex w adjacent
to y but neither z nor x. As it is in N(y)−N(x) we have x+1 < w1 < y+1 . Putting
these together we have
z−1 ≤ y1 ≤ x+1 < w1 ≤ y1 < z+1
and so w 6∼ z means we may assume that w2 6∼ z2, and so that z2 < y2 ≤ z+2 < w2.
Now let w′ be the vertex in G we get from x by replacing x1 with x+1 and x2
with z+2 + 1. So w
′ 6∼ z in G, while w ∼ x and x2 = y2 < w′2 ≤ w2 implies that
x2 ∼ w′2, so w′ ∼ x in G. As N(x) ⊂ N(z) in G, w′ cannot be in G, so is in some
vertex interval [α[i], β
[j]] removed from G to get G.
As w is not in [α[i], β
[j]] we have that j = 1 and x+1 ≤ β < w1. Also, as x is
not in [α[i], β
[j]], we have that i = 1 or 2. But a tightest embedding cannot have a
vertex interval of the form [α[i], β
[i]] removed, so i = 2 and x2 < α ≤ w′2 = z+2 + 1.
So z2 < x2 < α ≤ z+2 + 1.
Now we claim that the vertex x′ which we get from x by reducing x2 to z2
has the same neighbourhood as x in G, a contradiction. Indeed N(x′) contains
N(x) ∩N(z), so contains N(x), and all vertices v of G that are adjacent to x but
not x′ have α ≤ z+2 + 1 ≤ v2 and v1 ≤ x+1 ≤ β so are in [α[2], β[1]] which has been
removed. Thus we have our contradiction, so (i) cannot hold.
The argument that (ii) cannot hold is essentially the same. Finally, assume that
(iii) holds. Clearly this implies that both N(x)−N(y) and N(y)−N(x) are non-
empty, so x+1 < y
+
1 and x
−
1 < y
−
1 . Moreover, z has a neighbour a ∈ N(Y )−N(X),
so having a1 > x
+
1 , and similarly another neighbour b having b1 < y
−
1 . But then
there is no viable value for z1.
This completes the proof of (b) and so of the lemma. 
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Compare Lemma 6.5 to similar statements in [12, Chap 8], where they show that
S is closely related to what they call the Cartesian skeleton of a product graph G.
Our proof is complicated by the fact that G is not a product, but a subgraph of a
product.
6.3. Orienting edges of S.
Algorithm 1. Given a graph G and subgraph S with designated vertices 0 and 1,
let the sets Nj and the graphs Dj for all j = 0, . . . ,dist(1,0) be defined as follows.
Nj = {v ∈ G | dist(1, v) = j}, and Dj is be the subgraph of S induced by ∪jα=0Nj.
Let ~S be the partial orientation of S we get as follows. For j = 1, . . . ,dist(1,0) do
the following. For an edge uv of S, let u→ v if
(i) u ∈ Nj−1 and v ∈ Nj, or
(ii) u, v ∈ Nj and any one of the following holds
(a) N(u) − N(v) has a vertex u′ ∈ Dj−1 such that u′ > v′ for all v′ ∈
N(v)∩Dj−1. (We consider u′ > v′ if there is a directed path in Dj−1
from u′ to v′.)
(b) N(v) − N(u) has a vertex v′ ∈ Dj−1 such that u′ > v′ for all u′ ∈
N(u) ∩Dj−1.
(c) N(v)−N(u) has a vertex in Nj ∪Nj+1 but not in Nj−1.
If every edge of S is oriented in ~S, and the transitive closure of ~S is a lattice L,
then return L, otherwise, return ’NO’.
This algorithm is clearly polynomial in n.
Lemma 6.6. Let (G,L) be a compatible pair; G be R-thin; and let S be a subgraph
of G, containing the Hasse graph H(L) of L, such that every edge of S is between
vertices that are comparible in L. Algorithm 1, applied to S, 1L, and 0L, returns
L.
Proof. It is enough to show that for any (non-loop) edge uv of S with u > v, the
above algorithm properly orients uv; i.e., sets u→ v and at the same time does not
set v → u.
Observe that by construction every edge of S is either in Dj for some j or is
between Dj−1 and Dj for some j. We will prove by induction on j that the jth step
of the algorithm proper orients such edges, yielding a proper orientation of all the
edges of Dj . Before we do this though, we first prove that it will never improperly
orient an edge.
Claim 6.7. Let u > v then the algorithm will not set v → u.
Proof. We must check that none of the conditions of the algorithm are satisfied
when the roles of u and v are reversed
To see that item (i) is not satisfied observe that if not both of u and v are in
Nj , then clearly it is u that is closer to 1. Indeed, if v = x` ∼ x`−1 ∼ · · · ∼ x1 = 1
is a path in G, then so is u = u ∨ x` ∼ u ∨ x`−1 ∼ · · · ∼ u ∨ x1 = 1. So u ∈ Nj−1
and v ∈ Nj . ( In fact this shows that the algorithm properly sets u→ v in the case
that u and v are not both in Nj .
To see that items (iia) and (iib) are not satisfied, it is enough to observe that if
u′ ∼ u and v′ ∼ v and v′ ≥ u′ then u′ ∼ v and u ∼ v′. But this is clear, as the
premises imply that
u′ = u′ ∧ v′ ∼ u ∧ v = v
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and
v′ = u′ ∨ v′ ∼ u ∨ v = u.
To see that item (iic) is not satisfied, assume that there is some w ∈ N(u)−N(v).
As N(u) is conservative, (recall the definition of conservative sets preceding Lemma
2.4) it induces a sublattice of L, so has a maximum element u′. This element must
also be in N(u)−N(v); as if we had w′ ∼ v, then
w = w ∨ u′ ∼ u ∨ v = v,
contradicting the fact that w 6∈ N(v). We now show that u′ is in Nj−1, so item
(iic) is not satisfied. Indeed, some neighbour x of u must be in Nj−1, as u ∈ Nj .
Let x = xi−1 ∼ xi−2 ∼ · · · ∼ x0 = 1 be a length i − 1 walk from x to 1. Then
taking the join of each element in the walk with u′ we get a walk u′ = u′ ∨ xi−1 ∼
u′∨xi−2 · · · ∼ u′∨1 = 1 from u′ to 1. This shows that u′ is in Ni for some i ≤ j−1,
but being a neighbour of u, it must be in Nj−1. 
Now we have just to verify that for u > v the algorithm sets u→ v.
For the case j = 1 let uv be an edge of S in D1 with u > v. Item (i) holds if
and only if u = 1, and in this case gives u→ v, as needed. Assume therefore that
u, v ∈ N1. As all vertices in N1 are adjacent to 1, items (iia) and (iib) are vacuous,
so we must show that (iic) holds. To see this, observe that as u ≥ v, we have that
ui ≥ vi for all i ∈ [d]. As u+i = 1 = v+i for all i, we have by R-thinness that
NG(1) ( NG(u) ( NG(v). The vertex in NG(v)−NG(u) is thus in N2 as needed.
Now assume that all edges of Dj−1 are properly oriented. We show that the jth
round of the algorithm properly orients the heretofore unoriented edges of Dj .
Let uv be an edge of Dj − Dj−1 with u ≥ v. If not both of u and v are in
Nj , then (as we showed in the claim) u → v is properly ordered by step (i) of the
algorithm.
So we may assume that both of u and v are in Nj . As u > v we have that
for all i, ui ≥ vi. By R-thinness there is a vertex w in either N(u) − N(v) or in
N(v)−N(u).
We show now that in the first case, (iia) is satisfied, and then that in the second
case, (iib) or (iic) are satisfied.
Claim 6.8. If w ∈ N(u)−N(v), then (iia) is satisfied.
Proof. Let w ∈ N(u) − N(v). As we showed in the proof that item (iic) is not
satisfied in the previous claim, we have that the maximum neighbour u′ of u is in
Di−1 ∩ (N(u)−N(v)).
To see that (iia) is satisfied, we must show that u′ ≥ v′ for any neighbour v′ of
v in Di−1. Indeed, v′ ∼ v and u′ ∼ u give v′ ∨u′ ∼ v∨u = u. As u′ is the maximal
neighbour of u this gives us that u′ ≥ v′∨u′. This implies however that u′ = v′∨u′,
and so u′ ≥ v′, as needed.

Claim 6.9. If w ∈ N(v)−N(u), then (iib) or (iic) are satisfied.
Proof. We assume that (iic) does not hold, and then show that (iib) must.
Indeed, if (iic) does not hold, then w ∈ Dj−1 ∩ (N(v)−N(u)). As Dj−1 ∩N(v)
is a conservative set it induces a sublattice, so has a minimum element v′. But
then for any neighbour u′ of u in Dj−1 we have from v′ ∼ v and u′ ∼ u, that
v′∧u′ ∼ v∧u = v. As Dj−1 is conservative, v′∧u′ is in Dj−1 so is in Dj−1∩N(v).
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JL red(A
c)(G,L)
1
0
1(1)
2(1)
3(1)
4(1)
1(2)
2(2)
3(2)
4(2)
Figure 4. Compatible pair (G,L), poset JL, and the graph red(A
c)
Thus v′ ∧ u′ ≥ v′ which implies that u′ ≥ v′. As v′ 6∈ N(u) we have that u′ > v′,
as needed. 
This completes the proof of the lemma.

Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. Let G be an R-thin graph. It is shown in [12] that the
subgraph S we get by removing dispensible edges can be found in polynomial time.
For every choice of 0 and 1 in G apply Algorithm 1 to G,S and 0 and 1. As this
is at most n2 applications of a polynomial time algorithm, it is also polynomial. If
for any choice of 0 and 1 a lattice L is returned then by Lemmas 6.5 and 6.6, then
G is in DL and L is a compatible distributive lattice. If ’No’ is returned for every
choice, then by Lemmas 6.5 and 6.6, G is not in DL. 
Here is an unexpected consequence of our algorithm.
Corollary 6.10. If G is R-thin, then for a given choice of minimum and maximum
vertices 0 and 1, there is at most one distributive lattice L with minimum element
0 and maximum element 1 that is compatible with G.
With this we can get the following.
Proposition 6.11. There are distributive lattice graphs that are not tight.
Proof. Let (G,L) be the DL-pair shown with a tight but non-induced embedding
in Figure 4. By Example 3.1, the shown 0 and 1 are the only possible 0 and 1 for
lattice L compatible with G. As G is R-thin, we have by Corollary that L is the
only distributive lattice (upto isomorphism) compatible with G.
The poset JL and subdigraph red(A
c) are also shown. As red(Ac) has a vertex
with up-degree two, we have, following remarks in Subsection 5.3, that there is no
tight induced embedding of (G,L). So G has no compatible distributive lattice
with which it has a tight induced embedding. 
6.4. Non R-thin graphs. For a reflexive graph G we define a relation R on the
vertex set by letting uRv if u and v have the same neighbourhood. Clearly this is
an equivalence relations. The R-thin reduction of a graph G is the graph GR whose
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vertices are the sets R and in which two sets are adjacent if there are any (and so
all) edges between their member vertices.
The following shows our algorithm can be useful in showing that a non R-thin
graph is not DL.
Lemma 6.12. If a reflexive graph G is a DL-graph then its R-thin reduction is.
Proof. Assume that G is a reflexive DL-graph that is not R-thin. We will find pairs
of vertices that are identified in GR and show that when we identify them, or reduce
the number of coordinates in which they differ, we still have a DL graph. The fact
that GR is DL then follows by induction.
For some compatible L assume a tightest induced embedding of (G,L) into (G,P).
Let x and y be vertices of G with the same neighbourhood. By Lemma 6.3 there is
some Gj such that xj and yj have the same neighbourhood in Gj . We may assume
that xj = yj − 1. For any vertex v in G with vj ≥ yj , reduce vj by 1. If under this
reduction, two vertices now have the same co-ordinates, then identity them- they
had the same neighbourhood so are identified in GR. Clearly there is an embedding
of this reduced graph into G′ =
∏
G′i where G
′
i = Gi when i 6= j and we get G′j
from Gj by identifying xj and yj . 
We conjecture the following.
Conjecture 6.13. For a reflexive graph G there is a polynomial time algorithm to
decide whether or not G is a DL-graph.
Notice that the graph G in Figure 3 is not R-thin. The vertices d and e have the
same neighbourhoods. If we remove one of these vertices then the resulting lattice
is distributive and is still compatible with the resulting R-thin reduction GR. Thus
the converse of the above lemma is, unfortunately, not true.
That said, one sees by reversing the operation in the proof of Lemma 6.12 that
from an embedding of a DL-pair, we can add a copy of every vertex that has the
same value in some coordinate. Moreover one can argue that ’fattening’ the lattice
in a new dimension can be replicated in the existing dimensions. So resolving the
conjecture comes down solving a general version of the following game, described
vaguely, but clear from Figure 5.
Given a set of numbers in a diamond tableau, decide if one can
• divide the regions with square lines, and
• make two decreasing walks from the top to the bottom,
so that the number of divided regions in each of the original regions between the
walks equals the number proscribed in the tableau. With some students [15], we
show that this game has a polynomial time solution for tableaux of two dimentions.
7. A Question
A partial characterisation of lattice graphs can be extracted from known litera-
ture. Indeed, it follows from [13] and [16] (see also [10]) that retracts of products
of reflexive paths are exactly the reflexive graphs that admit majority, or 3-NU
polymorphisms, that is, polymorphisms f : V (G)3 → V (G) satisfying
f(x, y, z) = c if at least two of x, y and z are c.
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Figure 5. The Game of Conjecture 6.13
If a reflexive graph has a compatible lattice, then it also admits the following
majority operation (seen, for example, in [1])
f(x, y, z) = (x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z).
Thus all lattice graphs are retractions of products of paths. It would also be nice
to see how our characterisations can be use to show this for DL-graphs: that every
DL-graph is a retract of products of paths. In general, removing a vertex interval
[α[i], β
[j]] is not a retraction.
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