The purpose of this paper is to study estimation problems from the view'point of the information theory. It is proved that the necessary and sufficient condition for maximizing the mutual information between a state and the estimate is to minimize the entropy of the estimation error. Based on this relation between the mutual information and the error entropy, the Kalman filter for a discrete-time linear system is derived by an application of the information theory. Furthermore, the optimal filter for a continuous-time linear system is also constructed by an analogous approach.
INTRODUCTION
Studies of the optimal estimation problems for a stochastic system with noisy observation have been done by many researchers. Several data processing techniques have been used, of which the principal ones are orthogonal projection approach (Kalman and Bucy, 1961) , maximumlikelihood approach (Cox, 1964) , and Bayesian approach (Kushner, 1967; Bucy, 1965) .
On the other hand, an attempt has been made in recent years to apply the information theory developed by Shannon (Shannon and Weaver, 1949) to the parameter estimation problems, i.e., the identification problems (Weidman and Stear, 1969; Arimoto, 1971) . It has been shown that this new point of view for the identification problems can produce several important benefits for determining performance bounds (Weidman and Stear, 1969) .
The purpose of the present paper is to apply the information theory to the state estimation problems, i.e., the filtering problems. It is shown that the necessary and sufficient condition for maximizing the mutual information between a state and the estimate is to minimize the entropy of the estimation error. Then the Kalman filter for a discrete-time linear system is constructed by using the relation between the maximum mutual information and the minimum error entropy. Moreover, the estimation problems for a continuous-time linear system are also discussed from the similar informationtheoretical viewpoint.
STATEMENT OF THE PROBLEM
A system in the class under consideration is modeled by difference equations of the form X~+I = q)~XT~ -/-G~Uk, (2.1)
where X~ is an n-dimensional state vector, Z~ an m-dimensional measurement vector, U~ a r-dimensional system noise, V~ an m-dimensional measurement noise, and q~, B~, and GI¢ are n ×n, m ×n, and n ×r matrices, respectively. U~, Vk, and X0 are assumed to be mutually independent white Gaussian processes with zero means and covariance matrices given by where Z0 ~ denotes a family of the observed data Zn from n = 0 up to the present time n = k, E(" ]Zo 7~} is the conditional expectation with respect to Zo ~ and F(') is the mapping from the observed space to the estimation space. Further, the time evolution of X~ is assumed to be Xk+l = Alef~l~ -~-Sk+lZle+l,
(2.6)
where A~ and S~+ 1 are n × n and n × m unknown matrices, respectively.
The estimation error between a state X~ and the estimate Xk is denoted by Xe, i.e., Xk = X~ --X,~.
(2.7)
Therefore, the main purpose of this paper is to examine the estimation problems based on the standpoint of the information theory and to determine the unknown matrices A~ and S~+ 1 .
~VIAIN THEOREMS FOR A DISCRETE-TIME SYSTEM
Let us recapitulate the concept for the nmtual information and the entropy and their well-known properties required in this paper.
DEFINITION3.1. For two random vectors X = (xl, x 2 .... ,x~) and Y ~ (Yl, Y2 ,..., Y~)', the mutual information between X and Y, denoted by
(3.1) dX = dx 1 dx 2 "" dx~ , dY = dy 1 dy 2 "" dy,~, where p(X) and p(X [Y) denote the probability density function and the conditional probability density function with respect to Y, respectively, and R ~ is the k-dimensional Euclidean space.
DEFINITION 3.2. The entropy of a random vector X, denoted by H(X), is defined to be H(X) = J(X, X) = --fR" p(X) log p(X) dX.
(3.2) Then the following well-known lemmas can be easily proved (Shannon and Weaver, 1949) .
LEMMA 3.1. The mutual information J(X, Y) has the following properties.
where the equality holds if and only if X and Y are stochastically independent.
4)
where G(') is any mapping defined on R m and the equality holds if and only if the mapping G(') is one-to-one and onto.
LEMMA 3.2. is given by
The relation between the mutual information and the entropy
(3.5)
We now prove the following propositions by utilizing the lemmas stated above.
PROPOSITION 3.1. When the estimate Xk is given by the form (2.5), the mutual information between the estimate and the estimation error is zero, i.e., J(Xk, X~) = 0.
( 3.6) Proof. It is enough to prove E{R~X~'} = 0, since the process {Xk', Xk'} is jointly Gaussian. Using a property of the conditional expectation,
On the other hand, we have ~om(2.7) Proof. The first half of the theorem can be easily obtained from (3.13) and Proposition 3.1. The remaining part follows from Proposition 3.2 and the fact that AJk ~ O, since ](Xle, Z0 ~) is constant for a given measurement device.
Q.E.D.
THEOREM 3.2. The optimal filter for the linear system described by (2.1) and (2.2) which maximizes the mutual information J(Xk, IK~) coincides with the Kalman filter. Therefore, denoting by Ak ° and S~+ 1 the optimal values for unknown matrices A~ and Sk+l , respectively, it Hence, it is easy to see that minimizing H(Xk) is equivalent to minimizing Y'PkY for any n-dimensional vector Y.
Note that X~ is the unbiased estimate of Xk, i.e., E{X~} = 0, since we have assumed in (2.5) that :~ = E{X~ ] Z0~}. From (2.1), (2.2), and (2.6), we have
Since :Kk, U~, and Vt~ have zero means, it follows that (3.20) where I denotes the identity matrix. where P~+I is the minimum error covariance matrix given by (3.27).
A LINEAR FILTER FOR A CONTINUOus-TIME SYSTEM
A system considered in this section is described by the following stochastic differential equations; dX(t) -~ q3(t) X(t) dt + G(t) d~(t), where 0t denotes the minimal a-field generated by a family of the observed where ~(t) and ~(t) are assumed to be mutually independent Wiener processes with covariance matrices given by
The other notations contained in (4.1) and (4.2) correspond to the symbols for a discrete-time system in the previous sections.
Suppose that the estimate X(t) of the current state X(t) be given by (4.4) data Z(r) from r = 0 up to the present time ~-= t. Furthermore, the time evolution of X(t) is assumed to be
(4.5)
where A(t) and S(t) are unknown matrices.
Then the continuous-time version of Theorem 3.1 can be obtained by using the analogous method to the discrete-time case. THEOREM 4.1. Maximizing the mutual information between a state X(t) and the estimate R(t) is equivalent to minimizing the entropy of the estimation error X(t), i.e.,
where
(4.7)
Using the theorem, we prove the continuous-time version of Theorem 3.2.
THEOREM 4.2. The optimal filter for the linear system described by (4.1) and (4.2) that maximizes the mutual information J(X(t), X(t)) coincides with the Kalman filter. Therefore, denoting by A°(t) and S°(t) the optimal values for unknown matrices A ( t ) and S ( t ), respectively, we have n°(t) = q~(t) --S°(t)B(t), (4.8)
S°(t) = P(t) B'(t) R-l(t),
(4.9)
(4.10)
Proof. By the same reason as the proof of Theorem 3.2, it is sufficient to derive the optimal filter based on the criterion that Y'P(t)Y is minimized for any Y ~ R n. The estimation error R(t) can be written from (4.1), (4.2), (4.5), and (4.7) as
(4.11) Since X(t) is the unbiased estimate and the expectation of the stochastic integrals contained in (4.11) are zeros, it follows that
(4.12) hence, X(t) is reduced to the following form;
dX(t) = A(t) X(t) dt+ G(t) am(t) --S(t) d~(t).
Applying the Ito's stochastic differential rule (Ito, 1961) 
hence, the error covariance matrix P(t) is given by
dP(t)/dt = A(t) P(t) + P(t) A'(t) + G(t) Q(t) G'(t) + s(t) R(t) s'(t).
Substituting (4.12) into (4.13), we have
dP(t)/dt = O(t) P(t) + P(t) cP'(t) + a(t) Q(t) a'(t)

--P(t) B'(t) R-l(t) B(t) P(t) + Z s,
where (4.13) (4.14)
Taking into consideration that X~ 0, the optimal filter gain S°(t) that minimizes H(~C(t)), i.e., maximizes J(X(t), ~[(t)), is given by
S°(t) = P(t) B'(t) R-l(t).
(4.16) Therefore, from (4.12) and (4.16) the theorem follows. Q.E.D.
Remark. Following Theorem 4.2 we can write the optimal filter which maximizes J(X(t), •(t)) as
df((t) = q)(t) f((t) dt + P(t) B'(t) R-l(t)(dZ(t) --B(t) f~(t) dt),
where P(t) denotes the error covariance matrix given by
dP(t)/dt = qb(t) P(t) @ P(t) cP'(t) + G(t) O(t) G'(t)
--P(t) B'(t) R-l(t) B(t) P(t).
The continuous-time linear filter obtained above coincides with the optimal filter which was formally given by the appropriate limiting procedure for the discrete-time case. Moreover, it is clear that the optimal filter for a nonlinear system can also be derived by using the analogous method discussed in this section.
CONCLUSIONS
We examined the estimation problems for a linear system from the viewpoint of the information-theoretical consideration. Optimal filters for both discrete-time and continuous-time linear systems were derived by maximizing the mutual information between a state and the estimate. This approach led to a new class of the state estimation problems as well as identification problems.
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