ABSTRACT. In this note we show that any free hyperplane arrangement with exponents 1's and 2's is a supersolvable arrangement.
INTRODUCTION
Let A be a central essential hyperplane arrangement in V a vector space of dimension k over K a field of characteristic zero. Let R := Sym(V * ) = K[x 1 , . . . , x k ] and fix ℓ i ∈ R, i = 1, . . . , n the linear forms defining the hyperplanes of A. After a change of coordinates, assume that ℓ i = x i , i = 1, . . . , k.
Let Der(R) be the set of K−linear maps θ : R −→ R that satisfy the product rule; i.e., θ(f ·g) = f ·θ(g)+ g · θ(f ), for all f, g ∈ R. A logarithmic derivation of A is an element θ ∈ Der(R), such that θ(ℓ i ) ∈ ℓ i , for all i = 1, . . . , n. Picking the standard basis for Der(R), i.e., ∂ 1 := ∂/∂x 1 , . . . , ∂ k := ∂/∂x k , if θ is written as
where P i ∈ R are homogeneous polynomials of the same degree, then deg(θ) = deg(P i ).
The set of logarithmic derivations forms an R−module, often denoted D(A), and whenever this module is free (of rank k) one says that the hyperplane arrangement is free. For a free arrangement, the degrees of the basis elements of D(A) are called the exponents of A, denoted exp(A) := (1, d 2 , . . . , d k ). The exponent 1 is explained in the paragraph below.
In general, every central hyperplane arrangement has the Euler derivation:
and for every central hyperplane arrangement, θ E := θ E · R is a direct summand of D(A):
There exists a one-to-one correspondence between logarithmic derivations not multiples of θ E (i.e., elements of D 0 (A)) and the first syzygies on the Jacobian ideal of A, which is the ideal of R generated by the (first order) partial derivatives of the defining polynomial of A.
Let L(A) denote the intersection lattice of a hyperplane arrangement
has a maximal chain of modular elements:
This concept was introduced by Richard Stanely in [3] , and this property depends only on the combinatorics of A.
Every supersolvable arrangement is free, and there is a "nice partition" of A (see [2, Proposition 2.67]) which determines the exponents of A (see [2, Theorem 4 .58]).
One of the main questions in the theory of hyperplane arrangements is to see which free arrangements are combinatorially determined. In fact, Terao's Conjecture states that over a field of characteristic zero, freeness of a hyperplane arrangement is a combinatorial property; i.e., if two hyperplane arrangements have isomorphic intersection lattices, and if one is free, then the other one is free as well. In this note we same area of interest proving the following result:
Theorem. If A is a free hyperplane arrangement with exponents 1's and 2's, then it is supersolvable.
This result was stated as a conjecture in [4] , with the following approach to prove it: if one shows that the Orlik-Terao ideal of the given free arrangement with exponents 1's and 2's is quadratic, or equivalently a complete intersection (Theorem 5.1 and proof of Proposition 5.8 in [1] ), then Theorem 5.11 in [1] answers the question.
The proof that we are presenting does not follow this idea, though some of the flavors of [1, Section 5] will be transparent in the arguments presented. One of the main idea in the proof is to look at arrangements with quadratic logarithmic derivations, so below we summarize the related result from [4] .
Let A = {V (ℓ 1 ), . . . , V (ℓ n )} be a central essential rank k hyperplane arrangement; so ℓ i are linear forms
Suppose that A is irreducible, meaning that it is not the product of smaller rank hyperplane arrangements. Then θ is NOT minimal if and only if θ is a multiple of the Euler's derivation, and this happens if and only if
also minimal quadratic logarithmic derivation, different than zero. So, we can assume L i = 0; the index i will be chosen conveniently as the study moves forward.
[4, Lemma 2.1] says that if j ≥ k + 1 and
, and A p,r = b r,p − b r,r , with s, t, p, r ∈ {1, . . . , k}.
PROOF OF THEOREM
Suppose A is free with exponents 1's and 2's. If A = A 1 × A 2 , then A is free, respectively supersolvable, if and only if A 1 and A 2 are free, respectively supersolvable. This coupled with [2, Proposition 4.29(3)] and induction, we can assume that exp(A) = (1, 2, . . . , 2). So n = 2k − 1 and A is irreducible.
Step 1: There are exactly k − 1 2-dependencies.
A 2-dependency means a dependent set of three hyperplanes of A. By Terao's Factorization Theorem ([2, Theorem 4.61]), we have that the Poincaré polynomial of A equals
In particular, the sum of Möbius function values of the rank 2 flats in L(A) equals to 2(k − 1) 2 . If A were to be 3-generic, i.e., any 3 defining linear forms are linearly independent, then this sum should equal
. The difference between these two numbers is k − 1 which means that there are exactly (k − 1) 2-dependencies of A.
Step 2: The closure of any rank 2 flat has at most three hyperplanes; equivalently, in the language in [1, Subsection 5.1], then L 2 (A) has only simple and triple points, and the number of triple points is k − 1 (from Step 1). Suppose there exist a rank 2 flat whose closure has four or more hyperplanes. Let's suppose that after a change of variables such a flat is V (x 1 , x 2 ), so V (x 1 ), V (x 2 ), V (x 1 + x 2 ), V (x 1 + ax 2 ), a = 0, 1 all belong to A. As we mentioned at the end of the Introduction, let's assume that L 1 = 0 in the expression of θ. So
We have that [1, 1, 0, . . . , 0] ∈ V (I 1,2 ). This implies
and we have that [1, a, 0, . . . , 0] ∈ V (I 1,2 ), because a = 0, which implies
Since a = 1, we get To sum up we obtained
But this happens for all the k − 1 quadratic logarithmic derivations θ 2 , . . . , θ k that form a basis for D 0 (A). So for each i = 2, . . . , k, we have
. . . . . . . . .
should be a nonzero constant multiple of the defining polynomial of A. This is obviously not true.
Step 3: There exist two hyperplanes of A that belong to the same and only one 2-dependency. Since A is free, then it is 2-formal (see [5] ). This means that the equation describing any minimal dependent set is a linear combination of the equations describing 2-dependencies. If there was a hyperplane H ∈ A that does not belong to a 2-dependency, then the rank of A \ {H} must equal k − 1, so A would be reducible. So every hyperplane belongs to some 2-dependency.
Suppose that for i = 1, . . . , n = 2k − 1, the hyperplane V (ℓ i ) belongs to m i distinct 2-dependencies. Then
We just have seen that m i ≥ 1 for all i = 1, . . . , n. Suppose m 1 = · · · = m s = 1, and m j ≥ 2 for j = s + 1, . . . , n. Then
This means that at least k + 1 of the hyperplanes belong each to exactly one 2-dependency. Since there are precisely (k − 1) 2-dependencies, then there is a 2-dependency consisting of three such hyperplanes, or two 2-dependencies each containing two such hyperplanes. None-the-less, there is at least one 2-dependency that contains two such hyperplanes. Without loss of generality suppose this 2-dependency is {V (x 1 ), V (x 2 ), V (x 1 + x 2 )}, and that V (x 1 ) and V (x 1 + x 2 ) do not show in any other 2-dependency.
Step 4: There is a coatom X with |A X | = n − 2, where A X := {H ∈ A|X ⊆ H}.
Suppose ℓ k+1 = x 1 + x 2 from the end of Step 3, and let
We would like to show that X is a coatom, so rank(X) = k − 1.
Obviously, the rank of X is ≥ k − 1.
If rank(X) = k, then at least one of the ℓ j , j ≥ k + 2 has x 1 in it's expression. Suppose
} is a set of k + 1 hyperplanes. Because the rank of A is k, this set must be a dependent set. So there exist α 1 , . . . , α k+1 ∈ K, not all zero, such that
Note that if α 1 = 0 and α 2 = 0, then α k+1 = 0, and so α 3 x 3 + · · · + α k x k = 0, giving that all α i = 0; a contradiction. So α 1 or α 2 is nonzero. From 2-formality, the above dependency is a linear combination of 2-dependencies, and one of them must contain ℓ 1 = x 1 and / or ℓ k+1 = x 1 + x 2 . But there is only one such dependency
This gives that α 1 = −a and α 2 = a, which plugged in the previous two equations will give that α k+1 = 0 and consequently, α 2 = 0 = a and also α 1 = −a = 0. Contradiction.
So no such ℓ j exists, meaning that X is a coathom.
Step 5: For the coathom X at Step 4, the arrangement A X is supersolvable. Let's consider the coatom X from the previous step. Since A is free, then, by [2, Theorem 4.37], A X is also free.
At
Step 2 we looked at the logarithmic derivations θ 2 , . . . , θ k that together with the Euler's derivation, θ E , form a basis for D(A): for j = 2, . . . , k,
. . , k, and as we have seen in Step 2, not all λ j are zero. Suppose λ 2 = 0.
Consider the following logarithmic derivations in D(A) ⊂ D(A X ):
. . . . . . . . . . . .
By Saito's Criterion, the exponents of A X are 1 and k − 2 many 2's. By induction on k ≥ 3 (the base case k = 3 can be found in [4, Theorem 4.2]), A X is supersolvable.
Step 6: The coatom X at Step 4 is modular.
, for any Y ∈ L 2 (A). So X is a modular coatom.
Steps 5 and 6 together give that A is supersolvable, concluding our proof.
