In this paper we present a recursive algorithm that produces estimators of an unknown parameter that occurs in the intensity of a counting process. The estimators can be considered as approximations of the maximum likelihood estimator. We prove consistency of the estimators and derive their asymptotic distribution by using Lyapunov functions and weak convergence for martingales. The conditions that we impose. in order to prove our results are similar to those in papers on (quasi) least squares estimation.
INTRODUCTION
We assume that we are given a complete probability space (fi,F,P) together with a filtration {F t } t > 0 , satisfying the usual conditions in the sense of [2] . All stochastic processes to be encountered below are assumed to be adapted with respect to the given filtration, unless stated otherwise. Similarly the martingale property is also to be The purpose of this paper is to give a recursive scheme that generates estimators {#} of the unknown 8. This scheme is given below as the set of equations (2a-2e). In an earlier paper [6] we have presented a similar but slightly different set of equations. For a heuristic derivation of these equations we refer to [6] , where also an account for the terminology approximate maximum likelihood (AML) estimation can be found.
The conditions that we impose in theorem 3 in order to prove a.s. convergence of the estimators are of the same form as those in e.g. [1] and [5] , where (quasi) least squares estimation has been studied and considerably weaker than those in [6] . However, we do not need all the conditions of [1] . In the sequel 6 Q will denote the "true" parameter value, 1 is the vector in R d whose entries are all equal to 1. Af ter giving an assumption on the parameter space, we present our estimation algorithm and an analysis of its asymptotic properties. 
AML
ALGORITHM: 
The crucial step in the proof of theorem 3 is lemma 4 below. We will postpone the proof of this lemma and show first, after stating the lemma, how we use it in the proof of theorem 3. 
Consider the right hand side of ( 4). lts last factor is bounded in view of lemma 4. The first factor is bounded because of the assumption in the theorem. The second factor is bounded because of lemma .2 and thethird factor tends to zero because of the assumption on ƒ. We conclude that X,-*0 a.s. But now it is easy to show that 0,-*6 0 a.s. Write ( 5) in obvious notation as
Compute <Mj>, = ƒ ;; -ds.
«ÊJ^T ^J^J
Observe that
Hence e 2 L,<<M l >,sSe~2L,. Hence Af lr = o(L,) + 0(l) in view of lemma 6 (take ƒ (JC)=.X), and remarks 1 and 2 that follow this lemma. Consider now R, and notice that
The integrals in the extreme sides of ( 8) From lemma 6 we conclude that --converees to a finite limit and <M 2 > since <Af 2 >,<e~V(Öo), M 2 is a.s. bounded. Collecting the above results we get from (4.37)
From lemma 2 we obtain after dividing by log \,
-^ + (i + 0 (i))--V = °W
log A, log \, Since both P, and (\ + o(\))L, are (eventually) nonnegative we get P, = 0(log \), as was to be proven.
•.
We close this section by proving that the limit distribution of the AML estimators defined by ( 2) is asymptotically normal. (ii) all P(t) are symmetrie positive definite for t>0, P is increasing to infinity, continuous, and
R(t) -lim T^ra P(T)~* P(h(t,T)P(T)~* exists and is positive
definite for all t>0.
(iii) P(t) % Q* -+ I in probability.
Then Q"% ~6 t * N(0,I) .
PROOF: Since both I lt and I 2t tend to 1, eventually X t «=# t . Therefore it is sufficiënt to prove that Q^ X t -+ N(0,I).
From (2) we obtain Qj:
Hence the asymptotic law of Qt*X t is the same as that of Qt* Q t Qt % Q^ M t .
Like in [6] it is easy to prove that Qt* Q t Qt % -I a.s.
Hence it suffices to establish that the asymptotic law of Q|M t is N(0,I).
In a similar way as proving (10), it is possible to show that Qt* <M> t % % -I a.s.
Then using condition (iii) of the theorem, it follows that -9 -P(t)-% <M> t P(t)-% -» I in probability. Let now W be some continuous Gaussian martingale with quadratic variation <W> t = A T R(t)A. Such a W exists on a suitable filtered probability space, since R(t) is continuous increasing.
We claim
We prove (12) by checking the conditions of lemma B. Compute
<Z T .*> t = Aïp(T)-* <M> h(t ,T) P(T)" % A = = A*P(T)-* P(h(t ) T))-%(P(h(t,T))^<M> h(tiT) P(h(t ) T))-M P(h(t,T))*P(T)-*A.
From condition (ii) and (11) we then obtain for T-*o <Z T -A > t -* A T R(t)A which corresponds to condition (i) of lemma B.
Observe that for the jumps of Z T -A we have
Hence the jumps of Z T -A are bounded by a deterministic quantity that tends to zero. Hence also the second condition of lemma B is satisfied and (12) follows. In particular A As a final remark we mention that the behaviour of this AML algorithms in general will be superior to a least squares algorithm like in [1] .
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The easiest way, although it does not give a complete account, for this to see, is to assume that the process <p in (1) is deterministic.
Then the Fisher information matrix at time t becomes Q^1. Hence from theorem 7 we see that our estimators have an asymptotic variance that equals the Cramer-Raw bound. It is also this observation that led us to considering the algorithm (2).
APPENDIX
The next lemma generalizes a result in [7] .
Lemma A: Let X be a nonnegative stochastic process such that On the set {R k =«>} these limits equal lim,.^,,, X t and lim t^m B t respectively. But {R k =«>} tO, which finishes the proof. D
The following lemma is a special case of a much more general result on weak convergence of locally square integrable martingales, that can be found in for instance the monograph by Jacod & Shiryaev [4] .
Lemma B (Central limit theorem). Let M.M", n>0 be real valued locally square integrable martingales defined on a suitable filtered probability space. Let M be a continuous Gaussian martingale with C t = <M> t = EM£. Assume that the following two conditions hold:
(i) <M n > t -* C t in probability as n-»« for all t.
(ii) sup|AM*?| < c n , where (c n ) is . a deterministic sequence with lim^,,, c n = 0.
Z
Then {M" } converges weakly to M for n-*». Notation: H" -* H.
