Abstract. Commodity hardware is available in configurations with huge amounts of main memory and it is viable to keep large databases of enterprises in the RAM of one or a few machines. Additionally, a reunification of transactional and analytical systems has been proposed to enable operational reporting on the most recent data. In-memory column stores appeared in academia and industry as a solution to handle the resulting mixed workload of transactional and analytical queries. Therein queries are processed by scanning whole columns to evaluate the predicates on non-key columns. This leads to a waste of memory bandwidth and reduced throughput. In this work we present the Paged Index, an index tailored towards dictionary-encoded columns. The indexing concept builds upon the availability of the indexed data at high speeds, a situation that is unique to in-memory databases. By reducing the search scope we achieve up to two orders of magnitude of performance increase for the column scan operation during query runtime.
Introduction
Enterprise systems often process a read-mostly workload [4] and consequently in-memory columns stores tailored towards this workload hold the majority of table data in a read-optimized partition [8] . To apply predicates, this partition is scanned in its compressed form through the intensive use of the SIMD units of modern CPUs. Although this operation is fast when compared to disk-based systems, its performance can be increased if we decrease the search scope and thereby the amount of data that needs to be streamed from main memory to the CPU. The resulting savings of memory bandwidth lead to a better utilization of this scarce resource, which allows to process more queries with equally sized machines.
Background and Prior Work
In this section we briefly summarize our prototypical database system, the used compression technique and refer to prior work.
Column Stores with a Read-Optimized Partition
Column stores are in the focus of research [9] [10] [11] , because their performance characteristics enable superior analytical (OLAP) performance, while keeping the data in-memory still allows a sufficient transactional performance for many usecases. Consequently, Plattner [5] proposed, that in-memory column stores can handle a mixed workload of transactional (OLTP) and analytical queries and become the single source of truth in future enterprise applications.
Dictionary Compressed Column Our prototypical implementation stores all table data vertically partitioned in dictionary compressed columns. The values are represented by bit-packed value-ids, which reference the actual, uncompressed values within a sorted dictionary by their offset. Dictionary compressed columns can be found in HYRISE [2] , SanssouciDB [6] and SAP HANA [8] .
Enterprise Data As shown by Krueger et al. [4] , enterprise data consists of many sparse columns. The domain of values is often limited, because there is a limited number of underlying options in the business processes. For example, only a relatively small number of customers, appears in the typically large order table. Additionally, data within some columns often correlates in regard to its position. Consider a column storing the promised delivery date in the orders table. Although the dates will not be ordered, because different products will have different delivery time spans, the data will follow a general trend. In this work, we want to focus on columns that exhibit such properties.
Related Work Important work on main-memory indices has been done by Rao and Ross [7] , but their indexing method applies to the value-id lookup in sorted dictionaries rather then the position lookup that we will focus on in this paper. Since they focus on Decision Support Systems (DSS), they claim that an index rebuild after every bulk-load is viable. In this paper we assume a mixed-workload system, where the merge-performance must be kept as high as possible, hence we reuse the old index to build an updated index.
Idreos et al. [3] present indices for in-memory column stores that are build during query execution, and adapt to changing workloads, however the integration of the indexing schemes into the frequent merge process of the writeoptimized and read-only store is missing.
In previous work, we presented the Group-Key Index, which implements an inverted index on the basis of the bit-packed value-id and showed that this index allows very fast lookups while introducing acceptable overhead to the partitioncombining process [1] .
Paper Structure and Contribution
In the following section we introduce our dictionary-compressed, bit-packed column storage scheme and the symbols that are used throughout the paper. In Section 4 the Paged Index is presented. We explain its structure, give the memory traffic for a single lookup, and show the index rebuild algorithm. A size overview for exemplary configurations and the lookup algorithm is given as well. Afterwards, in Section 5, the column merge algorithm is shown, and extended in Section 6 to enable the index maintenance during the column merge process. In Section 7, we present the performance results for two index configurations. Findings and contributions are summed up in Section 9.
Bit-packed Column Scan
We define the attribute vector V j M to be a list of value-ids, referencing offsets in the sorted dictionary U j M for column j. Values within V j M are bit-packed with the minimal amount of bits necessary to reference the entries in U j M , we refer to the amount of bits with E j = log 2 (N M ) bits. Consequently, to apply a predicate on a single column, the predicate conditions have to be translated into value-ids by performing a binary search on the main dictionary U 
Attribute vector of the j th column.
Length of Address in Main Partition bits
Cache Line size bytes L Memory Traffic bytes MT is here the scanning of V j M , which involves the read of M T CS bytes from main memory, as defined in Equation 1.
Inserts and updates to the compressed column are handled by a delta partition, thereby avoiding to re-encode the column for each insert [4] . The delta partition is stored uncompressed and extended by a CSB+ tree index to allow for fast lookups. If the delta partition reaches a certain threshold it is merged with the main partition. This process and the extension to update the Paged Index will be explained in detail in Section 5.
Paged Index
While indices in classic databases are well studied and researched, the increase of access speed to data for in memory databases allows to rethink indexing techniques. Now, that the data in columnar in-memory stores can be accessed at The logical itemcount of I j is determined by the size of the dictionary U j M , with one additional value to mark the end. In the current implementation the first value is always 0, which allows for easier query code, since no edge cases for the first or last value have to be considered. The values in I j are strictly increasing, all positive, and less or equal than |M j |.
Length of Address in Main Par
Cache Line size bytes L Memory Traffic bytes MT Table 1 : Symbol Definition. Entities annotated with 0 represent the merged (updated) entry.
Compressed Column
We define the attribute vector V j M to be a list of value-ids, referencing offsets in the sorted dictionary U j M for column j. Values within V j M are bit-packed with the minimal amount of bits necessary to referthe main partition. This process will detail in Section 5.
Paged Index
While indices in classic databases a and researched, the increase of the to the data for in memory database rethink indexing techniques. Now, t the columnar in-memory store can b the speed of RAM, it becomes possi complete column to answer queries that is prohibitively slow on disk for hu The Paged Index is an example h be designed with these shifted balan is on reducing the memory traffic for ation, while adding as little overhead the merge process.
Index Structure
To use the Paged Index, the column into multiple equally sized pages. T allowed to be of smaller size. Let th the speed of RAM, it becomes possible to scan the complete column to evaluate queries -an operation that is prohibitively slow on disk for huge datasets. We propose the Paged Index, which benefits from clustered value distributions and focusses on reducing the memory traffic for the scan operation, while adding as little overhead as possible to the merge process for index maintenance. Additionally the index uses only minimal index storage space and is built for a mixed workload. Figure 1 shows an example of real ERP customer data, outlining delivery dates from a productive system. Clearly, the data follows a strong trend and consecutive values are only from a small value domain with a high spatial locality. Consequently, the idea behind a Paged Index is to partition a column into pages and to store bitmap indices for each value, reflecting in which pages the respective value occurs in. Therefore, scan operators only have to consider pages that are actually containing the value, which can drastically reduce the search space.
To use the Paged Index, the column is logically split into multiple equally sized pages. The last page is allowed to be of smaller size. Let the pagesize be
pages. For each of the encoded values in the dictionary U j M now a bitvector B j v is created, with v being the value-id of the encoded value, equal to its offset in U j M . The bitvector contains excacly one bit for each page. ,000  10  4096 32b 49K  100,000  10 65536 3b  49K  100,000 100,000 4096 310K 208K 100,000 100,000 65536 31K 208K 1,000,000,000 10 4096 298K 477M 1,000,000,000 10 65536 19K 477M 1,000,000,000 100,000 4096 3G 2G 1,000,000,000 100,000 65536 182M 2G Each bit in B j v marks whether value-id v can be found within the subrange represented by that page. To determine the actual tuple-id of the matching values, the according subrange has to be scanned. If b x is set, one or more occurrences of the value-id can be found in the attribute vector between offset x * P j (inclusive) and (x + 1) * P j (exclusive) as represented by Equation 3 . The Paged Index is the set of bitvectors for all value-ids, as defined in Equation 4 .
Index Size Estimate
The Paged Index is stored in one consecutive bitvector. For each distinct value and each page a bit is stored. The size in bits is given by Equation 5. In Table  2 we show the resulting index sizes for some exemplary configurations.
Index Enabled Lookups
If no index is present to determine all tuple-ids for a single value-id, the attribute vector V j M is scanned from the beginning to the end and each compressed valueid is compared against the requested value-id. The resulting tuple-ids, which equal to the position in V if V Our evaluated implementation additionally decompresses multiple bit-packed values at once for maximum performance. The simplified algorithm is given in Listing 1. The memory traffic of an index-assisted partial scan of the attribute vector for a single value-id is given by Equation 7 .
Rebuild of the Index
To extent an existing compressed column with an index, the index has to be built. Additionally, a straightforward approach to enable index maintenance for the merge of the main and delta partition is to rebuild the index after a new, merged main partition has been created. Since all operations are in-memory, Rao et al. [7] claim that for bulk-operations an index rebuild is a viable choice. We take the rebuild as a baseline for further improvements.
Column Merge
Our in-memory column store maintains two partitions for each column: a readoptimized, compressed main partition and a writable delta partition. To allow for fast queries on the delta partition, it has to be kept small. To achieve this, the delta partition is merged with the main partition after its size has increased beyond a certain threshold. As explained in [4] , the performance of this merge process is paramount to the overall sustainable insert performance. 10 65536 573b 14M 30,000,000 100,000 4096 87M 61M 30,000,000 100,000 65536 5M 61M 30,000,000 1,000,000 4096 873M 72M 30,000,000 1,000,000 65536 55M 72M 30,000,000 30,000,000 4096 26G 89M 30,000,000 30,000,000 65536 2G 89M 
Future Work
The current design of a bit-packed attribute vector does not allow a fixed mapping of the resulting sub-ranges to memory pages. In future work we want to compare the performance benefits if a attribute vector is designed, so that the reading of a sub-range leads to at most one transaction lookaside buffer (TLB) miss.
