Collision-model-based approach to non-Markovian quantum dynamics by Ciccarello, F. et al.
ar
X
iv
:1
20
7.
65
54
v3
  [
qu
an
t-p
h]
  2
7 A
pr
 20
13
Collision-model-based approach to non-Markovian quantum dynamics
F. Ciccarello1, G. M. Palma2, and V. Giovannetti1
1NEST, Scuola Normale Superiore and Istituto Nanoscienze-CNR, Piazza dei Cavalieri 7, I-56126 Pisa, Italy
2NEST, Istituto Nanoscienze-CNR and Dipartimento di Fisica e Chimica,
Universita` degli Studi di Palermo, via Archirafi 36, I-90123 Palermo, Italy
(Dated: October 31, 2018)
We present a theoretical framework to tackle quantum non-Markovian dynamics based on a microscopic
collision model (CM), where the bath consists of a large collection of initially uncorrelated ancillas. Unlike
standard memoryless CMs, we endow the bath with memory by introducing inter-ancillary collisions between
next system-ancilla interactions. Our model interpolates between a fully Markovian dynamics and the contin-
uous interaction of the system with a single ancilla, i.e., a strongly non-Markovian process. We show that in
the continuos limit one can derive a general master equation, which while keeping such features is guaranteed
to describe an unconditionally completely positive and trace-preserving dynamics. We apply our theory to an
atom in a dissipative cavity for a Lorentzian spectral density of bath modes, a dynamics which can be exactly
solved. The predicted evolution shows a significant improvement in approaching the exact solution with respect
to two well-known memory-kernel master equations.
PACS numbers: 03.65.Yz, 03.67.-a, 42.50.Lc
In open system dynamics the focus is on a system “S ” in con-
tact with an external environment. Typically, the goal is to
seek a master equation (ME) where the degrees of freedom
(DOFs) of S are the only explicit variables. Hence, the en-
vironmental interactions should be accounted for through an
effective but reliable description. When it comes to quan-
tum objects, this problem turns out to be especially thorny
[1–4]. Within this context, “reliable” means that the ME to be
worked out should give rise to a completely positive and trace-
preserving (CPT) dynamics. It is well-assessed that Marko-
vian, i.e., memoryless, environments are described by MEs
in the so called Lindblad form [1] entailing unconditionally
CPT dynamics. Markovianity is in most cases only an ap-
proximation, though: in general, the environment is not for-
getful and there is indeed a broad variety of actual phenomena
featuring strong non-Markovian (NM) effects [5]. Yet, a gen-
eral systematic framework for describing these has not been
developed to date, which is a topical issue of concern to a
manifold of variegated research areas. Rather, many differ-
ent approaches have been proposed [6]. Typically, they are
to some extent regularly underpinned by phenomenological
assumptions and/or approximations (testifying the formidable
hurdles to cope with in such problems). As a consequence,
non-CPT – namely unphysical – dynamics can turn out in cer-
tain parameter ranges [7]. Among these descriptive tools are
the so called memory-kernel MEs, e.g. those in Refs. [8, 9].
These are integro-differential MEs featuring a history integral,
where past states of S are weighted through a certain memory-
kernel function. There exist regimes in which such MEs can
fail to be CPT [10–16]. What is more, it was recently tested
[17] whether MEs in Refs. [8, 9] are non-Markovian accord-
ing to a non-Markovianity indicator proposed by Breuer et
al. [18]. It turned out that this is null [17], which suggests
that such MEs should rather be regarded as time-dependent
Markovian. This means that when they entail a CPT dynam-
ics this is anyway very close to the purely Markovian regime
(weak non-Markovianity).
In this work we tackle the problem to derive a non-
Markovian ME by employing a suitably defined collision
model (CM) [19–26] of the system-bath interactions. This al-
lows us to identify a new class of MEs featuring two attractive
properties that rarely hold simultaneously. First, they uncon-
ditionally fulfill the CPT condition. Second, they nicely al-
low to interpolate between the purely Markovian regime and
the strongly non-Markovian situation where S is continuously
interacting with a low dimensional, hence non-forgetful, en-
vironment. Also, the model applies regardless of the dimen-
sionality of S and the form of the system-ancilla coupling.
We recall that in a conventional CM approach to open dy-
namics, the bath is modeled as a large collection of non-
interacting identical ancillas (each can be thought as a low-
dimensional system even though this is not necessary). By
hypothesis, S “collides” with each of these one at a time and,
importantly, is not allowed to interact more than once with a
given ancilla. Demonstrably, such a process gives rise to an
irreversible dynamics for S corresponding to a Lindblad-type
[1], i.e., Markovian, ME [22]. This can be expected since,
as stressed, at each step S comes into contact with a fresh
ancilla which is still in its initial state. Hence, there is no
way for the bath to keep track of the system’s past history.
Although they are somewhat fictitious, latest research is un-
veiling the potential of CMs as effective theoretical tools for
tackling open system dynamics [25, 26]. First, they are con-
ceptually intuitive, hence potentially easier to cope with: a
complex coupling to a large environment is decomposed as a
succession of elementary interactions with its subparts. A key
feature is that CMs lead to Lindblad-type MEs without de-
manding any approximation: in fact, only the passage to the
continuous limit is needed [22]. This is in contrast to standard
microscopic system-reservoir models [1], where Markovian-
ity must be somehow enforced through drastic assumptions
such as the requirement of small coupling and short enough
bath correlation time (Born-Markov approximation). Should
such a feature be maintained in a NM generalization of a CM,
2FIG. 1: (Color online) Sketch of the collisional model in the memo-
ryless case (a) and in the NM one (b). Only the first steps are shown.
The next ones are obtained through simple iteration.
this would be quite appealing: as stressed above, approxi-
mations and phenomenological assumptions can lead to un-
physical predictions. First progress along this line has been
made very recently [23, 25, 26]. In particular, Rybar et al.
[26] introduced a CM able to simulate any indivisible chan-
nel [1] (thus highly NM) when S is a single qubit [27], i.e.,
a two-level system. Memory was introduced by taking the
bath ancillas initially in a nontrivial quantum-correlated state,
whose form depends on the specific simulated channel. In the
present work we tackle the problem from a completely differ-
ent perspective: in line with physical intuition, we describe the
memory effects as arising directly from the internal dynamics
of the bath itself. Specifically, in the very spirit of standard
CMs, a natural memory mechanism to devise is adding inter-
ancillary (AA) collisions between next system-ancilla (SA)
ones. This way, quantum information received from S can be
conveyed across the bath and returned to S in next SA col-
lisions (information backflow). Here, we introduce a CM
with memory precisely built upon this idea. In the beginning
(see Fig. 1) S collides with ancilla 1. In standard (Marko-
vian) CMs, S -2 collision would then follow, then S -3 and so
on [see Fig. 1(a)]. This way, each ancilla would still be in the
initial state before colliding with S , thus fully “unaware” of
previous collisions. In contrast, as sketched in Fig. 1(b), we
assume that an extra AA collision between 1 and 2 occurs af-
ter S -1 but before S -2. Thereby, prior to its interaction with
S , ancilla 2 will now be in a perturbed state in which informa-
tion over past history of S is imprinted. The process proceeds
by mere iteration: once S -2 collision is over, a 2-3 interaction
follows, then S -3, 3-4 etc. Each collision, either SA or AA, is
described by a CPT quantum map affecting the DOFs of the
two involved particles. Specifically, without loss of general-
ity the SA collision involving the ith ancilla is defined as the
mapping σ → US i[σ] = ˆUS iσ ˆU†S i, with ˆUS i = e−i
ˆHS iτ being
a unitary operator which depends upon the collision time τ
and the interaction Hamiltonian ˆHS i (we set ~=1 throughout).
Instead, the AA collision involving the i-th and the (i + 1)-th
ancillas is defined in terms of a stochastic processSi+1,i which,
with probability p, exchanges their states or leaves the system
unaffected. Formally, this is described by the transformation
σ → Si+1,i[σ] = (1 − p) σ+p ˆS i+1,iσ ˆS i+1,i , (1)
where ˆS i+1,i is the swap operator [27] on ancillas i and i + 1.
As discussed in the last part of the manuscript, different AA
collisional mechanisms can be selected: the one in Eq. (1)
however has the advantage that it allows for a simple analyti-
cal treatment while perfectly capturing the idea of information
backflow mediated by the environment. Here, the parameter
p plays the role of a knob for tuning the bath memory. The
overall state of the system at the nth step of the evolution is
therefore given by
σn =
(
US n◦Sn,n−1◦ . . . ◦US 2◦S2,1◦US 1
) [σ0] , (2)
where “◦” represents the super-operator composition and will
be henceforth omitted and σ0 = ρ0 |0〉B〈0| is the system-bath
initial state [28] with ρ0 being the input density matrix of S
and |0〉B = |0〉1|0〉2 · · · the initial ancillary state [29]. Exploit-
ing the properties of the swap operator and the translational
symmetry of the environmental initial state, we find it useful
to cast Eq. (2) in a recursive form, where σn is expressed as
a sum of terms involving states {σm<n}. Specifically, for n≥2
we straightforwardly obtain [30]
σn= (1 − p)
n−1∑
j=1
p j−1U jS n [σn−j] + pn−1UnS n[σ0] , (3)
where now U jS n represents j consecutive applications of the
unitary gate US n, i.e., U jS n[σ]=e−i
ˆHS i jτσei ˆHS i jτ. Note that this
corresponds to a coherent interaction process between S and
the nth ancilla only, which continued for a time jτ. This and
the fact that in Eq. (3) each U jS n is applied to σn− j (with n
still in |0〉n) entail the attractive property that an expansion for
ρn=TrBσn similar to Eq. (3) holds. Tracing this over B indeed
yields
ρn= (1 − p)
n−1∑
j=1
p j−1E j[ρn−j]+pn−1En[ρ0] , (4)
where a transformation E j is a CPT map on S only defined in
terms of the unitary map U jS n and the initial bath state as
E j[ρ]=TrB
{
U
j
S n[ρ ⊗ |0〉B〈0|]
}
. (5)
Interestingly, the structure of Eq. (4) shares features with the
discrete model used by Shabani and Lidar [9] to derive their
ME (there, in particular, E j is the dynamical map in absence
of measurements performed on the bath). Two major differ-
ences occur, though. First, Eq. (4) cannot be written as a sin-
gle sum due to the missing (1−p) factor in the last term, which
in fact means that here we deal with a time-inhomogeneous
memory-kernel function (MKF). Second, map E j is in gen-
eral strongly NM: it describes the reduced dynamics of S for
a continuous coherent interaction between S and a single an-
cilla (e.g. once can think of two coupled spins periodically
exchanging an excitation). Indeed, as anticipated earlier, our
model interpolates between two extreme regimes depending
on the value of the probability p. When p= 0, AA collisions
3are absent [cf. Eq. (1)]: Eq. (4) reduces to ρn = E1[ρn−1] and
we retrieve a standard Markovian CM [19–22]. Quite differ-
ently, for p=1, Eq. (4) yields ρn=En[ρ0], i.e., S behaves as if
it interacts with a single ancilla all the time. This can be seen
by noting that for p=1 Eq. (1) reduces to a perfect swap: once
S has undergone a τ-long interaction with i, the final state of i
is fully transferred to i+1 (with i returning to |0〉i).
Our next goal is to work out the ME corresponding to
Eq. (4) in the continuous limit and then prove that (i) the
resulting equation is still capable to interpolate between the
two opposite limits depicted above and (ii) it unconditionally
satisfies the CPT condition. For this aim, we first subtract
from Eq. (4) the analogous identity for n−1. This gives rise
to an equation for the variation of ρn between two next steps
∆ρn=ρn−ρn−1, which reads
∆ρn = (1−p)
n−2∑
j=1
p j−1E j[∆ρn−j]+(1−p)pn−1En−1[ρ1]
+ ∆
(
pn−1En
)
[ρ0]. (6)
This can now be transformed into a differential equation for
the continuous time evolution of the system density matrix
ρ(t) by taking the limit of infinite collisions [n, j → ∞] while
sending the collision time to zero [i.e. τ → 0] in such a way
that the elapsed times t = nτ and t′ = jτ remain finite. Also,
when j becomes very large the probability p j of multiple AA
collisions clearly must not vanish. We thus set p = exp[−Γτ],
where Γ = −(log p)/τ is interpreted as the memory rate. We
require that, when τ→ 0, p approaches 1 in such a way that
Γ remains finite. This allows to express each power of p as
a decaying exponential p j = (p 1τ ) jτ = e−Γt′ . Note that in the
continuous limit τ should be far shorter than any characteristic
time, in particular Γ−1. This gives Γτ ≪ 1 and thus 1− p =
1−e−Γτ≃Γτ. Using this, the sum over j in Eq. (6) becomes a
time integral as τ→0. By identifying∆ρn/τ→ ρ˙(t) =dρ(t)/dt,
after a few straightforward steps [30] we end up with the ME
ρ˙(t) = Γ
∫ t
0
dt′e−Γt′ E(t′) [ρ˙(t − t′)] + e−Γt ˙E(t)[ρ0] , (7)
where the CPT map E(t) is the continuous analogue of Eq. (5)
and the dot stands for the total derivative. This is an integro-
differential equation in ρ(t) featuring a history integral term
with an associated MKF Γe−Γt′ and, notably, a term ∼ρ0. The
latter, which stems from the formerly discussed inhomogene-
ity of the discrete MKF in Eq. (4), is a strong signature of NM
behavior. Indeed, in the limit where memory effects persist
indefinitely, i.e., Γ→0, it is the only term surviving in Eq. (7)
yielding ρ˙(t) → ˙E(t)[ρ0], i.e., ρ(t) →E(t)[ρ0] in full analogy
with the discrete model (we address the opposite limit Γ→∞
later on). Next, we derive the solution of Eq. (7) ρ(t)=Λ(t)[ρ0]
and prove that the dynamical map [1] Λ(t) is always CPT
[Λ(0)=I with I the identity superoperator]. Evidently, Λ(t)
obeys Eq. (7) under the formal replacement ρ→ Λ. By tak-
ing the Laplace transform (LT) of such equation, this is easily
solved as [30]
˜Λ(s) =
˜E(s + Γ)
I − Γ ˜E(s + Γ) , (8)
where ˜Λ(s) and ˜E(s) are the LTs of Λ(t) and E(t), respectively
[Eq. (8) is well-defined since the numerator and denominator
commute]. Expanding Eq. (8) in powers of Γ gives ˜Λ(s) =∑∞
k=1
[
˜E(s+Γ)
]k
Γk−1, whose inverse LT is
Λ(t)=L−1[ ˜Λ(s)](t) =
∞∑
k=1
Γk−1 L−1[ ˜Ek(s+Γ)](t) . (9)
Basic properties of LT allow to immediately calculate the in-
verse LT within braces as [30]
L−1[ ˜Ek(s+Γ)] = e−Γt
∫ t
0
dt1
∫ t1
0
dt2 ···
∫ tk−2
0
dtk−1
× E(tk−1)E(tk−2−tk−1) ···E(t−t1). (10)
We have thus expressed Λ(t) as a weighted series of mul-
tiple auto-convolutions of the CPT map E(t). The inte-
grand in Eq. (10) is evidently a composition of CPT E maps,
hence it is CPT itself. Therefore, we see that the dynami-
cal map Eq. (9) is in fact a combination of CPT maps with
positive weights [factors Γk−1 and e−Γt in Eqs. (9) and (10)
are all positive]. This proves the complete positivity of map
Λ(t). Moreover, the state obtained by applying the inte-
grand in Eq. (10) (a CPT map as discussed) to ρ0 has ev-
idently unitary trace. As is easily checked [30], this en-
tails Tr {Λ(t)[ρ0]} = 1. We conclude that, since E(t) is CPT,
Λ(t) is CPT. The last remaining task is to prove that, in line
with Eq. (4) for p = 0, the Markovian behavior arises from
Eq. (7) for Γ→ ∞. Indeed, Eq. (7) is such that for Γ large
enough we can approximate E(t) ≃ I+F t, where F = ˙E(0).
Under LT, this becomes ˜E(s) = 1/(s+Γ)+F /(s+Γ)2, which
once plugged into Eq. (8) and in the limit of Γ → ∞ yields
˜Λ(s) = (s+Γ+F )/[s2+Γ(s−F )]
∣∣∣
Γ→∞
= 1/(s−F ). By trans-
forming back, we end up with Λ(t) = eF t entailing that the
semigroup property is fulfilled and thus, necessarily, F is a
Lindbladian superoperator [1] with Eq. (7) reducing to the
Lindblad-form ρ˙(t)=F [ρ]. It is worth noticing that a Marko-
vian dynamics can also be generated from (7) for a finite Γ,
by properly choosing the integral generator map E(t). In-
deed, if one assume E(t) = eF t, then Λ(t) = eF t is the exact
solution of Eq. (7) for any Γ: in other words, the mapping
E(t) → Λ(t) induced by (8) is transparent for dynamical semi-
groups. This seems reasonable: no information can propagate
through AA collisions if each SA collision is already forget-
ful. This further marks the difference from the Shabani-Lidar
ME [9] where the fact that Λ(t)= eF t is not a solution in that
context is exploited in a perturbative way to deliver the con-
clusions, and strengthens the importance of the last term in
Eq. (7). Also note that our ME agrees with the general form
predicted by Nakajima and Zwanzig [1] provided that the cor-
responding t−t′-dependent memory-kernel superoperator ex-
hibits a discontinuity at t= t′
4Eq. (7) can be easily expressed in a form where the time inte-
gral involves ρ(t−t′) instead of ρ˙(t−t′)].
To test the predictive power of our approach, we consider
the dynamics of a two-level atom [whose ground (excited)
state is denoted by |0〉S (|1〉S )] coupled to a continuum of
electromagnetic modes in the rotating-wave approximation
[1]. The case in which the field spectral density J(ω) is a
Lorentzian centered on the atomic frequency can be solved
exactly [31], which makes it a useful benchmark to assess
the effectiveness of a ME [12]. This solution can be ex-
pressed in terms of an amplitude damping channel (ADC)
[27] as ρ(t) = AG(t)[ρ0], where Aη[ρ0] = 1− p|η|2 |0〉S 〈0|+
p|η|2 |1〉S 〈1|+{r η |0〉S 〈1|+H.c.} is the general form of an ADC
(p and r are the atom’s initial populations and coherences).
Specifically [1], G(t) = e−λ/2t[cosh(dt/2) + λ/d sinh(dt/2)]
with d =
√
λ2−2γ0λ. Here, λ measures the width of J(ω),
while γ0 is related to the strength of the coupling [1]. For
λ ≫ γ0, J(ω) becomes about flat and G(t) → e−γ0/2t: the
atom undergoes standard spontaneous emission at a rate γ0
and ρ˙ → L[ρ], namely the Markovian regime occurs (L is
the usual zero-temperature atomic Lindbladian [1] with asso-
ciated rate γ0). For λ < γ0/2, instead, damped oscillations
take place as a signature of non-Markovianity. In particular,
in the regime λ ≪ γ0, G(t) ≃ e−λtcos(Ωt) with Ω =
√
γ0λ/2
showing that the atom undergoes damped Rabi oscillations
at a rate Ω due to its coupling to the cavity protected mode.
For vanishing λ (ideal cavity with infinite quality factor) we
would thus obtainAG(t)[ρ0] ≃ Acos(Ωt)[ρ0]. This strongly sug-
gests to regard the cavity protected mode as a generic ancilla
in our CM framework and thus set E(t) ≡ Acos(Ωt) and, ad-
ditionally, Γ ≡ λ. Indeed, we have shown earlier that if Γ,
namely λ, vanishes, the system behaves as if interacting all
the time with a single ancilla, namely the protected mode. On
the other hand, we have seen that when Γ is very large (Marko-
vian limit) at each collision the system interacts with a fresh
ancilla still in the initial state. Note that even this case can be
viewed as an effective single-ancilla process if one supposes
such ancilla to be reset to its initial state between two next
collisions with S . Correspondingly, in the atom-field model,
for very large λ the cavity quality factor is very low: the leak-
age of the protected mode is so effective that at any time –
not only at the beginning – the atom in fact “sees” such mode
in its vacuum state. With the above settings [E(t) ≡ Acos(Ωt)
and Γ ≡ λ] the dynamical map Λ(t) can be calculated ex-
actly through Eqs. (8)–(10). In Fig. 2, we display the time
behavior of the atomic excitation, i.e., the excited-state pop-
ulation, and coherences (normalized to the respective initial
values) as given by the exact solution and our CM. For com-
parison, we also report the corresponding functions predicted
by the memory-kernel MEs ρ˙ = L
∫
dt′k(t′)ρ(t− t′) [8] and
ρ˙ = L
∫
dt′k(t′)eLt′ρ(t− t′) [9] for k(t′) = λe−λt′ , to which we
will refer as phenomenological and Shabani-Lidar MEs, re-
spectively (a similar comparison was carried out in Ref. [12]).
For large λ (compared to γ0) the Markovian regime occurs:
all the models basically yield the same purely exponential be-
FIG. 2: (Color online) Open dynamics of a two-level atom in con-
tact with a bath of Lorentzian spectral density centered at the atomic
frequency. Panels (a)-(c) [(d)-(f)] show the excited state population
(coherences) against the rescaled time λt predicted by the exact so-
lution (black solid line), our CM (blue dashed), the Shabani-Lidar
ME (red dotted) and the phenomenological ME (green dot-dashed)
for different values of γ0/λ. All the plotted quantities are normalized
to the respective initial values.
havior [see Figs. 2(a) and (d)]. As λ becomes low, significant
deviations arise. The Shabani-Lidar model keeps predicting
exponential decays [cf. Figs. 2(b),(c),(e) and (f)] in contrast to
the damped oscillations predicted by the exact solution. The
phenomenological ME predicts coherences matching the ex-
act solution [cf. Figs. 2(e) and (f)], however positivity is dras-
tically violated [8, 12] [see Figs. 2(b) and (c)]. Our ME Eq. (7)
yields a substantial improvement on both the above models.
As the phenomenological ME, it accurately reproduces the
exact coherences [see Figs. 2(e) and (f)]. Quite differently,
though, it does not break positivity [see Figs. 2(b) and (c)] in
line with our general proof. The latter feature is shared with
the Shabani-Lidar ME. Yet, unlike this, the CM captures the
physics of the process far better: damped oscillations for pop-
ulations rather close to the exact ones are predicted (the dis-
crepancy decreases as λ/γ0→0). Note that, while in Figs. 2(b)
and (c) the minima of the exact solution are zero, the corre-
sponding CM minima are small but strictly positive. This is
most likely to stem from the incoherent mixture of the iden-
tity and swap operator entering Eq. (1). If this is replaced by a
coherent sum (in which case every AA collision becomes uni-
tary) a regime featuring damped oscillations with zero minima
indeed occurs [32].
To summarize, we have introduced a NM microscopic CM,
where the bath memory is added dynamically through simple
inclusion of inter-ancillary collisions each modeled as a CPT
swapping operation. The model interpolates between two ex-
treme situations: a fully Markovian regime (retrieving a stan-
dard CM) and a strongly NM one (corresponding to the con-
tinuous interaction of the system with a single ancilla). The
continuous limit gives rise to a ME which was proven to be un-
conditionally CPT. To test the effectiveness of our approach,
we have applied it to an atom coupled to a bath of modes
featuring a Lorentzian spectral density and compared the out-
comes with the analytical solution and two popular memory-
kernel MEs. While all the advantageous features of such MEs
5simultaneously occur in ours, this in addition succeeds to cap-
ture distinctive traits of the NM dynamics.
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Supplementary Material
In this Supplementary Material, we supply some technical
details related to the derivation of some properties discussed
the paper’s main text.
DERIVATION OF EQ. (3)
Map Si+1,i is given by Eq. (1). By definition, ˆS i+1,i swaps
the states of i and (i+ 1), hence it transforms each ˆUS i as
ˆS i+1,i ˆUS i ˆS i+1,i = ˆUS ,i+1 (we recall that ˆS †i j ≡ ˆS i j). Equiva-
lently, ˆS i+1,i ˆUS i = ˆUS ,i+1 ˆS i+1,i: a swap operator on the left
of a ˆU-type one can jump to the right side provided that
the ancillary index of ˆU is increased by one unity. By con-
struction, σ2 = US 2S21[σ1], i.e., σ2 = (1− p) ˆUS 2 σ1 ˆU†S 2 +
p ˆUS 2 ˆS 21( ˆUS 1 σ0 ˆU†S 1) ˆS 21 ˆU†S 2, where we have replaced (only
in the latter term) σ1 = ˆUS 1 σ0 ˆU†S 1 [see Fig. 1(b)]. Oper-
ator ˆUS 1 can be eliminated as follows. We use ˆS 21 ˆUS 1 =
ˆUS ,2 ˆS 21 alongside ˆS 21σ0 = ρ0 ˆS 21|0〉B〈0| ≡ σ0. This yields
σ2= (1− p) ˆUS 2 σ1 ˆU†S 2+p ˆU2S 2 σ0
(
ˆU†S 2
)2
, which indeed corre-
sponds to Eq. (3) in the main text for n=2.
The arbitrary-n case can be proven by induction as fol-
lows. By construction, σn+1 = US ,n+1Sn+1,n[σn] = (1 −
p) ˆUS ,n+1 σn ˆU†S ,n+1+ p ˆUS ,n+1 ˆS n+1,nσn ˆS n+1,n ˆU†S ,n+1. By replac-
ing Eq. (3) in the second term and using ˆS n+1,n ˆUsn =
ˆUs,n+1 ˆS n+1,n along with ˆS n+1,nσn− j = σn− j for j ≥ 1, we end
up with Eq. (3) for n→n+1.
DERIVATION OF EQ. (7)
When Eq. (6) in MT is divided by τ and by using the lim-
iting expressions discussed in the main text, the terms on the
right-hand side in the continuous limit take the form
c2
∑n−2
j=1 s
2( j−1)E j
[
ρn−j−ρn−1−j
]
τ
≃Γ
∫ t
0
dt′e−Γt′E(t′)
[
dρ(t−t′)
d(t−t′)
]
∆(s2(n−1)En)
τ
[ρ0]=
(s2(n−1)En−s2(n−2)En−1)
τ
[ρ0]
≃
e−Γ(t+2τ)Et+τ−e−Γ(t+τ)E(t)
τ
[ρ0]=
d
dt
(
e−ΓtE(t)
)
[ρ0]
c2s2(n−1)En−1
τ
[ρ1]≃Γe−ΓtE(t) [ρ0]
whereas the left-hand side of Eq. (6) in MT clearly reduces to
the time derivative of ρ(t). Using these, Eq. (7) is immediately
obtained.
DERIVATION OF ˜Λ(s)
By replacing ρ(t) = Λ(t)[ρ0] in MT’s Eq. (7) and using that
ρ0 is arbitrary, the equation obeyed by Λ(t) tuns out to be
˙Λ(t) = Γ
∫ t
0
dt′ exp[−Γt′] E(t′) ˙Λ(t − t′) + exp[−Γt] ˙E(t) (11)
in addition to the requirement Λ(0)=I. Upon Laplace trans-
form (LT), the equation becomes
s ˜Λ(s)−I=Γ ˜E(s + Γ)[s ˜Λ(s)−I]+(s+ Γ) ˜E(s + Γ) − I (12)
where for s complex the LT is defined as
˜F(s)=L [F(t)](s)=
∫ ∞
0
dt e−stF(t) (13)
and we have used E(0)=I (see main text).
By rearranging terms in Eq. (12)
[I − Γ ˜E(s + Γ)][s ˜Λ(s) − I] = (s + Γ) ˜E(s + Γ) − I , (14)
and hence
s [I − Γ ˜E(s + Γ)] ˜Λ(s) = s ˜E(s + Γ) . (15)
By simplifying s on both terms and introducing the inverse of
I − Γ ˜E(s + Γ) we end up with Eq. (8).
EXPANSION OF Λ(t)
The inverse LT of ˜E(s + Γ) is L−1[ ˜E(s + Γ)] = e−ΓtE(t).
Thereby, from a basic property of LT, the inverse transform of
˜E2(s+Γ) is the auto-convolution of e−ΓtE(t), which reads
L−1[ ˜E2(s + Γ)] =
∫ t
0
dt′
[
e−Γt
′
E(t′)
] [
e−Γ(t−t
′)E(t−t′)
]
= e−Γt
∫ t
0
dt′E(t′)E(t−t′) . (16)
The inverse LT of ˜E3(s+Γ) can be calculated as the convolution
between Eq. (16) and L−1[ ˜E(s + Γ)]=E(t), which yields
L−1[ ˜E3(s+Γ)]=e−Γt
∫ t
0
dt1
∫ t1
0
dt2 E(t2)E(t1−t2)E(t−t1) . (17)
Eq. (10) in MT, i.e., the case corresponding to ˜Ek(s+Γ) for
arbitrary k, then follows by mere induction.
TRACE PRESERVATION OF Λ(t)
As discussed in the main text, the integrand in MT’s
Eq. (10) is a CPT map and thus, once applied to ρ0, it yields a
state having unitary trace (clearly, Trρ0=1). Hence,
Tr {Λ(t)[ρ0]} =
∞∑
k=1
Γk−1 Tr
{
e−Γt
∫ t
0
dt1
∫ t1
0
dt2 ···
∫ tk−2
0
dtk−1
}
= e−Γt
∞∑
k=1
Γk−1
tk−1
(k−1)! =e
−ΓteΓt=1 . (18)
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