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A NOTE ON HOMOLOGY OVER FUNCTOR CATEGORIES
GED COROB COOK
Abstract. It is known that, for C an abelian category and I small, the functor
category CI is again abelian; thus we can do homology in such categories, and
examine how it relates to homology in C itself. However, there does not seem
to be any good reference collecting these ideas together. This article seeks to
fill the gap by showing that homology in CI behaves as one would expect.
Introduction
Functor categories arise in many situations in the wild. By the Yoneda lemma,
for example, every locally small category I has a full, faithful functor into SetI .
Indeed, the categories of presheaves on topological spaces arise in this way. A more
concrete example is given by the category of left G-sets, for a group G: this can be
identified with SetG.
As stated in the abstract, given an abelian category C, we want to be able to
use homology in the functor category CI , which is again abelian by [4, Functor
Categories 1.6.4], and compare it to homology in C. Given the ubiquity of such
categories, one might expect to find some research on the subject. Indeed, work has
been done for specific categories I: the Bredon cohomology of a group, for example,
works in the category of functors from the orbit category OFG to the category of
R-modules for some ring R, where G is a group, F a family of subgroups, and
OFG is the category of G-spaces of the form G/H , H ∈ F, with G-maps between
them. A simpler example is ordinary cohomology over a ring R: thinking of G as
a category with one object, whose morphisms are left-multiplication by elements
of G, the category of R[G]-modules consists of functors from G to the category of
R-modules. In addition it is worth mentioning that R-modules themselves can be
thought of as functors from R to Ab, the category of abelian groups, except that in
this case R and the functors must be enriched over Ab – in the language of modules,
this ensures that scalar multiplication distributes over addition in R.
On the other hand, there are basic facts which we can establish even without
knowing anything about I. It is surprising that this has not been done before.
However, we have been unable to find it anywhere, and thus we hope to give a
good reference for future applications in homology theory. In particular, such a
reference is needed for the author’s forthcoming work, [2].
So, in Section 1, we define functor categories and show some basic properties, in
particular that functors F : C → D induce functors F I : CI → DI , before looking
specifically at functor categories over abelian categories, and showing in Lemma 1.9
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that there is a nice way of characterising exact sequences in such categories. This
section is foundational: a lot of it can be found in [3, Section 2.1].
In Section 2 we apply this framework to the derived functors of additive functors
between abelian categories. We show that the functors CI → DI induced by the
derived functors of F form a homological δ-functor, and are naturally isomorphic
to the derived functors of F I . Moreover, we show that there is a Grothendieck
spectral sequence of such derived functors.
Finally, in Section 3 we consider the situation of bifunctors F I×J : CI ×DJ →
EI×J where C,D and E are abelian categories. In the case where, for example, C
has enough projectives but D does not, a little more care is needed to show the
existence of long exact sequences in both variables.
1. Functor Categories
Given a category C and a small category I, one can construct a category whose
objects are the functors I → C, and whose morphisms are the natural transfor-
mations between these functors. Such a category is called a functor category, and
written CI .
We can think of objects in CI as diagrams in C, that is, pairs
({Ai ∈ ob(C) : i ∈ ob(I)}, {(αij : Ai → Aj) ∈ mor(C) : (i→ j) ∈ mor(I)}).
When it is clear, we may write ({Ai}, {αij}) or just {Ai} for this. Similarly, a
morphism
f : ({Ai}, {αij})→ ({Bi}, {βij})
in CI consists of a set {f i : i ∈ I} of morphisms in C such that for all i, j ∈ I the
square
Ai
fi
//
αij

Bi
βij

Aj
fj
// Bj
commutes. When it is clear, we may write {f i : i ∈ I}, or just {f i}, for f . We call
the Ais the components of {Ai} and the f is the components of f .
Observe that we get an ith projection functor pii : CI → C for each i ∈ I, which
takes the ith component of objects and morphisms in CI .
Lemma 1.1. For each morphism i → j in I, we define γij : pii → pij to be a col-
lection of morphisms γijA in C, for A ∈ C
I , where γijA : pi
i(A) → pij(A) is just the
morphism Ai → Aj between the components of A. Then γij is a natural transfor-
mation.
Proof. Given a morphism f : A→ B in CI , we need to check the square
Ai
fi
//
γ
ij
A

Bi
γ
ij
B

Aj
fj
// Bj
commutes. But this is just saying that f is a morphism, so we are done. 
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In this paper, I will always be a small category.
Suppose now that F : C → D is a functor between categories C and D. For a
morphism
f : ({Ai}, {αij})→ ({Bi}, {βij})
in CI , we have that
{F (f i)} : ({F (Ai)}, {F (αij)})→ ({F (Bi)}, {F (βij)})
is a morphism in DI because the square
Ai
fi
//
αij

Bi
βij

Aj
fj
// Bj
commutes, so
F (Ai)
F (fi)
//
F (αij)

F (Bi)
F (βij)

F (Aj)
F (fj)
// F (Bj)
does too. It is clear from the definition that composition of morphisms is preserved
by this. Thus we get the following results.
Proposition 1.2. Define F I : CI → DI by the maps
({Ai}, {αij}) 7→ ({F (Ai)}, {F (αij)})
and
(({Ai}, {αij})→ ({Bi}, {βij})) 7→
(({F (Ai)}, {F (αij)})→ ({F (Bi)}, {F (βij)})).
Then F I is a functor, which we call the exponent of F by I.
Lemma 1.3. Given functors F,G : C → D and a natural transformation η : F →
G, we get a natural transformation
ηI : F I → GI ,
where, for each A ∈ CI ,
ηIA : F
I(A)→ GI(A)
is the map with ith component
ηAi : F (A
i)→ G(Ai).
Proof. To show that each ηIA is a morphism inD
I , we need to check that the squares
F (Ai)
η
Ai
//
F (αij)

G(Ai)
G(αij)

F (Aj)
η
Aj
// G(Aj)
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commute, which holds because η is a natural transformation. To show ηI is a
natural transformation, it remains to show that, for a morphism f : A→ B in CI ,
the squares
F I(A)
F I (f)
//
ηIA

F I(B)
ηIB

GI(A)
GI(f)
// GI(B)
commute; it suffices to show that each component commutes, which is just another
application of the naturality of η. 
Given a categories C,D, and a functor F : C → DI , we will frequently write F i
for the composite piiF .
Lemma 1.4. Given functors F,G : C → DI and a natural transformation η : F →
G, we get a natural transformation
ηi : F i → Gi,
where, for each A ∈ C,
ηiA : F
i(A)→ Gi(A)
is the ith component of
ηA : F (A)→ G(A).
Proof. Similar to the previous lemmas. 
A preadditive category is a category enriched over the category Ab of abelian
groups; that is, one in which every set of morphism mor(A,B) is an abelian group,
such that composition of morphisms is distributive over addition. In other words, a
morphism B → B′ induces a group homomorphism mor(A,B)→ mor(A,B′), and
a morphism A′ → A induces a group homomorphism mor(A,B) → mor(A′, B).
Over preadditive categories we can define additive functors: functors F enriched
over Ab, so that mor(A,B)→ mor(F (A), F (B)) is a group homomorphism.
An additive category is a preadditive category that has a zero object (that is, an
object that is both terminal and initial in its category) and pairwise products. It
can be shown that this implies the pairwise products are also pairwise coproducts,
so we call these biproducts. Over additive categories we can define kernels and
cokernels of morphisms; see [4, Appendix A] again.
An abelian category is an additive category such that every morphism has a
kernel and a cokernel, every monomorphism is the kernel of its cokernel, and every
epimorphism is the cokernel of its kernel. Examples of abelian categories include
the category of abelian groups, and the category of R-modules for a ring R. In
abelian categories we can talk about chain complexes, i.e. sequences
· · · → A2
f2
−→ A1
f1
−→ A0 → · · ·
such that fi−1fi = 0 for each i, and exact sequences, i.e. chain complexes such that
im(fi) = ker(fi−1) for each i.
Lemma 1.5. If C is a preadditive category, so is CI .
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Proof. Suppose
f, g : ({Ai}, {αij})→ ({Bi}, {βij})
are two morphisms in CI . We define
f + g : ({Ai}, {αij})→ ({Bi}, {βij})
by (f + g)i = f i + gi. For this to be a morphism, we need the squares
Ai
(f+g)i
//
αij

Bi
βij

Aj
(f+g)j
// Bj
to commute. Now
βij(f + g)i = βijf i + βijgi = f jαij + gjαij = (f + g)jαij ,
as required.
Write ei for the homomorphism Ai → Bi which is the identity in HomC(A
i, Bi).
Consider the square
Ai
ei
//
αij

Bi
βij

Aj
ej
// Bj .
Since composition distributes over addition in C, it follows that ejαij and βijei are
both the identity of HomC(A
i, Bj), so this square commutes. Hence e = {ei} is
a morphism in CI , and for any other morphism f : {Ai} → {Bi} in CI , e + f =
{ei + f i} = {f i} = f , and similarly f + e = f , so e is an identity element in
HomCI ({A
i}, {Bi}).
One can show the existence of inverses similarly. Thus CI is preadditive. 
Lemma 1.6. Suppose C and D are preadditive categories and F : C → D is addi-
tive. Then F I is additive.
Proof. Let f, g be morphisms {Ai} → {Bi} in CI . Then
F I(f + g) = {F (f i + gi)} = {F (f i)}+ {F (gi)} = F I(f) + F I(g).
Similarly for the other conditions. 
Lemma 1.7. Suppose C is a preadditive category. Then pii : CI → C is additive.
Proof. pii(f + g) = (f + g)i = f i + gi = pii(f) + pii(g). 
From now on, we will assume that our categories C and D are abelian (see [4,
Appendix A.4] for definitions) – note that abelian categories are a fortiori pread-
ditive, so the previous results apply. It is known that CI is abelian (e.g. see [4,
Functor Categories 1.6.4]). We want to show that exact sequences in CI are just
sequences in CI which are exact at each component. To show this, we need a
preliminary lemma.
Lemma 1.8. Suppose A = ({Ai}, {αij}), B = ({Bi}, {βij}), and consider f : A→
B in CI .
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(i) The kernel ker(f) is the object ({ker(f i)}, {γij}) together with the morphism
g : ker(f)→ A, where gi is the canonical map ker(f i)→ Ai in C, and γij is
the (unique) morphism ker(f i) → ker(f j) given by the universal property of
ker(f j) in the diagram
ker(f i)
fi
//
γij

✤
✤
✤
Ai
αij

ker(f j)
fj
// Aj.
(ii) Similarly for coker(f).
Proof. We will prove (i), and leave it to the reader to check that ker(f) really is an
element of CI , that g really is a morphism, and that (ii) goes through in the same
way.
It is clear that
fg : ker(f)→ B
is the zero map, since (one may check) the zero element 0I of CI is the element
with all its components the zero element 0 of C, with identity morphisms between
them. Suppose we have a morphism
h : E = ({Ei}, {εij})→ A
such that fh = 0. By definition, to show that ({ker(f i)}, {γij}) is the kernel of f ,
we need to show that there is a unique
k : E → ({ker(f i)}, {γij})
such that h = gk. Now for each i ∈ I, f ihi = 0 in C, so again by definition of the
kernel there is some unique
ki : Ei → ker(f i)
such that hi = giki. To show that h factors through k = {ki}, we just need to
check that the squares
Ei
ki
//
εij

ker(f i)
γij

Ej
kj
// ker(f j)
commute. Then uniqueness follows from uniqueness of the ki.
To see this, note that
gjkjεij = hjεij = αijhi = αijgiki = gjγijki,
so, as gj is monic, it follows that kjεij = γijki. 
Now it is also known that, for a morphism f in an abelian category, im(f) =
ker ◦ coker(f): see [4, p. 425]. Therefore:
Lemma 1.9. Given a sequence L
f
−→M
g
−→ N in CI such that gf = 0,
it is exact at M iff the canonical map im(f)→ ker(g) is an isomorphism
iff the canonical map im(f i)→ ker(gi) is an isomorphism for all i
iff the sequence Li
fi
−→M i
gi
−→ N i is exact at M i for all i.
A NOTE ON HOMOLOGY OVER FUNCTOR CATEGORIES 7
2. Homological δ-functors
In view of the fact that, when C is abelian, CI is, it makes sense to compare
homological properties over the two. We will assume, for simplicity, that all functors
are covariant; dual statements follow by duality.
The following definition is taken from [4, Definition 2.1.1]. We say F is a homo-
logical δ-functor C → D if we have a collection of additive functors Fn : C → D
for n ∈ Z such that, for each short exact sequence 0→ L→M → N → 0 in C, we
have a morphism δn : Fn(N)→ Fn−1(L), satisfying the following conditions.
(i) The functors Fn are 0 for n < 0.
(ii) For each short exact sequence as above, there is a long exact sequence
· · ·Fn+1(N)
δn+1
−−−→ Fn(L)→ Fn(M)→ Fn(N)
δn−→ Fn−1(L)→ · · · .
(iii) For a morphism of short exact sequences
0 // L //
f

M //

N //
g

0
0 // L′ // M ′ // N ′ // 0,
we get commutative squares
Fn(N)
δn
//
Fn(g)

Fn−1(L)
Fn−1(f)

Fn(N
′)
δn
// Fn−1(L
′).
A morphism of homological δ-functors F → G is a collection of natural trans-
formations Fn → Gn that commute with the δn.
Suppose F is a homological δ-functor C → D. Then, as in Lemma 1.6, the
exponent functor F In : C
I → DI is additive for each n. Given a short exact sequence
0 → L → M → N → 0 in CI , for each i ∈ I we have a short exact sequence
0→ Li →M i → N i → 0 in C, and hence a map δn : Fn(N
i)→ Fn−1(L
i). To show
that we have a map δIn : F
I
n(N)→ F
I
n−1(L) whose components are the δn, we need
the commutativity of
Fn(N
i)
δn
//

Fn−1(L
i)

Fn(N
j)
δn
// Fn−1(L
j).
This holds by part (iii) of the definition of a δ-functor.
Proposition 2.1. The functors F In together with the maps δ
I
n form a homological
δ-functor from CI to DI , which we denote F I . Moreover, given homological δ-
functors F,G : C → D and a morphism η : F → G, we get a morphism ηI : F I →
GI .
Proof. It is clear that F In = 0 for n < 0. For each short exact sequence 0 → L →
M → N → 0, the exactness of the ith component at each i makes
· · · → F In+1(N)
δIn+1
−−−→ F In(L)→ F
I
n(M)→ F
I
n(N)
δIn−→ F In−1(L)→ · · ·
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exact, by the results of Lemma 1.9.
Finally, suppose we have a morphism of short exact sequences from 0 → L →
M → N → 0 to 0→ L′ →M ′ → N ′ → 0. To show the commutativity of
F In(N)
δIn
//

F In−1(L)

F In(N
′)
δIn
// F In−1(L
′),
we just need the commutativity of
Fn(N
i)
δn
//

Fn−1(L
i)

Fn(N
′i)
δn
// Fn−1(L
′i)
for each i: this holds by part (iii) of the definition of a δ-functor.
By Lemma 1.3, the natural transformations ηn give rise to natural transforma-
tions ηIn, so we just need to check the commutativity of
F In(N)
δIn
//
ηIn,N

F In−1(L)
ηIn−1,L

GIn(N)
εIn
// GIn−1(L),
which holds because each of its components commutes. 
Proposition 2.2. If F = {Fn} is a homological δ-functor C → D
I , then so is
F i = {F in} : C → D with the differentials δ
i
n, where, for a short exact sequence
0→ L→M → N → 0,
δin : F
i
n(N)→ F
i
n−1(L) is just the ith component of δn : Fn(N)→ Fn−1(L). More-
over, for each morphism i→ j in I, we get a morphism of δ-functors F i → F j.
Proof. By Lemma 1.7, each F in is an additive functor. By Lemma 1.9, taking the
ith component of a long exact sequence
· · ·Fn+1(N)
δn+1
−−−→ Fn(L)→ Fn(M)→ Fn(N)
δn−→ Fn−1(L)→ · · ·
in DI gives a long exact sequence
· · ·F in+1(N)
δin+1
−−−→ F in(L)→ F
i
n(M)→ F
i
n(N)
δin−→ F in−1(L)→ · · ·
in D. Also, taking the ith component of any commutative square
Fn(N)
δn
//

Fn−1(L)

Fn(N
′)
δn
// Fn−1(L
′)
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in DI gives a commutative square
F in(N)
δin
//

F in−1(L)

F in(N
′)
δin
// F in−1(L
′)
in D. Hence each Gi is a homological δ-functor.
By Lemma 1.1, we get natural transformations γijn : F
i
n → F
j
n for each n; for a
morphism of δ-functors, we need to show that the squares
F in(N)
δin
//
γijn

F in−1(L)
γ
ij
n−1

F jn(N)
δjn
// F jn−1(L)
commute. This holds because F is a homological δ-functor. 
Projective objects P in an abelian category C are defined by the following uni-
versal property: for any epimorphism f : M → N , and any morphism g : P → N ,
there is a morphism h : P →M such that g = fh. We say C has enough projectives
if for every object A in C there is an epimorphism P → A for some projective
P . In that case, we can take a projective resolution of A: namely, a sequence
· · · → P1 → P0 → 0 with every Pn projective such that · · · → P1 → P0 → A → 0
is exact.
In an abelian category C with enough projectives, if we are given an additive
functor F , we can define the left derived functors of F , LnF , in the following way:
for A ∈ C, take a projective resolution · · · → P1 → P0 → 0 of A, and then LnF (A)
is the nth homology group of the chain complex · · · → F (P1)→ F (P0)→ 0.
It is well known that each LnF (A) is well defined, and that the LnF form a
homological δ-functor: see [4, Lemma 2.4.1, Theorem 2.4.6].
A homological δ-functor F is called universal if, given another homological δ-
functor G and a natural transformation t : G0 → F0, there is a unique morphism
T = {tn} : G → F such that t0 = t ([4, Definition 2.1.4]). Suppose C has enough
projectives: then given an additive functor F : C → D, the LnF are universal by
[4, Theorem 2.4.7].
If the additive functor F is right-exact, one can show that F = L0F . When
F is not right-exact, it follows by universality that LnF is naturally isomorphic
to Ln(L0F ) for each n, so that we do not gain anything by considering the more
general situation.
Lemma 2.3. Suppose we are given a right-exact additive functor F : C → D,
and C and CI have enough projectives. Then there is a natural isomorphism
(LnF )
I → Ln(F
I), for each n, of functors CI → DI , which gives an isomorphism
of δ-functors.
Proof. Note that, since F is right-exact, by Lemma 1.9 F I is right-exact. So
(L0F )
I = L0(F
I) = F I and we get the identity (L0F )
I → L0(F
I). Now apply
the universal property of left derived functors to extend this to a morphism of δ-
functors (LnF )
I → Ln(F
I). Finally, note that each component of a projective in
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CI must be projective in C, since by Lemma 1.9 each component of an epimorphism
in CI must be an epimorphism in C. So by Lemma 1.9 again a projective resolution
of an object A in CI gives projective resolutions in C to each of its components Ai,
and hence (LnF )
i(A) = LnF (A
i), so (LnF )
I(A) = Ln(F
I)(A), as required. 
As a result of this, we will just write LnF
I for (LnF )
I in the case that C has
enough projectives, whether CI does or not.
We now give a standard result of homology: the Grothendieck spectral sequence.
For the proof, see [4, Theorem 5.8.3, Theorem 5.5.1]. Given a right-exact functor
F : C → D, where C has enough projectives, an object A of C is called F -acyclic
if LnF (A) = 0 for all n > 0.
Theorem 2.4. Suppose that C, D and E are abelian categories, and that C and
D have enough projectives. Suppose we have right-exact functors F : C → D and
G : D → E such that F sends projective objects of C to G-acyclic objects of D. Then
there is a convergent first quadrant homology spectral sequence for each A ∈ C:
E2pq = (LpG)(LqF )(A)⇒ Lp+q(GF )(A).
Moreover the convergence is natural in the sense that, given a morphism A → B,
the induced map
Lp+q(GF )(A)→ Lp+q(GF )(B)
is compatible with the induced map of spectral sequences
(LpG)(LqF )(A)→ (LpG)(LqF )(B).
Corollary 2.5. For C,D,E, F,G as before, I a small category and A ∈ CI , there
is a convergent first quadrant homology spectral sequence:
E2pq(A) = (LpG
I)(LqF
I)(A)⇒ Lp+q(GF )
I(A).
Moreover the convergence is natural in the sense that, given a morphism A → B,
the induced map Lp+q(GF )
I(A) → Lp+q(GF )
I(B) is compatible with the induced
map of spectral sequences (LpG
I)(LqF
I)(A)→ (LpG
I)(LqF
I)(B).
Proof. We have that each morphism Ai → Aj in C induces a morphism
Lp+q(GF )(A
i)→ Lp+q(GF )(A
j)
which is compatible with the induced morphisms
(LpG)(LqF )(A
i)→ (LpG)(LqF )(A
j).
In other words, giving each component Lp+q(GF )(A
i) of Lp+q(GF )
I(A) the filtra-
tion coming from applying Theorem 2.4 to Ai gives a filtration on Lp+q(GF )
I(A)
whose factors are (LpG
I)(LqF
I)(A), as they have ith component (LpG)(LqF )(A
i).
The second part is similar. 
All the results in Section 2 have duals coming from applying the results to
opposite categories, since the opposite category of an abelian category is itself
abelian. So we call the duals of projectives injectives, the duals of left derived
functors right derived functors, we get that right derived functors are couniversal
(i.e. satisfying the property dual to being universal), and we get a spectral sequence
using injectives instead of projectives.
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3. Homological Bifunctors
We now consider the case where C, D and E are abelian categories, C and D
have enough projectives, and F is a right-/right-exact additive bifunctor from C×D
to E (that is, F is right-exact in both variables), covariant in both variables. It
is not enough here to fix one variable and take derived functors in the other one:
we need long exact sequences in one variable to commute with morphisms in the
other. Again, the cases with F contravariant or C or D having enough injectives
are similar.
Following the construction of [1, V.3], we can take left derived functors Fn =
LnF : C ×D → E. The crucial result is [1, Proposition V.4.1], and we give here a
version of it, translated into covariance and left derived functors.
Remark 3.1. The proof in [1] is for categories of modules. The general result follows
directly from [4, Freyd-Mitchell Embedding Theorem 1.6.1].
Proposition 3.2. Suppose
0 // L //

M //

N //

0
0 // L′ // M ′ // N ′ // 0
is a morphism of short exact sequences in C, and A → B is a morphism in D.
Then we have a commutative diagram
· · ·
// Fn+1(N,A)
δn+1
//

Fn(L,A) //

Fn(M,A) //

Fn(N,A)
δn
//

Fn−1(L,A) //

· · ·
· · ·
// Fn+1(N
′, B)
δn+1
// Fn(L
′, B) // Fn(M
′, B) // Fn(N
′, B)
δn
// Fn−1(L
′, B) // · · ·
whose rows are exact. Similarly with the variables switched.
Note in addition that if, for all A ∈ C projective, F (A,−) : D → E is exact, then
the Fn are naturally isomorphic to the functors C ×D → E given by fixing some
B ∈ D and then taking the derived functors Ln(F (−, B)), by [1, Theorem V.8.1].
Similarly with the variables switched. So in this case, we can calculate the derived
functors of F just by taking a projective resolution in one variable.
Now, given a small category I, we define F In : (C×D)
I → EI to be the exponent
of Fn by I. We identify C
I ×D with the full subcategory of (C ×D)I = CI ×DI
consisting of objects whoseDI component is a ‘constant’ functor, that is, an element
ofDI all of whose components are the same, with identity morphisms between them.
This gives an additive functor F In : C
I ×D → EI . Repeating this construction, and
identifying (EI)J with EI×J , etc., we get a functor F I×Jn : C
I ×DJ → EI×J : the
main result of this section will be that the F I×Jn , together with the maps δ
I×J
n ,
satisfy conditions analogous to those of Proposition 3.2. Note that, since F is
right-/right-exact, by Lemma 1.9 F I is right-/right-exact.
Proposition 3.3. Suppose
0 // L //

M //

N //

0
0 // L′ // M ′ // N ′ // 0
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is a morphism of short exact sequences in CI , and suppose
f : ({Ai}, {αij})→ ({Bi}, {βij})
is a morphism in DJ . Then we have a commutative diagram
· · ·
// F I×J
n+1
(N,A)
δ
I×J
n+1
//

F I×Jn (L,A) //

F I×Jn (M,A) //

F I×Jn (N,A)
δ
I×J
n //

F I×J
n−1
(L,A) //

· · ·
· · ·
// F I×J
n+1
(N ′, B)
δ
I×J
n+1
// F I×Jn (L
′, B) // F I×Jn (M
′, B) // F I×Jn (N
′, B)
δ
I×J
n // F I×J
n−1
(L′, B) // · · ·
whose rows are exact. Similarly with the variables switched.
Proof. First we want to show that δI×Jn , the map F
I×J
n (N,A)→ F
I×J
n−1 (L,A) with
components given by the usual map δn : Fn(N
k, Ai) → Fn−1(L
k, Ai) coming from
the sequence 0 → Lk → Mk → Nk → 0, really is a morphism in EI×J . For this,
we need the squares
Fn(N
k, Ai)
δn
//
Fn(N
k,αij)

Fn−1(L
k, Ai)
Fn−1(L
k,αij)

Fn(N
l, Ai)
δn
// Fn−1(L
l, Ai)
to commute for all i, j, k, l. This follows immediately from Proposition 3.2.
Now, by Proposition 2.1, for each fixed Ai ∈ D, the sequence
· · · → F In+1(N,A
i)
δJn+1
−−−→ F In(L,A
i)→ F In(M,A
i)
→ F In(N,A
i)
δJn−→ F In−1(L,A
i)→ · · ·
is exact, and similarly for each Bi, so by Lemma 1.9, each row of our original
diagram is exact.
We know that the second and third squares commute by the functoriality of
F I×Jn . Finally, to show that
F I×Jn (N,A)
δI×Jn
//

F I×Jn−1 (L,A)

F I×Jn (N
′, B)
δI×Jn
// F I×Jn−1 (L
′, B)
commutes, we just need
Fn(N
k, Ai)
δn
//

Fn−1(L
k, Ai)

Fn(N
′k, Bi)
δn
// Fn−1(L
′k, Bi)
to commute for all i, k. This follows immediately from Proposition 3.2.
The result with the variables switched follows by symmetry, after observing that
(F In)
J = F I×Jn = (F
J
n )
I . 
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It will also be useful to consider the case where C has enough projectives but D
does not, as for example in the case where C = D, with enough projectives but not
enough injectives (or vice versa), E = Abop, and F is HomC(−,−
op)op : C×Cop →
Abop. In this case, we need an additional hypothesis: that our functor is exact in
the second variable whenever we take the first to be projective. Note this is satisfied
(by definition of projectivity) in the case of HomC(−,−
op)op.
We now assume that C, D and E are abelian categories, C has enough pro-
jectives, and F is a right-/right-exact additive bifunctor from C × D to E. In
particular, for each A ∈ D, we can take the left derived functors of F (−, A) to get
a universal homological δ-functor. We will write Fn(−, A) for Ln(F (−, A)); the
next proposition will show that the Fn(−,−) are in fact bifunctors C ×D → E.
Proposition 3.4. Suppose
0 // L //

M //

N //

0
0 // L′ // M ′ // N ′ // 0
is a morphism of short exact sequences in C, and A→ B is a morphism in D.
Then we have a commutative diagram
· · ·
// Fn+1(N,A)
δn+1
//

Fn(L,A) //

Fn(M,A) //

Fn(N,A)
δn
//

Fn−1(L,A) //

· · ·
· · ·
// Fn+1(N
′, B)
δn+1
// Fn(L
′, B) // Fn(M
′, B) // Fn(N
′, B)
δn
// Fn−1(L
′, B) // · · ·
whose rows are exact, as in Proposition 3.2. Suppose in addition that F (P,−)
is exact, for all P ∈ C projective. Then the proposition holds with the variables
switched, i.e. if
0 // L //

M //

N //

0
0 // L′ // M ′ // N ′ // 0
is a morphism of short exact sequences in D, and f : A→ B is a morphism in C,
then we get a commutative diagram
· · ·
// Fn+1(A,N)
δn+1
//

Fn(A,L) //

Fn(A,M) //

Fn(A,N)
δn
//

Fn−1(A,L) //

· · ·
· · ·
// Fn+1(B,N
′)
δn+1
// Fn(B,L
′) // Fn(B,M
′) // Fn(B,N
′)
δn
// Fn−1(B,L
′) // · · · .
Proof. In the first case, we can take projective resolutions L∗ of L and N∗ of N ; by
the Horseshoe Lemma ([4, Lemma 2.2.8]), we can construct a projective resolution
M∗ of M whose nth term is Ln ⊕Nn. So we get a commutative diagram of chain
complexes
0 // F (L∗, A) //

F (M∗, A) //

F (N∗, A) //

0
0 // F (L′
∗
, B) // F (M ′
∗
, B) // F (N ′
∗
, B) // 0
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whose rows are exact. Then the result follows by [4, Proposition 1.3.4]. In the
second case, take projective resolutions A∗ of A and B∗ of B. By the Comparison
Theorem ([4, Theorem 2.2.6]), f induces a unique map of chain complexes f∗ : A∗ →
B∗. Thus we get a commutative diagram of chain complexes
0 // F (A∗, L) //

F (A∗,M) //

F (A∗, N) //

0
0 // F (B∗, L
′) // F (B∗,M
′) // F (B∗, N
′) // 0
whose rows are exact by hypothesis (since F (P,−) is exact for P projective), and
the result follows as before. 
Proposition 3.5. Suppose
0 // L //

M //

N //

0
0 // L′ // M ′ // N ′ // 0
is a morphism of short exact sequences in CI , and A→ B is a morphism in DJ .
Then we have a commutative diagram
· · ·
// F I×J
n+1
(N,A)
δ
I×J
n+1
//

F I×Jn (L,A) //

F I×Jn (M,A) //

F I×Jn (N,A)
δ
I×J
n //

F I×J
n−1
(L,A) //

· · ·
· · ·
// F I×J
n+1
(N ′, B)
δ
I×J
n+1
// F I×Jn (L
′, B) // F I×Jn (M
′, B) // F I×Jn (N
′, B)
δ
I×J
n // F I×J
n−1
(L′, B) // · · ·
whose rows are exact, as in Proposition 3.3. Suppose in addition that F (P,−)
is exact, for all P ∈ C projective. Then the proposition holds with the variables
switched, i.e. if
0 // L //

M //

N //

0
0 // L′ // M ′ // N ′ // 0
is a morphism of short exact sequences in DJ , and A → B is a morphism in CI ,
then we get a commutative diagram
· · ·
// F I×J
n+1
(A,N)
δ
I×J
n+1
//

F I×Jn (A,L) //

F I×Jn (A,M) //

F I×Jn (A,N)
δ
I×J
n //

F I×J
n−1
(A,L) //

· · ·
· · ·
// F I×J
n+1
(B,N ′)
δ
I×J
n+1
// F I×Jn (B, L
′) // F I×Jn (B,M
′) // F I×Jn (B,N
′)
δ
I×J
n // F I×J
n−1
(B, L′) // · · · .
Proof. This follows from Proposition 3.4 in the same way that Proposition 3.2
follows from Proposition 3.3; one just needs to check the commutativity of certain
squares, which are immediate consequences of it. 
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