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Abstract
Multimedia-enabled mobile devices, such as camera phones, need to support multimedia se-
mantics with high quality of service (QoS) requirements under limited system resources such as
CPU time and battery energy. On the other hand, these mobile devices also provide new oppor-
tunity for QoS provisioning and energy saving due to the adaptive hardware and software com-
ponents. Researchers have therefore introduced adaptation into various system layers, ranging
from hardware to applications. Previous adaptation work often adapts only some layers or only
at coarse time granularity such as application entry or exit. We believe that to fully reap the ben-
efits of adaptation, it is necessary to take a cross-layer adaptation approach, in which all system
layers are adaptive and cooperate with each other in response to system changes at different time
granularity.
This thesis presents a novel operating system, called GRACE-OS, to support such cross-layer
adaptation in the operating system by coordinating the adaptation in different layers and enforcing
the coordinated decisions via energy-aware real-time scheduling. This thesis makes four major
contributions. First, we propose a hierarchical adaptation framework to coordinate adaptation in
different layers. This framework consists of global and internal adaptation. The former coordinates
all three layers in response to large system changes, while the latter adapts each individual layer
in response to small system changes. This two-level adaptation hierarchy achieves the benefits
of the cross-layer adaptation with acceptable overhead. Second, we extend traditional real-time
scheduling with another dimension, speed, for mobile devices with a variable-speed processor.
That is, the scheduler decides how fast to execute applications in addition to when to execute what
applications. This extended scheduling algorithm enables applications to operate at the coordinated
iii
quality level with minimum energy. Third, we develop a set of algorithms for internal adaptation in
the operating system and CPU hardware. These algorithms adjust the CPU speed to handle small
variations in application CPU demand. Their goal is to minimize the total power consumed by the
device while preserving the soft deadline guarantees. Finally, we develop a kernel-based profiling
technique to monitor the CPU usage of individual applications and predict their CPU demand for
both global and internal adaptation.
We have implemented GRACE-OS in the Linux kernel and evaluated it with adaptive Athlon
processor and adaptive video codec applications. Our experimental results show that GRACE-OS
efficiently trades off QoS for energy with acceptable overhead. In particular, compared to previous
systems that adapt only some system layers, GRACE-OS achieves the user-desired battery lifetime
and saves energy by up to 59% while providing better or the same multimedia quality. Compared
to previous systems that adapt only at coarse time granularity, GRACE-OS saves energy by 2% to
8.9% without affecting multimedia quality.
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The design and implementation of GRACE-OS, an energy-efficient mobile multimedia operat-
ing system, is motivated by the emergence of multimedia-enabled mobile devices, such as cam-
era phones, and their demands for supporting multimedia Quality of Service (QoS) under limited
system resources, especially battery energy. In this chapter, we introduce the motivation of our re-
search in mobile multimedia operating systems, discuss the challenging research problems, present
the major features and contributions of GRACE-OS. Finally, we outline the rest of the thesis.
1.1 Motivation
Battery-powered mobile devices are becoming increasingly important platforms for processing
multimedia data such as image, audio, and video. For example, we can already use a cell phone to
take and send pictures and use an iPAQ pocket PC to watch TV. Compared to conventional desktop
and server systems, such multimedia-enabled mobile systems need to save energy and hence extend
the battery life while supporting multimedia QoS requirements. There is a conflict in the design
goals for QoS provisioning and energy saving. For QoS provisioning, system resources often need
to provide high performance, typically resulting in high energy consumption. For energy saving,
system resources should consume low energy. As a result, the operating system of mobile devices
needs to manage resources in QoS- and energy-aware manner and provides the flexibility to trade
off QoS and energy based on the user’s preferences.
1
1.1.1 What Is Available
Although the requirement of high QoS and low energy is challenging, now it becomes achiev-
able due to the strong advances in the adaptable system layers, ranging from hardware to appli-
cations. First, system resources are being designed with the ability to trade off performance for
energy. For example, mobile processors on the market today (such as Intel Pentium-M [51], AMD
Athlon [5], and Transmeta Crusoe [98]) can already change the speed and power at runtime. Sec-
ond, multimedia applications can gracefully adapt to resource changes while keeping the user’s
perceptual quality meaningful. That is, multimedia applications allow a tradeoff between out-
put quality and resource demands. Finally, the operating system can also provide flexible resource
management to support the tradeoff between QoS and resource demands or to balance the demands
on different resources (e.g., CPU time and network bandwidth).
Based on the observation of adaptability, researchers have proposed adaptation approaches
to address the high QoS and low energy challenge in mobile devices. Adaptation can happen
in different layers from hardware to operating system to applications1. The hardware adaptation
dynamically reconfigures hardware resources such as the processor to save energy while providing
the requested resource service and performance [15, 45, 49, 53, 59, 102]. The operating system
adaptation changes the policies of allocation and scheduling in response to application and resource
variations [11, 34, 60, 75, 106, 110]. The application layer adaptation, possibly with the support of
the operating system or middleware, changes the QoS parameters such as rate to trade off output
quality for resource usage or to balance usage of different resources [41, 47, 61, 72, 78, 91].
The above adaptation approaches have been shown to be effective for both QoS provisioning
and energy saving. However, most of them adapt only a single layer or two joint layers (e.g., the
operating system and applications [31, 89] or the operating system and hardware [68, 83, 87]), as
shown in Figure 1.1-(a).
1There is also a lot of research on adaptation in the network protocols [56, 55, 6]. In this thesis, however, we
focus on three layers: hardware, operating system, and applications, in stand-alone mobile devices. Furthermore, we



























(a) Single- or two-layer adaptation
Figure 1.1: Adaptation in various system layers: previous work adapts one or two layers at a time
(a), while we consider coordinated cross-layer adaptation (b).
1.1.2 What Is Missing
We argue that to trade off QoS for energy more efficiently, we should consider cross-layer
adaptation, in which all layers adapt together in a coordinated manner, as shown in Figure 1.1-(b).
The cross-layer adaptation is not a simple combination of the above adaptation techniques, as they
exist in individual layers. There are at least four reasons:
1. Independent adaptive layers that are unaware of each other may result in adaptation conflicts
or miss system-wide optimization opportunities. For example, when the CPU slows down to
save energy, applications may increase their CPU demand.
2. Independent adaptations in various layers may cause instability (i.e., large fluctuation) of
multimedia quality, which is annoying to the end user. For example, when an MPEG player
adapts by increasing its frame rate, the total CPU demand correspondingly increases. This
increase will trigger hardware adaptation to speed up the CPU. Such a hardware adaptation
may result in more CPU resource available, and consequently may trigger the MPEG player
to increase its frame rate again.
3. Various runtime scenarios require different adaptation objectives. For example, we may
need to coordinate all layers to maximize application quality when resources are sufficient
and minimize energy consumption when the battery is low. These adaptation objectives can
be achieved only through a coordinated cross-layer coordination.
4. Adaptations in different layers have different benefits and cost. As a result, we need to trigger
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different adaptations to balance the benefits and cost. For example, the operating system can
adapt CPU allocation with low overhead to handle a small variation in application CPU
demand. When the CPU is heavily overloaded, however, applications may need to degrade
their quality and CPU demand.
Hence, if all adaptive layers deploy adaptation techniques simultaneously, we need to consider
carefully their integration and coordination. In particular, there are two research problems: First,
how to design each adaptive system layer. Second, given all adaptive layers, how to coordinate
their adaptation for a system-wide optimization such as maximizing multimedia quality under the
CPU and energy constraints.
1.2 GRACE-OS: An Energy-Efficient Multimedia OS
To address the problem of adapting multiple system layers together, the Illinois GRACE (Global
Resource Adaptation through CoopEration) project is developing a cross-layer adaptation frame-
work for mobile devices that primarily run multimedia applications. In the GRACE framework, all
adaptive layers cooperate with each other to trade off QoS for energy based on the user’s prefer-
ences, such as maximizing multimedia quality or achieving a desired battery life [4, 109]. GRACE
is a multi-disciplinary project with members from different areas such as architecture, operating
system, network, and coding.
In this thesis, we focus on the operating system of the GRACE framework. The operating
system plays a key role in the cross-layer adaptation since it coordinates the adaptation of all
layers based on the system-wide states, such as application requirements and resource availability,
and adapts the process scheduling in the operating system layer. We next describe the research
challenges addressed by GRACE-OS, give the overview of the solution of GRACE-OS, and present
the major contributions made by GRACE-OS.
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1.2.1 Research Problems
The operating system of mobile devices needs to manage resources in a QoS- and energy-aware
manner. In particular, to enable the tradeoff between QoS and energy in a cross-layer adaptive
system, the operating system needs to address the following two challenging problems:
 How to coordinate multiple layers at different time granularity. As discussed above, most
of previous adaptation approaches consider only a single layer or two joint layers. More
recently, some groups have also proposed cross-layer adaptation approaches [75, 79, 82, 90].
These related approaches, however, adapt only at coarse time granularity, e.g., when an
application joins or leaves the system. To fully exploit the benefits of adaptation, we need to
adapt multiple layers to system changes at different time granularity.
 How to schedule applications when the hardware resources dynamically change. Soft real-
time scheduling is a common mechanism, typically with predictable resource allocation such
as proportional sharing and reservation, to support multimedia QoS [20, 23, 29, 40, 76, 54,
88, 25]. Previous scheduling algorithms, however, often assume that the hardware resources
are static (e.g., the CPU runs at a constant speed). The adaptive hardware brings new chal-
lenges for real-time scheduling, e.g., how to allocate and enforce processing time when the
CPU speed changes dynamically.
1.2.2 Solution Overview
To address the above two challenges, we develop a novel mobile multimedia operating system,
called GRACE-OS. GRACE-OS currently manages the CPU and energy resources and is being
extended to manage other resources such as network bandwidth. To enable the tradeoff between
QoS and energy, GRACE-OS adapts the CPU frequency and voltage in the hardware layer, pro-
cess scheduling in the operating system layer, and multimedia quality in the application layer.
By integrating and coordinating all these adaptations together, GRACE-OS solves the above two
challenging problems as follows:
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 To answer the first question on how to coordinate the adaptation in multiple layers at dif-
ferent time scales, GRACE-OS employs a global and internal adaptation hierarchy. Global
adaptation coordinates the CPU hardware, operating system, and application layers together
in response to large variations (such as application entry or exit) at coarse time granularity.
The goal of global adaptation is to achieve user-specified system-wide optimization such as
maximizing current multimedia quality (e.g., when recording an important video) or achiev-
ing a desired battery lifetime (e.g., when watching a two-hour movie).
On the other hand, internal adaptation adapts a single layer to small variations at fine gran-
ularity, e.g., when an MPEG decoder changes CPU demand for different frames. Internal
adaptation enables each layer to enforce the globally coordinated QoS with minimum energy.
Limited within a single layer, internal adaptation may miss the system-wide optimization,
but incurs much lower overhead than global adaptation. By combining global and internal
adaptation together, GRACE-OS can achieve the benefits of the cross-layer adaptation with
acceptable overhead.
 To answer the second question on how to schedule applications on dynamic CPU hardware,
GRACE-OS extends traditional real-time CPU scheduling by adding another dimension—
speed. That is, the scheduler decides what speed to execute applications in addition to when
to execute what applications. This extended scheduling algorithm provides flexibility for
enforcing the coordinated allocation when the CPU speed changes dynamically and adapting
the speed to handle small variations without affecting multimedia quality.
GRACE-OS makes these scheduling decisions based on the soft real-time CPU demand of
multimedia applications and the total power consumed by the device at different CPU speeds.
Multimedia applications present soft real-time resource demands: On one hand, unlike hard
real-time applications, multimedia applications require only statistical performance guaran-
tees (e.g., meeting 96% of deadlines). On the other hand, unlike best-effort applications,
if multimedia applications complete a job (e.g., a video frame decoding) by deadline, the
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actual completion time does not matter from the QoS perspective. The soft real-time nature
of multimedia applications provides an opportunity to save energy without degrading QoS
significantly.
1.2.3 Major Contributions
The major contributions of GRACE-OS are as follows:
 Hierarchical adaptation framework. GRACE-OS provides a hierarchical framework to
integrate and coordinate the adaptation in different system layers of mobile devices to trade
off multimedia quality against energy. This hierarchical framework consists of global and
internal adaptation, balancing the benefits and cost of the cross-layer adaptation. Global
adaptation coordinates all three layers in response to large system changes such as appli-
cation entry and exit. The operating system performs the global coordination to achieve
a system-wide optimization based on the user’s preferences, e.g., maximizing multimedia
quality under the CPU and energy constraints.
Internal adaptation adapts each individual layer in response to small system changes. The
operating system also monitors the system states, such as application CPU usage, and trig-
gers internal adaptation in individual layers. GRACE-OS develops a set of algorithms for the
integrated internal adaptation in the CPU hardware and operating system. These algorithms
adjust the CPU speed to handle small variations in the CPU usage of individual applications.
In doing so, GRACE-OS minimizes energy while enabling applications to operate at the
globally coordinated quality level.
 Speed-aware soft real-time scheduling. Unlike previous real-time scheduling algorithms
that often assume a constant CPU speed, GRACE-OS provides a soft real-time scheduling
service to support multimedia QoS requirements on a variable-speed CPU. In particular, we
extend traditional real-time scheduling with another dimension, speed, for mobile devices
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with a variable-speed processor. That is, the scheduler decides how fast to execute applica-
tions in addition to when to execute what applications. This extended scheduling algorithm
provides soft deadline guarantees to multimedia applications and provides flexibility for in-
ternal adaptation to change the CPU speed without affecting multimedia quality.
 Kernel-based profiling and prediction. GRACE-OS provides a kernel-based profiling
technique to monitor the CPU usage of individual applications and uses a histogram-based
algorithm to predict the probability distribution of cycle demand of individual applications.
The demand distribution is used for both global and internal adaptation. First, the global
adaptation allocates each application cycles based on its demand distribution, rather than the
worst-case demand. This differs from most previous work that assumes known CPU demand
but does not specifically address how to determine the demand. Second, the internal adapta-
tion adjusts the CPU speed based on the demand distribution of each application to minimize
energy while not affecting multimedia quality.
 Implementation and case study. We have implemented GRACE-OS in the Linux kernel
and a prototype of the GRACE cross-layer adaptive system with adaptive CPU and video
codecs. To the best of our knowledge, GRACE is the first real system that coordinates the
adaptation in the CPU hardware, operating system, and application layers. The GRACE
prototype is a concrete case study of a generic cross-layer adaptation framework, where
many components and parameters at each layer can adapt. The investigation of this prototype
shows the impact of cross-layer adaptation on QoS and energy and justifies our hierarchical
adaptation approach.
Our experimental results show that GRACE-OS efficiently trades off QoS against energy
based on the user’s preferences with acceptable overhead. Specifically, compared to previous
systems that adapt only some system layers, GRACE-OS’s global adaptation achieves the
user-desired battery lifetime and saves energy by up to 59% while providing better or the
same multimedia quality. Compared to previous systems that adapt only at coarse time
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granularity, GRACE-OS’s internal adaptation saves energy by 2% to 8.9% without affecting
multimedia quality.
1.3 Thesis Organization
The rest of the thesis is organized as follows. Chapter 2 introduces the models of adaptive CPU
and multimedia applications, as well as system changes GRACE-OS adapts to. Chapter 3 presents
an overview of the GRACE cross-layer adaptive system and describes the role of the operating sys-
tem in the GRACE system. Chapter 4 and 5 discuss the two major operations, global and internal
adaptation, of GRACE-OS. In particular, Chapter 4 presents the global coordination problem for
a system-wide optimization, shows that the coordination problem is NP hard, and describes how
to heuristically solve the NP hard coordination problem. Chapter 5 introduces an energy-aware
soft real-time scheduling algorithm, which enforces the coordinated allocation on a variable-speed
CPU, motivates the need to handle small variations in the CPU usage of applications, and presents
a set of internal adaptation algorithms in the CPU hardware and operating system. Chapters 6
and 7 present the implementation and experimental results of GRACE-OS, respectively. Chapter 8





GRACE-OS manages CPU and energy resources for a cross-layer adaptive system. This
chapter introduces adaptive models in the hardware, operating system, and application layers for
GRACE-OS. In particular, we discuss what knobs we can tune in each layer to trade off QoS and
energy. We then describe changes in mobile systems; these changes trigger the cross-layer adapta-
tion. It is important to stress that although GRACE-OS is currently built on these specific models,
it can be extended to support other adaptive models such as adaptive architecture [49] and network
protocols [6, 56]. Such an extension is a part of our future work.
2.1 CPU Frequency and Voltage Adaptation
In the hardware layer, we consider mobile devices with a single adaptive CPU that supports
multiple speeds (frequencies), ff1;    ; fKg, trading off performance for energy. We currently
focus on reducing CPU energy for two reasons: First, the CPU is one of the highest energy con-
sumers in our target stand-alone mobile devices. For example, we measured energy consumption
of a laptop and found that the CPU consumes 15% to 52% of the total energy, depending on the
application workload. Second, mobile processors on the market today (e.g., Intel Pentium-M [51],
AMD Athlon [5], and Transemta Crusoe [98]) allow software, typically the operating system, to
change the speed through the Advanced Configuration and Power Interface (ACPI) standard [26],
thereby enabling a cross-layer system control.
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In general, there are two approaches to reduce CPU energy consumption. The first one is dy-
namic power management (DPM) [15], which puts the idle processor into the lower-power sleep
state. The second approach is dynamic frequency/voltage scaling (DVS) [81], which lowers the
operating speed and voltage of the active processor. DPM, however, is not suitable for our tar-
geted multimedia applications, which access the CPU periodically. As a result, the idle interval
in each period is often shorter than the wake-up time (e.g., 160 milliseconds for StrongARM SA-
1100 [15]); so the processor cannot be put into the sleep state in the short idle intervals. We
therefore consider only the DVS approach in this thesis. The basic idea behind DVS is as follows.
The CPU power consumption typically consists of three major parts: the dynamic power, short
circuit power, and leakage power, as shown follows:
C  f  V 2| {z }
dynamic power
+ V  Isc| {z }
short circuit power
+ V  Ileak| {z }
leakage power
(2.1)
where C is the loading capacitance, f is the speed, V is the voltage, Isc is the short circuit current,
and Ileak is the leakage current [24]. When the speed decreases, the CPU can operate at a lower
voltage and thus reduce its power. Further, the CPU power is generally a convex function of the
speed. Consequently, the CPU energy (i.e., the product of the power and time) also decreases as
the speed decreases even at the cost of longer execution time. In particular, for ideal processors,
we assume that their power is dominated by the dynamic power and the voltage is proportional to
the speed; that is, the CPU power is proportional to the cube of the speed.
The above assumptions may not hold for some mobile processors such as Intel Pentium-M and
AMD Athlon, whose power is not proportional to the cube of the speed. Furthermore, a lower
speed may increase the energy consumption of other resources such as memory and display. For
example, when the CPU operates at a lower speed, an application needs to run for a longer time;
consequently, it needs to use the memory for a longer time, often increasing the memory energy.
Since our goal is to save the total energy of the whole device, we are more interested in the total
power of the device. In general, the relationship between the speed f and the total device power
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Table 2.1: Speed-power relationship for an HP N5470 laptop.
Speed f (MHz) 300 500 600 700 800 1000
Power p(f) (Watt) 22.25 25.84 28.24 31.05 35.44 39.06
p(f) can be obtained via measurements. For example, we used an Agilent 54621A oscilloscope
to measure the power of an HP Pavilion N5470 laptop at different CPU speeds, and Table 2.1
shows the results. Without loss of generality, we assume that the total power decreases as the CPU
speed decreases. Otherwise, we will never run the CPU at the speed that consumes more power
but provides lower performance than another speed.
2.2 Application Quality Adaptation
We consider each process or thread in a multimedia application as a periodic task1 that manip-
ulates media streams, e.g., decodes video frames periodically. Each task consumes CPU resource
and generates an output to other tasks or the end user. Adaptive tasks can trade off output quality
for CPU demand [19, 89]. Unlike best-effort tasks such as TCP communication, multimedia tasks
often adapt in a discrete manner and hence support a discrete set of QoS levels, fq1; :::; qmg. For
example, an audio encoder can change the sample rate, and a multi-layered video player can de-
code different number of layers. The QoS levels may correspond to the sample rate for the audio
encoder and the decoded layers for the video player.
Utility functions are a flexible tool to capture task adaptation behavior and are commonly used
in previous literature to optimize QoS among multiple tasks [19, 62, 82, 89]. In this thesis, we
also use utility, u(q), to measure the perceptual quality at a QoS level from the user’s point of
view. In general, utility definition is user-specific; e.g., different users may perceive different
quality for the same task running at the same QoS level. Some objective or subjective assessment
techniques [57, 69, 74] are helpful to define the utility from the user’s point of view. Note that
1Although not explicit in this task model, we can handle aperiodic tasks such as best-effort and interactive appli-
cations with a periodic server [28, 106].
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this thesis focuses on the quality levels with different utility and CPU demand. Applications may
change quality finely around these quality levels without affecting utility [91]. Such changes can
be handled by applications internally, which is oblivious to the operating system.
Since we target to mobile devices that are often user-centric, we assume that the user defines
utility functions for each task and normalizes utility among different tasks. Consequently, we use
total utility to measure the overall quality of all concurrent tasks. Specifically, if there are n tasks




The utility functions may also change overtime, e.g, when the user changes his/her focus of
concurrent applications. This can also be handled by the GRACE cross-layer adaptation frame-
work, but requires the user’s interaction, which is out of the scope of this thesis.
2.3 Operating System Allocation Adaptation
To provide a certain output quality, each periodic task releases a job (e.g., a frame decoding)
every period. The released job has a soft deadline, typically defined as the end of the period, and
consumes a certain amount of CPU cycles during its execution. By soft deadline, we mean that
the job should, but does not have to, complete by this time. In other words, a job may miss its
deadlines. Multimedia tasks need to meet some percent of job deadlines since they present soft
real-time performance requirements.
More formally, for each QoS level of a task, we represent its corresponding CPU demand by a
triple-tuple (; P; C):
 Statistical performance requirement  denotes the probability that a task should meet job
deadlines; e.g., if  = 0:96, then the task needs to meet 96% of deadlines. In general, the ap-
plication developer or user can specify the parameter , based on application characteristics
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(e.g., audio streams have a higher  than videos) or user preferences (e.g., a user may tolerate
some deadline misses when the CPU is overloaded or when the battery energy is low).
 Period P is the minimum interval of consecutive job release [65]. The period of a task can
be directly calculated from its application QoS level q, given, e.g., by the parameter ‘rate’,
via the equation P (q) = 1
rate
.
 Statistical cycle demand C is the number of cycles the task demands to meet its statistical
performance requirement. For example, if an MPEG decoder has  = 0:96 and 96% of
its frame decoding needs less than 5  106 cycles, then its parameter C is 5  106. We
assume that the number of cycles demanded by a job is roughly constant for different speeds.
This assumption holds for typical multimedia applications since the number of cycles they
spend on memory stalls is often small and the remaining CPU performance scales with CPU
speed [70, 48]. If the number of cycles demanded by a job changes largely with the speed,
e.g., due to cache [93], we can use an average number of cycles at different speeds as the
parameter C.
In general, the statistical cycle demand of a task is in between its average and worst-case de-
mand. We characterize task cycle demand based on the statistical, rather than the worst-case,
demand for two reasons. First, it is difficult to precisely estimate the worst-case demand of
multimedia tasks, because several low-level operating system mechanisms (e.g., caching and
interrupts) and semantics of multimedia content (e.g., scene changes in MPEG video) intro-
duce an uncertainty in task execution. The statistical cycle demand, however, can typically
be predicted via online or off-line profiling [67, 99, 107] and is often stable across the pro-
cessed stream. Second, allocating cycles based on the statistical demand of individual tasks




When we put the adaptive CPU, operating system, and application models together, we get a
cross-layer adaptation problem, as shown in Figure 2.1. Specifically, we need to tune the CPU
speed in the hardware layer, the QoS level for each task in the application layer, and the CPU
allocation for each task in the operating system layer. The major problem addressed in this thesis
is given these adaptation parameters, how to adapt them in a coordinated manner.











Figure 2.1: Cross-layer adaptation: Integrating the adaptation of CPU speed, operating system
allocation, and multimedia quality.
2.5 Adaptation Triggers
At runtime, mobile multimedia systems must adapt to system or application changes. There
can be several reasons for a change in resource demands and/or resource availability, serving as
triggers for adaptation. In GRACE-OS, we consider follows2:
2Other adaptation triggers include, for example, changes of context, user preference, and wireless network band-
width. As a part of our future work, we will consider these triggers.
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 Changes in manipulated media streams which cause fluctuation of CPU usage, e.g., changes
of MPEG frame type (I, P, B) or scene changes.
 Joining and leaving of multimedia tasks which cause large changes in total CPU demand.
 Low energy availability; i.e., when the battery of the mobile device cannot last for the desired
lifetime at the current rate of energy consumption. The desired lifetime is the time until
which the battery needs to last without recharging. This is often known by the user of a
mobile device (e.g., the time length of a flight or a lecture presentation) [35, 27].
All the above adaptation triggers represent a change in resource availability and/or demand,
but may occur at different time scales. Changes of the first type may happen frequently in a short-
term (e.g., in tens of milliseconds or per-job) or in the medium-term (e.g., in several seconds or
across multiple jobs for a scene change). In contrast, changes of the second and third types occur




GRACE-OS is done as a part of the Illinois GRACE project, which is developing a cross-
layer adaptation framework for mobile multimedia systems [4]. In the GRACE framework, all
system layers, ranging from hardware to applications, are adaptive and cooperate with each other
to achieve a system-wide optimization, such as maximizing multimedia utility under the constraints
of CPU time and battery energy. The operating system is responsible for coordinating all adaptive
layers; in particular, it allocates applications resources and enforces the allocation for the system-
wide optimization.
In this chapter, we briefly introduce the GRACE system as the background of GRACE-OS. We
then describe the role of the operating system in GRACE and present the architecture of GRACE-
OS. In the next two chapters, we will describe GRACE-OS in more detail.
3.1 Background— The GRACE System
Our target systems are multimedia-enabled mobile devices such as camera phones. Such mo-
bile systems present both new challenges and new opportunities. New challenges arise because
these multimedia-centric devices need to support multimedia QoS and save battery energy at the
same time. There is an inherent conflict behind these two design goals. On one hand, for QoS
support, system resources such as the CPU should provide high performance, typically resulting in
high power consumption. On the other hand, for energy saving, however, system resources should
17
consume low power, often operating at low performance.
New opportunities lie in the adaptability of the hardware and software components of mobile
devices. First, hardware resources are being designed with the ability to trade off performance
for energy. For example, mobile processors, such as Intel Pentium-M [51], AMD Athlon [5],
and Transmeta Crusoe [98], can already change the operating speed and power consumption at
runtime. Second, multimedia applications require soft real-time performance guarantees and can
gracefully adapt performance and resource demands based on the available resources. Finally, the
operating system and network protocols can also provide flexible resource management, e.g., by
using different scheduling policies or by trading off CPU time for network bandwidth.
Based on the above two observations, namely, new challenges and new opportunities, re-
searchers have introduced QoS- and energy-aware adaptation into various system layers, such
as hardware [45, 49, 53, 59, 102], operating system [11, 34, 60, 75, 106, 110], network proto-
cols [56, 55, 6], and applications [41, 47, 61, 72, 78, 91]. These adaptation techniques have been
shown to be effective for both QoS provisioning and energy saving. However, most of the prior
adaptation work focuses on adapting a single layer or two joint layers at a time.
We believe that a key to meeting the challenges of our target mobile systems is to design all sys-
tem layers with an ability to adapt in response to system changes. Further, to reap the full benefits
of these adaptations, all system layers must cooperate with each other to determine a system-wide
globally optimal configuration. The Illinois GRACE— Global Resource Adaptation through Co-
opEration— project is designing such a cross-layer adaptive system [4]. Figure 3.1 captures the
vision of the GRACE project. Figure 3.1-(a) shows the current systems with mostly fixed and iso-
lated system layers. Figure 3.1-(b) shows the vision where all system layers cooperatively adapt
as a community to trade off QoS for energy based on the user’s preferences, such as maximizing
multimedia QoS or achieving a desired battery life.
Currently, the GRACE system considers adaptation in the hardware layer for the CPU (e.g.,
voltage and frequency scaling and architecture adaptations) and wireless interface card (e.g., adapt-

























(a) Current Layered Adaptation (b) GRACE Cross-Layer Adaptation
Figure 3.1: The GRACE approach to trade off QoS for energy: Moving from fixed isolated adaptive
layers a cross-layer adaptive system.
ARQ, FEC, or a hybrid for reliability), the CPU and the network scheduler in the operating sys-
tem (adapting CPU and bandwidth allocation), and multimedia applications (e.g., changing video
encoding algorithm to trade off computation, communication, and energy). We next describe the
architecture and major operations of GRACE for coordinating the above adaptations.
3.1.1 GRACE Architecture
A key challenge in a cross-layer adaptive system is to enable the global communication among
different layers while preserving the existing independence of different layers. In particular, the
design of the GRACE system has the following two goals:
1. GRACE must perform the cross-layer optimization without exposing implementation inter-
nals of a layer to other layers. That is, the coordinator is only responsible for setting a global
contract among different layers (e.g., the utility each task should provide and the perfor-
mance the CPU should provide). The coordinator does not care how an optimal configuration
is reached within individual layers (e.g., how a task provides the coordinated utility).
2. GRACE must localize adaptation decisions specific to a layer within that layer. That is, each
layer adapts internally without the knowledge of the internals of other layers. Each layer is
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Figure 3.2: Architecture of the GRACE system: Each individual layer has a specific adaptor and
monitor; the coordinator mediates the adaptation of all layers based their monitored information.
For example, the CPU can internally adapt its speed and architecture such as instruction
window size to minimize energy while providing the coordinated performance.
To meet the above design goals, we modularize the adaptation of each individual layer. Fig-
ure 3.2 shows the architecture of the GRACE system, where the coordinator mediates the adapta-
tion of all layers and each layer has a monitor and adaptor specific to that layer. We next describe
each component in the architecture:
 Monitors. Each layer has a specific monitor, which measures the resource availability (e.g.,
residual energy and available network bandwidth) or resource usage (e.g., power consump-
tion of the wireless interface card and a task’s CPU and bandwidth demands).
 Adaptors. Each layer has an internal adaptor, which tunes the operating parameters of the
corresponding layer (e.g., the speed for the CPU and the QoS parameters such as rate for a
multimedia task).
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 Coordinator. There is one coordinator in the system. The coordinator is responsible for
coordinating the adaptation of all adaptive layers to achieve a system-wide optimization.
The coordinator makes the coordination based on information monitored in each layer— the
QoS levels of each task, the operating states and power of the CPU and wireless interface
card, and the available battery energy.
The coordinator is implemented as part of the operating system since the operating system
has the access to full knowledge of the system states, such as resource availability and appli-
cation requirements, and hence can make the system-wide decisions.
 Schedulers. The CPU and network schedulers schedule multimedia tasks to share the CPU
and network resources. They enforce the global coordination to let tasks provide the utility
expected by the coordinator and let hardware resources consume energy expected by the
coordinator.
3.1.2 Adaptation Hierarchy
Three key questions in a cross-layer adaptive system are what layers to adapt, when to adapt
them, and how to adapt them. An ideal cross-layer adaptive system would adapt all system layers
together upon any changes in the system. In this way, it can always find a system-wide optimiza-
tion. In practice, however, such an ideal system is infeasible since it would incur unacceptably
large overhead. For example, consider that the CPU architecture may have tens to hundreds of
possible configurations and an adaptive video encoder may use tens of possible encoding algo-
rithms. Exploring all the combinations of the hardware and software configurations is expensive
or even impossible. One approach to reducing reduce the overhead is to adapt locally within each
individual layer. This approach, however, may result in poor or even conflicting configurations in
different layers since each layer is unaware of other adaptive layers.
It is therefore important to balance between the scope and temporal granularity of adaptation in
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Figure 3.3: Hierarchical adaptation: GRACE uses three levels of adaptation with different scope
and temporal granularity.
performs expensive global adaptations occasionally and limited-scope but inexpensive adaptations
frequently. The purpose of the adaptation hierarchy is to achieve most of the benefits of cross-layer
adaptation with acceptable overhead.
Specifically, GRACE identifies and supports three levels of adaptation, which increasingly
adapt at finer scope and temporal granularity (Figure 3.3):
 Global adaptation adapts all system layers in response to large system changes (e.g., when a
task joins or leaves the system).
 Per-application adaptation adapts a multimedia task and other system layers when the task
starts a new job.
 Internal adaptation adapts only a single system layer, possibly at a granularity finer than a
job (e.g., every packet in the network or every scheduling slice in the scheduler).
Both global and per-application adaptations are cross-layer adaptation and are performed by the
coordinator. However, the coordinator invokes them at different time granularity and makes de-
cisions based on different information. Specifically, global adaptation is based on the long-term
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Table 3.1: Summary of global, per-application, and internal adaptations in GRACE.
Adaptation what layers when how
Global all layers upon large changes cross-layer multi-application coordination
Per-application all layers start of a job cross-layer single-application coordination
Internal single layer upon small changes enforcing coordinated decisions
prediction of the resource availability and demands, while per-application adaptation is based on
the short-term (i.e., the next job) prediction.
Table 3.1 summarizes the answers of the three adaptations to the key questions in cross-layer
adaptation. In combination, the three levels of adaptation are able to respond to all types of changes
in resource demands and resource availability in mobile devices. We next describe the three adap-
tation in more detail.
Global Adaptation. Global adaptation coordinates all system layers. Its goal is to allocate system
resources (CPU time, network bandwidth, and energy) among all tasks for a system-wide opti-
mization such as maximizing the total utility of all tasks under the CPU and bandwidth constraints
or achieving a desired battery lifetime. As a result, global adaptation happens when the resources
need to be reallocated in response to large system changes such as task entry or exit.
The coordinator in the operating system performs the resource allocation by comparing the
combinations of all possible configurations of the different system layers and choosing the combi-
nations that achieve the system-wide optimization. By doing so, the coordination defines the utility
and resource allocation for each task and the performance and power consumption of the hardware
resources. This is a global contract among all layers, which must be respect by the subsequent
internal adaptations.
The long time interval between global adaptations, however, implies its configuration choices
could be sub-optimal in short time intervals. The reason is that the long-term resource predictions
are based on average statistical behavior and hence may not be accurate for short-term variations
between the interval of global adaptations. As a result, the consequent configuration choices may
not be optimal due to the small variations. The per-application and internal adaptations compensate
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for this sub-optimality as discussed next.
Per-Application Adaptation. Per-application adaptation is invoked when a task starts a new job.
At this time, there is more accurate information about the task’s resource demand than available to
the global adaptation (e.g., the resource demand for the next job is well correlated to the demand of
the last few jobs, and hence can be derived by maintaining limited history). Similarly, information
on currently available resources is also more accurate. As a result, at the start of a job, a more
informed choice can be made for the job. However, it is infeasible to perform a global adaptation
at the start of each job based on the more accurate information since the overhead may be too large.
Therefore, the per-application adaptation does not attempt to reallocate resources among different
tasks. Instead, it only adapts the current task and other system layers and tries to minimize energy
during the job execution while providing the utility expected by the global adaptation.
It may be possible for the per-application adaptation to increase the utility for the next job;
however, we do not allow this since it could potentially introduce rapid fluctuations in the quality
of the multimedia stream, which could be annoying to the user.
Internal Adaptation. Internal adaptation adapts a single layer to enforce the coordinated contract
in response to small and frequent changes (e.g., when a task changes the CPU demand for different
jobs). Since internal adaptation does not need to consider a cross-product of configurations of
different layers, it is significantly more efficient and can potentially be invoked at a very fine time
granularity. Internal adaptation is useful in many ways.
 First, recall that CPU and network bandwidth allocations are made globally assuming an
average resource demand for each job. However, a given job of a task may underrun or
overrun these allocations. The wireless channel quality may also change temporarily. In
response to such variations, the CPU and network schedulers can adapt by redistributing the
CPU and bandwidth allocation more optimally. For example, if a job underruns, the CPU
scheduler can distribute its residual time to overrunning jobs of other tasks.
 Second, internal adaptation can respond to variations in resource usage and resource avail-
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ability that occur within a given job. For example, different parts of the job may use different
function units of the CPU. Under-utilized units could be deactivated for saving energy, while
providing the requested CPU performance.
 Third, during the process of global and per-application adaptation, a system layer may apply
an internal adaptation process to determine its minimal energy configuration. This can sig-
nificantly reduce the overhead of the cross-layer adaptation. In particular, internal adaptation
allows each system layer to locally integrate the effect of any intra-job internal adaptations;
exposing those adaptations to the global or per-application adaptation would expose the in-
ternals of the individual layers.
3.2 Overview of GRACE-OS
In the previous section, we described the GRACE cross-layer adaptive system. While it is im-
portant to design each system layer to be adaptive, this thesis focuses on how the operating system
supports the cross-layer adaptation given the adaptability of each layer. In particular, we design,
implement, and evaluate a novel operating system, called GRACE-OS, for the GRACE cross-layer
adaptive system. GRACE-OS coordinates the adaptation of the CPU speed in the hardware layer,
CPU scheduling in the operating system layer, and multimedia quality in the application layer. We
next describe the roles of the operating system in the GRACE system and present the architecture
of GRACE-OS.
3.2.1 Operating System Roles in GRACE
From the operating system point of view, the cross-layer adaptation is an extended scheduling
problem. In particular, given the adaptability of the CPU hardware and multimedia tasks, the
operating system needs to decide what QoS level for each task (i.e., application adaptation) and
what execution speed for each task (i.e., CPU adaptation) in addition to when to execute what tasks,
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which is often determined by the traditional scheduling algorithm. By making these decisions,
the operating system seeks to trade off QoS for energy based on the user’s preferences such as
maximizing the current QoS or achieving a desired battery life.
To make these decisions, GRACE-OS plays the following roles in the GRACE cross-layer
adaptive system:
1. Coordinator. GRACE-OS coordinates all system layers to determine a system-wide optimal
configuration during the global adaptation. It decides the coordinated QoS level for each task
in the application layer, the coordinated CPU allocation for each task in the operating system
layer, the coordinated CPU speed and power int the hardware layer.
2. Real-time Scheduler. GRACE-OS enforces the global coordination to enable each task to
provide the coordinated QoS. This enforcement includes two steps, predictable CPU alloca-
tion and scheduling. Unlike previous scheduling algorithms, GRACE-OS needs to perform
the scheduling on a variable-speed processor.
3. Battery and Task Monitors. GRACE-OS monitors the residual energy of the battery. It
also monitors the runtime CPU usage and performance (e.g., the deadline miss ratio) each
individual task. This monitoring are used for two purposes. First, multimedia tasks can use
the monitoring to determine their CPU demand for each QoS level. Second, the operating
system can trigger internal or global adaptation based on the monitored status.
4. Scheduling and Speed Adaptor. GRACE-OS performs internal adaptation in the operating
system and hardware layers to handle small changes in the system. The purpose of these two
internal adaptations is to enable each task to provide the utility expected by the coordinator
with minimum energy.
Note that we put the CPU speed adaptor into the operating system, rather than the hard-
ware layer, since GRACE-OS needs to minimize CPU energy without affecting application
performance. So, the speed adaption is tightly integrated with real-time scheduling in the op-
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erating system. In the rest of this thesis, we use internal adaptation to indicate the integrated
adaptation in the operating system and hardware layers unless specified otherwise.
3.2.2 The GRACE-OS Architecture
Figure 3.4 illustrates the architecture of GRACE-OS, which includes four major components
mentioned above. In particular, the monitor observes the energy availability and provides the
CPU demand of individual tasks to the coordinator and scheduler. The coordinator makes global
adaptation to determine the QoS level for each task in the application layer, the CPU allocation in
the operating system layer, and the CPU speed in the hardware layer. The scheduler enforces the
globally coordinated decisions by scheduling tasks in a real-time manner. It also invokes internal
adaptation in the operating system and hardware layers in response to variations in CPU usage.
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Figure 3.4: Architecture of GRACE-OS.
Operationally, GRACE-OS performs two major operations, global and internal adaptation. The
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former handles large system changes such as task entry and exit, while the latter handles small
variations in CPU usage of individual tasks. Note that we do not discuss per-application adaptation
in GRACE-OS for the following reason. Per-application adaptation is often application-specific
(e.g., how a video encoder can adapt its encoding algorithm to trade off CPU demand for QoS in a
small range of the globally coordinated QoS level), while GRACE-OS provides general support for
cross-layer adaptation. This these therefore focuses on global cross-layer adaptation and internal
adaptation in the operating system and CPU hardware.
3.3 Summary
In this chapter, we introduced the GRACE cross-layer adaption framework, which adapts all
system layers, ranging from hardware to applications, to system changes for a system-wide op-
timization. GRACE is a multi-disciplinary project with members from different areas such as
architecture, network, coding. While other members are working on the design of each adaptive
layer, we focus on how the operating system supports the cross-layer adaptation.
This chapter also described the roles of operating system in the GRACE system and presented
the architecture of GRACE-OS to perform these roles. Operationally, GRACE-OS performs global
and internal adaptations to handle various system changes to trade off QoS for energy. In the next




In the GRACE cross-layer adaptive system, all system layers (the CPU hardware, operating
system, and multimedia tasks) can adapt to changes in the system. GRACE-OS invokes global
adaptation in response to large system changes at coarse time granularity, for example, when a
task joins or leaves the system. The goal of global adaptation is to coordinate all adaptive layers
to achieve a user-specified system-wide optimization. To do this, the coordinator considers all
combinations of task QoS level, CPU allocation, and CPU speed and chooses the combination that
achieves the system-wide optimization.
The outputs of the global adaptation are configurations of all layers, i.e., the QoS level for each
task in the application layer, the CPU allocation for each task in the operating system layer, and
the CPU speed and power in the hardware layer. The coordinated CPU allocation is based on the
long-term prediction of CPU demand of individual tasks.
In this section, we first introduce two representative policies, maximizing the current multi-
media utility and achieving a desired lifetime, for the global adaptation. We then formulate these
two coordination policies as constrained optimization problems, show that these two optimization
problems are NP hard, and present a heuristic algorithm to solve these problems. After describing
the algorithm, we describe the communication protocol among different layers during the global
adaptation. Finally, we discuss how to automatically predict the long-term CPU demand of indi-
vidual tasks, which is used in the global adaptation.
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4.1 Global Adaptation Problem
Our target multimedia-enabled mobile devices present two challenges, QoS provisioning and
energy saving, at the same time. It is therefore important to trade off multimedia QoS for energy to
achieve a system-wide optimization based on the preference of the end user. We refer to the user’s
preference as coordination policy. The user may have different coordination policies for different
scenarios, for example, maximizing multimedia quality when the battery is high and minimizing
the device power consumption when the battery is low. In GRACE-OS, we consider the following
two representative policies:
 Maximum-utility: The user first wants to maximize the total utility of all tasks, for example,
when she/he is recording important audio and video. The secondary goal is to minimize the
CPU speed and power consumption while maximizing the total utility.
 Desired-time: The user first wants to last the battery for a desired lifetime, for example, when
she/he wants to finish a two-hour movie before the battery runs out. The secondary goal is
to maximize the total utility of all tasks while achieving the desired battery life.
These two policies both maximizes multimedia QoS, but treat energy differently. The policy
maximum-utility tries to minimize the energy consumption of the device, while the policy desired-
time considers energy as a resource constraint when maximizing QoS.
More formally, let E be the remaining battery energy, which is provided by the battery monitor
(Figure 3.4), and T be the remaining lifetime (the interval from now to the desired lifetime), which
can be specified by the applications or the user, e.g., how long applications should run before
recharging the battery. The energy constraint is that the energy consumed by the device in the
remaining time is no more than the remaining energy. That is,
Z T
0
p(f(t))dt  E (4.1)
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where f(t) is the CPU speed at time t and p(f) is the total power consumed by the whole device
when the CPU runs at speed f . To validate this constraint, we need to know the CPU speed from
now to the desired lifetime. This future knowledge is often not available in a dynamic mobile
device. We therefore simplify the energy constraint by checking if the battery can last for the
desired lifetime if the CPU will run at a same speed in the future. That is,
p(f) T  E (4.2)
This inequation can be tested without the future knowledge.
The policies maximum-utility and desired-time both have another CPU constraint. GRACE-OS
uses an earliest-deadline-first (EDF) scheduling algorithm (Section 5.2). The EDF schedulability
requires that the total CPU utilization of all tasks is no more than one [65]. More formally, if there
are n tasks, each task is configured at QoS level qi and allocated Ci(qi) cycles per period Pi(qi),









is the processing time at speed f of the ith task.
To achieve a system-wide optimization, the coordinator needs to determine the configurations
for all system layers. Specifically, assume that there are n concurrent tasks and each task supports
multiple QoS levels fqi1; :::; qimig; 1  i  n. The coordinator selects a QoS level qij for each
task in the application layer, allocates Ci(qij) cycles per period Pi(qij) to each task in the operating
system layer, and chooses a CPU speed f in the hardware layer. By selecting these variables, we
can formulate the global adaptation as a constrained optimization problem.
Specifically, for the maximum-utility policy, which first maximizes the total utility and then












 1 (CPU constraint) (4.5)
qij 2 fqi1; :::; qimig i = 1; :::; n (4.6)
f 2 ff1; :::; fKg (4.7)
minimize f (CPU speed/energy) (4.8)
For the desired-time policy, which maximizes the total utility under the CPU and energy con-











 1 (CPU constraint) (4.10)
qij 2 fqi1; :::; qimig i = 1; :::; n (4.11)
f 2 ff1; :::; fKg (4.12)
p(f) T  E (energy constraint) (4.13)
where E and T denote the remaining battery energy and lifetime, respectively.
The above two constrained optimization problems are similar to the QoS management formula-
tion in Q-RAM [89] and DQM [19], which also coordinate the resource allocation among multiple
tasks to maximize the total utility of all tasks. GRACE-OS differs from these two approaches in
that GRACE-OS considers energy in the optimization problems. This introduces two issues: First,
we need to consider the energy constraint or minimize energy. Second, we need to consider the
CPU constraint on a variable-speed processor.
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4.2 Solution
In this section, we show that the global adaptation problems for maximum-utility and desired-
time policies are NP hard, and then present a heuristic dynamic programming algorithm, which
provides an approximate solution for these two problems.
4.2.1 NP Hardness
The above constrained optimization problems for the policies maximum-utility and desired-time











 1 (CPU constraint) (4.15)
qij 2 fqi1; :::; qimig i = 1; :::; n (4.16)
f 2 ff1; :::; fKg (4.17)
is NP hard. To do this, we show that the multi-choice 0-1 Knapsack problem (MCKP) [84], which
is known to be NP hard, is an instance of the constrained optimization problem in Equations (4.14)-
(4.17). The MCKP can be described as follows.
Given a knapsack of capacity c and n groups Gi; 1  i  n; of items, each item j with value vj
and weight sj , select exactly one item j from each group, such that the total value of the selected
















xij = 1 1  i  n (4.20)
xij 2 f0; 1g 1  i  n; j 2 Gi (4.21)
To show that the MCKP is an instance of the problem in Equations (4.14)-(4.17), we take two


















xij = 1 i = 1; :::; n (4.24)
xij 2 f0; 1g i = 1; :::; n; j = 1; :::;mi (4.25)
where fK is the maximum CPU speed and mi; 1  i  n, is the number of QoS levels the ith task
can operate.
In the second step, we set
Gi = fqi1; :::; qimig i = 1; :::; n (4.26)




i = 1; :::; n; j = 1; :::;mi (4.28)
c = fK (4.29)
That is, the MCKP is an instance of the rewritten problem in Equations (4.22) - (4.25). As a result,
the rewritten problem is NP hard, since the MCKP is NP hard. Consequently, the global adaptation
problems of the policies maximum-utility and desired-time are NP hard.
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Note that vij = ui(qij) and sij = Ci(qij)Pi(qij) for 1  i  n and 1  j  mi.
1. Initialization
1.1 Set the capacity to c = fK for the maximum-utility policy, and c = maxff : f 2
ff1; :::; fKg and p(f) T  Eg for the desired-time policy.
1.2 Sort the QoS levels fqi1; :::; qimig for each task i; 1  i  n, by the ascending order
of utility.
1.3 Select the first QoS level for each task (i.e., set xi1 = 1; xij = 0 for 2  j  mi
and 1  i  n). Define the chosen aggregate CPU bandwidth demand (cycles per
second) and aggregate utility as B =Pni=1 si1 and U =Pni=1 vi1, respectively.
1.4 For all QoS levels j 6= 1 define the slope ij = vij−vi;j−1sij−si;j−1 , 1  i  n and 2  j  mi.
This slope measures the ratio of utility to bandwidth demand by selecting QoS level
j, rather than QoS level j − 1, for the ith task.
1.5 Sort the slopes fijg in non-descending order.
2. Check each QoS level in the order of fijg
2.1 If B + sij − si;j−1 is greater than the capacity c goto Step 3.
2.2 Otherwise, we upgrade the QoS level of the ith task to the next higher one. That is,
we set xij = 1; xi;j−1 = 0 and update B = B + sij− si;j−1 and U = U + vij− vi;j−1.
Repeat Step 2.
3. Set global adaptation results
3.1 Set the ith task’s QoS level to qij where xij = 1.
3.2 Set the CPU speed to minff : f 2 ff1; :::; fKg and f  Bg.
Note that if B = c, we get an optimal solution.
Figure 4.1: Dynamic programming algorithm to solve the global adaptation problems for the
maximum-utility and desired-time policies.
4.2.2 Heuristic Algorithm
If the number of tasks, n, and the number of QoS levels, mi, of each task are small, we can
use exhaustive search to find the optimal solution for these two NP hard problems. In general,
however, these two numbers may be large; for example, a video encoder may have up to hundreds
of QoS levels by changing the parameters for quantization and motion search. As a result, ex-
haustive search, whose computational complexity is exponential, is not feasible to solve the global
adaptation problems.
We therefore develop a dynamic program algorithm, based on the Knapsack algorithm pro-
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posed by Pisinger [84], to provide a heuristic solution for the global adaptation problems. Specif-
ically, we sort all QoS levels of all tasks in a non-decreasing order of a slope, which is defined as
the utility-to-demand ratio by increasing a task’s QoS level to the next higher level. We initially
set all tasks to the lowest QoS level and increase each task’s QoS level by visiting the sorted slope
list until we meet the CPU constraint in Equation (4.23). Figure 4.1 illustrates the algorithm. The
complexity of our developed algorithm is O(M log M) due to the sorting of the slopes (Step 1.5),
where M is the sum of the number of QoS levels of all tasks, i.e., M =Pni=1 mi.
4.3 Global Adaptation Protocol
The global adaptation happens when the CPU resource needs to be reallocated among tasks,
for example, when a task joins or leaves the system. The process of the global adaptation involves
all three adaptive layers (the CPU hardware, operating system, and multimedia tasks). We next
describe the inputs and outputs of the global adaptation and the communication among different
layers during the global adaptation.
To perform the global coordination, the coordinator takes the following inputs:
 The residual battery energy, which is observed by the battery monitor.
 The CPU speed options and the speed-power relationship of the device, which are typically
available through measurement.
 The QoS levels each task can operate as well as the utility and CPU demand of each QoS
level. These are typically either specified by the application developers or the user or ob-
tained through profiling.
After solving the global adaptation problem, the coordinator generates the following outputs:
 The operating QoS level for each task in the application layer.





(1) Get QoS levels (6.1) Set coordinated QoS level
(4.1) Set coordinated speed
(6.2) Adapt QoS parameters








(2) Get battery energy
Figure 4.2: The global adaptation protocol: The coordinator in the operating system makes the
global decisions based on the system states collected from multiple layers.
 The CPU speed and expected device power in the hardware layer.
Based on these outputs, individual layers can further optimize the corresponding configuration
locally, as long as they do not violate the global decisions.
To support the global adaptation, GRACE-OS provides mechanisms (e.g., system calls) and
protocol for a global communication among the hardware, operating system, and application lay-
ers. In Section 6, we will describe the communication mechanisms in detail. Here, we outline the
coordination protocol, as shown in Figure 4.2.
(1) Each task adaptor tells the coordinator the task’s QoS levels by specifying the utility and
CPU demand of each QoS level. The utility can be specified by the user; the CPU demand
can profiled with the support of the operating system (see Section 4.4).
(2) The battery monitor tells the coordinator the residual battery energy. For recent smart bat-
teries, the software, e.g., the operating system, can monitor the battery energy availability
through the Advanced Configuration and Power Interface (ACPI) standard [26].
(3) The coordinator solves the constrained optimization problem for the maximum-utility or
desired-time policy, depending the user’s preference, and consequently determines a global
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configuration for the task QoS level, CPU allocation, and CPU speed.
(4) The coordinator tells the coordinated CPU speed to the CPU adaptor (4.1), which, in turn,
correspondingly adjusts the CPU speed (4.2).
(5) The coordinator tells the coordinated CPU allocation to the CPU scheduler, which enforces
the allocation to deliver multimedia tasks performance guarantees.
(6) The coordinator tells the coordinated QoS level to each task adaptor (6.1), which, in turn,
correspondingly adjusts the QoS parameters, such as frame rate, of the task (6.2).
4.4 Long-Term Demand Prediction
As discussed in Section 4.3, the coordinator takes the following inputs: (1) residual battery
energy, (2) CPU speed levels and device power consumption, and (3) QoS levels of tasks, and
(4) the long-term CPU demand of tasks. The first three inputs can be monitored or specified by
the device manufacturer or application developer. The last input, i.e., long-term CPU demand, is
dynamic and typically depends on the processed multimedia stream. Therefore, global adaptation
requires predicting the long-term CPU demand for each individual task.
For each QoS level q, the CPU demand of a task has two parameters, demanded cycles C(q) and
period P (q). The period can be directly calculated from the application-level QoS parameters; for
example, if the frame rate is r, then the period is 1
r
. The challenging problem is how to determine
the parameter C(q) for each QoS level of each task. While the problem of CPU allocation for QoS
provisioning has been studied extensively in the literature [19, 25, 54, 71, 79, 89, 90], the problem
of how much CPU to allocate to each task has received relatively little attention.
In this section, we propose an approach that automatically predicts the long-term CPU demand
of each task for global adaptation. This prediction involves three steps: First, we use a kernel-based
profiling technique to monitor the CPU cycle usage of individual tasks. Second, we estimate the
probability distribution of cycle demand of each task based on the monitored cycle usage. Finally,
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For each QoS level q of the task
1. Profile the cycle usage of each job when the task operates at QoS level q.
2. Estimate the probability distribution of cycle demand of the task when it operates at
QoS level q.
3. Determine the parameter C(q) of the task based on the demand distribution and sta-
tistical performance requirement of the task.
Figure 4.3: Outline of prediction of long-term CPU demand for each QoS level of a task.
we determine how many cycles to allocate to each task based on its cycle demand distribution.
Figure 4.3 outlines the process of the prediction of long-term cycle demand. We next describe
these steps in detail.
4.4.1 Kernel-Based Profiling of Cycle Usage
Recently, a number of demand profiling mechanisms, ranging from kernel based approach to
instrument based approach, have been proposed. GRACE-OS takes the kernel-based approach for
two reasons. First, the kernel-based approach can work with any existing application and requires
no changes to the source or binary code. This is especially important to release the burden of
the application developers. Second, accurate profiling of a task’s CPU usage requires detailed
information on when and how many cycles the application uses at a fine time granularity. This
information can be easily accessed in the kernel.
GRACE-OS profiles the cycle usage, rather than the time usage, of multimedia tasks for the
following reason. On a dynamic-speed CPU, the processing time demanded by a job execution
(e.g., frame decoding) is dependent on the underlying CPU speed, while the number of cycles
demanded by a job is roughly constant with different speeds. In particular, the cycle usage of
a multimedia job typically includes two parts, memory access and computation. The number
of cycles spent on memory access is often negligible, and other computation cycles are roughly
independent of the speed [49].
To profile the cycle usage for each QoS level, we add a cycle counter into the process control





in         the profiled task is switched in for execution
out       the profiled task is switched out for suspension
finish   the profiled task finishes a job
cycles for the  jth job =  (c2 – c1) + (c4 – c3)
cycles for the (j+1)th job =  (c6 – c5) + (c8 – c7) + (c10 – c9)
c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
in out in in out out finish/outin in
Figure 4.4: Kernel-based cycle profiling: monitoring the number of cycles elapsed between each
task’s switch-in and switch-out during context switches.
task is executed. In particular, this counter measures the number of cycles elapsed between the
task’s switch-in and switch-out during context switches. The sum of these elapsed cycles during
a job execution gives the number of cycles the job uses. Figure 4.4 illustrates this kernel-based
online profiling technique.
Note that multimedia tasks tell the kernel about their jobs via system calls; e.g., when an MPEG
decoder finishes a frame decoding, it may call sleep to wait for the next frame. As a result,
the kernel can know the start and end of a job for the cycle profiling. Further, when used with
resource containers [13], our proposed profiling technique can be more accurate by subtracting
cycles consumed by the kernel (e.g., for interrupt handling). We currently do not do this since the
number of cycles consumed by the kernel is typically negligible relative to the number of cycles
consumed by a multimedia job, which is often in millions.
Our proposed profiling technique is distinguished from others [7, 99, 111] for three reasons.
First, it profiles during runtime, without requiring an isolated profiling environment (e.g., as in [99]).
This is especially important since multimedia tasks often run concurrently with other applications.
Second, it is customized for counting the number of cycles consumed by each job. It is therefore
simpler, thus with lower overhead, than general profiling systems that assign counts to different
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program functions [7, 111]. Finally, it incurs small overhead, which happens only when updating
cycle counters before a context switch. There is no additional overhead, e.g., due to the sampling
interrupts [7, 111].
4.4.2 Estimation of Demand Distribution
After profiling the cycle usage for each QoS level, we next need to decide how many cycles to
allocate to each task. Multimedia tasks are soft real-time tasks and hence do not require worst-case
deadline guarantees. Therefore, GRACE-OS does not need to allocate the worst-case number of
cycles to each task. Instead, GRACE-OS allocates cycles statistically, thereby improving the CPU
and energy utilization. To perform the statistical allocation, we first need to estimate the probability
distribution of the cycle demand for each QoS level.
To do this, we employ a simple yet effective histogram technique. Specifically, we use a
profiling window to keep track of the number of cycles consumed by n jobs of the task for a
specific QoS level. The parameter n can either be specified by the application or be set to a default
value (e.g., the last 100 jobs). Let Cmin and Cmax be the minimum and maximum number of
cycles, respectively, in the window. We obtain a histogram from the cycle usage as follows:
1. We use Cmin = b0 < b1 <    < br = Cmax to split the range [Cmin; Cmax] into r groups.
We refer to fb0; b1; :::; brg as the group boundaries.
2. Let ni be the number of cycle usage that falls into the ith group (bi−1; bi]. The ratio nin





represents the probability that the task needs no more than bi cycles.






gles together form a histogram, as shown in Figure 4.5.






















Figure 4.5: Histogram-based estimation: the histogram approximates the cumulative distribution
function of a task’s cycle demand for a QoS level.
distribution function of the task’s cycle demands, i.e.,
F (x) = P[X  x] (4.30)






of a group (bi−1; bi] approximates the cumulative distribution at bi, i.e., the probability that the task
demands no more than bi cycles for each job execution. In this way, we can estimate the cumulative
distribution for the group boundaries of the histogram, i.e., F (x) for x 2 fb0; b1; :::; brg.
The above kernel-based profiling tries to support general multimedia applications and requires
knowledge as little as possible from the applications. With the help of the applications (e.g., the
frame type of MPEG videos), the profiling can predict the cycle demand more precisely. Further-
more, unlike distribution parameters such as the mean and standard deviation, the above histogram
describes the property of the full demand distribution. This property is necessary for internal adap-
tation (see Section 5.4). On the other hand, we use the above histogram technique, rather than
distribution functions such as normal and gamma (e.g., in [67]), because the former is simple.
First, the histogram describes a task’s demand distribution without needing to configure function
parameters, such as the mean and standard deviation of a normal distribution. Second, it is easy
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to update the histogram during the task execution. For example, an MPEG video decoder may
change its demand distribution due to video scene changes. In such a case, either the decoder or
the scheduler can initiate to update the demand distribution, since the decoder knows the seman-
tic changes in its input stream, while the scheduler can check if the decoder’s recent CPU usage
matches the previously estimated distribution.
4.4.3 Determining Long-Term Demand
After determining the demand distribution for each QoS level of each task, we next discuss
how to determine the long-term cycle demand— the parameter C(q)— for each QoS level, i.e.,
determining how many cycles to periodically allocate to each task for the corresponding QoS
level. This is a challenging problem— over-allocation may waste cycles and energy, while under-
allocation may degrade application performance. For example, the worst-case-based allocation
results in low CPU utilization since a task seldom needs the worst case, while the average-based
allocation may miss many deadlines since a task often needs more than the average.
GRACE-OS instead takes a stochastic approach that decides the long-term demand based on
the statistical performance requirement and demand distribution of each task. Compared to the
worst-case-based allocation, the stochastic allocation can improve the utilization of the CPU and
energy resources. On the other hand, compared to the average-based allocation, the stochastic
allocation can deliver statistical performance guarantees to individual tasks.
Specifically, let  be the statistical performance requirement of a task— the task needs to meet 
percent of deadlines. In other words, each job of the task should meet its deadline with a probability
. To support this requirement, the scheduler allocates the task C cycles per period, so that the
probability that a job of the task requires no more than the allocated C cycles is at least ; i.e.,
P[X  C]   (4.31)





















Figure 4.6: Determine the statistical, long-term cycle demand for each QoS level of a task based
on its demand distribution.
search the histogram group boundaries, fb0; b1; :::; brg, to find the smallest bm whose cumulative
distribution is at least , i.e., F (bm) = P[X  bm]  . We then use this bm as the parameter C.
Figure 4.6 illustrates the stochastic allocation process.
4.5 Summary
Our work in this chapter has made two contributions. First, we formulated the global adaptation
problem which coordinates the CPU allocation among concurrent tasks. Although the problem of
coordinated CPU allocation among multiple adaptive tasks has been addressed before. Our contri-
bution is to apply the coordinated allocation on a variable-speed CPU and with energy considera-
tion. In particular, the global adaptation coordinates all three layers (the CPU hardware, operating
system, and multimedia tasks) for a user-specified system-wide optimization.
The second contribution is an automatic prediction technique to determine the long-term cycle
demand for each QoS level of each task. This prediction technique involves three steps: kernel-
based profiling, histogram-based estimation, and statistical allocation. While there are several
profiling and estimation approaches to determine application’s resource demand, our approach is
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simple and customized for frame-based multimedia tasks. Furthermore, the estimated probability
distribution of cycle demand can be used in internal adaptation (which will be discussed in the





In Chapter 4, we discussed how GRACE-OS performs global adaptation in response to large
system changes such as task entry and exit. The coordinated decisions made in the global adapta-
tion are the QoS level for each task in the application layer, the CPU allocation for each task in the
operating system layer, and the CPU speed and power consumption in the hardware layer. After
the global adaptation, GRACE-OS needs to enforce the global contract on multimedia utility and
energy. In particular, in the time interval between global adaptations, each task should operate at
the coordinated QoS level, and the device should consume no more than the coordinated power.
To enforce these two global decisions simultaneously, GRACE-OS integrates soft real-time
scheduling and dynamic voltage scaling together, thereby saving energy while provisioning QoS.
Specifically, it extends traditional real-time scheduling by adding another scheduling dimension—
speed. That is, the scheduler decides what CPU speed to execute tasks in addition to what tasks to
execute and when to execute them. The purpose of the speed-aware real-time scheduling algorithm
is to support multimedia QoS while saving energy.
The scheduler allocates CPU cycles periodically according to the coordinated CPU allocation,
which, in turn, is based on the long-term prediction of task’s cycle demand. Specifically, at the
global adaptation time, we predict each task’s demand as a statistical number of cycles (e.g., the
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Figure 5.1: Variations of instantaneous cycle demand of an MPEG video decoder at fine time
granularity: Frame decoding may need more or less cycles than the long-term prediction (95th
percentile of all frames).
demand dynamically. An MPEG decoder, for example, needs different amount of cycles to decode
I, P, and B frames. Figure 5.1 shows the long-term and instantaneous demand of an MPEG player
when decoding the 4dice.mpg video with frame size 352 240 pixels.
The dynamic nature of the instantaneous demand of multimedia tasks means that they often
overrun or underrun the coordinated allocation (i.e., need more or less cycles than the allocated).
An overrun may cause the task or other tasks to miss a deadline, while an underrun may result in
CPU slack time, thus wasting energy. As a result, we need to handle overrun and underrun at fine
time granularity. To do this, the GRACE system performs internal adaptation in each layer. The
goal of internal adaptation is to minimize energy while providing the multimedia utility expected
by the coordinator.
In general, internal adaptation can happen in each system layer. For example, in the application
layer, multimedia tasks can adapt QoS parameters, such as rate, within an acceptable range of the
coordinated QoS level through rate control or media scaling [34, 61, 78, 91]. The application
internal adaptation is often application-specific. Consequently, we do not discuss it in detail in
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this thesis since we focus on the operating system to support general multimedia applications.
Instead, we concentrate on internal adaptation in the operating system and hardware layers, which
is independent of applications.
Internal adaptation in the operating system layer dynamically adjusts the policy of CPU al-
location and scheduling to maintain multimedia QoS in the presence of the variations in CPU
usage. The BERT operating system [14], for example, allows multimedia applications to borrow
CPU time from best-effort applications when the former needs more time. Similarly, internal CPU
adaptation dynamically adjusts the CPU speed and power without affecting application perfor-
mance. GRACE-OS integrates internal adaptation in the hardware and operating system layers
together and we simply refer to the integrated internal adaptation in these two layers as internal
adaptation in the rest of the thesis until specified otherwise.
There are two reasons for this integration: First, the decisions on internal CPU adaptation
are often made by the operating system, typically the scheduler, since it has the knowledge on
application demands and hence can save energy while meeting application demands. Second, by
integrating adaptation in the CPU and operating system, GRACE-OS seeks to enable multimedia
tasks to provide the utility expected by the coordinator while minimizing the energy consumption1.
We minimize energy here since energy is a conservable resource (i.e., can be saved for the future).
As a result, if less energy is used than that expected by the coordinator, energy can be saved for
later jobs which could demand more CPU and energy or for admitting more tasks later.
GRACE-OS supports two kinds of internal adaptation:
 Reactive adaptation. GRACE-OS first runs the CPU at the coordinated speed and adjusts the
speed based on the prediction of the instantaneous demand of a job when the job overruns or
underruns. Upon an overrun, the scheduler speeds up the CPU to allocate more cycles to the
job and hence avoids the job to miss deadline. Upon an underrun, the scheduler slows down
the CPU to reclaim the residual cycles, thus saving energy.
1In internal adaptation, it is possible to provide higher utility than the expected by the coordinator. GRACE-OS
does not do this since utility changes often result in rapid fluctuation of the perceived multimedia quality, which is
annoying to the end user.
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 Proactive adaptation. GRACE-OS changes the CPU speed at finer time granularity within
each job execution based on the prediction of the statistical cycle demand of each multimedia
task. The proactive adaptation is motivated by an observation on the CPU usage pattern
of multimedia tasks: Although multimedia tasks change their instantaneous cycle demand
largely, the probability distribution of their cycle demand is often stable. By setting speed
based on the demand distribution, GRACE-OS can minimize the energy consumption while
providing multimedia tasks statistical performance guarantees.
In the next sections, we introduce the extended soft real-time scheduling algorithm, which
enables each task to operate at the coordinated QoS level and provide the utility expected by the
coordinator. We then describe an example of the scheduling algorithm; this example motivates the
need for internal adaptation to handle the variations of CPU usage at fine time granularity. Finally,
we discuss the reactive and proactive internal adaptation methods in detail.
5.2 Soft Real-Time Scheduling
Multimedia tasks present demanding computational requirements that must be met in soft real
time, e.g., decoding a frame within a period. Soft real-time scheduling is a common mechanism
to support such timing requirements, typically by combining predictable allocation (such as pro-
portional sharing [23, 29, 40, 76] and reservation [25, 54, 88]) and real-time scheduling algorithm
(such as earliest deadline first and rate monotonic [65, 66]).
Previous soft real-time scheduling algorithms, however, often assume that the CPU runs at
a constant speed. This assumption does not hold for our target mobile devices with a variable-
speed CPU. As a result, we cannot directly use existing scheduling algorithms in GRACE-OS. We
therefore extend traditional real-time scheduling algorithms by adding another dimension— speed.
That is, the scheduler also sets the CPU speed when executing a task and hence enforces the CPU
allocation on a variable-speed CPU [106]. We next describe this scheduling algorithm in detail,
followed by an scheduling example.
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5.2.1 The Scheduling Algorithm
GRACE-OS uses an energy-aware EDF scheduling algorithm, which enforces the globally co-
ordinated CPU allocation on a variable-speed CPU [106]. To provide soft EDF schedulability2, the
scheduler needs to make admission control to ensure that the total CPU utilization of all concurrent







where there are n tasks, each allocated Ci(qi) cycles per period Pi(qi), and the coordinated CPU
speed is f . Note that this admission test is made at the global adaptation. The test condition is
CPU constraint in the global adaptation (Equation (4.3)).
In this scheduling algorithm, each task has a deadline and a cycle budget:
 The deadline of the task equals to the end of its current period. That is, when a task begins a
new period, its deadline is postponed by the period.
 The budget of a task is recharged periodically. In particular, when a task begins a new period,
its budget is recharged to the coordinated number of cycles.
The scheduler schedules all tasks based on their deadline and budget. In particular, the sched-
uler always dispatches the task that has the earliest deadline and a positive budget. As the task is
executed, its budget is decreased by the number of cycles it consumes. That is, if the task executes
for t time units at speed f , its budget is decreased by t  f . When the budget of a task is
decreased to 0, the task is preempted to run in best-effort mode until its budget is replenished again
at the next period. This preemption provides temporal and hence performance isolation among
tasks; i.e., a task’s performance is not affected by the behavior of other tasks [54, 76, 110].
This algorithm also handles the overrun part in a bounded time. Specifically, assume that a
multimedia task Ti, allocated Ci cycles per period Pi, is preempted at time t for overrun protection
2By soft schedulability, we mean that GRACE-OS provides soft deadline guarantees. This is different from schedu-
lability in hard real-time systems [65], which guarantees that all jobs meet their deadline.
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1. Assume each task Ti is allocated Ci(qi) cycles every period Pi(qi) in the global
coordination.
2. When a task Ti begins a new period at time t,
The task’s deadline is updated as t + Pi(qi)
The task’s budget is recharged as Ci(qi)
3. Dispatch the task Ti with the earliest deadline and positive budget.
4. Decrease the task Ti’s budget by the number of cycles it consumes.
If the task Ti’s budget becomes 0, preempt it into best-effort mode and goto step 3.
Figure 5.2: The scheduling algorithm.
and the overrun part demands co cycles. To complete the overrun part, the task needs to consume
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Figure 5.2 summarizes this scheduling algorithm. Note that in this algorithm, we do not specify
how to set the CPU speed. The advantage of the scheduling algorithm is that it can enforces the
allocation regardless of the CPU speed changes, which happen in the global adaptation. This
scheduling algorithm also provides flexibility for changing the CPU speed in internal adaptation.
5.2.2 An Scheduling Example
We next give an example to illustrate the above scheduling algorithm. This example includes
two multimedia tasks, T1 and T2, which join the system at time 0 and 20, respectively. When a
task joins the system, GRACE-OS invokes a global adaptation to allocate CPU to all concurrent
tasks. Assume these two tasks are allocated 7:5106 cycles per period 30 milliseconds and 5106
cycles per period 20 milliseconds, respectively. The scheduler executes tasks using the EDF-based
scheduling algorithm at the coordinated speed.
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Figure 5.3: An example of the speed-aware, EDF-based scheduling algorithm.
In particular, initially at time 0, there is only one task T1. T1 is executed at the speed 250 MHz.
When task T2 joins at time 20, T1 still has the earliest deadline and hence continues to execute
until its budget is exhausted at time 25. At this time, T1 overruns (i.e., its current job T1;1 does not
finish but its budget is exhausted). The scheduler hence preempts T1 and dispatches T2. At time
30, T1 begins a new period and the scheduler updates its deadline and recharges its budget. Since
T2 still has the earliest deadline, it continues to execute until time 35. As a result, task T1 misses
the deadline for its job T1;1. Similarly, at time 55, task T2 underruns (i.e., it completes its job earlier
with a residual budget). As a result of this early completion, the CPU is idle in the interval from
55 to 60, thus wasting energy.
The above example illustrates that the EDF-based scheduling algorithm enforces the coordi-
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nated CPU allocation at the coordinated CPU speed and protects temporal isolation among tasks.
This algorithm, however, cannot efficiently handle overruns and underruns, which result from vari-
ations in runtime CPU usage of tasks. In particular, when a task overruns, it is preempted to run
in best-effort mode. This may result in a deadline miss, which typically degrades the application
performance. On the other hand, an underrun may cause the CPU to be idle and hence waste en-
ergy. We next discuss how GRACE-OS uses reactive and proactive internal adaptations to handle
overruns and underruns, thus avoiding (or reducing) the deadline misses and energy waste.
5.3 Reactive Internal Adaptation
In the reactive internal adaptation method, the scheduler monitors the cycle usage of jobs of
each task and adapts the CPU allocation and speed in response to the variations of the cycle usage.
In particular, GRACE-OS considers two kinds of reactive internal adaptations with different time
granularity:
 Per-job adaptation at per-job time granularity. When the scheduler detects a job overrun or
underrun, it allocates an extra budget to or reclaims the residual budget from the task. This
adaptation applies to only the current overrun or underrun job of the task.
 Multi-job adaptation at multi-job time granularity in case of consistent overruns or un-
derruns, e.g., due to video scene changes. The scheduler adjusts the task’s cycle allocation
based on its recent CPU usage (e.g., using feedback control [61, 97, 21]). This adaptation
applies to all later jobs of the task until other adaptation happens.
5.3.1 Per-job Adaptation
While scheduling tasks, the scheduler also monitors the cycle usage for each job execution
and adjusts the cycle budget when a job needs more or less cycles than the allocated. Specifically,
consider that a task Ti underruns at time t with a residual budget of bi cycles. Let t0 be the beginning
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of Ti’s next period, at which Ti releases a new job and gets its budget recharged. The task’s residual
budget is wasted since the task has no job to execute until time t0. To avoid this waste, the scheduler
reclaims the residual budget from the task by slowing down the CPU at the time interval [t; t0).
In particular, at the current speed, fcur, the processor provides a total CPU budget (for all
concurrent tasks) of
fcur  (t0 − t) (5.3)
cycles in the interval [t; t0). However, the actual total budget demand is
fcur  (t0 − t)− bi (5.4)
cycles because of Ti’s underrun. Hence, during the interval [t; t0), the processor can slow down to
a lower speed:
f− = fcur − bi
t0 − t (5.5)
Figure 5.4-(a) illustrates the process for underrun handling.
On the other hand, consider that a task Ti overruns at time t, and t0 is Ti’s deadline. The basic
idea behind overrun handling is to allocate Ti with an extra budget, so that Ti can finish the overrun
job by its deadline. The scheduler, however, does not know the actual number of cycles for the
overrun part, which is available only after the job completes. Hence, we use some heuristics, such
as AVG(k)— the average of the recent k jobs’ and LAST OVERRUN— the number of cycles of
the last overrun job, to predict the overrun CPU demand [102, 49]. Since the task has executed a
part of the job, the task can provide some useful information (e.g., MPEG frame type) to help the



























f+ = fcur + oi /(t' -t )
timet t'
(a) Reclaim residual budget and slow down the CPU to handle underrun
(b) Allocate extra budget and speed up the CPU to handle overrun
Figure 5.4: Per-job adaptation to handle underrun and overrun.
interval [t; t0) is
fcur  (t0 − t) + oi (5.6)
cycles. Thus, in this interval, the processor needs to run at a higher speed:
f+ = fcur +
oi
t0 − t (5.7)
Figure 5.4-(b) illustrates the process for overrun handling.
The idea of underrun handing is similar to previous reclamation approaches, which also first
run the CPU fast and slow down upon early completion [9, 83, 104]. The idea of accelerating the
CPU to handle overrun is novel. The per-job adaptation illustrates the flexibility of our speed-aware
real-time scheduling algorithm. This algorithm extends traditional real-time scheduling algorithms
by adding CPU speed as another scheduling dimension. That is, the scheduler can change the speed
to handle underrun and overrun.
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5.3.2 Multi-job Adaptation
As discussed in Chapter 4, the coordinator allocates CPU cycles to each task based on its
stochastic cycle demand. Multimedia tasks may change the stochastic demand over time due to
variations in the input data. Figure 5.5, for instance, plots the variations of the instantaneous and
stochastic cycle demands of an MPEG decoder, which plays video 4dice.mpg with frame size
352 240 pixels. The decoder’s stochastic cycle demand, defined as the 95th percentile of the job
cycles, changes for different video segments; e.g., the 95th percentile of all jobs is much higher
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Figure 5.5: Variations of instantaneous and statistical demand of an MPEG video decoder.
The dynamic nature of the stochastic demand implies that the decoder may consistently under-
run or overrun its coordinated allocation. The consistent underruns or overruns would trigger the
above per-job adaptation frequently. Such frequent adaptation is inefficient since it may changes
the CPU speed frequently and hence incur large overhead (as shown in Section 7.2). To avoid this,
GRACE-OS triggers multi-job adaptation in case of consistent underruns or overruns. The multi-
job adaptation updates the statistical demand of the task (and hence the number of cycles allocated
to all later jobs of the task) according to its recent CPU usage.
Specifically, for each task, the scheduler uses a profiling window to keeps track of the number
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of cycles the task has consumed for its recent W jobs, where W is the profiling window size (W
is set to 100 in our implementation). When the overrun or underrun ratio of a task exceeds a
threshold, the scheduler calculates a new statistical cycle demand, e.g., as the 95th percentile of
the job cycles in the profiling window. Let C 0 be the new statistical cycle demand. The scheduler
then uses an exponential average strategy, commonly used in control systems [61, 96], to update
the task’s statistical demand C as
 C + (1− ) C 0 (5.8)
where  2 [0; 1] is a tunable parameter and represents the relative weight between the old and new
cycle demands ( is set to 0.2 in our implementation).
Note that here GRACE-OS adjusts only the statistical cycle demand for a task, but does not
change its period. The reason is that period adjustment often changes the task’s QoS level, which
in turn may cause fluctuation in the perceptual quality. In GRACE-OS, the goal of the internal
adaptation is to enable multimedia tasks to maintain their QoS and provide the utility expected by
the coordinator.
When the multi-job adaptation updates a task’s statistical cycle demand, the total CPU demand
of all concurrent tasks changes accordingly. If the total demand exceeds the maximum CPU speed,
the multi-job adaptation fails. After reaching a certain failure threshold, the scheduler can either
tell the task to degrade its quality and CPU demand or trigger a global adaptation to reallocate
the CPU among all tasks. GRACE-OS takes the latter approach since it can potentially achieve a
better configuration. For example, if an important task, such as a user-focused video, consistently
overruns and the CPU already runs at the maximum speed, GRACE-OS can allocate more cycles
to this important task by decreasing the allocation to other less important tasks.
In summary, to handle variations in task CPU usage, GRACE-OS integrates three different
adaptations: per-job adaptation, multi-job adaptation and global adaptation, and applies them at
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Figure 5.6: Applying reactive internal adaptation and global adaptation at different time scales to
handle CPU usage variations.
5.4 Proactive Internal Adaptation
In the previous section, we discussed two reactive internal adaptation methods, per-job adap-
tation and multi-job adaptation, to handle overruns and underruns. The basic idea of reactive
adaptation is to (1) set a constant CPU speed for a job execution (e.g., decoding a frame) based on
the prediction of the instantaneous cycle demand of the job and (2) adjust the speed in response to
an overrun or underrun. As we mentioned before, the instantaneous cycle demand of multimedia
tasks often change largely due to the variations in the input data (e.g., I, P and B frames). It is
therefore difficult to precisely predict the instantaneous cycle demand.
Proactive internal adaptation is an alternative approach to handling overruns and underruns.
It does not detect and react to overruns and underruns, but exploits the statistical cycle demand
of multimedia tasks. Specifically, it adapts the CPU speed within each job execution based on
the probability distribution of cycle demand. This speed adaptation typically starts a job slowly
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and accelerates the job as it progresses. The goal is to minimize the energy consumption while
delivering statistical deadline guarantees to multimedia tasks.
Compared to reactive adaptation, proactive adaptation is more aggressive by assuming that
a job will use fewer cycles than allocated. As a result, if a job finishes early, it does not need
to execute the high speed (and high power) part. This is especially useful to save more energy.
Recall that the coordinated CPU allocation is based on the long-term, statistical cycle demand. For
example, if the allocation is based on the 95th percentile of cycle demand of all jobs, then about
95% of jobs underrun the allocation. This means that in the average case, the proactive adaptation
can save more energy.
In this section, we discuss how to perform proactive adaptation during each job execution.
Specifically, we use a speed schedule for each task. The speed schedule of a task defines when to
change the speed and what speed to change to when executing each job of the task. We then discuss
how to calculate the speed schedule based on the probability distribution of cycle demand of each
individual task. For the calculation, we first consider a simple case by assuming an ideal processor,
which can change speed in a continuous manner and whose power consumption is proportional to
the cube of the speed; we then consider non-ideal processors that support a discrete set of speeds,
rather than a continuous range, and their power consumption does not scale in a cubic manner.
Finally, we investigate the stability of the demand distribution of common multimedia tasks. The
stability justifies the feasibility of the proactive adaptation.
5.4.1 Adaptation with Speed Schedule
To perform the proactive internal adaptation, we define a speed schedule for each multimedia
task. The speed schedule is a list of scaling points, where the execution speed of the task changes.
Each point (x; y) specifies that a job of the task is executed at the speed y until the job uses x
cycles.
To enforce the speed schedule, we extend the process control block (PCB) of multimedia tasks
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(b) Speed scaling for three jobs using speed schedule in (a)
Figure 5.7: Example of speed schedule and corresponding speed scaling for job execution: the
scheduler dynamically changes the speed during a job execution.
the scheduler sets the CPU speed to the current speed of the task. The current speed of a task is
maintained as follows:
 When the task begins a new job, its current speed is set to the speed of the first point of its
speed schedule.
 As the task executes its job, if its cycle usage is equal to the cycle of the next point of its
speed schedule, then its current speed advances to the speed of its next scaling point.
Figure 5.7-(a) shows an example of a task’s speed schedule with four scaling points. Figure
5.7-(b) shows the corresponding speed scaling for three jobs of the task. Each job starts at speed
100 MHz and accelerates as it progresses. If a job needs fewer cycles, it avoids the high speed
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execution. For example, the first job requires 1:6  106 cycles and thus needs to execute at speed
100 and 120 MHz only.
Note that the adaptation with the speed schedule is integrated with real-time scheduling. Specif-
ically, the speed schedule of different tasks may be different. the scheduler changes the speed in
three cases:
 Context switch. The scheduler dispatches another task to execute, it always sets the CPU
speed based on the speed schedule of the current task. This provides isolation of speed
adaptation between different tasks.
 New job release. When the current task releases a new job, its current speed is reset to the
speed of the first point in its speed schedule.
 Job progress. The scheduler also monitors the progress of each job execution and changes
the CPU speed when the job reaches the next scaling point.
This is significantly different from the reactive adaptation method whose speed adaptation affects









Figure 5.8: Scheduling of two tasks: The CPU speed changes during the task execution and in a
context switch.
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5.4.2 Speed Schedule for Ideal Processors
Now, we discuss how to construct the speed schedule for each task based on its demand
distribution, similar to the stochastic DVS techniques proposed by Lorch and Smith [67] and
Gruian [42]. The goal is to minimize the total energy consumed during the job execution while
bounding the job’s execution time. The reason for bounding the execution time is not to miss the
deadline of the job or other jobs executed after the job. In other words, each job should finish
within a certain amount of time.
We therefore allocate a time budget for each job. Specifically, if there are n concurrent tasks







time units per period Pi (i.e. for each of its jobs). That is, we distribute the time among all tasks
based on their cycle demands. Intuitively, if there is only a single task, then its time budget equals
to its period; if multiple tasks run concurrently, they need to share time with each other and hence
get a shorter time budget. By using cycle and time allocation together, we can adapt the execution
speed for each job as long as the job can use its allocated cycles within its allocated time.
With the allocation of cycles and time, we formulate the problem of constructing speed sched-
ule as a constrained optimization problem. We then use the Lagrange method to solve the problem.
Problem Formulation
The speed schedule construction problem thus becomes, for each task, to find a speed for each
of its allocated cycles, such that the total energy consumption of these allocated cycles is minimized
while their total execution time is no more than the allocated time. To perform the construction,
here we assume an ideal CPU that can change the speed in a continuous way and whose power
consumption is proportional to the cube of the speed. Specifically, if a cycle x executes at speed
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and its energy consumption is proportional to
1
fx
 f 3x = f 2x (5.11)
Since a task requires cycles statistically, it uses each of its allocated cycles with a certain proba-
bility. Therefore, each allocated cycle x is executed with a certain probability; consequently, its
average energy consumption is proportional to
(1− F (x))f 2x (5.12)
where F (x) is the cumulative distribution function defined in Equation (4.30). In this way, con-











where C and T are the task’s allocated cycles and allocated time per period, respectively.
To solve the above constrained optimization, we need to know the cumulative distribution
F (x) for each allocated cycle. However, our histogram-based estimation provides the cumula-
tive distribution for only the group boundaries of the histogram; i.e., we know F (x) for only x 2
fb0; b1; :::; bmg, where bm = C is the cycle group boundary that is equal to the number of allo-
cated cycles (i.e., the th percentile of the task’s cycle demands fall into the first m groups of its
histogram).
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We therefore use a piece-wise approximation technique that divides the allocated cycles into
groups and finds a speed for each cycle group, rather than for each individual cycle. In particular,
we find the speed for the group boundaries and use a uniform speed within each group. That is, we















b0 : i = 0
bi − bi−1 : 0 < i  m
(5.17)
Solution
We next use the Lagrange method to solve the constrained optimization problem in Equations














To minimize Equation (5.15), we need
@L
@fbi
= 2si(1− F (bi))fbi − sif−2bi = 0 i = 0; :::;m (5.19)

















We have two possible cases for the Equations (5.19)-(5.22):
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= 2si(1− F (bi))fbi = 0 i = 0; :::;m (5.23)
Since
si > 0 (5.24)
1− F (bi) > 0 (5.25)
we get
fbi = 0 i = 0; :::;m (5.26)







Therefore, this case does not hold.

























































Equation (5.33) gives the speed for each of the cycle group boundaries, i.e., fbi for each group
boundary bi; i = 0; :::;m. This solution has two properties:
 As the time allocation T decreases, the speed fbi ; i = 0; :::;m; increases. This is easy to
understand: When a job is allocated with less time, it needs to run fast to catch the deadline.
 As the cycles bi increases, the speed fbi ; i = 0; :::;m; increases. This means that each job is
executed slowly first and is accelerated as the job progresses. This is similar to the finding
in PACE [67].
Based on the solution in Equation (5.33), we can construct the speed schedule of a task by
adding a scaling point for each group boundary. That is, the speed schedule consists of m + 1
scaling points. Each point has cycle number bi and speed fbi ; 0  i  m. According to the
constructed speed schedule of a task, the scheduler executes each job of the task in the following











Figure 5.9: Adaptation based on the speed schedule: Each job starts slowly and accelerate as it
progresses.
cycles [b0; b1) are executed the speed fb1 , and so on. Figure 5.9 illustrates this execution process.
Next, we give a simple example to illustrate why the proactive internal adaptation based on
the demand distribution can save energy. Assume that (1) an MPEG decoder is allocated 2  106
cycles and 10 ms per period, (2) the coordinated CPU speed is 200 MHz, and (3) a cycle consumes
f 2  10−12 joule energy at the speed f MHz. Further, assume that 80% of frames demand 106
cycles to decode and 20% of frames demand 2106 cycles. In another word, the allocated 2106
cycles are executed in the following manner: The first 106 cycles are executed with probability 1
and the second 106 cycles are executed with probability 0.2.
We can decode each frame according two speed schedule (Figure 5.10):
 Execute the whole frame at the coordinated speed 200 MHz. The total execution time is 10
ms and within the allocated time budget. The expected energy consumption for a frame is
106  2002  10−12 + 0:2 106  2002  10−12 = 4:8 10−2 joule.
 Adapt the speed of a frame based on the demand distribution. Specifically, we execute the
first 106 cycles at the speed 158 MHz and the second 106 cycles at the speed 272 MHz.
The total execution time is still 10 ms. The expected energy consumption for a frame is
106  1582  10−12 + 0:2 106  2722  10−12 = 3:98 10−2 joule.
The second approach saves energy by 17% compared to the first approach. This clearly illustrates
that the proactive internal adaptation based on the demand distribution can save more energy while
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Figure 5.10: Comparsion of expected energy of (a) executing each frame at the coordinated speed
and (b) adapting the speed based on the demand distribution.
5.4.3 Speed Schedule for Non-Ideal Processors
Our previous speed schedule calculation (and generally most of previous DVS algorithms [68,
83, 107]) assumes an ideal CPU: (1) the CPU can change speed continuously, (2) the CPU power is
dominated by the dynamic power, which is proportional to the speed and square of the voltage, and
(3) the voltage is proportional to the speed. That is, a lower speed yields a cubic power reduction
and a quadratic energy reduction.
In practice, however, mobile devices often have a non-ideal processor. First, mobile processors
support a discrete set of speeds, rather than a continuous range. For example, the StrongARM SA-
1110 CPU supports 11 different speeds, from 59 MHZ to 206 MHz in steps of 14.7 MHz. Second,
a lower speed does not yield a cubic power reduction, since the static power also has a significant
effect and the voltage does not scale linearly to the speed. For example, our measurements on an
HP laptop with an Athlon CPU [5] show that a lower speed saves much less power than the ideal
cubic power-speed relationship (Figure 5.11).
In general, there are three approaches to handle the discrete set of speed options of non-ideal
processors:
(1) Calculate the speed schedule by assuming an ideal processor and then round the calculated
speed to the upper bound of the supported speeds [83, 107].
(2) Emulate the calculated speed with two bounding supported speeds [42, 52, 67]. This ap-



















Figure 5.11: Measured and ideal power on an HP N5470 laptop with an Athlon CPU: The measured
power is obtained with an oscilloscope, while the ideal power is calculated by assuming that the
power is proportional to the cube of the speed.
for the lower bound and the other for the upper bound. Specifically, assume that x cycles
need to be executed at the calculated speed f and the lower and upper speed bounds are fl
and fh, respectively. This emulation executes x1 cycles at speed fl and x2 cycles at speed
fh, such that










This emulation approach has been shown to be effective in simulations. It, however, may
potentially result in large overhead when used in real implementations since it changes the
speed more frequently.
(3) Calculate the speed schedule by explicitly considering the discrete speed levels of the CPU
and the total device power (rather than the CPU power only) at different speeds [108]. By
doing so, this approach minimizes the total energy consumed by the device, rather than the
CPU energy only, while delivering soft deadline guarantees to multimedia tasks.
Next, we discuss the third approach in detail. We formulate the problem with these considera-
tions and then describe the solution for this new problem.
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Problem Formulation
If a cycles x; 1  x  C; is executed at speed f(x), its execution time is 1
f(x)
. The energy
consumed by the device during this time interval is
1
f(x)
 p(f(x)) = p(f(x))
f(x)
(5.36)
where p(f(x)) is the power consumed by the whole device at speed f(x). Since the cycle x is
executed with a probability and its expected energy is
(1− F (x)) p(f(x))
f(x)
(5.37)
where F (x) is the cumulative distribution function.
Recall that the cycle usage of a job is divided into m groups [bi; bi+1); 0  i  m − 1. We
set a speed for each cycle group in a way that minimizes the total energy consumed during the


























fbi 2 ff1; :::; fKg; 0  i  m (5.40)
where T is the time budget allocated to the job and pidle is the device power when the CPU is idle
at the lowest speed.
In Equation (5.38), the first part is the energy consumed when executing all allocated cycles;
the second part is the energy consumed during the residual time, which equals to the time budget
minus the expected execution time of all allocated cycles. During this residual time, the CPU is
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often idle since the task needs to wait until next job is available3. This idle slack is often very short;
so we cannot put the CPU into the lower power sleep state due to overhead (which is, e.g., 160
ms for StrongARM SA-1100 [15]). We therefore set the CPU to the lowest speed during the idle
slack. Note that Equation (5.39) bounds the worst-case, rather than the expected, execution time
of all allocated cycles.
The above constrained optimization is similar to the energy optimization in previous statistical
DVS algorithms [42, 67, 107] in that all of them find a speed for each of the allocated cycles to
minimize their total energy. However, our approach differs substantially from previous statistical
DVS algorithms (and generally most of previous DVS algorithms) for two reasons: First, our
proposed approach explicitly considers the discrete set of speeds. Second, our proposed approach
considers the energy consumed when the CPU is idle and also minimizes the total energy consumed
by the whole device, rather than CPU energy only.
Solution
The optimization problem in Equations (5.38)-(5.40) is NP hard since one can easily prove that
the multi-choice 0-1 Knapsack problem [84], which is known to be NP hard, is an instance of the







xij  (1− F (bi))sip(fj)− pidle
fj











xij = 1; i = 0; :::;m (5.43)
xij 2 f0; 1g; i = 0; :::;m; j = 1; :::; K (5.44)
3Although the EDF algorithm allows other tasks to share the residual time, the CPU may be idle eventually. As
a part of future work, we are investigating how GRACE-OS can utilize the residual time; e.g., we can allocate the
residual time, T , to the next task and hence relax its time constraint to T + T in Equation (5.39).
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Note that vij = (1− F (bi))si p(fj)−pidlefj and wij = sifj for 0  i  m and 1  j  K.
1. Initialization
1.1 Set the lowest speed for each cycle group (i.e., set xi1 = 1; xij = 0 for 2  j  K
and 0  i  m).
1.2 Define the total execution time as B =
Pn
i=1 wi1.
1.3 Define the slope ij = vij−vi;j−1wij−si;j−1 , 0  i  m and 2  j  K.
This slope measures the ratio of energy to time by changing the speed of a cycle
group from fj−1 to fj .
1.4 Sort the slopes fijg in non-descending order.
2. Check the speed in the order of fijg
2.1 If B − wij + wi;j−1 is less than the time budget T , then goto Step 3.
2.2 Otherwise, set xij = 1; xi;j−1 = 0 and update B = B − wij + wi;j−1. Repeat Step 2.
3. Set the speed for each cycle group
3.1 Set the speed of the ith cycle group to fj where xij = 1.
Note that if B = T , we get an optimal solution.
Figure 5.12: Dynamic programming algorithm to calculate the speed schedule for non-ideal pro-
cessors with a discrete set of speed options.
where K is the number of supported speeds, ff1; :::; fKg. One can easily reduce the multi-choice
Knapsack problem into an instance of the above optimization problem.
Being NP hard, the optimization problem does not have an optimal yet feasible solution.
GRACE-OS provides a heuristic solution with a dynamic programming algorithm, based on the
algorithm proposed by Pisinger [84]. Specifically, we sort the combinations of all speed options
for all cycle groups in the non-decreasing order of a slope, which is defined as the energy-to-time
ratio by increasing a group’s speed to the next higher speed. We initially set all groups to the low-
est speed and increase each group’s speed by visiting the sorted slope list until we meet the time
constraint in Equation (5.39). Figure 5.12 shows the dynamic programming algorithm. The com-
plexity of this algorithm is O(mK log(mK)), where m is the number of cycle groups and K is the
number of speeds. The output of this algorithm is a speed fbi for each cycle group i; 0  i < m.
That is, we get a speed schedule (b0; fb0); (b1; fb1);    ; (bm−1; fbm−1).
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5.4.4 Stability of Demand Distribution
The proactive internal adaptation algorithms depend on the probability distribution of cycle
demand of multimedia tasks. If a task’s demand distribution is stable, the scheduler can estimate it
with a small profiling window; otherwise, the scheduler can either estimate the demand distribution
with a large profiling window or update it when it changes. Now, we empirically analyze the
stability of demand distribution.
To do this, we use the prediction method discussed in Section 4.4 to profile the cycle usage
of typical multimedia codecs of speech, audio, and video during various time intervals of their
execution (e.g., during the first 50 and 100 jobs) and estimate the demand distribution from the
cycle usage. We then compare the demand distributions of different time intervals. Although we
report the results for specific input streams, we have also experimented other input streams for
each application and found similar results.
Figure 5.13-(a) depicts the cycle usage of the MPGDec application, an MPEG video decoder,
for the whole video clip lovebook.mpg with frame size 320 240 pixels and 7691 frames. Figure
5.13-(b) plots its demand distribution for decoding different parts of the video (e.g., the first 50 and
100 frames). The figure shows two important characteristics of the MPGDec’s CPU usage.
 First, its instantaneous cycle demand is bursty and most jobs do not need the worst case
cycles; e.g., for the first 100 jobs, the worst-case demand is 9:9  106 cycles, but 99% of
jobs require less than 9:4  106 cycles. This indicates that compared to worst-case-based
allocation and speed scaling, stochastic allocation and scaling can improve CPU and energy
utilization. For example, the scheduler can improve CPU utilization by 5% when delivering
the MPGDec 99% (as opposed to 100%) deadline guarantees.
 Second, MPGDec’s instantaneous cycle demand changes greatly (up to a factor of three),
while its demand distribution is much more stable. For example, the cumulative probability
curves for the first 50 jobs, the first 100 jobs, and all 7691 jobs are almost the same. This
stability implies that GRACE-OS can perform proactive internal adaptation for MPGDec
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Figure 5.13: Cycle usage and estimated demand distribution of MPGDec: its instantaneous cycle
demands change greatly, while its demand distribution is much more stable.
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Figure 5.14: Stability of demand distribution of other codecs: toast and madplay’s are stable, and
tmn and tmndec’s change slowly and smoothly.
based on a small part of its cycle usage history (e.g., cycle usage of the first 50 jobs).
We repeat the experiment for other inputs of the MPEG decoder. Figure 5.13-(c) and (d) plot
the instantaneous demand and demand distribution for Starwar.mpg, which contains a lot of scene
changes. We can also see that the demand distribution of this video is also stable. Figure 5.13-
(e) and (f) plot the instantaneous demand and demand distribution for Talkinghead.mpg, which
contains few scene changes. These results show that the demand distribution of this video is more
stable than the instantaneous demand, which does not change substantially.
We also repeat the experiment for other codecs: toast, a speech codec, madplay, a MP3 audio
decoder, tmn, an H263 video encoder, and tmndec, an H263 video decoder. Figure 5.14-(a) to
(d) plot the demand distribution of the toast, madplay, tmn, and tmndec codecs, respectively. The
results show that toast and madplay both present low CPU demands; e.g., the 95th percentile of
their jobs need less than 2:3  105 and 8:6  105 cycles, respectively. Further, the probability
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distribution of their cycle demands is stable; e.g., the cumulative probability curve for the first 50
jobs is almost the same as that for all jobs.
On the other hand, tmn and tmndec present high CPU demands; e.g., the 50th percentile of
tmn’s jobs need more than 2:5  108 cycles. Further, their demand distribution changes over time
(i.e., for different parts of the input video). The reason is that their input videos have several
scene changes and hence require different amount of CPU cycles. Such changes indicate that
GRACE-OS needs to dynamically update the demand distribution for tmn and tmndec. However,
the demand distribution of tmn and tmndec changes in a slow and smooth manner (e.g., there is
little variation between the first 50 and 100 jobs). This implies that GRACE-OS only needs to
update their demand distribution infrequently (e.g., for every 100 jobs).
5.5 Summary
In this chapter, we discussed how GRACE-OS enforces the coordinated decisions made in the
global adaptation, i.e., enables each task to operate at the coordinated QoS level at the coordinated
CPU speed. We presented a variable-speed EDF-based scheduling algorithm, which extends tradi-
tional real-time scheduling with another dimension— speed. That is, this algorithm decides what
tasks to execute, when to execute them, and what speed to execute them.
Although the extended scheduling algorithm provides overrun protection among different tasks,
it cannot efficiently handle overruns and underruns. The reason is that this algorithm enforces the
coordinated CPU allocation, which is based on the long-term CPU demand prediction. At runtime,
multimedia tasks dynamically change their cycle demand due to the variations in the input data.
We therefore proposed two sets of algorithms to handle the variations in CPU demand.
The first set of algorithms are reactive and adapt the CPU speed and allocation when a job over-
runs or underruns or when a task consistently overruns or underruns. The second set of algorithms
are proactive and adapt the CPU speed when executing each job. These two sets of algorithms also
adapt at different time granularity and use different prediction methods: The reactive algorithms
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Table 5.1: Comparison between reactive and proactive internal adaptation.
Reactive Adaptation Proactive Adaptation
granularity per-job or across multi-job intra-job
when in response to overrun or underrun within job execution
prediction instantaneous cycle demand probability distribution of cycle demand
adapt at the granularity of per-job or multi-job execution and are based on the prediction of the
instantaneous cycle demand. The proactive algorithms adapt within each job execution and are
based on the prediction of the probability distribution of cycle demand. Table 5.1 summarizes the
differences between the reactive and proactive adaptations.
These internal adaptation algorithms show the flexibility of GRACE-OS’s extended real-time
scheduling algorithm. In particular, when used together with internal adaptation, the scheduling
algorithm can handle overruns and underruns by changing the CPU speed without violating timing
requirements of multimedia tasks. As a result, GRACE-OS can enable each task to provide the




We have implemented GRACE-OS in the Linux kernel on an HP N5470 laptop, which has an
adaptive processor. To evaluate GRACE-OS, we have also implemented a prototype of the GRACE
cross-layer adaptive system [109]. This prototype integrates and coordinates the adaptation of the
CPU speed (frequency/voltage), operating system scheduling, and multimedia quality. The imple-
mented adaptive multimedia tasks are an MPEG decoder and an H263 encoder. In this chapter,
we introduce the hardware platform of our implementation and describe the implementation of
GRACE-OS and two adaptive multimedia codecs.
6.1 Hardware Platform
The hardware platform for our implementation is an HP Pavilion N5470 laptop. This laptop
has a single AMD Athlon processor [5]. To provide energy saving capability, the Athlon processor
can dynamically change speed at runtime, trading off performance for power. In particular, this
processor supports six different speeds; different speeds have different voltages (Table 6.1). Similar
to Intel’s speedstep technology, AMD’s PowerNow technology allows the software to change the
Table 6.1: Supported speed and voltage of the Athlon CPU.
Speed (MHz) 300 500 600 700 800 1000



























Figure 6.2: Total power consumed by the laptop at different speeds: Each power value is the
average of 2000 measurements.
speed and voltage of the CPU through the Advanced Configuration and Power Interface (ACPI)
standard [26]. Specifically, the operating system can control the speed and voltage at runtime.
The Athlon CPU consumes different power at different speeds. We are more interested in the
total power consumed by the laptop, rather than the CPU power only, at different speed since
our goal is to reduce the total energy consumed the laptop. To measure the total power, we use
an Agilent 54621A oscilloscope to measure the power consumed by the laptop. Specifically, we
remove the battery from the laptop and measure the current and voltage from the input cord of the
AC adaptor (Figure 6.1). The product of the current and voltage is the power consumed by the

















• Scheduler and coordinator 
• CPU Speed adaptor
hook
Figure 6.3: Software architecture of GRACE-OS implementation.
6.2 Implementation of GRACE-OS
GRACE-OS is implemented as a set of patches and modules that hook into the Linux kernel
2.6.5. Figure 6.3 illustrates the software architecture of the prototype implementation, which is
similar to the design architecture in Figure 3.4. Note that we combine the soft real-time scheduler
and coordinator together and implement the CPU adaptor in the operating system. The reason for
implementing the CPU adaptor in the operating system, rather than in the hardware layer, is that
GRACE-OS makes the decision on the speed adaptation.
The entire implementation contains 2605 lines of C code, including about 185 lines of mod-
ification to the Linux kernel, primarily for cycle profiling and speed adaptation during context
switches. We next describe the five major issues in the implementation.
6.2.1 Adding New System Calls
We add six new system calls to support soft real-time requirements of multimedia tasks. These
system calls enable tasks to communicate with the kernel on the CPU demand and adaptation.
Table 6.2 shows these system calls. Table 6.3 gives a sample code on how to use these new calls.
We now describe these system calls in detail.
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Table 6.2: New system calls for GRACE-OS
System Call Description
EnterSRT Indicate that the calling task is a soft real-time task.
SetQoSLevel Set the utility and CPU demand for each supported QoS level.
FinishSetup Complete the QoS setup and trigger a global adaptation.
GetQoSLevel Get the coordinated QoS level of the calling task.
FinishJob Indicate that the calling task has finished a job. For the purpose of cycle
profiling, this system call returns the number of cycles the job has used.
ExitSRT Indicate that the calling task exits soft real-time mode.
1. A task uses EnterSRT() to tell the kernel that the task is a soft real-time task and requires
performance guarantees from the operating system.
2. A task uses SetQoSLevel() to specify all QoS levels the task supports. This system call
tells the kernel the id, utility, CPU demand (period and statistical cycle demand) of each QoS
level. The id is associated with the application-level QoS parameters such as frame rate.
3. After setting all QoS levels, a task uses FinishSetup() to trigger a global adaptation.
Upon this system call, the operating system performs global adaptation to determine the
operating QoS level and CPU allocation of the task.
4. A task performs multimedia processing periodically, i.e., executing a job such as frame de-
coding per period. Before starting a job, a task retrieves the coordinated QoS level using
the system call GetQoSLevel() and changes the application-level QoS parameters corre-
spondingly. Note that the coordinated QoS level may change due to the joining or leaving of
other tasks. If the QoS level changes, the task adapts its QoS parameters again.
5. At the end of job, the task uses FinishJob() to tell the kernel that the task has finished a
job1. So, the kernel can tell if the task misses its deadline and may reclaim the residual cycle
budget of the task.
1Multimedia tasks often tell the kernel about their jobs via system calls; e.g., when an MPEG decoder finishes a
frame decoding, it may call sleep to wait for the next frame. Although not explicit here, we can use these system
calls to replace FinishJob, similar to the approach proposed by Banachowski et al. [12]
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Table 6.3: Sample code of an adaptive multimedia task
int main()
{
// 1. Profiling and estimation
Profile the demand distribution for the input stream.
// 2. QoS setup
EnterSRT()




for each job { //execute jobs periodically
GetQoSLevel() //get coordinated QoS level
ConfigureQoS() //configure QoS parameters





6. Finally, after finishing all jobs, a task uses ExitSRT() to release the CPU reservation.
Upon this system call, the operating system reports the statistics (such as deadline miss
ratio) about the task and performs another global adaptation for the remaining tasks.
We implement the above system calls (Table 6.2) in the soft real-time scheduler, which is a
loadable kernel module. A challenging problem here is that Linux kernel 2.6 does not expose
the symbol sys_call_table for loadable kernel module. The symbol sys_call_table
defines the entry for each system call. To address this problem, we take the following steps:
 First, we add an entry for each of these system calls in file entry.S. These entries extend
the sys_call_table for the new system calls.
 Second, we add a dummy implementation in file sched.c to compile the kernel.
 Third, the dummy implementation is replaced with the real implementation when the soft
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/* for profiling */
unsigned long long last_sample_cycles;
unsigned long job_cycles;
/* for intra-job DVS */
struct dvsPnt_struct *speed_schedule;
unsigned short dvsPnt_count, current_dvsPnt;
#endif /*CONFIG_UIUC_GRACE*/
};
real-time scheduler module is loaded. To map the entry of a system call to its implemen-
tation, we find the address of the unexposed sys_call_table in the file System.map
and use this address as sys_call_table in the soft real-time scheduler module.
6.2.2 Modifying the Processor Control Block
We add five new attributes into the process control block (i.e., the task_struct), as shown
in Table 6.4. The first two attributes are used for cycle profiling. In particular, job_cycles
records the number of cycles the task consumes for each job. To profile the number of cycles, we
accumulate the number of cycles elapsed during the job execution (i.e., the interval from the task’s
switch-in to its switch out). The attribute last_sample_cycles remembers the CPU cycle
count, read from a system register, when the task is switched-in last time.
The last three attributes are used for enforcing the speed schedule for proactive internal adap-
tation. Specifically, speed_schedule is a list of speed scaling points, which define how to
accelerate the CPU for a job execution; current_dvsPnt specifies the current speed point for
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Table 6.5: Value of register FidVidCtl for different speeds.
Speed (MHz) 300 500 600 700 800 1000
Register Value 1250064 1249540 1248774 1248520 1248266 248270
the task’s execution and changes during the task execution. In Section 6.2.5, we will show how to
use these new attributes in the standard Linux scheduler.
6.2.3 Implementing the CPU Adaptor
The Athlon CPU in the HP laptop allows the operating system kernel to change its speed at run-
time. We therefore implement the CPU adaptor in the kernel by adding a new DVS kernel module.
Specifically, we change the CPU speed by writing the frequency and corresponding voltage to a
system register FidVidCtl using the following statement.
wrmsr(FidVidCtl, register_val);
Table 6.5 shows the value of this register (register_val) for different speeds.
Although the CPU adaptor is implemented for the Athlon CPU, the adaptor provides a simple,
clean interface for speed setting, and is separated from the DVS decision maker (the soft real-time
scheduler in our case). In doing so, we improve the flexibility and reusability of our implementa-
tion: We can apply GRACE-OS to other processors by replacing only the speed setting module.
For example, we have successfully ported GRACE-OS to an IBM thinkpad T40 laptop, which has
an adaptive Intel Pentium-M processor.
6.2.4 Implementing the Soft Real-Time Scheduler
We integrate the coordinator into the soft real-time scheduler. The real-time scheduler is
hooked into the standard Linux scheduler, rather than replacing the latter. We do this for a num-
ber of reasons. First, multimedia applications can take advantage of the existing operating system
services and libraries such as X server. As a result, we can validate GRACE-OS with typical mul-
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Table 6.6: High resolution timer to trigger soft real-time scheduling
static struct timer_list timer;














timedia applications. Second, we can easily support the coexistence of real-time and best-effort
applications. Finally, we can minimize the modification to the operating system kernel, thereby
improving the reusability of our implementation. For example, we have easily ported GRACE-OS
from Linux kernel 2.4 to kernel 2.6, which changes substantially from kernel 2.4.
To improve the scheduling granularity, we patch the kernel with the high-resolution-timer
patch [8] and add a periodic, one millisecond resolution timer into the kernel. The real-time sched-
uler is attached as the call-back function of the timer and hence is invoked every millisecond.
Table 6.6 shows the code to do this. When the timer expires, the real-time scheduler is invoked
to perform real-time scheduling as follows: (1) it checks the cycle budget of the current task. If
the budget is exhausted, it sets the current task’s scheduling policy to best-effort mode for overrun
protection. (2) It checks if it is necessary to change the speed for the current task by advancing
its speed schedule. (3) Finally, it invokes the standard Linux scheduler, which in turn dispatches a
real-time task for execution.
In addition to soft real-time scheduling, the real-time scheduler also implements the new system
calls (Table 6.2). Specifically, the real-time scheduler triggers global adaptation upon the system
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calls FinishSetup() and ExitSRT(). If a task is admitted, its scheduling policy is set to
SCHED_FIFO. The standard Linux schedule uses the scheduling policy and real-time priority
together to decide the order to execute real-time tasks. The real-time scheduler also sets the real-
time priority for each multimedia. To do this, the real-time scheduler suspends a task when it
calls FinishJob() and wakes up the task when it begins a new period. At this time, the real-
time scheduler updates the deadline for the task and adjusts its real-time priority by comparing its
deadline with other real-time multimedia tasks.
A challenging problem here is that unlike kernel 2.4, kernel 2.6 uses an O(1) scheduler to
schedule all tasks. Specifically, the standard Linux scheduler maintains a run queue and always
dispatches the first task in the run queue. This means that when our real-time scheduler changes
the real-time priority of a task, the task needs to be put into the proper position in the run queue.
To do this, we add a function in sched.c to allow the real-time scheduler to set real-time priority
and set a task’s position in the run queue. In this way, we maintain the O(1) scheduling algorithm
of the kernel 2.6 while adding real-time support.
6.2.5 Modifying to Standard Linux Scheduler
We modify the standard Linux scheduler to add cycle profiling and speed setting. When the
schedule() function is invoked, if a context switch happens, the Linux scheduler does some
housekeeping for the switch-out task. First, the scheduler increases the cycle counter of the task
by the number of cycles elapsed since its last switch-in. Second, the cycle budget of the task is
decreased by the same amount. Finally, the scheduler advances the current scaling point of the task
if its cycle counter reaches the cycle number of the next scaling point.
The Linux scheduler then sets the speed for the switch-in task based on its current scaling point.
This task will execute at the new speed after the context switch. Table 6.7 shows the modification
to context switch in the standard Linux scheduler.
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Table 6.7: Modification to the standard Linux scheduler
// file sched.c







/* advancing speed schedule if necessary */
if(prev->speed_schedule










6.3 Implementation of Adaptive Multimedia Tasks
To test GRACE-OS, we have also implemented two adaptive multimedia applications, an
MPEG decoder and an H263 encoder. These two tasks support multiple QoS levels, trading off
multimedia quality for CPU and energy demands.
6.3.1 Adaptive MPEG Decoder
The adaptive MPEG decoder is based on the Berkeley MPEG tools [22]. The original Berkeley
MPEG decoder can decode an MPEG video with different dithering methods, such as color and
gray, by specifying an option -dither when starting the decoder. Different dithering methods
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presents different perceptual quality and consumes different amount of CPU cycles to decode a
frame.
To support the dithering adaptation at runtime, we modify the Berkeley MPEG decoder as
follows. First, we instrument it with the new system calls (Table 6.2). Specifically, the decoder
tells GRACE-OS four different dithering methods: gray, mono, color, and color2, when the
decoder starts playing a video. Second, before decoding a frame, the decoder retrieves its dithering
method from GRACE-OS. If the dithering method changes, we need to apply the new dithering
method to the next frame. However, it is difficult to change the dithering method directly since the
decoder initializes several decoding parameters at the beginning.
We therefore stop the current decoding thread and start a new thread by specifying the new
dithering method. When the new thread starts, it initializes the decoding parameters with the new
dithering method and then continues to play the video from the current frame number. This QoS
adaptation may incur a large overhead due to the thread restart. We therefore adapt the quality only
in global adaptation, which happens at coarse time granularity.
Although the adaptive MPEG decoder is single-threaded application, it uses the X server to
display the decoded image. As a result, the execution of the MPEG decoder may be delayed due to
the synchronization with the X server, which usually runs in the best-effort mode. To address this
dependency, we use the priority inheritance protocol [94] to increase the priority of the X server.
In particular, the MPEG decoder sets the priority of the X server as its own just immediately before
calling the X server for displaying the decoded image. In this way, the X server will be executed
immediately even if there are some other real-time tasks. When the X server returns, its priority is
reset to best-effort.
6.3.2 Adaptive H263 Encoder
The adaptive H263 encoder [91] is based on the TMN (Test Model Near-Term) encoder [1],
which encodes standards-compliant H263 streams. We modify the encoder to trade off computa-
tional complexity against the number of cycles demanded for encoding. Specifically, the adaptive
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encoder can change the quantization parameter at the beginning of each frame.
Similar to the above MPEG decoder, we modify the H236 encoder as follows. First, we in-
strument it with the new system calls (Table 6.2). Specifically, the encoder tells GRACE-OS three
quantization parameters: 5, 18, and 31, before encoding a stream. Second, before encoding a
frame, the encoder retrieves its quantization parameter from GRACE-OS and always uses the lat-
est quantization parameter to encode the next frame. Note that unlike the above adaptive MPEG
decoder, the adaptive H263 encoder does not need to restart in case of quality adaptation, thus
incurring much lower overhead for adaptation.
6.4 Summary
This chapter described the implementation of GRACE-OS in the Linux kernel 2.6.5 on an
HP laptop with an AMD Athlon processor. We divided GRACE-OS into several modules and
provided clear interfaces among these modules. In particular, we isolated the CPU adaptor, which
is dependent on the hardware platform. As a result, we can apply GRACE-OS to other platforms
by replacing only the CPU adaptor.
We addressed several challenges when implementing GRACE-OS in the Linux kernel 2.6.
 Linux is a best-effort operating system. GRACE-OS, however, needs soft real-time schedul-
ing to support multimedia QoS.
We implemented a soft real-time scheduler, which allocates CPU cycles to individual tasks
and enforces the allocation for QoS provisioning. This real-time scheduler is hooked to the
standard Linux scheduler. As a result, multimedia applications can take advantage of the
services and libraries provided by the Linux operating system.
 The standard Linux timer has a resolution of 10 milliseconds, which is too coarse for the
scheduling and speed adaptation in GRACE-OS.
We patched the kernel with the high resolution timer and added a one-millisecond-resolution
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timer. This timer periodically triggers the real-time scheduler, thus improving the real-time
scheduling granularity to one millisecond.
 The new kernel 2.6 changes much from the kernel 2.4. In particular, the kernel 2.6 uses an
O(1) schedule and hides system call table from load kernel modules.
We allowed the real-time scheduler to access the run queue defined in the kernel to put
multimedia tasks into the proper position of the run queue based on their deadline. In this
way, we maintained the O(1) scheduling algorithm while adding real-time support. We also





We have experimentally evaluated GRACE-OS on a real system with adaptive processor and
multimedia applications. In this chapter, we describe the experimental setup for the evaluation and
then report the experimental results, including overhead, energy saving and QoS provisioning. The
overhead results justify our global and internal hierarchial adaptation approach. The energy and
QoS results demonstrate the benefits of the cross-layer adaptation supported by GRACE-OS.
7.1 Experimental Setup
In this section, we describe the multimedia applications used in our experiments. We describe
their inputs, supported QoS levels, as well as CPU demand and utility for each QoS level. We then
introduce our interested metrics for evaluation.
7.1.1 Experimental Applications
Our experiments are performed on the HP N5470 laptop with 256MB RAM. The experimental
applications include the adaptive MPEG decoder and H263 encoder (described in Section 6.3) and
a non-adaptive H263 decoder. The H263 decoder also uses the X server to display the decoded
image; we let the X server inherit the priority from the H263 decoder, same as in the MPEG
decoder implementation (Section 6.3). Table 7.1 summarizes these multimedia tasks and their
inputs. We have also experimented other audio and speech codecs such as toast and madplay.
91
Table 7.1: Experimental multimedia tasks.
Application Type Input stream Jobs QoS Levels
MPGDec MPEG video decoder Starwars.mpg 3260 4
H263Enc H263 video encoder Paris.cif 1065 3
H263Dec H263 video decoder Paris.263 1065 1
These codecs present a very low CPU demand, e.g., less than 20 million cycles per second (MHz).
As a result, there is no much space for energy saving since the CPU can always run at the lowest
speed 300 MHz. We therefore do not report the results for these audio and speed codecs in the
thesis.
For each codec, we define the CPU demand and utility of each QoS level q as follows:






For a fair comparison among different operating system support in the evaluation, we use
the same frame rate and hence same period for all QoS levels of a task.
2. We run the codec and profile its cycle usage for each frame processing off-line. We then use
the 95th percentile of cycle usage cross all frames as the statistical cycle demand C(q).
3. We define the utility as a log function of the demanded cycles per second, i.e.,




where w is the weight of the task. Intuitively, the higher the CPU demand, the higher the
utility; the user can also use the weight w to increase the utility of an important application,
which may have a low CPU demand. Such a utility function is also commonly used in
previous literature [19, 62].
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Table 7.2: QoS levels for the three multimedia codecs.
MPGDec H263Enc H263Dec
dithering quantization level non-adptive
QoS level gray mono color color2 31 18 5
period (ms) 50 50 50 50 150 150 150 40
cycles (106) 12.77 16.02 19.73 20.07 55.06 61.76 90.18 7.78
bandwidth (MHz) 255.4 320.4 394.6 401.4 367.1 411.7 601.2 194.5
utility 2.407 2.506 2.596 2.604 2.565 2.615 2.779 2.289
Table 7.2 summarizes the QoS levels of these three codecs.
7.1.2 Metrics
We measure five metrics for the evaluation:
 Overhead. We measure the cost for each operation (such as global and internal adaptation)
of GRACE-OS. Unless specified otherwise, we set the CPU to lowest speed, perform the
operation, and measure the time elapsed during the operation.
Although we are unable to measure the energy cost during each operation, we found that
the energy cost of GRACE-OS’s operations is small and negligible for multimedia execution
since their corresponding time cost is small.






where T is the execution time of the experiment, f(t) is the CPU speed at time t; 0  t  T ,
and p(f(t)) is the total power consumed by the laptop at speed f(t) (Figure 6.2). We use
the idle power when the idle task is dispatched (i.e., the CPU is idle).
Although we are unable to use Agilent oscilloscope to measure the actual energy consump-
tion for a long time interval during the experiments. We verified that for a short time interval,
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the measured energy with the oscilloscope is the same with the calculated energy with Equa-
tion (7.3). We therefore conclude that Equation (7.3) is valid for energy measurement.
 Achieved lifetime. Currently, we cannot measure the actual battery lifetime due to the dif-
ficulties in precisely measuring the residual energy in Linux. Instead, we assign an initial
energy budget before starting each experiment and decrease the budget by the energy con-
sumed by the laptop as in Equation (7.3). When the budget becomes 0, we say that the
battery is exhausted and calculate the achieved lifetime as the time interval from the budget
assignment to the exhausted time instance.
 Deadline miss ratio. This metric shows how well GRACE-OS meets multimedia timing
requirement. Intuitively, the lower the deadline miss ratio is (i.e., the better the multimedia
QoS is), the better the operating system support.
 Accumulated utility. We define the accumulated utility of a task as




where  is the task’s deadline miss ratio, T is its execution lifetime— the time interval from
its arrival to its leaving, and u(t) is its configured utility (defined in Table 7.2) at time t. The
accumulated total utility is defined as the sum of the accumulated utility of all tasks executed
during the battery life.
Compared to the utility function in Table 7.2, the accumulated utility captures the perceptual
quality better by considering the missed deadlines, configured quality, and runtime of the
task. For example, a user may prefer a small and smooth video (with few missed deadlines)
to a large but jerky video, and prefer watching the whole movie with a small screen to
watching a part of the movie with a full screen. At the global adaptation time, however,
GRACE-OS uses the utility function in Equation 7.2 to make global optimization since by
definition, the accumulated utility of a task is known only after the task has finished.
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Figure 7.1: Cost of global adaptation: the solid line shows the mean of six measurements and the
error bars show the minimum and maximum of the six measurements.
7.2 Overhead
In the first set of experiments, we analyze the overhead of the operations in GRACE-OS.
Specifically, we report the cost for global adaptation, internal adaptation in each system layer,
real-time scheduling, and the new system calls (Table 6.2).
7.2.1 Cost for Global Adaptation
Global adaptation considers all the combination of the CPU and task QoS level. Since the
number of speed options is fixed in our experiments (six speeds for the Athlon CPU), the cost
of global adaptation depends on the number of concurrent tasks and the number of their QoS
levels. To measure this cost, we run one to five MPEG decoders (mobile devices seldom run more
than five active applications concurrently) at a time, set the lowest speed 300 MHz before each
global adaptation, and measure the time elapsed during global adaptation based on the optimization
policies maximum-utility and desired-life in the kernel.
Our results show that the policies maximum-utility and desired-life incur the almost same cost
since they use the same dynamic programming algorithm in Figure 4.1. We therefore do not
differentiate these two policies in the reported cost (Figure 7.1). We notice immediately that here
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the cost of global adaptation is quite small. For example, the cost with five tasks is about 30
microseconds, which is less 0.075% of the time for decoding an MPEG frame.
This seems to indicate that we can invoke global adaptation frequently. However, the cost re-
ported in Figure 7.1 is only for the coordination algorithm. The reported cost does not include time
for configuring each layer based on the decisions made in the global adaptation. In particular, the
cost for configuring application QoS parameters may be very large, depending on the application.
For example, when the adaptive MPEG decoder changes its dithering method, the adaptation cost
is in hundreds of milliseconds. This implies that if global adaptation is triggered frequently, it
may incur unacceptably large overhead. GRACE-OS hence chooses to trigger global adaptation at
coarse time granularity when a task joins or leaves or when the internal adaptation cannot handle
the changes in the CPU demand of a task.
Even for multimedia tasks that can adapt QoS with very small overhead (e.g., our implemented
H263 encoder), we still cannot invoke global adaptation frequently. The reason is that global
adaptation may change the quality of multimedia tasks; frequent quality changes (e.g., fluctuation
of a video color) could be annoying to the user.
7.2.2 Cost for Internal Adaptation
Now we analyze the cost for internal adaptation in the CPU and operating system layers. The
cost for DVS includes three parts, timer expiration, changing the frequency and stabilizing the
voltage. The internal adaptation is driven by a high resolution timer. The cost for the timer ex-
piration is about 1000 cycles and hence very small [100]. To measure the cost for the frequency
change, we adjust the CPU from one frequency to another one and measure the time elapsed for
each adjustment in the kernel. Figure 7.2 plots the results. The cost for the frequency change is
dependent on the destination frequency and is below 40 microseconds. Although we are unable to
directly measure the cost for stabilizing the voltage, AMD document [5] reports that this cost is
below 100 microseconds. That is, it takes less than 140 microseconds to change the CPU speed
once. Therefore, it is acceptable for GRACE-OS to change the speed several (often less than six)
96
Cost for CPU Frequency Change
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Figure 7.2: Cost of changing the CPU frequency: the bars show the mean of 12 measurements and
the error bars show the minimum and maximum of 12 measurements.
times during a job execution, since a job execution often takes tens of milliseconds. Note that with
the advances of circuit design, the DVS overhead is becoming smaller; e.g., the lpARM processor
can change speed in 1250 cycles and continue operation while changing the speed [81].
Next, we measure the cost for reactive internal adaptation. To do this, we run one MPGDec,
set the CPU speed to the lowest speed 300 MHz before each per-job and multi-job adaptation,
and measure the time elapsed during each per-job and multi-job adaptation in the kernel. The
results (Figure 7.3) show that multi-job adaptation has a much larger overhead (in a factor of
100) than per-job adaptation. However, both per-job and multi-job adaptations incur a negligible
overhead relative to multimedia processing. For example, the cost of multi-job adaptation is below
22 microseconds, which is less than 0.05% of the time for decoding an MPEG frame.
Finally, we analyze the cost for proactive internal adaptation, primarily for constructing the
speed schedule for a task. To do this, we always run the CPU at the lowest speed 300 MHz and
measure the time elapsed when using the dynamic programming algorithm to calculate the speed
schedule for each task. The results (Figure 7.4) show that this cost is small and negligible relative
to multimedia processing. For example, for H263Enc, which has 37 cycle groups, the speed
schedule calculation takes less than 30 microseconds, while a typical video frame processing takes
tens of milliseconds.
We need to point out that GRACE-OS only constructs the speed schedule for a task when its
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Figure 7.3: Cost of reactive internal adaptation: the bars show the mean of 50 measurements and
the error bars show the minimum and maximum of 50 measurements.


























Figure 7.4: Cost of proactive internal adaptation for constructing the speed schedule: the bars
show the mean of 6 measurements and the error bars show the minimum and maximum of 6
measurements.
time budget changes due to the entry or exit of other tasks. That is, the construction of speed
schedule happens immediately after the global adaptation, which happens infrequently. After the
construction, the scheduler only needs to adjust the speed for a task’s execution based on the task’s
speed schedule. This means that the calculation of the speed schedule does not happen frequently.
7.2.3 Cost for Real-Time Scheduling
To measure the cost for soft real-time scheduling, we run different number of tasks concurrently
and measure the time elapsed for each invocation of soft real-time scheduling. Figure 7.5 plots
98
Cost for Soft Real-Time Scheduling
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Figure 7.5: Cost of soft real-time scheduling: the bars show the average of 5,000 measurements
and the error bars show the 95% confidence intervals.
the results. The scheduling cost is very small and below 4 microseconds, thus negligible during
multimedia processing. In terms of relative overhead, the scheduling cost is below 0.4% since the
scheduling granularity is 1000 microseconds.
We also found that the cost of soft real-time scheduling does not increase significantly with the
number of concurrent tasks. The reason is that like the O(1) scheduling algorithm in Linux kernel
2.6, our soft real-time scheduler also uses an O(1) algorithm. The primary operation of the soft
real-time scheduling is to charge the cycle budget of the current task and enforce its speed schedule
based on its cycle usage.
7.2.4 Cost for New System Calls
Finally, we measure the cost for each of the new system calls (Table 6.2) in the application
level. To do this, we set the CPU to the lowest speed 300 MHz, run the MPGDec, and measure the
time elapsed during each system call in the application level. Figure 7.6 plots the results, which
are negligible relative to multimedia processing, for the following reasons.
 First, although GetQoSLevel is called once per job (see the application sample in Ta-
ble 6.3), the cost per call is very small, about 4 microseconds.
 Second, although EnterSRT, SetQoSLevel, and FinishSetup have a larger cost per
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Figure 7.6: Cost of new system calls: the bars show the mean of ten measurements and the error
bars show the minimum and maximum of the ten measurements.
call, they are called only once or several times for each task. As a result, their overall cost is
still small during task execution.
 Third, although FinishJob is called once per job and has a very large cost (in millisec-
onds) per call, the calling task is suspended until next period anyway. This means that the
delayed return of FinishJob does not matter from the QoS point of view.
 Finally, although ExitSRT has a larger cost per call, it is called only once when the task
exits the real-time mode. That is, after calling ExitSRT, the calling task enters the best-
effort mode; consequently, the delayed return of ExitSRT does not affect multimedia QoS.
Another interesting result from Figure 7.6 is that ExitSRT and FinishJob both exhibit
large deviations in their cost. For ExitSRT, the calling task is set to best-effort mode and may be
dispatched later if there are other soft real-time tasks. As a result, the call ExitSRT may return
with a large delay. For finishJob, the calling task is usually suspended until next period, at
which the finishJob call returns. However, the task starts a new period immediately, if the task
finishes the previous job at or after the deadline.
100
7.3 Benefits of Global Adaptation
After analyzing the overhead of GRACE-OS and justifying our hierarchical adaptation ap-
proach, we now show the benefits of GRACE-OS for QoS provisioning and energy saving. Specif-
ically, we first analyze the benefits of global cross-layer adaptation, and then analyze how much
energy can be saved by internal adaptation.
To evaluate the benefits global cross-layer adaptation, we compare GRACE-OS with other
systems that adapt only some of the three layers:
 No-adapt. No system layer adapts: The CPU runs at the highest speed, tasks run at the high-
est QoS level, and the operating system scheduler does not handle overruns and underruns.
 CPU-only. Same as no-adapt except that the CPU adapts when a task arrives or leaves.
Specifically, the CPU speed is adjusted based on the total CPU demand of all concurrent
tasks, each operating at the highest QoS level.
 OS-only. Same as no-adapt except that the operating system scheduler uses internal adapta-
tion to handle overruns and underruns. This internal adaptation, however, does not change
the CPU speed.
 App-only. Same as no-adapt except that when a task arrives, it configures its QoS level as
high as possible given the currently available CPU resource.
 CPU-OS. Joint adaptation in the hardware and operating system layers. The scheduler uses
internal adaptation to handle overruns and underruns. The CPU adapts the speed upon task
entry or exit and internal adaptation.
 CPU-app. Joint adaptation in the hardware and application layers. When a task arrives, it
configures its QoS level as high as possible given the currently available CPU resource. The
CPU adapts the speed based on the total demand of all concurrent tasks when a task joins or
leaves the system.
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 OS-app. Joint adaptation in the operating system and application layers. When a task arrives
or leaves, the operating system coordinates all concurrent tasks to maximize the total utility.
The scheduler uses internal adaptation to handle overruns and underruns. In general, OS-
app represents systems that coordinate and enforce CPU allocation to multiple tasks, such
as Q-RAM [89], IRS [38] and DQM [19].
The internal adaptation in the operating system above means the reactive internal adaptation,
which changes the CPU allocation to a task. For each of the above adaptation policies, the sched-
uler also allocates the CPU to individual tasks based on their statistical cycle demand and uses the
speed-aware soft real-time scheduling algorithm. If the scheduler cannot allocate CPU resource to
a task, the task exits immediately.
Under each of the above adaptive systems, we perform two kinds of experiments:
1. Single run. We run each of the three codecs (MPGDec, H263Enc, and H263Dec) one at a
time. Each code has the QoS configuration in Table 7.2.
2. Concurrent run. We run each of the three codecs together by starting them in the order of
H263Enc, MPGEnc, and H263Decwith some time interval. This concurrent run represents
the scenario in which we record a video and playback the video to check the quality of
multiple segments (e.g., in a multi-video window).
In all experiments, we set the task weight to 1.0. We have also tried other weight values and
found that the cross-layer adaptation achieves higher utility than other systems that are oblivious
to utility. In particular, the desired-time optimization is good to save energy for important ap-
plications that start later. We next use the single and concurrent run experiments to evaluate the
two global adaptation policies, maximum-utility and desired-time, in GRACE-OS. In these experi-
ments, GRACE-OS uses the reactive internal adaptation in the CPU and operating system layers.
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7.3.1 Maximizing Utility
We first consider the scenario in which the user wants to first the total utility of all current tasks
and then minimize energy, e.g., when recording important video and audio. We do the above single
and concurrent run experiments and measure the accumulated utility and energy consumption (we
are not interested in the achieved lifetime here since the battery has enough energy to finish the
experiments). Figure 7.7 reports the utility and energy results. We now use these results to evaluate
GRACE-OS.
Compared to no-adapt, CPU-only, OS-only, app-only, CPU-OS, CPU-app, and OS-app that
adapt only some of the three layers, GRACE-OS achieves similar utility with much less energy for
the single runs and achieves much higher utility for the concurrent run. These results clearly show
the benefits of cooperative cross-layer adaptation for maximizing multimedia quality. Specifically,
 In the single run cases, GRACE-OS and the zero- or one-layer adaptive systems have a
similar utility since they all configure the single task at the highest QoS level. They also
reduce the deadline misses for overrun jobs (the deadline miss ratios are below 0.5% and
hence are negligible) but use different approaches: GRACE-OS uses internal adaptation to
allocate extra cycles, while other systems run overrun jobs in best-effort mode using the
unallocated cycles, which exist since the CPU may runs at a higher speed than the total
demand due to the discrete frequency options.
In terms of energy, GRACE-OS saves energy by up to 59%. Relative to no-adapt, OS-only,
and app-only that are oblivious to energy saving, the energy benefits of GRACE-OS results
from the CPU adaptation since the CPU does not need to always run at the highest frequency.
Relative to cpu-only, GRACE-OS saves more energy by using internal adaptation to handle
underruns. This underrun handling is effective since even with a small deduction of the total
demand via the budget reclamation, the CPU may run at the next lower speed.
Note that GRACE-OS consumes almost the same energy as CPU-OS since they have the
same adaptation behavior in the single run case. Although GRACE-OS differs from CPU-
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Figure 7.7: Comparing GRACE-OS with other systems for maximum-utility global adaptation:
the bars show the mean of five measurements and the error bars show the minimum and maximum
of the five measurements.
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OS in application adaptation, the single application runs at the highest quality level in these
two systems, thus resulting in the same adaptation behavior.
 In the concurrent run case, GRACE-OS improves the utility by 31% to 69% relative to other
systems. GRACE-OS accepts all tasks and coordinates them to maximize their total utility
under the CPU constraint. In contrast, other zero- or one-layer adaptive systems admit fewer
tasks due to the CPU constraint.
Specifically, compared to no-adapt, CPU-only, OS-only, and CPU-OS that are oblivious to
utility, the utility benefits of GRACE-OS results from the application adaptation and coor-
dination of multiple tasks for the maximum utility. Compared to App-only and CPU-App
that are not aware of multiple tasks, the utility benefits of GRACE-OS results from coordi-
nating the adaptation of multiple tasks. Compared to OS-App that also coordinates multiple
tasks, the utility benefits of GRACE-OS results from the lower deadline miss ratio due to the
internal adaptation for handling overruns.
GRACE-OS consumes more energy than other systems only because GRACE-OS admits
more tasks and hence needs to run the CPU at a higher speed. This is desirable since in the
policy maximum-utility, maximizing utility is the primary objective and is more important
than saving energy.
7.3.2 Achieving Desired Lifetime
Now we consider the scenario in which the user wants to last the battery for a desired lifetime,
e.g., when watching a two-hour movie. The desired lifetime here is defined as the expected runtime
of the applications. Table 7.3 shows the desired lifetime for the single and concurrent runs. We
repeat the above experiments and measure the achieved lifetime and accumulated utility (we are not
interested in energy consumption here since energy is a constraint here for maximizing multimedia
utility). When the initial battery energy is high, we always achieve the desired lifetime and get
similar utility results as the above experiments in Section 7.3.1. We therefore focuses the cases
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when the battery energy is low, i.e., the energy is insufficient for the CPU to run at the highest
speed for the whole desired lifetime. Figure 7.8 plots the results.
We first notice that for both the single and concurrent run cases, GRACE-OS almost achieves
the desired lifetime and finishes all processed streams. GRACE-OS improves the battery lifetime
by up to 57.8% relative to other systems that adapt some of the three layers. The reason is that
GRACE-OS considers the energy constraint and is aware of the lifetime, while other systems are
oblivious to the lifetime. In particular, GRACE-OS coordinates the CPU hardware, operating
system, and application layers for the desired lifetime by limiting the operating CPU speed and
hence power (Equation 4.13). This lifetime-aware cross-layer adaptation is especially effective to
save energy for important applications that may start later.
In addition to achieving the desired lifetime, GRACE-OS also achieves higher utility than other
systems. This clearly shows the benefits of cross-layer adaptation for higher QoS when the battery
energy is limited. Specifically, in the single run case, GRACE-OS increases the accumulated utility
by up to 45.8% relative to other systems. The reason is that GRACE-OS achieves a longer lifetime
(recall that the accumulated utility is the integral of the utility over time). The longer lifetime also
explains why CPU-OS has a high utility (but less than GRACE-OS).
In the concurrent run case, GRACE-OS increases the utility by 2% to 45.7% than other sys-
tems. There are two reasons: First, GRACE-OS has a longer lifetime, as analyzed above. Second,
GRACE-OS coordinates multiple tasks to maximize their utility. In particular, the first reason ex-
plains why GRACE-OS has a higher utility than OS-app that also coordinates tasks but with shorter
lifetime; the second reason explains why GRACE-OS has a higher utility than CPU-OS that also
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Figure 7.8: Comparing GRACE-OS with other systems for desired-lifetime global adaptation: the
bars show the mean of five measurements and the error bars show the minimum and maximum of
the five measurements.
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has a long lifetime but executes fewer tasks.
Another interesting results is that for the H263Dec case, GRACE-OS achieves almost the
same lifetime and utility as CPU-only, CPU-OS, CPU-app. The reason is the task H263Dec is
non-adaptive and can support only one QoS level (Table 7.2). This shows the needs of application
adaptation to trade off QoS for energy when the energy is low. On the other, the results also mean
that GRACE-OS supports existing non-adaptive application, i.e., GRACE-OS does not perform
worse than other systems for non-adaptive applications.
7.3.3 Summary of Global Adaptation Results
Overall, our experimental results show that the global adaptation of GRACE-OS provides sig-
nificant benefits for multimedia QoS and energy. Compared to previous systems that adapt only
some of the layers, GRACE-OS can effectively trade off QoS against energy based on the user’s
preference: For the policy maximum-utility that first maximizes multimedia utility and then mini-
mizes energy, GRACE-OS improves the accumulated utility by up to 69% or saves energy by up to
59% without affecting multimedia utility. For the policy desired-lifetime that first targets a desired
battery lifetime and then maximizes multimedia utility with this lifetime constraint, GRACE-OS
always the user-desirable lifetime while increasing the utility by up to 45.8% when the battery
energy is low.
7.4 Benefits of Internal Adaptation
After analyzing the benefits of global adaptation of GRACE-OS, we now analyzing the ben-
efits of its internal adaptation. In particular, we evaluate how much energy GRACE-OS saves
without substantially degrading multimedia performance. To do this, we focus on the CPU speed
adaptation in the internal adaptation and compare the following DVS techniques:
 No DVS. This is the baseline technique in which the CPU always runs at the highest speed.
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 Uniform DVS. It runs the CPU at the coordinated speed for all concurrent tasks until the task






, where there are n tasks and each task is allocated Ci cycles per period
Pi. This represents systems that adapt multiple layers only at coarse time granularity [82].
 Reactive DVS. It first sets a uniform speed for all concurrent tasks and lowers the speed
when a task completes a job early. Specifically, it sets the speed toPni=1 CiPi , where Ci is the
number of allocated cycles when the ith task releases a job and is the number of consumed
cycles when the task completes a job. This represents the reclamation DVS techniques [9,
83, 109].
 Pro-ideal DVS [42, 67, 107]. It is the proactive internal adaptation (i.e., adapting the CPU
speed statistically during task execution based on the task’s demand distribution) with an
assumption of an ideal processor. Specifically, it optimizes the execution speed based on
the demand distribution of each task. This optimization, however, assumes that the CPU
supports a continuous range of speeds and the CPU power is proportional to the cube of the
speed. At runtime, the speed calculated in this optimization is rounded to the upper bound
of the available speeds.
 Pro-nonideal DVS. It is the proactive internal adaptation proposed in this thesis for non-ideal
processors that has a discrete set of speed options. Specifically, it optimizes the execution
speed based on the demand distribution of each task, the discrete set of speed options, and
the total power of the device at different speeds.
Unless specified otherwise, each task specifies its statistical performance requirement as 0.95.
The coordinator allocates cycles to each task based on the 95th percentile of demand cross all jobs
of the task. That is, the allocation is sufficient for about 95% of jobs, and the desired deadline
miss ratio should be below 5%. Under each of the DVS techniques, we repeat the above single
and concurrent run experiments with sufficient initial battery energy. In each of the single and
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concurrent runs, we measure the energy consumed by the laptop and the deadline miss ratio for
each task. Figure 7.9 reports these two metrics. We now use these results to evaluate internal
adaptation of GRACE-OS in terms of energy saving and QoS support.
7.4.1 Energy Saving
Compared to the baseline system without DVS, all DVS techniques save energy significantly.
The reason is that the CPU does not need to always run at the highest speed. As a result, energy
can be saved by adapting the CPU speed based on the application demands.
Compared to the uniform speed technique that performs adaptation only at coarse time granu-
larity, the internal adaptation DVS techniques (i.e., reactive and proactive DVS) consume almost
the same energy when running the single H263Dec. The reason is that H263Dec demands only
194 million cycles per second (MHz). To meet this low demand, the CPU can always run at the
lowest speed 300 MHz (for proactive DVS, the speed schedule of H263Dec consists of only one
speed changing point with speed 300 MHz). Consequently, the energy is already minimized. This
indicates that the capability of internal adaptation (and other DVS algorithms) is limited by the
lower bound of the supported speeds. In other word, we expect that the internal adaptation can
save more energy if the CPU supports more speeds with a lower minimum speed.
In all other cases, the internal adaptation DVS techniques saves energy by up to 10% than the
uniform DVS technique. This shows the benefits of internal adaptation at fine time granularity for
saving more energy.
Among the internal adaptation approaches, proactive internal adaptation saves more energy
than reactive internal adaptation. This clearly demonstrates the benefits of optimizing energy based
on the demand distribution of each task. That is, proactive internal adaptation always tries to
minimize the energy while not affecting application performance. Compared to pro-ideal, pro-
nonideal reduces the total energy by 2% to 5%. The reason is that pro-nonideal explicitly considers
the discrete speed options and the total power of the device when calculating the speed schedule,
while pro-ideal makes a wrong assumption with continuous speeds.
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Figure 7.9: Comparing different internal adaptation approaches: the bars show the mean of five
measurements and the error bars show the minimum and maximum of the five measurements.
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7.4.2 QoS Support
Although slowing down the CPU to save energy, the internal adaptation has no or little impact
on multimedia performance. In the single run cases, the deadline miss ratio is very small (below
0.6%), thus meeting application performance requirements, which demands that the deadline miss
ratio is below 5%. In particular, H263Enc and H263Dec meet almost all deadlines since they
can utilize the unallocated cycles when they overrun (i.e., need more cycles than the allocated).
H263Enc has a long period (150 ms) and hence has enough time to catch the deadline. H263Dec
has a low CPU demand (190 MHz) and there is a lot of unallocated cycles even at the lowest speed
300 MHz.
In the concurrent case, the deadline miss ratio is much higher than the single run case. The rea-
son is that multiple tasks may overrun simultaneously and hence run in best-effort mode to compete
for the CPU (recall that the reactive internal adaptation puts an overrun task into best-effort mode
if the scheduler cannot handle the overrun, and the proactive internal adaptation puts an overrun
task into best-effort immediately). However, the miss ratio is still lower than the application re-
quirement (5%). In particular, the reactive internal adaptation can reduce the deadline miss ratio
significantly by allocating extra budget to the overrun tasks. The proactive internal adaptation, on
the other hand, does not handle overruns, thus resulting in higher deadline misses.
7.4.3 Summary of Internal Adaptation Results
Overall, our experimental results show that the internal adaptation of GRACE-OS saves energy
substantially with no or little impact on multimedia QoS. In particular, compared to the uniform
DVS which adapts the CPU only at the global adaptation, the internal adaptation of GRACE-OS
saves energy by 2% to 8.9%. Among the internal adaptation approaches, the proactive internal
adaptation for non-ideal processor is more efficient for saving energy. It saves energy by 0.8% to
3% relative to reactive internal adaptation.
In the experiments, we also find that to better support multimedia QoS, we need to handle the
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dependency among tasks. For example, when we previously tried to run the experiments while
running the X server in the best-effort, the deadline miss ratios, especially for MPGDec, were
larger than 5%. With the priority inheritance protocol, we increases the priority of the X server and
decrease the missed deadlines significantly.
7.5 Summary
In this chapter, we have experimentally evaluated GRACE-OS with a real system with adaptive
processor and video codecs. We have also shown that GRACE-OS incurs acceptable overhead with
the global and internal adaptation hierarchy.
For benefit evaluation, we have divided the experiments into two parts evaluate the global
and internal adaptation separately. For global adaptation, we compared GRACE-OS with other
systems that adapt some of the system layers. Our results show that by coordinating the adaptation
in all three layers, GRACE-OS can effectively trade off QoS against energy based on the user’s
preference. For the policy maximum-utility, GRACE-OS improves the accumulated utility by up
to 69% or saves energy by up to 59% without affecting multimedia utility. For the policy desired-
lifetime, GRACE-OS always the user-desirable lifetime while increasing the utility by up to 45.8%
when the battery energy is low.
For internal adaptation, we compared GRACE-OS with systems that adapt all three layers only
at coarse time granularity. In particular, we compare GRACE-OS with the uniform DVS case,
which always runs the CPU at the speed coordinated in global adaptation. Our results show that
the internal adaptation of GRACE-OS further saves energy by 2% to 8.9% than the uniform DVS.
Among two different internal adaptation approaches, the proactive method saves more energy by





This chapter reviews current research work related to GRACE-OS. We first compare GRACE-
OS with other soft real-time scheduling techniques, which are commonly used to support mul-
timedia QoS requirements. We then describe research results on power management which are
leveraged by GRACE-OS. Finally, we compare GRACE-OS with other coordinators that coordi-
nate adaptation in different system layers.
8.1 Soft Real-Time Scheduling
To provide a desirable Quality of Service (QoS), multimedia applications present CPU resource
requirements that need to meet in soft real-time, e.g., decoding a video frame within some time.
Soft real-time scheduling is a common mechanism to support the demanding resource requirements
of multimedia applications on open computing environments, where multimedia applications share
the CPU with other applications.
In general, soft real-time scheduling integrates predictable CPU allocation (such as propor-
tional sharing [23, 29, 40, 76] and reservation [25, 71, 54, 88]) and real-time scheduling algo-
rithms (such as earliest deadline first, or EDF, and rate monotonic [65, 66]). The proportional
sharing mechanism (e.g., SFQ [40], SFS [23], BVT [29], and SMART [76]) associates a weight,
e.g., 10%, to each application and allocates processing time in proportion to this weight. The
major goal of proportional sharing is to achieve a fair CPU allocation regardless of variation in
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the application workload. On the other hand, resource reservation (e.g., in RT-Mach [71], Ri-
alto [54], Resource Kernel [77], DQRM [18], and DSRT [25]) allows each application to reserve
some processing time periodically (e.g., 5 milliseconds every 30 milliseconds) based on their QoS
requirements. The scheduler makes admission control on the reservation request and provides
resource and hence QoS guarantees to the admitted applications.
GRACE-OS also uses soft real-time scheduling to support multimedia QoS, but distinguishes
itself from the above soft real-time scheduling approaches for three reasons: First, GRACE-OS
performs the scheduling on a dynamic processor where the CPU speed changes dynamically,
while previous work implicitly assumes a constant CPU speed. The variable speed brings new
challenges to soft real-time scheduling, e.g., how to enforce the allocation (share or reservation)
when the CPU speed changes. Second, GRACE-OS derives the CPU demand for each application
through an automatic profiling, while previous work typically assumes that the CPU demand is
known in advance. Finally, GRACE-OS allocates CPU to each application statistically based on
its performance requirement (i.e., the probability to meet the deadline). This statistical allocation
improves the CPU utilization and also provides more opportunity for energy saving.
8.1.1 Statistical Scheduling
Multimedia applications are soft real-time applications; that is, unlike hard real-time applica-
tions that require the worst-case guarantees, multimedia applications require only statistical perfor-
mance guarantees, e.g., meeting 96% of deadlines. Several groups have also studied soft real-time
scheduling for such statistical guarantees.
Gardner [36] proposed a stochastic time demand analysis technique to compute the bound of
deadline miss ratio for fixed-priority systems. Such computation is based on the runtime execu-
tion by analyzing the time demand of an application and other applications with higher priority.
In contrast, GRACE-OS aims for dynamic-priority (EDF-based) systems, and delivers statistical
guarantees by allocating cycle budget based on the probability distribution of cycle demand of each
individual application.
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Hamann et al. [46] and Wang et al. [101] proposed scheduling techniques to provide statistical
guarantees for imprecise computations and differentiated services, respectively. Both approaches
assume a predefined stochastic demand distribution for each application. In contrast, GRACE-
OS estimates the demand distribution through an automatic profiling and estimation, and also
dynamically adapts to the changes of the demand distribution.
More recently, Urgaonkar et al. [99] proposed automatic profiling and overbooking techniques
to provide statistical guarantees for web services. This is similar to the stochastic allocation in
GRACE-OS. However, there are two differences. First, their approach profiles resource busy inter-
vals in an isolated environment, while GRACE-OS profiles the actual cycles each application uses
at the actual runtime. Second, the overbooking technique aims to support more services in shared
hosting platforms, while GRACE-OS aims to save energy on mobile devices.
8.1.2 Overrun and Underrun Handling
Applications often dynamically change their resource demand due to the variation in the input
data. Consequently, they may overrun or underrun their CPU allocation (i.e., need more or less
than the allocated). An overrun application may miss its deadline or cause other applications to
miss their deadlines, while an underrun often result in wasting of the CPU and energy resources.
Different approaches have been proposed in the literature to handle overrun and underrun.
Gardner and Liu [37] proposed two approaches for handling overruns. The first approach,
called Overrun Server Method (OSM), uses a sporadic server to schedule overrun parts of all
applications. This method guarantees that applications which do not overrun meet deadlines, but
cannot ensure when to finish the overrun part. The second approach, called the Isolation Server
Method (ISM), handles overrun by sharing the budget within the same application.
Similarly, Abeni and Buttazzo [2] proposed a mechanism, called Constant Bandwidth Server
(CBS), in which a CBS is used to schedule each individual application. If an application overruns,
its deadline is postponed, thus being isolated from other applications. The CBS algorithm has been
extended by several groups later. Lipari and Baruah [63, 64] proposed algorithms which enable
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overrun applications to use the residual budget from underrun applications, thus reducing the dead-
line miss ratio. Caccamo et al. [20] proposed a capacity sharing for overrun control, called CASH.
The CASH algorithm uses a global queue to store all residual budgets from underrun applications.
When an application is executed, it first uses budgets from the CASH queue and then uses its
own budget, thus implicitly controlling overruns. Similarly, Bavier and Peterson [14] proposed a
budget borrowing mechanism for overrun control for multimedia applications. In this mechanism,
when a multimedia application overruns, it borrows the budget form best-effort applications; when
a multimedia application underruns, it then returns the budget to best-effort applications.
The above related work on overrun and underrun handling is orthogonal and complementary to
the soft real-time scheduling in GRACE-OS. For example, GARCE-OS could use the CASH algo-
rithm during the internal adaptation in operating system layer. GRACE-OS differs from the above
work for three reasons. First, its soft real-time scheduling is integrated with the cross-layer adap-
tation. In particular, the CPU allocation is determined by the coordinator and the scheduler also
dynamically adapts CPU allocation during runtime. Second, GRACE-OS uses a novel algorithm
which allocates an additional budget to an overrun application by speeding up the CPU. Finally,
GRACE-OS provides an opportunity to save energy, in addition to overrun control, through budget
sharing. For example, GRACE-OS can relax the time constraint by adding residual time from other
applications when calculating the speed schedule (Section 5.4).
8.2 QoS-Aware Application Adaptation
In mobile computing environments, system resources such as CPU time and network band-
width are often limited and further change dynamically. As a result, applications need to adapt
their QoS in many occasions, typically with the help of the operating system or middleware.
Blair et al. [17] proposed a reflective approach that provides support for QoS monitoring
and adaptation in middleware platforms. In [30], the authors proposed a dynamic QoS meta-
management solution for distributed multimedia systems. In this solution, the functions for QoS
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provisioning are dynamically configurable and reusable. More recently, Gu and Klara [44] pro-
posed a dynamic QoS-aware configuration service, which adapts different components of a dis-
tributed application and ensures the consistency of the configuration of these components. These
previous approaches provide different mechanisms to decide how to adapt multimedia applications,
and hence can be leveraged by GRACE-OS.
The Odyssey operating system [78] adds system support for mobile application adaptation,
focusing on data fidelity and adaptation agility. During the adaptation, the operating system and
application cooperate with each other: The operating system monitors resource availability and
notifies the application upon resource changes, while the application decides how to adapt when
notified. Agilos [61] is a middleware control architecture, which enforces the best possible adapta-
tion decisions for distributed multimedia applications through dynamic controls and reconfigura-
tions of their internal parameters and functionalities. Unlike Odyssey, Agilos decides how to adapt
an application within the middleware.
In terms of support for QoS adaptation, GRACE-OS is more like Agilos in that the operating
system is simply a mediator, while the application itself decides how to adapt without exposing its
internals. GRACE-OS differs from Odyssey for two reasons: First, GRACE-OS coordinates the
adaptation of multiple applications to maximize their total utility. Second, in addition to adapting
applications, GRACE-OS also adapts the hardware resources (currently the CPU speed) at finer
granularity.
8.3 Energy-Aware CPU Adaptation
Energy is a critical resource for battery-powered mobile devices. Recently, there has been a lot
of related work on reducing energy for various components such as CPU [39, 43, 80, 102, 107, 81,
86, 83], network [6, 55, 56], disk [45, 50], memory [59], and display [53]. In this section, we focus
on the related work on adapting the CPU for energy saving.
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8.3.1 CPU Adaptation Mechanisms
In general, there are three adaptation approaches for saving CPU energy:
 Architecture adaptation. The CPU can resize its instruction window and active different
number of functional units while execution applications [49, 92]. Architecture adaptation
often happens at a very fine granularity (e.g., every few instructions). Currently, architecture
adaptation is often simulated since most processors do not enable the software to control the
architecture at runtime.
 Dynamic power management (DPM). The CPU can operate at different states: active,
idle, and sleep, where the sleep state consumes much less power. The DPM approach puts
the CPU into the sleep state when the CPU is idle [15, 95].
The DPM approach is not suitable for our targeted multimedia applications. The reason is
that multimedia applications need to use the CPU periodically (e.g., every 30 milliseconds)
and consequently the idle interval within the period is often much shorter than the over-
head to put the CPU into and from the sleep state (e.g., it takes about 160 milliseconds for
StrongARM SA-1100 to wake up from the sleep state [15]).
 Dynamic frequency/ voltage scaling (DVS). The modern mobile processors such as Intel
Pentium-M [51], AMD Athlon [5] and Transmeta Crusoe [98] can run at multiple speeds
(frequencies and voltages), trading off performance for power. The DVS approach lowers
the operating speed of the active CPU [9, 33, 43, 83, 102, 105, 107].
DVS exploits two important characteristics in mobile systems: First, the application work-
load is dynamic; consequently, the CPU does not need to always run at the highest speed
(performance). Second, mobile processors are often built on CMOS logic and their power
consumption is dependent on the operating frequency and voltage. At a lower frequency, the
CPU can operate at a lower voltage, thus reducing power.
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8.3.2 Operating System Directed DVS
The major goal of DVS is to slow down the CPU by as much as possible, thus minimizing
energy, while not affecting application performance. As a result, it is often the software, typically
the operating system, that makes decisions on DVS.
Recently, DVS has been investigated in two main areas, general-purpose systems (GP-DVS)
and real-time systems (RT-DVS). GP-DVS algorithms heuristically predict the workload based
on the average CPU utilization in previous intervals [39, 43, 80, 102]. Although GP-DVS can
save energy without significantly degrading performance of best-effort applications, it cannot be
directly applied to multimedia applications due to the timing constraint and demand variations of
multimedia applications. Grunwald et al. [43], for example, concluded that no heuristic algorithm
they examined saves energy without affecting multimedia application performance.
RT-DVS algorithms, typically integrated with real-time CPU scheduling, derive workload from
the worst-case CPU demand of real-time applications [9, 81, 83, 105]. Applications may, and often
do, complete earlier before using up the worst-case allocation since they change CPU demand
dynamically. To handle the runtime variations, some reclamation techniques have been proposed
to reclaim the residual allocation to save more energy [9, 83]. These reclamation techniques first
run the CPU fast by assuming the worst-case demand, and then slow down the CPU when an
application completes earlier. Unlike GRACE-OS, the above RT-DVS algorithms do not consider
the soft real-time nature and CPU usage patterns of multimedia applications, which provides more
opportunities for energy saving.
Statistical DVS is an alternative approach to handling runtime variations of application CPU
demand [42, 67, 95, 96]. Simunic et al. [95] and Sinha et al. [96] proposed algorithms that changes
speed for each job of a task based on a stochastic model (e.g., Markov process) of the task’s
CPU demands. GRACE-OS differs from these two algorithms in that they changes speed only at
the beginning of a job, while GRACE-OS uses intra-job DVS which dynamically changes speed
within a job execution.
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Some groups have also investigated on intra-job statistical DVS. Gruian [42] used statistical
DVS for hard real-time systems. Lorch and Smith [67] used an algorithm, called PACE, to im-
prove GP-DVS algorithms. The basic idea of these statistical DVS algorithms is similar to that in
GRACE-OS: minimizing energy by adapting the execution speed based on the probability distri-
bution of cycle demand of applications.
GRACE-OS differs from the above two stochastic DVS techniques for three reasons. First,
GRACE-OS obtains the demand distribution via an automatic profiling and estimation, while the
other two either assume a given distribution function. Second, GRACE-OS supports multiple
applications by integrating soft real-time scheduling and DVS. In contrast, PACE supports only a
single application and treats concurrent applications as a joint workload without isolation among
them. Although Gruian’s approach [42] claims to support concurrent applications for fixed-priority
systems, it is not clear on how it decides the time allocation for multiple applications. Finally
and more importantly, the other two present simulations only, while GRACE-OS implements the
stochastic DVS. More recently, Lorch and Smith implemented the PACE algorithm in Windows
2000 [68]. Their implementation, however, does not support soft real-time scheduling.
8.3.3 Compiler Assisted DVS
Another related work is compiler-assisted adaptation for energy saving [3, 10]. Azevedo et
al. [10] proposed an intra-task DVS technique under compiler control using program checkpoints.
The compiler inserts checkpoints at the beginning of each branch, loop, function call, and normal
segment. These checkpoints indicate places in the code where DVS should be invoked and further
assist to estimate how many CPU cycles needed to for the remaining code.
More recently, AbouGhazaleh et al. [3] proposed an collaborative approach between the com-
piler and the operating system to save CPU energy. The compiler instruments application source
code with path-dependent information, which captures the temporal behavior of the application at
different paths. At runtime, this information is used by the operating system to dynamically change
the CPU speed.
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These compiler-assisted adaptation approaches are orthogonal and complementary to GRACE-
OS. First, the profiler in GRACE-OS can use the annotation added by the compiler to estimate the
cycle demand of an application more precisely (e.g., differentiating various frame types such as
I, P, and B frames). Second, GRACE-OS can use the information provided by the compiler to
perform adaptation at finer granularity (within a job).
8.3.4 DVS with Discrete Speeds
Previous DVS algorithms often assume an ideal processor that can change the speed contin-
uously. In practice, however, mobile processors support a discrete set of speeds, rather than a
continuous range. For example, the StrongARM SA-1110 CPU supports 11 different speeds, from
59 MHZ to 206 MHz in steps of 14.7 MHz.
Recently, much research effort has been made on handling the discrete speed options of the
CPU. For example, Miyoshi et al. [73] empirically analyzed the runtime effect of DVS and found
that different CPUs have different optimal speed levels. This work is orthogonal and complemen-
tary to GRACE-OS. Given the knowledge of the optimal CPU speeds, GRACE-OS can adapt the
speed to minimize energy.
Other related work includes mapping the calculated speed to the speeds supported by the CPU.
A simple approach is to round the calculated, optimal speed to the upper bound of the supported
speeds [83, 107]. For example, if the CPU supports three speeds, 100, 200, and 300 MHz and
the calculated speed is 210 MHz, the operating speed can be set to 300 MHz. This rounding-up
typically will run the CPU at a speed higher than the demanded, thereby wasting energy.
An alternative approach is to emulate the calculated speed with two bounding supported speeds
[42, 52, 67]. This approach distributes cycles that need to be executed at the calculated speed into
two parts, one for the lower bound and the other for the upper bound. This emulation approach
has been shown to be effective in simulations. It, however, may potentially result in large overhead
when used in real implementations since it changes the speed more frequently.
Unlike the above mapping approaches, GRACE-OS explicitly considers the discrete speed
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options when calculating the speed schedule for each individual application.
8.4 Energy-Aware Application Adaptation
Several projects advocate energy saving in the application layer. For example, the Milly Watt
project [32] proposes that applications are the driving force for the higher-level power manage-
ment and suggests a power-based API for the partnership between applications and the system in
managing energy.
Recently, some groups have developed energy-aware adaptive applications [35, 27, 72, 91, 47].
Flinn et al. [35] developed a tool, called PowerScope, to profile energy usage by applications.
Based on the profiling results, they further investigated how applications can dynamically adapt
their behavior to save energy. Cornel et al. [27] developed a system, called Fugue, that consists of
three separate controllers: transmission, video, and preference. This decomposition provides adap-
tation along different time scales: per-packet, per-frame, and per-video. Similarly, Mesarina et al.
[72] and Sachs et al. [91] discussed how to reduce energy in MPEG decoding and H263 encoding,
respectively. More recently, He et al. [47] proposed a metric, called Power-Rate-Distortion, to
analyze wireless video encoding and transmission for energy saving.
All the above application-layer energy adaptation work is orthogonal and complementary to
GRACE-OS. For example, when the battery runs out, GRACE-OS can notify these adaptive ap-
plications, so they can adapt their operation to reduce energy. Furthermore, GRACE-OS provides
a mechanism to coordinate adaptations of various applications and the CPU hardware, potentially
saving more energy.
8.5 Coordination of Adaptation
Given the adaptability of the hardware resources and multiple applications, it is necessary to
coordinate their adaptation to achieve a system-wide optimization. Related work on coordination
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of adaptation can be classified into two categories, coordinated resource allocation and coordi-
nated adaptation. The former implicitly adapt multiple applications by controlling their resource
allocation, while the latter explicitly controls the adaptation of multiple adaptive entities.
The work related to coordinated resource allocation includes follows. Q-RAM [89] allocates
resources to multiple applications in a way that maximizes their total utility while guaranteeing
minimum utility (and hence resources) to each application. Similar to GRACE-OS, Q-RAM
proves that the constrained allocation problem is NP-hard and provides several heuristic algo-
rithms. IRS [38] coordinates the allocation and scheduling of multiple resources to admit as many
applications as possible. Unlike GRACE-OS, Q-RAM and IRS do not consider energy.
Recently, Park et al. [79] extended Q-RAM with the energy constraints. Similarly, ECOSystem
[110] manages energy as a first class resource. It allocates energy to each individual application and
seeks to achieve a desired battery lifetime. Rusu et al. [90] proposed two optimization algorithms
that allocate CPU to multiple applications by considering the constraints of energy, deadline, and
utility together.
All the above coordination approaches are similar to the global coordination in GRACE-OS
in that all of them coordinate the resource allocation to multiple applications for a system-wide
optimization. Unlike GRACE-OS, they do not perform internal adaptation in response to small
changes at fine time granularity.
Recently, some groups have also been researching on the coordination of adaptation in differ-
ent system layers. Efstratiou et al. [31] proposed a middleware platform that coordinates multiple
adaptive applications for a system-wide objective. Q-fabric [85] supports the combination of ap-
plication adaptation and distributed resource management via a set of kernel-level abstractions.
HATS [58] adds control over bandwidth scheduling to the Puppeteer middleware [34] and coor-
dinates adaptation of multiple applications to improve network performance. The above related
work considers application adaptation only (with the support of resource management in the OS
or middleware). In contrast, GRACE-OS considers cross-layer adaptation of the CPU frequency,
operating system scheduling, and application QoS.
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More recently, there is some work on cross-layer adaptation [74, 82, 87, 16]. Like GRACE-OS,
TIMELY [16] also integrates and coordinates multiple-layer adaptation in the protocol stack, but
focuses on the network bandwidth resource. PADS [87] is a framework for managing energy and
QoS for distributed systems and focuses on the hardware and OS layers. Mohapatra et al. [74]
proposed an approach that uses a middleware to coordinate the adaptation of hardware such as
cache and application quality at coarse time granularity (e.g., at the time of admission control).
EQoS [82] is an energy-aware QoS adaptation framework. Like GRACE-OS, EQoS also for-
mulates energy- and QoS-aware adaptation as a constrained optimization problem and uses heuris-
tical algorithms to solve this problem. GRACE-OS differs from EQoS for two reasons: First, EQoS
targets to hard real-time systems where the application set is typically static and requires worst-
case guarantees. In contrast, GRACE-OS aims for multimedia-enabled mobile devices. The soft
real-time nature of multimedia applications offer more opportunities for QoS and energy tradeoff;
e.g., more energy can be saved via stochastic (as opposed to worst-case) QoS guarantees. Sec-
ond, EQoS focuses on only global adaptation at coarse time granularity, while GRACE-OS uses
both global and internal adaptation to handle changes at different time granularity. The global and
internal adaptation hierarchy enables GRACE-OS to balance the benefits and cost of cross-layer
adaptation, thus achieving the benefits with acceptable overhead.
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Chapter 9
Conclusions and Future Work
9.1 Conclusions
In this thesis, we have argued the needs for cross-layer adaptation to trade off multimedia
quality against energy in multimedia-enabled mobile devices, such as camera phones. We have
therefore presented the GRACE-OS, an energy-efficient mobile multimedia operating system to
support the cross-layer adaptation in stand-alone mobile devices. The challenging problem, ad-
dressed in GRACE-OS, is as follows: given the adaptability (i.e., the ability to operate at multiple
states) of multiple system layers, how to coordinate them for a system-wide optimization such as
maximizing multimedia quality or achieving a desired lifetime.
GRACE-OS addresses the above problem by extending traditional scheduling with two addi-
tional dimensions, the quality level for multimedia tasks and the speed for the CPU. That is, the
operating system decides (1) what quality level to assign for each tasks, (2) what CPU speed to
execute tasks at, and (3) when to execute what tasks. GRACE-OS makes these decisions via three
steps:
 First, when a task joins or leaves the system, GRACE-OS uses a global adaptation to co-
ordinate all system layers to decide the quality level and CPU allocation for each of the
concurrent tasks and the CPU speed and expected power consumption of the device. These
global decisions seek to achieve a system-wide optimization based on the long-term predic-
tion of the energy availability and CPU demand of individual tasks.
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 Second, GRACE-OS uses an energy-aware real-time scheduling algorithm to enforce the
globally coordinated decisions. The scheduler decides when to execute what task by assign-
ing a cycle budget to individual tasks based on their coordinated allocation, dispatching the
task with the earliest deadline and positive budget, and charing the budget of the executed
task by the number of cycles it consumes.
 Third, GRACE-OS uses internal adaptation to handle small variations in the CPU usage of
multimedia tasks due to the changes in their input data. The internal adaptation decides
what speed to execute a task. The goal of the internal adaptation is to minimize the energy
consumption while enabling each task to provide the coordinated quality.
The key contributions brought by GRACE-OS are as follows. First, with the global and internal
adaptation hierarchy, we are now able to control and coordinate the adaptation in different system
layers of mobile devices to trade off multimedia quality for energy. In particular, we balance
the benefits and cost of the cross-layer adaptation, thus achieving a system-wide optimization with
acceptable overhead. Second, previous real-time scheduling algorithms for QoS provisioning often
assume a static processor. With our proposed speed-aware soft real-time scheduling algorithm, we
are able to schedule applications predictably on a variable-speed processor. Furthermore, this
scheduling algorithm also provides flexility to handle overruns and underruns by adapting the
CPU speed while not affecting other tasks. Finally, with the kernel-based profiling technique in
GRACE-OS, we are able to predict the CPU demand for individual applications. This prediction
of CPU demand is necessary and important for both QoS provisioning and energy saving.
GRACE-OS has been implemented as a set of patches and modules in the Linux kernel 2.6.5
and evaluated with adaptive CPU and video codecs. Our experimental results show that although
GRACE-OS employs heuristic algorithms in the global and internal adaptation, its cross-layer
adaptation efficiently trades off multimedia quality for energy based on the user’s preferences:
 Compared to previous systems that adapt only some of the three layers, GRACE-OS (1)
improves the total utility by up to 69% or saves energy by 59% without affecting utility
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when the user wants to maximize multimedia quality, and (2) achieves the desired lifetime
while improving the utility by up to 45.8% when the user wants the battery to last for a
desired lifetime.
 Compared to previous systems that adapt all three layers only at coarse time granularity,
GRACE-OS saves energy by 2% to 8.9% without affecting multimedia quality.
9.2 Lessons Learned and Future Work
Although our current study on GRACE-OS yields strong results, lessons learned motivate the
following future work:
1. Utility functions are a flexible tool to capture task adaptation behavior. The global adaptation
in GRACE-OS is heavily dependent on how to define the utility function. However, utility
definition is user-specific; e.g., different users may perceive different quality for the same
task running at the same QoS level. Furthermore, it is often difficult to map the utility to
system resource demands. In the future, we plan to investigate the utility definition with the
help of objective or subjective assessment techniques [57, 69, 74] and map the user-level
utility to the system-level demands with the support of Q-compiler [103].
2. The energy saving capability of GRACE-OS is limited by few CPU speed options. In partic-
ular, the processor often runs at a higher speed than the demanded, thus wasting energy. We
expect that GRACE-OS will result in more benefits, if there are more speeds available and
the speed adaptation incurs low overhead. In general, such expectation can be examined in
three ways: (1) using a trace-based simulator to experiment with an ideal processor that sup-
ports continuous DVS, (2) applying GRACE-OS to processors that support continuous DVS
(e.g., lpARM [81]), and (3) converting an optimal speed to two available speeds [42, 52, 67].
We plan to investigate the last approach, which would be another kind of internal adaptation
in GRACE-OS.
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In addition to the work motivated by the lessons, there exist open problems in the cross-layer
adaptation and enhancement opportunities to GRACE-OS. We describe some of them as follows.
 GRACE-OS targets multimedia applications that process multimedia streams periodically
and whose demand distribution is stable or changes slowly. Beyond periodic multimedia
applications, we expect that GRACE-OS can also benefit best-effort applications such as
web browsers. Furthermore, although developed for thin mobile devices, GRACE-OS may
also apply to other platforms such as hosting servers, which need to save energy due to the
environmental concerns (e.g., cooling overhead and noise). A careful examination of these
open problems involves, e.g., how to model the constraints in the hardware platforms, how
to model the adaptation behavior (such as the perceptual quality) of applications, how to
predict the variations of the resource demand and availability in these systems.
 GRACE-OS currently changes the CPU speed during the execution of each individual task.
We expect that sharing budget among different tasks would result in more energy saving by
smoothing the CPU speed. For example, by sharing time among different tasks, we may find
a better speed schedule to save more energy. An interesting future work is to calculate the
speed schedule for concurrent tasks based on their aggregate demand distribution.
 GRACE-OS needs to be integrated with other components in the GRACE system, which are
currently in development. First, we need to extend our current resource model to consider
other system resources such as network bandwidth. This in turn will modify the algorithms
for global adaptation, include the schedulers for other resources, and extend the adaptation
hierarchy with other levels of adaptation such as per-application adaptation [91].
 GRACE-OS is currently developed for stand-alone mobile devices, but needs to be extended
for distributed computing environments for two reasons. First, multimedia applications are
often distributed, e.g., video streaming from a remote server. Second, multiple devices such
as networked sensors often cooperate with each other. Mobile distributed systems introduce
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two new problems: (1) how to save energy for mobile nodes by taking advantage of static
nodes, and (2) how to save the overall energy for the whole system, such as a mobile ad
hoc network. To address these problems, the cross-layer adaptation needs to be extended to
multi-node adaptation. For example, a video server or proxy can adapt the quality of a video
streamed to mobile devices based on their available resources. Consequently, GRACE-OS
needs to be designed as an energy-aware distributed operating system, possibly combined
with compilers and middleware, to support the multi-node, cross-layer adaptation.
In summary, the research areas of adaptation for QoS and energy continue to present new
challenges and also offer new opportunities. Our achievements with GRACE-OS have led to a real
cross-layer adaptive system, which can serve as the base for tackling the above problems.
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