Iterative schemes for the neutron diffusion equation  by Bru, R. et al.
An Intemdonal Joumal 
computers & 
mathematics 
a~kud ims 
PERGAMON Computers and Mathematics with Applications 44 (2002) 1307-1323 
www.elsevier .com/locat e/camwa 
I terative Schemes for the 
Neutron Diffusion Equation 
R.  BRu, D.  GINESTAR AND J .  MARIN 
Departament de Matem~tica Aplicada 
Universitat Polit~cnica de Valencia, E-46071 Valencia, Spain 
<rbru><dginesta><j marinma>Cmat, upv. es 
G.  VERDI~I 
Departament d'Engenyerfa Qufmica i Nuclear 
Universitat Polit~nica de Valencia, E-46071 Valencia, Spain 
gverdu~iqn, upv. es 
J. MAS 
Departament de Matem~tica Aplicada 
Universitat Polit~cnica de Valencia, E-46071 Valencia, Spain 
jmasmQmat, upv. es 
T .  MANTEUFFEL  
Applied Math Department, Campus Box 526 
University of Colorado at Boulder, Boulder, CO 80309-0526, U.S.A. 
tmanteuf©colorado, eda 
(Received March 2001; revised and accepted January ~002) 
Abst rac t - -We study iterative methods for solving linear systems arising in the discretization of
the time dependent eutron diffusion equation. These methods are obtained accelerating two different 
stationary iterative methods, of second egree type, with a variational technique. We have obtained 
some results concerning the convergence and the selection of the optimal extrapolation factor for 
some particular matrices. To test their performance, the bidimensional seed-blanket transient has 
been simulated. From the numerical results, compared with the ones obtained with other methods as 
the restarted GMRES, BiCGSTAB, and TFQMR, we can conclude that the proposed methods are 
competitive for this type of problem. (~) 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-- I terat ive methods, Neutron diffusion equation, Second egree methods, Variational 
acceleration. 
1. INTRODUCTION AND PREL IMINARIES  
For design and safety reasons, nuclear power plants need fast and accurate plant simulators. 
Nuclear power plants basically consist of a steam generator system, called the nuclear steam 
supply system, and a turbo generator which converts the steam energy into electricity. The 
energy used to produce steam comes from basic nuclear eactions induced by neutrons in the 
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nuclear fuel of the reactor core. Plant simulators mainly consist of two different modules which 
account for the basic physical phenomena taking place in the plant: a neutronic module ~rhich 
simulates the neutron balance in the reactor core, and a thermalhydraulic module which simulates 
the heat transfer from the fuel to the coolant, and the evaporation and condensation processes. 
In this paper, we will focus on the neutronic module. The balance of neutrons in the reactor 
core can be approximately modelled by the time-dependent two energy group neutron diffusion 
equation, which is written using standard matrix notation as follows [1]: 
K 
[.-1] 4 + L¢ = (1 - Z)M¢ + x ~ ~ke,, (1) 
k=l  
dk = ~k [~1.~]  ¢ - ~kCk, k = 1, . . . ,  K, (21 
where K is the number of delayed neutron precursors groups considered, 
z : - -  , [ . -1 ]= Vl , 
and 
0 ' ¢= ¢2 ' x= " 
The boundary conditions for the neutron flux are ¢[r = 0, where F is the reactor boundary. 
To study rapid transients of neutronic power and other space and time phenomena related 
to neutron flux variations, fast codes for solving these equations are needed. The first step to 
obtain a numerical solution of these equations consists of choosing a spatial discretization for 
equation (1). In [2] and [3], the reactor is divided in cells or nodes, and a nodal collocation 
method is applied. Moreover, finite difference [4] and finite element methods [5] can be used for 
this purpose. After the discretization of the spatial part of the equations, we obtain the following 
systems of ordinary differential equations: 
K 
[v -1] ~b + L~b = (1 - j3)M¢ + X ~ AkCk, (3) 
k=l  
Ck = ~k[MllM12]~b - AkCk, k = 1 , . . . ,  K,  (4) 
where L, M, and Iv - I]  are matrices with the following block structure: 
L= -L21 L22 ' , v21 , X= . 
Blocks Lll and L22 are symmetric positive definite matrices [6], while blocks L21, Mll, and M12 
are diagonal. 
The next step consists of integrating the above ordinary differential equations over a series 
of time interval, [tn, tn+l]. Equation (4) is integrated under the assumption that the term 
[MllM12]¢ varies linearly from t,~ to tn+l ,  obtaining the solution Ck at t,~+l expressed as 
C~ +1 = C'~e -xkh +/3k (ak[MllM12]"¢ n + bk[MllM12]'~+lg2n+l) , (5) 
where h = $n+l  - tn  is a fixed time step size, and the coefficients ak and bk are  given by 
(1 + Akh) (1 - e -'xkh) 1 Akh - 1 + e -xkn 
ak = A~h Ak' bk = X2 h 
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To integrate quation (3), we must take into account hat it constitutes a system of stiff 
differential equations, mainly due to the elements of the diagonal .matrix Iv-l]. Hence, for its 
integration, it is convenient to use an implicit backward ifference formula (BDF) [7]. A stable 
one-step BDF to integrate (3) is given by 
K 
[ v - l ]  (¢,+1 _ Cn) ..f_ Ln+lcn+l ~-- (1 - /~)Mn+l¢  n+l "4" X ~ ,~kC~k +1. 
h k=l 
(6) 
Since the truncation error for this BDF is proportional to the integration step h, to keep a good 
level of accuracy a small time step is needed. In this work, to simplify the presented results, 
we use the one-step BDF method (6). We mention that in [3] the authors present a combined 
algorithm which makes use of one-, two-, and four-step BDF methods. This method allows the 
choice of bigger integration steps keeping the same level of accuracy. 
Taking into account equation (5) and the structure of matrices L and M, we rewrite (6) as the 
system of linear equations 
where 
K 
- n+l  ~ Tn+l  Tn -- n v l l  + L~+I - (1 - l~)Mr +1 - ~ Akt3kbkMil , T21 - - '~21 , 
k---1 
K 
1 -1 + L~+I, Ti2 = -(1 - f~)/l~ +1 - Z AkBkbkMi~2+l' T22 = ~v2 
k=l  
K K 
1 -1 1 -1 
Rll  = -~vl + E Ak~kakMrl' R12 = E Ak~kakMr2' R22 = -~v 2 • 
k=l  k=l  
(8) 
Thus, for each time step it is necessary to solve a large and sparse system of linear equations 
with the following block structure: 
,9, 
T21 T~2 ¢2 e2 ' 
where the right-hand side depends on both the solution in previous time steps and the backward 
difference method used. Usually, the coefficients matrix of system (9) has similar properties as 
the matrices L and M in equation (3), namely blocks Tll, T22 are symmetric positive definite 
matrices, and blocks T12, T21 are diagonal matrices. System (9) will be also denoted as 
T¢  = e. (10) 
Since the system matrix is large and sparse, an iterative method is recommended to solve it. 
In [2], system-(9) is solved with the block stationary iterative method, 
Tl1¢I  +'  = el - T,2 (~¢~ + (1 - ~)W1) ,  
T2 . i . t+ l  2~= = e~ - T=I (~¢f+1 + (1 - ~)¢ f ) ,  
(II) 
where w is a extrapolation factor. In [3], this iterative method is accelerated with the variational 
technique given by 
¢~+1 = Ce + dr  t + f~d ~, (12) 
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where r ~ : E - T~ e and d ~ : %b e - %b ~-1 are the residual and the previous change in ~ at 
iteration ~, respectively. The parameters s t and ~ are chosen such that the 2-norm of the 
residual is minimized. In [8], a multilevel algorithm based on the nodal collocation method which 
uses (11) accelerated with (12) as relaxation method is presented. In all cases, very good results 
were obtained. 
Consider the related system of equations 
T l lV t  I = e l -  TI~ (~V~ + (1 - ~)¢?~) ,  
T2.~.t+I  ~2 = e2 - T~, (~¢~ + (1 - ~)~- ' ) .  (13) 
The main difference between methods (11) and (13) is that in (11) the new solution for !~1, the 
more energetic group or fast group, is used as soon as it is available to compute %62, also called the 
thermal group. Therefore, a fast convergence rate may be expected, as it is observed in practice. 
In the rest of the paper, we will refer to methods (13) and (11) as Methods A and B, respectively. 
We note that for both Methods A and B we should distinguish between inner and outer iterations. 
The inner iterations correspond to the solution of the linear systems with matrices Tll and T22. 
Since they are symmetric and positive definite, a preconditioned conjugate gradient method is 
especially recommended. 
Our goal is the study of the convergence properties of these methods. Moreover, comparing 
their performance with other conjugate gradient ype methods for nonsymmetric matrices is of 
particular interest. 
The paper is structured as follows. In Sections 2 and 3, Methods A and B will be characterized 
as second degree methods. Some theoretical results concerning their convergence properties are 
presented. In Section 4, the variational technique (12) is studied as a projection method, and 
a practical implementation is proposed. In Section 5, the results of the numerical experiments 
will permit us to compare the proposed methods with other well-known iterative methods for 
nonsymmetrics matrices, as the restarted GMRES [9], the BiCGSTAB [10], and the TFQMR [11] 
methods. The benchmark chosen for the comparisons corresponds to the bidimensional seed- 
blanket reactor [3]. Finally, the main conclusions are given in Section 6. 
2. SECOND DEGREE METHOD A 
Consider the coefficient matrix T of the linear system (10) and the splitting T = M - N with 
matrices M and N given by 
This splitting corresponds to the associated iterative block Jacobi method [12-14] with iteration 
matrix 
Considering the matrices G1 = wB,  Go = (1 - w)B,  and the vector k = M- le  we can write the 
second degree method 
¢(~+I) = c,¢(~) + co~(~-~) + k = B (~¢(~) + (I - ~)¢(~-~)) + k, (15) 
that corresponds to Method A (equation (13)). It can easily be checked that if the spectral radius 
of B, p(B), is less than 1, then the method is completely consistent; that is, if the sequence of 
vectors (15) converges, it converges to the unique solution of (9) (see [13, p. 64]). Note that 
different second degree methods can be constructed using matrices different from B. For instance, 
one could use the block Gauss-Seidel method whose iteration matrix for the matrix T is given by 
Z:= [T21 
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In the rest of the section, we will consider a general matrix G (usually the iteration matrix of 
a first degree method), and matrices Go, G1 given by 
G1 = wG, Go = (1 - w)G. (17) 
Second degree methods are usually studied (cf. [13, p. 486]) by means of the following auxiliary 
system: 
The method is convergent for all ¢(0) and ¢(1) if and only if p(G~) < 1, where 
Vw : Go G1 " 
Moreover, denoting by A the eigenvalues of G~, we have that p(G~) < 1 if all roots of 
det (A2I - Ael  - Go) = 0 (20) 
are less than unity in modulus. From equations (17) and (20), it follows that the eigenvalues 
of G~ are related to the eigenvalues of G, that we have called #, by the quadratic equation 
A 2 - wlzA + (w - 1)# = 0. (21) 
Given a quadratic function of the form x 2 - bx + c = O, we recall that its root radius, p(b,c), is 
defined as the maximum of the moduli of its roots. It is well known (see [13]) that if b and c are 
real, both roots of the quadratic equation x 2 - bx + c = 0 are less than one in modulus if and 
only i f[c I< l  and[b[<l+c .  
THEOREM 1. Let G be a matrix with real and positive eigenvalues, and let G~ be the matr ix o£ 
equation (19). Then p(G~) < 1 i f  and only i f  
/2 -1  /2+1 
2----~- < w < - 7  and /2 < 1, (22) 
where/2 is the spectral radius o£ G. 
PROOF. The root radius of (21) is less than unity in modulus if and only if both conditions 
[c[ = I (w-  1)#[ < 1 and [b[ = Iw#[ < 1 +c are satisfied for all # in the spectrum of G. If p(G~) < 1, 
consider the case # =/2. From the first condition, we deduce the following equivalence: 
1 1 
[ (w-1) /2 [<1,  if and only i f l - -<w<l+- .  
2 /2 
From the second condition it follows 
- I  - (w-  1)/2 < w/2 < I -F (w-  1)/2. 
Then, 
Therefore, the range for w is 
/2 -1  1 
w>--~- -> l  -_.# 
/2 -1  1 
- -<w<l+- .  
2/2 # 
Conversely, from equation (22) it follows that 
- (1+/2)  
< w-  I < I, i f  and only if Icl = I (w-  I )# I < I(w - 1)/21 < I. 
2 
On the other hand, to show that IbI < 1 + c we consider two cases: 
(b > 0) 1 +c- [b [  = 1 +c-b= 1 -# > 0; 
(b < 0) 1 +c- [b [  = 1 +c+b = 1 - # + 2w# > 0. 
Therefore, Icl < 1 and [b[ < 1 + c, which implies p(G~) < 1. 
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THEOREM 2. Let G be a matr/x with real eigenvalues, and let Gw be the matr/x of equation (19). 
Then p(G~) < 1 if and only if 
p-1  #+1 
- - < w < - -  and /2<1,  
2/2 2# 
where/2 is the spectral radius of G. 
PROOF. Considering the cases # =/2  and # = -/2, the proof is similar to the one of previous 
theorem. | 
The next result determines the optimum value of w, denoted Wb, which minimizes the spectral 
radius of G~. 
THEOREM 3. Let G be a matrix with real and positive eigenvalues such that ft = p(G) < 1, and 
let Gw be the matr/x of equation (19). I f  wb is defined by 
2 
Wb = 1 + ~/1 - /2 '  (23) 
then 
and if w ~ Wb, then 
P {ewb)/ \ "~ 03bf~ (24) 
2 ' \ / 
> 
Finally, if (ft - 1)/2/2 < w < Wb, then p(Gw) is a strictly decreasing function of w. 
PROOF. The proof is based on geometrical considerations, and its technique is similar to that 
used in [12, Theorem 4.4]. | 
In the case of G having complex eigenvalues, the analysis of the convergence of the method is 
different. Computing the square of matrix (19), we obtain 
L (1 -w)wG 2 (1 -w)G+w2G 2 " (25) 
Define 
Then H.[[ is a matrix norm over the set of all qn x qn matrices [16]. 
To apply matrix norm (26) to the matrix given in (25), the following expression must be 
evaluated: 
max {H(I - w)GU~ + llwGl[a, [[(1 - ~)~G21[~ + II(I - w)G + w2G211~}. (27) 
q 
I[MI[ = max E ][MijJ[a. (26) 
l<i<q 
-- - -  j---1 
The following lemma is from [15]. 
LEMMA 4. Let A be a matrix in R nx". Then limk-~oo A k = 0 if and only if p(A) < 1. Moreover, 
[[AkH is bounded as k ~ oo if and only if p(A) < 1. 
l~rom Lemma 4 it follows that if [[~2[[ < 1 for some matrix norm, then the second degree 
method converges. The following matrix norm exploits the block structure of matrix (25), and 
therefore, it will be used later. Given a matrix norm I[.][~ over the set of all n x n matrices, 
consider the qn x qn matrix M partitioned as 
Ml l  M12 " "  Mlq]  
M21 M22 "" M2q| 
M = . . J : Mij square of order n. 
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THEOREM 5. Let G be the iteration matrix of a convergen t first degree method, and let G~ be 
the matrix of equation (19). H 
0<w< 2;2 ' 
then p(G~) < 1, where ;2 = p(G). 
PROOF. We shall prove that IIp(G~)211 < 1 and then p( (~)  < 1. Because G is the iteration 
matrix of a convergent first degree method, then/2 < 1. Thus, there is a compatible matrix norm 
]].1]~ such that t]G]]~ < 1. 
• 0<w<l .  
Let /9 be area/ constant such that IIGII~ </9 < I. Then, we have for the first term 
of (27) that [I (I - w)GI[ a + I[wG[[a -- (I - w + w)llGlla </9 < I. And  for the second term, 
{I(1 - ~)~C211o + If(1 - ~)G + ~2G211. < If(1 - ~)wG211. + 11(1 - w)Gll. + II~2G~II° = 
((i-w)~+~2)IIG21[~ +(1-w)i[G[I~ = ~[IG2[i~ +(1-w)IIGII~ _< (~+l-~)llGll~ </9 < 1 
• I < w < %/(1 + ;2)/2;2. 
For the first term we will show that I1(1 - w)Gllc, + ltwGIIo, < 1 if 1 _< w < (1 + ;2)/2fL. 
For w in this range, there exists/9 6 R such that 1 _< w < /9 < (1 + [~)/2f~. Consider 
0 < o~ < rain(1 - ;2, (1 - (2/? - 1);22)/(2/9 - 1)). Because ;2 < 1, there exists a compatible 
matrix norm such that ;2 < I]G]]~ <_ ;2+(~ < 1. Therefore, we have II(1-w)Glla+llwGII a = 
(2w - 1)HGJ], < (2/? - 1)IJGJ], = 7. Moreover, ~ < (1 - (2/? - 1//2//(2/? - 1 / and then 
(2l? - 1) < 1/(;2 + a). It follows that ~/< (2;3 - 1)(;2 + a) < (1/(~ + a))(~ + c~) = 1. 
Similarly, for the second term there exists/3 E n( such that 1 _< w </9 < v/(1 + #)/2p.  
Consider now 0 < a < ra in(1-  ;2, (1 -(2/? 2-1);2)/(2/? 2 -1) ) .  With an argument similar to 
the one used in the previous case, it follows that [lw(1 -w)G2]l~ + I1(1 -w)G + w2G2]la < 
I1~(1 - ~)c : l l .  + I1(1 - w)GII. + II~V211. = (2~ 2 - ~)lle21t. + (~-  1)IIGI]o _< (2w 2 - w + 
w - 1)IIGII~ < (2/? 2 - 1)llGIla = 7. Moreover, a < (1 - (2]~ 2 - 1);2)/(2/? 2 - 1) and then 
(2/? 2 - 1) < 1/(p + a), and therefore, 7 -< (2/? 2 - 1)(;2 + c~) < (1/(;2 + a))(p + a) = 1. | 
3. SECOND DEGREE METHOD B 
For the method shown in (11), we can also identify a second degree method as in (15) but with 
the matrices Go, G1, and the vector k given by 
Go = (1 - w)wB21B12 J ' 
and 
0 
G1 = - (1 ,w)B21 
k = T~le  2 -wB21T~le  1 , 
-wB12 ] (28) 
w2B21B12 ' 
where B12 -- TnlT12, B21 = T2~lT21 •These matrices can be factorized as 
Go = - (1 -w)B21 wB21B12 (1 -w) I  =HwP° '  (29) 
a l  = - ( I -w)B21 wB21Bn aJI 
Matrix H~ corresponds to the iteration matrix of the accelerated block Gauss-Seidel method [17] 
applied to the coefficient matrix T of (9). In fact, considering the splitting 
T=M~-Nw= LwT~ 1 T22 - - (1 -w)T21  0 ' 
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it follows that Hw = M~I N~. Taking into account hat H~Po + H~P1 = H~, and 
[-wB21T~-11 T~ e2 
it can be checked that the second degree Method B is completely consistent if the spectral radius 
of H~ is less than one; i.e, the accelerated block Gauss-Seidel method is convergent. 
The matrix of the equivalent augmented system G~ in (18) is now given by 
HwPo HwPI '  
and its square is given by 
~ = [ H,~Po H~P1 ] (33) 
[H~P1H.~Po H~Po + (H.~P1) 2 " 
THEOREM 6. Let Hw be the iteration matrix of the accelerated block Gauss-Seidel method, with 
IIH~lloo < 1, and let G~ be the matrix of equation (32). If 
then p(Ow) < 1. 
1 IIH~[Ic~ + 1 
2 [[H~[[------ ~ < w < 2HH~[[ ~ , (34) 
PROOF. Applying the norm (26) to the matrix given in equation (33), it can easily be shown 
that 
max {[{H~P0[Ioo + [IH~Pllloo, [IH~P1H~Po[Io~ + HH~Po + (g~P1)2Hoo} < 1, (35) 
for w ranging in the interval (34). | 
4. ACCELERATED SECOND DEGREE METHOD 
In this section, we present a variational method to accelerate the convergence rate of the 
second degree Methods A and B. We recall that at each integration time step it must be solved 
a nonsymmetric linear system of the form 
T4 = e, (36) 
where the matrix T E R n×n. Given two initial approximate solutions 4 ° and 41, the proposed 
variational method for solving system (36) is given by the equation 
4 g+l = 4 £ "~- o/ r  ~ -]- i~d e, ~ = 1, 2 . . . .  , (37) 
where r e = e - T¢  t and d ~ = Ct _ Ct-1 are the residual and the previous change in ¢ at 
iteration g, respectively. The coefficients d and /3 ~ are chosen to minimize the 2-norm of the 
residual, lit e+l [12, over the two-dimensional space, 
£t = span (Tr ~, Tdt} . (38) 
In the next section, the variational method (37) is studied, and in Section 4.2, a practical 
implementation f the accelerated second degree Methods A and B is proposed. 
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4.1. Var iat ional  Method 
First, we recall some basic concepts about projection methods and optimality Petrov-Galerkin 
conditions (see, for instance, [14]). A projection technique xtracts an approximate solution to the 
problem (36) from a subspace of R n, namely/C, by imposing the conditions that the new residual 
vector has to be orthogonal to another subspace Of R n, £, both of dimension m. When/:  equals/C 
the projection method is called orthogonal, and oblique when they are different. Moreover, for a 
general projection method the new residual satisfies the relation 
r e+l = r e - TV (WTTV) -1 WTr e, (39) 
where W and V are bases for/:  and ]C, respectively. If £ = TIC, then WTTV is nonsingular [14, 
Proposition 5.1]. 
In our case, taking the subspaces 
/Ct = span {re, d e} and £t = span {Tr t ,Tdg},  (40) 
we have, from equation (37), that ~b e+l = Ct + 5 with 6 E/Ct, and r e+l = r e - T6, with T5 E £t. 
Therefore, if the orthogonality condition r e+l _L/:t is satisfied, then the new solution ¢e+l is 
optimal in a least squares ense, since the new residual is the vector with minimal 2-norm in the 
affine space re + f t .  
Forcing orthogonality between the new residual and the subspace /:e leads to the following 
system of equations: 
ae (Tre, Trt> + fit (Tdt ,Tr t> = (re, Trt>,  
a e (T r t ,Td  e> + fie <Tdt,Tdt> = ( r t ,Tdt>.  
(41) 
(42) 
The solutions of this system are the coefficients 
a e = <Trt, rt> <Tde,Tdt> - (Tdt,rt> <Trt, Tde> 
(Tr  e, T r  e ) <Td e, Td  e ) - (Tr  e , Tdt)  2 
fit = < Trl ,re> (Tdt,  r e> - (Tre, r ~> <Trt ,Td  e> 
<Tr l , T r  e ) (Td e , Td  e ) - (Tr  e, Tdt)  2 ' 
(43) 
(44) 
where (a, b) = aTb denotes the Euclidean inner product. These coefficients have some redundant 
information. If we write 
re-1 _ r e = d - lT r  e-1 + fe - lTde-1  = Td e, (45) 
we have that 
r e = r e-1 - Td  e. (46) 
Thus, Td e is just the orthogonal projection onto £e-1 of the residual r e-1. Therefore, the (r e, Td  e> 
term is zero, giving the new expressions 
a e = < Tre,re> <Tde, Td  e > 
(Tr  e, T r  e ) <Td t, Td  t) - (Tr  e, Tdt) 2' 
fie = _ (T r t  ' re > <Tre ' Tde} (47) 
(Tr  e, T r  e > (Td e, Td  e ) - (Tr  e, Tde> 2" 
These coefficients are well defined if 
<Tr e, T r  e > <Td e, Td  e) - (T r  e, Tdt> 2 # O. (48) 
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Note that, by the Canchy-Schwarz inequality, condition (48) is violated if and only if Tr  e 
and Td e are linearly dependent vectors. A natural question that arises is when Tr  e and Ta ~ are 
linearly dependent vectors. To answer this question, let us suppose that Tr  e = cTd e (r e = cd e) 
with c ~ R. In this context, provided that r e is orthogonal to Td e, we have that r e is orthogonal 
to / : t  = span{Tr e, Tde}. Thus, <r e, Tr  e) = 0. Suppose now that either T is a definite matrix or 
the field of values 1 of T, 9r(T), does not include 0. Then, (r e, Tr  e) = 0 if and only if r e = 0, 
and therefore t  = T - le .  Moreover, since Tr  e = 0 = cTd e = c(r e-1 - re ) ,  then r e-1 = r e. 
Therefore, the solution has been reached at step e - 1; i.e, ee-1 = T- le .  We conclude that while 
the system solution has not been reached, the coefficients given in (47) are well defined. We have 
the following result. 
THEOREM 7. Assume that 0 ~ 9r(T). Coefticien~s (47) are well defined i f  and only i re  e-1 is not  
the solution of  (36). 
PROOF. The sufficient condition has been proved above. To show the necessary condition, assume 
that coefficients (47) are well defined, and suppose that ¢e-1 = T- le .  Then r e-1 = 0, and it 
follows that Td e = 0 in contradiction with (48). | 
The variational method finds solutions of the form 
with 
¢e+1 = ee + acre +/3ede = ee + [re d e] ye, 
Be • 
The vector of coefficients yt is the argument which minimizes the residual norm 
ye __ arg min IIr e - T [re d e] YlI2" (49) 
y 
Since T is a nonsingular matrix, the solution for the least squares problem (49) always exists, it 
is unique, and it coincides with (47). 
Now, we propose an alternative way of computing these coefficients efficiently. Building an 
orthonormal basis for the subspace of R n spanned by the vectors {r e, Tr  e, Td  e} with the standard 
Gram-Schmidt algorithm, we obtain the relation 
T [r e d e] = QH3,2. (50) 
The columns of Q are the vectors of the orthonormal basis {Vl, v2, v3} obtained as follows: 
~vl = r e, (51) 
h21v2 = Tr  e - hnv l ,  (52) 
h32v3 = Td e - h12vl - h22v2, (53) 
and coefficients ~ and hij are given by 
z--lit%, 
h l l -~  <Tre ,v l>,  h21 = II(Tr e -  h l ,vx) l J2,  
h12 = <Tdt, vl>, h22 = <Tde, v2>, 
Thus,/'/3,2 is the upper Hessenberg matrix 
[hn  
h32 = I I(Td e -  h l2Vl  - 
hl ] 
h22 • 
h32 
1The field of values of A E R nxn  is .~(A) ---- {yTAy  : y E R n, yTy  = 1} [18]. 
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Using (50), an equivalent formulation for the least squares problem (49) can be obtained as 
follows: 
Ye = arg min Ilr e - A [r e d e] YlI2 
y 
=arg  rain I[r e - QH3,2yll 2 
Y (54)  
---- argmin [[Q(/3ei - Ha,2y)[12 
y 
= argmin [1~3el - H3,2yH2, 
y 
where el = (1, 0, 0) T. The problem has been reduced to obtain the solution of a 3 × 2 least 
squares problem which can easily be done. Algorithm 1 implements this method. 
ALGORITHM 1. VARIATIONAL METHOD. 
1. Choose  ¢ ° and d °. Compute r° := E - T~b °
2. For  g = 0,1,2 . . . .  , 
(a) Compute /3  := [[reH2, vl := re/13, Wl :~- Tr  e and w2 := Td e 
(b) For j= l ,2  
For  i = 1 , . . . , j  
hij := (wj,v~) 
wj := wj - hijvj 
hj+x,j := Ilwj]12 
v~+l := wj/hj+l,~ 
(c) Compute  Ye =arg  min~ IIf~el - H3,2YlI2 
(d) Compute  ¢e+1 := ~b e+ [r e de]ye, re+l := r e _ QH3,2ye and d e+l = ¢e+1 _ ~be 
ALGORITHM 2. ACCELERATED SECOND DEGREE METHOD B, ASD(w, r, q). 
1. Choose  ~b °. 
2. So lve  T l1¢ I  = - ° .  
3. Solve T22¢~ = e2 - T21~bl. 
4. For  g = 1 ,2 , . . . , r  
(a) Solve Tll¢~ +l = el - T12(w~Pt2 + (1 - w)¢12-1 ). 
(b)  So lve  = - e+l )  + (1 - 
(c) I f  convergence, STOP. 
5. Per fo rm q iterations of Algorithm 1, with ~b ° -- ¢(~+1), r0 = E - T~ r+ l  and d o = 
~+1 _ ,~. 
6. To  point 4. 
4.2. Imp lementat ion  of  the  Acce le ra ted  Second Degree  Method  
The second degree Methods A and B are accelerated using the variational method as follows. 
Every r iterations of the second degree Method A or B, q iterations of the variational method are 
performed. Algorithm 2 implements the accelerated second degree Method B. The accelerated 
second degree Method A is obtained replacing Step 4(b) by 
T2 -J.l+l 
ASD*(w,r ,q)  and ASD(w,r ,q)  will denote the accelerated second degree Methods A and B, 
respectively. 
5. NUMERICAL  EXPERIMENTS 
In this section, we present he results of the numerical experiments corresponding to a transient 
on the bidimensional seed-blanket reactor (Figure 1) where each material region is represented 
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Figure 1. Quadrant of the seed-blanket reactor. 
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Figure 2. Seed-blanket transient. Relative power evolution. 
by the numbers 11 2, and 3, and lengths are mentioned in cm. It is modelled with two energy 
groups and one delayed neutron precursor group. Moreover, it presents a quarter core symmetry. 
The transient consists of decreasing the thermal absorption cross section in Region 1 as the 
linear function Ea2(t) = 0 .15-  (0.0035/0.2)t, 0 < t < 0.2. The relative power evolution is shown 
in Figure 2. This benchmark is widely used in the literature, and more details on this problem 
can be obtained from [19-21]. 
The reactor has been discretized using both a nodal collocation method using four polynomials 
with square nodes eight centimeters wide [6], and a five-point centered finite differences cheme 
with uniform grid size hx = hu -- 1 cm (see [14]). Although using a uniform grid size of 3 cm in the 
finite differences cheme suffices to get a precision comparable to the nodal collocation method 
for this benchmark, we employed this smaller grid size to check if the results presented still hold 
for larger problems where iterative methods are especially recommended instead of direct ones. 
The size and number of nonzero elements of the coefficient matrices are shown in Table 1. 
Table i. Matrix size, n, and number of nonzero elements, nnz, of the matrices 
obtained using the nodal collocation method with four polynomials, and the finite 
differences method. 
Spatial Discretization n nnz 
Nodal(4) 2000 31920 
Finite Differences 50562 302100 
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As it has been mentioned above, for the time discretization we have used a one-step BDF 
method. The integration time step was fixed to 1.25 milliseconds needing a total number of 160 
time steps to simulate all the transient. At each time step, the solution from the previous one 
was used as initial solution for solving (9). An approximate solution was considered satisfactory 
when the initial residual was reduced at least five orders of magnitude. The codes were written in 
FORTRAN 77 and tested on a single node PA-RISC 8000/180 MHz of an HP Exemplar S Class 
shared memory multicomputer. 
With the numerical experiments, we study the following aspects: first, which is the best value 
of the extrapolation parameter w, and which of the second degree method, A or B, performs 
better. Second, we measure the performance improvement when the second degree methods 
are accelerated with the variational technique presented. And finally, the accelerated second 
degree methods are compared with standard Krylov subspace methods for nonsymmetric ma- 
trices, as BiCGSTAB, GMRES(k), and TFQMR. The use of iterative Krylov methods to solve 
the nonsymmetric linear systems of equations derived from the time dependent neutron diffusion 
equation is not new in the literature. A comparison between different Krylov methods for the 
same benchmark problem considered in this paper can be found, for instance, in [21]. 
In Tables 2 and 3, it is shown that for a value of w about 1.5, the second degree Methods A 
and B performed the best. In any case, for w ranging from 1 to 1.8 the performance does not 
degrade significantly. Thus, determining the exact value for this parameter is not very important. 
We also note that for values of w less than 1, the method performed poorly. Theorem 3 may 
explain this behavior, although it gives the optimal extrapolation factor for real and positive 
eigenvalues, which are conditions not warranted for the tested problem. From equation (23) 
it follows that the optimal factor lies into the range ]1, 2[, and that the spectral radius of the 
iteration matrix is a decreasing function of w on this interval. This behavior is also observed for 
other stationary methods as the SOR method [12]. 
Table 2. CPU simulation time for the second degree Methods A and B with different 
values of w. The symbol t indicates that convergence was not attained. Spatial 
discretization: nodal collocation method, 
w 
0 
0.5 
1 
1.2 
1.4 
1.5 
1.6 
1.8 
2 
Time (sc) 
Method B Method A 
t t 
t t 
53.93 91.96 
53.78 91.50 
53.60 90.70 
53.24 90.87 
53.45 92.32 
53.96 93.05 
t t 
Comparing both Methods A and B, clearly the second degree Method B performed the best 
since it spent approximately half of the time spent by Method A. It is worth noting that for 
the solution of the inner iterations, corresponding to the solution of the linear systems with 
matrices Tn and T22 in (11) and (13), the conjugate gradient method preconditioned with point 
Jacobi was used. Table 4 shows the results of applying different preconditioners for Method B. 
In all the cases, the maximum number of inner iterations was set to 20. Although this scheme 
could be also thought of as a nested iterative method, given that the integration time step is 
small, the number of inner iterations used is large enough to consider that the systems associated 
with blocks Tn and T22 are solved exactly for the tested problems. Furthermore, to obtain an 
accurate solution for the inner systems is essential for a good performance ofthe proposed second 
degree methods. 
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Table 3. CPU simulation time for the second egree Methods A and B with different 
values of w. The symbol t indicates that convergence was not attained. Spatial 
discretization: finite differences method. 
co 
0 
0.5 
1 
1.2 
1.4 
1.5 
1.6 
1.8 
2 i 
Time (sc) 
Method B Method A 
t t 
t t 
2200 4217 
2180 4260 
2220 4105 
2100 4217 
2110 4150 
2111 4100 
t t 
Table 4. CPU simulation time for the second degree Method B with different choices 
of the preconditioner for solving the inner iterations. Extrapolation factor co = 1.5. 
For I LUT  the level of fill-in and threshold are indicated. Spatial discretization: nodal 
collocation method. 
Preconditioner 
No Preconditioning 
Jacobi 
SSOR 
ILU0 
ILUT(5.10 -~) 
ILUT(5.1) 
Time (sc) 
57.81 
53.24 
110.53 
76.27 
108.6 
60.13 
Table 5. CPU simulation time for the accelerated second egree Method B (ASD(1.5, 
r, q)) with different values of the parameters  and q. Spatial discretization: nodal 
collocation method. 
r q Time (sc) 
1 1 35.85 
2 1 34.82 
2 2 43.01 
3 1 30.50 
3 2 43.14 
3 3 32.51 
4 1 30.93 
4 2 44.03 
4 3 32.80 
4 4 45.18 
5 1 29.20 
To accelerate the second degree methods we found exper imental ly  that  combining five i terat ions 
of the second degree method  with one of the variat ional technique was nearly opt imal .  Table 5 
shows the results for the ASD(1.5, r, q) method with different values of r and q when the nodal  
col location method  was used to discretize the equations. The results for ASD*(1.5, r ,q)  were 
similar and they  axe not  presented. 
Table 6 summarizes the results for the second degree methods and their accelerated versions. 
We observe that  the s imulat ion t ime of the second degree methods was reduced considerably in 
the accelerated cases. Furthermore,  as for the unaccelerated versions, the  method  ASD*(1.5, 5, 1) 
per formed worse than ASD(1.5, 5, 1). 
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Table 6. Summary: CPU simulation time for the second degree Methods A and B, 
and their accelerated versions ASD*(1.5,5, 1) and ASD(1.5,5,I), with the nodal 
collocation and finite differences matrices. 
Nodal (4) 
Method A 
Method B 
ASD* (1.5, 5, 1) 
ASD(I.5, 5, I) 
90.7 
53.24 
80.1 
29.2 
Table 7. 
Finite Differences 
4100 I 
2100 
3600 
1667 
CPU simulation time and average number of matrix-vector p oducts for 
the BiCGSTAB, GMRES(20), and TFQMR methods. Spatial discretization: odal 
collocation method. 
Method Preconditioner Matvecs Time (sc) 
ILU0 39 43.3 
BiCGSTAB ILUT(5, 1) 37 40.3 
ILUT(5,10 -2) 37 40.3 
ILU0 58 56.1 
GMRES(20) ILUT(5, 1) 78 60.7 
ILUT(5, 10 -2) 75 80.7 
ILU0 51 67.3 
TFQMR ILUT(5,1) 102 66.2 
ILUT(5,10 -2) 84 81.9 
Table 8. CPU simulation time and average number of matrix-vector p oducts for 
the BiCGSTAB, GMRES(20), and TFQMI:t methods. Spatial discretization: finite 
differences method. 
Method 
BiCGSTAB 
GMRES(20) 
TFQMR, 
Preconditioner 
ILU0 
ILUT(5, 1) 
ILUT(5,10 -2) 
ILUO 
ILUT(5, 1) 
ILUT(5, 10 -2) 
ILU0 
ILUT(5, 1) 
ILUT(5, 10 -2) 
Matvecs Time (sc) 
87 3427 
119 3620 
31 2040 
99 4200 
121 4410 
35 2976 
90 4500 
123 4740 
89 3600 
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To compare ASD(1.5, 5, 1) against the GMRES(k),  TFQMR,  and BiCGSTAB methods, the 
ILU0 and ILUT preconditioners were used. Codes from SPARSKIT collection were used [22]. A 
level of fill-in of 5 with drop tolerances 1 and 10 -2 was considered for ILUT. In order to save 
computat ion time, these preconditioners were computed only once, at the first t ime step, without 
any significant loss of performance. The method GMRES(k) was restarted after 20 iterations. 
Table 7 shows the CPU t ime spent by these methods to simulate all the transients when 
the nodal collocation method was used. The average number of matrix-vector products needed 
to solve the linear system (9) at each time step is also indicated. From Tables 6 and 7, it 
can be observed that ASD(1.5, 5, 1) spent about 30% less time than BiCGSTAB. Comparing 
with GMRES(k)  and TFQMR,  the improvement is even better since ASD(1.5, 5,1) spent ap- 
proximately half of the t ime use by these methods to  simulate the transient. Furthermore, the 
unaccelerated version also performed better. On the other hand, among the Krylov methods is 
the BiCGSTAB which shows the best performance. For GMRES(k) and TFQMR,  the simulation 
t ime was very similar. Concerning the preconditioners, for BiCGSTAB and TFQMR the smallest 
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t ime was obtained preconditioning with ILUT(5, 1), while GMRES(k) performed slightly better 
with ILU0. 
Finally, Table 8 shows the results for the finite differences matrices. For these large matrices, 
similar conclusions to the previous ones can be obtained. As for the nodal collocation matrices, 
the ASD(1.5,5, 1) method performed the best compared with BiCGSTAB, GMRES(20), and 
TFQMR.  Among the last methods, again BiCGSTAB presents the best behaviour. Concerning 
the preconditioner, the best results were obtained with ILUT(5, 10-2). 
6. CONCLUSIONS 
We have studied two second degree methods for solving linear systems arising in the discretiza- 
tion of the neutron diffusion equation. They have been referred to as second degree Methods A 
and B. With  the aim of improving the convergence rate, as it is observed in practice, Method B 
is obtained from A using the new fast group solution to compute the thermal group as soon 
as it is available. These methods are based on a extrapolation factor w. The optimal choice 
of w has been investigated and some convergence r sults of the second degree methods have been 
presented. To accelerate the convergence of the second degree methods, a projection method 
is proposed. This method extracts approximate solutions from a bidimensional space by mini- 
mizing the 2-norm of the residual. The accelerated second degree Methods A and B have been 
referred to as ASD*(w, r, q) and ASD(w, r, q), respectively. It means that each r iterations of the 
second degree method with extrapolation parameter  w, q iterations of the projection method are 
performed. Experimentally, it has been observed that taking the values w = 1.5, r = 5, and q = 1 
is part icularly convenient. To evaluate the performance of these methods, they have been com- 
pared with other well-known Krylov subspace methods for solving nonsymmetric linear systems. 
In particular, the BiCGSTAB, restarted GMRES, and TFQMR have been tested. From the 
experimental results, we conclude the following. The second Degree B method performs better 
than Method A. Accelerating with the projection method results in a considerable reduction on 
the simulation time. And finally, for the benchmark considered, ASD(1.5, 5, 1) spent the smallest 
t ime compared with the BiCGSTAB, GMRES(k),  and TFQMR methods. 
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