Abstract. In this paper we present a code framework for isogeometric analysis which we call PetIGA. We base this framework heavily on components from PETSc, a scientific library geared toward implementing scalable solvers needed for approximating solutions to partial differential equations. Our open source library can be used to assemble matrices and vectors which, for this release, come from a Galerkin weak form, discretized with the Non-Uniform Rational B-spline (NURBS) basis. We also detail the computation of these basis functions as well as how higher-order derivatives may be pushed forward for use in isoparametric mappings. Finally, we show performance results on a variety of nonlinear and time dependent problems illustrating the flexibility and efficiency of our framework. We solve large deformation hyper-elasticity, the Cahn-Hilliard equation, the NavierStokes-Korteweg equation, as well as Navier-Stokes in context of turbulent flow modeled with the variational multiscale method.
1. Introduction. Isogeometric analysis [38] is a finite element method originally proposed in 2005. This method has popularized the use of the Non-uniform Rational B-spline (NURBS) basis in the isoparametric Galerkin finite element method. The key insight of isogeometric analysis is to use the geometrical map of the NURBS representation as a basis for the push forward used in analysis. This allows isogeometric modeling to advance where predescessors have found limitations [14, 54, 53, 36] .
Isogeometric analysis was originally motivated by the desire to find a technique for solving partial differential equations which would simplify or remove the problem of converting geometric descriptions for discretizations in the engineering design process. Once a design is born inside a Computer Aided Design (CAD) program, the process to convert the CAD representation to an analysis suitable form is the bottleneck of the engineering analysis process, in extreme cases consuming up to 80% of this process [21] . Isogeometric methods aim to use CAD representations directly by using the NURBS basis directly, circumventing the need to generate an intermediate geometrical description. The term isogeometric reflects that as the finite element space is refined, the geometric degrees of freedom can be determined which maintain the exact geometry. NURBS technologies have been used in CAD for decades due to its properties, particularly the smoothness and ability to represent conic sections exactly.
In addition to the geometrical benefits, the basis is also well-suited to solving higher-order partial differential equations [32, 33, 12] . Classical finite element spaces use basis functions which are C 0 continuous across element boundaries, making them unsuitable for higher-order problems using a simple Galerkin formulation. The NURBS-based spaces may be constructed to possess arbitrary degrees of interelement continuity for any spatial dimension. These higher-order continuous basis functions have been numerically [1, 2, 16, 28, 29] and theoretically [24, 27] observed to possess superior approximability per degree of freedom when compared to their C 0 counterparts. However, when used to discretize a Galerkin weak form, the higherorder continuous basis functions have also been shown to result in linear sytems which are more expensive to solve using both multi-frontal direct solvers [20] as well as iterative solvers [19] . This research motivates the development of efficient, scalable solvers which can mitigate the increase of cost.
Isogeometric analysis has successfully been applied to a number of areas including, structural vibrations, fluid-structure interaction, turbulence, shape optimization, phase field models, shell modeling, contact problems, crack propagation, and electromagnetics [10, 9, 22, 32, 33, 26, 60, 62, 11, 31, 46, 58, 59, 50, 12, 42, 13, 17] . A book [21] has been written, detailing the method, its philosophy, and application. This paper describes a scalable method of implementing tensor-product, NURBSbased isogometric analysis. Despite the fact that writing every piece of code from scratch is still common practice in research groups, we believe that alternative, more sustainable implementations should become the norm in the scientific community. It is the authors' opinion that writing codes from scratch disregards years of accumulated expertise in the field, and also is inconsistent with the open nature of science. Moreover, as science continues to advance at such a fast pace, this short-sighted approach is not sustainable in the future [8, 61] .
However, the choice to depend on existent software should not be made lightly. Software libraries require maintenance and development to adapt to changing software and hardware requirements. This means that they require both personel and funding to continue to exist. Furthermore, interfacing with other libraries can require development work on the library side. Without willing developers to support and assist you in using their libraries, the process can become more cumbersome. In the authors' experience, the benefits outweigh the risks, yet these are factors to consider when one plans to reuse the work of others.
PETSc [6, 5] , the Portable Extensible Toolkit for Scientific Computation, is a collection of algorithms and data structures for the solution of scientific problems, particularly those modeled by partial differential equations. PETSc is written to be applicable to a range of problem sizes, including large-scale simulations where high-performance parallel computation is a must. PETSc uses the message-passing interface (MPI) model for communication, but provides high-level interfaces with collective semantics so that typical users rarely have to make message-passing calls directly.
PETSc provides a rich environment for modeling scientific applications as well as for rapid algorithm design and prototyping. The libraries enable easy customization and extension of both algorithms and implementations. This approach promotes code reuse and flexibility. PETSc is designed in an object-oriented style, with components that may be changed via a command-line interface at runtime. These objects include:
• Index sets: used for permutations, indexing, renumbering, communication patterns; • Matrices and Vectors: basic linear algebra abstractions;
• Krylov subspace methods and preconditioners including multigrid and a sparse direct solver; • Nonlinear solvers and time stepping algorithms; and • Distributed arrays for parallelizing regular grid-based problems. PETSc is also designed to be highly modular, enabling the interoperability with spe-cialized parallel libraries like Hypre [40] , Trilinos/ML [35] , MUMPS [3, 4] , and others through a unified interface. Other scientific packages geared towards solving partial differential equations use components from PETSc (for example deal.II [7] , FEniCs [45] , libMesh [43] , and PetscFEM [56] ).
In this paper we describe an approach to reuse PETSc algorithms and data structures to obtain a high-performance implementation of a solver for isogeometric analysis. We implement parallel vector and matrix assembly using PETSc data structures and then interface into their wide range of solvers. In section 2, we introduce the NURBS basis and detail how parametric and spatial derivatives are taken. In section 3, we explain how matrix/vector assembly is achieved in PETSc. Finally we present a showcase of applications in section 4 and performance results in section 5. In the spirit of reproducible research, the source code for these applications is included in the form of demonstration programs within our framework. We call our framework PetIGA. It is freely available [25] and under active development.
2. Isogeometric Analysis. Isogeometric analysis [21] , as used herein, is a Galerkin finite element method used to discretize the weak form of a differential equation. The weak form can be generalized as follows: given w ∈ W and u ∈ U, find u such that
We then select finite dimensional subspaces U h ⊂ U and W h ⊂ W. In isogeometric analysis we use the NURBS basis to form these subspaces. The NURBS basis is a generalization of the B-spline basis, a space of Bernstein polynomials constrained to possess higher-continuous derivatives across element boundaries [30, 18, 49] .
B-splines. These basis functions are polynomial splines based on the Bernstein basis. A spline space is defined by specifying a knot vector, a one-dimensional set of non-decreasing locations in parametric space. The knot vector is denoted by
where ξ i ∈ R is the i th knot, p is the polynomial order, and n is the number of basis functions. The knot vector encodes the basis functions, which can be evaluated using the Cox-DeBoor recursion formula [23, 15] , described in what follows. The zeroth order functions are defined as
While this is the standard way of expressing the basis functions, there are more computationally efficient algorithms detailed in [49] . By using a tensor product structure, the basis can be extended to multi-dimensions. Here we write a three dimensional extension of the one dimensional B-spline basis.
where A is a multi-index.
NURBS basis and parametric derivatives. Given the B-spline basis functions, denoted M A , we can define the corresponding NURBS [49] basis as:
where w A are the projective weights and the weighting function appearing in the denominator is
Derivatives of w with respect to the parametric coordinates are simply
Using the chain rule, the derivative of the rational R A defined in (2.1) with respect to ξ α can be expressed as:
which using (2.1) can be simplified to
Similarly higher-order derivatives of (2.1) can be computed by applying the chain rule to (2.7). For second order derivatives we obtain:
which can be simplified to
using equation (2.7). Continuing with the same procedure, we can apply the chain rule to (2.7) to obtain:
Higher-order spatial derivatives. In (2.1) we gave a definition of the rational basis function in terms of its parametric coordinates. However, when using the isoparametric concept [37] , we need to express derivatives in terms of spatial coordinates, not their parametric counterparts. Thus, in this section we derive formulas for higher-order derivatives of basis functions in terms of their spatial coordinates. The geometric mapping is computed using the isoparametric concept, that is,
where R B was defined in (2.1) and x B are the control point locations in physical space. Thus, the parametric derivative of this mapping is
which for simplicity we write in index notation as x i,α .
To begin let us state the following identity which is key for all further developments.
or alternatively in index notation
where δ mn is Kronecker's delta which is one when m = n and zero otherwise. Then, we can write
Identity (2.14) is the one conventionally used in isoparametric finite elements to compute the spatial derivative given the geometric mapping in parametric coordinates. To differentiate the basis functions (2.1) with respect to spatial coordinates, we apply the chain rule, that is,
where the parametric derivative is defined in (2.7) and the gradient of the inverse mapping in (2.15). Higher-order spatial derivatives are obtained by further application of the chain rule. Here we write the first, second, and third spatial derivatives in index notation.
In order to compute (2.18) and (2.19), we need higher-order derivatives of the inverse mapping. The first derivative may be written by differentiating the indentity (2.14) with respect to spatial coordinates.
The second derivative of the inverse mapping may be written by differentiating the previous expression.
Subsequent derivatives of the inverse map can be taken by applying these ideas recursively. These higher-order derivatives of the geometrical mapping are not standard in the literature and are required if one is to solve a higher-order PDE on a mapped geometry.
2.1. Periodicity. Due to the prevalent use of open knot vectors by the IGA community, applications which require the enforcement of periodic boundary conditions, typically do so by building a system of constraints on the coefficients. For example, in [44] , the authors detail constraint equations which enforce C 1 periodicity. However, we prefer to build periodicity into the function space for its simplicity and generality. We do this by unclamping the knot vector as in the parlance of [49] . Given an open (or clamped ) knot vector, U = {u 0 , . . . , u m }, which encodes a set of B-spline basis functions, {N i,p } i=0...n , of polynomial degree p, with m = n + p + 1, algorithm 1 unclamps the knot vector on the left and right ends for a desired order of continuity C k , for 0 ≤ k ≤ p − 1. In figure 2 .1 we present a C 2 cubic B-spline space with varying orders of continuity across the periodic boundary. Each of these knot vectors was obtained by unclamping the open knot vector U = (0, 0, 0, 0, 0.2, 0.4, 0.6, 0.8, 1, 1, 1, 1) using algorithm 1. Each unique basis is labeled with its global number and colored distinctly such that basis functions which pass the periodic interface may be identified.
Algorithm 1 is sufficient when utilizing the basis in the parametric domain. In cases where the parametric domain is mapped, the original control points of the mapping which correspond to the open knot vector need to be unclamped. In [49] , algorithm A12.1 performs this operation but is limited to C p−1 unclamping. We present a generalization in algorithm 2 for C k unclamping where Pw[] is the array of control points in homogenenous coordinates. In figure 2.2, we present the effect of our algorithm applied to a quarter circular arc.
Adjacency Graph.
In any numerical method employing basis functions with local support, it is important to compute the adjacency graph of interacting degrees of freedom. This graph contains information required for the proper preallocation of sparse matrices implemented in compressed sparse row (CSR) or column Algorithm 1 Pseudocode for unclamping knot vectors UnclampKnots(n,p,k,U) { /* Unclamp a knot vector */ /* Input: n,p,k,U */ /* Output: U modified in-place*/ m = n + p + 1; for (i=0; i<=k; i++) (CSC) formats. This preallocation is crucial for efficient matrix assembly. Furthermore, prior knowledge of the sparse matrix nonzero pattern enables the use of specialized differentiation techniques, such as the approximation of Jacobian matrices by colored finite differences.
Given a knot vector U encoding a set of B-spline basis functions of degree p, Algorithm 2 Pseudocode for unclamping curves UnclampCurve(n,p,k,U,Pw) { /* Unclamp a curve */ /* Input: n,p,k,U,Pw */ /* Output: U,Pw modified in-place*/ m = n + p + 1; for (i=0; i<=k; i++) /* Unclamp at left end
algorithm 3 computes the left-most ( ) and right-most (r) indices of the basis funcions interacting with the i-th basis funcion. That is, the support of the basis function N i,p has non-empty intersection with the support of N j,p , for ≤ j ≤ r. In one dimension, all basis functions with indices in the set { , + 1, . . . , r − 1, r} are adjacent to the i-th basis function. For dimensions higher than one, the adjacency graph is computed by tensor-product of the index sets
In figure 2 .3(a) we present a cubic basis which varies in inter-element continuity. Each basis is labeled by a global number and colored distinctly. In figure 2.3(b) we show the corresponding nonzero pattern for the sparse matrix obtained by applying algorithm 3 to each basis.
3.
PetIGA. An implementation for solving partial differential equations involves common building blocks, including direct and iterative linear solvers, preconditioners, nonlinear solvers, and explicit/implicit time stepping algorithms. PETSc is a library that implements these components generically such that they may be used modularly in larger codes. Typically, the user code must only compute the vector and/or matrix required for the application at hand. In most numerical methods, vectors and matrices are built from local contributions (stencils in finite difference methods or element matrices/vectors in finite element methods). In distributed memory architectures, a nontrivial step is the assembly of these local contributions to a In addition to its variety of solvers, PETSc provides support for the parallel assembly of distributed matrices and vectors, featuring automatic handling of communication of off-processor contributions. For methods whose discretization is based on a structured grid topology, PETSc provides data management facilities which it calls distributed arrays (DAs). This component provides optimal partitioning of the computational domain among processors, including communication patterns for data exchange at partition boundaries. The DA data structure was motivated by finite dif- 
Corresponding nonzero structure where the function space represented in (a) is used as test and trial functions. Nonzero entries are indicated by a small circle.
Fig. 2.3:
Generation of the nonzero structure of matrices using algorithm 3 ference methods which support standard and compact finite difference schemes with arbitrary stencil width. We reuse ideas from the DA to construct domain partitioning for a single patch of NURBS-based isogeometric finite elements, an object which we call an IGA. In a finite element computation, the main portion of work comes from the matrix assembly which is a loop over elements, and from solving a linear system, typically looping over degrees of freedom. In order to partition the domain properly, one must partition the elements and/or degrees of freedom in such a way that the total work balances across processors. We choose to partition the single patch by elements, that is, non-zero knot spans in the terminology of NURBS. We then determine degree of freedom ownership by applying a simple rule: a processor's left-most element owns all the degrees of freedom on the element. While our strategy is optimal in terms of matrix assembly, the degrees of freedom will not be always equally divided among processors which will result in an inbalance in solver components. Nevertheless, for meshes with mostly uniform degree of continuity, this load inbalance is minimal.
Algorithm 4 presents pseudocode for assembling a vector which could represent the right-hand side or a residual of a nonlinear partial differential equation. We have chosen to use arrow symbols to reflect movement of memory, either within or across processors, and the equality symbol to signify when computation occurs. Given a vector U which constitutes the current value of the entire solution to the nonlinear PDE, we obtain the local vector U . A local vector, in PETSc terminology, contains the part of the vector which a processor's partition owns as well as extra information which may be required near processor boundaries (see figure 3.1 ). This portion requires processor communication which is handled internally by our IGA data structure. The piece of the whole vector which the processor owns is termed as a global vector.
The steps which follow are standard practice in finite element codes. We loop over all elements e in the processor's subpatch and extract the element contributions to the solution, U e , as well as the element geometry coefficients, G e . We then loop over the element's quadrature points q, computing the set of nonzero basis functions and their spatial derivatives {N A } as well as the determinant of the geometrical mapping J q . The main difference between difference applications lies in the evaluation of the integrand of the bilinear form at a quadrature point. In our implementation, the user needs to provide this function.
We then accumulate the quadrature point contributions, F q , into an element residual vector, F e , while accounting for the quadrature weights, w q , and change of domain, J q . Each element residual F e is then assembled into the full residual vector F . In this step, PETSc automatically handles off-processor contributions by storing them in a cache which we designate as F cache . Finally, after the completion of the element loop, the cached residual F cache is communicated and assembled into the global F .
System matrices are formed in a similar fashion where, again, the user burden is to implement a function which represents the integrand of the weak form. This approach to abstraction hides from the user the details of matrix/vector assembly as well as parallelism. In turn, application codes are shorter and easier to read as they only contain code relevant to the physics of the problem.
Applications.
To illustrate the flexibility of the software package developed, we showcase applications which make use of one or more of the strengths of isogeometric analysis. The problems come from standard engineering domains, such as solid and fluid mechanics, as well as from non-traditional areas, like phase-field modeling. We have chosen to solve nonlinear, partial differential equations in order to demonstrate our code framework on a challenging subset of problems. In each problem, a nonlinear residual functional is obtained from the weak form of the partial differential equation. Many problem-specific details we omit here and refer the reader to the referenced software package [25] where they can find full details in the form of demonstration programs.
Algorithm 4
Pseudocode for the assembly of a vector.
for all elements e in subpatch do
4:
U e ←− U
5:
G e ←− Geometry(e) 6: for all quadrature points q in element e do 7: x q , w q ←− Quadrature(q) 8: 
return F 16: end function 4.1. Steady-state Hyper-elasticity. The first of our examples is a hyperelastic material model in the context of large deformation, applied to a cylindrical tube. The strong form can be expressed as, find U i such that
where P is the first Piola-Kirchhoff stress tensor, G i is the presribed displacement on the Dirichlet boundary, Γ Di , N is the outward normal of the Neumann boundary, Γ Ni (see [55, 34] for more details). We use a Neo-Hookean material model, which relates the second Piola-Kirchhoff stress tensor S to the right Cauchy-Green strain tensor, C, by the relationship
where P = FS, F is the gradient of the deformation, J = det(F), and λ, µ are the Lamé constants from linear elasticity. We solve the linearized weak form of these equations using Newton's method in an updated-Lagrangian approach. In figure 4 .1(a) we depict the undeformed geometry, a circular tube discretized with a mesh of 16 × 64 × 4 quadratic B-spline functions. The right side of the tube is fixed and the left side is displaced to the left over 15 load steps. In this case we configured PETSc to interface with MUMPS and solved the system using this parallel direct solver. The deformed configuration is shown in figure 4 .1(b).
Time-dependent Problems.
The following three examples discretize timedependent, nonlinear problems. We first detail our solution strategy for these problems. For simplicity, we consider a scalar problem. We seek to findu, u ∈ U such that R(w;u, u) = 0 ∀w ∈ W We use a semi-discrete approach by discretizing u,u in space with finite dimensional subspaces U h ⊂ U, leaving the problem continuous in time. The span of the set of basis functions {N B (x)} B=1...n x ∈ Ω define the subspace chosen,
We denote U = {U B },U = {U B }. We then can write the residual vector,
We discretize in time using the generalized-α method for first order systems [41] . Given U n ,U n , we seek U n+1 ,U n+1 , U n+α f ,U n+αm such that
where ∆t = t n+1 − t n , and α f , α m , γ are parameters which define the method. The generalized-α method was designed to filter (damp) high frequency modes of the solution which are under-approximated. As opposed to linear problems, high and low frequency modes interact in nonlinear problems. Spurious high frequency modes lead to contamination of the resolved modes of the problem. The method parameters α f , α m , γ can be chosen using the spectral radius ρ ∞ ∈ [0, 1] of the amplification matrix as ∆t → ∞ by
which leads to a second order, unconditionally stable method. This ρ ∞ uniquely defines the method and can be chosen to filter a desired amount of high frequency modes.
It is authors' experience that when approaching time-dependent, nonlinear problems, the generalized-α method is effective. The impact of the interaction of low and high frequency modes is problem dependent and not something necessarily understood in advance. In the case where no filtering is needed (ρ ∞ = 1), the generalized-α method reduces to Crank-Nicolson's method. Due to the popularity of the generalized-α method particularly among researchers in the isogometric community, we have added it to PETSc's time stepping algorithms and is available apart from the PetIGA framework. In the examples that follow, we solve equation (4.2) iteratively using Newton's method, which requires the computation of the Jacobian of the residual vector R.
Cahn-Hilliard Equation.
We solve the dimensionless Cahn-Hilliard equation, adapted from [32] . The strong form is expressed as
where c is the concentration, M c is the mobility and µ c is the chemical potential.
We show snapshots of the isocontours of the solution at different times during the simulation in figure 4.2.
4.2.2.
Navier-Stokes-Korteweg System. We solve the isothermal NavierStokes-Korteweg equation as detailed in [33] . The strong form is expressed as
where u is the velocity, and ρ is the density along with their initial values u 0 and ρ 0 , respectively. The function f represents the body force per unit mass. The viscous stress tensor is given as τ =μ ∇u + ∇ T u +λ∇ · uI whereμ andλ are the viscosity coefficients and I is the indentity tensor. The Korteweg tensor is defined as
where λ is the capillarity coefficient. The pressure is given by the van der Waals equation
We solve the three-bubble test problem from the referenced work and plot here the density and magnitude of the velocity for the 2D solution in figure 4 .3 and 3D in figure 4 .4.
4.2.3.
Residual-based turbulence modeling. We solve the incompressible Navier-Stokes equations stabilized with the variational multiscale method as in [11] . Again the strong form is where u is the velocity, p is the pressure, f represents the body force per unit volume, and ν is the kinematic viscosity. We solve a turbulent flow in a concentric pipe as presented in [47] the results of which we plot in figure 4.5. The domain is periodic in the streamwise direction. No-slip boundary conditions are set at the inner and outer cylinder surfaces and the initial condition is set using a laminar flow profile. The simulation is forced using a pressure gradient in the form of a body force in the streamwise direction.
5.
Performance. In this section we present scaling results for our code framework, applied to the incompressible Navier-Stokes equation described the previous section. Scaling of time-dependent, nonlinear problems can be difficult to quantify as solver component performance changes with problem size and decomposition. The nonlinearity increases slightly with the problem size, which can lead to extra Newton iterations for larger problems. The condition number of the linear system increases considerably with the size of the problem, requiring more linear iterations for convergence. At the same time, domain-decomposition-based preconditioners become weaker as more processors are employed, further increasing the number of iterations required by the linear solver.
In the spirit of comparison, we test scaling results of the Navier-Stokes application under the following assumptions which aim to make comparisons equal across all runs.
• The problem is the flow between two plates problem with no slip conditions at the plate walls.
• The initial condition is set to the steady-state laminar flow profile corresponding to the problem inputs • We discretize the domain using C 1 quadratic B-splines.
• We limit the test problem to 10 time steps • We use two nonlinear Newton iterations per time step • We use 30 GMRES [52] iterations per Newton iteration • The preconditioner is block Jacobi with one block per process, ILU(0) (in- complete LU factorization with zero fill in [51] ) in each block We ran these tests on a workstation (2 × Quad-core Xeon X5550, 24 Gb memory) as well as a single node of Lonestar [57] (2 × Hex-core Xeon 5680, 24 Gb memory). We show several different discretization sizes, indicated by the number of elements used, N . In table 5.1 we show parallel efficiency for the strong scaling of the Navier Stokes code. We show these results to emphasize that the PetIGA framework is not only for high-performance applications, but also runs efficiently on a workstation or even laptop computers. We repeat the Navier Stokes test on Lonestar but now spanning multiple nodes and display the results in table 5.2. In all cases, the parallel efficiency of the framework is good. 6. Conclusion. In this paper we describe a scalable implementation of isogeometric analysis for linear/nonlinear and transient/static problems. We accomplish scalability by implementing parallel matrix/vector assembly in PETSc's format such that we can interface directly into a wide range of solvers. We implement this in such a way that the user burden is only in implementing the integrand of the weak form. In addition to this, we detail how higher-order spatial derivatives of basis functions may be taken and showcase four applications, ranging from solid mechanics to fluid mechanics to phase-field modeling. We show that the framework scales well on up to 4000 cores on the Navier-Stokes problem, and therefore is well suited for large scale applications.
