The concept of inverse regression has turned out to be quite useful for dimension reduction in regression analysis problems. Using methods like sliced inverse regression (SIR) and directional regression (DR), some high-dimensional nonlinear regression problems can be turned into more tractable low-dimensional problems. Here, the usefulness of inverse regression for identification of nonlinear dynamical systems will be discussed. In particular, it will be shown that the inverse regression methods can be used for identification of systems of the Wiener class, that is, systems consisting of a number of parallel linear subsystems followed by a static multiple-input single-output nonlinearity. For a particular class of input signals, including Gaussian signals, the inverse regression approach makes it possible to estimate the linear subsystems without knowing or estimating the nonlinearity.
Introduction
Identification of a nonlinear system is a challenging task in the absence of prior information about the system structure. Although it is possible to propose and estimate a general high-order model, a large dataset is typically needed to get a robust result. With a limited amount of data, a common strategy is to restrict the class of models by imposing some structural constraints [Ljung, 1999 , Pearson, 1999 . This approach might work well if these constraints actually reflect some properties of the true system. However, if the structural mismatch between the model and the system is too large, the resulting model will only be a coarse approximation with limited usefulness.
This problem can be handled by a thorough model validation and a choice of a new model structure in case the original one does not pass the validation step. Obviously, this can be a time-consuming and user-dependent strategy. A more convenient and automatic alternative would be to use a model structure that is general enough to be able to approximate a large class of systems together with an identification method that automatically can detect and exploit some useful system structure in data. Such an approach will be described here for the Wiener class of systems [see, for example, Schetzen, 1980 Schetzen, , 2010 , using statistical methods for dimension reduction based on inverse regression for the structure detection and exploitation.
The Wiener class of systems is an important class of nonlinear dynamical systems, both from a theoretical and a practical point of view. This system structure is
Figure 1: An illustration of the Wiener class of systems, where the input enters a finite number of linear time-invariant systems followed by a static nonlinearity.
illustrated in Figure 1 and consists of a finite number of parallel linear subsystems followed by a static multiple-input single-output nonlinearity. It can be shown, under fairly weak assumptions on the input signal u (t) , that all systems with fading memory can be approximated arbitrarily well by the Wiener class of systems [Boyd and Chua, 1985] . The identification of the Wiener class of systems in the case of a single branch (d = 1) and the case when the structure of the Wiener system is known has undergone extensive research and a wide variety of methods exist [see, for instance, Giri and Bai, 2010, for an overview]. This paper focuses on the multiple branch case, where the number of branches is unknown and the linear subsystems have a finite impulse response (FIR).
A similar problem in the statistical literature is the special case of nonlinear regression when the model can be written
where ϕ(t) contains the known regressor variables, e(t) is an unknown noise component, and t is an arbitrary index variable in the general case, but time here. If d is significantly smaller than n b , this estimation problem is much more tractable than the general problem of finding an unstructured nonlinear function of all n b components of ϕ(t). When considering the inference problem of estimating the B matrix in (1), given data, it is natural to think in terms of forward regression, that is, finding a suitable projection via the minimization of some cost function. Typically, this approach involves parameterizing the nonlinearity in some eligible manner [see, for example, Friedman and Stuetzle, 1981] . One drawback is that the corresponding optimization problem often becomes nonconvex, with several local minima, and that an initial estimate is needed to start the local search algorithm. Other drawbacks include the difficulty of estimating the dimension of the corresponding subspace and that the optimization problem may be computationally expensive to solve. for instance, the cost function might have to be minimized over the Grassmann or Stiefel manifolds [Friedman, 1987] . However, the nonlinear regression approach based on (1) can be simplified significantly if B can be estimated before f , since this enables a strategy where the regressors first are projected onto a d-dimensional subspace followed by a nonlinear regression on this lower-dimensional space. Estimation of B for large classes of unknown functions f turns out to be possible using an inverse regression approach. This has been a very active research topic within the statistical community during the last two decades and a number of methods are now available, for example, sliced inverse regression (SIR) [Li, 1991] , principal Hessian directions (PHD) [Li, 1992] , and directional regression (DR) [Li and Wang, 2007] . Although there is a theoretical connection with Bussgang's theorem [Bussgang, 1952] and the results about separable signals [Nuttall, 1958] , which have been used extensively for system identification, the inverse regression approach has to the authors' knowledge not been applied to identification of dynamical systems with colored inputs. This is the main topic that will be discussed here.
This paper is organized as follows. In Section 2, a brief review of the basic theoretical results of some inverse regression methods is given. The statistical inference is described in Section 3 and followed by a simulation study in Section 4, where the performance of the proposed methods for the identification of Wiener class of systems is analyzed. The paper is then summarized and concluded in Section 5.
Inverse regression
The basic idea in inverse regression [similarly to Bussgang, 1952] is to limit the distribution of the input signal. The most commonly used assumption is known as the linear design condition.
It can be shown [Cook and Weisberg, 1991] that the above condition is fulfilled, for instance, when the regressors are elliptically distributed, that is, when the level curves of the corresponding probability density function are ellipsoids [see, for example, Eaton, 1986] . The full implications of the assumption are not yet known and a more detailed discussion can be found in Li and Wang [2007] . Now we are ready to state the fundamental theorem for the inverse regression methods which are based on first order moments.
Theorem 1 (Li [1991] ). If the system is given by (1) and Assumption 1 is fulfilled, it holds that
where the operator R returns the column space of its argument.
In the following, it will be assumed that the regressors are standardized, that is, the regressors are transformed to have zero mean and an identity covariance matrix,
where we have defined Γ Cov (ϕ(t)) 1/2 and (3) can now be written as
This quite interesting result shows that the only information needed to obtain an approximation of the column space of B is the conditional expectation E (ζ(t) | y(t)). This entity can be estimated in a number of different ways, for instance, parametrically as in [Bura and Cook, 2001] or nonparametrically as in [Li, 1991 , Bura, 2003 . In this paper we will make use of the latter methods, which will be referred to as sliced and local inverse regression, abbreviated SIR and LIR, respectively. One of the fundamental limitations of the usability of the result given in Theorem 1 is that the nonlinearity appearing in (1) is not allowed to be even. If this is the case, then E (ζ(t) | y(t)) is zero and no information concerning the column space of B is present. To remedy this limitation, several methods based purely on second order moments have been suggested in the literature [see, for example, Weisberg, 1991, Li, 1992] and more recently a combination of both moments [Li et al., 2005, Li and Wang, 2007] . In addition to Assumption 1, these methods are also based on the following condition.
is a nonrandom number.
In this paper, the use of the directional regression (DR) method is considered, which has shown to be advantageous in terms of accuracy when compared to other moment based inverse regression methods [Li and Wang, 2007] . Now, denote by ζ(t) the standardized version of ϕ(t) according to (4). If we define
A( y(s), y(t)) E (ζ(s) − ζ(t))(ζ(s) − ζ(t))
T | y(s), y(t) , then the following theorem holds.
Theorem 2 (Li and Wang [2007]). Let the system be given by (1) and let Assumption 1 and 2 be fulfilled. If s and t are such that (ζ(s), y(s)) and (ζ(t), y(t)) are independent, then 2I − A(s, t) ∈ R (ΓB), where I is the identity matrix of an appropriate size.
In the theorem above, independence between different points in time is needed, which indicates that DR may not be a natural choice for the identification of dynamical systems where the signals may contain dynamical dependencies. This possible issue will be investigated in this paper and analyzed in future research. Now, let us turn our attention to the implementation of the above methods.
Statistical Inference
The use of the results in the previous section for the inference about R (B) is straightforward and the methods only differ, as we shall see, in which of the quantities in Theorem 1 and 2 that is used and how it is estimated. In the following, consider that a dataset (ϕ(t), y(t)) N −1 t=0 is given in accordance to (1) and
Algorithm 1 (Inverse regression). Given a dataset, an estimateT B of a basis for R(B) is returned.
Standardize the regressors
whereμ andΣ is the sample mean and covariance, respectively. In the algorithm above, the only method dependent part is Step 2. In the following sections, three different methods for constructing M are given corresponding to SIR, LIR and DR, respectively. The first two methods are based on the results in Theorem 1 while the third method relates to Theorem 2. In the Step 3 of Algorithm 1, one needs to determine an appropriate value for the dimension d. This can be done in several ways, either by the use of some test statistic [Bura and Yang, 2011] or via a straightforward inspection of a plot of the eigenvalues.
Sliced Inverse Regression
The original work of Li [1991] uses a rather simple estimator for the conditional expectation appearing in (5) and is based on a discretized version of the output. The discretization uses a partition
of the support of y(t), where the number J is supplied by the user. There are many different ways to make such a partition of the data. Here, we are going to use a simple data dependent partitioning scheme. Assume that the output has been sorted in ascending order, that is, y(s) ≤ y(t) for all s ≤ t, and that ζ(t) has been rearranged accordingly. Let k be the largest integer such that kJ ≤ N . Then
and Y J { y(t), (J − 1)k ≤ t ≤ N − 1} is a partition of the output data. With this partitioning scheme, the conditional expectation E (ζ(t) | y(t) ∈ Y j ) can be estimated byμ
where I j is the set of indices belonging to slice j and |I j | the number of such elements. The weighted estimator of the covariance matrix of (8) can now be determined by
and used in Step 2 of Algorithm 1 to yield the SIR estimate of a basis of R (B). The SIR estimator is illustrated for a simple example in Figure 2 . The consistency of the SIR estimator is shown in Li [1991] for the case of independent identically distributed regressors and generalized to allow finite dependence in Lyzell and Enqvist [2011] . A MATLAB implementation is freely available via Cook et al. [2011] . 
(t) = tanh(ϕ(t)) + v(t), where ϕ(t) is Gaussian with zero mean and unit variance and v(t) is white
Gaussian noise with zero mean and variance 0.01. The measurements are depicted by the gray circles while the gray solid line shows the noise free function values. The partition explained in Section 3.1, illustrated with the dashed vertical lines, yields the estimate of the conditional expectation illustrated by the black piecewise constant function.
Local Inverse Regression
The SIR estimator explained above uses equal weight for all observations within a slice when estimating the conditional expectation in (5). A more reasonable approach, especially when the observations are far apart, as might be the case when the number of available observations is small, is to let the weights decrease with the distance. Furthermore, SIR only fits a constant to data and the performance of the estimator might improve by increasing the order and adapt a linear model. In addition, the partitioning of the output can become quite complicated in higher dimensions. This reasoning leads us to examine local linear models [see, for instance, Fan and Gijbels, 1996] , which is a special case of the linear smoother that have previously been considered in the framework developed by Bura [2003] .
The basic idea is to estimate the conditional expectation (5) for different values of y(t). In the following, letỹ(t) = y(t)−ȳ for some valueȳ. A local linear model aroundȳ is then determined bŷ
where K h is some function which is positive and tends to zero as the argument increases. It holds that
and we let M LIR in Algorithm 1 have columns corresponding to (11) for different measurementsȳ. This is a slightly different choice compared to Bura [2003] but seems to improve the accuracy of LIR to some extent. In this paper, the Epanechnikov kernel
which is nonzero only on a finite interval, is chosen with a kernel width h corresponding to the k nearest neighbors, that is, h is chosen as the k th smallest value of |ỹ(t)|. Further information about local polynomial modeling can be found in, for example, Fan and Gijbels [1996] .
Directional Regression
The DR method uses the result of Theorem 2 and the partitioning scheme described in (7) for inference. It can be shown [Li and Wang, 2007] , under some independence assumptions, that the expected value of matrix valued stochastic variable (2I − A(s, t)) 2 appearing in Theorem 2 can be estimated consistently by
where all the terms are defined in Section 3.1, except for
A MATLAB implementation is given in the package Cook et al. [2011] and further information concerning the derivation (12) can be found in Li and Wang [2007] .
Simulations
In this section, the performance of the inverse regression methods presented above will be evaluated on simulated data from systems of the Wiener class. The first simulation study concerns the single branch case where the effects of different input signals and nonlinearities are analyzed. In the second simulation study, an unknown number of branches is present and the ability to indicate the number of linear subsystems correctly is evaluated. As a measure of quality of an estimate the angle between subspaces will be used [see, for instance, Li and Wang, 2007] . Let A be an estimate of B. The angle between the column spaces of A and B is defined by
where Π A denotes the orthogonal projection on the column space of A. This generalizes the angle between vectors and can be determined, for example, in MATLAB with the command subspace.
The quality of the data will be measured in terms of the signal to noise ratio defined here by
where y nf (t) denotes the noise-free part of y(t). In the following, let U(a, b) denote the uniform distribution on the interval (a, b) and let N (µ, σ 2 ) denote the normal distribution with mean µ and variance σ 2 .
A single branch Wiener system
Consider the system given by
where B ∈ 13 is chosen as
The variance σ 2 v of the additive noise will be chosen later to yield a specific SNR as defined in (15). Furthermore, the effects of the choice of input signal and different nonlinearities will also be demonstrated via Monte Carlo simulations. The setup is as follows: for each level of SNR, 100 datasets consisting of 300 data points for identification are collected, where a new input and noise sequence is sampled at each instance. The number of regressors and slices used in the experiments are fixed to n b = 13 and J = 300 = 17, respectively
Example 1: Elliptically distributed input signal Now, let the input to the system (16) be given by
where the linear filter has the impulse response
Then ϕ(t), defined in (6), is elliptically distributed and the inverse regression methods are expected to work well. To show the effects of the nonlinearity in (16) three different noninvertible functions are considered. The first nonlinearity is a saturation f (x) = sat (x) defined as
The identification results of the different methods for this setup is given in Figure 3 . The left plot shows the angle (14) between the true impulse response and the estimates for different levels of SNR. The thick gray lines show the mean value over the 100 Monte Carlo simulations while the thin lines show the best and the worst values attained, respectively. The plot to the right shows the resulting impulse response estimates for 20 dB SNR with 3 standard deviation errors when all estimates have been scaled to coincide for the first nonzero coefficient. For this nonlinearity, we notice that all methods perform quite well with a slight disadvantage for the DR method. The simplicity of the nonlinearity seems to make the improved estimation of the conditional expectation used in LIR, compared to simple estimate used in SIR, unnecessary.
To make things more interesting, we now change the nonlinearity to f (x) = x cos (x) which is also noninvertible but more oscillatory than the saturation. The results are given in Figure 4 . Here, the DR estimate has a significant advantage over (14) between the true impulse response and the estimates for different levels of the SNR (15). The right hand plot shows the mean value of the impulse response estimates for 20 dB SNR with 3 standard deviation errors.
SIR and also over LIR for low SNR. Furthermore, the extra amount of computations required by LIR compared to SIR seems to improve the estimate considerably. Now, consider the nonlinearity to f (x) = x 2 which is symmetric about the origin and E (ϕ(t) | y(t)) = 0. Thus, SIR and LIR are expected to yield poor estimates, which is confirmed in Figure 5 where estimates of the impulse responses are given. Example 2: Non-elliptically distributed input signal Now, let the input to the system (16) be given by
which is non-elliptically distributed and for which there is no guarantee that the inverse regression methods will work. The identification results for the saturation nonlinearity (19) are given in Figure 6 . Here, the methods seem to perform equally well with a slight disadvantage for DR. Furthermore, there seems to be a bias in the estimates of the impulse response which is due to the violation of Assumption 1. Thus, even though the linear design condition is violated the methods presented in this paper might be useful as an initialization method for more advanced methods. 
A multiple branch Wiener system Example 3
The simulations are as follows, for 100 datasets consisting of 3, 000 data points for identification are collected with new realizations of both input and noise signals at each instance. The resulting angles (14), for the choice d = 2, between the truncated true impulse response and the estimates are given in Table 1 . Here, all methods have similar performance with a slight advantage for LIR. The choice d = 2 can be motivated by observing the plot of the singular values that is calculated in Step 3 of Algorithm 1. These are presented in Figure 7 where there is a gap between the singular values from index 2 to 3 for all the methods. 
Concluding remarks
In this paper, methods from inverse regression has evaluated for the identification of systems from the Wiener class. The results on artificial data looks promising and the methods might be used to initialize more advanced methods. One method that seems to perform well for most nonlinearities is the DR method. This method is not fully understood in the case of dynamically dependent data and needs to be studied further in the future.
Recently, the ideas of inverse regression has been generalized to reproducing kernel Hilbert spaces and have shown promising results for different problems in machine learning, see, for instance, Wu [2008] for a generalization of SIR and Kim and Pavlovic [2011] for a method that does not rely on discretizing the output.
These methods could improve the estimation results, especially when the input signal has a more complex distribution, and is a topic for future research.
