Introduction
The byte-code veri er is advertised as a key component of the security and safety strategy for the Java language, making it possible to use and exchange Java programs without fearing too much damage due to erroneous programs or malignant program providers. As Java is likely to become one of the languages used to embed programs in all kinds of appliances or computer-based applications, it becomes important to verify that the claim of safety is justi ed.
We worked on a type system proposed in 7] to enforce a discipline for object initialization in the Java Virtual Machine Language and implemented it in the Coq 5] proof and speci cation language. We rst produced mechanically checked proofs of the theorems in 7] and then we constructed a functional implementation of a byte-code veri er. We have a mechanical proof that this byte-code veri er only accepts programs that have a safe behavior with respect to initialization. Thanks to the extraction mechanism provided in Coq 17] , we obtain a program in CAML that can be directly executed on sample programs.
A safe behavior with respect to initialization means that the elds of any object cannot be accessed before this object initialized. To represent this, the authors of 7] distinguish between uninitialized objects, created by a new instruction and initialized objects. Initialization is represented by an init instruction that replaces an uninitialized object with a new initialized object. Access to elds is represented abstractly by a use instruction, which operates only if the operand is an initialized object. Checking that initialization is properly respected means checking that use is never called with the main operand being an unitialized object.
There are two parts in this work. The rst part simply consists in the mechanical veri cations of the claims appearing in 7] . This relies on a comparison between operational semantics rules and typing rules. In terms of manpower involved, this only required around three weeks of work. This shows that proof tools are now powerful enough to be used to provide mechanical veri cations of theoretical ideas in programming language semantics (especially when semantic descriptions are given as sets of inference rules).
The second part consists in producing a program, not described in 7] , that sati es the requirements described there. To develop this program, we have analyzed the various constraints that should be satis ed for each instruction and how these constraints could be implemented using a uni cation algorithm. In all, the experiments that the proof tool can also be used as a programming tool, with the advantage that logical reasoning can be performed on program units even before they are integrated in a completely functioning context. This paper is a short abstract of a paper published as an INRIA research report under the title A Coq formalization of a Type Checker for Object Initialization in the Java Virtual Machine 2].
Related work
Several teams around the world have been working on verifying formally that the properties of the Java language and its implementation suite make it a reasonably safe language. Some of the work done is based on pen-and-paper proofs that the principles of the language are correct, see for instance 22, 6, 14] .
Closer to our concerns are the teams that use mechanical tools to verify the properties established about the formal descriptions of the language. A very active team in this eld is the Bali team at University of Munich who is working on a comprehensive study of the Java language, its properties and its implementation 15, 13, 19] using the Isabelle proof system 18]. Other work has been done with the formal method B and the associated tools 3], at Kestrel Institute using Specware 8, 20] , or in Nijmegen 9, 10] using both PVS 16] and Isabelle.
2 Formalizing the language and type system
Data-types
The formalization we studied is based on a very abstract and simpli ed description of the Java Virtual Machine language. The various data-types manipulated in the programs are represented by abstract sets: ADDR for addresses in programs, VAR for variable names, integer for numeral values, T for classes.
The type of classes being left abstract, the way objects of a given class are constructed is also left abstract. We will actually rely on the minimal assumptions that there is a family of types representing the values in each class, such a family is represented by a function from T to the type of data-types, written in Coq as the following parameter to the speci cation. This inductive de nition shows that a value can be in one of three cases, represented by three constructors. The rst constructor, int_val expresses that a value can be an integer, the second constructor, obj expresses that a value can be an initialized object in some class T, the third constructor, un, expresses that a value can be an unitialized object for some class T, and that this value is also tagged with an address. Note that this de nition uses a feature called dependent types: viewed as a function, the constructor obj takes a rst argument t in T and a second argument whose type depends on the rst one: this type must be object_value T.
The formal description of the Java Virtual Machine language as used in 7] boils down to a 10 constructor inductive type in the same manner. We named this type jvmli.
Operational semantics
In 7], the operational semantics are given as a set of inference rules which describe the constraints that must hold between input and output data for each possible instruction. We handle judgments of the form P`hpc; f; si ! hpc 0 ; f 0 ; s 0 i: For instance, the language has an instruction load that fetches a value in memory and places it on the stack. This is expressed with this inference rule:
P pc] = load x P`hpc; f; si ! hpc + 1; f; f x] si Special attention must be paid to the way initialization works. Initializing an object means performing a side-e ect on this object and all references to the object should view this side-e ect. Thus, if several references of the same object have been copied in the memory then all these references should perceive the e ect of initialization. This is expressed with two rules. First the new instruction always creates an object that is di erent from all objects already present in memory (in this rule A is a short notation for (uninitialized_value )) .
P pc] = new a 2 A Unused(a; f; s) P`hpc; f; si ! hpc + 1; f; a si Second, all occurrences (i.e., references) of an object in memory are modi ed when it is initialized (A is a short notation for object_value , a 0 =a]f is the function that maps x to f(x) if f(x) 6 = a and to a 0 if f(x) = a 0 , and a 0 =a]s is the same stack as s except that instances of a have been replaced with a 0 ).
P pc] = init a 2 A ;pc a 0 2 A Unused(a 0 ; f; s) P`hpc; f; a si ! hpc + 1; a 0 =a]f; a 0 =a]si
All these rules are easily expressed as constructors for inductive propositions, that are a common features in many modern proof tools.
Type system
In 7] the authors propose a set of typing rules for jvmli programs. This type system is based on the existence of a representation of all types for the stack and the variables at all lines in the program. It handles judgments of the form F; S; i`P meaning the type information for variables in F and for stacks in S is consistent with line i of program P. The variable F actually represents a function over addresses, such that F(i) is a function over variable names, associating variable names to types (we will write F i instead of F(i)). Similarly S represents a function over addresses, where S i is a stack of types. Consistency between type information with the program expresses that the relations between types of memory locations correspond to the actual instruction found at that address in the program. It also involves relations between types at line i at types at all lines where the control will be transfered after execution of this instruction.
For instance, the typing rule for load expresses that the type information at the line i + 1 must indicate that some data has been added on the stack when compared with the type information at line i.
F; S; i`P For new and init there are a few details that change with respect to the operational semantics. While the operational semantics required that the object added on top of the stack by new should be unused in the memory, the type system also requires that the type corresponding to this data should be unused.
For init, the operational semantics requires that the new initialized value should be unused but this premise has no counterpart in the typing rule. Still the typing rule for init requires that all instances of the uninitialized type found on top of the stack should be replaced by an initialized type. In these rules we use to denote the type of initialized objects and i to denote the types of uninitialized objects created at address i.
F; S; i`P A singularity of this description is that all inference rules have the same conclusion, so that the proof procedures that usually handle these operational semantics descriptions 4] failed to be useful in this study.
Consistency of the type system
The main theorem in 7] is a soundness theorem, saying that once we have proved that a program is well-typed this program will behave in a sound manner. Here this decomposes in a one-step soundness theorem: if a program P is well-typed at address i with respect to type information given by F and S, then executing this instruction from a state that is consistent with F and S at address i should return a new state that is also consistent with F and S at the address given by the new program counter.
This proof of soundness is pretty easy to perform, since the operational semantics rule and the typing rule are so close. However special attention must be paid to the problem of initialization because of the use of substitution. At the operational level, initialization works by substituting all instances of the uninitialized object with an initialized instance. At the type-system level, the same operation is performed, but how are we going to ensure that exactly the same location will be modi ed in both substitutions?
The solution to this problem is introduced in 7] under the form of a predicate ConsistentInit which basically expresses that whenever two locations have the same uninitialized type, then these locations contain the same value. In other terms, although there may be several values with the same uninitialized type, we can reason as if there was only one, because two di erent values will never occur at the same time in memory. This ensures that the substitutions in the operational rule for init and in the typing rule for init modify the memory in a consistent way. The theorem of soundness is then expressed not only in terms of type consistency between the state and the type information at address i, but also in terms of the ConsistentInit property. We also have to prove that this ConsistentInit property is invariant through the execution of all instructions.
Proving this invariant represents a large part of the extra work imposed by initialization. A more detailed presentation of the proof is given in the extended version of this paper 2]. We also proved a progress theorem that expresses that if the state is coherent with some type information and the instruction at address i is not a halt instruction then execution can progress at address i. The two theorems can be used to express that program execution for well-typed programs progresses without errors until it reaches a halt statement. 4 Constructing an e ective veri er
The type system does not correspond to an algorithm, since it assumes that the values F and S have been provided. An e ective byte-code veri er has to construct this information. According to the approach advocated in 7], one should rst produce this data, possibly using unsafe techniques, and then use the type veri cation described in the previous section to verify that the program is well-typed according to that information. The approach we study in this section is di erent: we attempt to construct F and S is such a way that the program is sure to be well-typed if the construction succeeds: it is no longer necessary to check the program after the construction.
In 12], T. Nipkow advocates the construction of the type information as the computation of a x-point using Kildall's algorithm 11]. We have used a similar technique, based on traversing the control ow graph of the program and nding a least upper bound in a lattice. The lattice structure we have used is the lattice structure that underlies uni cation algorithms and we have, in fact, re-used a uni cation algorithm package that was already provided in the user libraries of the proof system 21]. However, the general approach of Nipkow was not followed faithfully, because the constraints we need to ensure are not completely stable with respect to the order used as a basis for uni cation. As a result, we still need to perform a veri cation pass after the data has been constructed.
Decomposing typing rules into constraints
The typing constraints imposed for each instruction can be decomposed into more primitive constraints. We have isolated 8 such kinds of constraints. To explain the semantics of these constraints, we have a concept of typing states, with an order between typing states, . Typing states are usually denoted with variables of the form t, t 0 . We have a function add_constraint' to add constraints. The second property expresses that all variables that referred to that uninitialized type at line i must be updated with a new initialized type at line j (we de ne a function subst on functions from VAR to types to represent the substitution operation).
tc_init_frame:
8i; j; k; t; ; :
The third property expresses the same thing for stacks (we also have a function subst_stk to represent the substitution operation on stack).
tc_init_stack:
8i; j; k; t; ; : (add_constraint 0 (tc_init i j ) t) = (Some t) ) S t (i) = k ) S t (j) = (subst_stk k ) In these statements, the predicate (stack_defined t i) expresses that even though the state t may be incomplete, it is necessary that it already contains enough information to know the height of the stack at line i.
The constraints for each instruction are expressed by composing several primitive constraints. For instance, the constraints for (load x) at line i are the following ones:
A special case is the instruction (new ), which creates an uninitialized value, i.e., a value of type i if we are at address i. We associate to this instruction the following constraints:
These constraints do not express the requirement that the type of the uninitialized object, i , must not already be present in the memory at line i (this was expressed by the predicate Unused in the typing rule).
We use an order between typing information states, such that t t 0 means that t 0 contains strictly more information about types than t. In fact, this order is simply the instantiation order as used in uni cation theory. All constraints, except the contraint tc_init are preserved through . The requirements for initialization and for creating a new unitialized object are not preserved, this explains why we have to depart from Kildall's algorithm.
Relying on uni cation
We use uni able terms to represent successive states of the veri er and uni able terms to represent constraints. Applying a constraint c to a type state t is implemented as applying the most general uni er of c and t to t to obtain a new state t 0 . Let us call cumulative constraints constraints of the kinds 1 to 7 in the enumeration above. These are the constraints that are stable with respect to the order .
The fragments F and S of the typing state actually are bi-dimensional arrays. For F the lines of the arrays are indexed with addresses, while the columns correspond to variables. For S the lines are also indexed with addresses, and each line gives the type of the stack at the corresponding address. When representing these notions as uni able terms, they can be encoded as lists of lists.
The uni able terms are composed of variables and terms of the form f i (t 1 ; : : : ; t k )
for a certain number of function operators f i . These operators are as follows:
fcons and fnil are the constructors for lists. fint is the operator for the type of integer values, (otype ) is used for types of initialized objects of class , and (utype i) for types of unitialized objects created at address i.
The initial typing state is the pair of a variable, to express that nothing is known about F in the beginning and a term of the form fcons(fnil; X) to express that we know that the stack at line 0 is the empty stack and that we do not know anything about the stack on other lines yet. The uni able terms corresponding to cumulative constraints are easily expressed as iterations of the basic function operators. To make this practical we de ne a few functions to represent these iterations. For instance, we construct the term fcons(X k+1 ; : : : fcons(X k+j?1 (fcons(t; X k+j )) : : :) by a calling a function (place_one_list t j (k + 1)). The third argument, k+1, is used to shift the indices of the variables occuring at places 1, . . . , j ? 1 in the list. This term represents a list where the j th element is constrained by t and all other elements are left unconstrained (even the length of the list is not constrained much, it only needs to be greater than j).
Similarly, (mk_two_list t 1 t 2 gap i k) will construct the list whose length has to be greater than i + gap and whose elements at ranks i and i + gap are constrained by t 1 and t 2 respectively (here again the last argument, k is used to shift the indices of all the extra variables inserted in the list).
We do not describe the encoding of all constraints, but we can already express the encoding of the constraint (tc_push i j x) (when j > i):
Proving that the constraints are faithfully represented by the uni able terms we associate to them requires that we show how functions like place_one_list behave with respect to some interpretation functions, mostly based on some form of nth function to return the n th element of a list. For instance, if F,S represent the typing state, knowing the type of variable x at line i simply requires that we compute the uni able term given by (nth (nth F i) x).
A two pass algorithm
The algorithm performs a rst pass where all cumulative constraints are applied to the initial typing state to obtain preliminary information about all types of variables and stacks at all lines. The constraint tc_init for initializations is also applied, even though we know that it will be necessary to re-check that the constraint is still sati ed for the nal state.
The second pass does not modify the typing state anymore. It simply veri es that the nal typing state does satisfy the restrictive constraint imposed by instructions new and init. For (new ) at line i, it means verifying that the type i occurs nowhere in the variables or the stack at line i. For (init ) it means checking again that the uni able term d(tc_init i (i + 1) )e uni es with the nal state.
Conclusion
The extraction mechanism of Coq makes it possible to derive from this proof development a program that will run on simple examples. This program is very likely to be unpractical: no attention has been paid to the inherent complexity of the veri cation mechanism. At every iteration we construct terms whose size is proportional to the line number being veri ed: in this sense the algorithm complexity is already sure to be more than quadratic.
Still, even if the exact representation of the typing state and constraints are likely to change to obtain a more usable veri er, we believe that the decomposition of its implementation and certi cation in the various phases presented in this paper is likely to remain relevant. These phases are:
1. Proving the soundness of a type system that uses data not in the program, 2. Proving that a program can build the missing data and ensure the typing constraints, 3. Setting aside the constraints that may not be preserved through the re nements occurring each time a line is processed, 4. Traverse the program according to its control ow graph, With a broader perspective, this development of a certi ed byte-code veri er shows that very recent investigations into the semantics of programming languages can be completely mechanized using modern mechanical proof tools. The work presented here took only two months to mechanize completely and the part of this work that consisted in mechanizing the results found in 7] took between one and two weeks. This is also an example of using a type-theory based proof system as a programming language in the domain of program analysis tools, with all the bene ts of the expressive type system to facilitate low-error programming and re-use of other programs and data-structures, as we did with the uni cation algorithm of 21]. Future development on this work will lead to more e cient, but still certi ed, implementations of this algorithm and and integration in a more complete implementation such as the one provided in 1].
