We focus on a family of equalities pioneered by Zhang and generalized by Zao and Wang and hence by Mansour which involves self convolution of generalized Fibonacci numbers. We show that all these formulas are nicely stated in only one equation involving a bivariate ordinary generating function and we give also a formula for the coefficients appearing in that context. As a consequence, we give the general forms for the equalities of Zhang, Zao-Wang and Mansour.
Introduction
Generalized Fibonacci numbers and generalized Lucas numbers commonly refer to two sequences (resp. U k and V k ) with the same characteristic polynomial Q = x 2 − px + q which has two distinct roots such that U 0 = 0, U 1 = 1, V 0 = 2, and V 1 = p, [3, 8] . Under this assumption the sequences have the following Binet form
Generalized Fibonacci numbers have several applications in numerical analysis for instance for solving nonlinear equations, (see e.g. [10, 11] ). One of the authors also investigated closed topics such as sums of product of Fibonacci polynomials [5] , q-analogs [4, 6, 7] . We focus on a family of equalities pioneered by Zhang [17] and generalized by Zao and Wang [16] and hence by Mansour [12] which involves self convolution of Fibonacci numbers. The starting point of these equalities is that the discriminant of a quadratic form can be written as a differential operator. In particular, Mansour [12] gave a method to obtained all the equations but did not provide a closed form. We show that all these formulas are nicely stated in only one equation involving a bivariate ordinary generating function and we give also a formula for the coefficients appearing in that context. As a consequence, we give the general forms for the equalities of Zhang, Zao-Wang and Mansour.
In the last section, we explain how to generalize these results for higher level recurrence by the use of classical invariant theory and we detail the example of Tribonacci numbers. Throughout the paper we use extensively materials issued from the theory of generating functions; readers should refers to [9, 15] for a survey of the topic.
A polarization formula
Consider a quadratic polynomial Q in x with two distinct roots. Without lost of generality we assume Q unitary (i.e.
As a consequence, setting F = − 1 Q , one has
Our purpose is to describe the polynomials α i,n (x) such that
which are obtained applying successively many times (2) . We consider the generating function
We want to find a differential operator D y x satisfying
Remark first, that if we replace
We translate this equality in terms of differential operators considering the polarization operator P X sending each f (x) to f (x + X). This operator is
We set D
where P X | X→x ′ means that we first act by the operator P X and hence we apply the substitution X → x ′ . This operation is necessary because ∂Q ∂x is not a constant. So we obtain
Expanding D y x and comparing to equality (4), we deduce our main result:
where the ordinary generating function of theα i,n 's is
Example 2.2 The first terms of the expansions of A(y, z) give
From Theorem 2.1 we deduce
∂Q ∂x 
Itering self-convolution
Consider two sequences of complex numbers C = (c n ) n≥0 and
The convolution of C and D is the sequence defined by
In other words, the ordinary generating function of the convolution of two sequences is the product of the ordinary generating function of the sequences,
For any sequence C = (c n ) n≥0 , we denote by c
.
Central binomial coefficients
We consider the generating function,
appearing in the argument of exp in the right hand side of equality (12) . It is well known that
is the ordinary generating function of the binomial coefficient
Branching this equality in (12) , one obtains
Hence, for a fixed k the sequence (α k,n ) n can be written as a convolution.
Proposition 3.1α
5
The first values ofα k,n are collected in Table 1 . Table 1 : First values of k!α k,n .
The following sequences are registred in OEIS encyclopedia :α 1,n is A000531 and count the number from area of cyclic polygon of 2n + 1 sides.
Application to Fibonacci numbers and related sequences
We consider a sequence A = (a n ) n≥0 whose generating function is of the form
where γ is a complex number and Q is a unitary quadratic polynomial with two distinct roots. So we have 1≤n 0≤k
where
. Hence from equality (10), one has
Equaling the coefficient of y n in the left hand side and the right hand side, we find
where ∆ is the discriminant of Q. Now extracting the coefficient of x n in (22), one finds Let α and β be two distincts non zero complex numbers. We consider, as in [16] , the generalized Fibonacci numbers defined as U n = α n −β n α−β and the generalized Lucas numbers defined as V n = α n + β n . Setting q = αβ and
One has
Since α = β the discriminant ∆ k =
of Q k is not zero. So we can apply equality (22) to F k and obtain
Example 3.3 For instance, for n = 4 one obtains
as expected in [16] . Consider also the bigger example for n = 10 which gives
where β n,s (x) = n−1
See in Appendix B for the first values of these polynomials. Since we have
we deduce the following result.
Corollary 3.4
Example 3.5 Let us treat the case where n = 6. Applying Corollary 3.4, one finds
as in [12] (the values of β 6,i (x) are in Appendix B). Also consider the bigger example where n = 10:
4 Tribonacci, quadrabonacci and beyond
The technical described in the paper can be generalized for higher level recurrences. We illustrate our purpose with a level 3 recurrence. We assume that the generating series is given by F = −1/Q where Q = x 3 + 3ax 2 + 3bx + c is a unitary cubic polynomial with three distinct roots. We consider the binary cubic P (x, y) = x 3 + 3ax 2 y + 3bxy 2 + cy 3 . Polynomial invariants of binary forms are studied since the middle of the Nineteenth century. These invariants are obtained by applying the Cayley Omega process (see e.g. [14] ). A transvection is a bilinear operation defined by
For instance, the algebra of polynomial invariants of a binary cubic is generated by
From P (x, y) = y 3 Q(xy −1 ), equality (29) gives
, we obtain
Now, consider the (shifted) Tribonaci numbers defined by T 0 = T 1 = 1, T 2 = 2 and T n = T n−1 + T n−2 + T n−3 for n > 2. For this polynomial we have 108j = −176,
∂Q ∂x

= 3x
2 + 2x + 1, and
So we obtain,
(32) In other words, by extracting the coefficient of x n in the left and right hand sides of (32), we observe
+ 2(6n + 15)T n−2 + (9n + 27)T n−3 , for any n > 0. In principle, the same strategy can be applied for computing linearization formula for self-convoluted higher Fibonacci-like numbers. Furthermore, the algebra of polynomial invariants is richer from binary quartic forms since it has more than one generator. So for any invariant in a Hilbert basis, one can find a family of formulas. The only limit to this process is the computational complexity. The formulas obtained not only have an increasing size but also the algebra of invariants is difficult to describe. For binary forms the last works obtained a description for the binary nonic [1] and the binary decimic [2] . An alternative way should consist to compute rational invariants [14] instead of polynomial invariants. It is well known that the rational invariants are simpler and can be computed by using the so-called associated forms [13] which is obtained from the ground form by applying certain substitutions. But now the difficulties is that we have to recover the differential operators. Anyway, the closed connexion between the classical invariant theory and the formulas involving self-convolute of generalized Fibonacci numbers need to be investigated and should bring a series of very interesting and deep results.
A An alternative proof for Theorem 2.1 Assuming (4) and applying (2), one obtains
So, we have
Substituting F n by its expansion (formula (4)) and identifying the coefficient of ∂ i ∂x i F in the left and right hand sides of the resulting formula, we find that the family of polynomials (α i,n (x)) i,n defined by the recurrence α i,n =0 for i < 0, n < 1 or i ≥ n, α 0,1 =1,
satisfies (4) . Notice that (4) define a unique sequence of polynomials. A straightforward induction yields
and
More generally, one has Lemma A.1 The polynomial α i,n is a degree i polynomial which is equal, up to a multiplicative constant, to ∂ ∂x
Proof We proceed by induction on the pair (i, n − i) lexicographically ordered. If i = 0 then equality (37) implies the result. Suppose now that i > 0.
If n − i = 1 then the result is a consequence of equality (38). Now suppose n − i > 1. From 
According the Lemma A.1,α i,n is a rational number satisfying the recurrencẽ α i,n =0, for i < 0, n < 1 or i ≥ n, α 0,1 =1, α i,n+1 = 2i nα i,n + 1 nα i−1,n + 4α i,n , in the other cases .
Consider the double generating function A(y, z) = 0≤i<n<∞α i,n z i y n , . We check that A(y, z) = y 1 − 4y exp 1 2
is the unique solution of (43). Hence, n≥1 F n y n = ∆ 
B First values of β n,p (x)
In this section we compute the first values for the polynomial β n,p (x) involved in Corollary 3.4. n=1:
β 2,0 (x) = 2x, β 2,1 (x) = x − 1. n=3: β 3,0 (x) = 2(x + 1)(x − 1), β 3,1 (x) = (2x + 1)(x − 2), β 3,2 (x) = 1 2 (x − 1)(x − 2).
