n this paper, two image partitioning schemes are examined. The first scheme examined avoids boundary conflicts by the use of four restoration phases. The second scheme examined requires a
Introduction
In recent years attention has been turned to the use of neural network-derived algorithms to restore images using a model-based approach. Considering an M by M input image, in most cases the image degradation model is a spatially and temporally invariant linear distortion described by the equation (Pratt [1] ) (Andrews and Hunt [2] ):
Where f and g are the M 2 by 1 lexicographically organized original and degraded resultant image vectors respectively, H is a matrix operator which gives the same result as a convolution of the original image with the distortion point spread function, and n is an additive noise vector. Let L be equal to M 2 .
By using a neural network we can process an image by dividing it into smaller partitions which may be restored separately and simultaneously, Guan [3, 4] . The partitioning was simulated by the concept of neural networks with g Hf n = + ( ) 1 Idegr ee of synchronization of the processors restoring adjacent regions. Both schemes avoid conflicting boundary conditions by taking into account the local image formation properties. Without any loss of processing speed, or increase in the number of processors required to restore the image, synchronizing conditions are not required in the four-phase scheme to restore the image accurately, however can be used to maximize restoration efficiency. An improved modified Hopfield neural network-based algorithm is developed to be especially applicable to the problems of real-time image processing based on the described partitioning schemes. The proposed algorithm extends the concepts involved with previous algorithms to enable faster image processing and a greater scope for using the inherent parallelism of the neural network approach to image processing. The simulation in this investigation shows that the new algorithm is able to maximize the efficiency of the described partitioning methods. This paper also presents an example of an application of the proposed algorithm to restore images degraded by motion blur.
hierarchical cluster architectures introduced by Sutton and Breiter [5] , and Anderson [6] . However, the partitioning of the image presents unique problems.
(i) If the image is partitioned into non-overlapping regions and the data in each of these regions is presented to a separate processor and processed independently from the other regions, then the resultant restoration will be poor due to the fact that each of the regions will be lacking the information from its boundary with other regions. Hence it is necessary to access data in bordering regions to restore the image properly. (ii) In the process of accessing data from bordering regions there is a danger of conflict between different processors operating on different regions. If two processors wish to change or observe the same pixel, problems can result. It is important to avoid such conflicts.
A four-phase partitioning scheme was first presented in Guan [3] . In that study, the simultaneous processing of neighbouring regions was found to never occur when the concept of restoration phases was introduced. The local optimal point is sought in each partitioned region in each phase in a co-ordinated fashion, then the regions in the next phase were processed in the same way. In this paper we will show that the four phase partitioning scheme is equivalent to a one phase partitioning scheme if, instead of searching for a local minimum, the global minimum point is sought. The four-phase partitioning scheme uses the concept of restoration phases to remove any boundary conflicts without resorting to the synchronization of the restoration procedures in each region. However, synchronization can be used to maximize the speed-up. In the one-phase technique, all regions are restored at the same time, but synchronization is necessary to avoid boundary conflicts.
The first neural network image restoration algorithms presented in Zhou et al. [7] and Paik and Katsaggelos [8] are inefficient when used with both the four-phase and onephase techniques, as they spend varying amounts of time to restore each pixel. If different processors are being used to process each region in a phase, then some processors will be forced to wait for slower regions, thus wasting computational power. The algorithms were also not very useful for one phase restoration concepts which allow the restoration of adjacent regions by synchronizing the restorations such that boundary conflicts never occur. However, the variation in the time required to restore each pixel results in a rapid loss of synchronization in these methods. This paper will introduce a new neural computing algorithm to alleviate this problem. The proposed neural network algorithm is completely compatible with the synchronizing and nonsynchronizing partitioning techniques as described earlier due to the fact that the time to restore each pixel, and hence the time per iteration is a constant. The final section of this paper describes an application of this algorithm to restore images degraded by an unknown level of motion blur.
The Partitioning Schemes
In this section, the image formation model is first briefly discussed, then the image partitioning schemes are presented.
The Image Formation Model
In order to justify the partitioning schemes, the local nature of the image formation model is studied along with the quadratic programming model of image restoration.
The transformation matrix H is usually extremely sparse in nature with the following structure:
Where Q 1 ϭ M Ϫ N 1 ϩ 1 and N 1 ϽϽ M. Each of the nonzero matrices H ij in Equation (2) is itself a matrix with a structure similar to that of (2).
Where Q 2 ϭ M Ϫ N 2 ϩ 1 and N 2 ϽϽ M. In the case of space-invariant distortion, this form of matrix is known as Block Toeplitz and comes about due to the lexicographic ordering of the images f and g.
Neural network image restoration approaches are designed to minimize a quadratic programming problem. The general form of a quadratic programming problem can be stated as:
Minimize E where E is given by:
where A, b, and c are functions of H and n, and other problem-related constraints. Matrix A has a similar structure to H:
Where R 1 ϭ M Ϫ P 1 ϩ 1 with each A ij given as:
Restoration Based On The Four Phase Partitioning
In this paper we consider two concepts for avoiding boundary conflicts. The first concept is that of synchronization.
To avoid boundary conflicts between adjacent regions, the pixel being examined in each active region is synchronized to every other active region. Hence when the top row of pixels in one active region are being examined, then the top row of pixels in every active region are being examined. Using synchronization, the distance between pixels being simultaneously restored in adjacent regions will always be equal to the size of the regions. However, this is still not a sufficient condition to avoid boundary conflicts if the individual regions are too small. When restoring an image, each pixel requires information from other pixels in a certain neighbourhood surrounding the pixel being restored. If the regions are smaller than a certain criteria, then a pixel being examined in an adjacent region will fall into the neighbourhood of pixels being examined in the current region, hence producing a boundary conflict.
The second concept for avoiding boundary conflicts is that of restoration phases. The four phase partitioning scheme was introduced in Guan [3] . This partitioning scheme is shown in Figure 1 and results in the image being restored in four phases, in the first phase all regions marked "1" are processed simultaneously, in the second phase only regions marked "2" are processed simultaneously, in the third phase regions marked "3" are processed simultaneously and in the final phase all regions marked "4" are processed simultaneously. The original design (Guan [3] ) was motivated by a restoration concept using a neural network with hierarchical clusters, and the processing continued in each phase until local optimal points were reached. Using this approach no regions with common boundaries are ever processed simultaneously, thus avoiding conflicting boundary conditions between the various regions as long as the size of the regions conforms to a criterion. Observation of matrix A reveals that during the minimization process, any pixels in the image are only affected by the values of adjacent pixels in a 2P 1 Ϫ 1 by 2P 2 Ϫ 1 neighbourhood. For the four-phase partitioning scheme when synchronization is not used, then the minimum region size M 1 , must conform to: In the event of synchronous operation, the region size criteria may be relaxed. The minimum region size for the four-phase partitioning scheme, M4, is then given by:
If one processor is used for each region which is being restored at a time, the maximum number of processors being used simultaneously is the total number of regions divided by four.
The One Phase Synchronized Restoration
In the one-phase partitioning scheme, the image is again divided into a number of square partitions. However, all regions are restored simultaneously, not just some of the regions as was the case in the four-phase method. Synchronization is necessary due to the fact that adjacent regions are being simultaneously restored. Hence if the image is partitioned into square regions to implement the one-phase synchronized technique described above, there will be no conflicting boundary conditions as long as the size of the square partitions satisfies (7).
It should be stressed that in the four-phase method, adherence to criteria (7) meant that asynchronous operation was possible. However, for the one-phase method the restoration in each region must still be synchronized, so that the distance between the pixels being examined in adjacent regions is never less than M 1 .
The Neural Network Algorithm
In this section we introduce an efficient neural computing algorithm.
The Motivation
Since any optimization algorithm may have to run through every pixel in an image numerous times, that is, each region may have to be iterated numerous times before the quadratic equation is minimized, there are two different approaches to applying a neural network method to the partitioning schemes.
(i) For the four-phase partitioning, during each phase every active region is iterated until it reaches its local minimum, this may take an unknown time to perform and the algorithm may have to run through each of the four phases an unknown number of times. The resultant restoration is composed of the local minimums of the quadratic functions for every separate region. This method has inescapable inefficiencies, due to the fact that the number of iterations needed to restore different regions may not be the same, hence processors may be idle while they wait for regions which require more iterations to finish. This may be alleviated by performing a set number of iterations on all regions, sufficient to be suitably close to the local minimums of the quadratic function, while not taking an excessively long time. This approach was used by Guan [3, 4] . (ii) During each phase every active region is iterated only once, then the next phase is started. The time taken during each phase is constant, however the number of times the algorithm may have to run through all the four phases is unknown. The resultant restoration is the global minimum of the image quadratic restoration function. This is the method we propose here. In this case the four-phase method becomes identical to the one-phase method in its final result, however the fourphase method has the advantage of only requiring a quarter of the number of processors of the one-phase method for the same size partitions. Using the previously proposed neural network algorithms, this method may result in inefficiencies.
During any phase some regions may finish before the other regions, and hence processors may be idle while they wait for the other regions to finish their iteration. By using the algorithm proposed below, the iteration time is constant and hence all regions in a single phase will finish simultaneously. This eliminates the need to have processors waiting, and greatly speeds up the restoration process. Additional speed may be achieved by the fact that there is no longer any need for processors to communicate between phases. When one processor has completed an iteration of its assigned region during a phase, it will be able to proceed to the next phase without checking the status of other processors, because all the other processors will also be guaranteed to finish at the same moment.
The Algorithms
Zhou et al. [7] proposed the use of a Hopfield neural networkbased algorithm to implement the constrained least squares filter. Their algorithm used the fact that the formula used to calculate constrained square error has a quadratic form.
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Where y is the restored image estimate, D is a constraint operator to fine tune the restoration process by suppressing noise at the expense of restoration sharpness, and is a smoothing constant. By equating the various terms in the quadratic square error formula to the quadratic formula for the energy of a Hopfield neural network, the interconnection strengths and bias inputs to the network could be calculated such that as the neural network minimized its energy function, it optimized the square error formula (9). The algorithms they proposed and the algorithms developed by Paik and Katsaggelos [8] all had the property that every pixel in the image was visited and its value was incremented by 0, 1, or Ϫ 1 until its contribution to the network energy function was minimized. Hence different pixels may take a different number of sub-iterations before the next pixel can be visited.
Let each pixel in the image to be represented by a single neuron able to take any discrete value between 0 and S as its state. Then the formula for the energy of a Hopfield neural network at time t is:
Where L is the number of neurons in the network, y i (t) is the state of neuron i in the restored image estimate y(t), w ij is the interconnection strength between neurons i and j and b i is the bias input to neuron i.
By equating the terms in (10) to those in (9) we obtain a formula for the interconnection strengths and bias inputs between pixels in the neural network.
Where h ij is the (i,j)th element of matrix H from equation (1) and d ij is the (i,j)th element of matrix D from equation (9). The formula for the change in energy due to a change in the value of neuron i is given by:
Where ∆y i is the change in the value of neuron i, and ∆E is the resultant change in energy. Note that the first term in (13) is equivalent to the input to the neuron multiplied by Ϫ ∆y i .
In the algorithms Zhou et al. [7] and Paik and Katsaggelos [8] , each pixel neuron was visited and its input calculated, if the input was greater than zero, then the neuron would have its value incremented by 1. If the input was less than zero the neuron would have its value decreased by 1. The resultant change in energy from this change in neuron value would then be calculated, and if the change in energy was positive, the change in neuron value was disregarded. The entire process would repeat until the energy component due to the particular neuron was minimized and then the next neuron (pixel) would be visited. This process, however, results in the time taken to minimize the component from each neuron to be dependent on the current value of the neuron. The basic form of the algorithm presented in Paik and Katsaggelos [8] was as follows:
Note that the inner repeat loop continues until the pixel being examined can no longer change its state. This is the reason why this algorithm takes a varying amount of time to restore each pixel. In fact, the algorithm only moves on to the next pixel to be examined when the current pixel no longer changes after a sub-iteration. This means one sub-iteration is .
wasted for every pixel during every iteration in the restoration process.
To obtain the maximum efficiency from both the fourphase and one-phase partitioning techniques described earlier, we would like the time taken to iterate one region in the image to be identical to the time taken for any other region of the same dimensions. In this way, for each phase in the restoration, every region being processed simultaneously, finishes at the same time. This means that the phase will be completed in the shortest possible time and the processor being used to process one region does not have to wait idly until the phase is completed. This will produce the most efficient restoration.
To achieve an algorithm suitable for this task, it is necessary to calculate the minimum energy point of each neuron in one step. This can be done easily by a simple algebraic manipulation of Equation (13). We denote the change in the value of neuron i needed to minimize the energy contribution of neuron i as ∆y i Ј. We start with the old calculation to obtain ∆y i . That is, we calculate the input to neuron i and the resulting change to y i :
Where u i is the input to neuron i. Let ∆E ss be the resulting energy change due to ∆y i . In effect, since ∆y i is a unit step, ∆E ss is an approximation to the slope of E net at (y 1 , y 2 , … , y L ). Since ∆E ss is an approximation of the slope of E net , then minimizing E net is equivalent to finding the point where ∆E ϭ 0. To find the step size ∆y i Ј needed to make ∆E ϭ 0, we let u i Ј be the input to neuron i if the step ∆y i Ј is added to y i . Then u i Ј is given by:
Substituting this into (13) and setting ∆E ϭ 0 we get:
Based on the above analysis, the proposed algorithm is presented below.
Note that each pixel in the image takes exactly one operation to have its energy contribution minimized. When applying this algorithm it is quite simple to arrange the implementation such that each pixel takes exactly the same amount of time to be restored regardless of its initial value. That is, in the cases where the algorithm proceeds to the next pixel without updating the current one, it is simple to force the algorithm to wait momentarily so that in all cases the time taken to update a pixel, and hence the time per iteration is constant.
When this algorithm is used for the four-phase synchronized partitioning scheme with the partition size reduced to its minimum value, the restoration time will be the same as the one-phase synchronized method. This can be shown by the fact that the new regions are only a quarter of the size of the old partitions, and hence using the above algorithm, it will only take a quarter of the time to iterate each of the smaller regions. Since the time taken per phase is equal to the time to iterate one region, and there are four phases needed to iterate every region in the image, then the time taken to iterate the entire image is identical in both partitioning schemes.
In the one-phase synchronized partitioning method the speed-up is equal to the number of separate regions in the image, which is limited by the number of available processors and the criteria (7). In the four-phase method the restoration speed-up is equal to the number of separate regions divided by four. This is limited by the number of available processors and criteria (8) in the case of synchronous operation, or criteria (7) in the case of asynchronous operation. In both synchronous cases the maximum speed-up is identical. In the four-phase asynchronous case, the region size is identical to the one-phase synchronous method. Therefore, the maximum speed-up is only a quarter of the maximum speed-up of the synchronous methods. However, this method only requires a quarter of the processors of the one-phase synchronous method.
Experiments
In this experiment, the 403 ϫ 458 pixel image in Figure  2 
Four Phase Restoration
By using the four phase partitioning scheme, the condition of synchronization can either be ignored or included as the partitioning model already removes any conflicting boundary conditions as long as criteria (7) or (8) are met. To obtain the fastest possible speed-up we employed the synchronous approach to the four-phase partitioning scheme. When the restoration was performed it was noticed that in some cases portions of the partition boundary edges were visible as a single line of pixels which stood out from their surroundings. The partition boundaries appeared to be most visible in areas of the image where the texture contrast was high. The effects only seemed to appear when ringing was present in the restored image. When the smoothing factor was set to 0.001 the partition boundary effects completely disappeared, despite the fact that such a low value of was insufficient to reduce the ringing effects fully. Overall use of the four-phase restoration technique did not produce images which greatly varied from those obtained by not partitioning the image. 
One Phase Synchronized Restoration
Since the partitions satisfied the size criteria given above for a 5 ϫ 5 point spread function, and the one-phase algorithm is synchronous, then no conflicting boundary conditions would result. The partition boundary effect described above was not very striking. When the image in Figure 2 (b) was restored, the effect could have easily been overlooked. The boundary effects were often visible in regions where ringing occurred, yet invisible in other regions. Overall, the effect of partitioning the image before using the restoration algorithm did not produce images which greatly differed from the case where the image was restored without partitioning. Figure 2(d) shows an example of the image in Figure 2 (b) restored using the one-phase synchronous technique.
Applications
The above neural network algorithm was applied to the problem of restoring an image with an unknown level of motion blur. Restoring an image distorted by motion blur is a very common problem. One can imagine many cases in which it may be desired to identify or examine a moving object captured on film. This particularly applies to individuals imaged by security cameras.
An image was supplied to us showing an aircraft wing in a state of assembly. Apparently the camera has moved during some of the exposures thereby blurring some images. The degree of camera movement was not precisely known. Although the image appears to be blurred by motion from left to right, it was necessary to confirm this by restoring the image using the network parameters derived from motion in horizontal, vertical and both diagonal directions. The partitioning nature of the neural network algorithm is perfectly suited to rapid investigations due to the fact that different regions of the image can be set to be restored using the parameters of different point spread functions. The second part of the investigation was to determine whether the horizontal motion was from left to right, right to left or due to camera shake rather than motion blur (in which case the motion will be in both directions). Figure  3 (d) shows Figure 3 (b) restored using the parameters of four different point spread functions. The top-left of the image was restored using the parameters of a uniform point spread function (as a control). The bottom-left of the image was restored with a point spread function associated with camera shake. The top-right and bottom-right regions were restored using the parameters of horizontal motion blur to the right and left respectively. Figure 3(d) shows that the image was degraded with horizontal motion blur to the right as this set of network parameters produce the sharpest restoration. Figure 3(e) shows the final restored image using the optimal spread function determined previously.
Conclusions
In this investigation two image partitioning schemes have been examined. The first partitioning method effectively resolves the problem of boundary conflicts with optional synchronization of the restoration procedure in different regions. It does this by the introduction of restoration phases. It was shown that this partitioning scheme did not require synchronization, however it worked most efficiently when synchronization was applied. Another partitioning method was also examined which did not introduce the concept of restoration phases. However, it required synchronization conditions for its correct operation. It was found that both restoration methods could be made to seek the global minimum of the image. In addition an efficient Hopfield image restoration algorithm was presented. This algorithm was found to be especially useful for the parallel processing of partitioned images due to the fact that the algorithm is very fast and takes a constant amount of time to examine each pixel and perform each restoration iteration on the image.
The proposed algorithm was applied to both the four-phase restoration partitioning scheme and the one-phase partitioning scheme. The proposed algorithm was not only found to be faster than previous neural network algorithms, it was also found to be more efficient at implementing both partitioning schemes than the previous algorithms. It was found that when this algorithm was used in conjunction with the one-phase synchronous partitioning method and the fourphase synchronous partitioning method, the speed-up was identical. An application of the proposed algorithm was also described whereby this technique was applied to the problem of motion blur in images. It was shown that the partitioning nature of the algorithm enabled multiple candidate point spread functions to be tested during the course of one restoration. This can save time in the event of an image being degraded with an unknown point spread function. 
