Introduction
In recent years approximation theory has found interesting applications in the elds of Arti cial Intelligence and Computer Science. For instance, a problem that ts very naturally in the framework of approximation theory is the problem of learning to perform a particular task from a set of examples. The examples are sparse data points in a multidimensional space, and learning means to reconstruct a surface that ts the data. From this perspective, the so popular approach of Neural Networks to this problem (Rumelhart et al., 1986; Hertz et al., 1991) is nothing else than the implementation of a particular kind of nonlinear approximation scheme. However, despite the great popularity, very little is known about the properties of neural networks. For this reason we started considering the same class of problems, but in a more classical framework. In particular, since the problem of approximating a surface from sparse data points is ill-posed, regularization theory (Tikhonov, 1963; Tikhonov and Arsenin, 1977; Morozov, 1984; Bertero, 1986) seemed to be an ideal framework. Regularization theory leads naturally to the formulation of variational principle, from which it is possible to derive some well known approximation schemes (Wahba, 1990) , such as the multivariate splines previously introduced by Duchon (1977) and Meinguet (1979) and the more general Radial Basis Functions technique (Powell, 1987; Franke, 1982; Micchelli, 1986; Kansa, 1990a,b; Madych and Nelson, 1991; Dyn, 1991) . Due to the characteristics of the problems of machine learning, Radial Basis Functions seemed to be a very appropriate technique. Moreover, this method has a simple interpretation in terms of a \network" whose architecture is similar to the one of the multilayer perceptrons, and therefore retains all the advantages of this architecture, such as the high degree of parallelizability. Unfortunately, in many practical cases the Radial Basis Functions method cannot be applied in a straightforward manner, because does not take in account some features that are typical of problems in Arti cial Intelligence. Goal of this paper is to review some of these aspects, show possible solutions in the framework of Radial Basis Functions, and point out some open problems.
In the next section we brie y de ne what we mean by learning, and show how natural is its embedding in the framework of approximation theory. In section 3 we review the classical variational approach to surface reconstruction, and in section 4 we show some extensions that are needed, in order to cope with practical problems. In section 5 we present two examples and in section 6 we draw some conclusions and show future directions of investigation. Other aspects and extensions of this approach to learning are discussed in ).
Learning and Approximation Theory
The problem of learning is at the very core of the problem of intelligence. But learning is a very broad term and there are many di erent forms of learning that must be distinguished. In this paper we will consider a speci c form of the problem of learning from examples. This is clearly only one small part of the larger problem of learning, but { we believe { an interesting place from where to start a rigorous theory and from where to develop useful tools.
Learning as an Approximation Problem
If we look at many of the problems that have been considered in the eld of machine learning, we notice that in all the cases an instance of the problem is given by a set D of input-output pairs, D f(x i ; y i ) 2 X Y g N i=1 , belonging to some input and output space, X and Y (see g. 1) .
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We assume that there is some relationship between the input and the output, and consider the pairs (x i ; y i ) as examples of it. Therefore we assume that it exists a map f : X ! Y with the property:
f(x i ) = y i i = 1; : : : ; N : Learning, or generalizing, means being able to estimate the function at points of its domain X where no data are available. From a mathematical point of view this means estimating the function f from the knowledge of a subset D ot its graph, that is from a set of sparse data. Therefore from this point of view the problem of learning is equivalent to the problem of surface reconstruction. Of course learning and generalization are possible only under the assumption that the world in which we live is { at the appropriate level of description { redundant. In terms of surface approximation it means that the surface to be reconstructed have to be smooth: small changes in some input determine a correspondingly small change in the output (it may be necessary in some cases to accept piecewise smoothness). Generalization is not possible if the mapping is completely random. For instance, any number of examples for the mapping represented by a telephone directory (people's names into telephone numbers) do not help in estimating the telephone number corresponding to a new name. Some examples are in order at this point.
Learning to pronounce English words from their spelling
A well known neural network implementation has been claimed to solve the problem of converting strings of letters in strings of phonemes (Sejnowski and Rosenberg, 1987) . The mapping to be learned was therefore X fEnglish wordsg ! Y fphonemesg. The input string consisted of 7 letters, and the output was the phoneme corresponding to the letter in the middle of string.
Feeding English text in a window of 7 letters, a string of phonemes was produced and then processed by a digital speech synthesizer, therefore enabling the machine to read the text aloud. Because of the particular way of encoding letters and phonemes, the input consisted of a binary vector of 203 elements, and the output of a vector of 26 elements. Clearly in this case the smoothness assumption is often violated, since similar words do not always have similar pronunciations, and this is re ected in the fact that the percentage error on a test set of data was 78%, for continuous informal speech.
Learning to recognize a 3D object from its 2D image
The input data set consists of 2D views of di erent objects in di erent poses. The output corresponding to a given input is 1 if the input is a 2D view of the object that has to be recognized, and 0 otherwise. A 2D view is a set of features of the 2D image of the object. In the simplest case a feature is the location, on the image plane, of some reference point, but may be any parameter associated to the image. For example, if we are interested in recognizing faces, common features are nose and mouse width, eyebrows thickness, pupil to eyebrows sepatation, pupil to nose verical distance, mouth height. In general the mapping to be learned is:
In (Poggio and Edelman, 1990 ) the problem of recognizing simple wire-frame objects was considered. The input was the 12-dimensional space of the locations on the image plane of 6 feature points. Good results were obtained applying least squares Radial Basis Functions (see section 4.1) with 80{100 examples. This indicates that the underlying mapping is smooth almost everywhere (in fact, under particular conditions, it may the characteristic function of a half-space).
Good results have been also obtained, with real world images, on the similar problems of face and gender recognition, although in that case the map to be approximated may be much more complex Poggio, 1991, 1991a ).
Learning Navigation tasks
An indoor robot is manually driven through a corridor, while its frontal camera records a sequence of frontal images. Can this sequence be used to train the robot to drive by itself without crashing into the walls by using the visual input and to generalize to slightly di erent corridors and di erent positions within them? The map to be approximated is X fimages g ! Y fsteering command g : D. Pomerlau (1989) has described a similar outdoor problem of driving the CMU Navlab and considered an image as described by all its pixel grey values. The corresponding approximation problem, solved with a neural network architecture, had therefore 900 variables, since images of 30 30 pixels have been used. A simpler possibility consists in coding an image by an appropriate set of features (as location or orientation of relevant edges of the image) (Aste and Caprile, 1991).
Learning Motor Control
Consider a multiple-joint robot arm that has to be controlled. One needs to solve the inverse dynamics problem: compute from positions, velocities and accelerations of the joints the corresponding torques at the joints. The map to be learned is therefore the \inverse dynamics" map X fstate space g ! Y ftorques g ;
where the state space is the set of all admissible position, velocities and accelerations of the robot. For a two-joints arm the state space is six dimensional and there are two torques to be learned, one for each joint. Very good performances have been obtained in simulations run by Botros and Atkeson (1990) using the extensions of the Radial Basis Functions technique described in section (4.2).
Learning to predict time series
Suppose we observe and collect data about the temporal evolution of a multidimensional dynamical system from some time in the past up to now. Given the state of the system at some time t in the future we would like to be able to predict its state at a successive time t + T. In practice we usually observe the temporal evolution of one of the variables of the system, say x(t), and represent the state of the system as a vector of \delay variables" (Farmer and Sidorowich, 1987) 1 :
x(t) fx(t); x(t ? ); : : :; x(t ? (d + 1) )g where is an appropriate delay time, and d is larger than the dimension of the attractor of the dynamical system. The map that has to be learned is therefore
Learning from Examples and Radial Basis Functions
As we have seen, in many practical cases learning to perform some task is equivalent to recovering a function from a set of scattered data points. Many di erent techniques are currently available for surface approximation. However, the approximation problems arising from learning problems has some unusual features that make many of these techniques not very appropriate. Let us brie y see some of these features:
large number of dimensions. This is the most striking characteristic of the problem of learning from examples. Usually a large set of number is needed in order to specify the input of the system. Consider for example all the problems related to vision, as object or character recognition: if all the pixels of the image are used the number of variables is enormous (of the order of 1000 for low resolution images, of 30 30 pixels). Clearly, not all the information carried in the pixels may be necessary, and several techniques have developed to extract, out of the thousands of pixels values, \small" sets of features, of the order of one hundred or less (16 features have been successfully used by Brunelli and Poggio (1991) for face and gender recognition). In speech recognition problems the number of dimensions is also easily of the order of hundreds (Lippmann, 1989) . Time series prediction is a \simple" problem from this point of view. In fact the number of variables is of the order of the dimension of the attractor of the underlying dynamical system, that is typically smaller than 10; relatively small number of data points. In practical applications the number of available data points may vary, from few hundreds to several thousands, but usually never exceed 10 4 . For such high dimensional problems, however, these number are small. The 30 dimensional hypercube, with 10 4 data points in it, is empty, cosidered that the number of its vertices is 2 30 10 9 . The emptyness of these high dimensional space is a manifestation of the so called \curse of dimensionality", and sets the limits of any approximation technique; noisy data. In every practical application data are noisy. For this reason approximation, instead of pure interpolation, is of interest. It is natural to ask if, besides computational problems, it is meaningful to approximate a function of 30 variables given 10 4 data points or less. The answer clearly depends on properties of the functions we want to approximate, as, for example, their degree of smoothness. However there is another factor to be taken in account, and it is the fact that often only a low degree of accuracy is required. In many cases, in fact, a relative error of 10 ?1 ? 10 ?2 may be more than satisfactory, as long as we can be con dent that is never excedeed. The extensive experimentation that has been carried over in the eld of neural networks indicates that in practical cases these conditions are met, since good experimental results have been found in many cases.
Once established that approximation theory may be useful in some practical learning problems, a speci c technique has to be chosen. Given the characteristic of the learning problems, Radial Basis Functions seems to be quite a natural choice. In fact, most of the other techniques, that may be very successful in 1 or 2 dimensions, run in problems when the number of dimensions increases. For example, in such large and empty spaces, techniques based on tensor products or triangulations do not seem appropriate. Moreover, since we can now take advantage of parallel machines, it is very convenient to deal with functions of the form
and Radial Basis Functions satisfy this requirement. As we will see in the next section Radial Basis Functions can be derived in a variational framework, in which noisy data are naturally taken in account.
However it will turn out that a straightforward application of Radial Basis Functions is not always possible because of the high computational complexity or because departure from radiality is needed. Nevertheless, approximations of the original Radial Basis Functions expansion can be devised (\least square Radial Basis Functions"), that still mantain the good features of Radial Basis Functions, and non radiality can be also taken in account, as it will be shown in section (4.2).
Of course, other techniques than Radial Basis Functions could be used. For example, Multilayer Perceptrons (MLP) are very common in the Arti cial Intelligence community. In the simplest version a Multilayer Perceptron, that is a particular case of \neural network", is a nonlinear approximation scheme based on the following parametric representation:
where the parameters c i , w i and i have to be found by minimizing the least square error on the data points. Not much is known on the properties of such an approximation scheme, except the fact that set of functions of the type (1) is dense in the space of continuous function on compact sets provided with the uniform norm (Cybenko, 1989; Funahashi, 1989 ). The huge literature in the eld of neural networks shows that this approximation scheme performs well in many cases, but a solid analysis of its performances is still missing.
For these reasons we focused our attention on the Radial Basis Functions technique, being more well understood and susceptible of a theoretical analysis. The next section is therefore devoted to a review of the Radial Basis Functions method, and in particular to its variational formulation.
A Variational Approach to Surface Reconstruction
From the point of view of learning as approximation, the problem of learning a smooth mapping from examples is ill-posed (Hadamard, 1964; Tikhonov and Arsenin, 1977) in the sense that the information in the data is not su cient to reconstruct uniquely the mapping in regions where data are not available. In addition, the data are usually noisy. Some a priori information about the mapping is needed in order to nd a unique, physically meaningful, solution. Several techniques have been devised to embed a priori knowledge in the solution of ill-posed problems, and most of them have been uni ed in a very general theory, known as regularization theory, has been developed (Tikhonov, 1963; Tikhonov and Arsenin, 1977; Morozov, 1984; Bertero, 1986 ). The a priori information considered by regularization theory can be of several kinds. The most common concern smoothness properties of the solution, but also localization properties and upper/lower bounds on the solution and/or its derivatives can be taken in account. We are mainly interested in smoothness properties. In fact, whenever we try to learn to perform some task from a set of examples, we are making the implicit assumption that we are dealing with a smooth map. If this is not true, that is if small changes in the input do no determine small changes in the output, there is no hope to generalize, and therefore to learn.
One of the idea underlying regularization theory is that the solution of an ill-posed problem can be obtained from a variational principle, that contains both data and a priori information. We now sketch the general form of this variational principle and of its solution, and show how it leads to the Radial Basis Functions method and to some possible generalizations of it.
A Variational Principle for Multivariate Approximation
Suppose that the set D = f(x i ; y i ) 2 R d Rg N i=1 of data has been obtained by random sampling a function f, de ned on R d , in presence of noise. We are interested in recovering the function f, or an estimate of it, from the set of data D. If the class of functions to which f belongs is large enough, this problem has clearly an in nite number of solutions, and some a priori knowledge is needed in order to nd a unique solution. When data are not noisy we are looking for a strict interpolant, and therefore need to pick up one among all the possible interpolants. If we know a priori that the original function has to satisfy some constraint, and if we can de ne a functional (f) (usually called stabilizer) that measures the deviation from this constraint, we can choose as a solution the interpolant that minimizes (f). If data are noisy we do not want to interpolate the data, and a better choice consists in minimizing the following functional:
where is a positive parameter. The rst term measures the distance between the data and the desired solution f, the second term measures the cost associated with the deviation from the constraint and , the regularization parameter, determines the trade-o between these two terms. This is, in essence, one of the ideas underlying regularization theory, applied to the approximation problem.
As previously said, we are interested in the case in which the stabilizer enforces some smoothness constraint, and therefore we face the problem to choose a suitable class of stabilizers.
Functionals that can be used to measure smoothness of a function have been studied in the past, and many of them have the property to be semi-norms in some Banach space. A common choice (Duchon, 1977; Meinguet, 1979 Meinguet, , 1979a Wahba, 1990 and references therein), is the following
where is a multi-index, j j = 1 + 2 + : : : + d , D is the derivative of order , and k k is the standard L 2 norm.
The functional of eq. (3) is not the only sensible choice. Madych and Nelson (1990) proved that any conditionally positive de nite function G can be used to de ne a semi-norm in a space X G C R d ] that generalizes the semi-norm (3) (see also (Dyn, 1987 (Dyn, , 1991 ) and therefore perfectly ts in the framework of regularization theory. In essence, to any conditionally positive de nite function G of order m it is possible to associate the functional
wheref andG are the generalized Fourier transforms of f and G. It turns out that the functional (4) is a semi-norm, whose null space is the set of polynomials of degree at most m. If this functional is used as a stabilizer in eq. (2), the solution of the minimization problem is of the form
where f g k =1 is a basis in the space of polynomials of degree at most m, and c i and d are coe cients that have to be determined.
If expression (5) is substituted in the functional (2), H f] becomes a function H(c; d) of the variables c i and d . Therefore the coe cients c i and d of equation (5) can be obtained by minimizing H(c; d) with respect to them, obtaining the following linear system:
?c = 0 where I is the identity matrix, and we have de ned
Clearly, in the limit of = 0 these equations become the standard equation of the Radial Basis Functions technique, and the interpolation conditions f(x i ) = y i are satis ed. If data are noisy, the value of should be proportional to the amount of noise in the data. The optimal value of can be found by means of techniques like Generalized Cross Validation (Wahba, 1990 ), but we do not discuss it here.
Of course the Radial Basis Functions approach to the problem of learning from examples has its drawbacks, and very often cannot be applied in a straightforward way to speci c problems. Some approximations and extensions of the original method has to be developed, and the next section is devoted to this topic.
Extending Radial Basis Functions
The Radial Basis Functions technique seems to be an ideal tool to approximate functions in multidimensional spaces. However, at least for the kind of applications we are interested in, it su ers of two main drawbacks:
1. the coe cients of the Radial Basis Functions expansion are computed by solving a linear system of N equations, where N is the number of data points. In typical applications n is of the order of 10 3 , and, moreover, the matrices associated to these linear systems are usually ill-conditioned. Preconditioning and iterative techniques can be used in order to deal with numerical instabilities (Dyn et al., 1986) , but when the number of data points is several thousands the whole method is not very practical; 2. the Radial Basis Functions technique is based on the standard de nition of Euclidean distance. However, in many situations the function to be approximated is de ned on a space in which a natural notion of distance does not exist, for example beacuse di erent coordinates have di erent units of measurements. In this case it is crucial to de ne an alternative distance, whose particular form depends on the data, and has to be computed as well as the Radial Basis Functions coe cients. We now proceed to show how to deal with these two drawbacks of the Radial Basis Functions technique.
Least Squares Radial Basis Functions
The solution given by regularization theory to the approximation problem is characterized by a very high number of parameters. In fact, even in moderately high dimensional cases (6 { 10 dimensions), the number of examples is the order of thousands, and so the number of parameters to be estimated. These considerations, along with the numerical problems encountered in solving such large linear systems, stimulated the developing of least squares techniques for Radial Basis Functions (Broomhead and Lowe, 1988; Girosi, 1989, 1990 ; Sivakumar and Ward, 1991) . We remind the reader that the original problem consists in minimizing the functional
(y i ? f(x i )) 2 + (f) : (7) where (f) is a seminorm associated to a conditionally de nite positive function G (see eq. (4)). A least square Radial Basis Function is a solution to this problem of the form f (x) = n X =1 c G(kx ? t k) (8) where ft g n =1 is a xed set of vectors, called \centers", whose locations may or may not coincide with some of the data points, and n < N. Substituting the least squares expansion (8) in the functional (7) , and minimizing the resulting function H f ] with respect to the coe cients c , the following linear system is obtained:
(G T G + g)c = G T y : (9) where we have de ned the following vectors and matrices:
(y) i = y i ; (c) = c ; (G) i = G(kx i ? t k) ; (g) = G(kt ? t k) ; and we used the fact that
Notice the similarity of the linear systems (9) and (6) . However, in the least squares case the matrix that has to be inverted is n n, instead of N N. The case = 0 has been analyzed by Sivakumar and Ward (1991) , that succeded in giving conditions under which the matrix G T G is invertible, and studied its condition number.
Notice that in this formulation there are two smoothing parameters, and the number n of basis functions. One could argue that one is more than enough and set = 0. This is in fact what it is usually done (Broomhead and Lowe, 1988; Poggio and Edelman, 1990) , even because it avoids the problem of choosing the right value for . However the smoothing efect of and n is di erent, and it has been shown that in some cases the choice = 0 is always suboptimal (von Golitschek and Schumaker, 1987; Wahba, 1990, pp. 99) .
Least squares techniques greatly reduce the computational complexity of the approximation scheme, but have the obvious drawback of depending on the choice of the number and the locations of the centers t . If data have no structure, a common choice consists of setting the centers to a subset of the data points. If data are clustered, it is reasonable to rey to locate the centers of the clusters rst and set the centers accordingly (Moody and Darken, 1989) .
Another possibility consists in looking at the least squares expansion (8) from a di erent point of view, and regard the locations of the centers t as unknowns, as well as the coe cients c . In order to nd the optimal locations of the centers and of the coe cients we substitute expansion (8) in the functional (7) and look for the solution (if exists) of the following minimization problem:
This is clearly a very di cult minimization problem, since H f ] is certainly not convex, and many local minima may exist. Moreover there is not even a guarantee that a global minimum exists (although \good"local minima or \su ciently low" values of H f ] may be enough for our purposes).
In order to nd solutions to this di cult minimization problem many techniques, as gradient descent, conjugate gradient or Levenberg-Marquardt (Press et al., 1987) , can be used. All of them su er the problem of getting stuck in local minima, and the easiest way to solve it is starting from several di erent points, and then select the best result. Nondeterministic techniques, as simulated annealing or genetic algorithms, (Kirkpatrick, Gelatt and Vecchi, 1983; Goldberg, 1989 ) seem to be more appropriate for dealing with local minima, but may be computationally very expensive. In Appendix (A) we will describe a simple stochastic algorithm (Caprile and , that is much simpler than simulated annealing, and that gave good results in a variety of cases.
Before introducing a further, and more important, extension, it is worth of having a closer look to the equations implied by eq. (10). We consider the case = 0, and look at the necessary conditions @H f ] @c = 0 ; @H f ] @t = 0; = 1; :::; n : The equations for the coe cients clearly give us eq. (9). In order to write more easily the equations for the centers we de ne the function h(x) = G( p x). The equations for the centers can now be written in the following way:
where we have de ned P i = i h 0 (kx i ? t k 2 ) ; i = f(x i ) ? y i ; and h 0 is the rst derivative of h. Thus, the optimal centers, if exist, are weighted sums of the data points, where the weights depend on the center themselves. Notice that the sign of the weight of a data point may be positive or negative depending on the sign of the interpolation error at that point. If we consider basis functions that decrease at in nity, as the Gaussian or the inverse multiquadric, the magnitude of the weight increases with the interpolation error, but decreases with the distance between the center and the data point. Therefore the optimal locations of a center seems to be \locally" determined. However, since the sign of the weight may be positive or negative, an optimal center may be \attracted" or \repelled" by a data point, so that it does not need to lie in the convex hull of the neighboring data points. It is therefore not obvious that, in the case of clustered data points, optimal locations of the centers coincide with the centers of the clusters of the data points. An additional complication is that, in the case of decreasing basis functions, the gradient of the objective function H f ] tends to zero at in nity, leading to an in nity of suboptimal solutions (see g. 2). During the minimization procedure, therefore, it may happen that the centers move away from the data points, until they reach a su ciently far region.
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The case in which the centers can be moved is therefore much more complicated than the standard least squares technique. This technique may lead to superior performances, at the expenses of a higher computational complexity, but a characterization of the cases in which it is useful to use it is still missing, as well as a study of the well-posedness of the problem.
In the next section we introduce another extension of the original Radial Basis Functions technique, that proved to be essential in many practical cases.
Weighted norm
In section (3) we have seen how Radial Basis Functions derive from a variational principle involving a seminorm (f). Radiality of the basis function is a consequence of the rotation invariance of (f). The seminorm (f) is a measure of smoothness of f, and its rotation invariance corresponds to the assumption that the derivatives of f must penalized in the same way. Since the derivative of a function is a measure of how much the function is sensitive to changes in that variable, the rotation invariance of (f) corresponds to the assumption that all the variables have the same relevance. In practice this may be not always the case.
In fact, consider for example the problem of predicting a time series. The usual technique consists in assuming that the value of the variable at times t + 1 depends on the values of that variable at times t; t ? 1; t ? 2; : : : ; t ? n, with given n, and the map that has to be approximated is therefore:
x t+1 = f(x t ; x t?1 ; : : : ; x t?n ) : In most cases it is reasonable to assume that the relevance of the variable x t?n is smaller than the one of the variable x t , and therefore we expect the function f to be much smoother on the direction x t?n than on the direction x t . Therefore an appropriate stabilizing functional has to penalize more the derivatives with respect to the variable x t?n , and allow larger values of the derivatives with respect to x t . For example a stabilizing functional of the form Another case in which a non radial stabilizer is appropriate is when the variables have di erent units of measurements. Consider, for example, the problem of controlling the dynamics of a two-joints robot arm, in which the input variables are ( 1 ; 2 ; _ 1 ; _ 2 ; 1 ; 2 ), where 1 and 2 are the shoulder and elbow angles. If we express time in milliseconds, instead of seconds, 1 and 2 are unchanged, _ 1 and _ 2 are scaled by a factor 10 ?3 and 1 and 2 are scaled by a factor 10 ?6 . It is clear therefore that in general a non-radial, appropriate stabilizer must be selected, depending on the units of measurement that are currently used.
In order to write down a general class of non-radial stabilizer, we go back to the example about the time series. Let us de ne the function f W (x) = f(Wx), where W is the diagonal matrix W = diag(w 0 ; w 1 ; : : : ; w n ). A simple computation shows that: If we now choose w i = 1 c i we notice that the functional W (f) = (f W ) becomes rotation invariant. Therefore, an appropriate rede nition of the variables can transform stabilizers that are not rotation invariant in stabilizer with radial simmetry.
Reversing this argument, and not restricting ourselves to diagonal matrix W, we have now a simple way to model stabilizers which do not have radial simmetry. Starting from a radial stabilizer (f), we can de ne the stabilizer where W is now any invertible matrix. The regularization functional, whose minimum solution is the solution of the approximation problem, is now:
(y i ? f(x)) 2 + w (f) : (12) The interpretation of such a regularization functional is simple: the a priori knowledge consists in knowing that the function underlying the data satis es an isotropic smoothness constraint in a space that is a linear transformation of the original space, where the linear transformation is represented by the matrix W. In other words we are assuming that there exists a matrix W such that W ?1 transforms an anisotropic class of functions in an isotropic one.
The solution of the variational problem is similar to the one we have shown in the previous section for the radial stabilizer . The only di erence is that the Green's function is not radial anymore, and the minimum of the functional (12) becomes
where we have de ned the weighted norm kxk 2 w = x T W T Wx :
The solution is therefore given by a linear superposition of nonradial basis functions, some examples of which are shown in gure 3.
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However, as far as we rely on the a priori knowledge of the matrix W, the use of this non radial basis functions is limited. In fact, in most cases we do not know exactly which is the linear transformation W ?1 that transforms the anisotropic space in an isotropic one. We usually just know that such a matrix exists, and sometimes we can also have some guess on its more likely structure. It comes then natural to look at the functional (12) from a di erent perspective, and consider both f and W as unknown . We therefore look for the minimum of the following functional, that is formally the same of the one of eq. (12):
(y i ? f(x)) 2 + w (f) : (14) From a mathematical point of view, this functional is much more di cult to study than the standard regularization functional. We do not have at moment a proof of the existence of a minimum for this functional. All we can say is that the solution, if exists, has the form of eq. (13). Moreover, it is clear that if a solution exists is not unique. In fact, if the couple (f; W) is a solution the couple (f; SW), where S is any orthogonal matrix, is also a solution, due to the obvious identity kxk 2 sw = kxk 2 w . Even if we do not know how to compute exactly the minimum of the functional (14) , we can try to nd approximated solutions. Following the motivations of the previous section, we are quite naturally led to look for solutions of the form f (x) = n X =1 c G(kx ? t k w ) : (15) The parameters c , t and W can now be found solving the minimization problem: min c ;t ;w H f ; W] :
Of course, this minimization problem is even more di cult than before, but much more information is obtained in this case. In fact, it is very useful to know the structure of the matrix W, in practical cases. Moreover, the minimization problem can be greatly simpli ed if the centers are kept xed, and it is usually easier to nd good initial values for the center than for W.
If there is no reason to think that the relevant variables are linear combinations of the current ones, it is su cient to choose a diagonal W matrix, that takes in account the possibility that di erent variables have di erent scales. If the basis function is the Gaussian, the diagonal elements of the W matrix are simply the reciprocal of the variances along the coordinate directions.
The introduction of the W matrix gives us a richer and adaptive choice of basis functions, with possible great improvement of the results. The quest for a more exible technique led Kansa (1990;  see also the paper in this issue) to introduce radial basis functions with variable shape parameter. Allowing the parameter r of the multiquadric f(x) = p r 2 + x 2 to be di erent at di erent locations, and looking for its optimal values, much better performances were obtained, due to the increased exibility of the method.
In the next section we give some other examples of why W it is so important, together with some numerical results.
Examples
As we have seen in section (2.2), in many practical problems the function that has to be approximated depends on a large number of variables. However, in some cases, the function can be described by a smaller number of variables than the one initially taken in account. We consider here the two following cases, in which the W matrix can be used to perform such \dimensionality reduction", and therefore reduce the complexity of the problem.
Some of the variables are not independent. Suppose for example that f = f(x 1 ; : : :; x d ; x d+1 ; : : :; x d+k ) and that x d+n = h n (x 1 ; : : :; x d ); n = 1; : : : ; k. In this case the data points lie on a d-dimensional manifold ambedded in a k + ddimensional space 2 . Given the same number of data points, it is reasonable to think that a least square Radial Basis Functions approximation to f that uses only the d \relevant" variables can give a lower error than one that uses all the k + d variables. Therefore, if we use the approximation scheme with the W matrix, and start considering all the k + d variables, we expect W to converge to a diagonal matrix whose last k eigenvalues are zero. The usefulness of the W matrix is twofold:
1. If during the minimization we see that some of the eigenvalues of W are very small, we may restart the minimization procedure, disregarding the corresponding variables from the beginning. This can lead to an improvement of the results, and also to a speed-up of the convergence.
2. The structure of the eigenvalues of the W matrix gives us information on the nature of the problem, since can tell us which are the independent variables that are su cient for the comprehension of the system we are looking at.
The function depends only on some linear combinations of the variables. For example, consider the function f(x; y; z) = h(x + y; y + z) or, as an extreme case f(x; y; z) = h(x). In this case, if we could know in advance which are the relevant linear combination we could solve a problem in a smaller number of dimensions, with better chances of getting good results. The optimization over the W matrix is supposed to take in account all the possible linear combinations of the variables, and select the best one.
We now show to simple examples of applications of the W matrix.
Example 1
We consider the time series generated by the itration of the logistic map x n+1 = 4x n (1 ? x n ) : (16) We suppose not to know that the value of x at time n+1 depends only on the value of x at time n, and make the assumption that the data are generated by the iteration of a map:
x n+1 = f(x n?1 ; x n ) : (17) Notice that this assumption is not wrong, since x n can always be thought as a function of x n?1 . For example we can rewrite the map (16) in 3 other di erent ways:
x n+1 = 16x n?1 (1 ? x n?1 )(1 ? x n )
x n+1 = 4x n (1 ? 4x n?1 (1 ? x n?1 )) x n+1 = 16x n?1 (1 ? x n?1 )(1 ? 4x n?1 (1 ? x n?1 )) All of them generates the same set of data for a 2 dimensional function z = f(x; y):
However this set of data has the two following uncommon features:
1. the data points (x; y) lie on the curve y = 4x(1 ? x). This curve is the domain of de nition of the function z = f(x; y), that, therefore, describes a curve in R 3 rather than a surface; 2. the projection of the data on the plane x = 0 give a set of one dimensional data for a single valued function (the function z = 4y(1 ? y)).
Since it is not clear that a two dimensional Radial Basis Functions technique is a good way to approximate data from a curve, and since the one dimensional projection contains all the relevant information, it would be useful to be able to recognize that the x variable could be simply dropped from the data, leading to a much simpler one dimensional problem.
We therefore used the least squares Radial Basis Functions technique with the W matrix to approximate a two dimensional set of 50 data points from the logistic time series (16) , with a Gaussian basis function. We used only 10 centers, whose locations were randomly chosen to coincide with some of the data points and kept xed during the minimization. The result is shown in gure 4, where we report the approximated function x n = f(x n?2 ; x n?1 ). We see that, since the W matrix converged to a diagonal matrix with a null rst element, the value of x n does not depend on x n?2 . Therefore it seems that the \simplest" interpretation of the data is also the one that minimizes the least squares error. Of course, also a solution in which W has a null second eigenvalue would be \simple", corresponding to a one dimensional map in which x n is expressed as a function of x n?2 only. However, the projection of the data on the plane x n?1 = 0 is a 4th degree polynomial, and since we used only 10 centers, we expect to obtain a higher least squares error in this case. It is critical therefore, in order to get the \simplest" solution, that the number of centers is kept low: if we had as many centers as data points every choice of W would have led to a zero interpolation error, and the \simplest" solution would not have been found. Here we consider the function f(x; y) = sin(7x + 3y). This is apparently a function of two variables, but in an appropriate coordinate system we recognize it as function of one variable, since it is constant along the lines 7x + 3y = c, for all c. We therefore tested the least squares Radial Basis Functions scheme on this function, in order to see if the W matrix can help in understanding the structure of this function. We used 50 data points, 10 moving centers and the W matrix, in conjunction with a Gaussian basis function. In g. (5) we show a section of one of the Gaussian basis functions at di erent stages of the approximation procedure. We start setting W to the identity matrix, so that the section is initially circular. After a certain number of iterations one of the eigenvectors of the W matrix is oriented along the direction 7x + 3y = 0 and the corresponding eigenvalue is very small. Therefore the variance of the Gaussian along the direction 7x+3y = 0 is very large, and the reconstructed function almost does not vary along that direction. Therefore, looking at the structure of the eigenvalues and eigenvectors of W we extract information on the nature of the function to be approximated. The Radial Basis Functions technique has many interesting applications in Arti cial Intelligence and Computer Science, as it can be seen by the large number of papers on Arti cial Intelligence journals that report successful applications of Radial Basis Functions. The reason is that in many cases the problem of learning from examples can be formulated as the problem of reconstructing a surface from sparse data points, typically in a high dimensional space.
Radial Basis Functions have solid foundations in a variational framework, that naturally takes in account the possiblity of having noisy data, and also admits a probabilistic interpretation in the context of Bayes estimation (Wahba, 1990) . Moreover, the technique has a simple interpretation in terms of feeforward neural networks with one layer of hidden units (Broomhead and Lowe, 1988; Poggio and Girosi, 1989 ) that, although not adding much to the theory, is signi cant from the practical point of view (in terms, for example, of parallelizability and VLSI implementation).
This method, however, cannot always be implemented as its original formulation prescribes, mainly for the two following reasons: computational complexity: the original technique is based on the solution of a linear system, whose dimension (and ill-conditioning) grows with the number of data points, that can be of several thousands; use of Euclidean distance: in many cases it is important to adopt a metric that di ers from the Euclidean one. The metric is usually unknown, and it is important both because it greatly improves the results and because it contains relevant information about the role of the variables that are used.
We therefore proposed an approximation scheme based on the following expansion:
c G(kx ? t k w ) ; (18) where the coe cients c , the centers t and the matrix W are found according to a least square criterion.
The matrix W takes in account non radiality, and the di erent roles of the variables, Poggio, 1991, 1991a) indicates that the approximation scheme (18) may be very powerful in practical applications, and it is worth of studying it in more details. There are mainly two directions that would be interesting to pursue: theoretical study. The approximation properties of the scheme (18) are unknown. Best approximation is clearly important from a theoretical point of view, although in practice may not be a problem. Rates of convergence, in terms of number of centers and number of examples would be more important, since could help in establishing capabilities and limits of such technique in practical applications. Con dence intervals are important as well: we may not mind if the estimated distance of a mobile robot from the wall is only 90% correct, but we want to be sure that it is always in such an interval.
The well-posedness of the problem of minimizing the functional H f; W] of eq.
(14) has not been studied yet. Moreover, it would be interesting to study functionals of the form H f; W] = H f; W] + I(W) where I(W) is a term that re ects some a priori knowledge on the W matrix. For example, if we know that some of the variables may be not relevant, we may want to give lower cost to con gurations of W with some small or zero eigenvalues; computational study. The computation of the parameters of the expansion (18) is a di cult task. It is greatly simpli ed when the centers are kept xed, so that it is important to develop techniques for nding good locations of the centers in a pre-processing stage. It would also be important to have alternative techniques to compute the W matrix. For example, Botros and Atkeson (1991) developed an heuristic to estimate W from the data, or from an initial guess for the expansion (18) . They also showed that if the initial estimate is su ciently good, then the procedure can be iterated in order to get better and better approximations. Another attractive possibility consists in computing expansion (18) by means of a iterative techniques similar to Projection Pursuit Regression (Huber, 1985) . At each step a basis function can be added, and the minimization runs only over its parameters (something similar have been recently proposed by Platt (1991) ). Therefore, instead of solving a big minimization problem once, many small minimization problems are sequentially solved. It has been shown that, in the case of Projection Pursuit Regression and neural networks, sequences of this type can achieve a rate of convergence O( 1 p n ) in any number of dimensions, provided the function being approximated belongs to a restricted class of functions (Jones, 1991; Barron, 1991) . It also been shown that a similar result holds for some Radial Basis Functions scheme (Girosi and Anzellotti, 1991) . This area of research seems therefore to be rich of questions of many kinds, some more theoretical and some more practical. Hopefully theoretical results will help to use this technique in practical applications, and real world applications will suggest interesting theoretical questions.
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A A nondeterministic minimization algorithm
Traditional descent techniques, like as gradient descent and related methods (Press et al., 1987) { though popular { nd harduous to cope with local minima, and require, at each step, the computation of the gradient { an operation that may happen to be very time consuming. In (Caprile and Girosi, 1990) we propose a nondeterministic algorithm that, although it is not guaranteed to attain the global minimum, usually nd \good" local minima. The method is simple, straightforward to implement, and proved to be robust with respect to variations in the choice of parameters and initial conditions.
The algorithm is iterative, and consists, in essence, of a local random search, that is certainly not new in the theory of optimization. Starting from an initial point x 0 , a new point is randomly generated in a neighbour of x 0 of radius a 0 . If the objective function assumes a lower value at this new point than at the starting point x 0 , the new point is selected as x 1 , and will be used as starting point at the next step. Otherwise we simply set x 1 = x 0 . Before iterating this procedure the value of the radius a 0 is also updated: if the new point was \successful" we double a 0 , setting a 1 = 2a 0 , and half it otherwise. Now the procedure can be iterated, starting from the new values x 1 and a 1 , until some form of convergence is reached. The algorithm can be therefore be seen as the temporal evolution of the following discrete stochastic dynamical system:
x n+1 = x n + a n s n g(x n ) ? g(x n + a n s n )] a n+1 = 1 2 a n f1 + 3 g(x n ) ? g(x n + a n s n )]g where s n is a random vector of norm smaller than one, that is generated at each step according to a uniform distribution. We notice that the dynamics of the radius a n is the mechanism that allows the algorithm to escape the local minima. In fact, during a sequence of\successful" steps, the radius increases exponentially, and eventually allows to jump from a basin of attraction to another one. Instead to moving uphill, however, as in simulated annealing (Kirkpatrick, Gelatt and Vecchi, 1983) , the search point \tunnels" through the hill that separates two local minima. This e ect is shown in g. (6) in the case of the minimization of a two dimensional objective function. Figure 6 about here Some improvements and modi cations of this technique have been proposed (Tecchiolli and , together with a new version (Caprile, Girosi and Poggio, 1991 ) that borrowed the idea of cross-over from genetic algorithms (Goldberg, 1989) to enhance the performances of the technique presented here.
Among the advantages of this technique are its simplicity, and the fact that it does not require any knowledge about the function that has to be minimized. Being based only on evaluation of the objective function, and not on its derivatives, and taking advantage of parallel machines, large numbers of iterations of the algorithm can be run, with better chances to nd the global minimum.
Unfortunately a theoretical analysis of the performances of this algorithm is still missing, so that its use is justi cated only by a quite large amount of experimental results. Figure 6 : The gure shows the \tunnel e ect" that allows the algorithm to escape local minima. The solid line is the trajectory of x n during the minimization procedure.
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