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LATIN QUANDLES AND APPLICATIONS TO
CRYPTOGRAPHY
ABEDNEGO OROBOSA ISERE, JOHN OLÚSO. LÁ ADÉNÍRAN and TÈMÍTÓ. PÉ.
GBÓ. LÁHÀN JAIYÉO. LÁ
Abstract. This work investigated some properties of Latin quandles that are ap-
plicable in cryptography. Four distinct cores of an Osborn loop (non-diassociative
and non-power associative) were introduced and investigated. The necessary and
sufficient conditions for these cores to be (i) (left) quandles (ii) involutory quandles
(iii) quasi-Latin quandles and (iv) involutory quasi-Latin quandles were established.
These conditions were judiciously used to build cipher algorithms for cryptography
in some peculiar circumstances.
1. Introduction
Quandles are strictly non-associative binary algebras that are idempotent and
distributive. The concept of quandle was introduced independently in 1982 by
Joyce [34] and Matveev [42]. However, the notion of self-distributive binary algebra
is not new in literature. It appears with many different names [10, 16]. One of
the earliest examples is the work of Burstin and Mayer of 1929 [4,49]. Since then,
different authors at different times, have developed this notion either in part or as
a whole. For example, Takasaki [52], in 1943, called this notion Kei. Today, Kei
is understood as an involutory quandle. In 1955 and 1976, Orrin [45] and Smith
[50] worked on self distributive systems and distributive quasigroups respectively.
The latter has become known as Latin quandle in the present terminology.
In this paper, we will be focusing more on Latin quandles, particularly those
of cyclic type (see Def. 2.18). The foregoing shows that there are many examples
of quandles. For a detailed study of variuos examples of quandle structures, the
reader can check the following references [1,2,8,10–13,15,34,35]. Quandles provide
several invariants of knots, especially the class of connected quandles. It is less
surprising, therefore, that researchers pay more attention to connected quandles.
Kamada et al. [36] worked on the set of isomorphism classes of quandles of cyclic
type. These classes of quandles are not only connected quandles but they also
have symmetric and less complicated structures. All quandles of cyclic type are
Latin quandles but all Latin quandles are not quandles of cyclic type. Therefore,
Latin quandles are a generalization of quandles of cyclic type.
The word Latin quandle comes from Latin squares, which are very popular in
combinatorics and Statistics. A Latin square is an n×n array on n symbols having
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the property that each symbol appears exactly once in each row and column. A set
with a binary operation whose multiplication table is a Latin square is called
a quasigroup. Therefore, a quasigroup is a groupoid that gives unique solutions to
the equations a ? x = b and y ? a = b whenever two of the elements are specified.
A quasigroup that is self-distributive (Ogunrinade [43,44]) is a Latin quandle [49].
However, if there is a two sided identity, the quasigroup is a loop. Loops are also
non-associative binary systems. For a comprehensive overview of loops see [7, 23,
47]. Latin quandles and loops are both non-associative quasigroups. While loops
are equipped with a unique left and right identity element, Latin quandles are not.
Consequently, the concept of a unique inverse element is generally not meaningful
in quandles. However, for Latin quandles, the left and right divisions ((a\b) and
(b/a)) are unique, which they inherit from their parent structure(quasigroup).
Applications of quasigroups in cryptography are well documented in literature
(see [37, 38, 40, 48]). There are many broken designs based on quasigroups, but
there are some with perfect crypto properties [40]. The most desirable quasi-
groups for building crypto primitives are the class of shapeless quasigroups. For
details on shapelessness of quasigroup the reader can check [40, 48]. As reported
in [49], Moskovich expressed an interesting statement on his blog that "while asso-
ciativity caters to the classical world of space and time, distributivity is perhaps
the setting for the emerging world of information". Latin quandles are distributive
quasigroups. Application of these special quasigroups to cryptography has not
been discussed. The foregoing is a strong motivation for this work.
There is no gainsaying the fact that ICT is the driving force in this world
of information. Consequently, there is a need for cybersecurity. No wonder the
African Agenda 2063 and the Global Agenda 2030 and its sustainable Development
Goal (SDG) have cybersecurity as their major focus among the 7 aspirations, 20
goals and 39 priority areas, targets and indicators [41]. Cryptology has been
highly applauded in literature for being capable of tackling cyberinsecurity [37,
38,48]. Cryptology encompasses both cryptography (ciphering) and cryptanalysis
(deciphering) and looks at the mathematical problems that underlie them. Much
of cryptography is mathematics oriented and this is one of the major areas where
algebra is finding application nowadays. It ranges from the use of patterns and
algorithms to messages, texts, words, signals and other forms of communication
[33].
In this paper, we shall recall some basic definitions and results that are relevant
to establishing the main results, and also, introduce some new algebraic struc-
tures in Section 2 (preliminaries). In Section 3 (main results), we shall study: (i)
quandles and involutory quandles formed by the cores of Osborn loops and their
applications to cryptography; (ii) Latin quandles of cyclic type and their appli-
cations to cryptography since some of them can have long cycles and inverses as
Latin quandles, which naturally makes them useful in cryptography.
2. Preliminaries
Definition 2.1. [11] A quandle is a set X with a binary operation (a, b) 7→ aBb
such that
(1) for any a ∈ X, aB a = a;
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(2) for any a, b ∈ X, there is a unique x ∈ X such that a = xB b;
(3) for any a, b, c ∈ X, (aB b)B c = (aB c)B (bB c).
Remark 2.2. Property (1) implies that every element in a quandle has self
identity, and thus self inverse. Therefore, the notions of identity and inverse ele-
ments are generally not unique in quandles.
Definition 2.3. [11] A rack is a set with a binary operation that satisfies (2)
and (3) in Definition 2.1.
Definition 2.4. [16] A quandle (X,B) is commutative if it satisfies the identity
xB y = y B x ∀ x, y ∈ X.
Any set X with the operation xB y = x for any x, y ∈ X is a quandle called the
trivial quandle. The trivial quandle of n elements is denoted by Tn.
Definition 2.5. [34] An abelian quandle is a quandle satisfying the identity
(w B x)B (y B z) = (w B y)B (xB z).
Remark 2.6. Abelian quandles are referred to by some authors as medial
quandles.
Definition 2.7. [16, 34] An involutory quandle is a quandle which satisfies
(xB y)B y = x.
Remark 2.8. An involutory quandle X is also called Kei, particularly if the
right translations are involutions: R2x = id for all x ∈ X [10].
Joyce reported a class of quandles in which the symmetries S(y) are all involu-
tions [49]. For this class of quandles the two operations in a quandle coincide.
Definition 2.9. [16] Given two quandles (X,B) and (Y, •) , a map f : (X,B)→
(Y, •) is a quandle homomorphism if
f(aB b) = f(a) • f(b) ∀ a, b ∈ X.
If f is a bijection, then f is called an isomorphism, and (X,B) and (Y, •) are said
to be isomorphic quandles.
The automorphism group of a quandle (X,B) denoted as Aut (X) is the group
of all isomorphisms ρ : X → X. The elements of Aut(X) act on those of X
by right action. The inner automorphism group of a quandle (X,B) denoted as
Inn(X) is the subgroup of Aut(X) generated by Rx, where Rx : X → X is the
right multiplication by x.
Definition 2.10. An algebraic structure (Q,B) is called a Latin quandle if it
obeys the following laws simultaneously:
(i) xB x = x for all x ∈ Q (idempotent law);
(ii) aB x = b for all x ∈ Q and a, b specified in Q (left division law);
(iii) y B a = b for all y ∈ Q and a, b specified in Q (right division law);
(iv) aB (xBy) = (aBx)B (aBy) for all a, x and y in Q (left distributive law);
(v) (x B y) B a = (x B a) B (y B a) for all a, x and y in Q (right distributive
law).
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If, in addition, a Latin quandle (Q,B) obeys
(vi) xB (xB y) = y for all x, y ∈ Q (left involutory law),
then, (Q,B) is called a left involutory Latin quandle.
If, in addition, a Latin quandle (Q,B) obeys
(vii) (xB y)B y = x for all x, y ∈ Q (right involutory law),
then, (Q,B) is called an involutory Latin quandle.
Based on the above axioms in Definition 2.10, we introduce the following new
structures.
Definition 2.11. Let Q be equipped with an operator B. Then,
(1) a groupoid (Q,B) will be called a left-Latin quandle if (i), (ii), (iv) and
(v) are satisfied;
(2) a groupoid (Q,B) will be called a right-Latin quandle if (i), (iii), (iv) and
(v) are satisfied;
(3) a groupoid (Q,B) will be called an involutory left-Latin quandle if it is
a left-Latin quandle that satisfies both (vi) and (vii);
(4) a groupoid (Q,B) will be called an involutory right-Latin quandle if it is
a right-Latin quandle that satisfies both (vi) and (vii).
Definition 2.12. A Latin quandle (Q, ◦) that obeys the properties
(1) x ◦ (xy) = y Left Inverse Property (LIP) is called a LIPQ;
(2) (yx) ◦ x = y Right Inverse Property (RIP) is called a RIPQ;
(3) (1) and (2) Inverse Property (IP) is called an IPQ;
(4) x ◦ yx = y or y = xy ◦ x Cross Inverse Property (CIP) is called a CIPQ;
for all x, y ∈ Q.
Remark 2.13. (1) These properties are being introduced in this paper because
of their usefulness in cryptography (see section 3). Recall that in Latin quandles,
x = x−1 precisely, for every x ∈ Q. The juxtaposition xy means (x ◦ y) and it
takes precedence during multiplication over other operations when they appear
together.
(2) These inverse properties define involutions on a quandle. For example, the
left involutory quandle is a LIPQ and the right involutory (Kei) quandle is a RIPQ.
Invariably, the CIPQ is a cross involutory quandle.
(3) The smallest Latin quandle is of order three. Behold, this Latin quandle
obeys Definition 2.12. That is, it is both an IP and CIP Latin quandle. It is
presented below in Table 1 for illustration purposes:
Table 1. The Smallest LIP, RIP and CIP Latin Quandle.
◦ 1 2 3
1 1 3 2
2 3 2 1
3 2 1 3
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For universal algebra consideration [49], (Q, ?, \) is a quandle. But (Q, ?, \, /)
is a Latin quandle. Therefore, while quandles are generally equipped with two
binary operations, Latin quandles are equipped with three binary operations. This
structure is completely devoid of a unique identity element e such that ae = ea =
a ∀ a ∈ Q, otherwise, (Q, ?, e, \, /) is a loop.
Definition 2.14. [49] A finite quandle Q is said to be connected if, for every
a, b ∈ Q, there exist x1, ..., xn ∈ Q such that b = x1 ? (x2 ? (. . . (. . . (xn ? a)))).
The above definition therefore means that the inner mapping groups of Q act
transitively on Q. Therefore, all Latin quandles are connected quandles, since
Lx/y(y) = x [3]. That is, if (Q, ?) is a Latin quandle, for all x, y ∈ Q one can write
(x/y) ? y = x or x = y ? (y\x).
Theorem 2.15. [10] If (X, ?) is a distributive quasigroup, then, for all a ∈
X, (X,+, a) is a commutative Moufang loop.
Proposition 2.16. [36] Let X be a set and assume that there exists a map
Sx : X → X for every x ∈ X. Then, the binary operator ? defined by y?x = Sx(y)
is a quandle structure on X if and only if
(S1) ∀ x ∈ X,Sx(x) = x;
(S2) ∀ x ∈ X,Sx is bijective;
(S3) ∀ x, y ∈ X,Sx ◦ Sy = SSx(y) ◦ Sx.
Remark 2.17. This proposition holds for all Latin quandles. It is expanded
in Definition 2.10(i–iv).
Definition 2.18. [36] A quandle of order n is said to be of cyclic type if
the right translations are of order n − 1. In other words, a quandle (X, s) with
]X = n ≥ 3 is said to be of cyclic type if, for every x ∈ X,Sx acts on X\{x} as
a cyclic permutation of order n− 1, where Sx is a right translation.
Remark 2.19. Definition 2.18 holds for all Latin quandles of cyclic type with
]X = n ≥ 3 except when n = 4k + 2, k ≥ 1.
Definition 2.20. Let (Q,B) be a Latin quandle such that aB b = bB−1 a for
all a, b ∈ Q. Then, the Latin quandle (Q,B−1) is called a symmetric inverse of
(Q,B).
Definition 2.21. Let (Q, ·) be a Latin quandle of cyclic type of order n. Then,
a Latin quandle (Q, ?) is said to be a symmetric inverse of cyclic type of (Q, ·) if, for
every x ∈ Q, Sx acts on Q\{x} as a cyclic permutation of order n−1 implying that
the inverse of Sx (denoted here as S?x) also acts on Q\{x} as a cyclic permutation
of order n− 1 such that a · b = b ? a ∀ a, b ∈ Q.
Definition 2.22. (Osborn [46]) A loop (G, ·) is called an Osborn loop if for all
x, y, z ∈ G, it satisfies the identity
x(yz · x) = (x · yEx) · zx ,where Ex = RxRxρ = (LxLxλ)−1 = RxLxR−1x L−1x .
Definition 2.23. (Belousov [6]) Let (G, ·) be a group, or, more generally, a Bol
loop. The binary algebra (G, ?), with
x ? y = xy−1x, (2.1)
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is an involutory quandle called the core of (G, ·).
The core operation was first introduced by Bruck [7]. He had earlier shown that
the core of a Moufang loop, originally defined as
x+ y = yx−1y, (2.2)
is an involutory (Kei) quandle. Bruck actually proved that isotopic Moufang loops
have isomorphic cores ([7, 49]). A beautiful result that links loops with quandles
is stated by Stuhl and P. Vojtěchovský that there is a one-to-one correspondence
between involutory Latin quandles and uniquely 2-divisible Bruck loops [51].
Equations (2.1) and (2.2) of Definition 2.23 have been used in the past to exam-
ine the relationship between a loop and a quandle. In Section 3, these concepts will
be generalized and will be used to examine the relationship between an involutory
quandle and Osborn loops.
Some other identities that equivalently define an Osborn loop (Definition 2.22)
exist in literature and are presented in Theorem 2.24. In fact, Drápal and Kinyon
[9] rediscovered some of these identities and some additional ones.
Theorem 2.24. A loop (G, ·) is an Osborn loop if and only if, for all x, y, z ∈ G,
it satisfies any of the identities below:
(1) (x · zy)x = xy · (yE−1x · x),
(2) (xλ\y) · zx = x(yz · x) ([5, 39]),
(3) xy · (z/xρ) = (x · yz)x ([27]),
(4) x(yxλ · x) · zx = x(yz · x) ([9]),
(5) [x · y(zxρ)]x = xy · z ([27]),
(6) x[(xλy)z · x] = y · zx ([28]),
(7) (x · yz)x = xy · [(x · xρz) · x] ([27]),
xρ, xλ ∈ G represent the right and left inverse of x ∈ G, respectively.
The proof of condition (1) follows from Definition 2.22. The proof of the others
are found in their corresponding references indicated above.
The smallest Osborn loop is of order 16 [39]. Osborn loops of order 4n were
constructed in [17–20]. For more works on Osborn loops see [14, 21, 22, 24–26,29–
32,46].
Although non-trivial Osborn loops (non-Moufang) are not LIP or RIP loops,
they display a much weaker form of LIP than RIP.
Algorithm 2.25. ([48, Algorithm 3.1, p. 198]) Let A be a non-empty alphebet,
k be a natural number, ui, vi ∈ A, i ∈ {1, · · · , k}. Define a quasigroup (A, ·). It is
clear that the quasigroup (A, \) is defined in a unique way. Take a fixed element
l (l ∈ A), which is called a leader.
Let u1u2 · · ·uk be a k-tuple of letters from A. The authors propose the following
ciphering procedure v1 = l · u1, vi = vi−1 · ui, i = 2, . . . , k. Therefore, we obtain
the following cipher-text v1v2 · · · vk. The enciphering algorithm is constructed in
the following way: u1 = l\v1, ui = vi−1\vi, i = 2, . . . , k.
It was reported that the authors of the above algorithm claim that this cipher
is resistant to a brute force attack (exhaustive search) and to a statistical attack.
It is also remarked that the cipher which is described in the above algorithm
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and its generalizations are now probably the most known used quasigroup based
stream-ciphers [48].
Interestingly, most Latin quandles that obey the following properties x·(x?y) =
y and x?(x ·y) = y are either CIPQ, LIPQ or RIPQ of cyclic type (with symmetric
inverse, see Definition 2.21) or whose paratrophes can be suitable for cryptographic
identities. Subsection 3.2 will be presenting three examples of stream ciphers as
applications of these types of Latin quandles in cryptography.
3. Main results
3.1. Quandles formed by cores of Osborn loops and their applications
to cryptography
In a generalized manner of (2.1) and (2.2), we now define the core of an Osborn
loop (which is neither dissociative nor power associative) in four ways. Let (G, ·)
be an Osborn loop. If for all x, y ∈ G:
x+1 y = xyρ · x, (G,+1) is called the first core of (G, ·);
x+2 y = x · yλx, (G,+2) is called the second core of (G, ·);
x+3 y = yxρ · y, (G,+3) is called the third core of (G, ·);
x+4 y = y · xλy, (G,+4) is called the fourth core of (G, ·).
Theorem 3.1. Let (G, ·) be an Osborn loop. Then,
(1) (G,+1) obeys the idempotent law;
(2) (G,+1) has the left division law;
(3) (G,+1) has the left distributive law if and only if
a(bcρ · b)ρ · a = (abρ · a)(acρ · a)ρ · (abρ · a)︸ ︷︷ ︸
LDL1
for all a, b, c ∈ G;
(4) (G,+1) has the right distributive law if and only if
(abρ · a)cρ · (abρ · a) = (acρ · a)(bcρ · b)ρ · (acρ · a)︸ ︷︷ ︸
RDL1
for all a, b, c ∈ G;
(5) (G,+1) has the left involutory law if and only if
a(abρ · a)ρ · a = b︸ ︷︷ ︸
LIL1
for all a, b ∈ G;
(6) (G,+1) has the cross inverse property law (cross involutory law) if and
only if
a(baρ · b)ρ · a = b︸ ︷︷ ︸
CIL1
for all a, b ∈ G.
Proof. (1) (G,+1) is idempotent law if and only if x+1 x = x⇔ xxρ · x =
x⇔ e · x = x.
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(2) (G,+1) has the left division law if and only if there exists x ∈ G that is
unique for any a, b ∈ G such that x +1 a = b. Note that x +1 a = b ⇔
axρ · a = b⇔ x =
[
a\(b/a)
]λ ∈ G. Also, x ∈ G is unique.
(3) (G,+1) has the left distributive law if and only if
a+1 (b+1 c) = (a+1 b) +1 (a+1 c)⇔ a+1 (bcρ · b) = (abρ · a) +1 (acρ · a)⇔
a(bcρ · b)ρ · a = (abρ · a)(acρ · a)ρ · (abρ · a).
(4) (G,+1) has the right distributive law if and only if
(a+1 b) +1 c = (a+1 c) +1 (b+1 c)⇔ (abρ · a) +1 c = (acρ · a) +1 (bcρ · b)⇔
(abρ · a)cρ · (abρ · a) = (acρ · a)(bcρ · b)ρ · (acρ · a).
(5) (G,+1) has the left involutory law if and only if
a+1 (a+1 b) = b⇔ a+1 (abρ · a) = b⇔ a(abρ · a)ρ · a = b.
(6) (G,+1) has the cross involutory law if and only if
a+1 (b+1 a) = b⇔ a+1 (baρ · b) = b⇔ a(baρ · b)ρ · a = b.

Theorem 3.2. Let (G, ·) be an Osborn loop.
(1) (G,+2) obeys the idempotent law;
(2) (G,+2) has the left division law;
(3) (G,+2) has the left distributive law if and only if
a · (b · cλb)λa = (a · bλa) · (a · cλa)λ(a · bλa)︸ ︷︷ ︸
LDL2
for all a, b, c ∈ G;
(4) (G,+2) has the right distributive law if and only if
(a · bλa) · cλ(a · bλa) = (a · cλa) · (b · cλb)λ(a · cλa)︸ ︷︷ ︸
RDL2
for all a, b, c ∈ G;
(5) (G,+2) has the left involutory law if and only if
a · (a · bλa)λa = b︸ ︷︷ ︸
LIL2
for all a, b ∈ G;
(6) (G,+2) has the cross involutory law if and only if
a · (b · aλb)λa = b︸ ︷︷ ︸
CIL2
for all a, b ∈ G.
Proof. This is similar to the proof of Theorem 3.1. 
Theorem 3.3. Let (G, ·) be an Osborn loop.
(1) (G,+3) obeys the idempotent law;
(2) (G,+3) has the right division law;
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(3) (G,+3) has the right distributive law if and only if
c(baρ · b)ρ · c = (cbρ · c)(caρ · c)ρ · (cbρ · c)︸ ︷︷ ︸
RDL3
for all a, b, c ∈ G;
(4) (G,+3) has the left distributive law if and only if
(cbρ · c)aρ · (cbρ · c) = (caρ · c)(baρ · b)ρ · (caρ · c)︸ ︷︷ ︸
LDL3
for all a, b, c ∈ G;
(5) (G,+3) has the right involutory law if and only if
b(baρ · b)ρ · b = a︸ ︷︷ ︸
RIL3
for all a, b ∈ G;
(6) (G,+3) has the cross involutory law if and only if
a(baρ · b)ρ · a = b︸ ︷︷ ︸
CIL3
for all a, b ∈ G.
Proof. Note that x +1 y = y +3 x for all x, y ∈ G and so (G,+1) and (G,+3)
are anti-isotopic groupoids. So, the argument of proof follows from the symmetry
of the proof of Theorem 3.1. 
Theorem 3.4. Let (G, ·) be an Osborn loop.
(1) (G,+4) obeys the idempotent law;
(2) (G,+4) has the right division law;
(3) (G,+4) has the right distributive law if and only if
c · (b · aλb)λc = (c · bλc) · (c · aλc)λ(c · bλc)︸ ︷︷ ︸
RDL4
for all a, b, c ∈ G;
(4) (G,+4) has the left distributive law if and only if
(c · bλc) · aλ(c · bλc) = (c · aλc) · (b · aλb)λ(c · aλc)︸ ︷︷ ︸
LDL4
for all a, b, c ∈ G;
(5) (G,+4) has the right involutory law if and only if
b · (b · aλb)λb = a︸ ︷︷ ︸
RIL4
for all a, b ∈ G;
(6) (G,+4) has the cross involutory law if and only if
a · (b · aλb)λa = b︸ ︷︷ ︸
CIL4
for all a, b ∈ G.
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Proof. Note that x +2 y = y +4 x for all x, y ∈ G and so (G,+2) and (G,+4)
are anti-isotopic groupoids. So, the argument of proof follows from the symmetry
of the proof of Theorem 3.2. 
Remark 3.5. Whether a core of a loop is a quandle or an involutory quandle
depends on the properties of the underlying loop. This can be observed by com-
paring our results in Theorem 3.1, Theorem 3.2, Theorem 3.3 and Theorem 3.4
with the results in Definition 2.23.
Example 3.6. Let (G, ·) be a uniquely 2-divisible group or generally, a CIP
Osborn loop of order n such that
x+ y = xy−1 · x ∀ x, y ∈ G.
Then, (G,+) is an involutory Latin quandle of order n.
Proof. By Definition 2.23, (G,+) is a involutory quandle. It is a Latin quandle
since it is uniquely 2-divisible. 
Remark 3.7. (G,+) is a LIP Latin quandle and it is of cyclic type of order n
whenever n = 3, 5, 11, 13, 19, etc. The latter property is rare with the core quandle
defined as in equation (2.2).
Corollary 3.8. Let (G, ·) be an Osborn loop. For i = 1, 2
(1) the following are equivalent:
(a) (G,+i) is a (left) quandle,
(b) (G,+i) is a (left) rack,
(c) LDLi is satisfied;
(2) (G,+i) is a (left) involutory quandle if and only if LDLi and LILi are
satisfied;
(3) (G,+i) is a left-Latin quandle if and only if LDLi and RDLi are satisfied;
(4) (G,+i) is an involutory left-Latin quandle if and only if LDLi, RDLi, LILi
and RILi are satisfied.
Proof. This follows by Theorem 3.1 and Theorem 3.2. 
Corollary 3.9. Let (G, ·) be an Osborn loop. For i = 3, 4
(1) the following are equivalent:
(a) (G,+i) is a quandle,
(b) (G,+i) is a rack,
(c) RDLi is satisfied;
(2) (G,+i) is an involutory quandle if and only if RDLi and RILi are satisfied;
(3) (G,+i) is a right-Latin quandle if and only if RDLi and RDLi are satisfied;
(4) (G,+i) is an involutory right-Latin quandle if and only if LDLi, RDLi,
LILi and RILi are satisfied.
Proof. This follows from Theorem 3.3 and Theorem 3.4. 
We shall highlight symmetric-key algorithms of how the identities in Theo-
rem 3.1, Theorem 3.2, Theorem 3.3 and Theorem 3.4 can be used for cryptography
in some peculiar circumstances.
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Algorithm 3.10. (A–B Cryptographic Algorithm with Single Key) A cipher
algorithm based on the assumption that (G,+1) obeys the left involutory law or
the cross involutory law. Let b = plaintext and a = key.
Isere–A (Encryption): Do bρ and compute the cipher text abρ · a. Then, send the
key a and abρ · a to the receiver (Jaiyeola).
Jaiyeola–B (Decryption): On receiving a and abρ ·a, compute a(abρ ·a)ρ ·a, which
gives the plaintext b.
A cipher algorithm based on the cross involutory law or a combination of both
is similar.
Algorithm 3.11. (A–A1–A2–A3–A4–B Cryptographic Algorithm with Single
Key) A cipher algorithm based on the assumption that (G,+1) obeys the left
involutory law. LIL1 is a cryptographic identity (see [24,25, Def. 2.2]) of order 6.
In [24,25], ‘many receivers’ cipher algorithm was discussed in detail and it applies
here. That is, information from A (Isere) to B (Jaiyeola) through some other
trusted parties (4) who the information is not meant for, but mindful of possible
intruders. Based on LIL1, take b = plaintext and a = key.
Algorithm 3.12. (A–B Cryptographic Algorithm with Twin Key) A cipher
algorithm based on the assumption that (G,+1) obeys the right distributive law.
Let c = plaintext and (a, b) = key.
Isere–A (Encryption): Do acρ · a, bcρ · b, abρ · a and compute the cipher text D =
(acρ ·a)(bcρ ·b)ρ ·(acρ ·a). Then, sendD and abρ ·a to the receiver (Jaiyeola).
Jaiyeola–B (Decryption): On receiving D and abρ · a, it should be noted that
D = (abρ · a)cρ · (abρ · a) based on RDL1. Thus, with the knowledge of







to get the plaintext.
Algorithm 3.13. (A–B Cryptographic Algorithm with Twin Key) A cipher
algorithm based on the assumption that (G,+1) obeys the left distributive law.
Let c = plaintext and (a, b) = key.
Isere–A (Encryption): Do acρ · a, abρ · a and compute the cipher text E = (abρ ·
a)(acρ · a)ρ · (abρ · a). Then, send E and (a, b) to the receiver (Jaiyeola).
Jaiyeola–B (Decryption): On receiving E and (a, b), it should be noted that E =









to get the plaintext.
Similarly, cipher algorithms based on the assumption that (G,+i) obeys the
cross involutory law (CILi); the right and left involutory laws (RILi and LILi); the
right distributive law (RDLi); the left distributive law (LDLi) can be highlighted
when i = 2, 3, 4.
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3.2. Latin quandles of cyclic type and their applications to cryptogra-
phy using symmetric inverse algorithms
Lemma 3.14. Let (Q,B) be a Latin quandle of cyclic type such that aB(a\b) =
b and a\(a B b) = b. Then, (Q, \) is a Latin quandle of cyclic type if (Q,B) is
a CIPQ.
Proof. We need to show that (Q, \) is a symmetric inverse of cyclic type of
(Q,B) since (Q,B) 6= (Q, \) (see Definition 2.20 and Definition 2.21). Recall that
in (Q,B) it holds that
aB (a\b) = b
and since (Q,B) is a CIPQ
aB (bB a) = b.
Then,
a\b = bB a.
Therefore, (Q, \) is a symmetric inverse of cyclic type of (Q,B). 
Remark 3.15. A symmetric inverse of a CIPQ is again a CIPQ.
Theorem 3.16. Let (Q,B) be a Latin quandle of cyclic type such that aB b =
bB−1 a holds for all a, b ∈ Q. Then, (Q,B−1) is a Latin quandle of cyclic type if
(Q,B−1) = (Q, \).
Proof. The expression a B b = b B−1 a, where a ∈ Q is acting from the left in
a B b and acting from the right in b B−1 a, means that (Q,B−1) is a symmetric
inverse of cyclic type of (Q,B). The remaining part of the proof follows from
Lemma 3.14. 
Theorem 3.17. Let (Q, ·) be a Latin quandle of cyclic type that is not a CIPQ
such that a\(a · b) = b and a · (a\b) = b for all a, b ∈ Q, then (Q, \) is a Latin
quandle that is not of cyclic type.
Proof. Suppose (Q, \) is a Latin quandle of cyclic type. Then, by Theorem 3.16
we need to show that (Q, \) is a symmetric inverse (of cyclic type) of (Q, ·). That
is,
a · b = b\a.
Then,
b · (a · b) = b · (b\a) = a.
Thus, (Q, ·) is a CIPQ (a contradition). Therefore, (Q, \) is a Latin quandle that
is not of cyclic type. 
Remark 3.18. Theorem 3.17 is a counter. (Q, ·) is a Latin quandle of cyclic
type and yet (Q, \) is not a symmetric inverse of (Q, ·) nor a Latin quandle of
cyclic type.
The following three examples describe symmetric inverse algorithms applied to
various Latin quandles.
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Example 3.19. Let (Q,B) be a Latin quandle of cyclic type containing alpha-
bets as elements, and let n be a natural number, ui, vi ∈ Q, i ∈ {1, . . . , n}. The
Latin quandle (Q,B−1) is the symmetric inverse of (Q,B) based on Theorem 3.16.
Take a fixed element k (k ∈ Q), which is called a leader. Let u = u1u2 . . . un be
the plaintext containing elements in Q.
Let the Latin quandle (Q,B) be defined by the Cayley Table 2 with the ciphering
procedure as v1 = kBu1, vi = vi−1Bui and deciphering procedure as u1 = kB−1v1
and ui = vi−1B−1vi ∀ i = 2, ..., n. Then, (Q,B−1) has the following Cayley Table 3.
Table 2. Latin Quandle (CIPQ) of Cyclic
Type.
B a b c d
a a d b c
b c b d a
c d a c b
d b c a d
Table 3. Latin Quandle (CIPQ) of Cyclic
Type.
B−1 a b c d
a a c d b
b d b a c
c b d c a
d c a b d
Let k = a and the plaintext is u = adabaccada. Then the cipher text is v =
acdcdabcbc. Applying the decoding function as provided in the example on v, we
have u = adabaccada.
Example 3.20. Let (Q,B) be a Latin quandle of cyclic type containing alpha-
bets as elements, and let n be a natural number, ui, vi ∈ Q, i ∈ {1, . . . , n}. The
Latin quandle (Q,B−1) is the symmetric inverse of (Q,B) based on Theorem 3.17.
Take a fixed element k (k ∈ Q), which is called a leader. Let u = u1u2 . . . un be
the plaintext containing elements in Q.
Let the Latin quandle (Q,B) be defined by the Cayley Table 4 with the ciphering
procedure as v1 = kBu1, vi = vi−1Bui and deciphering procedure as u1 = v1B−1k
and ui = vi B−1 vi−1 ∀ i = 2, . . . , n. Then, (Q,B−1) has the following Cayley
Table 5. Let k = a and the plaintext is u = adabaccada. Then the cipher text is
Table 4. Latin Quandle (LIPQ) of Cyclic
Type.
B a b c d e
a a e d c b
b c b a e d
c e d c b a
d b a e d c
e d c b a e
Table 5. Latin Quandle (RIPQ).
B−1 a b c d e
a a c e b d
b e b d a c
c d a c e b
d c e b d a
e b d a c e
v = acecebaace. Applying the decoding function as provided in the example on v,
we have u = adabaccada
.
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Example 3.21. Let (Q,B) be a Latin quandle containing alphabets as ele-
ments, and let n be a natural number, ui, vi ∈ Q, i ∈ {1, . . . , n}. The Latin
quandle (Q,B−1) is the symmetric inverse of (Q,B) based on Theorem 3.16. Take
a fixed element k (k ∈ Q), which is called a leader. Let u = u1u2 . . . un be the
plaintext containing elements in Q.
Let the Latin quandle (Q,B) be defined by the Cayley Table 6 with the ciphering
procedure as v1 = kBu1, vi = vi−1Bui and deciphering procedure as u1 = kB−1v1
and ui = vi−1 B−1 vi ∀ i = 2, . . . , n. Then, (Q,B−1) has the following Cayley
Table 7. Then, (Q,B−1) has the following Cayley multiplication table:
Table 6. A CIPQ that is not of Cyclic Type.
B a b c d e f g h i j k l m n o p
a a c d b i k l j m o p n e g h f
b d b a a l j i k p n m o h f e g
c b d c a j l k i n p o m f h g e
d c a b d k i j l o m n p g e f h
e m o p n e g h f a c d b i k l j
f p n m o h f e g d b a c l j i k
g n p o m f h g e b d c a j l k i
h o m n p g e f h c a b d k i j l
i e g h f m o p n i k l j a c d b
j h f e g p n m o l j i k d b a c
k f h g e n p o m j l k i b d c a
l g e f h o m n p k i j l c a b d
m i k l j a c d b e g h f m o p n
n l j i k d b a c h f e g p n m o
o j l k i b d c a f h g e n p o m
p k i j l c a b d g e f h o m n p
Table 7. A CIPQ that is not of Cyclic Type.
B−1 a b c d e f g h i j k l m n o p
a a d b c m p n o e h f g i l j k
b c b d a o n p m g f h e k j l i
c d a c b p m o n h e g f l i k j
d b c a d n o m p f g e h j k i l
e i l j k e h f g m p n o a d b c
f k j l i g f h e o n p m c b d a
g l i k j h e g f p m o n d a c b
h j k i l f g e h n o m p b c a d
i m p n o a d b c i e j k e h f g
j o n p m c b d a k j e i g f h e
k p m o n d a c b e i k j h e g f
l n o m p b c a d j k i l f g e h
m e h f g i l j k a d b c m p n o
n g f h e k j e i c b d a o n p m
o h e g f l i k j d a c b p m o n
p f g e h j k i l b c a d n o m p
Let k = a and the plaintext is u = adabaccada. Then the cipher text is
v = abdaadbddc. Applying the decoding function as provided in the example on
v, we have u = adabaccada
Remark 3.22. The algorithms of symmetric inverse highlighted in the three
examples above are based on Theorem 3.16 and Theorem 3.17. Notably, the
LATIN QUANDLES AND APPLICATIONS 51
deciphering procedure in Example 3.20 is slightly different from the other two
examples. This type of deciphering procedure is suitable for Latin quandles that
are not CIPQs. Observe also that, in Example 3.20, (Q,B) is a LIPQ of cyclic
type while (Q,B−1), a paratrophe of (Q,B) is a RIPQ but not a Latin quandle of
cyclic type. Thus, Example 3.20 is a counter to Example 3.19.
4. Conclusion
This work examined the properties of Latin quandles that are applicable in cryp-
tography. Moreover, the relationship between the cores of Osborn loops and in-
volutory quandles were established. The necessary and sufficient conditions for
these cores of Osborn loops to be various quandle structures were also established.
These conditions were judiciously used to build cipher algorithms for cryptogra-
phy. The results in Theorem 3.1, Theorem 3.2, Theorem 3.3 and Theorem 3.4 are
remarkable contributions in quandle theory and in the application of Osborn loops.
The properties of Latin quandles that are applicable to cryptography were stated
in Definition 2.12 and generalized in Theorem 3.16 and Theorem 3.17. Three
practical examples of how these properties can be applied in cryptography were
illustrated in Example 3.19, Example 3.20 and Example 3.21. The results show
that the cipher text built from Example 3.20 is stronger than the cipher text from
Example 3.21. What makes the difference is the length of the cycles, not necessar-
ily the order of the quandle. Latin quandles of cyclic type of order n have cycles
of length n−1. For example, the Latin quandle of order 5 used in Example 3.20 is
of cyclic type of length four while a Latin quandle of order 16 (that is not of cyclic
type) used in Example 3.21 has cycles of length three. Hence, the cipher text
from the latter is just a mere shuffling of the alphabets a, b, c, d of the plaintext,
whereas the Latin quandle in example 3.20 has a much stronger cipher text with
a letter replaced entirely by another. Thus, the longer the cycle the stronger the
cipher text. Therefore, cipher texts built from Latin quandles of cyclic type are
much stronger than those from Latin quandles that are not of cyclic type.
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