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Resumen
Se estudio´ la estructura electro´nica del grafeno con adsorbatos de flu´or en diferentes
concentraciones, usando ca´lculos de primeros principios y analizando estos con modelos
de campo medio o modelos sin interacciones. Este estudio se divide en dos partes.
En la primera parte se estudio´ al canal de grafeno en medio de grafeno totalmente
fluorado, con el fin de determinar las similitudes y las diferencias entre los canales de
grafeno y las nano cintas de grafeno zigzag, dado que la estructura cristalina de estos es
similar. Los resultados muestran que las propiedades del canal de grafeno dependen del
grado de fluoracio´n de sus bordes zigzag, siendo semiconductor y antiferromagne´tico
cuando los bordes esta´n fluorados al 100 %, y siendo semiconductor o meta´lico -segu´n
el ancho del canal- y ferromagne´tico cuando uno de sus bordes esta´ fluorado al 50 %.
Sus estados cercanos al nivel de Fermi concentran casi todo su peso en el canal de
grafeno, penetrando de forma evanescente las regiones de grafeno totalmente fluorado.
Esta estructura electro´nica se ajusto´ con el modelo de Hubbard, mostrando que sus
propiedades dependen de sus estados de borde, los cuales son similares a los estados
de borde de las cintas de grafeno zigzag o Klein; aunque estos son menos localizados
que los de las cintas de grafeno zigzag.
En la segunda parte se estudio´ el enlace y la barrera de difusio´n del flu´or sobre el
grafeno, en concentraciones diluidas de flu´or para diferentes dopajes electro´nicos. El
enlace del flu´or es covalente en el caso neutro, y este se incrementa con la reduccio´n
del dopaje electro´nico, lo que incrementa la barrera de difusio´n del flu´or. Por otra
parte, en altos dopajes electro´nicos, el exceso de carga electro´nica se concentra sobre
el flu´or reduciendo su enlace con el grafeno, llegando este a ser del tipo carga-imagen
lo que disminuye su barrera de difusio´n. Por otra parte, los estados con peso en el
flu´or se acercan ma´s al nivel de Fermi cuando mayor es el dopaje electro´nico, y esto
incrementa el acoplamiento esp´ın o´rbita (SOC) del sistema mucho ma´s que las defor-
maciones estructurales del grafeno, dado que el SOC del flu´or induce un SOC efectivo
entre los portadores del grafeno. Los resultados indican que la difusio´n del flu´or puede
incrementarse en temperaturas y dopajes electro´nicos alcanzables experimentalmente,
y que la relajacio´n de esp´ın puede controlarse con el dopaje electro´nico, en altas o bajas
concentraciones de flu´or sobre el grafeno.
Palabras clave: GRAFENO, ADSORBATOS DE FLU´OR, ESPI´N-ORBITA.
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Abstract
We studied the electronic structure of graphene with fluorine adatoms. We used first
principles calculations and their results were analyzed with mean-field models (Hartree-
Fock) or models that ignores interactions (tight-binding). The study has been divided
into two parts. In the first part we studied a graphene channel patterned on fully fluo-
rinated graphene, in order to determine the similarities and differences between them
and graphene nanoribbons, where both have similar crystalline structure. The results
show that the graphene channel properties depend on the degree of fluorination at the
channel edges, being semiconductor and antiferromagnetic when the edges are fluori-
nated at 100 %, and being semiconductor or metallic -according to the width of the
channel- and ferromagnetic when one of its edges is fluorinated at 50 %. The states near
the Fermi Level have almost all their weight on the graphene channel and these pene-
trate evanescently on the fully fluorinated graphene regions. This electronic structure
was adjusted with the Hubbard model, showing that its properties depend on its edge
states, which are similar to the edge states of zigzag or Klein graphene nanoribbons;
although these are less localized than those of graphene zigzag nanoribbons.
In the second part, we studied the bond and the diffusion barrier of fluorine
adatom on graphene, on diluted concentrations and for different electronic dopings.
The graphene-fluorine bond is covalent when the system is neutral, and this bond
increases (reduces) with the reduction (increase) of the electronic doping, which in-
creases (reduces) the diffusion barrier of fluorine adatom. Specially, for high electronic
doping, charge is concentrated dominantly on the fluorine adatom and the graphene-
fluorine bond is of a charge-image type. On other hand, the states with weight at
the fluorine adatom are closer to the Fermi level when the electronic doping increases,
and this increases the spin-orbit coupling (SOC) of the system much more than the
structural deformations of graphene because the SOC of fluorine adatoms induces an
effective SOC to the graphene carriers. The results suggest that the diffusion of flu-
orine adatoms can be increased at available experimental electronic doping at room
temperature. In adition, the results suggest that the spin relaxation can be controlled
with electronic doping, at high or low concentrations of fluorine adatoms on graphene.
Keywords: GRAPHENE, FLUORINE ADATOMS, SPIN-ORBIT COUPLING.
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Introduccio´n
El carbono es uno de los elementos qu´ımicos ma´s abundantes que hay en el mundo.
Es adema´s un ingrediente fundamental de diversas mole´culas y so´lidos cuyas propieda-
des electro´nicas, en algunos casos, pueden ser completamente opuestas. Por ejemplo en
la Fig. 1(a) presentamos al caso del diamante que es aislante, transparente, y de gran
dureza; por otra parte en la Fig. 1(b) presentamos al caso del grafito que es meta´lico,
opaco y blando. El primero es muy utilizado en la industria por su dureza a pesar de ser
escaso y caro. El segundo en cambio, es abundante y barato, y comu´nmente es aplicado
para construir lubricantes y diversas puntas de la´pices para hacer trazos; su nombre
viene de la palabra griega γραφω (grapho) que significa trazar, marcar, dibujar.
El diamante y el grafito se componen u´nicamente por a´tomos de carbono, y sus
propiedades opuestas provienen de la diferente hibridacio´n de sus a´tomos. Los a´tomos
del diamante tienen hibridacio´n tipo sp3, por lo que cada a´tomo tiene cuatro vecinos
y su estructura cristalina es de cara´cter intr´ınsecamente tridimensional. Por otro lado
los a´tomos del grafito tienen hibridacio´n sp2 y en consecuencia cada uno de sus a´tomos
tiene tres a´tomos primeros vecinos y su estructura cristalina puede ser entendida como
un apilamiento de capas, una de estas capas aisladas es lo que se denomina grafeno
[1–3].
El grafeno es un arreglo bidimensional de a´tomos de carbono dispuestos en una
red tipo panal de abejas, como se muestra en el gra´fico de la derecha de la Fig. 1(b).
El grafeno a generado mucha atencio´n en el campo de la f´ısica y la ingenier´ıa, y es
curioso que entre los trazos de la´piz podamos encontrar este material; si removemos
el trazo de la´piz con cinta de pegar tantas veces como sea necesario, obtendremos
grafito con un espesor cada vez ma´s reducido al punto de obtener una de las capas
del grafito, es decir grafeno. Este material es el alo´tropo de carbono cuya existencia
estaba en duda porque generalmente se encontraba al grafeno formando estructuras
cil´ındricas como los nanotubos, o se encontraba al grafeno enrollando sobre si mismo
formando los fullerenos, adema´s de que se presumı´a que los so´lidos bidimensionales
no son estables por el teorema de Mermin [4]; sin embargo el grafeno no se opone
al teorema mencionado y el hallazgo del grafeno en laboratorio demostro´ lo contrario
[5–7]. Desde entonces diversos experimentos han sido realizados con el fin de conocer
sus propiedades [2, 8, 9].
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Figura 1: El diamante y el grafito son dos so´lidos que tienen propiedades muy diferentes
que esta´n compuestos u´nicamente por a´tomos de carbono. El primero es aislante, trans-
parente, y de gran dureza; y el segundo es meta´lico, opaco y blando. En el panel (a) de
izquierda a derecha mostramos al diamante, su estructura cristalina, y una ampliacio´n
de la misma. Se muestra que cada a´tomo esta´ rodeado de cuatro a´tomos vecinos lo que
evidencia la hibridacio´n sp3 de e´stos. Por otro lado en el panel (b) mostramos de izquier-
da a derecha al grafito (que se puede encontrar en la punta de un la´piz), su estructura
cristalina y una capa de grafeno. El grafito esta´ compuesto por un apilamiento de capas
de grafeno, y cada a´tomo de este so´lido esta´ rodeado por tres a´tomos vecinos lo que
evidencia la hibridacio´n sp2 de e´stos.
Los experimentos indican que el grafeno es un material paramagne´tico meta´lico, sin
importar si se encuentra sobre un sustrato o suspendido, con exceso o defecto de carga
electro´nica. Adema´s el grafeno es un material de alta resistencia meca´nica [10], de alta
conductividad te´rmica [11], y de alto potencial en aplicaciones o´pticas [12]. Sin embargo,
la propiedad ma´s peculiar del grafeno se encuentra en sus estados cercanos al nivel de
Fermi, los cuales se comportan como fermiones de Dirac sin masa, como expondremos
en el siguiente cap´ıtulo. Dos consecuencias de esta propiedad del grafeno, por mencionar
algunas, son el efecto Hall cua´ntico ano´malo [13] y la paradoja de Klein [14], las cuales
se presentan a temperatura ambiente. Adema´s el camino libre medio del grafeno es
mayor con respecto otros so´lidos y sistemas de gases de electrones bidimensionales
[1], lo cual permite construir dispositivos electro´nicos de poca disipacio´n del orden del
micro´metro. Estas propiedades evidencian el gran potencial del grafeno en diversas
aplicaciones tecnolo´gicas.
Sin embargo una desventaja del grafeno es que e´sta carece de una brecha de energ´ıa,
la cual permitir´ıa disen˜ar dispositivos como los transistores (FET, field emission tran-
sistor) que son ampliamente usados en electro´nica digital. Con este fin se buscaron
diversas estructuras cristalinas en base a grafeno, cuya estructura electro´nica tenga el
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Figura 2: (a) Estructura cristalina del grafeno, que es un arreglo de a´tomos de carbono
dispuestos en una red tipo panal de abejas. Su estructura cristalina es triangular con
dos a´tomos en la base. En los paneles (b), (c) y (d) presentamos la cintas de grafeno
de bordes zigzag, arm-chair y chiral, que son el resultado de cortar al grafeno en una
determinada direccio´n. En las cintas presentamos a los a´tomos en grupos de dos colores,
donde cada grupo constituye una de las subredes triangulares del grafeno. Las ima´genes
han sido extra´ıdas de la Ref. [18].
nivel de Fermi en medio de una brecha de energ´ıa, y que el mismo pueda ser manipu-
lable. Esta bu´squeda puso su atencio´n en los nanotubos de grafeno [2] cuyos estudios
sugieren brechas de energ´ıa de ∼0.1eV [15], y en las cintas de grafeno que evidencian
experimentalmente una brecha de energ´ıa dependiente de sus dimensiones [16, 17].
Estas u´ltimas estructuras las mostramos en la Fig. 2.
En la Fig. 2(a) mostramos al grafeno y tres direcciones particulares. La direccio´n
zigzag, la direccio´n arm-chair, y una direccio´n chiral que es una direccio´n intermedia
a las direcciones presentadas. Luego, en los paneles 2(b), 2(c) y 2(d), mostramos las
cintas de grafeno zigzag [19], arm-chair [20, 21], y chiral [16], que son el resultado de
cortar al grafeno a lo largo de estas direcciones. Los ca´lculos de estructura electro´nica
predicen propiedades que dependen de los bordes de estas cintas [16]. Las cintas de
grafeno zigzag (ZGNR) han demostrado propiedades particularmente interesantes con
respecto las dema´s cintas, ya que los ca´lculos de estructura electro´nica predicen una
transicio´n semiconductor-metal de las ZGNR en funcio´n del ancho de e´stas; que fue
verificada experimentalmente [17].
La transicio´n semiconductor-metal de la ZGNR esta´ asociada a un cambio de orden
magne´tico inducido por el incremento del ancho de esta cinta. En principio el orden
magne´tico es producido por estados que tienen peso mayor en los bordes de la ZGNR,
los cuales son llamados estados de borde o edge-states que explicaremos en el siguiente
cap´ıtulo. Hasta la fecha no se ha medido orden magne´tico en las ZGNR, pero se ha ve-
rificado la existencia de estados cercanos al nivel de Fermi de peso elevado en los bordes
zigzag del grafeno [24, 26], lo que favorecer´ıa la polarizacio´n de esp´ın de los electrones
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Figura 3: (a) Imagen obtenida con un microscopio de efecto tu´nel (STM, por sus siglas
en ingle´s), que mide la densidad de estados en el nivel de Fermi en cada punto de la
muestra. Cuando mayor es la iluminacio´n entonces mayor es la densidad de estados local
sobre la muestra. La muestra es grafeno con tres tipos de bordes, el zigzag, el arm-chair
y el chiral, y ve´ase que el borde zigzag tiene densidad de estados mayor con respecto los
dema´s bordes. (b) Esquema de la estructura cristalina de la muestra presentada en el
panel anterior. (c) Ampliacio´n de la imagen STM sobre el borde zigzag de la muestra. (d)
Simulacio´n de la imagen STM correspondiente al borde zigzag. En los paneles (e) y (f)
mostramos con flechas la polarizacio´n de esp´ın sugerida por los ca´lculos de Hartree-Fock
en las cintas de grafeno de bordes zigzag [17, 22, 23]. En (e) mostramos la polarizacio´n de
esp´ın que define el orden antiferromagne´tico, que es semiconductor. En (f) mostramos la
polarizacio´n de esp´ın que define el orden ferromagne´tico, que es meta´lico. Las ima´genes de
los paneles (a,b,c,d) y (e,f) han sido extra´ıdas de la Ref. [24] y Ref. [25], respectivamente.
e inducir´ıa orden magne´tico en estos bordes. La evidencia sobre la existencia de los
estados de borde lo mostramos en la Fig. 3 mediante ima´genes de microscopio de efecto
tu´nel (STM, por sus siglas en ingle´s). En esta figura mostramos un contorno del grafeno
conteniendo tres tipos de bordes diferentes, de los cuales so´lo el borde zigzag presen-
ta una alta concentracio´n de carga electro´nica, caracter´ıstico de los estados de borde
[1, 18, 23]. En principio los estados de la ZGNR producen una concentracio´n elevada
de electrones en los bordes, y para reducir la interaccio´n de coulomb es conveniente que
los electrones de diferente esp´ın se localicen en bordes opuestos. Esto produce el orden
magne´tico que mostramos en la Fig. 3(e), que es el orden antiferromagne´tico. Por otro
lado, cuando existe un exceso o de´ficit de carga electro´nica en la ZGNR, conviene que
la ZGNR tenga ma´s electrones de un esp´ın respecto el otro para reducir la interaccio´n
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Figura 4: Sistemas que producen, transportan y detectan corriente polarizada en esp´ın.
Estos sistemas son llamados va´lvulas de esp´ın. (a) Medicio´n no local del transporte de
esp´ın. Los so´lidos E1 y E4 son paramagne´ticos mientras que los so´lidos E2 y E3 son
ferromagne´ticos, donde e´stos son los contactos del grafeno. La corriente ele´ctrica emerge
de la fuente y va hacia E2 para que e´sta se polarice en esp´ın, luego parte de esta corriente
va al contacto E1 y otra parte difunde hacia el contacto E3, y una menor porcio´n de
e´sta llega al contacto E4. Con la diferencia de potencial entre E3 y E4 se obtienen las
propiedades de la corriente polarizada en esp´ın. (b) Medicio´n del transporte de esp´ın
mediante la diferencia de potencial entre E2 y E3, donde una de e´stas mediciones es la
longitud de relajacio´n de esp´ın. Las va´lvulas de esp´ın pueden ser disen˜adas u´nicamente
con grafeno siempre que en e´ste se pueda inducir magnetismo. Las ima´genes pertenecen
a la Ref. [27].
de coulomb, y que los electrones de esp´ın mayoritario ocupen los bordes de la ZGNR;
esto produce el orden ferromagne´tico que mostramos en la Fig. 3(f).
La ZGNR podr´ıa inducir corriente ele´ctrica polarizada en esp´ın si presenta los o´rde-
nes magne´ticos mostrados en la Fig. 3, y debido a que la longitud de relajacio´n de esp´ın
(recorrido del electro´n preservando su orientacio´n de esp´ın) del grafeno es del orden al
micro´metro a temperatura ambiente [28, 29], entonces esta corriente preservar´ıa su po-
larizacio´n de esp´ın en longitudes menores del micro´metro. Por tanto el grafeno ser´ıa un
buen material para aplicaciones de espintro´nica porque permitir´ıa inducir, transportar,
y detectar corrientes polarizadas en esp´ın [27, 28]. Bajo estas hipo´tesis presentamos la
Fig. 4 que muestra va´lvulas de esp´ın construidas con grafeno, con so´lidos no magne´ticos
(contacto E1 y E4), y con so´lidos magne´ticos (contacto E2 y E3). La diferencia de po-
tencial entre estos contactos mide la concentracio´n de esp´ın, y si la ZGNR es magne´tica
podr´ıamos construir estos dispositivos mediante el reemplazo de los contactos E2 y E3
por las ZGNR.
Las propiedades magne´ticas de las ZGNR tienen origen en sus estados de borde, y
los ca´lculos de primeros principios (DFT y Hartree-Fock) predicen que estos estados
tambie´n se encuentran en interfases zigzag grabadas en F-grafeno [33–35] (Ver Fig. 5).
El F-grafeno es grafeno saturado con a´tomos del flu´or tal como mostramos en la Fig.
5(a), donde cada a´tomo de carbono (esferas negras) esta´ enlazado con un a´tomo de flu´or
(esferas verdes). Este material es aislante y preserva su estructura a temperaturas 100◦C
mayores que la temperatura ambiente [36]. En este material cada a´tomo de carbono
tiene hibridacio´n tipo sp3. Por otro lado en la Fig. 5(b) mostramos un canal de grafeno
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Figura 5: (a) Estructura cristalina del F-grafeno, que es grafeno saturado con a´tomos de
flu´or donde cada a´tomo de carbono y flu´or se encuentran enlazados de forma covalente.
(b) Estructura cristalina del canal de grafeno de interfases zigzag, grabado en medio de F-
grafeno. Ve´ase que la estructura cristalina del canal de grafeno es similar a la estructura
cristalina de la cinta de grafeno presentada en la Fig. 2(b). (c) Remocio´n de flu´or del F-
grafeno mediante calor [30] o radiacio´n electro´nica [31] o procesos qu´ımicos [32]; adema´s
mostramos la interfaz entre grafeno y F-grafeno obtenida experimentalmente [32].
grabado en medio de F-grafeno con interfases zigzag (ZFGNR), y en consecuencia la
estructura cristalina del canal del ZFGNR es similar a la estructura cristalina de la
cinta de grafeno de bordes zigzag. Los ZFGNR pueden construirse desprendiendo los
a´tomos de flu´or del F-grafeno mediante calor [30] o radiacio´n electro´nica [31], o procesos
qu´ımicos [32], y estos procesos los mostramos en la Fig. 5(c). Tanto el ZFGNR y la
ZGNR son sistemas que pueden ser magne´ticos para inducir corrientes de esp´ın, y una
pregunta va´lida es cua´l de los dos sistemas es ma´s viable producir experimentalmente.
Esto depende de la precisio´n a nivel ato´mico para cortar grafeno [17, 19, 37] y para
desprender flu´or del F-grafeno [30, 32], que han mejorando con el pasar del tiempo.
Adema´s nos preguntamos hasta do´nde son similares las estructuras electro´nicas de las
ZGNR y del ZFGNR.
Anteriormente mencionamos que el grafeno trasporta corrientes polarizadas en esp´ın
a distancias del orden del micro´metro, y creemos que este transporte tambie´n pueda
llevarse a cabo en cintas de grafeno o canales de grafeno, sin importar los bordes o
las interfases de estos sistemas. Sin embargo existe una discrepancia entre resultados
experimentales y estimaciones teo´ricas asociada al transporte de esp´ın: ¿Por que´ la
relajacio´n de esp´ın es, en el mejor de los casos, tres o´rdenes de magnitud ma´s ra´pida
respecto las estimaciones teo´ricas? [28]. Esta contradiccio´n se presenta en muestras de
grafeno de alta calidad que esta´n suspendidas o sobre un sustrato, y creemos que en
las impurezas (a´tomos o mole´culas adheridas al grafeno) se encuentra una ruta para
responder esta pregunta. Experimentalmente algunas impurezas reducen la longitud
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Figura 6: (a) Grafeno con adsorbatos. (b) Detalle de la estructura cristalina alrededor
del adsorbato; ve´ase que el carbono enlazado con el flu´or esta´ elevado con respecto sus
vecinos. En los siguientes paneles mostramos mecanismos de relajacio´n de esp´ın que
pueden ser producidos por adsorbatos. (c) Mecanismo Elliott-Yafet, que invierte el esp´ın
del electro´n incidente mediante la colisio´n con la impureza. La inversio´n del esp´ın es
proporcional al acoplamiento esp´ın-o´rbita del sistema. (d) Mecanismo Dyakonov-Perel,
que depende del acoplamiento esp´ın-o´rbita del sistema, el cual rota el esp´ın del electro´n
incidente. La imagen del panel (b) pertenece a la Ref. [38] y las ima´genes de los paneles
(c,d) pertenecen a la Ref. [27].
de relajacio´n del esp´ın en el grafeno [39, 40], y otras solamente reducen la movilidad
electro´nica [41, 42], por tanto el control de la adicio´n y remocio´n de las impurezas en
grafeno puede brindarnos una respuesta. En la Fig. 6 -en el panel 6(a)- mostramos una
clase de impurezas sobre el grafeno, y en el panel 6(b) presentamos con ma´s detalle la
deformacio´n local que produce esta impureza cuando se enlaza de forma covalente con
el grafeno. La relajacio´n de esp´ın depende del acoplamiento esp´ın-o´rbita de la impureza
[38, 43] y de las deformaciones locales que incrementan el acoplamiento esp´ın-o´rbita
del grafeno [44, 45]. Con este entorno, si un electro´n pasa a trave´s de una impureza
esta puede cambiar su esp´ın mediante el acoplamiento esp´ın-o´rbita total del sistema,
lo cual esquematizamos en los paneles 6(c,d) [46, 47].
Si bien es cierto que el grafeno puede contener impurezas que relajen el esp´ın, que es
un efecto no deseado, removerlas no es siempre factible. Sin embargo los experimentos
indican que las impurezas de flu´or pueden removerse del grafeno cuando absorben elec-
trones [31], y los ca´lculos de estructura electro´nica sugieren que el flu´or toma electrones
que provienen del grafeno [35, 48] tal como mostraremos en los siguientes cap´ıtulos.
Esta informacio´n nos invita a una ruta de investigacio´n que busca conocer:
Las semejanzas y diferencias entre las cintas de grafeno zigzag y los canales de
grafeno de bordes zigzag grabados en F-grafeno.
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La deposicio´n del flu´or sobre el grafeno, el enlace y la difusio´n del flu´or sobre el
grafeno, junto con la dependencia de e´stos con respecto el dopaje electro´nico.
La relajacio´n de esp´ın generada por las impurezas de flu´or sobre el grafeno.
En esta tesis buscamos responder algunas de estas cuestiones. La estructura de la
tesis es la siguiente: En el cap´ıtulo 1 describimos al grafeno y su estructura electro´nica.
Luego exponemos las propiedades ba´sicas de las cintas de grafeno de bordes zigzag,
detallando sus estados de borde. En el cap´ıtulo 2 presentamos los o´rdenes magne´ticos de
las cintas de grafeno de bordes zigzag, e investigamos el control de su orden magne´tico
mediante el dopaje electro´nico local, el cual podr´ıa ser inducido mediante potenciales
de compuerta. Adema´s estudiamos la transmisio´n de esp´ın a trave´s de una regio´n
magnetizada de la cinta. Las herramientas de ca´lculo para estos cap´ıtulos son el me´todo
de enlace fuerte, el me´todo de Hubbard, el me´todo de Hartree-Fock; y la transmisio´n
es obtenida en el l´ımite de respuesta lineal con el formalismo de Landauer.
En el cap´ıtulo 3 presentamos los conceptos ba´sicos de la Teor´ıa de la Funcional
Densidad (DFT, por sus siglas en ingle´s). Esta herramienta de ca´lculo se usa a lo largo
de los siguientes cap´ıtulos conjuntamente con los me´todos de enlace fuerte, el me´todo de
Hubbard, y el me´todo de Hartree-Fock. Con la DFT se calcula la estructura electro´nica
de los sistemas que investigaremos, y los dema´s me´todos permiten la comprensio´n de la
estructura electro´nica que se logra mediante el ajuste de los ca´lculos DFT con me´todos
ma´s sencillos.
En el cap´ıtulo 4 investigamos la estructura electro´nica de los canales de grafeno de
interfase zigzag construidos sobre F-grafeno. Este cap´ıtulo contiene los diagramas de
bandas, la densidad de estados, y la proyeccio´n de estados sobre orbitales ato´micos,
todo obtenido con ca´lculos de la DFT. En el cap´ıtulo 5 interpretamos los ca´lculos
DFT del cap´ıtulo 4 mediante el ajuste de sus resultados con me´todos de Hartree-Fock.
En este cap´ıtulo se detalla la semejanza y la diferencia relevante entre los canales de
grafeno zigzag y las cintas de grafeno zigzag.
En el cap´ıtulo 6 investigamos la factibilidad de adicionar y remover a´tomos de flu´or
en el grafeno. Esto lo realizamos mediante el ca´lculo de la barrera de difusio´n del flu´or
sobre el grafeno. Nuestros resultados sugieren que el flu´or es un adsorbato que puede
ser fijado o desprendido del grafeno mediante el dopaje electro´nico, porque la barrera
de difusio´n puede incrementarse y reducirse con la concentracio´n de la carga electro´ni-
ca. Aprovechando esta bondad del flu´or, presentamos en el cap´ıtulo 7 el acoplamiento
esp´ın-o´rbita del sistema compuesto por grafeno y adsorbatos de flu´or en diferentes
concentraciones. Adema´s exponemos el mecanismo dominante de relajacio´n de esp´ın
obtenido por las impurezas de flu´or. Finalmente en el cap´ıtulo 8 presentamos las prin-
cipales conclusiones de la presente tesis, y en los ape´ndices A, B, C, y D, mostramos
algunas tablas y conceptos que permiten mayor compresio´n de la investigacio´n.
Cap´ıtulo 1
El grafeno.
1.1. Descripcio´n ba´sica del grafeno.
El grafeno es un arreglo de a´tomos de carbono (C) que esta´n distribuidos en una
red tipo panal de abejas. En la Fig. 1.1 presentamos la estructura cristalina del grafeno
mediante un esquema y una imagen experimental. Su estructura cristalina es una red
triangular con para´metro de red a =
√
3 a0, donde la base esta´ compuesta por dos
a´tomos de carbono separados a0=1.42A˚ .
La estructura cristalina del grafeno proviene de la hibridacio´n de sus a´tomos. La
configuracio´n electro´nica del carbono es 1s2 2s2 2p2, y las energ´ıas de sus estados ocu-
pados son: E1s=-290.63eV, E2s=-17.54eV y E2p=-8.98eV [3]. Estas energ´ıas clasifican a
los seis electrones del C en dos electrones de coraza (que ocupan el orbital 1s) y cuatro
electrones de valencia (que ocupan los orbitales 2s y 2p). Los electrones de valencia
son los responsables del enlace entre a´tomos porque estos esta´n menos ligados a su
nu´cleo y pueden migrar de un a´tomo a otro, y la hibridacio´n de sus orbitales definen
la estructura de la mole´cula o del so´lido. Por ejemplo el diamante esta´ compuesto por
carbonos de hibridacio´n sp3 (generada por los orbitales 2px, 2py, 2pz y 2s), mientras
Figura 1.1: Panel izquierdo: Arreglo bidimensional de a´tomos de carbono llamado gra-
feno. El arreglo de a´tomos es del tipo panal de abejas y la separacio´n entre sus a´tomos es
de a0 =1.42A˚ . Panel derecho: Imagen experimental de transmission electron microscopy
(TEM) del grafeno [49] donde la barra blanca tiene una longitud de 5A˚.
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que el grafito esta´ compuesto por carbonos de hibridacio´n sp2 (generada por los or-
bitales 2px, 2py y 2s). En particular, el grafito esta´ compuesto por capas de grafeno
apiladas uno sobre otra, y estas capas esta´n de´bilmente ligadas por un enlace del tipo
Van der Waals, este de´bil acoplamiento es lo que facilita separarlas. En el an˜o 2004 se
obtuvo´ experimentalmente una capa de grafeno [6] sin que esta se encuentre enrollada
sobre si misma (fullerenos) o enrollada sobre alguna direccio´n (nanotubo).
El grafeno ha mostrado tener una estructura cristalina robusta, generada por la hi-
bridacio´n sp2 de sus a´tomos (enlaces covalentes). Sus inusuales propiedades electro´nicas
ma´s su alta reactividad provienen del orbital 2pz de cada uno de sus a´tomos [9]. Adema´s
de sus propiedades particulares, con el grafeno se inicio´ una nueva etapa en los so´lidos,
debido a que el grafeno es el primer so´lido bidimensional.
1.2. Modelo de enlace fuerte sobre el grafeno.
La estructura electro´nica del grafeno puede ser descrita mediante el modelo de
enlace fuerte (TB, por sus siglas en ingle´s), si bien es cierto el TB no considera las
interacciones electro´nicas, este ajusta cualitativamente los diagramas de bandas obte-
nidos con ca´lculos ma´s precisos. Adema´s el TB permite obtener las bandas del grafeno
de forma anal´ıtica. En esta aproximacio´n no interactuante, comenzamos por escribir el
hamiltoniano de un electro´n en medio de un potencial perio´dico:
H = − ~
2
2m
∇2 +
∑
n
V (r− rn) (1.1)
El primer te´rmino es el operador de energ´ıa cine´tica y el segundo te´rmino es la suma
de los potenciales efectivos del carbono V (r − rn) que contienen las contribuciones
del io´n de carbono y del apantallamiento de carga electro´nica. En este caso rn es la
posicio´n de cada io´n de carbono y r es la coordenada del electro´n. Como el potencial
cerca del a´tomo es aproximadamente el potencial del a´tomo aislado, se considera que la
funcio´n de onda electro´nica es la combinacio´n lineal de funciones de Bloch “Φj(k, r)”
compuestas por orbitales ato´micos. Para construir estas funciones describimos en la
Fig. 1.2 la celda unidad y la zona de Brillouin del grafeno.
La celda unidad contiene dos a´tomos de carbono, que etiquetamos como A (negro)
y B (gris). La separacio´n entre estos a´tomos es d = 1
3
(a1 + a2) donde a1(2) son los
vectores de la red. Al reproducir esta celda obtenemos las subredes triangulares que
llamaremos A y B. La subred A esta formada por todos los a´tomos localizados en
rn = ν1a1 + ν2a2 con ν1(2) ∈ Z. En cambio la subred B esta formada por los a´tomos
localizados en rn + d. Los orbitales que consideramos en este modelo son los orbitales
2s, 2px, 2py y 2pz, que son los orbitales de valencia del carbono, y de aqu´ı en adelante
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Figura 1.2: (a) Celda unidad del grafeno que esta encerrada con l´ıneas entrecorta-
das. Tambie´n mostramos los vectores de la red que son a1=a(
√
3
2 ,
1
2) y a2=a(
√
3
2 ,−12)
cuyo mo´dulo comu´n es a =
√
3 a0. La red de puntos negros (grises) representa la su-
bred triangular A (B). (b) Zona de Brillouin con sus correspondiente puntos de alta
simetr´ıa (Γ,K,M), la que sombreamos para su mejor visualizacio´n. Tambie´n mostramos
los vectores rec´ıprocos del cristal que son b1 =
2pi
a (
√
3
3 , 1) y b2 =
2pi
a (
√
3
3 ,−1).
omitiremos el nu´mero 2 al escribir estos orbitales debido a que todos estos tienen el
mismo nu´mero cua´ntico principal. Por lo tanto, tenemos 8 orbitales no equivalentes en
cada celda unidad que construyen 8 funciones de Bloch diferentes para cada nu´mero
de onda “k”. Estas funciones son:
ΦA,l(k, r) =
1√
N
∑
n
ei k·rnφl(r− rn)
ΦB,l(k, r) =
ei k·d√
N
∑
n
ei k·rnφl(r− rn − d),
(1.2)
donde φl es el tipo de orbital (l = s, px, py, pz). Las funciones ΦA,l y ΦB,l tienen peso
solamente sobre la subred A (B), y por comodidad contraemos los sub´ındices ζ = A,B
y l por un solo sub´ındice. Posteriormente escribimos la funcio´n de onda Ψi(k, r) como
una combinacio´n lineal de estas 8 funciones de Bloch:
Ψi(k, r) =
∑
j
Cij(k) Φj(k, r). (1.3)
La energ´ıa de Ψi(k, r) la calculamos con la ecuacio´n de Schro¨dinger: E(k) Ψi(k, r) =
HΨi(k, r). Esta energ´ıa depende de los pesos Cij(k) que se obtienen por el me´todo
variacional. La energ´ıa con respecto los pesos Cij(k) es:
Ei =
〈Ψi|H|Ψi〉
〈Ψi|Ψi〉 =
n∑
j,j′
C∗ijCij′〈Φj|H|Φj′〉
n∑
j,j′
C∗ijCij′〈Φj|Φj′〉
=
n∑
j,j′
C∗ijCij′Hjj′
n∑
j,j′
C∗ijCij′Sjj′
, (1.4)
donde por simplicidad omitimos k en cada te´rmino, y la notacio´n compuesta por “bra-
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kets” significa que 〈f |O|g〉 = ∫
V
f ∗(r)O g(r) dr siendo f(r) y g(r) funciones, y O un
operador. Por consiguiente Hjj′ son los elementos de matriz del hamiltoniano y Sjj′
es el solapamiento entre funciones de Bloch. Con el fin de obtener la mı´nima energ´ıa
realizamos la variacio´n de Ei con respecto de los pesos Cij′ :
∂ Ei
∂C∗ij
=
1
n∑
j,j′=1
C∗ijCij′Sjj′
(
n∑
j′=1
Hjj′Cij′ − Ei
n∑
j′=1
Sjj′Cij′
)
= 0, (1.5)
y de esta u´ltima ecuacio´n trabajamos solamente con la expresio´n encerrada entre
pare´ntesis. Definiendo a Ci como un vector columna de elementos Cij′ , obtenemos
la siguiente ecuacio´n matricial:
H(k) Ci(k) = Ei(k)S(k)Ci(k) ⇒ det[H(k) − E(k)S(k)] = 0 (1.6)
Al calcularse el determinante de la derecha de la Ec. (1.6) obtenemos una ecuacio´n
que contiene tantas ra´ıces como funciones de Bloch. En este caso tenemos 8 ra´ıces Ei(k)
y cada una de estas ra´ıces contiene asociado un vector Ci. Por lo tanto la forma de
calcular la relacio´n de dispersio´n del grafeno es:
Definir las funciones de Bloch construidas con los orbitales ato´micos.
Calcular con las funciones de Bloch la matriz H del hamiltoniano y la matriz S
de solapamientos.
Calcular para cada k los E(k) que satisfacen la ecuacio´n (1.6).
Para obtener los elementos de matriz 〈Φi(k)|H|Φj(k)〉 calculamos sus correspon-
dientes integrales:
〈Φi(k)|H|Φj(k)〉 = 1
N
∑
n,m
e−ik·(rn−rm)
∫
φ∗i (r− rn)
(
− ~
2
2m
∇2 +
∑
l
V (r− rl)
)
φj(r− rm)dr
=
1
N
∑
n,m
e−ik·(rn−rm)
∫
φ∗i (r− rn)
(
Hm +
∑
l 6=m
V (r− rl)
)
φj(r− rm)dr
=
1
N
∑
n,m
e−ik·(rn−rm)
∫
φ∗i (r− rn) (j +Wm(r)) φj(r− rm)dr,
(1.7)
donde Hm es el hamiltoniano ato´mico que fue construido con el operador de energ´ıa
cine´tica y el potencial del io´n localizado en rm, por esto:
Hm φj(r− rm) = j φj(r− rm) , (1.8)
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donde j es la energ´ıa del nivel ato´mico j (sin considerar la contribucio´n del cam-
po cristalino). Luego el potencial Wm(r) es la suma de todos los potenciales de los
dema´s iones. La evaluacio´n de estos elementos de matriz podemos hacerla tan precisa
como queramos, pero simplificamos el ca´lculo despreciando las integrales entre orbi-
tales distantes porque estos orbitales se localizan exponencialmente, por lo que so´lo
consideramos las integrales entre orbitales que son primeros vecinos. Cuando Φi y Φj
pertenecen a la misma subred obtenemos el elemento de matriz:
〈Φi(k)|H|Φj(k)〉 ≈ 1
N
∑
n,m
e−ik·(rn−rm)
∫
φ∗i (r− rn) j φj(r− rm) δn,m δi,j dr = j δi,j
(1.9)
en este caso despreciamos el potencial Wm(r) en rm, aunque podemos incluir sus efectos
corrigiendo el valor de j. Adema´s los elementos de matriz entre orbitales separados
ma´s que un para´metro de red los consideramos nulos.
Cuando Φi y Φj pertenecen a subredes diferentes encontramos en la Ec. (1.7) in-
tegrales compuestas entre orbitales vecinos, por lo tanto estos elementos de matriz
dependen de la orientacio´n relativa entre estos orbitales, su estructura, y la coordina-
cio´n de cada a´tomo:
〈Φi(k)|H|Φj(k)〉 ≈ 1
N
∑
n,m
e−ik·(rn−rm)
∫
φ∗i (r− rn) (j +Wm(r)) φj(r− rm) dr
≈
3∑
l=1
e−ik·dl
∫
φ∗i (r− rm − dl) (j +Wm(r)) φj(r− rm) dr
(1.10)
donde cada te´rmino es una integral entre orbitales vecinos acompan˜ada por un factor
de fase. En la Fig. 1.3 mostramos las orientaciones entre los orbitales correspondientes
a los elementos de matriz ba´sicos para el ca´lculo. En el panel 1.3(a) mostramos Hss =
〈s(0)|H|s(a0)〉 que es el elemento de matriz entre orbitales s. En la zona inferior de
1.3(a) mostramosHσ = −〈pσ(0)|H|pσ(a0)〉 que es el elemento de matriz correspondiente
a los orbitales p orientados en la direccio´n σ, donde la direccio´n σ la mostramos con
la flecha que une los centros de los orbitales. En el panel 1.3(b) mostramos Hsp =
〈p(0)|H|s(a0)〉 que es el elemento de matriz entre el orbital p y s, donde el orbital
p esta´ orientado en la direccio´n σ. En la zona inferior de 1.3(b) mostramos Hpi =
〈ppi(0)|H|ppi(a0)〉 que es el elemento de matriz entre orbitales p, donde estos esta´n
orientados en la direccio´n pi que es la direccio´n perpendicular a σ. Por u´ltimo en el
panel 1.3(c) exponemos los arreglos de orbitales que dan elementos de matriz nulos.
Con todos estos elementos de matriz podemos escribir el hamiltoniano en la base Φi(k).
De igual forma definimos Sij = 〈φi(0)|φj(a0)〉 que son los solapamientos entre orbitales
vecinos, que tambie´n son descritos con la Fig. 1.3. En la tabla 1.1 mostramos los valores
de estos elementos de matriz y solapamientos [2].
6 El grafeno.
Figura 1.3: Paneles superiores: Combinaciones entre orbitales s y p que definen los ele-
mentos de matriz Hij . Estas combinaciones tambie´n definen la matriz de solapamientos
Sij . En estos paneles presentamos las direcciones σ y pi. La direccio´n que une el centro de
los orbitales es la direccio´n σ, mientras que la direccio´n pi es perpendicular a la direccio´n
σ. Paneles inferiores: Porcio´n de grafeno y dos distribuciones de orbitales.
H Valor[eV] S Valor
Hss = 〈s(0)|H|s(a0)〉 -6.769 Sss = 〈s(0)|s(a0)〉 0.212
Hsp = 〈pσ(0)|H|s(a0)〉 -5.580 Ssp = 〈pσ(0)|s(a0)〉 0.102
Hσ = −〈pσ(0)|H|pσ(a0)〉 -5.037 Sσ = −〈pσ(0)|pσ(a0)〉 0.146
Hpi = 〈ppi(0)|H|ppi(a0)〉 -3.033 Spi = 〈ppi(0)|ppi(a0)〉 0.129
εs -3.033eV εp 0.000
Tabla 1.1: Elementos de matriz de H(k) y S(k). Estos elementos de matriz dependen
de la posicio´n y la orientacio´n de los orbitales, los cuales describimos en la Fig. 1.3. Estos
valores han sido extra´ıdos de la Ref. [2].
Para evaluar los elementos de matriz conviene descomponer a los orbitales px(y) en
las direcciones σ y pi. En la Fig. 1.3(d) mostramos esta descomposicio´n de orbitales
presentando una porcio´n del grafeno y sen˜alando las distancias entre orbitales vecinos.
Para algu´n a´tomo de la subred A, sus vecinos esta´n localizados en las direcciones
di, y estas direcciones definen las direcciones σ y pi de todo a´tomo de la subred A.
Posteriormente en las Figs. 1.3(e,f) mostramos dos arreglos de orbitales vecinos.
Las integrales de la Ec. (1.10) se calculan en funcio´n de Hss, Hsp, Hpipi y Hσσ, por
lo que descomponemos los orbitales px(y) en las direcciones locales σ y pi. Para este
fin definimos el a´ngulo θ entre la direccio´n “j” de pj y la direccio´n σ, y escribimos el
orbital pj en funcio´n de los orbitales pσ y ppi:
pj = cos(θ) pσ + sin(θ) ppi , (1.11)
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Figura 1.4: Descomposicio´n de los orbitales px y py en las direcciones σ y pi. Aqu´ı σ
es la direccio´n d3 definida en la Fig. 1.3(d). Los pesos en ambas direcciones dependen
del a´ngulo θ, que barre desde el eje del orbital hacia la direccio´n σ. En (a) vemos que
θ = −2pi3 cuando el orbital descompuesto es px, mientras que en (b) apreciamos que que
θ = 5pi6 cuando el orbital descompuesto es py.
y en la Fig. 1.4 presentemos un par de casos como ejemplo, siendo σ la direccio´n que
une el orbital que esta´ 0 con el orbital que esta´ en d3 (como se ve en la Fig. 1.3). En el
panel 1.4(a) mostramos el orbital px localizado en d3. En este caso el a´ngulo θ = −2pi3
porque barre desde “x” hacia “σ” con sentido negativo u horario. En el panel 1.4(b)
mostramos el caso del orbital py, donde θ =
5pi
6
porque barre desde “y” hacia “σ” con
sentido positivo o antihorario. La descomposicio´n de estos dos casos se escribe:
px = cos(−2pi
3
) pσ + sin(−2pi
3
) ppi = −1
2
pσ −
√
3
2
ppi ,
py = cos(
5pi
6
) pσ + sin(
5pi
6
) ppi = −
√
3
2
pσ +
1
2
ppi .
(1.12)
Esta descomposicio´n se repite con los dema´s orbitales p ubicados en la direccio´n d1
y d2. En las siguientes igualdades presentamos -dentro de nuestra aproximacio´n- los
elementos de matriz no nulos de H(k):
〈sBk|H|sAk〉 = Hss
(
e−ik·d1 + e−ik·d2 + e−ik·d3
)
,
〈pxBk|H|sAk〉 = Hsp
(
− e−ik·d1 + e
−ik·d2 + e−ik·d3
2
)
,
〈pyBk|H|sAk〉 = −
√
3Hsp
(
e−ik·d2 − e−ik·d3
2
)
.
(1.13)
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〈sBk|H|pxAk〉 = −〈pxBk|H|sAk〉 ,
〈pxBk|H|pxAk〉 = −Hσ e−ik·d1 + 3Hpi −Hσ
2
(
e−ik·d2 + e−ik·d3
2
)
,
〈pyBk|H|pxAk〉 =
√
3
2
(Hpi +Hσ)
(
e−ik·d2 − e−ik·d3
2
)
.
(1.14)
〈sBk|H|pyAk〉 = −〈pyBk|H|sAk〉 ,
〈pxBk|H|pyAk〉 = 〈pyBk|H|pxAk〉 ,
〈pyBk|H|pyAk〉 = Hpi e−ik·d1 + Hpi − 3Hσ
2
(
e−ik·d2 + e−ik·d3
2
)
.
(1.15)
〈pzBk|H|pzAk〉 = Hpi
(
e−ik·d1 + e−ik·d2 + e−ik·d3
)
. (1.16)
Los elementos de la matriz S(k) se obtienen de igual forma como se obtienen los ele-
mentos de matriz de H(k). Por lo tanto los solapamientos 〈φBk|ψAk〉 (siendo φ y ψ los
orbitales ato´micos) se obtienen usando las Ecs. 1.13, 1.14, 1.15, y 1.16, intercambiando
Hξ por Sξ (donde ξ = ss, sp, σ, pi). Los valores de Sξ esta´n en la tabla 1.1.
No´tese que los elementos de matriz entre orbitales pz y los dema´s orbitales tienen
valor nulo debido a la estructura plana del grafeno. Esto facilita el ca´lculo de los estados
del grafeno porque podemos dividir el ca´lculo en dos grupos. En caso de que el grafeno
este´ curvado -formando por ejemplo un nanotubo- se presentan elementos de matriz
que acoplan el orbital pz con los dema´s orbitales, pero podemos despreciar este acople
cuando el radio de curvatura es del orden de los 20A˚ [2, 9]. Por esta razo´n, comu´nmente
se estudia al grafeno considerando u´nicamente sus estados compuestos por orbitales pz.
1.3. Diagrama de bandas σ y pi.
La matriz H(k) es una matriz compuesta por dos bloques, donde uno de estos
esta´ construido so´lo con las funciones de Bloch de los orbitales 2pz, y por esto los
bloques de H(k) tienen dimensio´n 2 × 2 y 6 × 6. Los mismo sucede para S(k). En
consecuencia, para cualquier k, la matriz H(k) − E(k) S(k) es una matriz compuesta
por un par de bloques, lo que permite simplificar la Ec. (1.6) de la siguiente forma:
det[H(k) − E(k) S(k)] = det[H(k)σ − E(k) S(k)σ] · det[H(k)pi − E(k) S(k)pi] = 0
(1.17)
Con H(k)σ y S(k)σ obtenemos seis bandas que son llamadas bandas σ, y con H(k)pi
y S(k)pi obtenemos dos bandas que son llamadas bandas pi. Las bandas σ las obtenemos
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con resolviendo el determinante:
det[H(k)σ − E(k) S(k)σ] = 0. (1.18)
donde H(k)σ y S(k)σ son detalladas en las Ecs. (1.17) y (1.18):
H(k)σ =
(
̂ B̂A
†
H
B̂AH ̂
)
; S(k)σ =
(
I B̂A
†
S
B̂AS I
)
; ̂ =
 s 0 00 p 0
0 0 p

(1.19)
B̂AX =
 〈sBk|OX |sAk〉 〈sBk|OX |pxAk〉 〈sBk|OX |pyAk〉〈pxBk|OX |sAk〉 〈pxBk|OX |pxAk〉 〈pxBk|OX |pyAk〉
〈pyBk|OX |sAk〉 〈pyBk|OX |pxAk〉 〈pyBk|OX |pyAk〉
 (1.20)
donde I es la matriz identidad de orden 3×3, y la matriz B̂AX depende de X. Si X
es H entonces OH = H, y si X es S entonces OX = I. Al calcular el determinante de
la Ec. (1.18) obtenemos un polinomio real de sexto orden cuya variable es E(k). Las
ra´ıces del polinomio son las energ´ıas E(k), las cuales son obtenidas de forma nume´rica
debido a la complejidad de las ecuaciones.
Pasamos a calcular las bandas pi resolviendo el determinante:
det[H(k)pi − E(k) S(k)pi] = 0. (1.21)
donde las matrices H(k)pi y S(k)pi se escriben como:
H(k)pi =
(
2p Hpi f(k)
∗
Hpi f(k) 2p
)
; S(k)pi =
(
1 Spi f(k)
∗
Spi f(k) 1
)
(1.22)
donde f(k) = e−ik·d1 + e−ik·d2 + e−ik·d3 . La Ec. (1.21) produce una ecuacio´n de segundo
orden para E(k), cuya solucio´n es:
E(k) =
2p ± t |f(k)|
1± s |f(k)| (1.23)
donde en lugar de escribir Hpi (Spi) escribimos t (s). Usualmente en la literatura el
te´rmino t esta´ asociado al elemento de matriz entre orbitales pz del grafeno.
En la Fig. 1.5 mostramos el diagrama de bandas en el camino que une los puntos
de ma´xima simetr´ıa de la zona de Brillouin; las primeras tres bandas σ y la primera
banda pi esta´n ocupadas por los ocho electrones por celda unidad del grafeno. En esta
figura el nivel de Fermi es usado como referencia de energ´ıa.
10 El grafeno.
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Figura 1.5: Diagrama de bandas del grafeno obtenidas mediante el modelo de enlace
fuerte. En (a) mostramos las bandas obtenidas con la Ec. det |H(k) − E S(k)| = 0. En
(b) mostramos las bandas considerando un solapamiento nulo entre orbitales (S = I).
Los para´metros correspondientes a estos resultados se encuentran en la tabla 1.1.
Como indicamos anteriormente las bandas σ son responsables de la estabilidad de
la estructura cristalina. Los autovectores de las tres primeras bandas σ muestran que
los orbitales ato´micos esta´n enfrentados entre s´ı con una hibridacio´n tipo sp2. En con-
secuencia mayor carga se deposita en medio de los a´tomos, y por esta propiedad estas
bandas son denominadas bandas σ bonding o simplemente bandas σ. En cambio las
u´ltimas tres bandas σ tienen autovectores que muestran la oposicio´n entre los orbitales
sp2, y por esto la carga tiene un nodo en medio de los a´tomos, y por esta propiedad
estas bandas son denominadas bandas σ anti-bonding o simplemente bandas σ∗. Las
bandas σ y σ∗ esta´n separadas ±3.0eV del nivel de Fermi, y la estructura de sus estados
se muestra en el ape´ndice A.
Por otro lado, a las dos bandas pi se las denomina pi y pi∗. Las bandas pi y pi∗ son
responsables de las diversas propiedades electro´nicas del grafeno porque el nivel de
Fermi se encuentra en medio de estas. Estas bandas muestran que el grafeno es un
semiconductor de brecha de energ´ıa nula, tambie´n llamado un semimetal, porque no
hay solapamiento entre las bandas pi y pi∗. Esto sucede en los puntos K = 4pi
3
(0,±1)
o ma´s precisamente en todos los ve´rtices de la zona de Brillouin, que tambie´n son
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llamados “Puntos de Dirac”. La superficie de Fermi se localiza en los Puntos de Dirac,
y alrededor de estos puntos la energ´ıa de las bandas se incrementa linealmente con el
nu´mero de onda.
En la Fig. 1.5(b) mostramos las bandas que se obtienen cuando no se considera el
solapamiento entre orbitales ato´micos, por lo que S(k) = I. En este caso las bandas se
obtendr´ıan con la diagonalizacio´n de H(k), sin embargo tal como vemos, estas bandas
son diferentes a las mismas de la Fig. 1.5(a), aunque son muy similares entre s´ı alrededor
del nivel de Fermi. Las bandas de la Fig. 1.5(b) son las bandas de los orbitales de
Wannier sin considerar sus correcciones, y estas correcciones son la adicio´n de elementos
de matriz entre orbitales de Wannier ma´s lejanos que los primeros vecinos [50]. La
diferencia entre los orbitales ato´micos y los de Wannier es que los orbitales ato´micos
no son ortogonales entre s´ı cuando estos se localizan en posiciones ato´micas vecinas,
en cambio los orbitales de Wannier si lo son; y en los ca´lculos de enlace fuerte es ma´s
frecuente usar funciones de Wannier en lugar de orbitales ato´micos, debido a que las
bandas se obtienen directamente con la diagonalizacio´n de H(k).
1.4. Diagrama de bandas pi y pi∗ en mayor detalle.
Es comu´n encontrar al hamiltoniano de grafeno escrito en la base de orbitales de
Wannier pz, y en este caso las bandas del grafeno se obtienen con la Ec. (1.21) inter-
cambiando S(k) por I, lo que corresponde a obtener los autovalores del hamiltoniano.
Sin embargo es necesario agregar elementos de matriz de segundos vecinos para ajustar
mejor las bandas pi y pi∗ del grafeno.
Usando la base de Wannier, los elementos de matriz entre funciones de Bloch de
diferentes subredes son:
〈pzBk|H|pzAk〉 = −t1 f(k) (1.24)
y los elementos de matriz entre funciones de Bloch de la misma subred, que anterior-
mente consideramos nulos, son:
〈pzA(B)k|H|pzA(B)k〉 = t2 (cos(k · a1) + cos(k · a2) + cos(k · (a1 − a2)))
= t2 |f(k)|2 − 3t2 ,
(1.25)
donde t1 y t2 son los elementos de matriz a primeros y segundos vecinos, respectiva-
mente. En consecuencia la Ec. de Schro¨dinger la escribimos como:
HW (k)
(
αk
βk
)
=
(
t2|f(k)|2 −t1f(k)∗
−t1f(k) t2|f(k)|2
)(
αk
βk
)
= E(k)
(
αk
βk
)
, (1.26)
donde se tomo´ como referencia de energ´ıa el valor de −3t2. Las funciones αk y βk son
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Figura 1.6: Bandas pi y pi∗ obtenidas con el me´todo de enlace fuerte construidos con
orbitales ato´micos -Ec. (1.21)- y con orbitales de Wannier -Ec. (1.26)-, en el u´ltimo caso
consideramos elementos de matriz hasta segundos vecinos.
los pesos de las funciones de Bloch localizadas en la subred A y B, respectivamente.
Las energ´ıa de los estados son:
E(k) = ±t1 |f(k)|+ t2 |f(k)|2 (1.27)
Es importante indicar que la relacio´n de dispersio´n obtenida en esta aproximacio´n
(Ec. 1.27) y relacio´n de dispersio´n de los orbitales ato´micos (Ec. 1.23) son similares
alrededor del nivel de Fermi. Esto lo mostramos expandiendo la relacio´n de dispersio´n
de los orbitales ato´micos (1.23) en el l´ımite |f(k)| ≈ 0, lo que sucede alrededor de los
puntos de Dirac:
E(k) = ±t |f(k)| − t s |f(k)|2 (1.28)
comparando los para´metros de las Ecs. (1.28) y (1.27) obtenemos que t1 = −t y t2 =
−t·s. En conclusio´n es indistinto trabajar con orbitales de Wannier u orbitales ato´micos
alrededor del nivel de Fermi, pero hay que elegir para´metros consistentes. En la Fig. 1.6
se aprecian las bandas pi, pi∗ obtenidas con estas descripciones, mostrando su semejanza
alrededor del nivel de Fermi.
Las bandas del grafeno que hemos presentado hasta aqu´ı han sido obtenidas sin
considerar las interacciones electro´nicas, si comparamos estas con las bandas calculadas
por me´todos de primeros principios encontraremos muchas similitudes entre ambos
resultados, como por ejemplo la similar dispersio´n de las bandas σ, pi y pi∗ (ve´ase
el ape´ndice A). Sin embargo para ajustar cuantitativamente las bandas pi y pi∗ de
los me´todos de primeros principios, es necesario usar un hamiltoniano de Wannier
compuesto por elementos de matriz entre orbitales que distan hasta cuatro para´metros
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de red [50]; sin embargo la estructura electro´nica relevante esta´ alrededor del nivel de
Fermi, que puede ser ajustada con elementos de matriz hasta segundos vecinos.
De aqu´ı en adelante usaremos el modelo de enlace fuerte usando las funciones
de Wannier hasta segundos vecinos debido a su simplicidad y menor costo nume´rico,
adema´s sobre este modelo implementaremos ca´lculos de campo medio que mostraremos
en los cap´ıtulos siguientes. Continuando con esta descripcio´n mostramos la relacio´n de
dispersio´n alrededor de los puntos de Dirac:
E(k) = ±vF |q| + 3
4
a2 t2 |q|2 ; k = K + q , (1.29)
donde K es alguno de los puntos de Dirac, q es el apartamiento respecto estos puntos,
y vF =
√
3
2
at1. La relacio´n de dispersio´n mostrada en (1.29) indica que los portadores
del grafeno se comportan como part´ıculas sin masa, y esto da origen a las propiedades
inusuales de transporte [1]. Si expandimos el hamiltoniano de la Ec. (1.26) alrededor de
los puntos de Dirac (considerando so´lo el te´rmino lineal en q) obtenemos una expresio´n
simple para la ecuacio´n de Schro¨dinger:
H(K± + q)
(
αk
βk
)
= −vF
(
0 γ∗(qx ∓ i qy)
γ(qx ± i qy) 0
)(
αk
βk
)
, (1.30)
donde γ es una fase compleja la cual depende de los puntos de Dirac usados en la
expansio´n. Por ejemplo en caso de que K± = ∓4pi3a (0, 1) tenemos que γ = e−i
pi
2 , K± =
4pi
3a
(
√
3
2
,±1
2
) tenemos que γ = ei
5pi
6 y por u´ltimo K± = 4pi3a (−
√
3
2
,±1
2
) tenemos que γ = ei
pi
6 .
La fase compleja y el signo negativo se absorbe mediante una transformacio´n unitaria,
y la Ec. (1.30) adquiere la forma:
H(K+ + q) = vF [σxqx+σyqy] = vF σ ·q ; H(K− + q) = vF [σxqx−σyqy] = vF σ∗ ·q,
(1.31)
donde σj es la matriz de Pauli en la direccio´n “j”, donde σ = (σx, σy) y σ
∗ = (σx,−σy)
son formas vectoriales de escribir estas matrices.
1.5. L´ımite del continuo.
El l´ımite del continuo es un me´todo que permite obtener las excitaciones del grafeno
alrededor del nivel de Fermi, cuando sobre este se aplica un potencial externo. Este
me´todo trabaja so´lo con los orbitales pz debido a que el nivel de Fermi se encuentra en
medio de las bandas pi y pi∗ [1]. De forma general, la funcio´n de onda en el modelo de
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enlace fuerte se escribe:
ψ(r) =
∑
RA
ψA(RA)ϕ(r−RA) +
∑
RB
ψB(RB)ϕ(r−RB) , (1.32)
donde ϕ(r−Rj) son los orbitales y ψj(Rj) es el peso de la funcio´n de onda. La energ´ıa
del sistema es:
E =
〈ψ|H|ψ〉
〈ψ|ψ〉 =
∑
j,j′=A,B
∑
Rjn,Rj′m
ψ∗j (Rjn)ψ
∗
j′(Rjn)hRjnRj′m∑
j,j′=A,B
∑
Rjn,Rj′m
ψ∗j (Rjn)ψ
∗
j′(Rjn) sRjnRj′m
, (1.33)
donde hRjnRj′m = 〈ϕ(r − Rjn)|H|ϕ(r − Rj′m)〉 son los elementos de matriz (cuando
Rjn 6= Rj′m) y energ´ıas locales (cuando Rjn = Rj′m) del hamiltoniano H, mientras que
sRjnRj′m = 〈ϕ(r−Rjn)|ϕ(r−Rj′m)〉 es el solapamiento entre los orbitales. Minimizando
la energ´ıa, se obtiene la relacio´n entre la energ´ıa y los pesos ψj(Rj) de la funcio´n de
onda:
∂E
∂ψ∗j (Rjn)
= 0 ⇒
∑
j′=A,B
ψj′(Rj′m)hRjnRj′m = E
∑
j′=A,B
ψj′(Rj′m) sRjnRj′m . (1.34)
Al considerar solamente elementos de matriz a primeros vecinos (-γ), y solapamientos
nulos entre orbitales vecinos, obtenemos las siguientes ecuaciones:
ε(RA)ψA(RA)− γ
3∑
l=1
ψB(RBl) = ε(RA)ψA(RA)− γ
3∑
l=1
ψB(RA + dl) = E ψA(RA) ,
ε(RB)ψB(RB)− γ
3∑
l=1
ψA(RAl) = ε(RB)ψB(RB)− γ
3∑
l=1
ψA(RB − dl) = E ψB(RB) .
(1.35)
donde ε(Rj) es la energ´ıa local en Rj, y dl (l=1,2,3) es uno de los tres vectores que
indican la separacio´n y la direccio´n entre sitios que son primeros vecinos entre si.
Los estados que cercanos al nivel de Fermi son una combinacio´n entre estados del
grafeno de nu´meros de onda cercanos a los puntos de Dirac, que anteriormente hemos
definido como: K+ = K1 y K− = K2. Por lo tanto, los pesos de estas funciones de
onda tienen la siguiente estructura:
ψA(RA) = α
K1
A e
iK1·RAFK1A (RA) + α
K2
A e
iK2·RAFK2A (RA)
ψB(RB) = α
K1
B e
iK1·RBFK1B (RB) + α
K2
B e
iK2·RBFK2B (RB) ,
(1.36)
donde αK1A = 1, α
K2
A = −ieiθ, αK1B = ieiθ, y αK2B = 1 son fases, que dependen de la
orientacio´n de los para´metros red con respecto de los ejes de coordenadas, lo que se
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caracteriza con el a´ngulo θ. Por otro lado desarrollando la Ec. (1.32) obtenemos:
ψ(r) =
∑
i=A,B
∑
Ri
ψi(Ri)ϕ(r−Ri)
=
∑
i=A,B
∑
Ri
∑
Kj=K1,K2
α
Kj
i e
iKj ·RiFKji (Ri)ϕ(r−Ri)
≈
∑
i=A,B
∑
Ri
∑
Kj=K1,K2
α
Kj
i e
iKj ·RiFKji (r)ϕ(r−Ri)
=
∑
i=A,B
∑
Kj=K1,K2
F
Kj
i (r)e
−iKj ·r
[
α
Kj
i
∑
Ri
ϕ(r−Ri)e−iKj ·(r−Ri)
]
=
∑
i=A,B
∑
Kj=K1,K2
F
Kj
i (r)e
−iKj ·r u˜iKj(r) ,
(1.37)
en este caso fue fundamental suponer que F
Kj
i (Ri) es una funcio´n cuya estructura es
depende de qj = k − Kj, que es el apartamiento del numero de onda con respecto
del punto de Dirac. La funcio´n F
Kj
i (Ri) es ma´s suave con respecto de el para´metro de
red conforme qj → 0, y esto da ma´s fidelidad a la aproximacio´n FKji (Ri) ≈ FKji (r).
Por otra parte u˜iKj(r) = u˜
i
Kj
(r ± al) es una funcio´n continua y perio´dica, por esto los
F
Kj
i (r) son los pesos de la funcio´n de onda en r.
El intere´s principal consiste en obtener las funciones F
Kj
i (r) que dependen del
potencial en el cual se encuentra inmerso el grafeno. El potencial es simbolizado como
ε(Ri) (con i = A,B). En este caso ε(Ri) = εorb + v(Ri), donde v(Ri) es el potencial
externo y εorb es la energ´ıa del orbital. Debido a que esta u´ltima funcio´n es discreta
es necesario tomar criterios para suavizar estas funciones respecto el para´metro de red
[51, 52], lo que se obtiene con la funcio´n g(r−Rl) que cumple las relaciones:∑
RA
g(r−RA) =
∑
RB
g(r−RB) = 1 ,∑
RA
g(r−RA) ei(K2−K1)·RA =
∑
RB
g(r−RB) ei(K2−K1)·RA ∼= 0 ,∫
Ω
g(r−RA) dr =
∫
Ω
g(r−RB) dr = Ω0 ,
(1.38)
donde Ω0 es el a´rea de la celda unidad del grafeno y Ω es toda la a´rea del grafeno. Por
tanto, g(r −Rl) es finita alrededor de R y es nula luego de unos cuantos para´metros
de red.
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Con todo lo antecedido, desarrollamos la Ec. (1.35):
−γ
3∑
l=1
ψB(RA + dl) = (E − ε(RA))ψA(RA) ,
−γ
3∑
l=1
ψA(RB − dl) = (E − ε(RB))ψB(RB) ,
(1.39)
comenzando por multiplicar la parte superior de esta por g(r−RA) e−iK1·RA , y sumando
sobre todos los sitios RA. El resultado es:
− γieiθ
3∑
l=1
e−iK1·dlFK1B (r−dl) = E FK1A (r) − εA(r)FK1A (r) + ieiθζi(r)FK2A (r) (1.40)
donde hemos usado las propiedades de la Ec. (1.38) junto con las definiciones:
εi(r) =
∑
Ri
g(r−Ri)ε(Ri) ; ζi(r) =
∑
Ri
g(r−Ri)ei(K2−K1)·Riε(Ri) . (1.41)
donde εi(r) es la energ´ıa local suavizada con respecto el para´metro de red, y ζi(r) es la
parte no suavizada de la energ´ıa local. En este caso ζi(r) es diferente de cero cuando
ε(Ri) cambia en distancias del orden de |dl|.
Para obtener el te´rmino izquierdo de (1.39), aplicamos la expansio´n de Taylor apro-
vechando el cara´cter suave de FK1B (r):
3∑
l=1
e−iK1·dlFK1B (r− dl) '
(
3∑
l=1
e−iK1·dl
)
FK1B (r)−
(
3∑
l=1
e−iK1·dl(dl · ∇)
)
FK1B (r)
(1.42)
donde ∇ =
(
∂
∂x
, ∂
∂y
)
, y al desarrollar (1.42), la Ec. (1.40) adquiere la forma:
γ(κˆx − iκˆy)FK1B (r) = E FK1A (r) − εA(r)FK1A (r) + ieiθζi(r)FK2A (r) (1.43)
donde fue necesario elegir convenientemente el a´ngulo θ, el cual produce una rotacio´n
del sistema de coordenadas, adema´s: κˆx = −i ∂∂x , κˆy = −i ∂∂y .
La Ec. (1.43) permite obtener FK1A (r) en funcio´n de los dema´s pesos de la fun-
cio´n de onda, y para hallar los dema´s pesos de la funcio´n de onda es necesario hacer
ca´lculos similares a los mostrados anteriormente. Para obtener FK2A (r) multiplicamos
la parte superior de la Ec. (1.39) por g(r − RA) e−iθ e−iK2·RA y sumamos sobre to-
dos los RA. Para obtener F
K1
B (r) multiplicamos la parte inferior de la Ec. (1.39) por
g(r−RB) e−iθ e−iK1·RB y sumamos sobre todos los RB. Por u´ltimo para obtener FK2B (r)
multiplicamos la parte inferior de la Ec. (1.39) por g(r−RB) e−iK2·RB y sumamos sobre
todos los RB. Contando con la suavidad de las funciones F
Kj
i , obtenemos las siguientes
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ecuaciones que ordenamos de forma matricial:
εA(r) γ(κˆx − iκˆy) −ieiθζA(r) 0
γ(κˆx + iκˆy) εB(r) 0 −ie−iθζB(r)
ie−iθζ∗A(r) 0 εA(r) γ(κˆx + iκˆy)
0 ieiθζ∗B(r) γ(κˆx − iκˆy) εB(r)


FK1A (r)
FK1B (r)
FK2A (r)
FK2B (r)

= E

FK1A (r)
FK1B (r)
FK2A (r)
FK2B (r)

.
(1.44)
Esta es la ecuacio´n k · p del grafeno, y con este me´todo notamos que los estados del
grafeno responden a una ecuacio´n tipo Dirac asociada a las part´ıculas sin masa. Por lo
tanto la Ec. (1.44) tambie´n es llamada ecuacio´n de Dirac del grafeno. En resumen la
funcio´n de onda en este l´ımite es:
ψ(r) =
∑
RA
ψA(RA)ϕ(r−RA) +
∑
RB
ψB(RB)ϕ(r−RB) (1.45)
ψA(r) = e
iK1·rFK1A (r) − ieiθeiK2·rFK2A (r)
ψB(r) = ie
iθeiK1·rFK1B (r) + e
iK2·rFK2B (r)
(1.46)
donde los pesos ψi(r) esta´n conformados por las funciones F
Kj
i (r) que satisfacen la Ec.
(1.44). Una derivacio´n mucho ma´s detallada la podemos encontrar en la Ref. [53], junto
con diversas aplicaciones de (1.46) sobre el grafeno.
1.6. Nano cintas de grafeno zigzag.
Para aplicaciones directas en nano electro´nica es importante la presencia de brechas
de energ´ıa controlables, y diversas estructuras de grafeno han sido estudiadas con este
fin. Algunas de estas estructuras son los nanotubos de carbono (CNT, por sus siglas en
ingle´s) y las nano-cintas de grafeno (GNR, por sus siglas en ingle´s) [2, 54]. Los resultados
en CNT evidencian brechas de energ´ıa que dependen del dia´metro y la quiralidad. Del
mismo modo las GNR de bordes “arm-chair” (AGNR) evidencian brechas de energ´ıa
las cuales dependen del ancho de estas cintas [1, 55, 56].
Los estudios en GNR de bordes “zigzag” (ZGNR) muestran propiedades particu-
lares con respecto a los CNT y AGNR. Los ca´lculos sin interacciones muestran una
densidad de estados alta en el nivel de Fermi [55–57]; y los ca´lculos con interacciones
muestran que el sistema se polariza en esp´ın [18, 22, 23, 58]. Estos resultados incremen-
taron el intere´s en las ZGNR, y en esta seccio´n describiremos parte de la estructura
electro´nica no interactuante del ZGNR que da sustento a la investigacio´n que presen-
18 El grafeno.
Figura 1.7: (a) Cinta de grafeno zigzag compuesta por 8 cadenas zigzag. Estos sistemas
son llamados N-ZGNR, donde “GNR” sen˜ala que el sistema es una nano cinta de grafeno,
“Z” indica que los bordes de la cinta son zigzag, y “N” indica el nu´mero de cadenas
zigzag que la componen. La celda unidad de la N-ZGNR la mostramos encerra´ndola
con un cuadro, y una de las cadenas zigzag esta´ sombreada para su presentacio´n. En (b)
detallamos la base de la celda compuesto por 2×8 a´tomos, siendo esta la celda unidad del
8-ZGNR. En ambos diagramas mostramos con l´ıneas entrecortadas los dangling bonds
(DB, por sus siglas en ingle´s) que son orbitales sp2 del carbono que no esta´n apareados, y
estos se vinculan usualmente con a´tomos o mole´culas monovalentes con el fin de satisfacer
la hibridacio´n sp2 de cada a´tomo de la ZGNR.
taremos en el cap´ıtulo 2.
En la Fig. 1.7 presentamos una ZGNR compuesta por 8 cadenas zigzag (8-ZGNR).
En panel 1.7(a) muestra la celda unidad y una de las cadenas zigzag, y en el panel 1.7(b)
presenta una mejor vista de celda unidad, la que contiene 2×8 carbonos de hibridacio´n
sp2; y las l´ıneas punteadas corresponden a los dangling bonds (DB, por sus siglas en
ingle´s) que son orbitales sp2 que no esta´n apareados, sin embargo los DB usualmente
se aparean con a´tomos o mole´culas monovalentes (H, F, grupos OH, etc) con el fin de
satisfacer la hibridacio´n sp2 de cada a´tomo de la N-ZGNR.
En el marco no interactuante la N-ZGNR contiene 4×2×N bandas degeneradas en
esp´ın, de las cuales 3×2×N son bandas σ y σ∗ (compuestas por orbitales tipo sp2)
y 2×N son pi y pi∗ (compuestas por orbitales tipo pz). Al igual que en el grafeno, el
nivel de Fermi se ubica en medio de las bandas pi, pi∗, y por esto usualmente so´lo se
estudian los estados de las bandas pi, pi∗ para interpretar las propiedades electro´nicas
de la N-ZGNR. Iniciamos la descripcio´n con el siguiente modelo:
H =
∑
i
εic
†
ici − t1
∑
〈i,j〉
c†icj − t2
∑
〈〈i,j〉〉
c†icj, (1.47)
en este caso el operador c†i (ci) crea (destruye) al electro´n que ocupa el orbital tipo pz
de la posicio´n “i”, con energ´ıa εi. Aqu´ı t1 y t2 son elementos de matriz entre orbitales
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que son primeros y segundos vecinos. Los s´ımbolos 〈i, j〉 indican que la suma se hace
entre orbitales que son primeros, mientras que 〈〈i, j〉〉 indica que la suma se hace entre
orbitales que son segundos vecinos. Por otro lado la energ´ıa εi es ide´ntica para todos los
orbitales, con excepcio´n de los orbitales del borde de la N-ZGNR porque su entorno es
diferente al resto. El hamiltoniano (1.47) es no interactuante y por mayor comodidad
preferimos describir este sistema de forma matricial, escribiendo la Ec. HΨ = EΨ de
esta forma:
. . . . . . . . . . . . . . .
... . . . . . . . . .
. . . 0 tˆ−1,−2 εˆ−1 tˆ−1,0 0 . . . . . . . . .
. . . . . . 0 tˆ0,−1 εˆ0 tˆ0,1 0 . . . . . .
. . . . . . . . . 0 tˆ1,0 εˆ1 tˆ1,2 0 . . .
. . . . . . . . .
...
. . . . . . . . . . . . . . .


...
C−1
C0
C1
...

= E

...
C−1
C0
C1
...

.
(1.48)
Mientras que en la Ec. (1.47) cada sitio es representado con los sub´ındices “i”, “j”, en
la Ec. (1.48) los sub´ındices “I”, “J” representan las celdas unidad del sistema.
En la Ec. (1.48), la matriz de la izquierda es una representacio´n de H de dimensio´n
infinita o finita segu´n la cantidad de celdas unidad del sistema. Cada “elemento de
matriz” es una matriz cuadrada de dimensio´n 2×N. La matriz εˆI contiene los elementos
de matriz y las energ´ıas locales de los orbitales de la celda unidad “I”, mientras que la
matriz tˆI,J contiene los elementos de matriz entre las celdas unidad “I” y “J = I ± 1”.
La funcio´n de onda Ψ la representamos con un vector columna de elementos CI , donde
cada uno de estos elementos es un vector de 2×N componentes.
Si el sistema es perio´dico entonces tˆJ,J+1=tˆ y εˆJ = εˆ porque cada cada unidad es
ide´ntica, por tanto Ψ es una funcio´n de Bloch y sus pesos en cada celda unidad cumplen
la relacio´n: CJ=e
i k(Ja)C0. Evaluando Ψ sobre la fila “J” de H obtenemos la siguiente
ecuacio´n: (
tˆJ,J−1 e−i ka + εˆJ + tˆJ,J+1 ei ka
)
CJ = E(k)CJ ,(
tˆ† e−i ka + εˆ + tˆ ei ka
)
ei k(na)C0 = E(k) e
i k(na)C0 ,
[tˆ† e−i ka + εˆ + tˆ ei ka]C0 = E(k)C0 ,
(1.49)
donde simplificamos “ei k(Ja)” en la u´ltima parte de la Ec. (1.49). Los autovectores
y autovalores de la matriz [tˆ† e−i ka + εˆ + tˆ ei ka] son las 2×N energ´ıas (E(k)) y las
2×N partes perio´dicas (C0) de la funcio´n de onda. El diagrama de bandas es obtenido
evaluando la Ec. (1.49) en los puntos k de la zona de Brillouin.
Para obtener la densidad de estados (DOS) de la N-ZGNR hacemos uso de las
funciones de Green G(ξ), que en el caso no interactuante esta´ definida como:
G(ξ) [(ξ ± iη)−H] = I ⇒ G(ξ) = [(ξ ± iη)−H]−1 . (1.50)
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Si a la componente imaginaria “iη” le antecede el signo positivo entonces G(ξ) es la
funcio´n de Green retardada Gr(ξ), en cambio si a la misma le antecede el signo negativo
entonces G(ξ) es la funcio´n de Green avanzada Ga(ξ). Tomamos en cuenta la identidad:
I =
∑
ζ
|Ψζ〉〈Ψζ | , (1.51)
donde usamos la notacio´n de “brakets” para representar la base del sistema. Aqu´ı “ζ”
representa a los nu´meros cua´nticos del estado, y la suma se realiza sobre todos los
estados para poder satisfacer la identidad. Si cada |Ψζ〉 (〈Ψζ |) es el auto estado de H
representado como vector columna (fila), obtenemos:
G(ξ) =I [(ξ + iη)−H]−1 I =
∑
ζ1,ζ2
|Ψζ2〉〈Ψζ2| [(ξ + iη)−H]−1 |Ψζ1〉〈Ψζ1| ,
=
∑
ζ1,ζ2
|Ψζ2〉〈Ψζ2|Ψζ1〉〈Ψζ1|
(ξ + iη)− Eζ1
=
∑
ζ
|Ψζ〉〈Ψζ |
(ξ + iη)− Eζ ,
(1.52)
por tanto G esta´ bien definida siempre y cuando ξ 6= Eζ . Aqu´ı el te´rmino imaginario
iη permite salvar esta indeterminacio´n mediante el teorema:
l´ım
η→0
(
1
x+ i η
)
= vp
(
1
x
)
− i piδ(x) , (1.53)
donde “vp” es el valor principal de la funcio´n, y δ(x) es la funcio´n delta de Dirac.
Calculamos el elemento de matriz (j, j) de G(ξ) usando este teorema:
Gj,j(ξ) =
∑
ζ
Ψ∗ζ,j Ψζ,j
(ξ + iη)− Eζ =
∑
ζ
|Ψζ,j|2
(ξ + iη)− Eζ ,
= vp
(∑
ζ
Ψ∗ζ,j Ψζ,j
ξ − Eζ
)
− i pi
∑
ζ
|Ψζ,j|2 δ(ξ − Eζ) ,
(1.54)
donde el te´rmino de la derecha -que es el te´rmino imaginario- de Gj,j(ξ) contiene el
peso de todas las funciones de onda de energ´ıa ξ, lo que es proporcional a la densidad
de estados sobre la posicio´n j. Por lo tanto, la densidad local de estados (LDOS) y la
densidad de estados total (DOS) son:
LDOSj(ξ) =
−1
pi
Im (Gj,j(ξ)) y DOS(ξ) = −1
pi
Im
(∑
j
Gj,j(ξ)
)
, (1.55)
respectivamente. En este modelo del grafeno, la LDOS es equivalente a la densidad de
estados sobre el orbital tipo pz de la posicio´n “j”. Sin embargo las Ecs. (1.55) tambie´n
se aplican en sistemas compuestos por ma´s de un orbital por sitio, y en ese caso j
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etiquetar´ıa al tipo de orbital y su posicio´n.
Volviendo a la definicio´n de funcio´n de Green, esta es obtenida usando la Ec. (1.50)
para los sistemas sin interacciones electro´nicas, o sistemas caracterizados por un campo
medio auto-consistente del tipo Hartree-Fock. Simplemente G(ξ) es la matriz inversa de
[(ξ + iη)−H], y permite hallar los estados de las mole´culas porque estas contienen un
nu´mero finito de orbitales. En cambio para sistemas de dimensio´n elevada o infinita es
necesario usar el me´todo recursivo de las funciones de Green, que esta´ detallado en la
Ref. [59]. Este me´todo produce un hamiltoniano efectivo de menor dimensio´n con res-
pecto al hamiltoniano del sistema, con el cual se obtienen los estados del hamiltoniano
original.
Dentro del modelo de enlace fuerte, explicamos este me´todo usando el caso del
sistema compuesto por dos sitios, donde hay un nivel de energ´ıa en cada sitio, y estos
niveles esta´n acoplados:
Huˆ = ε uˆ =
(
E1 V1,2
V2,1 E2
)(
u1
u2
)
= ε
(
u1
u2
)
, (1.56)
y las energ´ıas de sistema se obtienen de la igualdad: det |Iε−H| = 0, y estas son:
E± =
E1 + E2
2
±
√(
E1 + E2
2
)2
− V1,2V2,1 . (1.57)
Un procedimiento alternativo consiste en resolver las ecuaciones: E1u1 + V1,2u2 =
εu1, V2,1u1 + E2u2 = εu2. Tomando la u´ltima para obtener la relacio´n u2 =
V2,1
ε−E2u1, y
reemplazando esta en la primera:
ε− [E1 + V1,2 1
ε− E2V2,1] = ε− [E1 + ∆(ε)1(2)] = 0 , (1.58)
donde los valores de ε que satisfacen la Ec. (1.58) son las que esta´n en (1.57). No´tese que
la Ec. (1.58) u´nicamente evalu´a el sitio 1, adema´s podemos apreciar que ∆(ε)1(2) toma
la funcio´n de un “potencial efectivo”, porque corrige la energ´ıa E1 en E˜1 = E1+∆(ε)1(2),
adicionando los efectos del sitio 2. De esta manera cambiamos el sistema de dos sitios
por un sistema efectivo de un sitio.
De la misma manera, mostraremos como pasar de un sistema de tres sitios: E1 V1,2 V1,3V2,1 E2 V2,3
V3,1 V3,2 E3

 u1u2
u3
 = ε
 u1u2
u3
 , (1.59)
a un sistema efectivo de dos sitios eliminando el sitio central. Evaluamos la ecuacio´n de
Schro¨dinger del sitio 2, obteniendo u2 =
V2,1
ε−E2u1 +
V2,3
ε−E2u3. Luego aplicamos la ecuacio´n
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de Schro¨dinger en el sitio 1 y 3 escribiendo u2 en funcio´n de u1 y u3:(
E1 + V1,2
1
ε− E2V2,1
)
u1 +
(
V1,2
1
ε− E2V2,3 + V1,3
)
u3 = εu1 ,(
V3,1 + V3,2
1
ε− E2V2,1
)
u1 +
(
V3,2
1
ε− E2V2,3 + E3
)
u3 = εu3 ,
(1.60)
donde y a estas u´ltimas las escribimos como un hamiltoniano de dos sitios:
Hef uˆ =
(
E1 + ∆(ε)1(2) V1,2
1
ε−E2V2,3 + V1,3
V3,1 + V3,2
1
ε−E2V2,1 E3 + ∆(ε)3(2)
)(
u1
u3
)
=
(
E˜1 V˜1,3
V˜3,1 E˜3
)(
u1
u3
)
,
(1.61)
donde las energ´ıas del sistema son las mismas que la del sistema original de la Ec.
(1.59). Los te´rminos ∆(ε)i(j) de la Ec. (1.61) corresponden al potencial efectivo del
sitio i generado por la “eliminacio´n”del sitio j, que en este caso es producido por la
“decimation” del sitio 2. El potencial efectivo ∆(ε)i(j) de las Ecs. (1.58) y (1.61) recibe
el nombre de “energ´ıa propia” (Self energy del ingle´s) y comu´nmente se denota con Σ
ma´s algunos sub´ındices o supra´ındices que especifiquen su origen, y estos potenciales
dependen de la energ´ıa ε en la que se evalu´a al sistema. Si se aplicase una vez este
me´todo, cambiamos el sistema de tres sitios hacia un sistema efectivo de un sitio, y en
general podemos reducir un sistema de “n” hacia un sistema efectivo de un sitio que
contiene todos los efectos de los sitios eliminados.
Si deseamos conocer la densidad de estados sobre una celda unidad de la N-ZGNR,
que esta compuesto por infinitas o muchas celdas unidad (caracterizado por la Ec.
(1.48)), necesitamos aplicar la “decimation” hasta que la “energ´ıa propia” deje de
cambiar con respecto la eliminacio´n de las dema´s celdas unidad. Obtenido el hamilto-
niano efectivo de la celda unidad de intere´s, hallamos su densidad de estados mediante
la funcio´n de Green. Este me´todo recursivo de la funcio´n de Green se encuentra ex-
plicado en las Refs. [59–61]. Habiendo explicado estas herramientas, presentamos el
diagrama de bandas y la densidad de estados del 8-ZGNR y 32-ZGNR.
En la Fig. 1.8 presentamos los diagramas de bandas del 8-ZGNR y 32-ZGNR junto
con sus respectivas densidades de estados, que son obtenidas con los para´metros εj=0,
t1=t=-3.033eV, t2=-s.t=0.391eV, que corresponden a los de la tabla 1.1. Cada banda
de la N-ZGNR se puede asociar a la banda de grafeno “bulk” para un determinado k⊥
constante, con excepcio´n de las bandas ma´s cercanas al nivel de Fermi -l´ıneas grises-
que etiquetamos como bc y bv. Estas u´ltimas bandas esta´n compuestas por estados
de borde. La ventana de energ´ıa limitada con l´ıneas punteadas resalta la dispersio´n
reducida de las bandas bc y bv, que producen una densidad de estados alta alrededor
del nivel de Fermi.
Los resultados de la Fig. 1.8 son consistentes con los ca´lculos no magne´ticos de pri-
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Figura 1.8: Diagrama de bandas y densidad de estados de la N-ZGNR. Cada banda
de la N-ZGNR se puede asociar a la banda de grafeno “bulk” para un determinado k⊥
constante; sin embargo los estados alrededor del nivel de Fermi no pueden ser obtenidos
a partir de esta premisa. Estos u´ltimos estados son llamados estados de borde y son
responsables de la densidad de estados alta en el nivel de Fermi.
meros principios. Estos u´ltimos indican que la dispersio´n de las bandas bc y bv dependen
del pasivado de los bordes de la N-ZGNR [62], y cualquier tipo de pasivacio´n da como
resultado una elevada densidad de estados alrededor del nivel de Fermi. Indicamos que
la pasivacio´n de la N-ZGNR es la adherencia de a´tomos o radicales en los bordes de la
N-ZGNR, que se vinculan mediante los dangling bonds. Esto permite anticipar, basados
en el criterio de Stoner [63], que la inclusio´n de la interaccio´n Coulombiana dara´ lugar
a algu´n tipo de orden magne´tico. En efecto los ca´lculos posteriores de primeros princi-
pios muestran orden magne´tico [62, 64, 65], y en esta tesis aprovechamos esta u´ltima
propiedad de la N-ZGNR para sintonizar el transporte. Esto lo presentaremos en el
cap´ıtulo 2.
Pasamos a describir los estados de las bandas bc y bv de la Fig. 1.8 exponiendo el
peso de estos estados a lo largo de la celda unidad. Para esto enumeramos cada posicio´n
de la celda unidad con el formato presentado en el panel 1.7(b). En las Figs. 1.9 y 1.10
presentamos los estados del 8-ZGNR y 32-ZGNR, respectivamente, donde cada panel
indica el nu´mero de onda correspondiente de estos estados. No´tese que los estados de
bc y bv tienen diferentes paridad, sin embargo el mo´dulo cuadrado de estos estados es
ide´ntico siempre y cuando estos tengan el mismo nu´mero cua´ntico.
Los estados de nu´mero de onda k ∈ [−2pi
3 a
: +2pi
3 a
] tienen estructura extendida sobre
la direccio´n transversal de la cinta. En cambio los estados de k ∈ [2pi
3 a
: 4pi
3 a
] tienen una
estructura localizada en los bordes de la cinta, que se incrementa conforme k→ pi
a
. Estos
u´ltimos estados son los estados de borde que son responsables de la elevada densidad de
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Figura 1.9: Para 8-ZGNR: En los paneles superiores (inferiores) mostramos la estructu-
ra de los estados de las bandas bc (bv) de la Fig. 1.9. En cada panel indicamos el nu´mero
de onda correspondiente a cada estado, adema´s con lineas negras y grises mostramos la
componente real e imaginaria, respectivamente, de las funciones de onda.
estados. La relacio´n de dispersio´n de los estados de borde es cuatro veces degenerada
(considerando el esp´ın) alrededor en k = pi
a
. La adicio´n de la interaccio´n de Coulomb
rompe esta degeneracio´n dando lugar a los o´rdenes magne´ticos de la N-ZGNR.
1.7. Resumen
En este cap´ıtulo describimos de forma ba´sica al grafeno mediante el modelo de
enlace fuerte. Inicialmente calculamos la estructura cristalina y el diagrama de bandas.
En total el grafeno presenta ocho bandas, y de estas, seis (dos) son las bandas σ (pi).
Cuatro de estas bandas se encuentran ocupadas, encontra´ndose el nivel de Fermi en
medio de las bandas pi. Por este motivo luego de describir las bandas del grafeno
ponemos ma´s atencio´n a las bandas pi, construye´ndolas con orbitales pz y orbitales
de Wannier de tipo pz. Ambas construcciones presentan resultados similares alrededor
del Fermi, por lo que decidimos usar la descripcio´n de Wannier para los cap´ıtulos
posteriores. Por completitud se describio´ el modelo k · p alrededor del nivel de Fermi,
con las que obtenemos las famosas ecuaciones de Dirac del grafeno en el espacio real.
Por u´ltimo, de forma resumida presentamos las cintas de grafeno de bordes zigzag en
el re´gimen no interactuante. Su relacio´n de dispersio´n exhibe una densidad de estados
elevada alrededor del nivel de Fermi, y los estados cercanos al nivel de Fermi tienen
1.7 Resumen 25
-0.6
-0.2
0.2
0.6
Ψ
k = 0.40pia
Ψ
k = 0.55pia
Ψ
k = 0.70pia
Ψ
k = 0.85pia
-0.6
-0.2
0.2
0.6
16 32 48 64
Ψ
N◦
k = 0.40pia
16 32 48 64
Ψ
N◦
k = 0.55pia
16 32 48 64
Ψ
N◦
k = 0.70pia
16 32 48 64
Ψ
N◦
k = 0.85pia
Figura 1.10: Para 32-ZGNR: En los paneles superiores (inferiores) mostramos la es-
tructura de los estados de las bandas bc (bv) de la Fig. 1.9. En cada panel indicamos
el nu´mero de onda correspondiente a cada estado, adema´s con lineas negras y grises
mostramos la componente real e imaginaria, respectivamente, de las funciones de onda.
ma´s peso en los bordes de la cinta. Estos estados dan origen al orden magne´tico de las
cintas de grafeno zigzag, las cuales describimos en el cap´ıtulo 2.

Cap´ıtulo 2
Potencial en medio de la cinta de
grafeno de bordes zigzag.
2.1. Introduccio´n.
Si bien es cierto que el grafeno es un semimetal no magne´tico (semiconductor de
brecha de energ´ıa nula), ca´lculos precisos sugieren que las cintas de grafeno con bordes
zigzag (ZGNR) -que son grafeno confinado en una direccio´n- presentan polarizacio´n
de esp´ın en los bordes de estas cintas [1]. Esto sucede por los estados de borde de la
ZGNR, que son estados con mayor peso en los bordes de la ZGNR y de muy poca
dispersio´n encontra´ndose estos en medio del nivel de Fermi [55–57]; por esta razo´n
la densidad de estados es alta alrededor del nivel de Fermi y por lo tanto el sistema
es magne´ticamente inestable y adquiere polarizacio´n de esp´ın. Sus distintos o´rdenes
magne´ticos han sido calculados usando diferentes enfoques, por ejemplo la Teor´ıa de la
Funcional Densidad [64, 66, 67], me´todos de Montecarlo Cua´ntico [18], Diagonalizacio´n
Exacta [68], o el modelo de Hubbard en campo medio [22, 23]. Los ca´lculos muestran
que el orden magne´tico de la ZGNR es el antiferromagne´tico, que esta´ caracterizado
por presentar polarizacio´n de esp´ın antiparalela entre los bordes de la cinta. Por otra
parte los ca´lculos de campo medio predicen otros o´rdenes magne´ticos que dependen
de su dopaje electro´nico. Los efectos de estos o´rdenes magne´ticos en el transporte han
sido discutidos ampliamente en la literatura [64, 69, 70], sin embargo los efectos del
dopaje electro´nico local (que inducir´ıa orden magne´tico local) en el transporte no ha
sido explorado con mucha intensidad.
En este cap´ıtulo presentamos el transporte de esp´ın sobre una ZGNR que esta´ in-
mersa en una barrera de potencial; donde la dependencia de esp´ın proviene del orden
magne´tico inducido por la modulacio´n de la densidad electro´nica, siendo la u´ltima re-
sultado de la barrera de potencial. Inicialmente presentamos el modelo de Hubbard
aplicado en la ZGNR, y con este calculamos su orden magne´tico con respecto de el
27
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Figura 2.1: (a) Celda unidad de la 8-ZGNR que se compone por 2×8 a´tomos represen-
tados por puntos negros y grises, donde los a´tomos de color negro (gris) pertenecen a
la subred A (B) de la 8-ZGNR. (b) Regio´n de la 8-ZGNR donde encerramos con l´ıneas
entrecortadas la celda unidad y una cadena zigzag de la 8-ZGNR. El para´metro de red
es a=
√
3×1.42A˚ .
dopaje electro´nico uniforme y con un dopaje electro´nico inducido por la barrera de po-
tencial para un caso particular. Con respecto al u´ltimo caso la ZGNR es ferromagne´tica
en medio de la barrera y paramagne´tica fuera de e´sta, y en este sistema calculamos el
transporte electro´nico en el re´gimen de respuesta lineal y analizamos sus resultados.
Los ca´lculos de esta investigacio´n se realizaron con el modelo de Hubbard resuelto con
el me´todo de Hartree-Fock y el me´todo recursivo de la funcio´n de Green, mientras que
el ca´lculo del transporte fue realizado con el formalismo de Landauer-Bu¨ttiker.
2.2. Modelo de Hubbard aplicado en cintas de gra-
feno zigzag.
Las cintas de grafeno zigzag se etiquetan como N-ZGNR, donde N es el nu´mero de
cadenas zigzag de la cinta. La Fig. 2.1(a) muestra la celda unidad de la 8-ZGNR mien-
tras que la Fig. 2.1(b) muestra una regio´n de la 8-ZGNR. Los a´tomos son representados
con puntos negros y grises para discriminar las subredes triangulares A y B presentadas
en el cap´ıtulo 1, adema´s con l´ıneas entrecortadas sen˜alizamos la celda unidad y una
cadena zigzag de la 8-ZGNR. La N-ZGNR la describimos con el hamiltoniano:
Hˆ =− t1
∑
〈i,j〉,σ
c†iσcjσ − t2
∑
〈〈i,j〉〉,σ
c†iσcjσ
+
∑
i
(
Vg(i) nˆi +
U
2
〈nˆi〉nˆi − U
2
〈sˆi〉 · sˆi
)
,
(2.1)
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donde c†jσ (cjσ) es el operador de creacio´n (aniquilacio´n) de un electro´n de esp´ın σ
localizado en el s´ıtio “j”, nˆj =
∑
σ c
†
jσcjσ es el operador “nu´mero” que contabiliza
los electrones del sitio “j”, sˆj =
∑
σ,σ′ c
†
j,σ′τσ′σcj,σ es el operador local de esp´ın que
contiene el operador vectorial τ = 1
2
(σx, σy, σz) compuesto por las matrices de Pauli, t1
(t2) son los elementos de matriz entre primeros (segundos) vecinos, U es el para´metro
de Hubbard que considera la interaccio´n de Coulomb entre electrones, y Vg(j) es el
potencial en el sitio “j”. Los s´ımbolos 〈...〉 y 〈〈...〉〉 indican que las sumas de la Ec. (2.1)
se realizan sobre los primeros y segundos vecinos, respectivamente.
Advertimos que el hamiltoniano Hˆ admite magnetizacio´n no co-lineal que es nece-
sario para describir todos los posibles o´rdenes magne´ticos de la ZGNR [22, 23], adema´s
mencionamos que Hˆ esta´ escrito en la aproximacio´n de campo medio que reemplaza
la interaccio´n entre pares de electrones por una interaccio´n electro´n y campo efectivo,
el cual explicamos en el ape´ndice B. Por otra parte Vg(j) es el potencial de compuerta
entre la N-ZGNR y sus contactos, que permite adicionar o remover carga electro´nica
sobre la N-ZGNR. Esto es de importancia debido a que estudiamos la dependencia en-
tre el orden magne´tico y el dopaje electro´nico uniforme, y luego estudiamos un caso de
orden magne´tico local producido por una distribucio´n no uniforme de carga electro´nica,
donde en ambos casos la densidad electro´nica es inducida por el potencial Vg(j). En
este cap´ıtulo se expone el estudio del transporte sobre la 8-ZGNR en el re´gimen de
respuesta lineal, considerando que la interaccio´n electrones es pequen˜a ( U|t1| < 1).
Los para´metros usados en (2.1) son t1=-2.60eV, U=2.00eV, y t2=0.26eV. Con res-
pecto a e´stos, el valor de t1 se estima ajustando los diagramas de bandas pi, pi
∗ que son
obtenidos de ca´lculos de primeros principios [71]; el ajuste se realiza alrededor del nivel
de Fermi. El valor de t2 viene del cap´ıtulo anterior al expandir la relacio´n de dispersio´n
del grafeno alrededor del nivel de Fermi. El valor de U esta´ en discusio´n debido a que es-
te para´metro reemplaza la interaccio´n de Coulomb por una interaccio´n repulsiva local.
Estudios en grafeno concluyen que U <2.2|t1| porque si U|t1| ≥2.2 entonces el grafeno
tendr´ıa orden magne´tico [72]. Estudios de primeros principios en grafeno con vacancias
sugieren que alrededor de las vacancias se produce polarizacio´n de esp´ın, y ajustando
estos ca´lculos con el modelo de Hubbard se obtiene que U|t1| =1.3 [73–75], y el mismo
ajuste aplicado en la polarizacio´n de esp´ın de las ZGNR sugieren que U|t1| ∈[0.9:1.3] [76].
En nuestro caso nosotros elegimos U|t1|=0.77 que es igual a U=2.0eV porque ca´lculos
precedentes usan estos para´metros [22, 77], con los cuales podemos hacer comparacio-
nes y validaciones de nuestros resultados. Por otra parte en el cap´ıtulo 5 usaremos un
valor mayor para U que se encuentra dentro del rango U|t1| ∈[0.9:1.3].
La estructura de ca´lculo es la siguiente: Primero resolvemos Hˆ de forma auto-
consistente para obtener la densidad electro´nica y el orden magne´tico en diferentes
dopajes electro´nicos. Si el dopaje electro´nico es uniforme describimos la estructura
electro´nica con el diagrama de bandas, y si el dopaje no es uniforme describimos
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la estructura electro´nica con los diagramas de bandas obtenidos con las densidades
electro´nicas de cada regio´n del sistema. Luego, mediante el me´todo recursivo de las
funciones de Green [59, 61], calculamos la conductancia de la ZGNR en energ´ıas lige-
ramente apartadas del nivel de Fermi.
2.3. Diagramas de fase de la ZGNR.
Inicialmente resolvemos la Ec. (2.1) considerando un dopaje electro´nico constante,
que se obtiene cuando Vg(i) es constante en Hˆ. Para esto aprovechamos la simetr´ıa
de traslacio´n de la cinta para resolver Hˆ en el espacio rec´ıproco. Calculamos el estado
fundamental de la 8-ZGNR en diferentes dopajes electro´nicos y la correspondiente
magnetizacio´n local. Dos magnitudes definen las diversas fases magne´ticas del grafeno,
la primera es el dopaje electro´nico uniforme “δn” que es la cantidad de electrones por
celda unidad, y el a´ngulo “θ” que mide la orientacio´n relativa entre las magnetizaciones
de los bordes. Indicamos que la polarizacio´n de esp´ın de los bordes son las ma´s grandes,
siendo estas 〈sˆ1〉 y 〈sˆ16〉 correspondientes al sitio 1 y 16 de la 8-ZGNR, respectivamente,
donde los sitios han sido presentados en la Fig. 2.1. Con estas polarizaciones de esp´ın
obtenemos el a´ngulo θ como:
θ = arc cos
( 〈sˆ1〉 · 〈sˆ16〉
|〈sˆ1〉||〈sˆ16〉|
)
. (2.2)
En general, para hallar el orden magne´tico estable calculamos la energ´ıa de la N-ZGNR
en diversos valores de θ ∈ [0 : pi] para un determinado valor de δn, luego elegimos el
a´ngulo que corresponde a la menor energ´ıa de la N-ZGNR el cual denominamos θ0.
En la Fig. 2.2 presentamos la orientacio´n de la polarizacio´n de esp´ın en diferentes
dopajes electro´nicos de la 8-ZGNR. El panel 2.2(a) muestra la polarizacio´n de esp´ın
sobre cada s´ıtio de la celda unidad, que es antiparalela (θ0 = pi) cuando δn=0, y
esto define la fase antiferromagne´tica (AF). Sin embargo, tan pronto como δn >0, se
aprecia que la polarizacio´n de esp´ın entre los bordes cambia de orientacio´n siendo esta
no co-lineal (NC), lo que define diversas fases NC caracterizadas por θ0. Luego cuando
δn = δnc se aprecia que la polarizacio´n de esp´ın entre los bordes es paralela entre
s´ı (θ0=0), lo que define la fase ferromagne´tica (FM).
En el panel 2.2(b) mostramos la dependencia del a´ngulo θ0 con respecto de δn,
donde θ0 se escribe en unidades de pi, y δn se escribe en unidades de electrones por
celda unidad, que simbolizamos con: e.
u.c.
. La funcio´n:
f(δn) = pi
√
1− δn
δnc
≈ θ0 , (2.3)
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Figura 2.2: (a) Polarizacio´n de esp´ın sobre la celda unidad de la 8-ZGNR. Con un cuadro
resaltamos una de las polarizaciones de esp´ın sobre la celda unidad que corresponden a un
determinado dopaje electro´nico; ve´ase que la polarizacio´n de esp´ın de los bordes son las
ma´s grandes, siendo estas 〈sˆ1〉 y 〈sˆ16〉 que corresponden al sitio 1 y 16, respectivamente.
(b) Relacio´n entre el a´ngulo θ0 y δn, donde θ0 = arc cos
( 〈sˆ1〉·〈sˆ16〉
|〈sˆ1〉||〈sˆ16〉|
)
. Cuando δn=0
entonces θ0 = pi lo que define la fase antiferromagne´tica, mientras que cuando δn = δnc
-sen˜alizado con l´ıneas entrecortadas- entonces θ0 = 0 lo que define la fase ferromagne´tica.
ajusta la relacio´n entre θ0 y δn, siendo δnc=0.055
e
u.c.
el u´nico para´metro.
El valor de la densidad electro´nica superficial ρs con respecto a el dopaje electro´nico
de la celda unidad δn cumplen la relacio´n: δn = S × ρs, donde S es el a´rea de la celda
unidad:
S = a×W = a0
√
3× 3N
4
a0 =
3
√
3N
4
a0
2 = 2.619A˚
2
= N × 2.619× 10−16cm2 , (2.4)
donde a0 = 1.42A˚ = 1.42× 10−8cm es la separacio´n entre a´tomos del grafeno, mientras
que a y W son el para´metro de red y el ancho de la N-ZGNR, respectivamente, y N es
el nu´mero de cadenas zigzag. Por tanto la ρsc correspondiente al δnc de la 8-ZGNR es
ρsc ≈ 2.6× 1013 ecm2 . Si bien es cierto que esta ρsc es elevada, se realizo´ una investigacio´n
paralela que sugiere que la ρsc es menor conforme mayor es el ancho de la N-ZGNR, lo
que mostramos brevemente en la Fig. 2.3.
El panel 2.3(a) presentamos la relacio´n entre θ0 y δn para diferentes N-ZGNR
junto con el ajuste de la funcio´n f(δn) de cada sistema. Se aprecia que δnc es menor
conforme la N-ZGNR es de mayor ancho. En estos casos etiquetamos a δnc como δn
N
c
donde N es el nu´mero de cadenas zigzag de la N-ZGNR, y el panel 2.3(a) muestra
que δn8c ≈ 0.0550 eu.c. , δn16c ≈ 0.0310 eu.c. , δn24c ≈ 0.0215 eu.c. , y δn32c ≈ 0.0165 eu.c. . En el
panel 2.3(b) mostramos los mismos resultados del panel 2.3(a) aunque multiplicamos
el dopaje electro´nico por el nu´mero de cadenas zigzag de cada sistema. Los resultados
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Figura 2.3: Panel (a): Dependencia del a´ngulo entre las magnetizaciones de los bordes
(θ0) con respecto a el dopaje electro´nico (δn) para cuatro diferentes cintas de grafeno
zigzag. Panel(b): Dependencia del a´ngulo θ0 y el factor N × δn para los sistemas presen-
tados en el panel (a). Se aprecia que los resultados de los diferentes sistemas tienden a
solaparse entre s´ı, lo que es ma´s acentuado para las N-ZGNR de mayor ancho.
muestran que para las N-ZGNR de N=16,24,32 se cumple la relacio´n:
N × δnNc ≈ Λ = 0.51[
e
u.c.
] ⇒ δnNc ≈
0.51
N
[
e
u.c.
] , (2.5)
y si esta se cumpliese para las N-ZGNR de mayor ancho podr´ıamos sugerir el dopaje
electro´nico necesario para pasar de la fase AF hac´ıa la fase FM, y aplicando una vez
ma´s la relacio´n δn = S× ρs obtenemos la densidad electro´nica superficial mı´nima para
este cambio de fases:
ρN,sc =
δnNc
S
=
Λ
N × S ≈
0.1× 1016
N2
e
cm2
, (2.6)
que es menor conforme ma´s cadenas zigzag tenga la N-ZGNR, por tanto esta transi-
cio´n es ma´s probable apreciarla en N-ZGNR de ancho nanome´trico. Este resultado es
importante porque las fases AF y NC tienen una brecha de energ´ıa alrededor del nivel
de Fermi, mientras que la fase FM carece de e´sta, por lo que ρN,sc ser´ıa la densidad
superficial mı´nima para que la N-ZGNR pase de ser semiconductora a meta´lica en un
amplio rango de energ´ıas.
Los experimentos en N-ZGNR de bordes casi perfectos muestran que existe una
transicio´n semiconductor-metal dependiente de su ancho; cuando este ancho es menor
(mayor) de 8 nano´metros entonces la N-ZGNR es semiconductora (meta´lica), lo que se
expone en la Ref. [17]. Esta referencia sugiere que esta transicio´n puede provenir del
cambio de orden magne´tico de las N-ZGNR de ancho mayor, donde estas se encuentran
sobre un sustrato de oro. Usando la informacio´n de la Ref. [17] y la Ec. (2.6), estimamos
que la 38-ZGNR tiene un ancho cercano a la transicio´n semiconductor-metal, y que su
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Figura 2.4: Relacio´n de dispersio´n para la 8-ZGNR en diferentes dopajes electro´ni-
cos. De izquierda a derecha mostramos las bandas de la fase antiferromagne´tica (AF,
0.00 eu.c.), no-colineal (NC, 0.04
e
u.c.), ferromagne´tica (FM, 0.06
e
u.c.), y paramagne´tica
(PM, 0.60 eu.c.). Las bandas de valencia son aquellas cuyos estados -alrededor del nivel
de Fermi- esta´n etiquetados con ψv mientras que las bandas de conduccio´n son aquellas
cuyos estados -tambie´n alrededor del nivel de Fermi- esta´n etiquetados con ψc.
respectiva ρ38,sc ≈ 6.9 × 1011 ecm2 . Esta u´ltima densidad superficial puede ser obtenida
por efectos del sustrato sin la necesidad de usar potenciales de compuerta [78, 79], por
lo que creemos que las transiciones semiconductor-metal presentadas en la Ref. [17]
pueden provenir por la densidad superficial de carga inducida por el sustrato.
Continuamos la exposicio´n describiendo los o´rdenes magne´ticos. Los diferentes o´rde-
nes magne´ticos son entendidos analizando el llenado de los estados de borde. Para ello
presentamos en la Fig. 2.4 los diagramas de bandas de la 8-ZGNR de diferentes o´rdenes
magne´ticos. En los paneles superiores de 2.4 se aprecia que estas bandas no presentan
mayores diferencias salvo alrededor del nivel de Fermi, por tanto en los paneles infe-
riores de 2.4 presentamos una ampliacio´n de las mismas. Las bandas ma´s pro´ximas al
nivel de Fermi son cuatro en total y a estas las denominamos bandas de valencia y
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Figura 2.5: Valores de expectacio´n de nˆi,ζ y sˆi,ζ en los estados de borde ψv y ψc. Estos
estados son de nu´mero de onda k=0.85pia y pertenecen a las bandas presentadas en la Fig.
2.4, donde las etiquetas AF, NC, y FM, indican la fase antiferromagne´tica´, no-colineal,
y ferromagne´tica, respectivamente. El operador nu´mero nˆi,ζ contabiliza la ocupacio´n de
esp´ın que apunta en la direccio´n ζ mientras que el operador sˆi,ζ calcula la polarizacio´n
de esp´ın en la direccio´n ζ.
bandas de conduccio´n, cuyos estados se pueden clasificar en dos clases. Los estados de
k∈[2pi
3a
, 4pi
3a
] son los estados de borde (EB) los cuales tienen ma´s peso en los bordes de
la cinta conforme k→ pi
a
, al punto que estos tienen peso u´nicamente en los bordes de
la N-ZGNR para k=pi
a
. En cambio los estados de k/∈[2pi
3a
, 4pi
3a
] tienen peso a lo ancho de
toda la cinta, por lo que estos son denominamos estados extendidos (EE).
En los paneles inferiores de la Fig. 2.4 encerramos -con l´ıneas entrecortadas- la
regio´n de las bandas que contienen EB, fuera de esta regio´n las bandas contienen
solamente EE. Se aprecia que los EB esta´n cerca o en el nivel de Fermi, por lo que es
necesario conocer su estructura para entender el correspondiente orden magne´tico. Lo
u´ltimo lo mostramos en la Fig 2.5 mediante el valor de expectacio´n de estos estados
sobre los operadores nu´mero (nˆi,ζ) y esp´ın (sˆi,ζ) para cada sitio de la celda unidad.
Por simplicidad empezamos por la fase ferromagne´tica (θ0=0.00, δn=0.06
e
u.c.
) que
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denominamos “FM”. Sus bandas se encuentran desdobladas en esp´ın, donde mostramos
las bandas de esp´ın ↑ (↓) con l´ıneas negras (grises). La Fig. 2.4 muestra claramente el
cara´cter meta´lico de la fase FM, mientras que la Fig. 2.5 muestra que los estados de
valencia y conduccio´n son estrictamente de esp´ın ↑ y ↓, respectivamente, con mayor e
igual peso en los bordes de la cinta. Por lo tanto la mayor ocupacio´n de los estados de
borde de esp´ın ↑ producen la fase FM.
Continuamos describiendo la fase no-colineal (en particular para θ0 ≈ pi2 , δn=0.04 eu.c.)
que denominamos “NC”. En este caso las mayores magnetizaciones apuntan en las di-
recciones ζ ≈ 1√
2
(zˆ + yˆ) y ζ ≈ 1√
2
(zˆ − yˆ) que esta´n en cada borde de la cinta, y que en
este caso particular son aproximadamente perpendiculares entre s´ı. Las bandas corres-
pondientes las mostramos en la Fig. 2.4 las cuales, si bien esta´n desdobladas en esp´ın,
no tienen un eje de cuantizacio´n bien definido. Tomando como eje de cuantizacio´n a
la direccio´n ζ = 1√
2
(zˆ + yˆ), presentamos el valor de expectacio´n de nˆi,ζ y nˆi,−ζ . E´stas
tienen similar magnitud en el borde izquierdo pero en el borde derecho nˆi,−ζ tiene mag-
nitud nula y nˆi,ζ tiene magnitud ma´xima. Si hacemos el mismo ca´lculo tomando como
eje de cuantizacio´n a la direccio´n 1√
2
(zˆ − yˆ), entonces obtenemos el mismo resultado
si intercambiamos los bordes. Como se muestra en la Fig. 2.5, la polarizacio´n de esp´ın
resultante es paralela en el eje zˆ y antiparalela sobre el eje yˆ.
Por u´ltimo describimos la fase antiferromagne´tica (θ0=pi, δn=0.00
e
u.c.
) que deno-
minamos “AF”. Las bandas muestran el respectivo cara´cter semiconductor con una
brecha de energ´ıa de 0.4eV, donde las bandas de diferente esp´ın son degeneradas entre
s´ı. Sin embargo la estructura de sus EB es particular porque los EB de la banda de
valencia tienen peso de esp´ın ↑ (↓) u´nicamente sobre los sitios pares (impares), pro-
duciendo la polarizacio´n de esp´ın alternada en la direccio´n transversal; esto reduce la
interaccio´n de Coulomb y asegura un llenado de estados ide´ntico en cada subred. Es
importante sen˜alar que la fase AF so´lo es estable en el caso neutro, porque si los EB
de diferente esp´ın se ocupan conforme incrementamos δn, entonces incrementar´ıamos
la energ´ıa de la N-ZGNR en un factor U〈nˆi,ζ〉〈nˆi,−ζ〉. En consecuencia es conveniente
ocupar ma´s estados de un determinado esp´ın conforme incrementamos δn.
Por tanto la 8-ZGNR es AF cuando δn = 0, y al incrementar δn se ocupan EB de
un tipo de esp´ın produciendo la fase NC; luego al incrementar ma´s el dopaje electro´nico
reducimos las interacciones electrosta´ticas cuando ocupamos los EB de una clase de
esp´ın y desocupamos los EB de esp´ın opuesto, dando origen a la fase FM cuando δn =
δnc. La fase de la 8-ZGNR es FM para dopajes δn > δnc siendo su respectivo diagrama
de bandas similar al presentado en la Fig. 2.4. Sin embargo conforme incrementamos
δn se reduce la magnetizacio´n porque ocupamos los EB de esp´ın opuesto.
En la Fig. 2.6 mostramos la magnitud de la magnetizacio´n (M) en los bordes de
la 8-ZGNR para un amplio rango de δn, donde con l´ıneas verticales sen˜alizamos los
dopajes correspondientes a las transiciones entre fases magne´ticas. Las l´ıneas verticales
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Figura 2.6: (a) Magnitud de la magnetizacio´n en cada borde de la 8-ZGNR, donde sus
bordes esta´n en los sitios 1 y 16 de cualquier celda unidad. La curva negra corresponde
a un borde mientras que la curva gris corresponde al otro. (b) Diferencia de energ´ıas
entre los o´rdenes ferromagne´tico (FM) y antiferromagne´tico (AF) evaluados en el mismo
dopaje δn. Para δn >0.1 eu.c. se aprecia que conforme menor es la magnetizacio´n menor
es la diferencia de energ´ıas entre los o´rdenes magne´ticos.
ubicadas en δn=δnc, δn=0.40
e
u.c.
, δn=0.57 e
u.c.
dividen las fases magne´ticas NC-FM,
FM-FB y FB-PM, respectivamente, donde FB es una fase particular ferromagne´tica y
PM es la fase paramagne´tica. En la Fig. 2.6(a) se aprecia la caracter´ıstica de la fase FB
que es la magnitud diferente entre las magnetizaciones de los bordes, que se presenta en
δn ∈[0.40 e
u.c.
:0.57 e
u.c.
] para el 8-ZGNR; e indicamos que este particular orden magne´tico
tambie´n se presenta en N-ZGNR de mayor ancho [22]. La fase FB no la consideramos
va´lida porque no respeta la simetr´ıa de los bordes de la N-ZGNR, y creemos que esta
fase muestra la limitacio´n del me´todo de campo medio que no considera las correlaciones
electro´nicas. Las correlaciones electro´nicas para δn ∈[0.40 e
u.c.
:0.57 e
u.c.
] son importantes
porque los EB ma´s localizados se encuentran ocupados en estos dopajes, lo que implica
la mayor interaccio´n de Coulomb entre los mismos.
En la Fig. 2.6(b) presentamos la diferencia de energ´ıas entre los o´rdenes magne´ticos
FM y AF respecto el dopaje electro´nico; a esta diferencia de energ´ıas la etiquetamos
como ∆EM = EFM − EAF. Se observa que ∆EM → 0 conforme incrementamos el valor
de δn, o ∆EM → 0 conforme M decrece debido al incremento δn.
En conclusio´n, partiendo desde el caso neutro, la fase de la 8-ZGNR es AF (θ0 = pi)
y conforme incrementamos δn la fase es NC (0 < θ0 < pi) hasta alcanzar la fase
FM (θ0 = 0) en el dopaje δnc. Luego a mayores δn la fase es FM pero conforme se
incrementa δn se reduce M hasta anularse en δn=0.57 e
u.c.
dado que se ocuparon todos
los EB, y la ausencia de magnetismo define la fase PM. La banda PM de la 8-ZGNR
la mostramos en la Fig. 2.4 en sus paneles izquierdos, donde se aprecia que todos sus
EB se encuentran ocupados. Debido a efectos de taman˜o, el diagrama de fases de la
8-ZGNR (de ancho ∼1.7nm) so´lo depende de la ocupacio´n de los EB. Sin embargo el
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Figura 2.7: Relacio´n de dispersio´n de la 32-ZGNR en tres dopajes cuyas fases son la an-
tiferromagne´tica (AF, δn=0), la no-colineal (NC, δn=0.01 eu.c.), y la ferromagne´tica (FM,
δn=0.02 eu.c.). La descripcio´n de esta figura es ide´ntica a la descripcio´n usada en la Fig.
2.4. En los paneles de la derecha presentamos las bandas de la fase paramagne´tica (PM,
δn=0.85 eu.c.), mostrando que todos sus estados de borde y algunos estados extendidos se
encuentran ocupados.
diagrama de fases para N-ZGNR de mayor ancho depende de la ocupacio´n de los EB
y de los EE dado que algunos de estos tienen las mismas energ´ıas, y para apreciar esta
afirmacio´n mostramos en la Fig. 2.7 a las bandas de la 32-ZGNR de diferentes fases
magne´ticas.
La Fig. 2.7 presenta las bandas de la 32-ZGNR con el mismo formato de la Fig.
2.4, y en esta figura sen˜alizamos la ventana de energ´ıa V que encierra a todos los EB y
algunos EE de otras bandas, donde los u´ltimos se agolpan alrededor de k=2
3
pi
a
y k=4
3
pi
a
cerca del nivel de Fermi. Para alcanzar la fase PM es necesario ocupar todos los EB y
los EE de otras bandas, y esto produce un diagrama de fases distinto al diagrama de
fases de la 8-ZGNR. El diagrama de fase del 32-ZGNR es semejante al diagrama de
fase de la 8-ZGNR cuando δn < δnc=0.015
e
u.c.
, pero cuando δn > δnc las fases cambian
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Figura 2.8: Esquema de la 8-ZGNR con potenciales de compuerta, donde los potenciales
y los contactos permiten sintonizar el dopaje electro´nico de la 8-ZGNR. En la parte
superior del esquema mostramos la barrera de potencial Vg aplicada al 8-ZGNR, que
tiene como fin sintonizar un dopaje local de δn=0.6 e.u.c. fuera de Vg y un dopaje local de
δn=0.3 e.u.c. dentro de Vg, lo que dar´ıa como resultado un orden paramagne´tico fuera de
Vg y un orden ferromagne´tico local dentro de Vg.
desde FM hacia AF sin pasar por una fase NC, luego la fase AF vuelve a cambiar hacia
la fase FM que posteriormente reduce su magnetizacio´n hasta alcanzar el orden PM.
Por tanto la sucesio´n de fases del 32-ZGNR es AF→NC→FM→AF→FM→PM como
podemos apreciar en la Ref. [22].
2.4. Magnetizacio´n local en la 8-ZGNR.
A partir de aqu´ı trabajamos so´lo con la 8-ZGNR por su diagrama de fases sencillo
con respecto de las N-ZGNR de mayor ancho. Tomando ventaja de estas propiedades
ser´ıa posible sintonizar el dopaje electro´nico global de la 8-ZGNR mediante potenciales
de compuerta, y si modificamos localmente este potencial (generando la barrera Vg)
producir´ıamos un cambio local del dopaje electro´nico. En la Fig. 2.8 mostramos un
esquema de este procedimiento, donde vemos al 8-ZGNR en medio de dos contactos,
donde se le aplican potenciales de compuerta que producen una barrera de potencial
Vg en medio de la 8-ZGNR.
Para conocer el orden magne´tico inducido por la barrera de potencial tenemos
que resolver el hamiltoniano Hˆ presentado en la Ec. (2.1), sin embargo no podemos
resolver Hˆ en el espacio´ rec´ıproco porque la barrera de potencial rompe la simetr´ıa de
translacio´n. Por esto fraccionamos la 8-ZGNR en tres secciones, tal como exponemos
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en la Fig. 2.9. En este caso la Ec. de Schro¨dinger se escribe:
HˆΨ =
 HˆI hˆI 0hˆ†I HˆC hˆD
0 hˆ†D HˆD

 ΨIΨC
ΨD
 = E
 ΨIΨC
ΨD
 = EΨ (2.7)
donde fraccionamos a la funcio´n de onda Ψ en tres partes correspondientes a cada
seccio´n del sistema. Describimos los operadores de la Ec. (2.7), HˆC es el hamiltoniano
de la seccio´n central que esta´ compuesto 400 celdas unidad de la 8-ZGNR, HˆI y HˆD son
los hamiltonianos de la seccio´n izquierda y derecha, respectivamente, que son 8-ZGNR
semi-infinitas. Por u´ltimo hˆI y su transpuesto conjugado hˆ
†
I contienen los elementos
de matriz entre HˆC y HˆI mientras que hˆD y su transpuesto conjugado hˆ†D contienen
los elementos de matriz entre HˆC y HˆD. Los elementos de matriz de hˆI (hˆD) son nulos
excepto en entre sitios de la celda unidad derecha (izquierda) de HˆI (HˆD) y la celda
unidad izquierda (derecha) de HˆC, debido a que consideramos elementos de matriz
hasta los segundos vecinos; lo que vincula u´nicamente a los sitios entre celdas unidad
que son primeras vecinas entre s´ı.
Elegimos al orden PM como fase global de la 8-ZGNR, y con la barrera de potencial
sintonizamos un dopaje local que favorezca el orden FM. La Fig. 2.6(b) -presentada
en la seccio´n anterior- indica que la 8-ZGNR es PM cuando δn=0.6 e
u.c.
mientras que el
mismo es FM cuando δn=0.3 e
u.c.
. Por consiguiente la 8-ZGNR tiene un dopaje global
δn=0.6 e
u.c.
y en medio de esta la barrera de potencial sintoniza un dopaje local de
δn=0.3 e
u.c.
, y esto producir´ıa una isla FM en medio de la 8-ZGNR y con esta isla FM
podr´ıamos modular el transporte de esp´ın. En este caso Vg=0.08eV porque esta es la
diferencia entre los niveles de Fermi de los dopajes δn=0.6 e
u.c.
y δn=0.3 e
u.c.
.
En esta investigacio´n consideramos que la densidad electro´nica de carga y esp´ın no
se alteran en los sitios lejanos a la barrera de potencial. Por esto 〈nˆi〉 y 〈sˆi〉 corres-
pondientes a δn=0.6 e
u.c.
son para´metros de HˆI y HˆD. Por otra parte HˆC caracteriza la
seccio´n central que contienen la barrera de potencial, por tanto en esta seccio´n 〈nˆi〉 y
〈sˆi〉 son hallados de forma auto-consistente. La barrera de potencial tiene el siguiente
perfil:
Vg(j) =

0 ; j ∈ (−∞ : 100]
Vg
1
2
(
1− cos
(
pi(j−100)
50
))
; x ∈ [101 : 150]
Vg ; x ∈ [151 : 250]
Vg
1
2
(
1 + cos
(
pi(j−250)
50
))
; x ∈ [251 : 300]
0 ; x ∈ [301 :∞)
(2.8)
donde j enumera a las celdas unidad de la 8-ZGNR, donde la seccio´n central se extiende
desde la celda j=1 hasta la celda j=400. Para obtener el orden magne´tico alrededor de
la barrera de potencial calculamos la funcio´n de Green de Hˆ en los sitios de la seccio´n
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Figura 2.9: Descomposicio´n de la 8-ZGNR en tres secciones, las secciones izquierda
y derecha son 8-ZGNR semi-infinitas caracterizadas por los hamiltonianos HˆD y HˆI ,
respectivamente, y la seccio´n central es una 8-ZGNR finita caracterizada por el hamil-
toniano HˆC . Los operadores hˆI y hˆD contienen la hibridacio´n de HˆC con HˆI y HˆD,
respectivamente. El hamiltoniano Hˆ del sistema esta´ escrito en la Ec. (2.1) y en la Ec.
(2.7), donde en la u´ltima esta´n los operadores presentados en este esquema, siendo Vg=0
en HˆD y HˆI mientras que Vg es finito en HˆC .
central, y para obtener esta desarrollamos la Ec. (2.7):
hˆIΨC =
(
E − HˆI
)
ΨI ⇒
(
E − HˆI
)−1
hˆI ΨC = GˆI(E) hˆI ΨC = ΨI
hˆ†IΨI + HˆCΨC + hˆDΨD = EΨC
hˆ†DΨC =
(
E − HˆD
)
ΨD ⇒
(
E − HˆD
)−1
hˆ†D ΨC = GˆD(E) hˆ†D ΨC = ΨD
(2.9)
donde GˆI(E) y GˆD(E) son las funciones de Green de las ZGNR semi-infinitas de las
secciones izquierda y derecha, respectivamente, y con estas obtenemos ΨI y ΨD en
funcio´n de ΨC. Es importante resaltar que solamente es necesario conocer GˆI(E) y
GˆD(E) en los sitios de la celda j=0 y j=401, respectivamente, debido a que so´lo estos
sitios se vinculan con la seccio´n central. Para obtener GˆI(E) y GˆD(E) en estos sitios
usamos el me´todo recursivo de las funciones de green. Por otra parte la igualdad de la
Ec. (2.9) se puede escribir de esta forma:(
hˆ†I GˆI(E) hˆI + HˆC + hˆD GˆD(E) hˆ†D
)
ΨC =
ˆ˜HC(E)ΨC = EΨC (2.10)
donde
ˆ˜HC(E) es el hamiltoniano efectivo que caracteriza a la regio´n central del sistema.
Obtenido
ˆ˜HC(E) calculamos su correspondiente funcio´n de Green y con esta obtenemos
la densidad local de estados de la seccio´n central:
LDOSj(ξ) =
−1
pi
Im
((
ξ − ˆ˜HC(ξ)
)−1
l,l
)
=
−1
pi
Im
(
G˜C,l,l(ξ)
)
(2.11)
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Figura 2.10: Densidad electro´nica y polarizacio´n de esp´ın de la 8-ZGNR inducido por
la barrera de potencial Vg(j) presentada en la Ec. (2.8). El nivel de Fermi sintoniza el
dopaje δn=0.6 eu.c. al cual le corresponde la fase paramagne´tica, y posteriormente Vg(j)
cambia localmente el dopaje electro´nico desde δn ≈0.6 eu.c. hacia δn ≈0.3 eu.c. , induciendo
el orden ferromagne´tico local. Con l´ıneas negras mostramos el dopaje local “δn(j)”,
con l´ıneas grises mostramos la magnetizacio´n local M(j) sobre uno de los bordes de la
8-ZGNR, y con l´ıneas entrecortadas mostramos el perfil de Vg(j).
donde “l” es alguna posicio´n de la seccio´n central, siendo G˜C,l,l = 〈l| ˆ˜GC|l〉. La integracio´n
de la LDOSl(ξ), desde el fondo de banda hasta el nivel de Fermi, brinda la distribucio´n
de carga y esp´ın en el sitio “l”. Para iniciar el ca´lculo auto-consistente de la distribucio´n
de carga usamos la siguiente condicio´n inicial: La distribucio´n de carga fuera de la
barrera es la de δn=0.6 e.
c.u
, mientras que esta dentro la barrera es la de δn=0.3 e.
c.u
. Los
resultados del este ca´lculo los mostramos en la Fig. 2.10.
En la Fig. 2.10 mostramos el dopaje electro´nico “δn(l)” (l´ıneas negras) y la mag-
netizacio´n “M(l)”(l´ıneas grises) local sobre uno de los bordes del sistema. De las 400
celdas de la seccio´n central, so´lo mostramos las primeras 200 porque las restantes son
sime´tricas respecto el centro de la barrera de potencial. En esta figura tambie´n mostra-
mos el perfil de Vg(l). Los resultados muestran una isla de orden FM inmersa en medio
de la 8-ZGNR, y el valor de la magnetizacio´n en medio de esta isla es similar al valor de
la magnetizacio´n de la 8-ZGNR de dopaje uniforme δn=0.3 e
u.c.
, dado que en esta regio´n
se presentan las oscilaciones tipo Friedel para la carga electro´nica y la polarizacio´n de
esp´ın. Por otro lado se observa que el cambio de magnetizacio´n y densidad electro´nica
es abrupto en relacio´n al encendido o apagado del potencial.
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Figura 2.11: (a) Transmisio´n de los estados incidentes de esp´ın ↑ sobre la barrera
de potencial. (b) Transmisio´n de los estados incidentes de esp´ın ↓ sobre la barrera de
potencial. Las transmisiones de cada esp´ın ↑ y ↓ son distintas debido a la polarizacio´n
de esp´ın local inducida por la barrera de potencial Vg.
2.5. Transmisio´n a trave´s de la regio´n magne´tica de
la 8-ZGNR
Habiendo determinado la estructura electro´nica del sistema auto-consistentemente,
calculamos la transmisio´n en el re´gimen de respuesta lineal usando el enfoque de Lan-
dauer. La transmisio´n de los estados incidentes de energ´ıa ξ -que van de izquierda a
derecha- lo obtenemos con la funcio´n de Green mediante la Ec. de Fisher-Lee [80]:
T(ξ) = Tr
(
ΓˆI(ξ) · ˆ˜GC(ξ) · ΓˆD(ξ) · ˆ˜G
†
C(ξ)
)
(2.12)
donde
ˆ˜G†C(ξ) (funcio´n de Green avanzada) es la transpuesta conjugada de la funcio´n
de Green
ˆ˜GC(ξ) (funcio´n de Green retardada). Por otra parte ΓˆI y ΓˆD son:
ΓˆI(ξ) = i
(
hˆ†I GˆI(ξ) hˆI −
[
hˆ†I GˆI(ξ) hˆI
]†)
ΓˆD(ξ) = i
(
hˆD GˆD(ξ) hˆ†D −
[
hˆD GˆD(ξ) hˆ†D
]†) (2.13)
que comu´nmente son llamadas funciones de ancho de nivel. Por u´ltimo Tr
(
Ξˆ
)
repre-
sentan la traza sobre el operador Ξˆ. El valor de T(ξ) va desde cero hasta el nu´mero de
estados incidentes con energ´ıa ξ. Una descripcio´n detallada de la Ec. (2.12) se encuentra
en la Ref. [60].
En la Fig. 2.11 presentamos la transmisio´n para energ´ıas cercanas al nivel de Fermi.
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Figura 2.12: Esquema de la funcio´n de onda Ψ descrita con funciones de onda asinto´ti-
cas ΨI, Ψr, ΨB, y Ψr, siendo estas la parte incidente, la parte reflejada, la parte de la
barrera, y la parte transmitida, respectivamente. Las funciones de onda asinto´ticas son
las funciones de onda correspondientes al 8-ZGNR de dopaje electro´nico uniforme, que
fuera Vg son las funciones de onda PM del dopaje δn=0.6
e.
u.c. , y dentro de Vg son las
funciones de onda FM del dopaje δn ≈ 0.3 e.u.c. .
En los paneles 2.11(a) y 2.11(b) mostramos la transmisio´n de esp´ın ↑ y ↓, respectiva-
mente, donde se aprecia una mayor estructura en la trasmisio´n de esp´ın ↓. En particular
dentro del panel 2.11(b) mostramos detalladamente el ma´ximo valor de la transmisio´n,
indicando que aproximadamente tres estados incidentes de esp´ın ↓ (de energ´ıa cercana
a -0.05eV) cruzaron la barrera de potencial.
Para interpretar la relacio´n entre la transmisio´n, la energ´ıa, y el esp´ın, necesitamos
conocer la funcio´n de onda Ψ dentro y fuera de la barrera de potencial. Postulamos
que la estructura transversal de Ψ lejos y en medio de Vg es la estructura de los estados
asinto´ticos donde los u´ltimos son los estados de la 8-ZGNR de dopaje uniforme. Postu-
lamos que Ψ lejos de Vg es alguna combinacio´n de estados asinto´ticos paramagne´ticos
mientras que Ψ en medio de Vg es alguna combinacio´n de estados asinto´ticos ferro-
magne´ticos que llamaremos estados de barrera. En la Fig. 2.12 mostramos un esquema
de Ψ usando los estados asinto´ticos ΨI, Ψr, ΨB, Ψt, donde ΨI es el estado incidente, Ψr
es la componente reflejada del estado incidente, ΨB es el estado de barrera dado que
esta habita dentro de la barrera de potencial, y Ψt es la componente que se transmite.
En la Fig. 2.13 mostramos el diagrama de bandas de los estados asinto´ticos (pane-
les centrales) junto con su estructura local sobre la celda unidad (paneles inferiores y
superiores). Las bandas negras han sido obtenidas con la distribucio´n electro´nica de las
secciones izquierda y derecha (correspondiente a δn=0.6 e
u.c.
), mientras que las bandas
grises han sido obtenidas con la distribucio´n electro´nica de la celda que esta´ en medio
de la barrera de potencial (celda j=200 donde δn ≈ 0.3 e
u.c.
). Como hipo´tesis pensamos
que estas bandas permiten apreciar la cantidad de estados incidentes de una determi-
nada energ´ıa, junto con la cantidad de estados de barrera que permiten la transmisio´n
de e´stos. Las bandas descritas con l´ıneas continuas esta´n compuestas por estados de
paridad par y las llamamos bandas pares, mientras que las bandas descritas con l´ıneas a
trazos esta´n compuestas por estados de paridad impar y por esto las llamamos bandas
impares. En los paneles superiores e inferiores mostramos la estructura de los estados
de paridad par e impar, respectivamente, donde con puntos llenos (vac´ıos) mostramos
la componente real (compleja) de e´stos. Estos estados son sime´tricos o antisime´tricos
respecto a el centro de la 8-ZGNR, lo que impone una restriccio´n en la transmisio´n
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Figura 2.13: Paneles superiores: Estructura de los estados asinto´ticos de paridad par.
Paneles centrales: Diagrama de bandas de los estados asinto´ticos que esta´n fuera y den-
tro de Vg, estas son obtenidas usando la densidad electro´nica que esta´ lejos (en medio)
de Vg, donde δn=0.6
e.
u.c. (δn ≈ 0.3 e.u.c.). Las bandas descritas con l´ıneas continuas (en-
trecortadas) esta´n compuestas por estados que tienen paridad par (impar) con respecto
a el centro de la 8-ZGNR. Paneles inferiores: Estructura de los estados asinto´ticos de
paridad impar. La estructura de los estados es presentada sobre la celda unidad, donde
con puntos llenos y vac´ıos mostramos la componente real y compleja de los mismos, y
con una flecha doble sen˜alizamos el centro de la 8-ZGNR.
dado que no es posible empalmar estados de diferente paridad [81]. En consecuencia la
transmisio´n es posible cuando los estados incidentes y los estados de barrera tienen la
misma paridad. Por otro lado la transmisio´n es mejor conforme los estados incidentes
y los estados de barrera son ma´s similares, lo que sucede cuando los nu´meros de onda
de estos son pro´ximos.
En la Fig. 2.14 mostramos la transmisio´n de esp´ın ↑ y ↓ junto con el diagrama de
bandas de los estados asinto´ticos. Para una mejor descripcio´n fraccionamos las bandas
en cuatro secciones que esta´n detalladas con flechas dobles. Los estados incidentes son
los mismos para cada esp´ın y pertenecen a las bandas negras, siendo estos los estados
que tienen velocidad vk =
∂ E(k)
∂k
> 0. Con respecto al rango de energ´ıa presentado en
la Fig 2.14, para energ´ıas mayores a ∼-0.05eV se aprecia que los estados incidentes
provienen de la seccio´n C4 de la banda par, y para energ´ıas menores a ∼-0.16eV se
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Figura 2.14: Transmisio´n de esp´ın ↑ y ↓ junto con el diagrama de bandas de los estados
asinto´ticos; estos son presentadas con el mismo formato de las Figs. 2.11 y 2.13. Los
estados incidentes tienen velocidad vk =
∂ E(k)
∂k > 0 y pertenecen a las bandas descritas
con l´ıneas negras, mientras que los estados de barrera pertenecen a las bandas descritas
con l´ıneas grises.
observa que los estados incidentes provienen de la seccio´n C2 de la banda impar. En el
rango [-0.16eV:-0.05eV] se aprecian que los estados incidentes provienen de las secciones
C2 y C4 de la banda par y de la seccio´n C2 de la banda impar. Por tanto para cada
esp´ın y cada valor de energ´ıa, desde -0.2eV hasta ∼-0.16eV existe un estado incidente,
desde ∼-0.16eV hasta ∼-0.05eV existen tres estados incidentes, y desde ∼-0.05eV hasta
0.20eV existe un estado incidente. Por otra parte los estados de barrera esta´n descritos
por las bandas presentadas con l´ıneas grises siendo estas diferentes para cada esp´ın, lo
que explica las diferencias entre las transmisiones de esp´ın ↑ y ↓.
Explicamos la transmisio´n para los estados incidentes de esp´ın ↑. Por debajo de
los ∼-0.16eV se aprecia una transmisio´n nula debido a que los estados de barrera y
los estados incidentes tienen diferente paridad, sin embargo por arriba de ∼-0.16eV la
transmisio´n deja de ser nula porque el estado incidente de la seccio´n C4 se empalma
con alguna combinacio´n de los estados de barrera de las secciones C1 y C4, dado que
estos tienen la misma paridad y son estados extendidos, siendo la transmisio´n menor o
igual a la unidad. Entre las energ´ıas ∼-0.16eV y ∼-0.10eV se aprecia el incremento de la
trasmisio´n junto con algunos picos debido al mejor empalme entre los estados, porque
los estados incidentes son ma´s similares a los estados de barrera conforme mayor es la
energ´ıa. Por otra parte la transmisio´n es cercana a la unidad por arriba de ∼-0.10eV
porque los estados mencionados deben presentan similar estructura, dado que el estado
de barrera de vk > 0 y el estado incidente tienen el mismo nu´mero de onda.
La transmisio´n de esp´ın ↓ muestra una mayor estructura. Los estados de barrera de
energ´ıas menores a ∼-0.05eV forman canales de transmisio´n compuestos por la seccio´n
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Figura 2.15: Anti-resonancias en la transmisio´n de los estados de esp´ın ↓ en tres ven-
tanas de energ´ıas. Estos resultados provienen de la Fig. 2.11.
C2 y C3 de la banda impar, y por este medio se transmite un estado incidente impar
para cada energ´ıa. Por otra parte los paneles 2.14(c,d) muestran una regio´n sombreada
alrededor de -0.05eV que resalta la convivencia de estados incidentes y estados de
barrera, mostrando que hay tres estados incidentes de vk > 0 para cada energ´ıa, y que
existen hasta seis estados de barrera de diferente paridad que permiten la transmisio´n
de los estados incidentes. Esta u´ltima imagen justifica la triple transmisio´n que fue
presentada con ma´s detalle en la Fig. 2.11.
Continuando con el caso de esp´ın ↓, para energ´ıas mayores a∼-0.04eV la transmisio´n
vuelve a ser menor o igual a la unidad porque solamente existe un estado incidente
por energ´ıa. Entre las energ´ıas ∼-0.05eV y ∼0.08eV se aprecia una estructura muy
particular en la transmisio´n que detallaremos ma´s adelante, mientras que para energ´ıas
mayores a ∼0.08eV se aprecia una transmisio´n perfecta debido al buen empalme entre
los estados incidentes y estados de barrera de la secciones C1 y C4.
Pasamos a estudiar la transmisio´n de esp´ın ↓ en la ventana (-0.05eV,0.08eV). En
esta ventana existe un estado incidente para cada energ´ıa el cual es par, y los estados
de barrera que permiten su transmisio´n son tanto de cara´cter extendido y cara´cter
localizado en los bordes. La estructura de los estados de barrera fue mostrada en los
paneles superiores e inferiores de la Fig. 2.13, donde el estado de k=0.85pi
a
pertenece
a la seccio´n C2 mientras que el estado de k=1.35pi
a
pertenece a la seccio´n C4. Vol-
viendo a la Fig. 2.14, en la ventana (-0.05eV,0.08eV) se aprecia que la transmisio´n es
cercana a la unidad pero en algunos valores de energ´ıa la transmisio´n decae. En la
Fig. 2.15 mostramos una ampliacio´n de estos resultados y se aprecia que la transmi-
sio´n presenta interferencias destructivas. Este patro´n de interferencias es un patro´n de
anti-resonancias de Fano [82] que es entendida como la interferencia entre un medio de
transmisio´n continuo en energ´ıas y un medio de transmisio´n resonante.
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Figura 2.16: (a) Representacio´n de una cadena lineal de niveles y un nivel resonante.
La transmisio´n de este sistema presenta anti-resonancias de Fano, y su estudio permi-
te interpretar la transmisio´n de la 8-ZGNR. (b) Anti-resonancias de Fano del sistema
compuesto por la cadena lineal y el nivel resonante, para mayor detalle le´ase el texto.
2.6. Anti-resonancias de Fano en la 8-ZGNR.
Las anti-resonancias de Fano presentes en la transmisio´n son el resultado del acople
entre niveles de energ´ıa continuos y algu´n nivel discreto. Esto fue estudiado por Ugo
Fano analizando el efecto Auger en a´tomos. El efecto Auger permite que los niveles
ligados del a´tomo se acoplen con los niveles de part´ıcula libre. Esto sucede cuando
un electro´n de coraza es removido del a´tomo mediante un foto´n, luego un electro´n
ligado al a´tomo ocupa esta vacancia y la energ´ıa liberada en esta ocupacio´n la recibe
otro electro´n ligado al a´tomo. La energ´ıa recibida por este u´ltimo electro´n le permite
desprenderse el a´tomo, y en consecuencia, la reaccio´n inicial foto´n-a´tomo produce una
doble ionizacio´n del a´tomo y dos electrones libres [83, 84]. Este proceso evidencia como
el a´tomo -luego de absorber el foto´n y emitir el electro´n de coraza- puede vincular
sus estados ligados (que son niveles de energ´ıa discretos) con los estados de part´ıcula
libre (que son niveles de energ´ıa continuos) lo cual produce la conocida anti-resonancia
de Fano [82, 85]. Por otra parte las anti-resonancias de Fano tambie´n se presentan en
diversos sistemas f´ısicos, entre estos se encuentran los sistemas mesosco´picos [86].
Un modelo sencillo que contiene la f´ısica de Fano se muestra en la Fig. 2.16 en
el panel 2.16(a). En esta figura presentamos un conjunto de niveles que forman una
cadena lineal de estados, y debajo de esta cadena esta´ un nivel resonante de energ´ıa
ε. El acoplamiento “t” entre niveles de la cadena lineal produce niveles de energ´ıa
continuos, mientras que el acoplamiento γ vincula el nivel resonante con los niveles de
energ´ıa continuos de la cadena lineal. Por u´ltimo τ evalu´a el cambio del acoplamiento
entre los niveles de la cadena, que tambie´n es inducido por el nivel resonante. En este
sistema el electro´n incidente se transmite de un extremo al otro por dos caminos. El
primer camino es la cadena lineal, y el segundo camino es la cadena lineal pasando por
el nivel resonante. Esto da lugar a un feno´meno de interferencia entre los dos caminos
mencionados, cuyo resultado produce la anti-resonancia de Fano.
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Figura 2.17: (a) Espectro de anti-resonancias en la transmisio´n ↓ de la 8-ZGNR. Cada
interferencia es una anti-resonancia tipo Fano [82, 86], y se origina por el acople entre el
estado incidente y los dos estados de barrera. (b) Energ´ıas de las anti-resonancias -ε(kn)-
sobre la seccio´n C2 de la banda de los estados de barrera. El nu´mero de onda para cada
anti-resonancia fue ajustado con kn ≈ npiL + k0 donde k0=0.78pia y L=150a.
La transmisio´n de este sistema lo calculamos con la Ec. (2.12) procediendo de for-
ma similar al ca´lculo de la transmisio´n de la 8-ZGNR, y una solucio´n anal´ıtica de este
sistema sencillo se encuentra en la Ref. [61]. En la Fig. 2.16(b) presentamos 3 casos
de esta transmisio´n que esta´n definidos por la triada (ε,τ ,γ). El caso presentado con
l´ıneas negras corresponde a (-0.1,-1.0,-0.1) y el caso presentado con l´ıneas grises co-
rresponde a (0.0,-1.0,-0.2). Con estos casos apreciamos que el ensanchamiento de la
anti-resonancia es mayor conforme mayor es la hibridacio´n entre los niveles continuos
y el nivel resonante. Por otra parte el caso presentado con l´ıneas entrecortadas corres-
ponde a (0.1,-0.6,-0.1), y muestra que la transmisio´n en funcio´n de la energ´ıa no es
total cuando τ 6= t.
Usando la f´ısica del sistema “cadena lineal + nivel resonante” describimos cuali-
tativamente los resultados de la transmisio´n ↓ de la 8-ZGNR, los cuales presentamos
con ma´s detalle en la Fig. 2.17. En el panel 2.17(a) mostramos la transmisio´n ↓ donde
se puede apreciar mejor la separacio´n entre las anti-resonancias, mientras que en el
panel 2.17(b) mostramos u´nicamente las bandas de energ´ıa involucradas en esta trans-
misio´n. Los estados de barrera que conforman los niveles continuos de energ´ıa son los
estados de la seccio´n C1 y C4 de la banda gris, los cuales tienen un buen acople con
los estados incidentes dado que la transmisio´n es cercana a la unidad; y el ana´logo al
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sistema sencillo sugiere que τ ∼ t. Por otra parte las anti-resonancias deben provenir
de estados discretos que tienen poca hibridacio´n con los estados incidentes, debido a
que el ensanchamiento de la resonancia es menor o del orden del meV. El ana´logo con
el sistema sencillo sugiere que γ << τ, t debido al reducido solapamiento entre los
estados incidentes (seccio´n C4 de la banda negra) y los estados de borde de barrera
(seccio´n C2 y C3 de la banda gris). Las anti-resonancias en la transmisio´n ↓ indican
que los estados de borde de la barrera esta´n separados en energ´ıa conformando un gru-
po de niveles discretos, y esta discretizacio´n proviene del confinamiento de los estados
localizados en la barrera de potencial. Si asumimos que el confinamiento tiene longitud
efectiva L, que ser´ıa la longitud de la regio´n con magnetizacio´n finita, entonces los
estados confinados tienen nu´meros de onda kn ' npiL +k0, donde n es un nu´mero entero
y k0 es una correccio´n de la aproximacio´n de pared dura de la barrera de potencial.
Para apreciar la consistencia de esta interpretacio´n extraemos las energ´ıas donde se
presentan las anti-resonancias de fano (εn) y las graficamos en funcio´n de kn, consi-
derando que la resonancia de mayor energ´ıa es la de n=31 con k0=0.78
pi
a
y L=150a,
lo cual presentamos en el panel 2.17(b). Indicamos que n fue obtenido ajustando kn
y εn sobre la seccio´n C2 de la banda gris, mientras que L fue obtenido mediante el
conteo de las celdas unidad que presentan orden magne´tico (ve´ase la Fig. 2.10). El
panel 2.17(b) muestra que la interpretacio´n es correcta debido a que las resonancias
de Fano se encuentran mas separadas donde la dispersio´n de la banda gris es mayor.
Por ejemplo la dispersio´n de las banda gris es mayor alrededor del nivel de Fermi, y se
aprecia que las antiresonancias estan separadas en ∼5meV, mientras que alrededor del
ma´ximo de la banda gris se agolpan las anti-resonancias.
2.7. Conclusiones.
Inicialmente estudiamos las fases magne´ticas de la N-ZGNR poniendo ma´s atencio´n
en las fases correspondientes al 8-ZGNR, donde caracterizamos el orden magne´tico del
mismo desde el dopaje neutro hasta el dopaje donde este deja de ser magne´tico. El
estudio muestra que el orden antiferromagne´tico es semiconductor, con una brecha de
energ´ıa que es menor conforme la cinta es ma´s ancha, y que los o´rdenes ferromagne´tico
y paramagne´tico son meta´licos sin brechas de energ´ıa.
Posteriormente investigamos el orden magne´tico inducido por una barrera de po-
tencial, donde esta barrera se encuentra en medio de la 8-ZGNR de fase paramagne´tica.
La altura de la barrera es sintonizada de tal forma que el dopaje de la 8-ZGNR (dentro
de la barrera) corresponda al orden ferromagne´tico, y el ca´lculo auto-consistente de la
distribucio´n electro´nica muestra una isla magne´tica en medio de la 8-ZGNR de orden
paramagne´tico, que presenta oscilaciones de la polarizacio´n de esp´ın que evidencian la
extensio´n finita de la barrera de potencial. Posteriormente calculamos la transmisio´n
50 Potencial en medio de la cinta de grafeno de bordes zigzag.
a trave´s del potencial, y se aprecia que la transmisio´n depende del esp´ın del estado
incidente. Los estados incidentes se acoplan con estados que habitan en la barrera de
potencial, y este acople genera un patro´n de interferencias en la transmisio´n semejantes
a las anti-resonancias tipo Fano. Estas interferencias en la transmisio´n se presentan so´lo
en los estados incidentes de esp´ın minoritario, y esto sucede porque algunos estados de
barrera esta´n confinados en la barrera de potencial y presentan niveles de energ´ıa dis-
cretos (resonancias). Por otra parte los estados incidentes de esp´ın mayoritario cruzan
la barrera de potencial en un amplio rango de energ´ıas, siendo su transmisio´n cercana
a la total.
Los resultados muestran que los potenciales locales aplicados en las cintas de grafeno
zigzag producen fluctuaciones en los coeficientes de trasmisio´n, hasta el punto de que la
transmisio´n dependa del esp´ın. Esta dependencia viene del orden magne´tico inducido
por el dopaje local, donde el dopaje local depende del respectivo potencial local. Estos
resultados sugieren la obtencio´n de corriente polarizada en esp´ın siempre y cuando el
nivel de Fermi se encuentre alrededor de las energ´ıas que presentan anti-resonancias, lo
que puede ser sintonizado con la altura de la barrera de potencial. Esta investigacio´n
se realizo en la 8-ZGNR debido a su sencillo diagrama de fases con respecto a el
dopaje electro´nico, donde buscamos que los o´rdenes magne´ticos involucrados carezcan
de brechas de energ´ıa. Recientemente se han desarrollados te´cnicas para obtener cintas
de grafeno con precisio´n ato´mica en sus bordes [17, 87, 88], y creemos que en un futuro
puedan presentarse los efectos de transporte expuestos aqu´ı. Estos resultados han sido
publicados en la revista “Journal of Low Temperature Physics” [89].
Cap´ıtulo 3
Teor´ıa del funcional de la densidad.
3.1. Introduccio´n
En el cap´ıtulo 1 describimos la estructura electro´nica del grafeno y de las cintas
de grafeno de bordes zigzag (N-ZGNR). Posteriormente en el cap´ıtulo 2 presentamos
la transmisio´n sobre la N-ZGNR cuando esta se encuentra inmersa en una barrera
de potencial, considerando los efectos del orden magne´tico en el transporte. Estos
resultados se calcularon con el modelo de Hubbard resuelto con el me´todo de Hartree-
Fock. El modelo de Hubbard ha mostrado ser u´til en muchas investigaciones asociadas
al grafeno [22, 23, 50, 68, 89], sin embargo antes de aplicar el modelo de Hubbard
necesitamos conocer la estructura cristalina del sistema y el cara´cter de los estados
pro´ximos al nivel de Fermi, porque este modelo generalmente se construye con orbitales
localizados consistentes con el cara´cter de los estados, ma´s sus respectivos elementos
de matriz junto con la repulsio´n de Coulomb asociada a la doble ocupacio´n de estos
los orbitales.
En lo que sigue de esta tesis, estudiaremos al grafeno modificado con adsorbatos
de flu´or. El fin es conocer las propiedades del grafeno en diferentes concentraciones de
estos adsorbatos, y obtener un sistema similar a las cintas de grafeno zigzag construido
a partir de grafeno saturado con estos adsorbatos; por lo que es necesario calcular la
estructura cristalina estable del grafeno modificado mediante procesos de relajacio´n
que minimizan su energ´ıa. Para estos ca´lculos usamos la teor´ıa del funcional densidad
(DFT, por sus siglas en ingle´s) porque esta considera la interaccio´n de intercambio y
correlacio´n entre electrones, lo que permite contabilizar con precisio´n las fuerzas entre
los nu´cleos ato´micos.
Los ca´lculos de primeros principios (tambie´n conocidos como ab-initio) son aquellos
que no necesitan para´metros o datos emp´ıricos para su implementacio´n, y la DFT es
uno de estos. Si bien es cierto que la DFT es una herramienta pesada, a mostrado
ser eficiente dado que en muchos casos sus resultados esta´n en acuerdo con resultados
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experimentales, tales como las energ´ıas de enlace, energ´ıas de ionizacio´n, etc. Sin em-
bargo, para poder interpretar sus resultados es necesario conocer los aspectos ba´sicos
del formalismo y su implementacio´n. En este cap´ıtulo presentaremos la DFT, sus bases,
sus aproximaciones, y presentaremos sus limitaciones, con el fin de conocer la energ´ıa
y la estructura electro´nica del grafeno modificado.
3.2. Aproximacio´n de Borh-Oppenheimer
Un so´lido esta´ compuesto por un arreglo perio´dico de a´tomos, y estos esta´n com-
puestos por sus electrones y sus correspondientes nu´cleos. Las propiedades del so´lido
las podemos caracterizar mediante la funcio´n de onda Ψ(r,R, t) que es obtenida con
la Ec. de Schro¨dinger:
HˆΨ(r,R, t) = EΨ(r,R, t), (3.1)
donde Hˆ es el hamiltoniano, E es la energ´ıa, r = (r1, r2, ..., rN) y R = (R1,R2, ..,RM)
son las coordenadas electro´nicas y nucleares, respectivamente, y t es el tiempo. La
funcio´n de onda Ψ(r,R, t) es antisime´trica con respecto a las permutaciones de las
coordenadas electro´nicas (cara´cter fermio´nico). Por otro lado Ψ(r,R, t) es sime´trica
(antisime´trica) ante permutaciones de coordenadas nucleares si los nu´cleos son bosones
(fermiones), siempre que los nu´cleos sean ide´nticos entre s´ı. En funcio´n de estas varia-
bles, y considerando las interacciones electrosta´ticas, el hamiltoniano no relativista del
so´lido es:
Hˆ = Tˆe(r) + Tˆn(R) + Vˆn−n(R) + Vˆe−e(r) + Vˆe−n(r,R)
= − ~
2
2me
N∑
i
∇2i −
M∑
I
~2
2mI
∇2I +
1
2
M∑
I 6=J
ZIZJe
2
|RI −RJ | +
1
2
N∑
i 6=j
e2
|ri − rj| −
N,M∑
i,I
ZIe
2
|ri −RI | ,
(3.2)
donde “Tˆe” y “Tˆn” es la energ´ıa cine´tica de los electrones y los nu´cleos, respectivamente,
“Vˆe−e” y “Vˆn−n” son la interaccio´n de Coulomb entre electrones y nu´cleos, respectiva-
mente, y el operador “Vˆe−n” es la interaccio´n coulombiana entre electrones y nu´cleos
que vincula la dina´mica de ambas clases de part´ıculas. En la parte inferior de la Ec.
(3.2) mostramos expl´ıcitamente cada operador respetando el orden de presentacio´n.
De todos los operadores presentes, el operador Vˆe−n dificulta el hallazgo de Ψ(r,R, t)
porque relaciona las posiciones de nu´cleos y electrones; en particular la vibracio´n de los
nu´cleos modifican el movimiento de los electrones. Sin embargo, dentro de la imagen
cla´sica se sabe que la inercia de los nu´cleos es mucho mayor que la inercia de los
electrones (para el hidro´geno la relacio´n de masa es mI
me
=1836) y por tanto se postula
que los electrones se adaptan inmediatamente al movimiento de los nu´cleos debido a
su mayor velocidad. Tomando esta hipo´tesis se escribe la funcio´n de onda de forma
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general de la siguiente forma:
Ψ(r,R, t) =
∑
q
Ψ(r,R, t)q =
∑
q
Θ(R, t)qΦ(r,R)q , (3.3)
donde las funciones Θ(R, t)q y Φ(r,R)q son la parte nuclear y electro´nica del esta-
do Ψ(r,R)q. Solamente Θ(R, t)q tiene la dependencia temporal porque los electrones
siguen “inmediatamente” el movimiento de los nu´cleos, y por tanto Φ(r,R)q es inde-
pendiente del tiempo y considera como para´metros a las coordenadas nucleares. Cada
Φ(r,R)q cumple con la relacio´n:
Hˆe Φ(r,R)q =
(
Tˆe(r) + Vˆe−e(r) + Vˆe−n(r,R)
)
Φ(r,R)q = Eq Φ(r,R)q , (3.4)
donde Eq es obtenido considerando a Vˆe−n como un campo externo aplicado a los elec-
trones. Posteriormente pasamos a describir la parte nuclear de la funcio´n de onda. Para
esto aplicamos la funcio´n de onda (3.3) sobre el hamiltoniano (3.2), luego multiplicamos
el resultado con la funcio´n Φ(r,R)∗q para hacer la integracio´n sobre las coordenadas
electro´nicas. El resultado es:
i
∂
∂t
Θq =
(
Eq + Vˆn−n + Tˆn
)
Θq−
∑
l
M∑
I=1
~2
2mI
〈Φq|∇2I |Φl〉Θl−
∑
l
M∑
I=1
~2
mI
〈Φq|∇I |Φl〉∇IΘl ,
(3.5)
donde 〈Φq|Oˆ|Φl〉 simboliza el valor de expectacio´n del operador Oˆ entre las compo-
nentes electro´nicas de la funcio´n de onda, que dependen so´lo de los para´metros R. Es
importante sen˜alar que los primeros tres te´rminos de (3.5) no producen mezclas entre
las componentes Θq de la funcio´n de onda, sin embargo los u´ltimos dos te´rminos pro-
ducen la mezcla entre componentes nucleares y componentes electro´nicas de Ψ(r,R),
mostrando que la dina´mica de so´lido permite transferencia de energ´ıa entre electrones
y nu´cleos. En consecuencia la funcio´n de onda de la forma:
Ψ(r,R) = Θ(R, t)qΦ(r,R)q , (3.6)
es solucio´n del sistema siempre y cuando ignoremos los u´ltimos te´rminos de (3.5), y
esta es la funcio´n de onda del estado electro´nico adiaba´tico “q”. Se dice que el sistema
es adiaba´tico cuando se cumple la siguiente relacio´n:∣∣∣∣∣ ~22mn
M∑
I=1
〈Θp|∇I |Θq〉〈Φp|∇I |Φq〉
∣∣∣∣∣ << |Ep − Eq| , (3.7)
siendo la energ´ıa Ep (Eq) la correspondiente al estado adiaba´tico “p” (“q”). Esta condi-
cio´n permite despreciar el u´ltimo te´rmino de (3.5) y por tanto no esperamos transiciones
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entre estados adiaba´ticos “p” y “q”, lo que simplifica la Ec. (3.5) en:
i
∂
∂t
Θq =
(
Eq + Vn−n + Tn −
M∑
I=1
~2
2mI
〈Φq|∇2I |Φq〉
)
Θq , (3.8)
donde la Ec. (3.8) define la aproximacio´n adiaba´tica del so´lido [90, 91], la cual fue postu-
lado inicialmente en mole´culas por Born-Oppenheimer [92]. Indicamos que la condicio´n
(3.7) se cumple en mole´culas dado que estos tienen estados electro´nicos discretos, pero
en los so´lidos la condicio´n (3.7) no es va´lida porque sus estados forman un espectro de
energ´ıas continuo. Sin embargo una condicio´n ma´s sutil permite usar la aproximacio´n
adiaba´tica en los so´lidos, debido a que los anchos de bandas del so´lido son del orden
del eV y que las temperaturas de Fermi son mucho mayores que las temperaturas en
la que el so´lido esta´ expuesto. A temperatura ambiente las excitaciones del so´lido son
del orden de kBT=23meV, lo que modifica ligeramente las propiedades del so´lido. Por
tanto la descripcio´n del so´lido puede comenzar por la aproximacio´n adiaba´tica resol-
viendo las ecuaciones (3.4) y (3.8), y posteriormente las propiedades no obtenidas en
este l´ımite se obtienen mediante perturbaciones. Un ejemplo de este caso se visualiza
en la adicio´n de las interacciones electro´n-fono´n [93, 94].
El factor TˆnΦq = −
M∑
I
~2
2mI
∇2IΦq de la Ec. (3.8) es ignorado frecuentemente en los
ca´lculos de estructura electro´nica porque es menor con respecto a otros factores. Supo-
niendo que Φ(r,R)q = Φq(r−R) [3], donde r−R representa las distancias relativas
entre nu´cleos y electrones, estimamos la correccio´n en la energ´ıa:
−
M∑
I=1
~2
2mI
〈Φq|∇2I |Φq〉 = 〈Φq|Tˆn|Φq〉 =
me
mI
〈Φq|Tˆe|Φq〉 ∝ me
mI
Eq , (3.9)
que es por lo menos tres o´rdenes de magnitud menor con respecto de la energ´ıa Eq.
Cuando se ignora el te´rmino 〈Φq|∇2I |Φq〉 de la Ec. (3.8) entonces el so´lido es analizado en
la aproximacio´n de Born-Oppenheimer [3, 90, 91] que es la aproximacio´n comu´nmente
usada en los ca´lculos de estructura electro´nica. En lo que sigue de esta seccio´n usamos
la aproximacio´n de Born-Oppenheimer, donde la Ec.:
i
∂
∂t
Θq(R, t) =
(
−
M∑
I=1
~2
2mI
∇2I +
1
2
M∑
I 6=J
ZIZJe
2
|RI −RJ | + Eq(R)
)
Θq(R, t) , (3.10)
define la energ´ıa del estado Θq(R, t)Φq(r,R), donde Eq(R) proviene de (3.4).
Para determinar la estructura cristalina del so´lido es necesario conocer las posiciones
medias de los nu´cleos ato´micos. Con este fin pasamos del l´ımite cua´ntico al l´ımite cla´sico
mediante el Teorema de Ehrenfest [95] para determinar las fuerzas sobre los nu´cleos
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del so´lido:
i~
d〈R〉
d t
= 〈[H,R]〉 = i~〈P〉
mI
⇒ i~d〈P〉
d t
= 〈[H,P]〉 = −i~〈∇ξq〉 ⇒ mI d
2〈R〉
d t2
= −〈∇ξq〉 ,
(3.11)
donde:
ξq = Eq(R) +
1
2
M∑
I 6=J
ZIZJe
2
|RI −RJ | , (3.12)
por tanto necesitamos conocer el gradiente de estos te´rminos con respecto de las coor-
denadas nucleares. Para esto usamos el teorema de Hellman-Feynman [96] el cual indica
que:
∂ E
∂ λ
=
1
〈Ψ|Ψ〉〈Ψ|
∂ Hˆ
∂ λ
|Ψ〉 , (3.13)
tomando al hamiltoniano dentro de la aproximacio´n de Born-Oppenheimer y usando
como para´metro de variacio´n λ = RI , obtenemos la fuerza aplicada sobre el nu´cleo
ato´mico “I”:
FI = mI
d2〈RI〉
dt
= −
〈
∇I
(
Eq(R) +
1
2
M∑
I 6=J
ZIZJe
2
|RI −RJ |
)〉
= −〈∇I
(
Eq(R) + Vˆn−n(R)
)
〉 .
(3.14)
Segu´n la Ec. (3.12) la expresio´n ξq = Eq(R)+〈Vˆn−n(R)〉 se comporta como la energ´ıa
potencial cla´sica del so´lido, incluso se le llama Potencial Energy Surface (PES), y esta
u´ltima sumada con la contribucio´n cine´tica de los nu´cleos 〈Tˆn−n〉 da la energ´ıa total
del so´lido dentro de la aproximacio´n de Born-Oppenheimer. El arreglo R˜ que minimise
el PES corresponde al arreglo perio´dico ma´s estable de los nu´cleos ato´micos, y en estas
posiciones las fuerzas la Ec. (3.14) son nulas.
A temperatura ambiente la longitud te´rmica es λT=
~√
2mIkBT
≈0.2A˚ y por esto
las part´ıculas separadas una longitud mayor que esta no exhiben coherencia cua´nti-
ca, entonces no debe existir coherencia cua´ntica entre los nu´cleos ato´micos porque la
separacio´n entre estos es mayor de 1.0A˚ , a menos que el sistema se encuentre a tem-
peraturas por debajo de los 5K◦, donde se presentan efectos de intercambio [90]. Por
tanto 〈RI〉 son las posiciones cla´sicas de los nu´cleos ato´micos del so´lido, y podemos
calcular 〈Vˆn−n〉 de forma cla´sica.
En conclusio´n, para caracterizar al sistema comenzamos por e´legir las posiciones
de sus nu´cleos ato´micos, luego resolvemos la Ec. (3.4) que es la Ec. de Schro¨dinger
para los electrones, posteriormente se calculan las fuerzas sobre los nu´cleos ato´micos
usando el PES. Por u´ltimo corregimos las posiciones de los nu´cleos con algu´n criterio
de desplazamiento. Todos estos pasos se repiten hasta satisfacer algu´n criterio de con-
vergencia relacionado con las fuerzas entre los nu´cleos, y en particular las relajaciones
presentadas en esta tesis satisfacen la condicio´n: |FI | < 0.005eV A˚−1, que es una fuerza
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despreciable entre nu´cleos ato´micos, de menor intensidad que las fuerzas producidas
por enlaces covalentes o io´nicos.
La aproximacio´n de Born-Oppenheimer puede aplicarse en mole´culas porque la Ec.
(3.4) define una funcio´n de onda de tantas variables como electrones tenga la mole´cula,
que es una cantidad finita. Sin embargo la aproximacio´n de Born-Oppenheimer no
puede aplicarse directamente en so´lidos porque la Ec. (3.4) define una funcio´n de onda
de infinitas o muy elevada cantidad de variables, y antes de aplicar esta aproximacio´n
es necesario considerar la simetr´ıa de traslacio´n del so´lido y postular que la funcio´n
de onda puede escribirse como un producto de funciones de onda monoelectro´nicas.
Tomando estas consideraciones, el so´lido es entendido como una red perio´dica con una
determinada celda unidad, y la Ec. (3.4) se resuelve en el espacio reciproco del so´lido
para cada nu´mero de onda. En este caso la Ec. (3.4) se transforma en un grupo de
ecuaciones para cada nu´mero de onda, y en cada grupo hay tantas ecuaciones como
electrones en la celda unidad del so´lido. Mayor informacio´n sobre este tema lo podemos
encontrar en las Ref. [90, 91].
3.3. El me´todo de Hartree-Fock
El me´todo variacional es uno de los me´todos ma´s usados en meca´nica cua´ntica que
estima la energ´ıa y la funcio´n de onda del estado fundamental. Consiste en postular la
funcio´n de onda, obtener su correspondiente energ´ıa con el hamiltoniano del sistema,
y minimizar la energ´ıa con respecto de los para´metros de la funcio´n de onda. En esta
seccio´n presentamos el me´todo de Hartree-Fock. [97–99] que se construye en funcio´n
del me´todo variacional, postulando un Determinante de Slater como funcio´n de onda
Φ({r}) del sistema de N electrones:
Φ({r}) = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) ... φ1(rN−1) φ1(rN)
φ2(r1) φ2(r2) ... φ2(rN−1) φ2(rN)
...
...
. . .
...
...
φN−1(r1) φN−1(r2) ... φN−1(rN−1) φN−1(rN)
φN(r1) φ2(r2) ... φN(rN−1) φN(rN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.15)
el cual es un producto antisime´trico de funciones de onda monoelectro´nicas φi(rn) de
esp´ın definido. Las funciones φi(rn) son ortogonales entre s´ı y tambie´n son llamadas
orbitales de esp´ın. En la notacio´n usada, los ı´ndices “i, j” representan el estado carac-
terizado por los nu´meros cua´nticos y el esp´ın. Por tanto φi(rn) es el orbital de esp´ın
del estado i del n-e´simo electro´n. El valor medio de la energ´ıa lo obtenemos aplicando
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Φ({r}) en el hamiltoniano He de la Ec. (3.4), lo que resulta:
E = 〈Φ|Hˆe|Φ〉 =
N∑
i=1
〈φi|Tˆe+Vˆe−n|φi〉+1
2
N∑
i,j=1
(
〈φiφj| e
2
|r1 − r2| |φiφj〉 − 〈φiφj|
e2
|r1 − r2| |φjφi〉
)
,
(3.16)
donde los dos primeros te´rminos de la Ec. (3.16) son la energ´ıa cine´tica y la interaccio´n
entre electrones y nu´cleos, y sus aportes a la energ´ıa se escriben como:
Te = 〈Φ|Tˆe|Φ〉 = − ~
2
2me
N∑
i=1
∫
Ω
φ∗i (r)∇2φi(r)dr , (3.17)
Ve−n = 〈Φ|Vˆe−n|Φ〉 =
N∑
i=1
∫
Ω
φ∗i (r)
[
−
M∑
I=1
ZI e
2
|r−RI |
]
φi(r)dr . (3.18)
Por otro lado el u´ltimo te´rmino de (3.16) es el te´rmino de Coulomb que evalu´a la
interaccio´n entre electrones, y esta´ compuesto por dos integrales:
Jij = 〈φiφj| e
2
|r1 − r2| |φiφj〉 =
∫
Ω
∫
Ω
φ∗i (r1)φ
∗
j(r2)φi(r1)φj(r2)
|r1 − r2| dr1dr2
=
∫
Ω
∫
Ω
|φi(r1)|2|φj(r2)|2
|r1 − r2| dr1dr2 ,
(3.19)
Kij = 〈φiφj| e
2
|r1 − r2| |φjφi〉 = δσi,σj
∫
Ω
∫
Ω
φ∗i (r1)φ
∗
j(r2)φj(r1)φi(r2)
|r1 − r2| dr1dr2 , (3.20)
donde las integrales Jij y Kij son llamadas integrales de Coulomb (factor de Hartree)
e integrales de intercambio (factor de Fock), respectivamente. El te´rmino Jij depende
del producto |φi|2 |φj|2, y se interpreta como la interaccio´n cla´sica entre los estados φi
y φj; adema´s mencionamos que el “te´rmino de Hartree” es la energ´ıa obtenida con la
suma de los Jij. Por otro lado, Kij proviene de la forma antisime´trica de la funcio´n
de onda dado que el electro´n puede estar tanto en el estado φi como el estado φj, y
esta´ definida cuando los estados φi y φj tienen la misma proyeccio´n de esp´ın; adema´s
mencionamos que el “te´rmino de Fock” es la energ´ıa obtenida con la suma de los Kij.
Es importante aclarar que la energ´ıa mostrada en (3.16) proviene del hamiltoniano
presentado de la Ec. (3.4), que contiene la restriccio´n i 6= j en el te´rmino de Coulomb.
En consecuencia las integrales Jii y Kii no deber´ıan estar en la Ec. (3.16) porque
representan la apo´crifa auto-interaccio´n, sin embargo el te´rmino de Coulomb depende
de Jij−Kij y es nulo cuando i = j. Por tanto considerar o no considerar los Jij y Kij de
i = j da lo mismo, lo que aprovechamos para usar a i y j como ı´ndices independientes
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de la Ec. (3.16).
La minimizacio´n de la energ´ıa se realiza respetando la ortogonalidad y la norma de
las φi, por tanto la condicio´n en la minimizacio´n es:∫
Ω
φ∗i (r1)φj(r1) dr1 = 〈φi|φj〉 = δi,j , (3.21)
y la funcio´n objetivo a minimizarse es:
F = 〈Φ|Hˆe|Φ〉 −
N∑
i,j
λi,j (〈φi|φj〉 − δij) . (3.22)
Al calcular δ F
δφ∗i
= 0 obtenemos la siguiente igualdad:
(
Tˆe + Vˆe−n +
∫
Ω
N∑
j=1
|φj(r2)|2
|r1 − r2|dr2
)
φi(r1)−
∫
Ω
N∑
j=1
φ∗j(r2)φi(r2) δσi,σj
|r1 − r2| dr2 φj(r1) =
N∑
j
λi,jφj(r1) ,
(3.23)
y haciendo una transformacio´n unitaria entre los φi obtenemos las ecuaciones de Hartree-
Fock:
HHF φi(r1) =
(
Te + Ve−n +
∫
Ω
N∑
j=1
|φj(r2)|2
|r1 − r2|dr2 −
∫
Ω
N∑
j=1
φ∗j(r2)φi(r2) δσi,σj
|r1 − r2| dr2
(
φj(r1)
φi(r1)
))
φi(r1)
=
(
Tˆe + Vˆe−n + Vˆc + Vˆx
)
φi(r1) = εi φi(r1) ,
(3.24)
donde definimos dos operadores: El operador de Coulomb “Vˆc”, que es la repulsio´n
electrosta´tica cla´sica entre el electro´n y la densidad de carga del entorno, y el operador
de intercambio “Vˆx”, que es no local porque la funcio´n φi se evalu´a en todo el espacio.
La Ec. (3.24) muestra que el me´todo de Hartree-Fock obtiene la energ´ıa de forma
auto-consistente, por lo que necesitamos N funciones φi como condicio´n inicial para
construir los operadores Vˆc y Vˆx. Comu´nmente la condicio´n inicial esta´ compuesta por
los N auto-estados de menor energ´ıa del hamiltoniano no interactuante Hˆ0 = Tˆe+Vˆe−n,
que denominamos φ0i , y con estos obtenemos Vˆc y Vˆx. El ca´lculo comienza resolviendo la
Ec. (3.24), luego se obtienen los N auto-estados de menor energ´ıa de la 1-e´sima iteracio´n
(φ1i ), y con estos u´ltimos obtenemos Vˆc y Vˆx redefiniendo la Ec. (3.24). Repetimos este
procedimiento tantas veces sea necesario hasta que φn−1i = φ
n
i = φi o se cumpla algu´n
criterio de convergencia. Posteriormente se construye Φ(r) usando las N funciones φi
de menor energ´ıa εi, y calculamos la energ´ıa del sistema EHF = 〈Φ|Hˆe|Φ〉 en funcio´n
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de εi y φi:
EHF = 〈Φ|Hˆe|Φ〉 =
N∑
i=1
εi − 1
2
N∑
i,j=1
(
〈φiφj| e
2
|r1 − r2| |φiφj〉 − 〈φiφj|
e2
|r1 − r2| |φjφi〉
)
.
(3.25)
Las φi pueden ser expandidas en diversas bases. Una base es el conjunto de ondas
planas que facilitan la construccio´n de estados perio´dicos; y otra base es la base de
orbitales de Wannier u orbitales ato´micos. En general dentro de esta tesis aplicaremos
este me´todo considerando el u´ltimo caso, porque los sistemas que presentaremos ma´s
adelante pueden ser estudiados dentro del modelo de la combinacio´n lineal de orbitales
ato´micos (LCAO, por sus siglas en ingle´s).
El me´todo de Hartree-Fock permite intercambiar el hamiltoniano de N variables
electro´nicas por N hamiltonianos de un electro´n, reduciendo el ca´lculo de la estructura
electro´nica. Si bien es cierto que este me´todo considera el “intercambio” electro´nico de
forma exacta, este me´todo ignora las correlaciones electro´nicas de Coulomb porque las
reemplaza por un campo efectivo. Sin embargo este me´todo es u´til en a´tomos, mole´culas
(teniendo en cuenta la cantidad de electrones), y so´lidos de bandas llenas [100, 101].
3.4. Teor´ıa de la Funcional Densidad
La Teor´ıa de la Funcional Densidad (DFT) es una herramienta ampliamente usada
en la f´ısica de la materia condensada y la qu´ımica cua´ntica. Las ideas ba´sicas de la DFT
nacieron con los trabajos de Hohenberg-Kohn [102] que muestran la relacio´n inyectiva
entre la densidad electro´nica y potencial externo aplicado al gas de electrones, siempre y
cuando estudiemos el estado fundamental a temperatura cero. Posteriormente Mermin
realizo una extensio´n de la DFT para el caso termodina´mico [103], y luego el trabajo
de W. Kohn y L. Sham permitio´ obtener la densidad electro´nica a partir de me´todos
auto-consistentes [104].
Para un sistema de N electrones a temperatura cero, se define la densidad electro´nica
ρ(r) mediante la siguiente ecuacio´n:
ρ(r) = N
∫
|Φ∗(x1,x2, ...,xN)|2 dσ1dx2dx2...dxN , (3.26)
que es una funcio´n positiva. En esta expresio´n Φ({x}) es la funcio´n de onda del sistema
que se escribe en funcio´n de las coordenadas y los espines de los N electrones, en este
caso xi = (ri, σi) y dσi ma´s la integral denotan la suma sobre la componente de esp´ın del
i-e´simo electro´n. Por tanto ρ(r) depende u´nicamente de r = (x, y, z), y su integracio´n
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en el espacio cumple con la relacio´n:
N =
∫
ρ(r) dr . (3.27)
En la DFT se describe la energ´ıa y cada observable del sistema en funcio´n de la
densidad electro´nica ρ(r), lo que es una gran ventaja respecto de otros me´todos que
buscan funcio´n de onda Φ({r}). Los resultados de esta´ teor´ıa han sido -y son- compa-
rados por ca´lculos ma´s sofisticados (Montecarlo, diagonalizacio´n exacta) de sistemas
sencillos (gases de electrones, a´tomos, mole´culas) o resultados experimentales; esto ha
producido una gran cantidad de investigaciones que mejoraron la DFT al punto que
muchos de sus resultados esta´n en acuerdo con los experimentos.
3.4.1. Modelo de Thomas-Fermi-Dirac.
Segu´n la DFT, es posible conocer las propiedades del estado fundamental del sistema
siempre y cuando conozcamos su densidad electro´nica. Por lo tanto los observables del
sistema pueden escribirse en funcio´n de su densidad electro´nica. En el caso del gas de
electrones, L. H. Tomas y E. Fermi [105, 106] propusieron un modelo que describe la
energ´ıa cine´tica en funcio´n de la densidad electro´nica, sin embargo este modelo ignora
la correlacio´n y el intercambio electro´nico. Ma´s adelante el modelo Thomas-Fermi fue
extendido por P. Dirac adicionando el te´rmino de intercambio, y posteriormente se
adiciono´ el te´rmino de correlacio´n de Wigner, los cuales tambie´n esta´n en funcio´n de la
densidad local [90, 91, 107]. Los resultados de estos trabajos se resumen en el funcional
de energ´ıa:
E[ρ] =C1
∫
ρ(r)
5
3 dr +
∫
Vˆext(r) ρ(r) dr + C2
∫
ρ(r)
4
3 dr +
1
2
∫
ρ(r1) ρ(r2)
|r1 − r2| dr1 dr2
− 0.056
∫
ρ(r)
4
3
0.079 + ρ(r)
1
3
dr =
∫
ρ(r)
∑
α
εα(ρ, r) dr ,
(3.28)
donde las unidades de energ´ıa y distancia son el Hartree (Eh=27.2eV) y el Radio
de Bohr (a0=0.529A˚), y las constantes son C1=
3
10
(3pi2)
2
3 =2.871 y C2=-
3
4
( 3
pi
)
1
3 =-0.738.
Describimos los te´rminos de la Ec. (3.28) desde la izquierda hacia la derecha. El primer
te´rmino es la energ´ıa cine´tica, el segundo te´rmino es la energ´ıa asociada al potencial
externo Vˆext, el tercer te´rmino es la energ´ıa obtenida por el intercambio electro´nico, el
cuarto te´rmino es el te´rmino de Hartree que es la repulsio´n electrosta´tica cla´sica, y el
quinto es el te´rmino de correlacio´n [108]. La Ec. (3.28) muestra que cada te´rmino de
la energ´ıa puede ser escrito como una funcio´n dependiente de la densidad electro´nica
“ρ(r)”, donde εα(ρ, r) es la energ´ıa por electro´n en el punto r, y el sub´ındice α indica
si esta corresponde a la energ´ıa cine´tica, correlacio´n electro´nica, intercambio, etc.
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Para obtener la densidad electro´nica del estado fundamental minimizamos la Ec.
(3.28) con respecto de la densidad electro´nica, cumpliendo la condicio´n: 0 = N −∫
ρ(r) dr. Por lo que minimizamos el funcional de energ´ıa aplicando el me´todo de los
multiplicadores de Lagrange:
∂
∂ ρ(r)
(
E[ρ]− µ
(
N−
∫
ρ(r) dr
))
, (3.29)
lo que define al nivel de Fermi:
µ =
5
3
C1ρ(r)
2
3 + Vˆext(r) +
∫
ρ(r1)
|r− r1|dr1 +
4
3
C2 ρ(r)
1
3− δ
δ ρ(r)
(
0.056
∫
ρ(r)
4
3
0.079 + ρ(r)
1
3
dr
)
.
(3.30)
Resaltamos que la Ec. (3.30) ilumina la idea principal de la DFT; porque el operador
Vˆext puede describirse como un funcional de µ y ρ. Una de las ideas ba´sicas de la DFT es
la unicidad entre el potencial externo y la densidad electro´nica del estado fundamental,
esto es lo que detallaremos en las siguientes secciones. Si bien es cierto que el modelo
de Thomas-Fermi-Dirac es una aproximacio´n del so´lido que no anda bien en diversos
metales, es el punto de partida de la DFT porque muestra la energ´ıa del sistema en
funcio´n de su densidad electro´nica.
3.4.2. Teoremas de Hohenberg-Kohn
Mediante la funcio´n de onda Φ({r}) podemos determinar las diversas propiedades
del sistema, sin embargo Φ({r}) es una funcio´n dif´ıcil de obtener cuando el sistema
esta´ compuesto por muchos electrones. En esta seccio´n mostraremos que para hamil-
tonianos del tipo:
Hˆ = Tˆ + Vˆe + Vˆext , (3.31)
donde Vˆext es un potencial electrosta´tico externo, la densidad electro´nica ρ(r):
ρ(r) = 〈Φ|ρˆ(r)|Φ〉 con: ρˆ(r) =
∑
σ=↑,↓
Ψˆ†(rσ) Ψˆ(rσ) , (3.32)
determina las propiedades del sistema en su estado fundamental, donde redefinimos
la densidad usando el operador de campo Ψˆ(rσ). Para mostrar esta conclusio´n pre-
sentamos los dos teoremas de Hohenberg-Kohn que dan origen a la DFT, donde por
simplicidad consideramos que el estado fundamental del sistema es no degenerado [102].
El primer teorema dice:
El potencial externo Vˆext(r) esta´ determinado, un´ıvocamente, por la densidad
electro´nica del estado fundamental ρ0(r) a menos de una constante aditiva en el
potencial.
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En este caso ρ0(r) = 〈Φ0|ρˆ(r)|Φ0〉, donde Φ0({r}) es la funcio´n de onda del estado
fundamental, de aqu´ı extraemos un corolario. Si ρ0(r) define Vˆext(r), entonces ρ0(r)
define el hamiltoniano del so´lido Hˆ presentado en (3.32). Entonces con Hˆ podemos
definir todos los estados del sistema. En consecuencia todas las propiedades del sistema
esta´n determinadas por ρ0(r). El segundo teorema dice:
Sea E[ρ(r)] el funcional de la energ´ıa:
E[ρ(r)] = F [ρ(r)] +
∫
ρ(r)Vˆext(r) dr donde: FHK [ρ(r)] = 〈Φ[ρ]|Tˆ + Vˆe|Φ[ρ]〉 ,
(3.33)
entonces la energ´ıa del estado fundamental es el mı´nimo valor de E[ρ(r)], y la
ρ0(r) que minimiza E[ρ(r)] es la densidad exacta del estado fundamental ρ0(r).
Aqu´ı Φ[ρ(r)] es el funcional del estado fundamental de un determinado potencial
externo, al que le corresponde una densidad ρ(r). De aqu´ı extraemos otro corolario. El
funcional E[ρ(r)] permite hallar la energ´ıa del estado fundamental y su correspondiente
densidad electro´nica.
Las demostraciones de estos teoremas los podemos encontrar en libros de estructura
electro´nica [90, 91]. Pero ba´sicamente el primer teorema se prueba por reduccio´n al ab-
surdo, suponiendo que dos potenciales externos producen la misma densidad del estado
fundamental. En cambio el segundo teorema tiene su base en el principio variacional
de Rayleigh-Ritz aplicado sobre la densidad electro´nica.
Parte de E[ρ(r)] puede ser escrito de forma universal, porque las interacciones entre
electrones esta´n caracterizadas por la interaccio´n de Coulomb, y el te´rmino restante
corresponde al del potencial externo; esto lo escribimos de la siguiente forma:
E[ρ(r)] = T [ρ(r)] + Ve−e[ρ(r)] +
∫
Vˆext(r) ρ(r) dr = FHK [ρ(r)] +
∫
Vˆext(r) ρ(r) dr ,
(3.34)
donde FHK [ρ(r)] = T [ρ(r)] + Ve−e[ρ(r)] es el funcional universal de Hohenberg-Kohn.
Posteriormente buscamos el mı´nimo valor de la Ec. (3.34) respetando la condicio´n:∫
ρ(r) dr=N. Lo que se obtiene es la Ec. de “Euler Lagrange”:
δ FHK [ρ(r)]
δ ρ(r)
+ Vˆext(r) = µ , (3.35)
donde µ es el multiplicador de Lagrange que corresponde al potencial qu´ımico del
sistema [90, 91]. Si conocie´ramos el funcional FHK [ρ(r)] entonces obtendr´ıamos expl´ıci-
tamente la relacio´n entre Vˆext(r) y la ρ(r) del estado fundamental, sin embargo FHK se
conoce de forma aproximada en determinados l´ımites.
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3.4.3. Teoremas de Hohenberg-Kohn en campo magne´tico
El ana´lisis de Hohenberg-Kohn tambie´n se extiende para sistemas inmersos en un
campo magne´tico Bˆext(r). En este caso los sistemas esta´n caracterizados por un hamil-
toniano del tipo:
Hˆ = Tˆ + Vˆe + Vˆext +
∫
Bˆext(r) · mˆ(r) dr3 (3.36)
donde mˆ(r) es el operador que define la densidad de magnetizacio´n m(r):
m(r) = 〈Φ|mˆ(r)|Φ〉 con: mˆ(r) = µB
∑
σ,σ′=↑,↓
Ψˆ†(rσ)σσ,σ′Ψˆ(rσ′), (3.37)
que escribimos usando el operador de campo Ψˆ(rσ), donde µB es el magneto´n de Bohr
y σ = (σx, σy, σz) son las matrices de Pauli.
Para hamiltonianos del tipo (3.36) podemos extender los teoremas de Hohenberg-
Kohn considerando cuatro densidades del sistema, correspondientes a la densidad
electro´nica ρ(r) y la densidad de magnetizacio´n m(r) = (mx(r),my(r),mz(r)). Consi-
derando que el estado fundamental del sistema en estudio es no degenerado, se puede
demostrar que:
Dos diferentes estados fundamentales Φ0 y Φ
′
0 -que son obtenidos con hamiltonia-
nos del tipo (3.36)- siempre conducen a un grupo de densidades (ρ0,m0) y (ρ
′
0,m
′
0),
respectivamente, que son distintas entre s´ı. Esto significa que Φ0 esta´ un´ıvoca-
mente determinada por (ρ0,m0).
Por la relacio´n un´ıvoca entre Φ0 y (ρ0,m0) podemos definir el funcional Φ[ρ,m],
que es el funcional del estado fundamental correspondiente a un campo magne´tico y
potencial externo de densidades ρ(r) y m(r). En consecuencia todos los observables del
sistema -en el estado fundamental- pueden escribirse en funcio´n de (ρ,m). La siguiente
declaracio´n es:
Mediante el funcional Ψ[ρ,m] se define el funcional de la energ´ıa E[ρ,m]:
E[ρ,m] = F [ρ,m] +
∫ (
Vˆext(r)ρ(r) + Bˆext(r) ·m(r)
)
dr
F [ρ,m] = 〈Φ[ρ,m]|T + Ve|Φ[ρ,m]〉
(3.38)
el cual satisface la desigualdad:
E[ρ0,m0] < E[ρ,m] para todo: (ρ0,m0) 6= (ρ,m) (3.39)
donde (ρ0,m0) son las densidades del estado fundamental correspondientes al
potencial Vˆext(r) y al campo magne´tico Bˆext(r) externo.
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Para minimizar el funcional E[ρ,m] se usa la condicio´n de que el sistema esta´ com-
puesto por N electrones, por tanto N =
∫
ρ(r) dr, lo que define las siguientes ecuaciones:
δ E[ρ,m]
δ ρ(r)
∣∣∣
ρ=ρ0,m=m0
= µ ;
δ E[ρ,m]
δm(r)
∣∣∣
ρ=ρ0,m=m0
= 0 . (3.40)
3.4.4. Me´todo de Kohn-Sham.
Las Ecs. 3.35 y 3.40 brindan un medio para conocer la densidad electro´nica del
sistema segu´n el potencial externo. Sin embargo necesitamos conocer el funcional de la
energ´ıa E[ρ(r)] que contiene la energ´ıa cine´tica de los electrones, las interacciones entre
e´stos, y su interaccio´n con el campo externo; y hasta la fecha no se conoce la forma
exacta de la energ´ıa cine´tica o las interacciones electro´nicas en funcio´n de la densidad
electro´nica.
Si la funcio´n de onda se escribe como una combinacio´n lineal de diversos determi-
nantes de Slater (ve´ase la Ec. 3.15), entonces la densidad electro´nica de un sistema de
N electrones se escribe:
ρ(r) =
∞∑
i=1
fi |φi(r)|2 tal que N =
∫
ρ(r) dr , (3.41)
donde fi es la ocupacio´n de φi. Es importante aclarar que los φi(r) pueden ser es-
pinores (funciones de dos componentes, una por proyeccio´n de esp´ın del electro´n), y
que |φi(r)|2 = φ∗i (r)φi(r) suma las diversas proyecciones de esp´ın, por tanto ρ(r) so´lo
depende de r = (x, y, z). Con la funciones φi podemos escribir la energ´ıa cine´tica de
esta forma:
T [ρ] = −1
2
∞∑
i=1
fi 〈φi|∇2|φi〉 = −1
2
∞∑
i=1
fi
∫
φ∗i (r)∇2 φi(r) dr , (3.42)
donde fi es el peso de la funcio´n φi(r). W. Kohn y L. J. Sham [104] postularon la
existencia de un sistema no interactuante, el cual llamaremos sistema de referencia,
donde la densidad y la energ´ıa cine´tica se escriben:
ρ(r) =
N∑
i=1
|ψi(r)|2 , TR[ρ] = −1
2
N∑
i=1
〈ψi|∇2|ψi〉 = −1
2
N∑
i=1
∫
ψi(r)∇2 ψi(r) dr ,
(3.43)
donde ψi son los orbitales de Kohn-Sham (OKS). Los N primeros OKS de menor energ´ıa
esta´n ocupados (fi=1) mientras que los dema´s no lo esta´n (fi=0). El sistema de refe-
rencia esta´ caracterizado por un hamiltoniano tipo:
HˆKS = −1
2
∇2 + VˆR(r) , (3.44)
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donde “VˆR(r)” es el potencial que define al sistema de referencia. Para obtener VˆR(r)
usamos el funcional de la energ´ıa E[ρ(r)] = FHK [ρ(r)] +
∫
Vˆext(r) el cual reescribimos:
E[ρ] = TR[ρ] +
1
2
∫
ρ(r1) ρ(r2)
|r1 − r2| dr1 dr2︸ ︷︷ ︸
J [ρ] potencial de Hartree
+
∫
Vˆext(r) ρ(r) dr + EXC [ρ] , (3.45)
donde el te´rmino de la derecha es:
EXC [ρ] = FHK [ρ]− TR[ρ]− J [ρ] = T [ρ]− TR[ρ]︸ ︷︷ ︸
parte cine´tica
+Ve−e[ρ]− J [ρ]︸ ︷︷ ︸
parte coulombiana
, (3.46)
es la energ´ıa electro´nica de intercambio y correlacio´n de la interaccio´n de Coulomb y
la energ´ıa cine´tica.
Para obtener VR minimizamos E[ρ] respetando la condicio´n de ortogonalidad entre
los OKS:
∫
ψ∗i (r)ψj(r) dr− δij. Entonces el funcional a minimizar es:
Ξ[{ψi}] = E[ρ] −
∑
i
∑
j
εij
(∫
ψ∗i (r)ψj(r) dr− δij
)
, (3.47)
donde εij son los multiplicadores de Lagrange. La variacio´n en funcio´n de los OKS
sobre la densidad y los funcionales es:
ρ(r) =
∑
j
ψ∗j (r)ψj(r) =
∑
j
|ψj(r)|2 ⇒ δ ρ
δ ψ∗i (r)
= ψi(r)
δE[ρ]
δψ∗j (r)
=
δ TR[ρ]
δψ∗j (r)
− δ (E[ρ]− TR[ρ])
δρ(r)
δρ(r)
δψ∗j (r)
= −1
2
∇2ψi(r) + VˆR(r)ψi(r) ,
(3.48)
y con estos minimizamos la Ec. (3.47) y realizamos una trasformacio´n unitaria entre
los OKS:
(
−1
2
∇2 + VˆR
)
ψi =
−12∇2 +
∫
ρ(r2)
|r− r2|dr2 + VˆXC + Vˆext︸ ︷︷ ︸
VˆR
ψi = εiψi , (3.49)
donde VˆXC(r) =
δ EXC [ρ]
δ ρ(r)
. La Ec. (3.49) muestra las Ecuaciones de Kohn-Sham, y al
resolver estas ecuaciones auto-consistentemente podemos reconstruir el funcional de la
energ´ıa en funcio´n de los autovalores de los OKS [109, 110]:
E[ρ] =
N∑
i
εi − J [ρ] + EXC [ρ]−
∫
VˆXC(r) ρ(r) dr , (3.50)
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que usa los primeros “N” ψi de menor energ´ıa, y con estos se calcula la densidad
electro´nica para luego obtener la energ´ıa del sistema. La ecuacio´n (3.49) es va´lida
cuando el estado fundamental del sistema -caracterizado por (3.31) y (3.44)- es no
degenerado, y por esto el estado fundamental no esta´ polarizado en esp´ın porque si lo
fuese, entonces el estado fundamental ser´ıa degenerado presentando dos o ma´s orien-
taciones equivalentes de la magnetizacio´n. En este caso cada ψi puede escribirse como
ψi = ψα χ(σ), siendo α la etiqueta del estado y χ(σ) la componente de esp´ın, y se
encuentran ocupados “N
2
” ψα χ(σ) de esp´ın σ =↑ y σ =↓.
Cuando el sistema presenta polarizacio´n de esp´ın, existe otro enfoque para obtener
el sistema de referencia de Kohn-Sham, donde se usa el funcional de energ´ıa de la Ec.
(3.38), el cual reescribimos:
E[ρ,m] = TR[ρ,m] + J [ρ] +
∫
Vˆext(r) ρ(r) dr +
∫
Bˆext(r) ·m(r) dr + EXC [ρ,m] ,
(3.51)
y en esta descripcio´n los OKS son funciones de dos componentes. Con estos se obtiene
la densidad electro´nica, la densidad de magnetizacio´n, y la energ´ıa cine´tica:
ρ(r) =
∑
i
fi
(|ψi↑(r)|2 + |ψi↓(r)|2) ,
m(r) = µB
∑
σ,σ′=↑,↓
∑
i
fi ψ
∗
iσ(r)σσσ′ψ
∗
iσ′(r) ,
TR[ρ,m] = −1
2
∑
i
fi
∫ (
ψ∗i↑(r)
(∇2ψi↑(r))+ ψ∗i↓(r) (∇2ψi↓(r))) dr ,
(3.52)
donde la ocupacio´n de los estados es:
fi =

1 cuando εi < EF ,
0 ≤ fi ≤ 1 cuando εi = EF , con:
∑
i
fi = N ,
0 cuando εi > EF ,
(3.53)
definiendo el correspondiente nivel de Fermi EF . Al minimizar el funcional de energ´ıa
(3.51) con respecto de los OKS, obtenemos las ecuaciones de Kohn-Sham para un
sistema magne´tico:
−∇2
2
+ VˆR + µB Bˆz,R µB
(
Bˆx,R − iBˆy,R
)
µB
(
Bˆx,R + iBˆy,R
)
−∇2
2
+ VˆR − µB Bˆz,R

 ψα↑
ψα↓
 = εα
 ψα↑
ψα↓
 , (3.54)
3.4 Teor´ıa de la Funcional Densidad 67
donde
(
Bˆx,R(r), Bˆy,R(r), Bˆz,R(r)
)
= BˆR(r), y los potenciales de referencia son:
VˆR(r) = Vˆext(r) +
∫
ρ(r2)
|r− r2|dr2 +
δ EXC [ρ,m]
δ ρ(r)
,
BˆR(r) = Bˆext(r) +
(
δ EXC [ρ,m]
δ mx(r)
,
δ EXC [ρ,m]
δ my(r)
,
δ EXC [ρ,m]
δ mz(r)
)
,
(3.55)
siendo (mx(r),my(r),mz(r)) = m(r). No´tese que del funcional de intercambio y corre-
lacio´n aparece un campo magne´tico, inducido por el campo magne´tico externo.
La forma ma´s comu´n del me´todo del funcional densidad se obtiene cuando el campo
magne´tico se encuentra restringido sobre una direccio´n, digamos la direccio´n z: BˆR(r) =(
0, 0, Bˆz,R(r)
)
. Por esta restriccio´n el sistema esta´ descrito por la densidad electro´nica
y la magnetizacio´n mz(r), pero es ma´s co´modo describir al sistema mediante ρ↑(r) y
ρ↓(r) que son las densidades de esp´ın ↑ y ↓, respectivamente. En este caso la densidad
y la energ´ıa cine´tica se escriben:
ρσ(r) =
∑
α
fασ|ψασ(r)|2 ; TR[ρ↑, ρ↓] = −1
2
∑
σ
∑
α
fασ
∫
ψ∗ασ(r)
(∇2ψασ(r)) dr ,
(3.56)
donde la densidad total es: ρ(r) = ρ↑(r) + ρ↓(r). La funcio´n fασ es la ocupacio´n del
estado α de esp´ın σ =↑, ↓:
fασ =

1 cuando εασ < EF ,
0 ≤ fασ ≤ 1 cuando εασ = EF , con:
∑
α
fασ = Nσ & N = N↑ +N↓ ,
0 cuando εj > EF ,
(3.57)
donde Nσ es el nu´mero de electrones de esp´ın σ, y N = N↑ +N↓ es el nu´mero total de
electrones. Para obtener las ecuaciones de Kohn-Sham de esta descripcio´n escribimos
el funcional de la energ´ıa en funcio´n de ρ↑(r) y ρ↓(r), lo que resulta:
E[ρ↑, ρ↓] =TR[ρ↑, ρ↓] + J [ρ↑ + ρ↑] + EXC [ρ↑, ρ↓]
+
∫ ([
Vˆext(r) + µBBˆext(r)
]
ρ↑(r) +
[
Vˆext(r)− µBBˆext(r)
]
ρ↓(r)
)
dr ,
(3.58)
y con la variacio´n de este funcional con respecto a los ψασ obtenemos las ecuaciones de
Kohn-Sham dependiente del esp´ın:−∇
2
2
+ Vˆext + µBBˆext +
∫
ρ(r2)
|r− r2|dr2 +
δ EXC [ρ↑, ρ↓]
δρ↑︸ ︷︷ ︸
VˆR↑
ψα↑ = εα↑ψα↑ , (3.59)
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−∇
2
2
+ Vˆext − µBBˆext +
∫
ρ(r2)
|r− r2|dr2 +
δ EXC [ρ↑, ρ↓]
δρ↓︸ ︷︷ ︸
VˆR↓
ψα↑ = εα↓ψα↓ , (3.60)
donde se muestran los potenciales de referencia VˆR↑(r) y VˆR↓(r). Estas ecuaciones se
resuelven de forma auto-consistente, y obtenidos los autovalores, reescribimos la energ´ıa
del sistema [109, 110]:
E =
∑
σ=↑,↓
(∑
α
fασεασ −
∫
δ EXC [ρ↑, ρ↓]
δρσ
dr
)
− J [ρ] + EXC [ρ↑, ρ↓] (3.61)
El me´todo me´todo de Kohn-Sham [104] es el ma´s usado en el ca´lculo de estructura
electro´nica por su sencillez, aunque para su total efectividad se necesita conocer exacta-
mente EXC ⇒ VˆXC(r), el cual hasta la fecha es uno de los objetivos ma´s ambiciosos de
la F´ısica. Una forma de estimar EXC se realiza mediante el ca´lculo de la energ´ıa exacta
“E” de sistemas sencillos (gas de electrones, a´tomos, o mole´culas) por ca´lculos Mon-
tecarlo, diagonalizacio´n exacta, etc. Al adquirir E se calcula EXC = E − TR[ρ]− J [ρ],
para luego ajustar este de forma polino´mica (o con otras funciones) en funcio´n de ρ,
∇ρ, ∇2ρ, y cada uno de estos ajustes define un funcional de intercambio y correlacio´n.
El trabajo original de Kohn-Sham propone que la densidad electro´nica del sistema
se construya con los “N” OKS de menor energ´ıa [104]. Sin embargo esta´ afirmacio´n se
relaciona con una interrogante fundamental de la DFT, que es la existencia del sistema
de referencia no interactuante cuya densidad electro´nica es la densidad electro´nica del
estado fundamental del sistema en estudio. Segu´n las referencias [90, 91, 109] se verifica
la existencia de este sistema en gases electro´nicos y en algunos a´tomos, pero hasta ahora
no hay una prueba rigurosa.
Otra de las interrogantes ma´s delicadas de la DFT es el significado de los OKS,
que se definen u´nicamente para describir la densidad electro´nica y la energ´ıa del estado
fundamental. La DFT afirma que todo el sistema esta´ bien descrito con la densidad
electro´nica, pero el me´todo de Kohn-Sham garantiza so´lo hallar la energ´ıa del estado
fundamental, su correspondiente densidad electro´nica, y el potencial qu´ımico. Au´n con
estas advertencias se considera a los OKS como los estados que describen las bandas
del so´lido alrededor del nivel de Fermi, y esta suposicio´n permite que la DFT estime
la estructura electro´nica del so´lido. Algunos trabajos dan soporte a esta interpretacio´n
de los OKS [111], indicando que la diferencia entre los autovalores de los OKS son
una buena aproximacio´n de las excitaciones del so´lido, siendo el te´rmino de Hartree,
el intercambio, y el resto del EXC , las correcciones de orden cero, primero, y mayores
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o´rdenes, respectivamente. En esta tesis consideramos va´lida esta interpretacio´n. Mayor
detalle sobre la validez del me´todo de Kohn-Sham se pueden encontrar en las referencias
[90, 91, 109].
3.4.5. Aproximaciones del funcional EXC.
Si bien es cierto que los te´rminos TR[ρ] y J [ρ] contienen la mayor parte del funcional
de la energ´ıa E[ρ], el te´rmino EXC es el ma´s relevante porque estima la distinta corre-
lacio´n e intercambio electro´nico de diferentes sistemas. Diversos funcionales EXC son
construidos con el fin de obtener: La estructura electro´nica de los so´lidos, las energ´ıas
de formacio´n, las energ´ıas de adsorcio´n, las barreras de migracio´n de a´tomos, el enlace
covalente, el enlace io´nico, el enlace Van der Waals, etc. En la Ref. [112] se expone una
de las estrategias ma´s extendidas para el desarrollo de los funcionales EXC , la cual es
llamada Escalera de Jacob. Esta estrategia propone cinco niveles de los funcionales de
intercambio y correlacio´n, los cuales expondremos brevemente.
Aproximacio´n Local de la Densidad
La Aproximacio´n Local de la Densidad (LDA, por sus siglas en ingle´s) fue la inicial
aproximacio´n del funcional EXC y es el primer escalo´n de la escalera de Jacob. En este
enfoque EXC depende de la densidad ρ(r) en el punto r. Dentro de esta aproximacio´n
es conveniente escribir EXC=EX +EC , donde EX es la energ´ıa asociada al intercambio
y EC es la energ´ıa asociada a la correlacio´n, porque EX es conocido de forma anal´ıtica
dentro del modelo de Hartree-Fock para un gas de electrones homoge´neo:
ELDAX = −
3
4
(
3
pi
) 1
3
∫
ζ
ρ(r)
4
3 dr , (3.62)
que fue obtenido reemplazando la densidad uniforme del gas de electrones “ρ” por la
densidad dependiente de la posicio´n “ρ(r)” [91].
Por otro lado, inicialmente EC fue calculado mediante la teor´ıa de perturbaciones
(Random Phase Approximation)[113, 114], sin embargo este se reemplazo´ por ca´lcu-
los ma´s precisos realizados en Montecarlo Cua´ntico [115]. Los diversos ajustes de EC
producen las variedades de funcionales LDA, y en las Refs. [116–118] se encuentran
algunos ajustes de EC que dan origen a los funcionales de intercambio y correlacio´n
Perdew-Zunger [117], Perdew-Wang [118], y otros.
Los funcionales LDA han sido usados desde hace tres de´cadas o ma´s en ca´lculos
de estructura cristalina, estructura de bandas y densidad de estados, y sus resultados
se ajustan mejor en sistemas meta´licos con reducidas variaciones en la densidad. Sin
embargo los funcionales LDA generalmente sobrestiman la energ´ıa de enlace y subesti-
man la separacio´n entre a´tomos; adema´s estos funcionales no describen correctamente
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la densidad electro´nica entre a´tomos dado que el decaimiento de la densidad electro´nica
no se ajusta a los ca´lculos ma´s precisos [90].
Aproximacio´n de Gradiente Generalizado
Con el fin de mejorar los funcionales EXC de la aproximacio´n LDA, se implemen-
taron otros funcionales denominados funcionales Aproximacio´n de Gradiente Genera-
lizado (GGA, por sus siglas en ingle´s), que se encuentran en el segundo escalo´n de la
escalera de Jacob. Estos funcionales son del tipo:
EGGAXC [ρ] =
∫
ζ
f(ρ(r),∇ρ(r)) dr (3.63)
que dependen de la densidad electro´nica ρ(r) y del gradiente de la misma ∇ρ(r) en
cada posicio´n r, y por esta caracter´ıstica los funcionales GGA son llamados funcionales
semi-locales. Los funcionales GGA caracterizan correctamente los enlaces covalentes,
io´nicos, meta´lico y puente de hidro´geno [119].
La primera funcional de la descripcio´n GGA es la Perdew-Wang(86) [120] que fue
mejorada con el funcional Perdew-Wang(91) [118, 121], y al igual que el caso LDA,
se construyeron funcionales GGA separando sus contribuciones de intercambio y co-
rrelacio´n con el fin de combinar funcionales de diferente autor´ıa para obtener mejores
resultados. Por ejemplo el funcional BLYP es combinacio´n del funcional de intercambio
de Becke(88) [122] con el funcional de correlacio´n de Lee-Yang-Parr [123], adema´s el
funcional BPW91 es combinacio´n del funcional de intercambio de Becke(98) [124] con
el funcional Perdew-Wang(91) [118, 121]. Entre estos funcionales la descripcio´n BLYP
es la ma´s usada en qu´ımica.
Por otro lado, un funcional que produce buenos resultados es el funcional de Perdew-
Burke-Ernzerhof (PBE, por sus iniciales) [125]. Este funcional tambie´n separa las con-
tribuciones energe´ticas de intercambio y correlacio´n, y cada una de estas satisface
propiedades f´ısicas. Por ejemplo su componente de intercambio satisface el criterio de
Lieb-Oxford [126] el cual define un l´ımite inferior en las interacciones de Coulomb,
adema´s ajusta bien con los resultados de Montecarlo Cua´ntico del gas de electrones
considerando o sin considerar la polarizacio´n de esp´ın. En adicio´n a esto, la componente
de correlacio´n satisface los resultados de Montecarlo Cua´ntico expandidos hasta segun-
do orden en el gradiente de la densidad, y se anulan las singularidades logar´ıtmicas del
enfoque LDA en altas densidades [90, 91]. En particular el funcional PBE reproduce
los resultados correctos de los funcionales LDA con o sin dependencia de esp´ın, adema´s
cumple con el principio de exclusio´n de Pauli que es conocido como regla de suma.
Este funcional contiene menos para´metros respecto de otros funcionales GGA, y estos
para´metros no provienen de ajustes experimentales. Una versio´n mejorada de este fun-
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cional es el funcional PBE revisada [127] porque ajusta mejor la adsorcio´n de a´tomos o
mole´culas sobre superficies, sin embargo este funcional podr´ıa no cumplir el criterio de
Lieb-Oxford porque se acerca de forma asinto´tica al l´ımite inferior de las interacciones
de Coulomb. En la Ref. [128] podemos observar de forma expl´ıcita algunos funcionales
LDA y GGA comu´nmente usados en la DFT.
Aproximaciones del funcional EXC de mayor orden.
Las funcionales LDA y GGA describen correctamente a´tomos, mole´culas y so´lidos
dentro de una respectiva tolerancia. Sin embargo, con el fin de mejorar la descripcio´n
qu´ımica (energ´ıas de activacio´n, energ´ıas de formacio´n) y f´ısica (geometr´ıa molecular,
barreras de difusio´n, caracterizacio´n de enlaces) se implementaron otra clase de funcio-
nales de intercambio y correlacio´n que van ma´s alla´ de las descripciones LDA y GGA;
estas son las Funcionales Orbitales [119] los cuales dependen de la densidad electro´nica,
de su gradiente, y de los orbitales de Kohn-Sham.
Los funcionales que esta´n en el tercer escalo´n de la escalera de Jacob son los fun-
cionales meta-GGA. Estos funcionales usan a los OKS para estimar la energ´ıa cine´tica
del sistema, y de forma general estos son del tipo:
EXC = EXC(ρ(r),∇ρ(r), τ(r)) ; τ(r) = 1
2
∇2ρ(r) = 1
2
∑
j
|∇ψj|2 , (3.64)
donde τ(r) es la densidad de energ´ıa cine´tica de Kohn-Sham, que escribimos con ~=1
y me=1 para ser consistentes con las unidades mostradas anteriormente. La densidad
de energ´ıa cine´tica, para un gas de electrones y para un orbital localizado es:
τ gas =
3
10
(3pi2)
2
3ρ
5
3 (r) y τ orb(r) =
1
8
|∇ρ(r)|2
ρ(r)
, (3.65)
respectivamente, y con el para´metro:
ζ =
τ − τ orb
τ gas
(3.66)
se puede contabilizar si el sistema es ma´s cercano a un sistema meta´lico (ζ ∼ 1) o a un
sistema molecular (ζ ∼ 0).
Los funcionales meta-GGA y PBE presentan resultados similares en so´lidos, sin em-
bargo los funcionales meta-GGA son ma´s eficientes que los funcionales PBE en sistemas
bidimensionales o superficies, porque estos describen mejor las energ´ıas asociadas a la
adsorcio´n de a´tomos y energ´ıas de ionizacio´n [129]; pero generalmente no describen
correctamente los para´metros geome´tricos del enlace [130, 131]. Por otra parte, en ju-
nio del 2016 se presento´ un funcional meta-GGA que ca´lcula la energ´ıa al punto que
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se pueden describir las interacciones de Van-Der-Waals [132], este funcional se llama
strongly constrained and appropriately normed (SCAN) el cual no esta´ disen˜ado con
para´metros emp´ıricos, y cumple con las restricciones f´ısicas asociadas a los funcionales
semi-locales [133].
Una particularidad de las ecuaciones de Kohn-Sham es que estas son las mismas
para todos los OKS porque dependen de la densidad electro´nica. Sin embargo, al buscar
mejorar los EXC se definieron otros funcionales EXC [{ψ}] que dependen de los OKS, con
el fin de ir ma´s alla´ de las descripciones LDA, GGA, y meta-GGA. Con los EXC [{ψ}] se
obtienen otras “ecuaciones de Kohn-Sham” las cuales pueden llegar a ser distintas para
cada tipo de OKS. Ejemplos de estos EXC [{ψ}] son los funcionales Hı´bridos [90] o los
funcionales de la descripcio´n Self-Interaction Correctio´n [134, 135], los cuales corrigen
la energ´ıa de auto-interaccio´n producida por cada “OKS” [119], pero estos EXC [{ψ}]
se alejan de la descripcio´n DFT.
Con el fin de preservar la descripcio´n DFT, nacio´ el me´todo optimized effective
potential (OEP, por sus siglas en ingle´s) [136] que permuta el funcional EXC [{ψ}]
en un potencial VXC(r) que depende de la posicio´n, y posteriormente se demostro´ la
equivalencia entre este me´todo y la DFT [137, 138]. Aplicando el OEP se llega al
cuarto escalo´n de la escalera de Jacob, donde esta´n los funcionales EXC de intercambio
exacto que son etiquetados como EXX por sus siglas en ingle´s [136, 139, 140]. Estos
funcionales corrigen la energ´ıa de auto-interaccio´n, lo que ajusta mejor el decaimiento
del potencial en el vac´ıo (que es ± e
r
) corrigiendo el decaimiento exponencial obtenido
con los funcionales LDA y GGA. Los EXX dan buenos resultados en a´tomos y so´lidos,
sin embargo sus costos nume´ricos son mayores con respecto a los funcionales LDA,
GGA, y meta-GGA [141].
El quinto y u´ltimo escalo´n de la escalera de Jacob se resume en calcular la co-
rrelacio´n electro´nica de forma exacta preservando el intercambio electro´nico. Hasta
donde sabemos no se ha implementado algu´n funcional que se involucre a este nivel,
sin embargo para el gas de electrones se hicieron ca´lculos considerando las correlaciones
electro´nicas de la forma ma´s exacta posible [142].
Funcionales h´ıbridas.
Una clase de estos funcionales orbitales son los funcionales h´ıbridos, que esta´n
compuestas por las descripciones LDA y GGA ma´s el intercambio exacto de Hartree-
Fock. Estos funcionales son frecuentemente usados en la descripcio´n generalized Kohn-
Sham de la DFT [90], donde cada OKS se obtiene con una ecuacio´n particular. De
forma general este funcional se escribe:
EhibXC [{ψ}] = a0EHFX [{ψ}] + (1− a0)EXDFT [ρ] + ECDFT [ρ] (3.67)
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donde a0 es un valor especifico como
1
2
, o se ajuste a algunas propiedades obtenidas
de una base de datos de sistemas moleculares. Aqu´ı ECDFT y E
X
DFT son los funcionales
de intercambio y correlacio´n, respectivamente, que pueden ser el resultado de una
combinacio´n de las descripciones LDA y GGA. Por otra parte EHFX es el funcional
de la energ´ıa de intercambio exacta de Hartree-Fock, la cual se obtiene u´nicamente a
partir de los orbitales de Kohn-Sham.
El funcional h´ıbrido ma´s usado en qu´ımica es el funcional B3LYP [143] el cual
se construyo´ a partir del funcional de Becke [122], y en las Refs. [90, 91] podemos
encontrar otros funcionales h´ıbridos que pueden reproducir y predecir las energ´ıas de
enlace de forma precisa; sin embargo los funcionales h´ıbridos exigen un costo nume´rico
mayor con respecto de los funcionales LDA y GGA.
Habiendo presentado brevemente las caracter´ısticas de los funcionales de intercam-
bio y correlacio´n, indicamos que en esta tesis trabajamos con la descripcio´n GGA
de Perdew-Burke-Ernzerhof debido a que este funcional ha demostrado ser preciso
en ca´lculos de estructura electro´nica de a´tomos (para a´tomos livianos sin contar el
hidro´geno) y so´lidos formados por enlaces covalentes entre sus a´tomos [144], siendo
algunos de estos el grafeno y sus derivados. Adema´s este funcional fue construido sin
ajustes experimentales por lo que construccio´n so´lo proviene de la f´ısica asegurando
su universalidad. Para una mejor descripcio´n del funcional PBE sugerimos revisar las
Refs. [90, 91, 125].
3.4.6. Sistemas perio´dicos
Un so´lido perfecto -el cual no tiene vacancias o impurezas o deformaciones locales-
esta´ compuesto por un arreglo perio´dico de a´tomos. Este arreglo perio´dico se reproduce
con la base del so´lido -encerrada en la celda unidad - y los vectores de red aj, mediante
la repeticio´n de la base del so´lido en cada posicio´n Rj =
∑
j njaj. El hamiltoniano Hˆ y
el operador de traslacio´n TˆRj conmutan entre s´ı por la periodicidad del sistema, y por
esto los estados esta´n caracterizados por nu´meros cua´nticos asociados a la periodicidad
del sistema, siendo uno de estos el nu´mero de onda k. Con esta informacio´n, dentro
del me´todo de Kohn-Sham, los estados del so´lido son funciones de Blo¨ch caracterizadas
por su nu´mero de onda k y su ı´ndice de banda ζ. Por tanto los orbitales de Kohn-Sham
(OKS) son estados de Blo¨ch y pueden ser escritos de la siguiente forma:
ψζ,k(r) = e
i k·rUζ(r) ; Uζ(r) = Uζ(r + Rj) , (3.68)
donde k es el nu´mero de onda perteneciente a la primera Zona de Brillouin, y Uζ(r) es
la componente perio´dica del OKS. Generalmente es conveniente expandir a los OKS en
la base de ondas planas para facilitar los ca´lculos nume´ricos de estructura electro´nica,
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dado que la precisio´n de los ca´lculos es proporcional al incremento de la base de ondas
planas, adema´s de usar sus propiedades bien estudiadas por la Teor´ıa de Fourier.
Aproximacio´n de ondas planas
Es conveniente expandir los OKS usando la base de ondas planas, por tanto la
expresio´n (3.68) adquiere la forma:
Uζ(r) =
∑
G
cζ,Ge
i G·r ⇒ ψζ,k =
∑
G
cζ,k+Ge
i(k+G)·r , (3.69)
donde G es un vector de la red rec´ıproca del so´lido. La suma de los mo´dulos de los
OKS brinda la densidad electro´nica, y conocida esta obtenemos la energ´ıa del sistema.
La densidad electro´nica depende de Uζ , y su precisio´n esta´ relacionada con la cantidad
de ondas planas usadas en la la expansio´n (3.69), lo que muestra el compromiso entre
el costo computacional y la precisio´n de la densidad y la energ´ıa. Este compromiso es
contabilizado con la energ´ıa de corte Ecut que define el l´ımite de la expansio´n de ondas
planas:
~2
2me
|G|2 < Ecut , (3.70)
donde Ecut es uno de los para´metros de calibracio´n ma´s importante del ca´lculo DFT.
Los ca´lculos de esta tesis -que se realizan con el Quantum-Espresso- usan dos
energ´ıas de corte. La primera es ecutwfc “Ef” que caracteriza el l´ımite (3.70) de la
expansio´n para los OKS. La segunda es ecutrho “Eρ” que caracteriza el l´ımite (3.70)
de la expansio´n de la densidad electro´nica. La relacio´n entre ecutrho y ecutwfc depende
del pseudopotencial que se haya usado en el ca´lculo, lo cual detallaremos ma´s adelante,
pero generalmente ecutrho ≥ 4 ecutwfc.
Aproximacio´n del espacio rec´ıproco.
Los vectores de red aj (j=1,2,3) definen el espacio rec´ıproco, y los vectores que
definen a este espacio son:
b1 = 2pi
a2 × a3
|a1(a2 × a3)| ; b2 = 2pi
a3 × a1
|a2(a3 × a1)| ; b3 = 2pi
a1 × a2
|a3(a1 × a2)| (3.71)
y la celda primitiva de la red rec´ıproca, ubicada en k = (0, 0, 0) = Γ, es la primera
Zona de Brillouin (ZB). Los estados del so´lido ψζ,k (los estados de Kohn-Sham para la
DFT) esta´n definidos por dos para´metros, el nu´mero de onda “k” y el ı´ndice de banda
“ζ”. Por un lado hay tantos ζ como estados dentro de la celda unidad, en consecuencia
ζ es un para´metro discreto. Sin embargo, existen infinitos valores de k porque es un
para´metro continuo en la zona de Brillouin, y es necesario otro compromiso entre la
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precisio´n del sistema y el nu´mero de puntos k usados en el ca´lculo DFT.
Los ca´lculos DFT deber´ıan realizar integrales sobre la primera zona de Brillouin,
pero esto producir´ıa un ca´lculo de infinitos puntos e ilimitado, por lo que las integrales
son reemplazadas por sumas sobre un mallado de la ZB:∫
ZB
1
ΩZB
dk→
∑
k
wk (3.72)
Es conveniente usar las simetr´ıas de rotacio´n y reflexio´n de la estructura cristalina
para reducir el mallado de la Zona de Brillouin, posteriormente mapeamos discreta-
mente la zona de Brillouin restante considerando los pesos adecuados para cada punto
k. En el an˜o 1976 Monkhorst-Pack presentaron un me´todo eficiente para este trabajo
[145], el cual hasta la fecha sigue siendo usado.
Para aplicar el me´todo Monkhorst-Pack es preciso definir el mallado de la Zona de
Brillouin. En esta tesis usamos el s´ımbolo “nkpj” (number of k points, por sus siglas
en ingle´s) para indicar el nu´mero de puntos k en la direccio´n “
aj
|aj |”. Por ejemplo el
mallado nkp1×nkp2×nkp3=12×12×1 significa que dividimos la Zona de Brillouin en
12 puntos en la direccio´n de b1 y b2 preservando u´nicamente un punto en la direccio´n
b3. En el programa QE que ma´s adelante detallaremos, un punto del mallado se escribe
de la siguiente forma:
k =
n1 − 1
nkp1
b1 +
n2 − 1
nkp2
b2 +
n3 − 1
nkp3
b3, (3.73)
con nj ≤ nkpj, por tanto mediante el me´todo de Monkhorst-Pack seleccionamos so´lo
los puntos ma´s relevantes y no equivalentes de la Ec. (3.73) a los cuales se le asigna un
peso determinado segu´n la simetr´ıa del sistema. El mallado nkp1× nkp2× nkp3 define
otra de las calibraciones necesarias del ca´lculo DFT que ma´s adelante detallaremos.
Por u´ltimo aclaramos que el volumen del espacio rec´ıproco se reduce cuando incre-
mentamos el volumen de la celda unidad. Por ejemplo si el mallado nkp1×nkp2×nkp3
genera una precisio´n δ en los ca´lculos de la energ´ıa, y posteriormente incrementamos
esta celda unidad “N” veces, entonces la zona de Brillouin se reduce “N” veces y por
tanto precisamos nkp1×nkp2×nkp3
N
puntos k para obtener la misma precisio´n δ. Esto es
cierto siempre y cuando se verifique que los puntos de alta simetr´ıa se encuentren dentro
del nuevo mallado.
Me´todos de integracio´n “smearing”
Anteriormente mencionamos que el me´todo de Kohn-Sham permite calcular la
energ´ıa del sistema y su estructura electro´nica. Para esto es necesario obtener la den-
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sidad que se consigue en funcio´n de los OKS:
ρ(r) =
∑
j
f(εj)|ψj(r)|2 ; f(εj) =
1 cuando εj ≤ εF0 cuando εj > εF , (3.74)
donde “j = {ζ,k}” y εj es el autovalor del OKS “ψj(r)”. El valor de εF define el peso
f(εj) que sintoniza el nu´mero “N” de electrones del sistema:
N =
∫
Ω
ρ(r) dr =
∫
Ω
∑
εj≤εF
|ψj(r)|2 dr, (3.75)
que no siempre se puede calcular de forma correcta. La Ec. (3.75) puede ser obtenida
sin problemas cuando el sistema es aislante o semiconductor, y en este caso εF es la
energ´ıa del ma´ximo OKS de las bandas de valencia. Pero cuando el sistema es meta´lico
las bandas esta´n parcialmente ocupadas y el ca´lculo no discrimina eficientemente que
OKS se encuentra dentro o fuera de la suma de la Ec. (3.75).
Debido a que el me´todo de Kohn-Sham es un me´todo auto-consistente, es necesario
que la densidad electro´nica converja luego de alguna cantidad de pasos. Si el sistema es
meta´lico, el resultado de la Ec. (3.75) puede encontrarse entre dos o ma´s valores dentro
de un bucle infinito, y as´ı el ca´lculo auto-consistente nunca converge a menos que
usemos un mallado muy denso de la zona de Brillouin -que es costoso nume´ricamente-
o usemos una te´cnica de convergencia.
Una te´cnica de convergencia radica en cambiar la funcio´n f(εj) de la Ec. (3.74) por
una funcio´n suavizada con el fin de que la densidad del sistema converja. Este proceso
de convergencia se llama smearing (“dispersar” del ingle´s), y dentro del QE existen
cuatro clases de smearing para converger sistemas meta´licos:
Fermi-Dirac: Cambiamos f(εj) por una funcio´n de distribucio´n tipo Fermi-Dirac
centrada en εF [90].
Gaussiano: Cambiamos f(εj) por una funcio´n cuya derivada respecto de la energ´ıa
reproduzca a la funcio´n gaussiana centrada en εF [146].
Marzari-Vanderbilt: Se fundamenta en el me´todo de la Funcional densidad de-
pendiente de la temperatura [147].
Methfessel-Paxton: Aproximadamente es una expansio´n del smearing gaussiano
en polinomios de Hermite. Es so´lo de primer orden [148].
Cada uno de estos smearing define una variable comu´nmente llamada temperatura
electro´nica “Te” que de forma efectiva ensancha la energ´ıa de los OKS. Este ensancha-
miento es proporcional a kBTe (donde kB es la constante de Boltzmann), pero Te no
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es una temperatura real sino simplemente es un para´metro de convergencia. Si Te=0
entonces la funcio´n f(εj) es la funcio´n presentada en la Ec. (3.74) y pueda que la
densidad electro´nica no converja, pero si ensanchamos la energ´ıa de los OKS -en pro-
porcio´n a kBTe- el sistema converge pero pueda que la densidad electro´nica no sea la
correcta. Otro ajuste necesario de la DFT es el balance entre el mallado de puntos k, la
seleccio´n del “smearing”, y la eleccio´n de Te, que en el Quantum-Espresso se denomina
“degauss”. Esta calibracio´n la detallaremos ma´s adelante.
La adicio´n del para´metro Te dentro de la DFT modifica considerablemente el ca´lculo
de la estructura electro´nica del sistema, porque para hallar la densidad se necesita
minimizar una energ´ıa libre F [ρ, Te] efectiva en lugar de la energ´ıa E[ρ] del sistema.
Para mayores detalles de este tipo de tratamiento podemos revisar las Refs. [149, 150]
donde el funcional F [ρ, Te] es obtenido con las ideas de la DFT dependiente de la
Temperatura construida por Mermin [103].
3.4.7. Ca´lculo de la estructura electro´nica de los a´tomos
Para tener intuicio´n de la estructura electro´nica de los so´lidos, es conveniente cono-
cer la estructura electro´nica de sus correspondientes a´tomos. La estructura electro´nica
de los a´tomos se ca´lcula usualmente en tres l´ımites: El l´ımite no relativista, total re-
lativista, y escalar relativista. En el l´ımite no relativista los estados esta´n definidos
por el nu´mero cua´ntico principal y su momento angular orbital, y en este l´ımite no se
consideran las correcciones relativistas de masa. En el l´ımite totalmente relativista los
estados esta´n definidos por su nu´mero cua´ntico principal, su momento angular orbital,
y su momento angular total. En este l´ımite los ca´lculos consideran el acoplamiento
esp´ın-orbita -acople entre el esp´ın y la o´rbita del electro´n- y las correcciones de masa
relativista. Por u´ltimo en el l´ımite escalar relativista los estados esta´n definidos por su
nu´mero cua´ntico principal y su momento angular orbital, considerando las correcciones
relativistas de masa y promediando los estados de diferente esp´ın.
De forma breve mencionamos el ca´lculo de la estructura electro´nica de los a´tomos
en estos l´ımites, mostrando las ecuaciones diferenciales que caracterizan a los estados
ato´micos. En primer lugar consideramos que el nu´cleo no se mueve, y su posicio´n es
el origen de coordenadas. En segundo lugar el potencial del nu´cleo es un potencial de
simetr´ıa esfe´rica. Por u´ltimo el potencial sobre un electro´n es el potencial del nu´cleo
ma´s el potencial generado por los dema´s electrones; a este potencial lo etiquetamos
como Veff (r).
En el l´ımite no relativista, la estructura electro´nica del a´tomo se obtiene con la Ec.
de Schro¨dinger:
Hψnlml(r) =
(
−1
2
∇2 + Veff (r)
)
ψnlml(r) = εnl ψnlml(r) , (3.76)
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considerando a Veff (r) como un potencial de simetr´ıa esfe´rica que no depende del esp´ın.
Se postula la siguiente funcio´n de onda:
ψnlml(r) = Rnl(r)Y
ml
l (θ, φ) =
1
r
ϕnl(r)Y
ml
l (θ, φ) ;
∫ ∞
0
|ϕnl(r)|2 dr = 1 , (3.77)
donde “n”, “l”, y “ml” son el nu´mero cua´ntico principal, el momento angular (su
operador es L), y la proyeccio´n del momento angular en la direccio´n zˆ (su operador es
Lz = L · zˆ), respectivamente. Aqu´ı Y mll (θ, φ) es el armo´nico esfe´rico correspondiente
a “l,ml”. Aplicando la funcio´n (3.77) en la Ec. de Schro¨dinger (3.76) obtenemos la
siguiente Ec. diferencial:
− 1
2
d2
d r2
ϕnl(r) +
[
l(l + 1)
2r2
+ Veff (r)− εnl
]
ϕnl(r) = 0 , (3.78)
la cual es una Ec. diferencial de segundo orden que puede resolverse de forma tan precisa
como queramos. Por la simetr´ıa esfe´rica de Veff (r) los estados ψnlml de diferentes ml
son 2l + 1 degenerados, en consecuencia la energ´ıa del estado ψnlml so´lo depende del
nivel ato´mico “n” y del momento angular “l”.
Por otro lado en el l´ımite total relativista necesitamos usar la Ecuacio´n de Dirac
para obtener los estados electro´nicos del a´tomo [151]:
Hψ(r) = [α · p + βme + Veff (r)] ψ(r) = ε ψ(r) , (3.79)
donde α es un vector compuesto por matrices (α=(αx,αy,αz)) y p es el operador
momento (p=−i∇). Las matrices αj (j=x,y,z) y β son matrices de orden 4×4:
αj =
(
0 σj
σj 0
)
; β =
(
I 0
0 −I
)
, (3.80)
que esta´n compuestas por las Matrices de Pauli y la matriz identidad de orden 2×2:
σx =
(
0 1
1 0
)
; σy =
(
0 −i
i 0
)
; σz =
(
1 0
0 −1
)
; I =
(
1 0
0 1
)
, (3.81)
En este l´ımite cada estado ato´mico esta´ compuesto por la funcio´n de onda de cuatro
componentes. Los estados ato´micos esta´n caracterizados por “n”, “j”, y “m” que son
el nu´mero ato´mico principal, el momento angular total (su operador es J = L+S donde
S es el operador de esp´ın), y la proyeccio´n del momento angular total en la direccio´n
zˆ (su operador es Jz = J · zˆ). Por tanto escribimos al estado ψnjm de forma general
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como:
ψnjm(r) =
 iG+nj(r)r ϑ+jm + iG−nj(r)r ϑ−jm
F+nj(r)
r
ϑ−jm +
F−nj(r)
r
ϑ+jm
 , (3.82)
donde las funciones ϑ±jm son vectores columna asociados a un valor de j:
ϑ+jm =
 √ l+ 12 +m2l+1 Y m− 12l (θ, φ)√
l+ 1
2
−m
2l+1
Y
m+ 1
2
l (θ, φ)
 ; ϑ−jm =
 √ l+ 12−m2l+1 Y m− 12l (θ, φ)
−
√
l+ 1
2
+m
2l+1
Y
m+ 1
2
l (θ, φ)
 , (3.83)
donde la componente superior (inferior) es la componente de esp´ın ↑ (↓), y la funcio´n
ϑ+jm (ϑ
−
jm) indica que el momento angular y el esp´ın tienen orientacio´n paralela (an-
tiparalela). Por tanto para un determinado j se construyen las funciones ϑ−jm y ϑ
+
jm
con armo´nicos esfe´ricos de l = j + 1
2
y l = j − 1
2
, respectivamente, que son momentos
angulares diferentes. Aplicando los operadores sobre estas funciones obtenemos:
J2 ϑ±jm = j(j + 1)ϑ
±
jm ; L · σ ϑ±jm =
(
J2 − L2 − 3
4
)
ϑ±jm = −(1 + κ)ϑ±jm , (3.84)
con:
κ =
−(l + 1) = −
(
j + 1
2
)
cuando: j = l + 1
2
+l = +
(
j + 1
2
)
cuando: j = l − 1
2
, (3.85)
por otro lado, estas funciones cumplen la relacio´n:
ϑ+jm =
σ · r
r
ϑ−jm ;
(σ · r
r
)(σ · r
r
)
= I , (3.86)
que permite escribir a la funcio´n de onda con un armo´nico esfe´rico de paridad par o
impar (Y mll (−r) = (−1)l Y mll ( r)). Por tanto la Ec. de Dirac presenta dos tipos de
soluciones para un determinado momento angular total, la cual se puede escribir con
un determinado momento angular:
ψlnjm(r) =
[
i
Gnlj(r)
r
ϑljm
Fnlj(r)
r
σ·r
r
ϑljm
]
donde: ϑljm =
ϑ+jm para: j = l + 12ϑ−jm para: j = l − 12 , y: (3.87)
Gnlj =
G+nj para: j = l + 12G−nj para: j = l − 12 ; Fnlj =
F+nj para: j = l + 12F−nj para: j = l − 12 . (3.88)
Aplicando la funcio´n (3.87) en la Ec. de Dirac (3.79) obtenemos cuatro ecuaciones
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acopladas entre s´ı. Sin embargo la siguiente identidad [151]:
σ · p λ(r)
r
ϑljm =
[
1
i
d
d r
λ(r)
r
− i(1 + κ) λ(r)
r2
] (σ · r
r
)
ϑljm , (3.89)
permite separar la componente angular y radial de la Ec. de Dirac, y con esto las cuatro
ecuaciones acopladas se reducen a dos ecuaciones que contienen so´lo a las funciones
dependientes del radio:
[ε−me − Veff (r)]Gnlj(r) = −dFnlj(r)
d r
+
κ
r
Fnlj(r)
[ε+me − Veff (r)]Fnlj(r) = +dGnlj(r)
d r
+
κ
r
Gnlj(r)
, (3.90)
que son ecuaciones diferenciales acopladas de primer orden. Las funciones Gnlj y Fnlj
definen el estado ato´mico de momento angular total j construido con el armo´nico
esfe´rico de momento angular l; en consecuencia para un mismo l obtenemos dos estados
ato´micos, uno para j=l+1
2
(donde κ=-l-1) y otro para j=l-1
2
(donde κ=l). La diferencia
de energ´ıa entre los estados de j=l ± 1
2
es la diferencia de energ´ıas obtenidas por el
acoplamiento esp´ın o´rbita ato´mico.
En el l´ımite escalar relativista se promedian los estados de diferente momento angu-
lar total j=l± 1
2
. Este promedio parte de las ecuaciones (3.90) que pasamos a combinar
para obtener una ecuacio´n de segundo orden. En primer lugar escribimos a la funcio´n
Fnlj como:
Fnlj =
1
2Me
(
dGnlj
d r
+
κ
r
Gnlj
)
, (3.91)
donde:
Me = me
(
1 +
ε˜− Veff
2me
)
; ε˜ = ε−me . (3.92)
La Ec. (3.91) muestra que Fnlj es mucho menor respecto a Gnlj, al punto que se
puede considerar despreciable [91]. Usando la expresio´n (3.91) en la primera ecuacio´n
de (3.90), obtenemos una ecuacio´n diferencial de segundo orden para Gnlj:[
−1
2
d2
d r2
− 1
4Me
d Veff
d r
(
d
d r
+
κ
r
)
+
(
κ+ κ2
2 r2
−Me(ε˜− V )
)]
Gnlj = 0 . (3.93)
Al resolver la Ec. (3.93) obtenemos Gnlj, posteriormente obtenemos la funcio´n Fnlj
mediante la igualdad (3.91). De esta forma obtenemos los estados para cada uno de
los dos j = l ± 1
2
. Sin embargo en la aproximacio´n escalar relativista se “promedian”
los estados de j = l ± 1
2
. Este “promedio” consiste en la semisuma de la Ec. (3.93) de
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j=l + 1
2
con la Ec. (3.93) de j=l − 1
2
, que resulta ser:[
−1
2
d2
d r2
− 1
4Me
d Veff
d r
(
d
d r
− 1
r
)
+
(
l(l + 1)
2 r2
−Me(ε˜− V )
)]
Gnl = 0 , (3.94)
y esta es la Ec. diferencial que define el l´ımite escalar relativista, el cual considera los
te´rminos de masa y promedia las energ´ıas entre estados de diferente de esp´ın [90, 91].
Ahora pasamos a describir un poco el potencial efectivo Veff (r). Este potencial
es el resultado del potencial generado por el nu´cleo ma´s el potencial generado por la
configuracio´n electro´nica, este u´ltimo potencial es producido de forma auto-consistente
dentro del me´todo de Hartree Fock o el me´todo de Kohn-Shan de la DFT. Dentro de
la DFT el potencial Veff es funcio´n de la densidad ρ(r) y tiene la forma:
Veff [ρ(r)] = − Z|r| +
∫
Ω
ρ(r1)
|r1 − r|dr1 + VˆXC [ρ(r)] , (3.95)
donde el primer te´rmino es el potencial del nu´cleo, el segundo te´rmino es el potencial de
Hartree, y el tercer te´rmino es el potencial de intercambio y correlacio´n VˆXC [ρ(r)]. Veff
no necesariamente tiene simetr´ıa esfe´rica a menos que la densidad electro´nica tenga esta
simetr´ıa. La densidades electro´nicas para el l´ımite no relativista, escalar relativista, y
total relativista las presentamos en las Ecs. (3.96), (3.97) y (3.98), respectivamente, las
cuales no necesariamente tienen simetr´ıa esfe´rica:
ρ(r) =
∑
nlml
∣∣∣∣ϕnl(r)r Y mll (θ, φ)
∣∣∣∣2 ≈ ρ(r) = ∑
nl
λnl
ϕ2nl(r)
4pi r2
, (3.96)
ρ(r) =
∑
nlml
∣∣∣∣Gnl(r)r Y mll (θ, φ)
∣∣∣∣2 ≈ ρ(r) = ∑
nl
λnl
G2nl(r)
4pi r2
, (3.97)
ρ(r) =
∑
njm
[
G2nlj(r)
r2
+
F 2nlj(r)
r2
] [
(ϑljm)
∗ · ϑljm
] ≈ ρ(r)∑
n,j
λnlj
(
G2nlj(r) + F
2
nlj(r)
4pi r2
)
,
(3.98)
donde λnl (λnlj) indica la cantidad de estados ocupados en el subnivel nl (nlj). A la
izquierda de las Ecs. (3.96, 3.97, 3.96) mostramos la densidad electro´nica de forma
exacta, y a la derecha de estas mostramos la aproximacio´n de la simetr´ıa esfe´rica de la
densidad, que es frecuentemente usada en el ca´lculo DFT.
¿Cuando la densidad electro´nica tiene simetr´ıa esfe´rica?. Segu´n la regla de los
armo´nicos esfe´ricos:
l∑
ml=−l
(Y mll (θ, φ))
∗ Y mll (θ, φ) =
2l + 1
4 pi
, (3.99)
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Figura 3.1: Parte radial de los estados ato´micos del carbono y del flu´or exhibidos en
los paneles izquierdo y derecho, respectivamente. Estas funciones han sido calculadas en
el l´ımite total relativista, sin embargo las funciones calculadas el los l´ımites no relativista
y escalar relativista son similares a las funciones exhibidas en estos paneles.
cuya suma no depende de la direccio´n, indica que la densidad electro´nica tiene si-
metr´ıa esfe´rica cuando los subniveles ato´micos se encuentran llenos. Por ejemplo los
gases nobles -que etiquetamos como [Λ]- tienen sus niveles completamente ocupados,
y los alcalinos te´rreos tienen el subnivel [Λ] s2 completamente ocupado. Otro ejemplo
es el Zn:[Ar]4s23d10 que tiene el subnivel 3d completamente ocupado. Por otro lado,
dentro del l´ımite no relativista, algunas configuraciones electro´nicas producen una den-
sidad electro´nica de simetr´ıa esfe´rica distinta para cada esp´ın. Algunos ejemplos son
el Mn:[Ar]4s23d5 y el As:[Ar]4s23d104p3, los cuales tienen un subnivel semi-lleno con
estados de un tipo de esp´ın.
Cuando alguno de los subniveles se encuentra parcialmente ocupado perdemos la
simetr´ıa esfe´rica de la densidad electro´nica, y en consecuencia deber´ıamos resolver el
sistema considerando la simetr´ıa cil´ındrica tomando un eje de referencia. Sin embargo
alrededor del 1960 se planteo un me´todo para hallar los estados ato´micos preservando
la dependencia radial del potencial [152, 153]. Por otro lado tambie´n se considera la
ocupacio´n parcial de los subniveles con el fin de preservar la simetr´ıa esfe´rica, y por
tanto precisamos condiciones de contorno que permitan respetar el ca´lculo de los dema´s
estados del a´tomo [90, 91].
Mencionamos que uno de los programas del Quantum Espresso es el co´digo “atomic”
tambie´n conocido como “ld1.x”, este programa realiza ca´lculos de estructura electro´nica
ato´mica considerando la aproximacio´n esfe´rica de la densidad electro´nica y del potencial
efectivo. En consecuencia el Quantum Espresso calcula los estados del a´tomo usando
las Ecs. (3.78), (3.90), y (3.94), y las Refs. [154–157] detallan el ca´lculo de los estados
ato´micos bajo esta aproximacio´n.
En la Fig. 3.1 mostramos la parte radial de la funcio´n de onda correspondiente a los
estados ato´micos del carbono y del flu´or. Estos resultados se obtienen con el “ld1.x”
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n, l EnrC [eV] E
er
C [eV] E
nr
F [eV] E
er
F [eV] n, l, j E
tr
C [eV] E
tr
F [eV]
1,0 -273.258 -273.380 -662.643 -663.374 1,0,1
2
-273.363 -663.340
2,0 -13.739 -13.751 -29.820 -29.900 2,0,1
2
-13.747 -29.895
2,1 -5.289 -5.286 -11.121 -11.112 2,1,1
2
-5.288 -11.150
— — — — — 2,1,3
2
-5.279 -11.086
Tabla 3.1: Energ´ıas de los estados ato´micos del carbono (C) y del flu´or (F) calculadas en
los l´ımites no relativista (nr), escalar relativista (er), y total relativista (tr). La diferencia
de energ´ıa entre los estados de 2,1,12 y 2,1,
3
2 es la energ´ıa del acoplamiento esp´ın o´rbita,
que es comu´nmente escrito como αjL · S. El valor de αj para l=1 es de 9meV para el
carbono y de 64meV para el flu´or.
usando el funcional PBE [125] de intercambio y correlacio´n. En particular mostramos
las funciones Gnlj obtenidas con las ecuaciones (3.90), sin embargo las funciones ϕnl y
Gnl obtenidas con las ecuaciones (3.78) y (3.94), respectivamente, son muy similares a
esta funcio´n. La energ´ıa de estos estados las mostramos en la tabla 3.1.
La Fig. 3.1 y la tabla 3.1 muestran que los estados de n=1 tienen mayor peso
alrededor del nu´cleo, por lo que estos se encuentran fuertemente ligados al nu´cleo.
Sin embargo los estados de n=2 tienen peso ma´s extendido e incluso tienen peso a
distancias del orden de los 2A˚ con respecto del nu´cleo, y su energ´ıa muestra que son 10
veces menos ligados con respecto de los estados de n=1. Los estados de n=2 tienen peso
finito a distancias del orden de la separacio´n ato´mica del grafeno, F-grafeno, o algu´n
otro compuesto o mole´cula entre el flu´or y el carbono, por este motivo los estados del
nivel n=2 se relajan cuando se forman estructuras cristalinas o mole´culas produciendo
los enlaces qu´ımicos.
Por otra parte, la interaccio´n del acoplamiento esp´ın o´rbita del a´tomo se contabiliza
en l´ımite total relativista. Para un potencial central, esta interaccio´n se escribe de la
siguiente forma:
Hso = 1
2mc2
(
∂V (r)
∂r
rˆ
)
· (S× p) ≈ αζ(rˆ× p) · S = αζL · S , (3.100)
por tanto esta esta´ definida con el para´metro αζ que encierra las variaciones de potencial
alrededor del nu´cleo. Este para´metro lo podemos calcular mediante la diferencia de
energ´ıa de los estados de n, l, j=2,1,1
2
y n, l, j=2,1,3
2
para cada a´tomo. Usando la tabla
3.1 obtenemos que αC=9meV para el carbono y αF=64meV para el flu´or.
Los ca´lculos de estructura electro´nica ato´mica de los diversos l´ımites (no relativista,
total relativista, y escalar relativista) han sido realizados considerando todos los elec-
trones del sistema; por esto son llamados ca´lculos all-electron. Sin embargo, esta clase
de ca´lculo no se limita solamente a los a´tomos, tambie´n se realizan en mole´culas u
so´lidos tomando en cuenta diversas aproximaciones, pero los ca´lculos all-electron en la
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estructura electro´nica de mole´culas u so´lidos exigen un alto costo nume´rico, sobre todo
cuando el ca´lculo se realiza con la base de ondas planas; y estos motivan la bu´squeda
de otros me´todos para obtener la estructura electro´nica de diversos sistemas. Uno de
estos me´todos es el me´todo del pseudopotencial.
3.4.8. El pseudopotencial del a´tomo
La Fig. 3.1 y la tabla 3.1 permite discriminar a los estados ato´micos en dos grupos.
El primer grupo lo conforman los estados de coraza, que esta´n muy ligados al nu´cleo
ato´mico y no participan en los enlaces qu´ımicos. El segundo grupo lo conforman los
estados de valencia, que esta´n extendidos alrededor del nu´cleo y que son responsables
de los enlaces qu´ımicos. Los a´tomos ma´s pesados tienen estados con propiedades in-
termedias a los estados de coraza y de valencia, y por esto son denominamos estados
de semi-coraza. Sin embargo, en esta tesis no trabajamos con a´tomos de mayor peso
ato´mico que el del flu´or.
En general, todos los estados del a´tomo participan en diferente medida de los enlaces
qu´ımicos, sin embargo esta clasificacio´n se realiza dentro de la Frozen Core Approxi-
mation. En esta aproximacio´n los estados de coraza no se relajan por el potencial del
medio, y por esto la estructura electro´nica del sistema depende de la relajacio´n de
los estados de valencia. Por lo tanto para el ca´lculo de la estructura electro´nica de
alguna mole´cula u so´lido, podemos intercambiar los estados de coraza de cada a´tomo
por un potencial efectivo que describa correctamente a sus estados de valencia. A este
potencial efectivo se le denomina pseudopotencial.
Anteriormente indicamos que los ca´lculos de estructura electro´nica en so´lidos son
realizados usando a las ondas planas como base. Sin embargo, los estados del so´lido
alrededor de cada nu´cleo tienen una estructura similar a los estados ato´micos, y dentro
de la Frozen Core Approximation, esta es la estructura de los estados de valencia que
pueden contener oscilaciones. En consecuencia expandir los estados del so´lido en on-
das planas exige un elevado costo nume´rico a menos que intercambiemos la estructura
interna de los estados de valencia por una estructura ma´s suave. Este intercambio es
factible porque la estructura electro´nica interna del a´tomo -que se encuentra a distan-
cias menores de 0.7A˚ del nu´cleo- no participa de forma relevante en los enlaces qu´ımicos
[90, 91, 158]. En consecuencia es conveniente intercambiar la estructura de los estados
de valencia por una estructura ma´s suave que respete la estructura externa del a´to-
mo. Estos estados suaves que denominamos pseudo-estados, esta´n caracterizados por
el pseudopotencial.
En consecuencia, la aplicacio´n del pseudopotencial en los ca´lculos de estructura
electro´nica reduce los costos nume´ricos. Tres clases de pseudopotenciales han exhibido
buenos resultados en el ca´lculo de la estructura electro´nica de mole´culas y so´lidos. Estos
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son los pseudopotenciales norma conservada, ultra suaves, y proyeccio´n de onda aumen-
tada. De aqu´ı en adelante escribimos a los estados del a´tomo como Ψ = Rζ(r) Ξ(θ, φ)
y escribimos a los pseudo-estados como Ψ˜ = R˜ζ(r) Ξ(θ, φ). En estas expresiones ζ
representa los nu´meros cua´nticos de los estados y pseudo-estados.
El pseudopotencial de norma conservada
El pseudopotencial de norma conservada (NCPP, por sus siglas en ingle´s) [159]
podr´ıa ser considerado como el pseudopotencial que brindo´ los primeros resultados del
ca´lculo de la estructura electro´nica de mole´culas y a´tomos. Estos pseudopotenciales
tienen las siguientes propiedades:
Las energ´ıas de los pseudo-estados coinciden con las energ´ıas de los estados de
valencia.
La funcio´n R˜ζ(r) carece de nodos, y la igualdad R˜ζ(r)=Rζ(r) se cumple para
r ≥ rc, donde rc es llamado radio de corte.
La norma de R˜ζ(r) es ide´ntica a la norma de Rζ(r) en el dominio r ∈ [0 : rc]:∫ rc
0
|R˜ζ(r)|2r2 dr =
∫ rc
0
|Rζ(r)|2r2 dr . (3.101)
La derivada logar´ıtmica de R˜ζ(r) y Rζ(r) son ide´nticas para r0 ≥ rc:
d
d r
ln
(
R˜ζ(r)
)∣∣∣∣
rc
=
[
1
R˜ζ(r)
d R˜ζ(r)
d r
]
rc
=
[
1
Rζ(r)
dRζ(r)
d r
]
rc
=
d
d r
ln (Rζ(r))
∣∣∣∣
rc
.
(3.102)
Una consecuencia importante producida por la conservacio´n de la norma es que la
Ec. (3.102) no solo es va´lida en las energ´ıas de los estados de valencia del a´tomo, sino
que tambie´n es va´lida para energ´ıas pro´ximas de estos estados, lo que expresamos con
la siguiente Ec.:[
d
d ε
(
d
d r
ln
(
R˜ζ(ε, r)
))]
rc
=
[
d
d ε
(
d
d r
ln (Rζ(ε, r))
)]
rc
, (3.103)
donde la conservacio´n de la norma del pseudo-a´tomo se relaciona con esta u´ltima
expresio´n de la siguiente forma [158]:
− 1
2
[
|r R˜ζ(ε, r)|2 d
d ε
(
d
d r
ln
(
R˜ζ(ε, r)
))]
rc
=
∫ rc
0
|R˜ζ(ε, r)|2r2d r , (3.104)
y esta es la razo´n por lo que los NCPP pueden ser usados en otros sistemas como mole´cu-
las y so´lidos. Los pseudopotenciales que tienen esta propiedad se les llama transferibles,
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Figura 3.2: Comparacio´n de la parte radial de las funciones de onda de los estados
de a´tomo y del pseudo-a´tomo, donde el u´ltimo esta definido por un pseudopotencial de
norma conservada. Los estados del carbono (flu´or) se muestran en los paneles inferiores
(superiores), y los estados del a´tomo son presentados con c´ırculos grises mientras que los
estados del pseudo-a´tomo son presentados con puntos negros.
porque ante perturbaciones los estados del pseudopotencial se modifican de igual for-
ma como se modifican los estados obtenidos por ca´lculos all-electron, por lo menos a
primer orden en la energ´ıa.
Existen diversos me´todos para calcular la estructura interna de R˜ζ . Los ma´s usa-
dos son el me´todo Bachelet-Hamann-Sluter [160, 161], Kerker [162], Troullier-Martins
frecuentemente conocido como TM [163], Rappe-Rabe-Kaxiras-Joannopoulos frecuente-
mente conocido como RRKJ [164], Lin-Qteish-Payne-Heine [165], entre otros.
En la Fig. 3.2 mostramos las funciones Rζ calculadas en el l´ımite total relativista,
y las comparamos con las funciones R˜ζ obtenidas con el NCPP. Esto lo realizamos
para los estados del carbono y flu´or que mostramos en la Fig. 3.1. Los resultados de la
Fig. 3.2 muestran que R˜ζ de n, l = 2, 0 son mucho ma´s suaves con respecto de Rζ de
ζ = n, l = 2, 0, sin embargo las funciones Rζ y R˜ζ de ζ = n, l = 2, 1 tienen estructura
similar; lo que generalmente sucede con los estados de valencia de los subniveles 2p de
(desde el B al F), 3d (desde el Sc al Zn), y 4f (desde el La al Lu) porque estas tienen
funciones Rζ carentes de nodos, y las funciones R˜ζ asociados a estos son muy similares
entre s´ı. En conclusio´n los NCPP no siempre producen pseudo-estados ma´s suaves que
los estados de valencia, sin embargo encierran los efectos de los estados de coraza y
calculan la estructura externa de los estados de valencia de forma eficiente, tanto en el
re´gimen no relativista, escalar relativista, y total relativista. Hasta la fecha los NCPP
son los ma´s confiables para el ca´lculo de estructura electro´nica en so´lidos y mole´culas.
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Las mejoras del NCPP se realizaron con el fin de reducir su costo nume´rico en los
ca´lculos de estructura electro´nica e incrementar su transferencia. Una de estas mejoras
es la descomposicio´n del NCPP en potenciales dependientes del momento angular, y
cuando un pseudopotencial tiene esta caracter´ıstica se le llama pseudopotencial no
local [166]. Otra mejora del NCPP es la adicio´n de estados de energ´ıas cercanas a las
energ´ıas de los estados de valencia, que son estados que divergen conforme r ⇒∞ que
son llamados unbound-states. Con los pseudo-estados de valencia y los unbound-states
se incrementa la validez de la Ec. (3.103) [167].
El pseudopotencial ultra suave.
El pseudopotencial ultra suave (USPP, por sus siglas en ingle´s) [168] nace en la
bu´squeda de superar las limitaciones de los pseudopotenciales de norma conservada.
Los USPP son pseudopotenciales no locales que tienen las siguiente propiedades:
El USPP es no-local dentro de la estructura interna del a´tomo (r < rc), y local
fuera de e´l (r >c).
Los USPP cumplen con la la Ec. (3.103), que se justifica mediante una correcta
construccio´n, en consecuencia el USPP puede ser usado en diferentes sistemas.
Las funciones de onda del USPP no conservan la norma de los estados de valen-
cia. Esta propiedad permite construir pseudo-estados mucho ma´s suaves que los
pseudo-estados de norma conservada.
El USPP es construido mediante un proceso auto-consistente de apantallamiento,
que mejora la transferencia del USPP respecto de los diversos cambios en la
distribucio´n de carga. Esto permite incrementar los valores de rc sin sacrificar la
propiedad de transferencia del USPP.
Aclaramos algunos puntos. El USPP depende de la posicio´n r, pero su valor es
diferente para cada momento angular cuando r < rc, y por esto se le llama potencial
no-local o semi-local. En cambio el USPP depende u´nicamente de la posicio´n r cuando
r > rc, y debido a que no depende del momento angular ni de otra variable que no
sea la posicio´n r entonces se le llama potencial local. Por otro lado la condicio´n de
transferencia de las Ecs. (3.103) y (3.104) se modifican para el USPP de la siguiente
forma [90, 168]:
−1
2
[
|r R˜ζ(ε, r)|2 d
d ε
(
d
d r
ln
(
R˜ζ(ε, r)
))]
rc
=
∫ rc
0
|R˜ζ(ε, r)|2 dr + Qζζ
=
∫ rc
0
|Rζ(ε, r)|2 dr ,
(3.105)
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Figura 3.3: Comparacio´n de la parte radial de las funciones de onda de los estados de
a´tomo y del pseudo-a´tomo, donde el u´ltimo esta definido por un pseudopotencial ultra
suave. Los estados del carbono (flu´or) se muestran en los paneles inferiores (superiores),
y los estados del a´tomo son presentados con c´ırculos grises mientras que los estados del
pseudo-a´tomo son presentados con puntos negros.
donde Qζζ es el de´ficit de carga de la funcio´n de onda del USPP. Esto sucede porque
los USPP no conservan la norma de los estados de valencia, y esto permite que la
parte radial de los pseudo-estados sean ma´s suaves respecto de los estados de valencia
obtenidos con ca´lculos all-electron, tal como presentamos en la Fig. 3.3.
El ca´lculo de Qζζ tiene que realizarse en cada proceso de convergencia. Esto exige
el ajuste de los radios de corte y la seleccio´n de estados no vinculados -unbound-
states- durante su proceso de construccio´n [167], con el fin de mejorar su propiedad de
transferencia. Mayores detalles en la construccio´n de los USPP los podemos encontrar
en las Refs. [90, 91, 168].
Me´todo de la Proyeccio´n de ondas aumentadas
El me´todo projector augmented-wave (PAW) [169–171], que llamaremos proyector de
ondas aumentadas, es un me´todo que combina el me´todo del pseudopotencial [159, 168]
con los me´todos augmented plane-wave (APW) [172–174], siendo el resultado una re-
formulacio´n optimizada del me´todo orthogonalized plane wave (OPW) [175, 176]. El
me´todo PAW proporciona toda la estructura de la funcio´n de onda (ψ) y en consecuen-
cia proporciona la estructura completa de la densidad electro´nica.
La estructura de ψ es diferente en distintas regiones del sistema. En la regio´n de
enlaces ψ (r ≥ rc, entre los nu´cleos ato´micos) la funcio´n de onda es suave por lo que
es factible expandir esta´ con ondas planas. Sin embargo en las regio´n de los nu´cleos
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(r < rc, cerca de cada nu´cleo), ψ tiene una estructura localizada y oscilante haciendo
costosa nume´ricamente su expansio´n con ondas planas.
La estrategia del me´todo PAW es expandir la funcio´n de onda con dos bases. En las
regiones de los nu´cleos ψ se expande con ondas-parciales (ψm), las cuales se obtienen
resolviendo la Ec. de Schro¨dinger del a´tomo. Por otro lado en la regio´n de enlaces ψ se
expande con ondas planas o en alguna funcio´n conveniente, a estas u´ltimas funciones se
les denomina funciones envolventes. Posteriormente la funcio´n de onda es construida
empalmando las funciones envolventes con las ondas-parciales ψm a una distancia r = rc
de cada nu´cleo.
Debido a que las funciones ψm son de estructura costosa para ca´lculos nume´ricos, es
conveniente intercambiar ψm por ψ˜m que son funciones de estructura ma´s suave, pero
cuando r ≥ rc cumplen que ψ˜m = ψm. Para realizar este paso es necesario mapear el
espacio de Hilbert de ψm con el espacio de Hilbert de ψ˜m, lo que define la transformacio´n
T que relaciona estas funciones. Para un a´tomo la transformacio´n T se escribe:
|ψ〉 = T |ψ˜〉 = |ψ˜〉+
∑
m
cm
(
|ψm〉 − |ψ˜m〉
)
, (3.106)
donde cm = 〈p˜m|ψ˜〉, siendo p˜m un operador de proyeccio´n que cumple la relacio´n
〈p˜i|ψ˜j〉 = δij. La cantidad de proyectores por lo general van desde 1 a 3 para cada
subnivel ato´mico [168, 177], y si so´lo hubiera una proyeccio´n por subnivel, la Ec. (3.106)
se reduce a la ecuacio´n asociada al me´todo OPW. No´tese que la transformacio´n T no
es unitaria para r < rc, por lo que la conservacio´n de la carga no necesariamente se
cumple. Por lo que la densidad electro´nica se obtiene con ψ˜ y se corrige con ψm y ψ˜m.
Con ψ˜, ψm y ψ˜m podemos construir pseudopotenciales PAW que usan un menor
radio de corte con respecto de los NCPPs y USPPs, sin embargo construir los pseu-
dopotenciales PAW exigen diversas pruebas para su validacio´n, con un preciso criterio
de seleccio´n de proyectores y ondas-parciales. Para mejor detalle de este me´todo, in-
vitamos al lector ver las Refs [169–171], en especial la seccio´n VI de la Ref. [169]. Por
u´ltimo indicamos que las pseudo-funciones de onda ato´micas obtenidas con el me´todo
PAW son similares a las pseudofunciones de onda presentadas en la Fig. 3.3.
3.4.9. Aplicacio´n del pseudopotencial.
Como vimos anteriormente, el pseudopotencial es construido a partir de la estruc-
tura electro´nica del a´tomo[178]. Inicialmente se define la configuracio´n electro´nica de
cada a´tomo, y mediante ca´lculos all-electron (DFT o Hartree-Fock) se calculan los
estados de coraza, los estados de valencia, y algunos estados no ligados, siendo es-
tos u´ltimos denominados como unbound-states. Este ca´lculo se realiza considerando
la simetr´ıa esfe´rica en cualquiera de los l´ımites total relativista, no relativista, escalar
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relativista, por lo que so´lo es necesario conocer la estructura radial de cada estado.
Luego de realizar los ca´lculos all-electron, se procede a intercambiar el potencial
auto-consistente de cada a´tomo por pseudopotenciales, comu´nmente definidos en cada
momento angular l o momento angular total j = l ± 1
2
, asociados a los estados de
valencia y unbound-states. Los pseudopotenciales son clasificados segu´n las pseudofun-
ciones de onda que reproducen, entre estas clasificaciones esta´n los NCPPs, USPPs, y
pseudopotenciales PAW. En el ca´lculo de estructura electro´nica del a´tomo, todas las
pseudofunciones de onda deben ser ide´nticas a las funciones de onda de los estados
de valencia para r ≥ rc, donde rc es el radio de corte que separa la regio´n nuclear
y la regio´n de enlace de sus a´tomos. Los pseudopotenciales obtenidos mediante este
me´todo son llamados pseudopotenciales apantallados (V˜sc) porque han sido construidos
ajustando el potencial auto-consistente Veff del a´tomo -que contiene el potencial de
Hartree y el potencial de intercambio y correlacio´n- que esta´n definidos con la densidad
electro´nica.
En consecuencia cada pseudopotencial esta´ definido con la diferencia entre el po-
tencial V˜ ζsc y los potenciales definidos con la densidad electro´nica [90, 91]:
V˜ ζ(r) = V˜ ζsc(r)−
∫
Ω
ρv(r2)
|r2 − r|r
2
2dr2 − VˆXC [ρv(r) + ρc(r)] , (3.107)
donde ζ = n, l, j etiqueta el subnivel correspondiente de este pseudopotencial. Indica-
mos que ρv(r) es la densidad obtenida con las pseudofunciones de onda, y ρc(r) es la
densidad de los electrones de coraza. Segu´n el tipo de pseudopotencial, ρc(r) se obtiene
con la funcio´n de onda de los electrones de coraza (me´todo PAW) o es reemplazada por
una funcio´n oscilante que ajusta la densidad de los estados de coraza (ve´ase la seccio´n
7.2 de la Ref. [90]). Por lo tanto el pseudopotencial se puede escribir [90]:
V˜ (r) = V˜loc(r) +
∑
l
(
V˜ l(r)− V˜loc(r)
)
Pl ; Pl =
l∑
m=−l
|Y ml 〉〈Y ml | (3.108)
donde Pl es el operador que proyecta a los estados en un determinado valor del momen-
to angular, y Y ml es la funcio´n armo´nico esfe´rico. Por otro lado adicionamos en V˜ un
potencial local V˜loc que sirve para calcular estados asociados a un subnivel no ocupado
por el a´tomo, que posiblemente se ocupe al formar el sistema en estudio. El pseudopo-
tencial (3.108) considera al momento angular “l” como nu´mero cua´ntico suficiente de
los estados de valencia, lo que es cierto en el l´ımite no relativista o escalar relativista,
dado que los estados de valencia son del mismo nivel “n” (con excepcio´n de los estados
de semi-coraza). Sin embargo en el l´ımite total relativista (donde se considera el esp´ın
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electro´nico s = ±1
2
) el pseudopotencial se escribe [90]:
V˜ (r) =
∑
l
(
V˜ lΛ(r) + V˜
l
∆(r)L · S
)
Pl (3.109)
donde L y S son los operadores de momento angular, y los potenciales V˜ lΛ y V˜
l
∆ son:
V˜Λ(r) =
1
2l + 1
[
l V˜ l−
1
2 + (l + 1)V˜ l+
1
2
]
; V˜∆(r) =
2
2l + 1
[
V˜ l−
1
2 − V˜ l+ 12
]
(3.110)
donde el potencial V˜ lΛ contiene la energ´ıa asociada a las contribuciones escalares rela-
tivistas del a´tomo, y el te´rmino V˜ l∆ contiene el te´rmino relativista de esp´ın o´rbita que
esta´ asociado a la diferente orientacio´n de esp´ın de los estados. De igual forma que en
la Ec. (3.108), se puede adicionar un potencial local en la Ec. (3.110) para calcular
estados asociados a un subnivel no ocupado por el a´tomo.
Los pseudopotenciales construidos con las Ecs. (3.107, 3.108, 3.109, 3.110) han sido
mejorados con el fin de incrementar su propiedad de transferencia. Esto se logra cons-
truyendo el pseudopotencial con estados ligados y no ligados del a´tomo. Este conjunto
de estados intercambian a los estados de valencia por los canales de valencia. Cada
canal esta´ asociado a un nivel de valencia, y el canal esta´ definido con el proyector del
estado ligado y los proyectores de los estados no ligados [166, 177]. Si bien es cierto
que esta construccio´n mejora la transferencia del pseudopotencial, esta construccio´n
podr´ıa dar lugar a estados fantasma [90], que son estados de energ´ıa menor respecto
de los estados de valencia del a´tomo. Si el pseudopotencial presenta estados fantasma,
entonces este pseudopotencial no es apto para los ca´lculos de estructura electro´nica
porque el ca´lculo se realizar´ıa con pseudo-estados que no tienen v´ınculo con los esta-
dos de valencia. Por tanto al momento de construir un pseudopotencial es necesario
verificar la ausencia de estados fantasma en diversas configuraciones electro´nicas del
a´tomo.
3.5. Me´todo de las bandas ela´sticas deformadas (NEB)
En la aproximacio´n de Born-Oppenheimer se consideran congeladas a las coorde-
nadas nucleares ({R}) del sistema porque los nu´cleos tienen mayor inercia que los
electrones. Por lo tanto, la energ´ıa del sistema es la energ´ıa de los electrones ma´s la
interaccio´n entre los nu´cleos ato´micos:
EBO({R}) = 〈Φ|He({R}, {r})|Φ〉+ Vn−n({R}) , (3.111)
He({R}, {r}) = Te({r}) + Ve−e({r}) + Ve−n({r}, {R}) , (3.112)
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donde Φ({R}, {r}) es la funcio´n de onda electro´nica, {r} es el conjunto de coorde-
nadas electro´nicas del sistema, y {R} es la configuracio´n del sistema, siendo esta las
posiciones de las coordenadas nucleares. El operador He({R}, {r}) es el hamiltoniano
electro´nico que se compone por la energ´ıa cine´tica Te({r}), la energ´ıa de interaccio´n
electro´n-electro´n Ve−e({r}), y el potencial cristalino Ve−n({r}, {R}) correspondiente a
la configuracio´n del sistema. A cada configuracio´n {R} le corresponde su funcio´n de
onda electro´nica Φ({R}, {r}), y a esta le corresponde su energ´ıa EBO({R}) como mos-
tramos en la Ec. (3.111). Tomando las configuraciones {R} como dominio y sus corres-
pondientes energ´ıas como el rango EBO({R}), se define la superficie [{R}, EBO({R})]
que comu´nmente es llamada superficie de energ´ıa potencial (PES) [90].
Habiendo recordado a la PES (que fue presentada en la seccio´n 3.2), pasamos a
definir la cadena de estados. Una cadena de estados es una secuencia ordenada de con-
figuraciones, donde la configuracio´n inicial y final corresponden a mı´nimos de la PES.
Por ejemplo un sistema compuesto por a´tomos de carbono tienen varias configuracio-
nes estables {R}, una de estas es el arreglo de posiciones ato´micas del diamante, y
otra es el arreglo de posiciones ato´micas del grafito. Otro ejemplo de configuraciones
estables de un sistema lo encontramos en una reaccio´n qu´ımica, estas son las posiciones
ato´micas de los reactivos y de los productos. La cadena de estados permite visualizar
el camino entre dos configuraciones estables del sistema sobre la PES, y para pasar de
una configuracio´n estable a otra se necesita superar una o varias barreras de energ´ıa.
En la Fig. 3.4 mostramos la PES de un sistema sencillo compuesto por los a´tomos
A, B, y C, usando curvas de nivel. Las variables del sistema son la separacio´n entre A
y B (rAB) y la separacio´n entre B y C (rBC) donde restringimos el movimiento de los
a´tomos en una direccio´n. Sobre la PES mostramos algunas cadenas de estados que ilus-
tramos con puntos negros y una l´ınea que une sucesivamente a e´stos. En el panel 3.4(a)
mostramos dos cadenas de estados. La primera cadena de estados esta´ compuesta por
la interpolacio´n lineal entre las configuraciones estables, donde cada configuracio´n se
encuentra unida con una l´ınea entrecortada. La segunda cadena de estados esta´ com-
puesta por las configuraciones unidas por una l´ınea continua, y esta se encuentra sobre
el camino de menor energ´ıa entre las configuraciones estables del sistema.
El camino de menor energ´ıa (MEP, por sus siglas en ingle´s) es un conjunto de
configuraciones sucesivas que definen el camino con mayor peso estad´ıstico y sentido
f´ısico entre dos configuraciones estables del sistema. La diferencia de energ´ıas entre
configuraciones consecutivas del MEP -que van de una configuracio´n estable a otra- es la
mı´nima posible, lo que asegura el mayor peso estad´ıstico entre configuraciones sucesivas.
Con el MEP podemos estimar las energ´ıas de activacio´n entre diferentes configuraciones
estables del sistema, como las transiciones moleculares, reacciones qu´ımicas, difusio´n en
so´lidos, entre otros. Una configuracio´n particular del MEP es la configuracio´n Rsp que
se denomina “punto de ensilladura” o saddle point; esta tiene las siguientes propiedades:
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Figura 3.4: PES del sistema compuesto por los a´tomos A,B, y C, presentada con curvas
de nivel -E(rAB, rBC) = cte- sobre el plano rAB, rBC . La configuracio´n del sistema es
{R} = (rAB, rBC), donde rAB (rBC) es la separacio´n entre A y B (B y C), y E(rAB, rBC)
es la energ´ıa del sistema. Los dos puntos grandes negros son las dos configuraciones
estables del sistema, y el punto grande gris es el “punto de silla” (Rsp). (a) Cadenas
de estados, siendo una de estas la interpolacio´n lineal entre configuraciones estables del
sistema, mientras que la otra es el resultado del proceso de relajacio´n NEB, estando esta
sobre el el camino de mı´nima energ´ıa (MEP). El MEP esta´ definido por el camino trazado
por configuraciones intermedias sucesivas de menor energ´ıa, y este es el camino f´ısica y
estad´ısticamente ma´s favorable para la evolucio´n del sistema entre dos configuraciones
estables. (b) Fuerzas aplicadas sobre una configuracio´n, que esta´n definidas por la teor´ıa
bandas ela´sticas planas (PEB). (c) Fuerzas aplicadas sobre una configuracio´n, que esta´n
definidas con el me´todo de las bandas ela´sticas deformadas (NEB). En (b,c) presentamos
al MEP con l´ıneas continuas, y los puntos pequen˜os representan las configuraciones de
la cadena de estados. [179, 180]
El Rsp es la configuracio´n de mayor energ´ıa del MEP.
EBO(Rsp + δR) > EBO(Rsp) cuando δR se aparta del MEP.
∆ = EBO(R˜sp) − EBO(R0) es la energ´ıa de activacio´n entre las configuraciones
estables, donde R0 es la configuracio´n inicial.
De aqu´ı en adelante escribiremos V ({R}) en lugar de EBO({R}) para ser consistente
con las referencias precedentes. De las propiedades del punto Rsp, el resultado ma´s
relevante es ∆ porque dentro de la teor´ıa de transicio´n [181], la taza de reaccio´n depende
de ∆ y de los modos de vibracio´n entre la configuracio´n inicial y la configuracio´n Rsp.
Una gran dificultad para obtener ∆ consiste en conocer la PES del sistema. Sin embargo
podemos obtener la MEP sin conocer toda la PES, lo que se logra mediante el me´todo
Bandas Ela´sticas Deformadas (NEB, de Nudged Elastic Band), el cual es una mejora
del me´todo de las Bandas Ela´sticas Planas (PEB, de Plane Elastic Band) [180].
La PEB y la NEB son me´todos que buscan ajustar la cadena de estados sobre el
MEP de forma ordenada. Ambos me´todos usan el funcional S({R}) que esta´ construido
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con el PES y potenciales armo´nicos[180]:
S({R}) = S(R0,R1, ...,RN−1,RN) =
N∑
i=0
V (Ri) +
N∑
i=1
k
2
(Ri −Ri−1)2 , (3.113)
que se le llama funcio´n objetivo, donde las configuraciones R0 y RN son las configu-
raciones estables del sistema. Para hallar el MEP necesitamos minimizar la funcional
S({R}) con respecto de las configuraciones intermedias R1, ...,RN−1, las cuales esta´n
distribuidas de forma secuencial porque el potencial armo´nico k
2
(Ri − Ri−1)2 separa
cada par de configuraciones Ri y Ri−1.
El me´todo PEB minimiza la funcio´n S({R}) en cada configuracio´n, por tanto la
ecuacio´n:
Fi = −~∇RiS({R}) = Fvi + Fsi = 0 , (3.114)
donde:
Fvi = −~∇V (Ri) ; Fsi = k(Ri+1 −Ri)− k(Ri −Ri−1) , (3.115)
debe cumplirse en cada configuracio´n Ri. En la Ec. (3.115) F
v
i es la “fuerza” obtenida
por el PES, y Fsi es la “fuerza” obtenida por el potencial armo´nico. La cadena de
estados se aproxima al MEP cuando Fi = 0 en cada configuracio´n, pero algunas de sus
configuraciones no esta´n contenidas en el MEP debido a que los potenciales armo´nicos
tienden a evitar regiones de mayor estructura del PES. Esta dificultad se genera por
las direcciones de las fuerzas ela´sticas y la elevada separacio´n entre las configuraciones
vecinas. En el panel 3.4(b) presentamos con flechas negras y grises a las fuerzas Fvi y F
s
i ,
respectivamente, y tambie´n presentamos la MEP la cual representamos con una l´ınea
continua. El balance de fuerzas en cada configuracio´n produce una cadena de estados
que no se superpone con el MEP, lo que sucede alrededor de Rsp debido a que el PES
tiene mucha estructura en este punto. Este problema puede persistir si incrementamos
el nu´mero de configuraciones de la cadena de estados, o au´n si calibramos las constantes
armo´nicas k.
El me´todo NEB es una mejora del me´todo PEB, el cual modifica las fuerzas con
el fin de ubicar cada configuracio´n sobre el MEP. Para esto es necesario calcular la
direccio´n tangente τˆi = τi/|τi| de cada configuracio´n, donde τi se escribe como:
τi = a−
Ri −Ri−1
|Ri −Ri−1| + a+
Ri+1 −Ri
|Ri+1 −Ri| = a−τ
−
i + a+τ
+
i , (3.116)
donde un ilustracio´n de las componentes τ+i y τ
−
i de τi las mostramos en 3.4(a) para
la configuracio´n encerrada con un circulo gris, donde con a− = a+. En el me´todo NEB,
la fuerza sobre la configuracio´n i es la suma entre la fuerza Fsi en la direccio´n paralela
a τˆi (F
||
i ), ma´s la fuerza F
v
i en la direccio´n perpendicular a τˆi (F
⊥
i ). Estas fuerzas se
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escriben de la siguiente forma:
F
||
i = (k[(Ri+1 −Ri)− (Ri −Ri−1)] · τˆi) τˆi ,
F⊥i = −~∇V (Ri) + ([~∇V (Ri)] · τˆi)τˆi .
(3.117)
Estas fuerzas tienen un fin. F
||
i separa las configuraciones a lo largo de una trayec-
toria que busca ser suave, y F⊥i busca sintonizar esta trayectoria a lo largo de la MEP.
El NEB usa una condicio´n de estabilidad entre el valor de k y la curvatura del PES:
F < 2 · k ·R , (3.118)
donde R = |Ri−Ri−1| y |F⊥i | = F . En caso de no cumplir esta condicio´n, las configura-
ciones estara´n alrededor del MEP pero no sobre e´l, lo que dificulta hallar el punto Rsp.
En el panel 3.4(c) presentamos la aplicacio´n del me´todo NEB sobre una configuracio´n,
y tambie´n mostramos al MEP con una l´ınea continua. Se observa que la fuerza F⊥i
dirige la configuracio´n i hac´ıa el MEP.
Dos mejoras del me´todo NEB han sido implementadas. La primera mejora busca
reducir las deformaciones de la cadena de estados afinando la direccio´n del vector τˆi de
cada configuracio´n, lo que se logra usando sus configuraciones vecinas y sus respectivas
energ´ıas [181]:
τˆi =
τ+i cuando V (Ri+1) > V (Ri) > V (Ri−1) ,τ−i cuando V (Ri+1) < V (Ri) < V (Ri−1) , (3.119)
as´ı damos preferencia a la direccio´n donde existe la mayor variacio´n del PES, sea posi-
tivo o negativo el cambio. En caso de encontrarnos alrededor de un mı´nimo (V (Ri+1) >
V (Ri) < V (Ri−1)) o un ma´ximo (V (Ri+1) < V (Ri) > V (Ri−1)) de la PES, el vector
tangente es sobre una configuracio´n es:
τˆi =
δV maxi τ+i + δV mini τ−i si V (Ri+1) > V (Ri−1)δV mini τ+i + δV maxi τ−i si V (Ri+1) > V (Ri−1) , (3.120)
el cual debe ser normalizado. Aqu´ı δV maxi y δV
min
i son el mı´nimo y el ma´ximo del
conjunto {|V (Ri)−V (Ri−1)|, |V (Ri+1)−V (Ri)|}, respectivamente. Definido τˆi calcu-
lamos las fuerzas con las Ecs. (3.117) y modificamos la cadena de estados hasta obtener
fuerza nula sobre cada imagen.
La segunda mejora del NEB busca sintonizar Rsp modificando la fuerza aplicada
sobre una configuracio´n particular. En la literatura esta configuracio´n tiene el nombre
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de imagen escaladora porque su objetivo es localizarse en el valor ma´s alto del MEP
[182], que justamente es el punto Rsp. La fuerza aplicada sobre esta configuracio´n es:
Fi = −~∇V (Ri) + 2([~∇V (Ri)] · τˆi)τˆi = F⊥i + ([~∇V (Ri)] · τˆi)τˆi (3.121)
que depende u´nicamente del PES. En este caso, la componente F⊥i acerca a la imagen
escaladora hacia el MEP, y la componente ([~∇V (Ri)]·τˆi)τˆi acerca a la imagen escalado-
ra hacia el punto Rsp del MEP. La estructura del MEP depende de las configuraciones
estables del sistema, y en algunos casos la MEP contiene ma´s de una configuracio´n Rsp
debido a que en medio del MEP pueden encontrarse otras configuraciones estables. Por
tanto el nu´mero de ima´genes escaladoras usadas en el ca´lculo deber´ıa ser igual al nu-
mero de configuraciones Rsp, lo cual no es intuitivo de conocer salvo que realicemos un
mapeo previo de la energ´ıa con respecto a -por ejemplo- las configuraciones de ma´xima
simetr´ıa del sistema.
Todo el algoritmo del NEB esta´ implementado en el Quantum Espresso [178]. Las
constantes ela´sticas, el nu´mero de configuraciones de la cadena, las tolerancias en las
fuerzas aplicadas, y la asignacio´n de ima´genes escaladoras, pueden ser controladas
para obtener el MEP entre dos configuraciones estables. El Quantum Espresso calcula
la energ´ıa de cada configuracio´n de la cadena de estados, y las fuerzas que separan
cada configuracio´n. Las propiedades de las configuraciones estables se calculan una
vez, mientras que las propiedades de las dema´s configuraciones se calculan tantas veces
como sea necesario para sintonizar el MEP.
3.6. El Quantum Espresso
El Quantum Espresso (QE) [178] es un conjunto de programas dedicados al ca´lculo
de estructura electro´nica en so´lidos y mole´culas, aunque las u´ltimas con menor efi-
ciencia. Sus programas son disen˜ados con la DFT usando el sistema de referencia de
Kohn-Sham, por lo que estos resuelven las ecuaciones de Kohn-Sham (3.49),(3.54) y
(3.59,3.60), que corresponden al caso no magne´tico, no-colineal en esp´ın y polariza-
do en esp´ın en una direccio´n, respectivamente, realizados con o sin campo magne´tico
externo. Para la correcta operacio´n del QE necesitamos definir:
1. La estructura cristalina del so´lido o mole´cula.
2. El nu´mero de configuraciones del so´lido o mole´cula a estudiar, cada configuracio´n
es un arreglo intermedio de a´tomos, el cual permite visualizar la evolucio´n de un
determinado proceso f´ısico (por ejemplo difusio´n de a´tomos, ruptura de enlaces)
o qu´ımico (reacciones qu´ımicas, formacio´n de los productos a trave´s de los reac-
tantes). Cada configuracio´n esta´ definida por sus para´metros y vectores de red
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ma´s la base de a´tomos.
3. El mallado del espacio rec´ıproco, etiquetado como KPOINTS: nkp1×nkp2×nkp3.
4. Las energ´ıas de corte correspondientes a la expansio´n de los estados de Kohn-
Sham (Ef ) y la densidad electro´nica (Eρ).
5. El me´todo de integracio´n de la densidad electro´nica (smearing) y el ensancha-
miento energe´tico de los estados (degauss), que tambie´n es llamado temperatura
efectiva.
6. La cantidad de Orbitales de Kohn-Sham (nbnd) calculados en cada punto k de
la zona de Brillouin.
7. Seleccio´n del proceso de paralelizacio´n del ca´lculo de estructura electro´nica.
Mencionamos algunas aclaraciones respecto a cada punto. Para los puntos 1 y 2
indicamos que los so´lidos y mole´culas esta´n definidos por la celda unidad y la base
de a´tomos, y cada a´tomo esta´ definido por su pseudopotencial. Esto es as´ı porque el
QE considera al sistema como un gas de electrones inmerso en un potencial externo, y
este potencial externo es generado por los pseudopotenciales de los a´tomos. Aclaramos
que los pseudopotenciales deben ser generados con el mismo potencial de intercambio
y correlacio´n “VˆXC”, y podemos usar pseudopotenciales de diferentes descripciones
(NCPP, USPP, o PAW), aunque en esta tesis trabajamos con una descripcio´n a la vez.
Para los procesos de difusio´n o reacciones qu´ımicas, es necesario definir diversas
configuraciones del sistema que sean consistentes su evolucio´n. Para el QE estas confi-
guraciones son llamadas ima´genes. Por ejemplo para estudiar la difusio´n del flu´or sobre
grafeno necesitamos dos ima´genes de equilibrio y un conjunto de ima´genes intermedias,
donde las u´ltimas describen el camino de difusio´n del flu´or. Para una mayor compresio´n
puede revisarse el ca´lculo de la difusio´n del flu´or que se encuentran en el cap´ıtulo 6.
Los puntos 3, 4 y 5 esta´n asociados al compromiso entre la precisio´n del ca´lculo y el
costo computacional. Conforme mayor sean los para´metros nkp1×nkp2×nkp3, Ef , Eρ,
y menor sea el degauss, entonces ma´s preciso sera´ el ca´lculo de la energ´ıa del sistema.
En esta tesis la tolerancia para la energ´ıa es δ E=10−3eV por a´tomo, y un ejemplo de
calibracio´n se presenta en el ape´ndice D.
De forma breve indicamos el proceso de calibracio´n, este comienza con un ca´lculo
auto-consistente de la densidad electro´nica, para que posteriormente se calculen las
bandas del sistema a lo largo del camino que une los puntos de ma´xima simetr´ıa de
la zona de Brillouin. Si el nivel de Fermi esta´ en medio de una brecha de energ´ıa,
podemos usar cualquier tipo de smearing (ve´ase la seccio´n 3.4.6) o podemos evitarlo
con el para´metro occupations=“fixed” del QE. Por otro lado, si el nivel de Fermi corta
las bandas del so´lido, es necesario seleccionar el tipo de smearing segu´n la dispersio´n de
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la banda en el nivel de Fermi. Sea ε(k) la dispersio´n esta banda, y sea aj el para´metro de
red en la direccio´n “j”. Si en el nivel de Fermi se aprecia que: δε(k)
δk
≤ 10−1eVaj
pi
, entonces
sugiero usar el smearing tipo “gaussian” (indicamos que el smearing “Fermi-Dirac” se
usa poco, pero es similar al smearing “gaussian”). En caso de que δε(k)
δk
> 10−1eVaj
pi
entonces podemos usar los smearing “Marzari-Vanderbilt” o “Methfessel-Paxton”, los
cuales permiten reducir el mallado de la zona de Brillouin.
Por otra parte, el valor de ensanchamiento de los estados o la temperatura efectiva,
llamada degauss, tambie´n es elegido con la dispersio´n de las bandas en el nivel de
Fermi. La eleccio´n del degauss debe cumplir que δε(k)
δk
· ∆k > degauss, siendo ∆k
el espaciamiento entre puntos k correspondientes al mallado de la zona de Brillouin.
En lo personal, prefiero iniciar los ca´lculos de estructura electro´nica con el smearing
“gaussian” debido a que este es ma´s estable con respecto a los mencionados, con un
degauss=0.005Ry que es la mitad de lo comu´nmente usado en ca´lculos de estructura
electro´nica.
Continuamos describiendo la calibracio´n de las energ´ıas Ef y Eρ que son llamadas
ecutwfc y ecutrho, respecivamente. La proporcio´n entre Eρ = λE˜f depende del pseu-
dopotencial, y dentro de estos se encuentran los valores sugeridos para Ef y Eρ. Para
pseudopotenciales que caracterizan a los a´tomos de carbono y flu´or, el valor de λ es 4,
6 y 8 para los NCPP, PAW y USPP, respectivamente; sin embargo algunos pseudopo-
tenciales pueden necesitar un λ > 8 debido a que los pseudopotenciales dependen de la
configuracio´n electro´nica del a´tomo. Preservando la relacio´n Eρ = λ×Ef , se ca´lcula la
dependencia de la energ´ıa del sistema con respecto a Ef que etiquetamos como E(Ef ).
Este ca´lculo no necesita un mallado denso, podr´ıamos usar so´lo el punto Γ cuando el
sistema es semiconductor o aislante, y podr´ıamos usar el mallado nkpj = 2 cuando
el sistema es meta´lico, o cuando sea necesario considerar el acoplamiento esp´ın-o´rbita
debido a que este depende de la velocidad de los OKS. Para esta calibracio´n es necesa-
rio tomar una energ´ıa de corte de referencia, que usualmente es de 200Ry [183], luego
buscamos la energ´ıa de corte que cumpla la relacio´n: |E(200Ry)−E(E˜f )| ≤ δ E , donde
δ E es la precisio´n que elegimos en el ca´lculo.
Luego de sintonizar Ef y Eρ, pasamos a sintonizar el mallado de la zona de Brillouin
nkpj mediante el ca´lculo de la energ´ıa del sistema para diferentes mallados nkp1×nkp2×
nkp3, seleccionando aquel mallado que cumple la relacio´n: |E(nkpj)− E(nkp′j)| ≤ δ E ,
siendo nkpj < nkp
′
j. Es necesario verificar que el mallado elegido contenga todos los
puntos de ma´xima simetr´ıa de la zona de Brillouin.
Por otra parte, mencionamos que el ca´lculo de la densidad de estados y sus deri-
vados necesita un mallado ma´s denso que el elegido en la calibracio´n. Para grafeno o
sistemas compuestos de grafeno ma´s flu´or, la densidad de estados se aprecia decente-
mente cuando dividimos la extensio´n 2pi
aj
con nkpj=120 (aj ≈2.5A˚), usando el smearing
“gaussian” con degauss=0.005Ry. La densidad de estados puede calcularse de otra
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forma usando el me´todo tetrahedra implementado dentro del QE; este me´todo no es
variacional e interpola las bandas entre los puntos del mallado nkpj, y para el ca´lculo de
la densidad de estados necesita un mallado menor (50 %-60 % por direccio´n de la Zona
de Brillouin) que el sugerido anteriormente, lo que evidencia su eficiencia. El me´todo
tetrahedra calcula la energ´ıa de forma auto-consistente y no auto-consistente, pero no
ca´lcula eficientemente las fuerzas entre a´tomos; por lo tanto antes de aplicar este me´to-
do es necesario relajar al sistema con ca´lculos auto-consistentes que usan smearing y
degauss. Si bien es cierto que el me´todo tetrahedra ca´lcula la densidad de estados, lo
que permite apreciar todo el espectro de energ´ıas del sistema, el mismo no calcula la
densidad local de estados o la proyeccio´n de la densidad de estados dentro del QE, lo
que en un futuro podr´ıa implementarse.
Continuando con los datos que necesita el QE, el punto 6 esta´ asociado al tiempo que
toma calcular la estructura electro´nica, el cual se reduce si calculamos so´lo los Orbitales
de Kohn-Sham (OKS) necesarios para definir la densidad electro´nica del sistema. El
QE calcula de forma automa´tica los OKS necesarios para el ca´lculo de la densidad
electro´nica, ma´s un 20 % de estas, siempre que usemos smearing en los ca´lculos. Esto
produce un exceso computacional para el ca´lculo de la energ´ıa del sistema a menos que
le indiquemos expl´ıcitamente cuantos OKS debe calcular el QE. La variable nbnd del
QE sintoniza la cantidad de OKS calculados en cada punto k, y el valor ma´s conveniente
de nbnd es aquel que permite calcular todas las bandas que cruzan el nivel de Fermi.
En esta tesis usamos nbnd= #ev + 4 para los ca´lculos realizados con pseudopotenciales
total relativistas, donde “#ev” es el nu´mero de electrones de valencia por celda unidad,
y usamos nbnd=#ev
2
+ 4 para ca´lculos con pseudopotenciales no relativistas o escalares
relativistas con o sin polarizacio´n de esp´ın. En todos los casos verificamos que el ca´lculo
contenga todas las bandas que cruzan el nivel de Fermi, con algunas excepciones que
generalmente suceden para sistemas de muchos a´tomos en su celda unidad.
Por u´ltimo, el punto 7 menciona el proceso de paralelizacio´n del QE [184]. El QE
puede dividir y operar de forma simulta´nea los distintos pasos del ca´lculo de estructura
electro´nica. La primera divisio´n se realiza por el nu´mero de ima´genes que esta´n etique-
tados por la variable “nimage”. Posteriormente en cada imagen se calculan los OKS
correspondientes a cada punto de la zona de Brillouin; este ca´lculo se realiza dividiendo
a los puntos k en “npool” grupos. Luego los OKS del punto k podr´ıan clasificarse en
“nband” grupos para incrementar su velocidad de ca´lculo, sin embargo hasta la fecha
no se ha optimizado la paralelizacio´n asociada a “nband”. La siguiente forma de dividir
el ca´lculo es fraccionando la base de ondas planas en “ntg” grupos, debido a que los
OKS y la densidad electro´nica se expanden en esta base.
La u´ltima divisio´n de tareas esta´ asociada al me´todo de ca´lculo de los OKS. Estos
OKS son obtenidos con la diagonalizacio´n de matrices de dimensiones proporcionales
a nbnd × nbnd. La diagonalizacio´n puede ser realizada con un proceso -que no es
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Figura 3.5: En los paneles (a,b,c) mostramos tres de todas las funciones de Bloch del
cristal, estas funciones esta´n etiquetadas por el punto k de la Zona de Brillouin. En los
paneles (d,e,f) mostramos tres de las funciones de Wannier, que son obtenidas a partir
de las funciones de Bloch del cristal. Cada funcio´n de Wannier esta´ etiquetadas por la
celda unidad R del cristal. Estas ima´genes son extra´ıdas de la Ref. [186].
conveniente- o con λ2=“ndiag” procesos. Lo u´ltimo es conveniente porque la matriz de
diagonalizacio´n se divide en “ndiag” matrices, que son operadas simulta´neamente para
incrementar la velocidad del ca´lculo de diagonalizacio´n.
3.7. El Wannier90
Dentro de la descripcio´n no interactuante, los estados del so´lido son funciones de
Bloch descritas por el nu´mero de onda k y el ı´ndice de banda, y estas funciones pue-
den ser intercambiadas por funciones de Wannier mediante una operacio´n similar a la
transformada inversa de Fourier [185]. Las funciones de Wannier se caracterizan por
su estructura altamente localizada dentro de la celda unidad R, y porque estas son
ortogonales entre s´ı. Por ejemplo, la Fig. 3.5 muestra algunas funciones de Bloch y al-
gunas funciones de Wannier correspondientes al sistema de la cadena lineal, mostrando
el cara´cter perio´dico de la primera y el cara´cter localizado de la segunda.
Con el programa Wannier90 [187] podemos obtener las Funciones de Wannier de
Localizacio´n Ma´xima (MLWF, por sus siglas en ingle´s) a partir de las funciones de
Bloch. Esto se realiza con la siguiente transformacio´n:
|wnR〉 = Ω
(2pi)3
∫
ZB
[∑
m=1
T (k)mn |ψmk〉
]
eik·R dk , (3.122)
donde wnR(r) es la MLWF del tipo n localizada en la celda unidad R, y ψmk(r) es
una funcio´n de Bloch de la banda m con nu´mero de onda k. La matriz T(k) mezcla
los ψmk(r) de las bandas con el fin de obtener wnR(r) ma´s localizadas. Por u´ltimo la
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integracio´n sobre la zona de Brillouin (ZB) borra la fase de estas funciones.
Las MLWF se obtienen minimizando su dispersio´n Λ, que esta´ definida por:
Λ =
ζ∑
n
〈(r− r¯n)2〉n =
ζ∑
n
〈r2 − 2 r · r¯n + |r¯n|2〉n =
ζ∑
n
[〈r2〉n − |r¯n|2] , (3.123)
donde “ζ” es la cantidad de MLWF a calcular, y 〈Θ〉n = Θ¯n = 〈wn0|Θ|wn0〉, donde 0
representa la celda unidad ubicada en el origen de coordenadas. Es conveniente escribir
Λ de esta forma [187]:
Λ = ΛI +Λ˜ =
ζ∑
n
[
〈wn0|r2|wn0〉 −
∑
mR
|〈wmR|r|wn0〉|2
]
+
ζ∑
n
[ ∑
mR6=n0
|〈wmR|r|wn0〉|2
]
,
(3.124)
y ma´s adelante explicaremos la importancia de separar Λ en ΛI y Λ˜. Los elementos de
matriz de la Ec. (3.124) se obtienen con las funciones de Bloch:
〈wmR|r|wn0〉 = i Ω
(2pi)3
∫
eik·R〈umk|∇k|unk〉 dk ,
〈wmR|r2|wn0〉 = − Ω
(2pi)3
∫
eik·R〈umk|∇k2|unk〉 dk ,
(3.125)
donde umk(r) = e
−ik·r ψmk(r) es la parte perio´dica de la funcio´n de Bloch. La Ec.
(3.125) no puede operarse el l´ımite continuo porque el QE calcula los OKS usando un
mallado discreto de la zona de Brillouin. Por tanto en la Ec. (3.125) se realizan las
sustituciones:
Ω
(2pi)3
∫
dk → 1
N
∑
k
; ∇k f(k) =
∑
b
ωbb [f(k + b)− f(k)] , (3.126)
donde N es el nu´mero de celdas unidad del sistema (equivalente al nu´mero de puntos
k de la ZB), b es el vector que une los puntos k que son primeros vecinos entre s´ı, y
b = |b|. Usando (3.126) escribimos los te´rminos necesarios para obtener Λ:
r¯n = 〈wn0|r|wn0〉 = i
N
∑
k
∑
b
ωbb [〈unk|un,k+b〉 − 1] ,
〈r2〉 = 〈wn0|r2|wn0〉 = 1
N
∑
k
∑
b
ωb [2− 2< (〈unk|un,k+b〉)] ,
〈wnR|r2|wn0〉 = i
N
∑
k
∑
b
ωbb [〈unk|um,k+b〉 − 〈unk|um,k〉] ,
(3.127)
donde <(Ξ) es la parte real de Ξ.
El Wannier90 calcula la transformacio´n T(k) que mezcla los OKS con el fin de
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producir “ζ” funciones wn,0(r), y con estas calcula la dispersio´n Λ. Este proceso se
repite hasta obtener la T(k) que produzca “ζ” funciones wn,0(r), donde las u´ltimas
hacen mı´nima la dispersio´n Λ. Brevemente indicamos lo que hace el Wannier90 para
obtener las MLWF, primeramente calcula M0,(k,b), siendo sus elementos de matriz:
[M0,(k,b)]mn = M
0,(k,b)
mn = 〈u0mk|u0n,k+b〉 =
∫
Ω
u0∗mk(r)u
0
n,k+b(r) dr , (3.128)
donde u0n,k+b(r) son las partes perio´dicas de los OKS obtenidos por un calculo no auto-
consistente del QE. Con M0,(k,b), y las transformaciones T(k) y T(k+b), se obtienen la
matriz M(k,b):
|umk〉 =
∑
j
T
(k)
jm |u0jk〉 ⇒ M(k,b) = T(k)
†
M0,(k,b)T(k+b) , (3.129)
siendo sus elementos M
(k,b)
mn = 〈umk|un,k+b〉, por lo tanto podemos calcular Λ con
las actualizaciones de M(k,b). La Ref. [188] explica en detalle como obtener ζ MLWF a
partir de ζ bandas de los OKS. Por otro lado la Ref. [189] explica como obtener ζ MLWF
a partir de varias bandas entrelazadas de los OKS, buscando las ζ combinaciones ma´s
adecuadas para el ca´lculo. En ambos casos el Wannier90 necesita:
1. La celda unidad del sistema, el mallado uniforme de la zona de Brillouin, la
cantidad de bandas del sistema, y los Orbitales de Kohn-Sham.
2. La “ventana interna de energ´ıa WI” (del ingle´s: inner energy window). Esta ven-
tana contiene todos los orbitales de Kohn-Sham del cara´cter seleccionado para el
ca´lculo de las MLWF. Esta ventana puede contener estados diferentes al cara´cter
de intere´s.
3. La “ventana congelada de energ´ıa Wf”. Esta ventana contiene u´nicamente los
Orbitales de Kohn-Sham del cara´cter seleccionado para el ca´lculo de las MLWF.
4. Condicio´n inicial para el ca´lculo de las MLWF.
El punto 1 lo obtenemos directamente del QE. Sin embargo el punto 2 y 3 exige conocer
el cara´cter orbital de todos los OKS, proyectando estos sobre los orbitales ato´micos s,
p, d, etc. El cara´cter orbital del OKS se define por los orbitales que producen el mayor
peso en la proyeccio´n, si es del tipo s, p, del tipo sp2, sp3, etc.
Con el co´digo “projwfc.x” del QE podemos obtener el cara´cter orbital de las bandas
y la proyeccio´n de la densidad de estados. Conocido el cara´cter orbital de los OKS,
es necesario seleccionar que estados del sistema son de intere´s, generalmente son los
estados que esta´n ubicados alrededor del nivel de Fermi. Elegido el cara´cter de intere´s,
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buscamos la ventana de energ´ıa WI que contenga todos los OKS del cara´cter selec-
cionado. En el Wannier90, el l´ımite inferior y superior de WI es sintonizado con los
comandos “dis win min” y “dis win ma´x”, respectivamente. En WI pueden habitar los
OKS que no son de intere´s, o los OKS que muestran hibridacio´n con los OKS de intere´s.
Los u´ltimos OKS mencionados son omitidos o desdoblados por el Wannier90, con el fin
de obtener u´nicamente la componente del cara´cter orbital deseado.
El Wannier90 necesita referencias para discriminar los estados de intere´s, y esta
referencia se encuentra en la ventana Wf . La ventana Wf debe contener u´nicamente
los estados del cara´cter seleccionado para el ca´lculo de las MLWF, y los estados de
esta ventana son usados como patro´n para la seleccio´n o desdoblamiento de los dema´s
estados. En el Wannier90, los comandos “dis froz min” y “dis froz max” definen los
l´ımites inferiores y superiores, respectivamente, de la Wf . Resaltamos que Wf se en-
cuentra dentro de WI , y por ma´s pequen˜a que sea Wf , su definicio´n reduce mucho el
ca´lculo de las MLWF.
El punto 4 pide definir ζ funciones localizadas en la celda unidad del sistema, las
cuales sera´n usadas como condicio´n inicial. La estructura de estas funciones debe ser
lo ma´s similar a la estructura de las ζ MLWF que se esperan obtener, lo que exige un
ana´lisis espacial de los OKS.
Por otra parte, pasamos a detallar la importancia de los te´rminos ΛI y Λ˜ presentados
en la Ec. (3.124). El te´rmino ΛI es proporcional 〈r2〉, y la Ec. (3.127) muestra que
conforme 〈umk|un,k+b〉 es mayor entonces 〈r2〉 es menor. En consecuencia las funciones
|wn,0〉 son ma´s localizadas cuando se construyen con funciones |umk〉 y |un,k+b〉 de
estructura ma´s similar, porque esto incrementa 〈umk|un,k+b〉 y reduce la dispersio´n ΛI .
En consecuencia la reduccio´n de ΛI sintoniza la transformacio´n:
|ψ˜mk〉 =
∑
j∈ζW
U
dis(k)
jm |ψjk〉 ⇒ ×e−i k·r ⇒ |u˜mk〉 =
∑
j∈ζW
U
dis(k)
jm |ujk〉 , (3.130)
donde la matriz Udis(k) -de elementos U
dis(k)
jm - es de dimensio´n ζ × ζW , donde ζW es
el nu´mero de OKS de nu´mero de onda k que habitan en WI . Por lo tanto U
dis(k)
mezcla los OKS para encontrar ζ funciones |u˜mk〉 que produzcan el mayor valor de
〈u˜mk|un,k+b〉, donde alguno de estos estados habita en la ventana Wf . Aqu´ı se aprecia
la importancia de Wf , debido a que sus estados siempre son usados como referencia
para obtener Udis(k). La matriz Udis(k) se calcula iterativamente hasta minimizar ΛI .
Obtenidas las |u˜mk〉 funciones, ninguna transformacio´n unitaria entre estas funciones
puede reducir del valor de ΛI , y por esta propiedad a ΛI se le denomina Invariante de
Gauge. Posteriormente se busca otra transformacio´n:
|wn0〉 = 1
N
∑
k
[
ζ∑
m=1
U (k)mn |ψ˜mk〉
]
dk , (3.131)
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donde ψ˜mk(r) = e
ik·ru˜mk(r) y U(k) es una transformacio´n que reduce Λ˜. Por lo tanto
buscamos U(k) iterativamente hasta minimizar Λ˜, y en consecuencia |wn0〉 es la MLWF.
Los detalles del ca´lculo de las MLWF las encontramos en las Refs. [186, 188, 189].
Obtenidas Udis(k) y U(k) para cada punto de la zona de Brillouin (donde T(k) =
U(k) ·Udis(k)), se obtiene el hamiltoniano de enlace fuerte a partir de los autovalores
de los OKS y las transformaciones:
[H(k)]nm = εnkδnm ⇒ HW (k) = (U(k))†(Udis(k))†H(k)Udis(k)U(k) , (3.132)
donde H(k) es diagonal y esta´ compuesto por los autovalores εnk de los OKS. Poste-
riormente hacemos la suma de Fourier:
[H(R)]nm =
1
N
∑
k
e−ik·R[HW (k)]nm , (3.133)
donde N es el nu´mero de puntos k usados en el mallado de la zona de Brillouin.
Aqu´ı [H(R)]nm es el elemento de matriz entre la MLWF m de la celda unidad 0, y la
MLWF n de la celda unidad R. Todos los elementos de matriz [H(R)]nm construyen
el Hamiltoniano de enlace fuerte el cual sera´ u´til para el ana´lisis de la estructura
electro´nica obtenida con la DFT.
Debido a que el elemento de matriz [H(R)]nm se reduce conforme R se incrementa,
entonces se puede realizar la operacio´n:
[H(k)]nm =
∑
R
eik·R[H(R)]nm , (3.134)
para un k arbitrario debido a que las sumas sobre [H(R)]nm son nulas cuando R es
grande. En consecuencia obtenemos una matriz H(k) cuyos autovalores son las energ´ıas
de los OKS del punto k.
3.8. Resumen
En este cap´ıtulo presentamos una breve descripcio´n de la Teor´ıa de la Funcional
Densidad (DFT). Mediante este me´todo obtendremos los resultados y conclusiones de
los siguientes cap´ıtulos de esta tesis, que exponen las investigaciones de los adsorbatos
de flu´or sobre grafeno. El cap´ıtulo comienza presentado la Ec. de Schro¨dinger del so´lido,
que es tratada en la aproximacio´n de Born-Oppenheimer [92]. Esta aproximacio´n separa
la dina´mica de los electrones y la dina´mica de los nu´cleos, y reemplaza al so´lido por
un gas de electrones en medio de un potencial externo, donde el potencial externo es
generado por los nu´cleos ato´micos en posiciones fijas.
Con esta descripcio´n del so´lido presentamos el me´todo de Hartree-Fock [100]. Es-
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te me´todo minimiza la energ´ıa del so´lido considerando que la funcio´n de onda pue-
de descomponerse en un producto antisime´trico de funciones monoelectro´nicas. Esta
construccio´n permite intercambiar la Ec. Schro¨dinger de N electrones en N ecuaciones
monoelectro´nicas, donde estas u´ltimas se resuelven de forma auto-consiste. El me´todo
considera de forma exacta el potencial de intercambio entre electrones, pero ignora
las correlaciones electro´nicas; sin embargo, describe bien la estructura electro´nica del
a´tomo.
Posteriormente describimos la DFT [90, 91]. Esta teor´ıa tiene sus bases en los
teoremas de Hohenberg y Kohn y los trabajos de Mermin [102, 103], y estos afirman
que el estado fundamental del gas de electrones puede describirse u´nicamente con su
respectiva densidad electro´nica, y que el potencial externo esta´ un´ıvocamente definido
por la densidad electro´nica del estado fundamental. Luego presentamos el me´todo de
Kohn-Sham que esta´ construido en base de la DFT [104]. Este me´todo postula que la
densidad electro´nica del sistema puede ser obtenida mediante ca´lculos auto-consistentes
sobre un sistema no interactuante, que es denominado sistema de referencia de Kohn-
Sham. Explicamos la definicio´n del sistema de referencia de Kohn-Sham y explicamos
brevemente como se obtiene la densidad electro´nica y la energ´ıa del sistema.
Luego detallamos parte del ca´lculo de la estructura electro´nica del a´tomo. Estos
ca´lculos pueden realizarse en el l´ımite no relativista, total relativista, y escalar rela-
tivista, presentando las ecuaciones ba´sicas de estos l´ımites. Tambie´n presentamos las
funciones de onda del carbono y del flu´or obtenidas con la DFT. Estas funciones de
onda evidencian que so´lo algunos estados del a´tomo participan de forma dominante en
la estructura electro´nica de los so´lidos o mole´culas, y estos estados ato´micos son los
estados de valencia.
Continuamos exponiendo el pseudopotencial. El pseudopotencial es un potencial
que reproduce parcialmente los estados ato´micos de valencia. Este tema es importante
porque la aplicacio´n del pseudopotencial -en lugar de los potenciales de los nu´cleos
ato´micos- ha reducido considerablemente el costo nume´rico de los ca´lculos de estructura
electro´nica para mole´culas y so´lidos.
Por otra parte, expusimos el me´todo de las “bandas ela´sticas” (NEB). Este me´todo
ca´lcula las configuraciones intermedias entre dos configuraciones estables de un de-
terminado sistema, donde cada configuracio´n es un arreglo de nu´cleos ato´micos de la
mole´cula o de so´lido. El objetivo de la NEB es obtener el camino de mı´nima energ´ıa
(MEP) entre dos configuraciones estables, siendo este el camino que define la mayor
probabilidad de transicio´n entre las configuraciones estables. Para obtener el MEP es
necesario aplicar la DFT en cada una de las configuraciones (estables o intermedias)
del sistema en estudio, y calcular las fuerzas sobre los nu´cleos ato´micos de cada con-
figuracio´n para relajar sus respectivas posiciones, y as´ı minimizar la energ´ıa de cada
configuracio´n.
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Continuamos exponiendo al Quantum Espresso (QE), que es un paquete de ca´lculo
para estructura electro´nica disen˜ado en lenguaje fortran [178]. El QE esta construido
en base a la DFT, y lo expuesto en este cap´ıtulo permite analizar los diversos resultados
de este paquete. Por u´ltimo, explicamos el programa Wannier90, que permite mapear
la estructura electro´nica de la DFT en un modelo de enlace fuerte no interactuante, lo
que permite analizar la estructura electro´nica con ma´s sencillez.
Cap´ıtulo 4
Canales de grafeno grabados en
F-grafeno.
4.1. Introduccio´n.
En los cap´ıtulos 1 y 2 presentamos diversas propiedades de las nano cintas de grafeno
con bordes zigzag (ZGNR). Los ca´lculos de la DFT y de Hartree-Fock predicen que las
ZGNR son semiconductoras con polarizacio´n de esp´ın antiparalela entre los bordes de
la cinta. Si dopamos electro´nicamente al ZGNR, los ca´lculos sugieren una dependencia
entre la polarizacio´n de esp´ın y el dopaje electro´nico, lo que define los diversos o´rdenes
magne´ticos del ZGNR [22, 23]. Adema´s, hemos mostrado teo´ricamente que el orden
magne´tico puede ser inducido localmente mediante potenciales de compuerta [89], lo
que abre la posibilidad de sintonizar propiedades de transporte. Sin embargo obtener
ZGNR con bordes bien definidos es actualmente un desaf´ıo [17, 24, 26, 190, 191].
Experimentalmente las cintas de grafeno exhiben imperfecciones en sus bordes de hasta
5A˚, y a pesar de estos defectos se aprecia densidad de estados alta alrededor de los
bordes de las ZGNR, con una transicio´n semiconductor-meta´lico dependiente del ancho
[17]. La transicio´n semiconductor-meta´lico del ZGNR ha sido interpretada como el
resultado del cambio de orden magne´tico del ZGNR, el cual teo´ricamente depender´ıa del
dopaje electro´nico (inducido por el sustrato) y el ancho del ZGNR. Todo lo mencionado
indica el gran potencial del ZGNR para la ingenier´ıa de semiconductores y espintro´nica.
Con el fin de obtener estas propiedades electro´nicas en sistemas ana´logos, decidimos
estudiar los canales de grafeno embebidos en un material aislante, siendo conveniente
que este sea bidimensional con una estructura similar al grafeno. El grafeno saturado
con hidro´geno y el grafeno saturado con flu´or tienen las propiedades que deseamos para
construir los canales de grafeno [31, 192]. Cuando hablamos de grafeno saturado con
flu´or o hidro´geno nos referimos a que cada a´tomo del grafeno forma un enlace covalente
con uno de estos a´tomos. En consecuencia los adsorbatos se localizan sobre o debajo de
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Figura 4.1: (a) Exposicio´n del grafeno en una atmo´sfera de a´tomos. El grafeno -que es
semimetal- luego de adsorber a´tomos de hidro´geno o flu´or se convierte en un material
aislante. (b) Adsorcio´n de a´tomos en el grafeno al 100 %, donde cada a´tomo del grafeno
captura un adsorbato. Si los a´tomos absorbidos son de hidro´geno obtenemos el grafeno
hidrogenado al 100 % que es llamado grafano o H-grafeno (HG), y si los a´tomos absorbidos
son de flu´or obtenemos el grafeno fluorado al 100 % que es llamado F-grafeno (FG)
-Tomado de la Ref. [193]-.
cada a´tomo del grafeno tal como presentamos en la Fig. 4.1. Comenzamos describiendo
las caracter´ısticas ma´s relevante de estos materiales.
En la Fig. 4.1 en el panel 4.1(a) presentamos al grafeno embebido en una atmo´sfe-
ra de flu´or o hidro´geno. Debido a la reactividad del grafeno, este captura de forma
covalente a los adsorbatos produciendo grafeno hidrogenado o grafeno fluorado en di-
versas concentraciones, donde el grafeno saturado con hidro´geno (flu´or) corresponde
al grafeno hidrogenado (fluorado) al 100 %. Al grafeno saturado con hidro´geno se le
llama grafano o H-grafeno (HG) [194, 195] y al grafeno saturado con flu´or se le llama
F-grafeno (FG) [195, 196], y sus estructuras cristalinas son similares como presentamos
en el panel 4.1(b). Los resultados experimentales dicen que estos sistemas son aislantes,
lo que es consistente con los ca´lculos de primeros principios que predicen brechas de
energ´ıa de ∆= 3.4eV y ∆=2.9eV para el HG y el FG, respectivamente [195].
El grafeno fluorado y el grafeno hidrogenado son materiales adecuados para la
construccio´n de canales de grafeno, sin embargo los experimentos indican que el grafeno
fluorado es ma´s fa´cil de obtener [36, 197, 198]. Esto sucede porque es ma´s costoso en
energ´ıa obtener a´tomos de hidro´geno que a´tomos de flu´or alrededor del grafeno, debido
a que la energ´ıa de ligadura entre hidro´genos (formando mole´culas di-ato´micas H2)
es mayor que la misma entre flu´ores (formando mole´culas di-ato´micas F2), y estos
generalmente se encuentran como mole´culas diato´micas. Por otro lado los ca´lculos de
primeros principios predicen que la difusio´n del hidro´geno en el grafeno es ma´s costosa
en energ´ıa que la difusio´n de flu´or (ve´ase la Ref. [199] y los resultados del ape´ndice
C). Por tanto, es ma´s accesible obtener flu´or y ordenarlos selectivamente que lo mismo
para el hidro´geno. Por estas razones hemos preferido investigar los canales de grafeno
en medio de grafeno fluorado al ∼100 %, que no es reactivo por debajo de los 400C◦,
soporta deformaciones hasta el 15 % de su taman˜o, y es aislante con resistencia del
orden de los 1012Ω [36].
El grafeno fluorado al ∼25 % se puede obtener a partir del grafito y mole´culas di-
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Figura 4.2: Extraccio´n de a´tomos de flu´or en grafeno fluorado y sus consecuencias en
el transporte. (a) Esquema de la extraccio´n selectiva del flu´or obtenida por el impacto
del flujo de electrones de alta energ´ıa. (b) Resistencia del grafeno fluorado en funcio´n
de la dosis de haces electro´nicos. (c) Relacio´n entre la diferencia de potencial (Vsd) y la
corriente ele´ctrica (Isd) para canales de grafeno de diferentes anchos (W). (d) Resistencia
con respecto a el ancho del canal en dos sistemas diferentes (Tomado de la Ref. [31]).
ato´micas de flu´or a la temperatura de 450C◦. Esto genera la disociacio´n de la mole´cula
F2 y permite la adsorcio´n del flu´or sobre la superficie del grafito, posteriormente se
desprenden las capas de la superficie del grafito por me´todos meca´nicos [31]. Por otro
lado el grafeno fluorado al ∼100 % se puede obtener exponiendo al grafeno en medio
de dos sustratos, uno encima y otro debajo de e´l. Estos sustratos presentan aberturas
donde circulan mole´culas de XeF2 a 70C
◦, las XeF2 liberan al flu´or y estos se absorben
en el grafeno. Si la temperatura es mayor a 70C◦ es posible obstruir las aberturas del
sustrato e interrumpir la difusio´n del XeF2. Con estos me´todos se construyen zonas de
grafeno fluorado del orden del micro´metro cuadrado.
Las mediciones de transporte en el grafeno fluorado verifican su comportamiento
aislante. Sin embargo, el cara´cter aislante se reduce conforme se remueven a´tomos de
flu´or en la direccio´n que une a los contactos [31], tal como presentamos en la Fig. 4.2.
En la Fig. 4.2(a) mostramos la extraccio´n selectiva del flu´or generada por un flujo de
electrones sobre grafeno fluorado. El barrido del flujo de electrones en una direccio´n
produce el canal de grafeno, donde el ancho del canal depende principalmente de la
intensidad de la radiacio´n electro´nica y la velocidad del barrido el haz de electrones.
En el panel 4.2(b) mostramos las mediciones de la resistencia en canales de grafeno. Se
observa que la resistencia inicial de 1012Ω decae a 105Ω conforme se aplica la radiacio´n
electro´nica. Despue´s en la Fig. 4.2(c) mostramos la relacio´n entre la diferencia de
potencial y la corriente ele´ctrica en canales de diferentes anchos, donde se observa
conductancia mayor conforme el canal es ma´s ancho. Por u´ltimo en la Fig. 4.2(d)
observamos la dependencia entre la resistencia y el ancho del canal, que se reduce
hasta 7 o´rdenes de magnitud conforme el ancho del canal es ma´s grande.
Los canales de grafeno tambie´n se obtienen mediante la litograf´ıa termo-qu´ımica.
Este me´todo aprovecha la estabilidad te´rmica mayor del grafeno con respecto la esta-
bilidad te´rmica del grafeno fluorado. Los a´tomos de flu´or pueden ser removidos cuando
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Figura 4.3: Extraccio´n del flu´or en grafeno fluorado y sus consecuencias en el transporte.
(a) Esquema de la extraccio´n del flu´or. Se calienta localmente al grafeno fluorado con la
punta de un Microscopio de Fuerza Ato´mica (AFM, por sus siglas en ingle´s). (b) Sistema
obtenido con este me´todo. La zona lisa es el canal de grafeno, la zona rugosa es la zona
de grafeno fluorado, y la zona oscura corresponde a los contactos usados en las pruebas
de transporte. (c) Resultados de la corriente (Isd) obtenida al aplicar una diferencia de
potencial (Vsd). (Tomado de la Ref. [30])
el grafeno fluorado se encuentra a temperaturas mayores de los 400C◦, y con la punta
de un microscopio de fuerza ato´mica podemos calentar localmente al grafeno fluorado
a lo largo de una direccio´n. Con este me´todo se pueden obtener canales de anchos
pro´ximos o mayores a los 40nm [30]. Un esquema de este procedimiento es presentado
en el panel 4.3(a). En este caso el desplazamiento y la temperatura de la punta es de
20nm/s y 600 C◦, respectivamente. En la Fig. 4.3(b) mostramos el resultado de este
tratamiento te´rmico, donde las zonas oscuras son los contactos, la zona lisa corresponde
al canal de grafeno, mientras que la zona rugosa es el grafeno fluorado. En este caso el
canal de grafeno tiene 120nm de ancho y es construido en medio de grafeno fluorado al
25 %. Posteriormente en la Fig. 4.3(c) mostramos la corriente ele´ctrica en funcio´n de
la diferencia de potencial entre los contactos.
Con el fin de entender estos experimentos, se ha buscado teo´ricamente modificar
la brecha de energ´ıa del grafeno fluorado al 100 % -que denominamos F-grafeno o FG-
mediante la modificacio´n de su estructura cristalina. En la Fig. 4.4 presentamos dos
estructuras cristalinas construidas a partir del F-grafeno. En el panel 4.4(a) presen-
tamos la cinta de F-grafeno compuesta por n=12 cadenas zigzag, que es comu´nmente
etiquetada como n-F-ZGNR. Por otro lado, en el panel 4.4(b) presentamos una cinta
de grafeno compuesta por n=5 cadenas zigzag saturadas de flu´or y m=7 cadenas zigzag
Figura 4.4: (a) Vista superior de una cinta de F-grafeno compuesta por 12 cadenas
zigzag. Este sistema es llamado 12-F-ZGNR(b) Vista frontal de una cinta de grafeno de
12 cadenas zigzag, donde 5 cadenas zigzag esta´n libres de flu´or y 7 cadenas zigzag esta´n
saturadas de flu´or. Este sistema es llamado 5-F-7-ZGNR. Los bordes de estos sistemas
esta´n pasivados con a´tomos de F. (Tomado de la Ref. [200])
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Figura 4.5: (a) Diagrama de bandas del 12-F-ZGNR, el cual tiene una brecha de energ´ıa
de 3.0eV. (b) Estructura del estado Γ2 que es el estado de menor energ´ıa de la banda de
conduccio´n. (c) Estructura del estado Γ1 que es el estado de mayor energ´ıa de la banda de
valencia. (d) Estructura magne´tica del sistema 5-F-7-ZGNR, no´tese que el magnetismo
se localiza en la regio´n carente de flu´or. (e) Diagrama de bandas del 5-F-7-ZGNR, el cual
tiene una brecha de energ´ıa del orden de 0.1eV (Tomado de la Ref. [200]).
libres de flu´or. La nomenclatura usada en estos sistemas es n-F-m-ZGNR.
En las Fig. 4.5 presentamos la estructura electro´nica de los sistemas 12-F-ZGNR
y 5-F-7-ZGNR. En el panel 4.5(a) mostramos el diagrama de bandas del 12-F-ZGNR
desde Γ=0 hacia X=pi
a
. El sistema es aislante con brecha de energ´ıa ∆ ∼=3.0eV, que es
0.2eV mayor con respecto la brecha de energ´ıa del F-grafeno. Los estados de valencia
y conduccio´n esta´n etiquetados con Γ1 y Γ2, respectivamente, y los sen˜alizamos con
flechas. En el panel 4.5(b) mostramos la estructura del estado Γ2 sobre una celda
unidad, que es similar a un arreglo de orbitales tipo s y tipo pz centrados en ambas
clases de a´tomos. Por otro lado en el panel 4.5(c) mostramos la estructura del estado
Γ1, que es similar a un arreglo entre orbitales s, px, y py, con poca contribucio´n de
orbitales pz. Los orbitales muestran que los estados Γ1 son de cara´cter orbital tipo sp
3
y p en los a´tomos de carbono y flu´or, respectivamente, mientras que los estados Γ2 son
de cara´cter orbital tipo sp. Las estructuras de los estados Γ1 y Γ2 muestran que los
diagramas de bandas pueden reproducirse con el me´todo de las Combinaciones Lineales
de Orbitales Ato´micos, por lo tanto el modelo de enlace fuerte es un buen candidato
para el ana´lisis de estos sistemas.
Pasamos a describir la estructura electro´nica del 5-F-7-ZGNR. En el panel 4.5(d)
presentamos la estructura magne´tica del 5-F-7-ZGNR, que es obtenida con la diferencia
entre las densidades electro´nicas de diferente esp´ın (M=ρ↑ - ρ↓), donde con lo´bulos azu-
les y amarillos presentamos la polarizacio´n de diferente esp´ın. La polarizacio´n de esp´ın
esta´ en mayor medida sobre el canal de grafeno, y es alternada en la direccio´n transver-
sal definiendo el orden antiferromagne´tico del sistema. En el panel 4.5(e) mostramos
la estructura de bandas del 5-F-7-ZGNR para cada esp´ın. Estas bandas muestran el
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Figura 4.6: (a) Dependencia entre la brecha de energ´ıa del n-F-ZGNR y el nu´mero de
cadenas zigzag “n”. El ancho de la cinta es proporcional a “n”, y conforme se reduce
“n” incrementamos ∆. (b) Relacio´n entre la brecha de energ´ıa del n-F-m-ZGNR respecto
“n”. En este caso n + m = 12 y “n” es el nu´mero de cadenas zigzag que esta´n fluoradas.
El ∆ se mantiene aproximadamente constante para el esp´ın ↓. En cambio para el esp´ın
↑ se incrementa ∆ cuando mayor es “n”. (Tomando de la Ref. [200])
cara´cter semiconductor del sistema, mostrando una brecha de energ´ıa entre estados
de diferente esp´ın ∆σ, siendo ∆↑ (∆↓) del orden de 10−1eV (10−2eV). No´tese que las
bandas ubicadas alrededor de X=pi
a
son similares a las bandas del ZGNR, y las bandas
ubicadas alrededor de Γ son similares a las bandas del F-ZGNR. Contando el nu´me-
ro de modos transversales concluimos que el diagrama de bandas del 5-F-7-ZGNR es
aproximadamente el solapamiento de las bandas del 7-ZGNR y del 5-F-ZGNR.
En conclusio´n, para incrementar la brecha de energ´ıa de un sistema flu´orado es
necesario reducir su extensio´n hasta convertirlo en una cinta de F-grafeno. La brecha
de energ´ıa del n-F-ZGNR la presentamos en la Fig. 4.6(a). Estos resultados indican que
∆ decrece conforme ma´s cadenas zigzag tiene el n-F-ZGNR, sin embargo la brecha de
energ´ıa de este se acerca de forma asinto´tica a la brecha de energ´ıa del F-grafeno. En
cambio, si deseamos reducir la ∆ del sistema fluorado, es necesario remover los a´tomos
de flu´or a lo largo de una direccio´n. En la Fig. 4.6(b) presentamos la dependencia entre
∆σ y el nu´mero de cadenas zigzag fluoradas del n-F-m-ZGNR, donde n+m=12. Se
observa que ∆↑ aumenta cuando “n” se incrementa, en cambio ∆↓ preserva su valor con
“n”. En este caso ∆↑ > ∆↓ y esto sucede porque los bordes de la regio´n de grafeno son
distintos. El ∆σ del n-F-m-ZGNR se encuentra entre 10
−1-10−2eV, que es dos o´rdenes
de magnitud menor con respecto la ∆ del F-grafeno. Por lo tanto el comportamiento
aislante del F-grafeno puede cambiarse a un comportamiento semiconductor mediante
la liberacio´n de a´tomos de flu´or.
Los trabajos teo´ricos y experimentales en grafeno hidrogenado presentan conclu-
siones similares a las obtenidas en grafeno fluorado [192, 195, 201]. Sin embargo, los
estudios del grafeno hidrogenado preceden a los estudios del grafeno fluorado, por lo que
existen ma´s investigaciones en grafeno hidrogenado respecto al grafeno fluorado. Una
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Figura 4.7: Panel izquierdo: Interfase α del grafeno/F-grafeno, que se compone por dos
cadenas zigzag, de la cual una esta´ libre de flu´or mientras que la otra esta´ totalmente
fluorada. Panel central: Canal de grafeno en medio de F-grafeno, que en particular pre-
senta 6 cadenas zigzag. Panel derecho: Interfase β del grafeno/F-grafeno, que compone
por una cadena zigzag semi-fluorada. Las cadenas zigzag esta´n sombreadas para su mejor
apreciacio´n, y detallamos con trazos los bordes α y β de las interfases.
investigacio´n importante es la de la estructura de electro´nica del canal de grafeno en
medio de grafeno hidrogenado al 100 % [202]. Estos resultados sugieren que,alrededor
del nivel de Fermi, la estructura electro´nica del canal de grafeno es similar a la de la
cinta de grafeno. Posteriormente se investigo´ -sin considerar la polarizacio´n de esp´ın-
la estructura electro´nica del canal de grafeno en medio del F-grafeno, y sus resultados
cerca del nivel de Fermi, evidencian la similitud entre la estructura electro´nica del canal
de grafeno y de la cinta de grafeno [35].
En este cap´ıtulo estudiamos con mayor profundidad los canales de grafeno cons-
truidos en F-grafeno, con el fin de saber hasta do´nde la estructura electro´nica de los
canales zigzag es similar a la de las cintas zigzag. Para este fin realizamos ca´lculos de
estructura electro´nica usando la Teor´ıa de la Funcional Densidad (DFT) con el pa-
quete Quantum Espresso (QE) [178]. En las siguientes secciones definimos con detalle
las celdas unidad de los sistemas que estudiaremos, luego describiremos la estructura
cristalina de estos sistemas y su estructura electro´nica.
4.2. Descripcio´n del ca´lculo de primeros principios.
En este cap´ıtulo investigamos a los canales de grafeno de bordes zigzag que esta´n
embebidos en F-grafeno. En particular investigamos los canales n-αα y n-αβ, donde
“n” es el nu´mero de cadenas zigzag del canal, y α y β hacen referencia a las interfaces
de estos canales. En la Fig. 4.7 mostramos brevemente uno de estos canales de grafeno,
la cantidad de cadenas zigzag que contiene, y sus interfases y bordes α y β.
En la Fig. 4.8 presentamos la celda unidad del 6-αα en tres diferentes vistas. En el
panel 4.8(a) mostramos una vista en perspectiva de la celda unidad, la cual contiene
24 a´tomos de carbono (C) y 12 a´tomos de flu´or (F). Las posiciones de la celda unidad
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Figura 4.8: (a) Celda unidad del 6-αα, que contiene 24 a´tomos de carbono y 12 a´tomos
de flu´or. La celda unidad contiene 24 posiciones las cuales enumeramos, donde las posi-
ciones de numeracio´n impar definen la sub-celda unidad A, mientras que las posiciones
de numeracio´n par definen la sub-celda unidad B. (b) Vista superior del sistema 6-αα,
donde la zona sombreada detalla la extensio´n de la celda unidad. (c) Vista frontal del
6-αα, la cual permite apreciar las diferentes estructuras del canal de grafeno y la zona
fluorada.
esta´n enumeradas desde el 1 hacia el 24, donde las primeras 12 posiciones dan origen al
canal de grafeno (CG) y las restantes dan origen a la zona fluorada. Esta celda unidad
puede dividirse en dos sub-celdas unidad que denominamos A y B, donde la sub-celda
unidad A (B) contiene los a´tomos de las posiciones impares (pares).
En los paneles 4.8(b,c) mostramos el sistema 6-αα que se construye con la repeticio´n
de la celda unidad, donde ax y ay son los vectores de la red. Esta estructura cristalina
puede descomponerse en las subredes A y B generadas por las sub-celdas unidad A
y B, respectivamente. El panel 4.8(b) muestra una vista superior del 6-αα, donde
la regio´n sombreada resalta la celda unidad. Por otro lado el panel 4.8(c) muestra
una vista frontal detallando la diferente estructura cristalina del CG y de la ZF. En
estas ima´genes indicamos que xˆ (yˆ) es la direccio´n longitudinal (transversal) del 6-
αα. Por otro lado en la direccio´n zˆ se encuentran ima´genes del 6-αα separadas de
forma perio´dica, y cada una de estas esta´n separadas en 12.6A˚ con el fin de reducir sus
interacciones. Por u´ltimo indicamos que la Fig. 4.8 ha sido construida con la estructura
cristalina relajada del 6-αα.
En la Fig. 4.9 presentamos la celda unidad del 6-αβ, usando el mismo formato de la
Fig. 4.8. En el panel 4.8(a) mostramos una vista en perspectiva de la celda unidad, la
cual contiene 24 a´tomos de carbono (C) y 11 a´tomos de flu´or (F). Las posiciones de la
celda unidad esta´n enumeradas desde el 1 hacia el 24, donde las primeras 13 posiciones
dan origen al canal de grafeno (CG) y las restantes dan origen a la zona fluorada
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Figura 4.9: (a) Celda unidad del 6-αβ, que contiene 24 a´tomos de carbono y 11 a´tomos
de flu´or. La celda unidad contiene 24 posiciones las cuales enumeramos, donde las posi-
ciones de numeracio´n impar definen la sub-celda unidad A, mientras que las posiciones
de numeracio´n par definen la sub-celda unidad B. (b) Vista superior del sistema 6-αβ,
donde la zona sombreada detalla la extensio´n de la celda unidad. (c) Vista frontal del
6-αβ, la cual permite apreciar las diferentes estructuras del canal de grafeno y la zona
fluorada.
(ZF). Al igual que 6-αα, esta celda unidad puede dividirse en dos sub-celdas unidad
que denominamos A y B, donde la sub-celda unidad A (B) contiene los a´tomos de las
posiciones impares (pares). En los paneles 4.9(b,c) presentamos una vista superior y
frontal del sistema 6-αβ, que es obtenido con la repeticio´n de la celda unidad. Esta
estructura cristalina puede descomponerse en las subredes A y B generadas por las sub-
celdas unidad A y B, respectivamente. Indicamos que la Fig. 4.9 ha sido construida
con la estructura cristalina relajada del 6-αβ.
Habiendo descrito los sistemas 6-αα y 6-αβ, pasamos a detallar las calibraciones
correspondientes al ca´lculo de estructura electro´nica. Los ca´lculos DFT usan pseudo-
potenciales de la descripcio´n ultra suave (USPP), construidos con los funcionales PBE
de intercambio y correlacio´n [125]. Los orbitales de Kohn-Sham (OKS) y la densidad
electro´nica (ρ) son expandidos en ondas planas, donde Ef=70Ry es la energ´ıa ma´xima
de la ondas planas usadas en la expansio´n de los OKS, y Eρ=420Ry es la energ´ıa ma´xi-
ma de las ondas planas usadas en la expansio´n de la densidad electro´nica. Para obtener
la densidad electro´nica y la energ´ıa usamos la funcio´n de integracio´n de “gauss” con
un degauss de 0.001Ry.
El mallado de la Zona de Brillouin es de nkpx×nkpy×nkpz = 54×1×1, donde nkpζ
es la cantidad de nu´meros de onda de la BZ a lo largo de la direccio´n ζˆ. El mallado
en la direccio´n transversal al canal es nkpy, y en estos ca´lculos nkpy = 1 porque
nuestro intere´s es modelar un canal de grafeno en medio de F-grafeno. Ma´s adelante
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Sistema ax ay θ1 θ2 rc
6-αα 2.52A˚ 25.85A˚ 20.5◦ 20.5◦ ∞
6-αβ 2.52A˚ 25.83A˚ 19.2◦ 24.3◦ 20.2A˚
Tabla 4.1: Para´metros geome´tricos de la estructura cristalina del 6-αα y 6-αβ. Las
cantidades ax y ay son los para´metros de red en la direccio´n longitudinal y transversal
del sistema, respectivamente. Los a´ngulos θ1 y θ2 son los a´ngulos correspondientes a cada
borde del canal de grafeno, y estos esta´n definidos en las Figs. 4.10 y 4.11 para el sistema
6-αα y 6-αβ, respectivamente. Estos a´ngulos permiten apreciar la distinta hibridacio´n de
los a´tomos del canal de grafeno y la zona fluorada. Por u´ltimo rc es el radio de curvatura
del canal. Los resultados muestran que ax es ma´s cercano al para´metro de red del grafeno
fluorado (a = 2.54 A˚ [36]) que al del grafeno (a = 2.46 A˚ [1]), lo que indica la rigidez
mayor del grafeno fluorado.
mostraremos que la estructura electro´nica -cercana al nivel de Fermi- no depende del
valor de nkpy debido al cara´cter aislante de la zona fluorada. Por otro lado el mallado
en la direccio´n que separa las ima´genes del sistema -direccio´n zˆ- es nkpz, y en estos
ca´lculos nkpz = 1 porque no existen excitaciones entre ima´genes del sistema debido su
separacio´n. Con estas calibraciones calculamos la estructura electro´nica con un error
de energ´ıa de 10−3eV por a´tomo.
Por u´ltimo los ca´lculos auto-consistentes de la densidad electro´nica los realizamos
considerando las siguientes variables de paralelizacio´n:
mpirun -np 8 pw.x -nimage 1 -npool 2 -nband 1 -ntg 1 -ndiag 4
-input file.in > file.out
donde en este caso usamos 8 procesadores en el ca´lculo. Estos procesadores se dividen
en 2 grupos de 4 procesadores, donde cada grupo se dedica a calcular los OKS de
numero de onda k, sin fragmentar la base de ondas planas. Los OKS se calculan con
me´todos de a´lgebra divididos en 4 grupos.
4.3. Estructura cristalina del 6-αα y 6-αβ.
En esta seccio´n describiremos la estructura cristalina obtenida con los ca´lculos DFT.
Estas estructuras cristalinas han sido obtenidas mediante la relajacio´n de sus a´tomos en
diversos taman˜os de la celda unidad. La relajacio´n considera que la fuerza entre a´tomos
debe ser menor a 0.005eV/A˚ en cada direccio´n, y que las tensiones deben ser menores
a los 0.5GPa. Con estos criterios obtenemos los para´metros de red de los sistemas 6-αα
y 6-αβ, los cuales presentamos en la tabla 4.1.
Los resultados del proceso de relajacio´n muestran que el para´metro ax de ambos
sistemas tiene un valor intermedio entre el para´metro de red del grafeno (2.46A˚ [1]) y
del F-grafeno (2.53 A˚ [36]), siendo ma´s cercano al para´metro de red del F-grafeno. Este
4.3 Estructura cristalina del 6-αα y 6-αβ. 117
resultado evidencia la rigidez mayor del F-grafeno. Los dema´s valores de la tabla 4.1
los describimos con ayuda de las Figs. 4.10 y 4.11 que exponen la estructura cristalina
del 6-αα y 6-αβ, respectivamente.
En el panel 4.10(a) presentamos una vista de perfil del 6-αα. Esta vista permite
apreciar el arreglo perio´dico de las regiones CG y ZF, y muestra la diferente estructura
de estas. La estructura del CG es plana, y esto evidencia la hibridacio´n sp2 de sus
a´tomos. Por otro lado la estructura de la ZF es plana tambie´n aunque con estructura;
dado que los carbonos de la subred B se encuentran ma´s elevados respecto los a´tomos
de la subred A, y que cada flu´or de la subred A (B) se encuentran por debajo (arriba)
del carbono; esto evidencia la hibridacio´n tipo sp3 de los carbonos de la ZF. La diferente
hibridacio´n del carbono produce una orientacio´n relativa entre los CG y las ZF, lo que
define un a´ngulo en cada interfaz CG/ZF. Solamente hay dos interfaces no equivalentes
debido al cara´cter perio´dico del 6-αα, y por esto so´lo definimos los a´ngulos θ1 y θ2 que
mostramos en el panel 4.10(a). En este caso θ1 = θ2 porque ambas interfaces son del
tipo α, y el valor de estos a´ngulos los mostramos en la tabla 4.1.
En el panel 4.10(a) mostramos las posiciones de los bordes y los centros del CG y
de la ZF. Los bordes los etiquetamos con αζ mientras que los centros los etiquetamos
con mζ , donde ζ hace referencia a la subred A o B. Las posiciones equivalentes a
estas definen el borde y el centro del CG y la ZF. En el panel 4.10(b) mostramos al
CG en medio de las ZF, donde sen˜alizamos -con l´ıneas entrecortadas- los bordes y los
centros del CG. En esta imagen apreciamos las 6 cadenas zigzag del CG de las cuales
sombreamos 2 para su mejor apreciacio´n. Se aprecia que las interfaces CG/ZF de la
izquierda y derecha son similares, las cuales denominamos interfaces α. Esta interfaz
esta´ compuesta por dos cadenas zigzag, una carece de flu´or mientras que la otra se
encuentra saturada de flu´or. En el panel 4.10(c) mostramos con ma´s detalle la interfaz
α de la derecha, sombreando sus dos cadenas zigzag y trazando el borde del CG y el
borde de la ZF.
En la Fig. 4.11 presentamos la estructura cristalina del 6-αβ en diferentes vistas.
En el panel 4.11(a) presentamos una vista de perfil de la estructura cristalina del 6-αβ.
Esta vista permite apreciar el arreglo perio´dico de las regiones CG y ZF, y evidencia la
diferente estructura de estas. Los CG del 6-αβ tienen estructura curva, donde el radio
de curvatura es rc=20.2A˚, el cual barre un a´ngulo de 36
◦ desde el borde α del CG hacia
el borde β del CG. Por otro lado la ZF del 6-αβ tiene la estructura plana similar a la
ZF del 6-αα.
El CG del 6-αβ tiene estructura cristalina similar a la de los nanotubos [2], por esto
la hibridacio´n de sus a´tomos es cercana a la sp2, por otra parte la hibridacio´n de la ZF
es del tipo sp3. La estructura curva del CG es producida por la diferente hibridacio´n
de los carbonos en las interfaces CG/ZF, y por la menor rigidez del CG comparada
con la ZF. En las interfaces CG/ZF se definen los a´ngulos θ1 y θ2 correspondientes
118 Canales de grafeno grabados en F-grafeno.
Figura 4.10: (a) Vista en perfil del 6-αα que muestra el arreglo perio´dico de canales de
grafeno (CG) y zonas fluoradas (ZF), detallando las posiciones αζ y mζ correspondientes
a los bordes y centros de los CG y de las ZF, donde ζ hace referencia a la subred A
o B. Tambie´n mostramos los a´ngulos θ1 y θ2 definidos en las interfaces CG/ZF, que
denominamos interfaces α. (b) Vista en perspectiva del CG en medio de las ZF. El CG
esta´ compuesto por 6 cadenas zigzag donde 2 de estas cadenas se encuentran sombreadas
para su mejor apreciacio´n. En esta figura sen˜alizamos los bordes y los centros del CG
usando l´ıneas entrecortadas. (c) Interfaz α, que se compone por una cadena zigzag libre
de flu´or y una cadena zigzag saturada en flu´or. Con l´ıneas entrecortadas sen˜alizamos el
borde α del CG y el borde α de la ZF.
a la interfaz α y β, respectivamente, tal como mostramos en el panel 4.11(a). Cada
a´ngulo esta´ definido como la abertura entre el plano tangente del CG y el plano del ZF
medido alrededor de la interfaz. Los valores de θ1 y θ2 los mostramos en la tabla 4.1,
y el diferente valor entre estas es el resultado de la distinta estructura cristalina de las
interfaces.
En el panel 4.11(a) sen˜alizamos las posiciones de los bordes y los centros del CG
y la ZF del 6-αβ. En este caso particular, los bordes α y β del CG (ZF) pertenecen a
la subred A (B), mientras que la posicio´n del centro del CG y la ZF se encuentra en
la subred A. Todas las posiciones equivalentes a estas definen los bordes y el centro
del CG y ZF. En el panel 4.11(b) mostramos un CG del 6-αβ con el fin de apreciar
mejor su estructura y apreciar mejor las interfaces CG/ZF. La interfaz de la izquierda
es la interfaz α mientras que la interfaz de la derecha es la interfaz β. La interfaz α
se compone por dos cadenas zigzag, una saturada en flu´or y la otra libre de flu´or. Por
otra parte la interfaz β se compone por una cadena zigzag semi-fluorada. Por tanto la
estructura cristalina del CG esta´ compuesta por 6 cadenas zigzag ma´s una porcio´n de
la interfaz β. Por u´ltimo en el panel 4.11(c) se muestra una mejor vista de la interfaz
β, donde con l´ıneas entrecortadas sen˜alamos los bordes del CG y la ZF.
La estructura cristalina del CG del 6-αα es similar a la estructura cristalina de
las cintas de grafeno de bordes zigzag (ZGNR), mientras que la estructura cristalina
del CG del 6-αβ es similar a la estructura cristalina de las cintas de grafeno de borde
zigzag y Klein (ZKGNR) [56]. Por el cara´cter aislante de las ZF, podemos inferir -en
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Figura 4.11: (a) Vista en perfil del 6-αβ que muestra el arreglo perio´dico de canales de
grafeno (CG) y zonas fluoradas (ZF), detallando las posiciones α, β y m, correspondien-
tes a los bordes y centros de los CG y de las ZF. Los bordes del CG (ZF) se encuentran en
la subred A (B), mientras que los centros del CG y la ZF se encuentran en la subred A.
Tambie´n mostramos los a´ngulos θ1 y θ2 correspondientes a las interfaces α y β, respec-
tivamente. (b) Vista en perspectiva del CG en medio de las ZF. El CG esta´ compuesto
por 6 cadenas zigzag ma´s una porcio´n de la interfaz β. En esta figura sen˜alizamos los
bordes y los centros del CG usando l´ıneas entrecortadas. (c) Interfaz β, que se compone
por una cadena zigzag semi-fluorada. Con l´ıneas entrecortadas sen˜alizamos el borde β
del CG y el borde β de la ZF.
primera aproximacio´n- que la estructura electro´nica del 6-αα y 6-αβ ser´ıa similar a
las estructura electro´nica del 6-ZGNR y 6-ZKGNR, respectivamente, al menos alrede-
dor del nivel de Fermi. Las 6-ZKGNR son de intere´s porque recientemente han sido
obtenidas experimentalmente [17, 203].
4.4. Estructura electro´nica del 6-αα y 6-αβ
Las estructuras electro´nicas del 6-αα y 6-αβ las describimos con sus diagramas de
bandas. Estos son presentados a lo largo del camino que une los puntos (0,0,0) y (pi
a
,0,0)
de la primera Zona de Brillouin (ZB), en una ventana de energ´ıa de [-3.0eV:3.0eV] donde
el nivel de Fermi (EF ) es tomado como referencia.
Con el fin de conocer el cara´cter de los estados calculamos la proyeccio´n de la
densidad de estados (PDOS) sobre los orbitales s, px, py, y pz, los cuales son los
estados de valencia de los a´tomos que reproducen nuestros sistemas. El cara´cter de los
estados esta´ definido por e´l o los orbitales que producen mayor peso en la PDOS. Por
otro lado la estructura local de los estados esta´ determinada por su cara´cter y por la
densidad local de estados (LDOS), el cual mide el peso de los estados en las posiciones
del sistema. Por la periodicidad de los sistemas estudiados, so´lo se necesita exponer la
PDOS y la LDOS sobre una celda unidad.
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Figura 4.12: (a) Diagrama de bandas del 6-αα (l´ıneas negras) y diagrama de bandas
del 6-ZGNR (l´ıneas grises). (b) Proyeccio´n de la densidad de estados sobre los orbitales
ubicados sobre el canal de grafeno. (c) Proyeccio´n de la densidad de estados sobre los
orbitales ubicados en los a´tomos de carbono de la zona fluorada. (d) Proyeccio´n de
la densidad de estados sobre los orbitales ubicados en los a´tomos de flu´or de la zona
fluorada. Los factores multiplicacio´n en cada panel indican el factor de escala usado al
presentar los resultados.
4.4.1. Estructura electro´nica de los canales 6-αα.
En la Fig. 4.12(a) mostramos la estructura de bandas del sistema 6-αα, donde las
bandas de esp´ın ↑ y ↓ esta´n superpuestas entre s´ı. Tambie´n mostramos el diagrama de
bandas de la cinta de grafeno compuesta por 6 cadenas zigzag (6-ZGNR), donde los
bordes de esta esta´n pasivados con flu´or. Las bandas del 6-ZGNR de diferente esp´ın
esta´n superpuestas entre s´ı.
En la Fig. 4.12(a) se observa que el el 6-αα es semiconductor con brecha de energ´ıa
∆=0.42eV. La brecha de energ´ıa del 6-αα la resaltamos usando un par de l´ıneas de
trazos. No´tese que en la ventana de energ´ıa [-1.4eV:1.6eV] u´nicamente se encuentran las
bandas bv y bc, y por consiguiente basta con estudiar los estados de bv y bc para conocer
las propiedades relevantes del sistema. Empezamos el ana´lisis mediante la comparacio´n
entre las bandas del 6-αα con las bandas del 6-F-ZGNR, donde estas u´ltimas ya han
sido presentadas en la Fig. 4.5(a). La comparacio´n muestra que ambos diagramas de
bandas tienen una estructura similar alrededor de k=0. La diferencia de energ´ıas entre
estados del 6-αα de k=0 la llamamos ∆0=3.15eV, y este valor es pro´ximo a la brecha
de energ´ıa del 6-F-ZGNR (que es de 3.12eV [200]). La similitud entre ∆0 del 6-αα y
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la brecha de energ´ıa del 6-F-ZGNR, ma´s la curvatura de las bandas, sugiere que los
estados del 6-αα alrededor de k=0 son parecidos a los estados del 6-F-ZGNR, y por lo
tanto estos deber´ıan tener ma´s peso en la ZF.
Pasamos a comparar las bandas del 6-αα con las bandas del 6-ZGNR. Cerca del
nivel de Fermi y alrededor de k=0.5pi
a
, se observa que las bandas del 6-αα y del 6-ZGNR
tienen cualitativamente la misma estructura, lo que tambie´n es cierto para las bandas
ma´s distantes a EF . Comparando estos sistemas podemos suponer que las bandas bv
y bc del 6-αα se cruzan o anti-cruzan con bandas de diferente cara´cter, y esto sucede
entre k=0 y k=0.5pi
a
. En general es usual que las bandas preserven su curvatura cuando
esta´n apartadas de algu´n plano de Bragg, pero en este caso vemos que las bandas bv y
bc cambian de concavidad a lo largo de la zona de Brillouin. Ma´s adelante mostraremos
que esto se debe a que la banda bv (bc) se cruzan (anti-cruzan) con bandas de diferente
cara´cter.
Siguiendo con el ana´lisis, comparamos las bandas del 6-αα y del 6-ZGNR alrededor
de k=pi
a
. La diferencia local se encuentra en la curvatura de las bandas alrededor de EF ,
aunque la separacio´n entre los estados de k=pi
a
es de δεpi=0.9eV en ambos sistemas.
Para el 6-ZGNR se sabe que δεpi es proporcional a la polarizacio´n de esp´ın de los
bordes de la cinta, donde esta es producida por sus estados altamente localizados en
los bordes. Por lo tanto creemos que los estados del 6-αα alrededor de pi
a
tambie´n son
altamente localizados en los bordes y tambie´n producen polarizacio´n de esp´ın sobre
el canal. Respecto la dispersio´n de bv y bc alrededor de k=
pi
a
, esta debe depender del
pasivado de la cinta y de la interfaz CG/ZF porque estos efectos involucran a los bordes
del 6-ZGNR y del 6-αα, respectivamente, lo cual produce una dispersio´n distinta en
ambos sistemas.
En las Figs. 4.12(b,c,d) exponemos la PDOS del 6-αα con el fin de conocer el
cara´cter y estructura de sus estados. En el panel 4.12(b) mostramos la PDOS sobre or-
bitales del CG, donde la PDOS sobre orbitales pz esta´ presentada con l´ıneas continuas,
mientras que la suma de la PDOS de los dema´s orbitales (s, px, py) lo presentamos con
l´ıneas a trazos. Los picos del PDOS del pz coinciden con los ma´ximos y mı´nimos de
todas las bandas pro´ximas a EF , lo que indica que los estados de estas bandas tienen
mayor peso en los CG. Por otro lado la PDOS de los orbitales s, px, py es despre-
ciable cerca de EF , y un valor reducido de este se observa debajo de -1.6eV. En las
Figs. 4.12(c) y 4.12(d) presentamos la PDOS sobre los orbitales ubicados en el C y F
de la ZF, respectivamente. Indicamos que en la ventana [-3.0eV:-1.4eV] se encuentran
estados de cara´cter dominante px y py, que cubren las dos especies de a´tomos de la
ZF. Observando los picos de la PDOS y los ma´ximos de las bandas concluimos que los
estados de k∼0 tienen ma´s peso en la ZF. Por otro lado, los estados de las bandas bc y
bv que habitan en la ventana [-1.4eV:1.8eV] tienen poco peso en la ZF. Por u´ltimo la
PDOS presentada en la ventana [1.8eV:3.0eV] muestran el cara´cter dominante tipo pz
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Figura 4.13: (a) Diagrama de bandas del 6-αα. (b) Proyeccio´n de la densidad de estados
sobre los orbitales pz de esp´ın σ =↑, ↓ del canal de grafeno. (c) Proyeccio´n de la densidad
de estados sobre el orbital “pαz,σ” que es el orbital pz,σ del borde α. (d) Proyeccio´n de
la densidad de estados sobre el orbital “pmz ” que es el orbital pz,σ ubicado en medio del
canal. En (c) y (d) mostramos los resultados de esp´ın ↑ y ↓ usando l´ıneas continuas y
entrecortadas, respectivamente. Las posiciones α y m corresponden a las posiciones 1 y
7, respectivamente, expuestas en la Fig. 4.8(a).
y s de los estados, lo cual sucede para ambas especies de a´tomos. La coincidencia entre
los mı´nimos de las bandas y los picos de la PDOS muestran que los correspondientes
estados tienen nu´mero de onda pro´ximo a cero. En resumen las Figs. 4.12 dicen:
Los estados alrededor del nivel de Fermi son de cara´cter dominante pz y estos
tienen mayor peso sobre el canal de grafeno.
Los estados con mayor peso en las zonas fluoradas son de cara´cter dominante px,
py por debajo de EF , y por arriba de EF estos son de cara´cter dominante s, pz.
Ahora estudiamos la estructura espacial y de esp´ın de los estados cercanos al EF .
En las Figs. 4.13(b,c,d) mostramos la PDOS en orbitales del canal de distinta posicio´n.
En 4.13(b) observamos la PDOS de todos los orbitales pz,σ de σ =↑, ↓, que es ide´ntica
para ambos espines. La PDOS de los dema´s orbitales es ignorada porque el cara´cter
dominante de los estados en esta regio´n de energ´ıas es del tipo pz. En la Fig. 4.13(c)
presentamos la PDOS sobre el orbital pz,σ ubicado en un borde del canal. Este orbital es
etiquetado como pαz,σ y la PDOS sobre este orbital es presentado con l´ıneas continuas
(entrecortadas) para σ =↑ (σ =↓). Lo relevante de estos resultados es la estructura
distinta de la PDOS para cada esp´ın, y se verifica que la PDOS de esp´ın ↑ (↓) proviene
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Figura 4.14: Magnetizacio´n por unidad de volumen (M) del sistema 6-αα. M lo visua-
lizamos mediante la superficie de nivel para M=±0.005µB
a30
, donde µB es el magneto´n de
Bohr (en unidades ato´micas µB=0.5) y a0 es el radio de Bohr. La mayor polarizacio´n de
esp´ın se encuentre en los bordes αA y αB del CG.
de la banda bv (bc) alrededor de k=
pi
a
. Por consiguiente en esta posicio´n se encuentra
una polarizacio´n de esp´ın ↑. Es importante indicar que la magnitud del PDOS de pαz
es comparable con la magnitud del PDOS de todos los orbitales pz,σ del canal. Esto
evidencia que los estados de k∈[0.6pi
a
:pi
a
] de energ´ıas E ∈[-0.8eV:0.2eV] esta´n localizados
en mayor medida sobre los bordes de los canales de grafeno.
Prosiguiendo con la Fig. 4.13(d), presentamos los resultados de la PDOS sobre un
orbital localizado en medio del canal al cual etiquetamos como pmz,σ. La PDOS para
σ =↑ y σ =↓ lo presentamos con l´ıneas continuas y entrecortadas, respectivamente, y
para una mejor apreciacio´n y comparacio´n, estos resultados son presentados usando un
factor de escala de 10. Los resultados muestran que en [-1.2eV:1.5eV] esta´n los estados
responsables de la polarizacio´n de esp´ın (estos estados pertenecen exclusivamente a los
estados de las bandas bc y bv). Comparando la magnitud del PDOS en toda la ventana
exhibida, se aprecia que los estados ma´s pro´ximos al EF tienen menor peso en medio
del canal respecto los dema´s estados.
La PDOS de la Fig. 4.13(c) y 4.13(d) exhiben polarizacio´n de esp´ın ↑ en las posicio-
nes α y m del sistema, que corresponden a las posiciones 1 y 7 presentadas en la Fig.
4.8(a). Un resultado similar del PDOS es obtenido para el esp´ın ↓ cuando calculamos
la PDOS sobre pαz,σ y p
m
z,σ correspondientes a las posiciones 12 y 6 presentadas en la
Fig. 4.8(a). Si bien es cierto que estos resultados no son presentados aqu´ı, indicamos
que la PDOS de estos u´ltimos orbitales tiene estructura ide´ntica a las mostradas en las
Figs. 4.13(c) y 4.13(d), salvo que debemos invertir el esp´ın en estos resultados. Esto
evidencia que el 6-αα tiene un magnetismo alternado en la direccio´n transversal, y
por esto su orden es antiferromagne´tico que se evidencia por la polarizacio´n de esp´ın
anti-paralela entre los bordes del los canales de grafeno.
Para visualizar con ma´s detalle la dependencia espacial de la polarizacio´n de esp´ın
sobre un CG calculamos la magnetizacio´n por unidad de volumen, definida como la
diferencia entre la densidad electro´nica de espines ↑ y ↓ (M=ρ↑ − ρ↓). En la Fig. 4.14
mostramos M con superficies de nivel que respetan la igualdad M=±0.005µB
a30
. Cuando
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Figura 4.15: (a) Diagrama de bandas del 6-αα. En los paneles (b,c,d) presentamos la
densidad local de estados en algunas posiciones de la zona fluorada. (b) Densidad local
de estados en las posiciones α y m del carbono. (c) Densidad local de estados de las
posiciones α y m del flu´or. (d) Densidad local de estados sobre los a´tomos de carbono
y flu´or del borde α, para cada esp´ın. Los resultados muestran que los estados bv y bc
penetran de forma evanescente en la zona fluorada hasta anularse en medio de e´sta. El
factor de escala usado en la densidad local de estados es de 10.
la magnetizacio´n es ↑ (↓) presentamos a M con lo´bulos rojos (azules). Estos resultados
dicen que la magnetizacio´n total del 6-αα es cero con estructura magne´tica alternada a
lo largo del eje yˆ, que es la direccio´n transversal al canal. En cambio la magnetizacio´n
absoluta por celda unidad es de 1.13µB y por lo tanto la polarizacio´n de cada esp´ın
es 0.56µB por celda unidad. Mediante la integracio´n de la PDOS podemos estimar la
magnetizacio´n alrededor de un a´tomo, y con este ca´lculo se obtiene que la magnetizacio´n
en los bordes del canal es de ±0.3µB. Sobre las Figs 4.13 y 4.14 en resumen decimos:
Los estados cercanos a la energ´ıa de Fermi tienen mayor peso en los bordes del
canal de grafeno, y estos son responsables de la estructura magne´tica del 6-αα.
A estos estados los llamaremos estados de borde.
Los estados de borde de diferente esp´ın tienen mayor peso en los bordes opuestos
del canal de grafeno del 6-αα. El orden magne´tico del 6-αα es alternado en esp´ın,
siendo ma´ximo en los bordes y mı´nimo en medio del canal.
Por u´ltimo describimos la estructura de los estados en la posicio´n α y m de la zona
fluorada, lo que realizamos mediante la densidad local de estados. Indicamos que las
posiciones α y m corresponden a las posiciones 24 y 18, respectivamente, presentadas
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en la Fig. 4.8(a). En la Fig. 4.15 presentamos la LDOS con un factor 10 de escala
para su mejor visualizacio´n y comparacio´n con los resultados anteriores. En el panel
4.15(b) y 4.15(c) exponemos la LDOS sobre las posiciones del carbono y del flu´or,
respectivamente, donde se muestra que los estados de bv y bc tienen peso en los bordes
de la ZF pero tienen peso nulo en medio de ZF. Por consiguiente los estados de las
bandas bv y bc tienen mayor peso en el canal de grafeno y penetran de forma evanescente
la zona fluorada. Esta propiedad de los estados bv y bc tambie´n se aprecia en los estados
pertenecientes a las bandas pro´ximas, lo que es consecuencia del cara´cter aislante de la
zona fluorada. Por tanto los estados cercanos al nivel de Fermi esta´n confinados sobre
el canal de grafeno, y estos son los estados de la ventana de energ´ıa [-1.4eV:1.8eV]. Por
otro lado, los estados que tienen mayor peso en la zona fluorada habitan fuera de la
ventana [-1.4eV:1.8eV] y son extendidos a lo largo de la ZF, dado que la LDOS en m
y α tienen peso similar.
En la Fig. 4.15(d) presentamos la LDOS en α dependiente del esp´ın. Los resultados
de la LDOS para α↑ (esp´ın ↑) y α↓ (esp´ın ↓) los exponemos con l´ıneas continuas y a
trazos, respectivamente. Con la LDOS estimamos la polarizacio´n de esp´ın local en el
carbono y flu´or del borde, que resulta de -0.006 µB y 0.016µB, respectivamente, y en
consecuencia la polarizacio´n resultante es 0.010µB. Si hacemos el mismo ca´lculo para
los orbitales del otro borde α de la ZF obtenemos -0.010µB de polarizacio´n resultante.
Por lo tanto la componente evanescente de los estados bv y bc producen una pequen˜a
polarizacio´n de esp´ın en las zonas fluoradas. En resumen podemos decir:
Los estados de las bandas bv y bc tienen peso en los bordes de las zonas fluoradas.
El peso reducido de los estados de las bandas bv y bc es responsable de la reducida
polarizacio´n de esp´ın de la zona fluorada.
Los estados que habitan en la ventana [-1.4eV:1.8eV] tienen peso finito dentro de
los canales de grafeno, y no tienen peso en medio de las zonas fluoradas.
En conclusio´n los canales de grafeno del 6-αα tienen propiedades electro´nicas se-
mejantes a las propiedades del 6-ZGNR. Ambos sistemas son semiconductores, de es-
tructura magne´tica alternada, y poseen estados altamente localizados en los bordes
dependientes del esp´ın.
4.4.2. Estructura electro´nica de los canales 6-αβ.
La diferencia entre la estructura cristalina 6-αβ y 6-αα es la interfaz β entre el CG
y la ZF, que es una cadena zigzag semi-fluorada. Esta diferencia entre la estructura
cristalina del 6-αβ y 6-αα se refleja considerablemente en la estructura electro´nica. En
la Fig. 4.16 presentamos el diagrama de bandas y la PDOS del 6-αβ.
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Figura 4.16: (a) Diagrama de bandas del 6-αβ de diferente esp´ın. Las bandas de esp´ın ↑
las presentamos con l´ıneas negras mientras que las bandas de esp´ın ↓ las presentamos con
l´ıneas grises entrecortadas. (b) Proyeccio´n de la densidad de estados sobre los orbitales
ubicados en el canal de grafeno. (c) Proyeccio´n de la densidad de estados sobre los
orbitales ubicados en los carbono de la zona fluorada. (d) Proyeccio´n de la densidad de
estados en orbitales ubicados en los flu´or. La PDOS de orbitales pz se expone con l´ıneas
continuas, y la suma de la PDOS de los dema´s orbitales (s, px, py) se expone con l´ıneas
entrecortadas. En (b) mostramos los resultados usando un factor de escala de 12 . Por otra
parte, la PDOS presentada suma las proyecciones sobre orbitales diferente esp´ın, donde
e´stos pertenecen al canal de grafeno o la zona fluorada segu´n sea el caso.
En la Fig. 4.16(a) exponemos el diagrama de bandas de esp´ın ↑ y ↓ con l´ıneas
continuas y entrecortadas, respectivamente. Las bandas del 6-αβ muestran que este
es meta´lico debido a que el mı´nimo de la banda de conduccio´n (bc) esta por arriba
del ma´ximo de la banda de valencia (bv), aunque esto es solamente por 0.01eV. Este
resultado lo discutiremos ma´s adelante debido a que el 6-αβ es un sistema muy par-
ticular, dado que los n-αβ de n≥6 son meta´licos mientras que los mismos de n<6 son
semiconductores, por tanto el 6-αβ esta´ cerca de la transicio´n semiconductor-metal.
Las bandas del 6-αβ no son degenerados en esp´ın y en consecuencia el sistema
tiene orden ferromagne´tico. Por otro lado alrededor de k=0 se aprecia un grupo de
bandas degeneradas y aproximadamente degeneradas en esp´ın por debajo y arriba del
EF , respectivamente. Estas bandas son similares a las bandas del 6-F-ZGNR, por lo
tanto concluimos que los estados de estas bandas se localizan en las ZF y que el orden
magne´tico se encuentra en mayor medida sobre el canal de grafeno.
En la ventana [-1.2eV:2.1eV] observamos la mayor separacio´n entre bandas de di-
ferente esp´ın. Las bandas bv y bc son de diferente esp´ın y su separacio´n ma´xima es
4.4 Estructura electro´nica del 6-αα y 6-αβ 127
de 1.0eV en k=pi
a
. En otros puntos de la zona de Brillouin se observa una separacio´n
menor pero del mismo orden de magnitud. El orden magne´tico es consecuencia, en gran
medida, del llenado de las bandas bc y bv, en este caso bv esta´ casi llena mientras que
bc esta´ casi vac´ıa.
Analizamos las bandas del 6-αβ comparando estas con las bandas del 6-αα. La
zona de Brillouin la dividimos en dos partes para facilitar esta comparacio´n, estas
partes son ZBβ=[0.0:0.6
pi
a
] y ZBα=[0.6
pi
a
:pi
a
]. Los resultados muestran que las bandas bv
y bc del 6-αβ y 6-αα son diferentes en ZBβ mientras que estas son similares en ZBα.
Este resultado sugiere que los estados del 6-αβ son similares a los estados del 6-αα
cuando k∈ZBα, y por tanto estos tienen mayor peso en el borde α del canal de grafeno
y son responsables de la polarizacio´n de esp´ın en el borde α. En cambio, los estados de
k∈ZBβ deben estar localizados en el borde β del canal de grafeno debido a que ca´lculos
en cintas de grafeno de esta estructura (ZKGNR) predicen este comportamiento [56].
Para una mejor descripcio´n del sistema pasamos a analizar su densidad de estados.
En las Figs. 4.16(b,c,d) mostramos la PDOS sobre los orbitales ubicados en los
a´tomos de la celda unidad. La Fig. 4.16(b) presenta la PDOS sobre orbitales del CG,
donde la PDOS sobre los pz es exhibida con l´ıneas negras, y la suma de la PDOS sobre
los dema´s orbitales (s, px, py) es exhibida con l´ıneas a trazos. Los resultados indican
que los estados alrededor de EF son de cara´cter pz porque se aprecia la coincidencia
entre los picos de la PDOS con los ma´ximos y mı´nimos de las bandas bc y bv. Por lo
tanto los estados de las bandas bc y bv tienen mayor peso en los CG. Por otro lado,
los dema´s estados tambie´n en su mayor´ıa son de cara´cter pz con excepcio´n de algunos
estados de energ´ıas menores a -1.5eV.
Continuando con la descripcio´n del PDOS, en las Figs. 4.16(c) y 4.16(d) mostramos
la PDOS sobre los orbitales de carbono y flu´or de la ZF, respectivamente. Empezamos
analizando los resultados en la ventana [-3.0eV:-1.2eV]. Los estados de esta ventana
son de cara´cter dominante px y py, y cubren ambas especies de a´tomos. La PDOS
sobre orbitales de esp´ın ↑ y ↓ son muy similares y por esto inferimos que los estados
de k∼0 son aproximadamente degenerados en esp´ın. Pasamos a describir la PDOS
correspondiente a la ventana [2.1eV:3.0eV]. En este caso el cara´cter dominante de los
estados de k∼0 es s y pz para el F, pero para el C el cara´cter dominante es pz. Por otro
lado, la PDOS expuesta en la ventana [-1.2eV:2.1eV] viene de los estados de bc y bv,
los cuales evidencian un cara´cter residual pz y py. En este caso la PDOS de la ZF es
mucho menor a la PDOS del CG, lo que muestra el peso reducido de los estados de bc
y de bv dentro de la ZF. En resumen las Figs. 4.16 brindan las siguientes conclusiones:
Los estados cercanos al nivel de Fermi tienen mayor peso en el canal de grafeno,
y su cara´cter es del tipo pz.
Los estados alrededor de k=0, que no pertenecen a la banda bc y bv, tienen mayor
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Figura 4.17: (a) Estructura de bandas del 6-αβ de diferente esp´ın. (b) Proyeccio´n de la
densidad de estados sobre los orbitales pz,σ del canal de grafeno, donde σ es el esp´ın del
orbital. (c) Proyeccio´n de la densidad de estados sobre el orbital “pαz,σ que es el orbital
pz,σ del borde α. (d) Proyeccio´n de la densidad de estados sobre el orbital p
β
z,σ que es el
orbital pz,σ del borde β. (e) Proyeccio´n de la densidad de estados en el orbital p
m
z,σ que
es e orbital pz,σ ubicado en medio del canal. Los resultados de esp´ın ↑ (↓) son mostradas
con l´ıneas continuas (entrecortadas), y en el panel (e) usamos un factor 10 de escala para
una mejor exposicio´n de los resultados.
peso sobre la zona fluorada.
Las bandas bc y bv son responsables de la estructura magne´tica.
En las Figs. 4.17(b,c,d,e) presentamos la PDOS sobre orbitales de esp´ın ↑ y ↓ del
canal de grafeno, en particular en los orbitales del borde (pαz,σ, p
β
z,σ) y del centro (p
m
z,σ)
del canal. Con l´ıneas continuas presentamos los resultados de esp´ın ↑ mientras que con
l´ıneas entrecortadas presentamos los resultados de esp´ın ↓, adema´s indicamos que en
la Fig. 4.17(e) usamos un factor 10 de escala para visualizar mejor este resultado.
En la Fig. 4.17(b) exponemos la PDOS sobre orbitales de diferente esp´ın del canal
de grafeno. Como podemos observar, la estructura del PDOS para espines ↓ es similar
a la estructura de los espines ↑, salvo que estas se encuentran desplazadas en energ´ıa.
Este desplazamiento es mayor entre la PDOS de las bandas bc y bv, mostrando que sus
estados tienen ma´s peso en las regiones magne´ticas. La Fig. 4.17(c) muestra la PDOS
sobre el orbital pz,σ del borde α del canal (p
α
z,σ). No´tese que la magnitud del PDOS de
este orbital, alrededor de EF , es del mismo orden que la magnitud del PDOS de todos
los orbitales de canal. Si observamos el perfil de la PDOS de cada esp´ın concluimos
que esta estructura es obtenida so´lo por los estados de las bandas bc y bv de la seccio´n
ZBα. Por lo tanto se verifica que estos estados son altamente localizados en el borde α.
La Fig. 4.17(d) muestra la PDOS sobre el orbital pz,σ del borde β del canal de grafeno
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Figura 4.18: Magnetizacio´n por unidad de volumen (M) del sistema 6-αβ. M lo visua-
lizamos mediante la superficie de nivel para M=±0.005µB
a30
, donde µB es el magneto´n de
Bohr (en unidades ato´micas µB=0.5) y a0 es el radio de Bohr.
(pβz,σ). En este caso la mayor contribucio´n hacia la PDOS la brindan los estados de
k=0 de las bandas bc y bv, y la siguiente mayor contribucio´n en la PDOS la brindan
los estados de k∼0.6pi
a
de estas mismas bandas; por lo tanto los estados de bc y bv de
la seccio´n ZBβ tienen ma´s peso en alrededor del borde β. Por u´ltimo en la Fig. 4.17(e)
mostramos la PDOS sobre el orbital pmz,σ que esta´ localizado en medio del canal. En este
caso los resultados se presentan con un factor 10 de escala para su mejor apreciacio´n.
Se observa que los estados de k∼0.6pi
a
brindan la mayor contribucio´n a este sistema,
dado que los ma´ximos de la PDOS coinciden con los ma´ximos de las bandas bc y bv.
Por consiguiente la Fig. 4.17 muestran las siguientes conclusiones:
Los estados de las bandas bc y bv tienen mayor peso en los bordes del canal de
grafeno.
Los estados de bc y bv de k∼0 (k∼ pia ) tienen ma´s peso en el borde β (α) del canal,
y los estados de k∼0.6pi
a
son extendidos sobre el canal de grafeno.
Los estados de bc y bv de k∼0 son ma´s extendidos en la direccio´n transversal con
respecto los estados bc y bv de k∼ pia .
Por los resultados decimos que el 6-αβ es ferromagne´tico porque las polarizaciones
de esp´ın entre los bordes de los canales son paralelas. En la Fig. 4.18 mostramos la
magnetizacio´n por unidad de volumen sobre la celda unidad, mediante curvas de nivel
con M = ±0.005µB
a30
(µB y a0 son el magneto´n y el radio de Bohr, respectivamente).
Se evidencia que la polarizacio´n es ma´xima en los bordes del canal y que se reduce
conforme nos acercamos al centro de e´ste. De forma aproximada podemos observar
que el perfil de magnetizacio´n es proporcional a la separacio´n de las bandas bc y bv en
los puntos k=0 y k=pi
a
, las que llamamos δε0 y δεpi, respectivamente. Esto por ahora
no se observa con mucho detalle, pero ma´s adelante mostraremos otros sistemas que
muestran este comportamiento.
En la Fig. 4.19 presentamos la densidad local de estados sobre la zona fluorada,
donde usamos un factor 10 de escala para su mejor apreciacio´n y comparacio´n con los
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Figura 4.19: (a) Estructura de bandas del 6-αβ. (b) LDOS correspondiente a las po-
siciones de los carbonos de la zona fluorada. (c) LDOS correspondiente a las posiciones
de los flu´or de la zona fluorada. (d) Suma de la LDOS de la posicio´n α del carbono y
del flu´or, donde se discriminan los resultados de diferente esp´ın. (e) Suma de la LDOS
de la posicio´n β del carbono y del flu´or, donde se discriminan los resultados de diferente
esp´ın. Todas las PDOS fueron presentadas usando un factor de escala de 10.
resultados precedentes. En el panel 4.19(b) presentamos la LDOS sobre los a´tomos de
C de la ZF, correspondientes a las posiciones de los bordes α y β, y a la posicio´n m
central de la ZF; y con este mismo formato presentamos en el panel 4.19(c) la LDOS
sobre los a´tomos de F de la ZF. Estos resultados indican que los estados de las bandas
bc y bv tienen peso finito alrededor de los bordes de la ZF, donde el peso sobre el borde
β es el doble o el triple con respecto a el peso sobre el borde α. Sin embargo el peso
de estos estados es nulo en medio de la ZF. Por lo tanto los estados de las bandas bc y
bv tienen mayor peso en los canales de grafeno. En las Figs. 4.19(d,e) presentamos la
suma de la LDOS del carbono y del flu´or sobre los bordes α y β de la zona fluorada,
donde discriminamos el esp´ın de los estados. No´tese que los estados de las bandas bc y
bv tienen mayor peso en el borde β, y por esto producen mayor polarizacio´n de esp´ın.
En resumen:
Los estados de las bandas bc y bv tienen peso en los bordes de la zona fluorada
pero su peso es nulo en medio de esta.
De aqu´ı en adelante llamaremos a los estados de bc y bv como estados de borde por
su elevado peso en los bordes de los canales de grafeno, y porque penetran de forma
evanescente las zonas fluoradas.
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4.5. Equivalencia entre el canal de grafeno y los sis-
temas 6-αα y 6-αβ.
La estructura electro´nica del 6-αα y del 6-αβ ha sido estudiada considerando que
los estados tienen u´nicamente excitaciones sobre la direccio´n longitudinal (direccio´n
“x”) del canal de grafeno, debido a que las zonas fluoradas son aislantes. Sin embargo
los sistemas 6-αα y 6-αβ esta´n compuestos por una arreglo perio´dico de canales de
grafeno y zonas fluoradas finitas, y es posible que los estados presenten excitaciones
en la direccio´n transversal (direccio´n “y”), lo que permitir´ıa la propagacio´n de estados
entre canales de grafeno. Sin embargo esto no sucede y en esta seccio´n mostraremos que
las zonas fluoradas de los 6-αα y 6-αβ son lo suficiente extensas para evitar excitaciones
entre estados que habitan en distintas regiones de grafeno.
En esta seccio´n presentamos el diagrama de bandas del 6-αα y del 6-αβ consideran-
do que los estados tambie´n pueden propagarse en la direccio´n transversal, y por tanto
el diagrama de bandas se ha calculado con un mallado de nkpx×nkpy×nkpz=36×4×1
para el 6-αα, y con un mallado de nkpx × nkpy × nkpz=54×4×1 para el 6-αβ. En la
Fig. 4.20 presentamos los diagramas de bandas del 6-αα y del 6-αβ sobre el camino
kx ∈[0: piax ] cuando ky=0, y sobre el camino kx ∈[0: piax ] cuando ky= piay . El diagrama de
bandas es presentado en estos dos caminos porque la relacio´n de dispersio´n entre estos
es la ma´s diferente con respecto a ky.
En el panel 4.20(a) presentamos los diagramas de bandas del 6-αα. Dentro de
la ventana [-1.4eV:1.6eV] se aprecia que las bandas bv y bc no dependen de ky, por
consiguiente en esta ventana las bandas de ky=0 y ky=
pi
ay
esta´n superpuestas entre
s´ı. Esto significa que los estados contenidos en [-1.4eV:1.6eV] carecen de velocidad en
la direccio´n “y”, por tanto estos no se propagan en la direccio´n transversal al canal.
Continuando con esta descripcio´n, los estados que esta´n por debajo de -1.4eV muestran
una despreciable dispersio´n con respecto a el nu´mero de onda ky. Sin embargo los
estados por arriba de 1.6eV muestran dependencia con respecto a el nu´mero de onda
ky, lo que evidencia una reducida pero finita hibridacio´n entre estados con ma´s peso
en el canal de grafeno y estados con ma´s peso en la zona fluorada.
En el panel 4.20(b) y 4.20(c) mostramos los diagramas de bandas de esp´ın ↑ y ↓,
respectivamente, del 6-αβ. Los resultados muestran que las bandas bv y bc no tienen
dispersio´n con respecto a el nu´mero de onda ky, y por tanto sus estados no tienen
velocidad en la direccio´n “y”, y por consiguiente no se propagan en la direccio´n trans-
versal al canal. Por otro lado, las bandas que esta´n por debajo de bv muestran una
despreciable dependencia con respecto a ky, mientras que las bandas que esta´n arriba
de bc muestran una reducida pero finita dependencia con respecto a ky alrededor de
kx=0, mostrando la reducida pero finita hibridacio´n entre estados con ma´s peso en el
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Figura 4.20: En el panel (a) mostramos el diagrama de bandas el 6-αα, donde las
bandas de diferente esp´ın se encuentran superpuestas entre s´ı. En los paneles (b) y (c)
presentamos los diagramas de bandas del 6-αβ de esp´ın ↑ y ↓, respectivamente. En cada
panel mostramos las relaciones de dispersio´n correspondientes a dos caminos sobre la
zona de Brillouin. El primer camino va desde kx=0 hacia kx=
pi
ax
con ky=0, mientras que
el segundo camino va desde kx=0 hacia kx=
pi
ax
con ky=
pi
ay
. Estos resultados muestran
que los estados cercanos al nivel de Fermi carecen de dispersio´n con respecto a ky, por
consiguiente estos no se propagan en la direccio´n transversal al canal de grafeno.
canal de grafeno y estados con ma´s peso en la zona fluorada.
Los estados presentados en la Fig. 4.20 tienen el mismo cara´cter que el expuesto en
las secciones 4.4.1 y 4.4.2. Estas secciones mostraron que los estados con mayor peso
en el canal de grafeno son de cara´cter dominante pz; mientras que los estados con ma´s
peso en la zona fluorada son de cara´cter dominante px y py por debajo del nivel de
Fermi, y son de cara´cter dominante s y pz por arriba de nivel de Fermi. Por otra parte,
para la ventana [-1.5eV:1.5eV], indicamos que los diagramas de bandas mostrados en
la Fig. 4.20 se superponen con las relaciones de dispersio´n presentadas en las secciones
4.4.1 y 4.4.2. Este resultado indica la equivalencia entre el sistema 6-αα y el canal de
grafeno αα embebido en grafeno fluorado al 100 %, y lo mismo sucede para el sistema
6-αβ y el canal de grafeno αβ embebido en grafeno fluorado al 100 %. En conclusio´n
la zona fluorada, compuesta por ∼6 cadenas zigzag, impide la propagacio´n transversal
de los estados de las bandas bv y bc, por tanto las zonas fluoradas del 6-αα y 6-αβ se
comportan como una extensa regio´n de grafeno fluorado.
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4.6. Dependencia de la estructura electro´nica del
n-αα y del n-αβ con respecto de “n”.
En las secciones anteriores hemos descrito la estructura electro´nica de los sistemas 6-
αα y 6-αβ, las cuales son diferentes entre s´ı alrededor del nivel de Fermi. El sistema 6-αα
es semiconductor y antiferromagne´tico, en cambio el 6-αβ es meta´lico y ferromagne´tico.
Ambos sistemas tienen estados alrededor de EF que son muy localizados en los bordes
de sus canales, que son llamados “estados de borde”, y estos son los que dominan la
f´ısica del sistema. En esta seccio´n analizamos el cambio de la estructura electro´nica
de estos sistemas cuando el canal de grafeno es ma´s ancho, lo cual esta relacionado al
cambio en la estructura de los estados de borde que etiquetamos como EB. Para esto
realizamos ca´lculos DFT en sistemas n-αα para n=6,8,10, y en sistemas n-αβ para
n=4,6,8,10.
La calibracio´n DFT para los sistemas n-αα y n-αβ respetan los criterios de cali-
bracio´n presentados en la seccio´n 4.2, pero presentamos algunas modificaciones para
ser eficientes en el ca´lculo DFT. El para´metro de red ax es el mismo para todos los
sistemas porque consideramos r´ıgidas a las zonas fluoradas en la direccio´n longitudinal.
En cambio el para´metro de red ay es elegido cuando las tensiones en la direccio´n yˆ son
menores a 0.5Gpa. Por otro lado el mallado de la Zona de Brillouin (ZB) y el valor de
la temperatura efectiva depende del diagrama de bandas alrededor de EF . Cuando el
sistema es semiconductor basta usar un mallado en la ZB de 24×1×1 con un smearing
de 0.005Ry, cuando el sistema es meta´lico el mallado que usamos es de 36×1×1 con un
smearing de 0.005Ry. Por u´ltimo, en caso de que el sistema tenga una alta densidad
de estados en el nivel de Fermi, lo cual sucede cuando estamos pro´ximos a una transi-
cio´n semiconductor-metal, es necesario usar un mallado denso y un valor reducido del
smearing. En este caso usamos un mallado de 54×1×1 con un smearing de 0.001Ry.
En todos lo casos, la clase de integracio´n usada para calcular la energ´ıa y la densidad
electro´nica fue la gaussiana porque es la ma´s estable, y el error en la energ´ıa es de
10−3eV por a´tomo.
4.6.1. Estructura cristalina y electro´nica del n-αα.
Las estructuras cristalinas del 6-αα, 8-αα, y 10-αα las mostramos en la Fig. 4.21
usando la vista frontal. No´tese que las ZF de todos los sistemas esta´n compuestas
por 6 cadenas zigzag totalmente fluoradas, y en consecuencia lo que cambia en cada
sistema es el ancho de los canales. En este caso los sistemas 6-αα, 8-αα, y 10-αα
tienen canales de grafeno compuestos por 6, 8 y 10 cadenas zigzag. Cada cadena zigzag
esta´ formada por la repeticio´n de dos C de la celda unidad, y por consiguiente, cada
canal esta´ compuesto por 2×n a´tomos de C no equivalentes entre s´ı.
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Figura 4.21: Estructuras cristalinas relajadas de los sistemas n-αα. En los paneles (a),
(b) y (c) mostramos una vista frontal de los sistemas 6-αα, 8-αα y 10-αα. Todos estos
sistemas contienen regiones fluoradas compuestas por 6 cadenas zigzag, de estas regiones
enmarcamos una para cada sistema con l´ıneas entrecortadas. No´tese que la estructura
cristalina del canal de grafeno es plana sin importar las dimensiones del canal.
Los procesos de relajacio´n indican que los CG son de estructura plana, en conse-
cuencia los a´tomos de estas zonas tienen hibridacio´n tipo sp2. Por otro lado las zonas
fluoradas tambie´n son de estructura plana aunque sus a´tomos de C tienen hibridacio´n
tipo sp3. La distinta hibridacio´n entre C de diferentes zonas genera el a´ngulo θ que
fue definido anteriormente en las Figs. 4.10 y 4.11. En nuestros sistemas θ es del orden
de 20◦, el cual se reduce cuando el canal de grafeno es ma´s ancho. Sin embargo las
estructuras cristalinas de los sistemas que mencionamos son muy similares entre s´ı.
La estructura electro´nica de los n-αα la exponemos en la Fig 4.22 mediante sus
diagramas de bandas. Todos los sistemas presentados aqu´ı son semiconductores y sus
bandas de diferente esp´ın se solapan entre s´ı. En adicio´n a esto, la diferencia de energ´ıa
entre los estados de valencia y conduccio´n de k=0 (que es ∆0) tiene el valor de 3.2eV
en cada uno de los sistemas mencionados porque la zona fluorada de estos sistemas
son de igual estructura cristalina. Si comparamos las bandas del 8-αα y 10-αα con
las bandas estudiadas del 6-αα no encontramos diferencias relevantes. Las bandas de
valencia (bv) y conduccio´n (bc) de cada sistema son de similar estructura, y conforme
el canal es ma´s ancho ma´s bandas se acercan al EF .
En la Fig. 4.22 apreciamos que la brecha de energ´ıa ∆ se reduce conforme mayor
es el ancho del canal de grafeno. Los valores de ∆ son 0.48eV, 0.38eV, 0.31eV para los
sistemas 6-αα, 8-αα, 10-αα, respectivamente. Como indicamos anteriormente, la forma
de reducir la resistencia de los canales de grafeno es ensanchar el canal removiendo
a´tomos de flu´or, y segu´n nuestros ca´lculos, nuestros resultados DFT evidencian que
el sistema es menos aislante cuando sus canales son de ancho mayor, lo cual esta´ en
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Figura 4.22: Paneles superiores: Diagramas de bandas del n-αα para n=6,8,10. Dentro
de estas bandas definimos tres ventanas de energ´ıas, la primera es ∆0 que cubre la
separacio´n entre los estados de valencia y conduccio´n en k=0, la segunda es ∆1 que es la
ventana de energ´ıa que contiene -casi exclusivamente- a todos los estados de borde, y la
tercera es ∆ que cubre la brecha de energ´ıa del n-αα. Paneles inferiores: Orden magne´tico
de los sistemas n-αα estimado con la integracio´n de la densidad de estados local. El orden
magne´tico lo presentamos so´lo sobre el canal de grafeno porque el orden magne´tico dentro
de la zona fluorada es despreciable. Estos resultados muestran el cara´cter semiconductor
y el orden antiferromagne´tico del n-αα.
acuerdo con los resultados experimentales presentados al comienzo de este cap´ıtulo.
En los paneles inferiores de la Fig. 4.22 presentamos la polarizacio´n de esp´ın en
las posiciones ato´micas del canal de grafeno. La polarizacio´n de esp´ın fue estimada
integrando la densidad local de estados desde el fondo de banda hasta el nivel de
Fermi, y luego calculamos la diferencia entre las integraciones de diferente esp´ın. Se
observa que la polarizacio´n de esp´ın es mayor en los bordes del CG, y esta polarizacio´n
es ↑ (↓) en las posiciones de la subred A (B). La magnetizacio´n total de los n-αα es
nula por el orden antiferromagne´tico, pero la magnetizacio´n absoluta es diferente de
cero y se incrementa cuando el ancho del canal es mayor. Este resultado sugiere que los
estados de borde del n-αα se extienden ma´s conforme el canal es ma´s ancho, aunque su
localizacio´n en el borde del canal se preserva porque su magnetizacio´n en el borde es de
±0.30µB sin importar el ancho del canal. En la tabla 4.2 presentamos estos resultados
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Sistema θ ay Mabs Mα ∆
6-αα 20.5◦ 25.85A˚ 1.10µB 0.30µB 0.47eV
8-αα 19.7◦ 30.09A˚ 1.16µB 0.30µB 0.38eV
10-αα 18.7◦ 34.33A˚ 1.23µB 0.30µB 0.31eV
Tabla 4.2: Valores relevantes de la estructura cristalina y la estructura electro´nica de los
n-αα. Los procesos de relajacio´n han sido realizados con ax=2.52A˚ en todos los sistemas.
Notese que la brecha de energ´ıa ∆ se reduce conforme el ancho del canal se incrementa.
sobre la estructura cristalina y electro´nica del n-αα.
Es muy importante saber que tan estable es el orden antiferromagne´tico respecto
otros o´rdenes magne´ticos, como por ejemplo el orden no-magne´tico o el ferromagne´tico
donde el u´ltimo se caracteriza por su polarizacio´n paralela de esp´ın entre los bordes
del canal de grafeno. En el 6-αα el orden magne´tico ma´s estable es el antiferromagne´ti-
co, donde su energ´ıa es 12meV por celda unidad menor respecto la energ´ıa del orden
ferromagne´tico. Para los dema´s n-αα el orden magne´tico ma´s estable es el antiferro-
magne´tico pero la diferencia de energ´ıas entre este y el orden ferromagne´tico se reduce
conforme el canal es ma´s ancho, siendo de ∼7meV y ∼5meV para los sistemas 8-αα y
10-αα, respectivamente, por celda unidad. Esta propiedad tambie´n se presenta en las
cintas de grafeno zigzag, por tanto estos resultados muestran otra similitud entre los
n-αα y las cintas de grafeno compuestas por n cadenas zigzag.
Los estados del 8-αα y del 10-αα son de similar cara´cter con respecto a los estados
del 6-αα los cuales hemos presentado en la seccio´n 4.4.1. Sin embargo el intere´s principal
de esta seccio´n es saber la dependencia entre los estados de borde y el ancho del canal
de grafeno porque estos son responsables de las propiedades del sistema. Para este fin
nosotros calculamos la integral de la densidad local de estados en la ventana de energ´ıa
∆1, esta ventana esta´ definida en la Fig. 4.22 y contiene casi exclusivamente a todos
los estados de borde del n-αα, los cuales pertenecen a la banda bv y bc que van desde
k=2
3
pi
a
hacia k=4
3
pi
a
. Tambie´n hacemos la integral de la densidad local de estados en la
ventana ∆0, en la cual se encuentran parte de las bandas bc, bv, y otras bandas cuyos
estados tienen peso dominante en el canal de grafeno.
En la Fig. 4.23 presentamos los resultados de la integracio´n de la densidad local
de estados
∫
ζ
LDOS(ε) dε, donde ζ = ∆0,∆1 indica la ventana de energ´ıa usada en
la integracio´n. En los paneles superiores de la Fig. 4.23 presentamos los resultados
correspondientes al canal de grafeno. Cuando la integracio´n se realiza sobre ∆0, se
muestra que los estados contenidos en esta ventana tienen mayor peso en los bordes
del canal y un peso finito en medio de e´ste. Sin embargo si la integracio´n se realiza
sobre la ventana ∆1 -donde casi exclusivamente esta´n los estados de borde- se aprecia
que los estados de esta ventana tienen mayor peso en los bordes y que su peso es
pequen˜o en medio del canal. Por otra parte, en los paneles inferiores de la Fig. 4.23
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Figura 4.23: Integracio´n de la densidad local de estados sobre las ventanas de energ´ıas
∆0 y ∆1, estas ventanas han sido definidas en la Fig. 4.22 para cada uno de los sistemas
n-αα. Paneles superiores: Resultados de la integracio´n del LDOS sobre las posiciones del
canal de grafeno. La integracio´n de la LDOS en la ventana ∆0 muestra que los estados
de esta ventana tienen peso en medio del canal de grafeno, en cambio la integracio´n
sobre la ventana ∆1 muestra que los estados de borde tienen peso mayor alrededor de
los bordes del canal de grafeno y peso menor o nulo en medio del canal de grafeno.
Paneles inferiores: Resultados de la integracio´n del LDOS sobre las posiciones de la zona
fluorada, alrededor de los a´tomos de C y F. La integracio´n fue realizada en la ventana de
energ´ıa ∆0, y estos resultados muestran el peso despreciable de estos estados en medio
de la zona fluorada.
presentamos los resultados correspondientes a la zona fluorada, donde la integracio´n
se realizo´ en la ventana ∆0 separando los resultados sobre el carbono y sobre el flu´or.
Los resultados muestran que los estados contenidos en ∆0 tienen un peso finito en los
bordes de la zona fluorada y un peso nulo (o dentro del error del ca´lculo) en medio de
e´sta. En conclusio´n los estados del n-αα de la ventana ∆0 tienen mayor peso en los
canales de grafeno y penetran de forma evanescente las zonas fluoradas del sistema, y
la estructura de estos estados no depende del ancho del canal alrededor de las interfases
CG/ZF.
Por u´ltimo es importante comparar las propiedades del 6-αα con los resultados de
la Ref. [202], que estudiaron los canales de grafeno de bordes αα sobre grafeno hidro-
genado al 100 %, que denominamos 6-h-αα dado que su canal esta´ compuesto por 6
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cadenas zigzag. Ambos sistemas son semiconductores de orden antiferromagne´tico con
estructura cristalina similar. La diferencia relevante es que la bandas bv y bc del n-αα
tienen mayor curvatura alrededor de k=pi
a
y son co´ncavas para abajo; en cambio las
bandas bc y bv del 6-h-αα son co´ncavas para arriba y co´ncavas para abajo, respecti-
vamente. Ca´lculos ba´sicos con modelos de enlace fuerte en cintas de grafeno zigzag
muestran que la dispersio´n de las bandas bc y bv cambia por la adicio´n de elementos de
matriz a segundos vecinos, o por la modificacio´n de las energ´ıas locales de los bordes de
la cinta. Nosotros nos apegamos a la segunda opcio´n para explicar las diferencias entre
el 6-αα y el 6-h-αα, porque los canales de estos tienen interfaz distinta. La diferencia
relevante entre esta´s interfaces radica en los a´tomos de hidro´geno y flu´or, donde el flu´or
evidencia su alta electro-negatividad produciendo mayor dispersio´n en las bandas bc y
bv del 6-αα. Por otro lado, no encontramos ma´s diferencias relevantes.
4.6.2. Estructura cristalina y electro´nica del n-αβ.
En la Fig. 4.24 mostramos una vista de perfil de la estructura cristalina de los n-αβ
de n=4,6,8,10. El canal de grafeno esta´ compuesto por 2×n + 1 a´tomos de carbono no
equivalentes en su direccio´n transversal, donde el a´tomo 1 esta´ ubicado en el borde α
del canal mientras que el a´tomo 2×n + 1 esta´ en el borde β del mismo. Por otro lado
la zona fluorada del n-αβ se compone por 5 cadenas zigzag ma´s la seccio´n fluorada de
la interfaz β, por tanto cada zona fluorada tiene 2×5 + 1 = 11 a´tomos no equivalentes
de carbono y flu´or. De aqu´ı en adelante los resultados correspondientes al borde α los
presentaremos a la derecha mientras que los resultados correspondientes al borde β los
presentaremos a la izquierda, y esto lo realizamos tanto para los resultados sobre el
canal de grafeno como para la zona fluorada.
Las relajaciones cristalinas del n-αβ muestran que sus canales de grafeno son de
estructura curva, aunque la hibridacio´n local de sus a´tomos es tipo sp2. En cambio
los a´tomos de carbono de las ZF tienen hibridacio´n tipo sp3, y las zonas fluoradas
preservan su estructura plana. Esto muestra que las ZF son ma´s r´ıgidas con respecto
a los CG. La distinta hibridacio´n de ambas zonas obliga a que los CG se curven para
que los enlaces entre los carbonos empalmen en las interfaces.
En la Fig. 4.25 mostramos la estructura electro´nica de los n-αβ. Los paneles superio-
res e inferiores muestran el diagrama de bandas y el orden magne´tico, respectivamente.
Con respecto a los diagramas de bandas, las bandas de esp´ın ↑ son presentadas con
l´ıneas continuas mientras que las bandas de esp´ın ↓ son presentadas con l´ıneas en-
trecortadas. U´nicamente en el panel izquierdo presentamos algunos detalles sobre las
bandas para no saturar la figura, en este panel sen˜alizamos las bandas de valencia (bv)
y conduccio´n (bc) junto con la separacio´n entre estas alrededor de k=0 y k=pi, donde
a estas u´ltimas las etiquetamos como δε0 y δεpi, respectivamente.
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Figura 4.24: Estructuras cristalinas relajadas de los sistemas n-αβ, donde mostramos
una vista de perfil de los sistemas 4-αβ, 6-αβ, 8-αβ y 10-αβ. Todos estos sistemas
contienen zonas fluoradas compuestas por 5 cadenas zigzag ma´s una seccio´n de la interfaz
β, y estas zonas fluoradas las enmarcamos con l´ıneas entrecortadas en cada sistema. Los
procesos de relajacio´n cristalina muestran que la estructura del canal de grafeno es curva
sin importar las dimensiones del canal.
En primer lugar es importante resaltar la transicio´n semiconductor-metal que de-
pende del ancho del canal. La separacio´n entre las bandas bv y bc dependen del ancho
del canal de grafeno. El 4-αβ es semiconductor con una brecha de energ´ıa de ∼0.1eV,
por otra parte los sistemas 8-αβ y 10-αβ son meta´licos. Con respecto al sistema 6-αβ, se
realizaron ca´lculos ma´s precisos para determinar su cara´cter semiconductor o meta´lico.
Estos ca´lculos consisten en relajaciones usando un mallado de 54×1×1 con un smea-
ring gaussiano de 0.001Ry, posteriormente se realizaron ca´lculos auto-consistentes y no
auto-consistentes usando el me´todo “tetrahedra” -que no usa smearing- para obtener
la densidad electro´nica y el diagrama de bandas. Estos resultados indican que el 6-αβ
es meta´lico y su diagrama de bandas es presentado en la Fig. 4.25, por esto concluimos
que el sistema 6-αβ esta´ muy cerca del punto de transicio´n semiconductor-metal.
Cuando el n-αβ es semiconductor entonces la banda bc esta´ vac´ıa mientras que
la banda bv esta´ llena, sin embargo cuando el n-αβ es meta´lico entonces la banda
bc esta´ ocupada alrededor de k=0 mientras que la banda bv se desocupa alrededor
de k=0.6pi
a
. La polarizacio´n de esp´ın en los bordes del canal de grafeno es ma´xima
cuando el sistema es semiconductor, pero cuando el sistema es meta´lico la polarizacio´n
de esp´ın que prevalece es la del borde α mientras que la polarizacio´n de esp´ın en el
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Figura 4.25: Paneles superiores: Diagrama de bandas del n-αβ correspondientes a
n=4,6,8,10. En cada uno de estos paneles definimos la ventana de energ´ıa ∆1 que en-
cierra casi exclusivamente a todos los estados de las bandas bv y bc, los cuales son los
estados de borde. Paneles inferiores: Polarizacio´n de esp´ın sobre el canal de grafeno del
n-αβ, aqu´ı no presentamos la polarizacio´n de esp´ın de la zona fluorada porque esta es
pequen˜a. No´tese que la polarizacio´n de esp´ın del borde β es el resultado del llenado de
las banda bc alrededor de k=0.
borde β se reduce conforme ma´s se ocupa la banda bc. En particular para el sistema
10-αβ hemos realizado otros ca´lculos de primeros principios buscando sintonizar otros
o´rdenes magne´ticos posibles de este sistema, y nuestra precisio´n DFT no discriminan
si la polarizacio´n de esp´ın en el borde β es finita pero pequen˜a, o si esta es nula, dado
que la diferencia de energ´ıa entre estos o´rdenes magne´ticos es de ∼10−5eV por celda
unidad, siendo de menor energ´ıa el orden magne´tico presentado en la Fig. 4.25.
Los resultados indican que los estados alrededor de k=0 tienen mayor peso en el
borde β, mientras que los estados alrededor de k=0.6pi
a
no tienen peso relevante en
los bordes del canal dado que estos no afectan mucho la polarizacio´n de esp´ın en el
borde α. No´tese que las separaciones δε0 y δεpi permiten apreciar de forma indirecta
la polarizacio´n de esp´ın en los bordes β y α, respectivamente. Como se aprecio´, si la
separacio´n δε0 es menor entonces menor es la polarizacio´n de esp´ın en el borde β, por
otra parte la separacio´n δεpi se preserva en los canales de grafeno estudiados, lo que
indica que la polarizacio´n de esp´ın en el borde α no cambia con respecto a el ancho del
canal de grafeno.
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Figura 4.26: Integracio´n de la densidad local de estados sobre la ventana de energ´ıa ∆1
para cada sistema n-αβ, donde la ventana ∆1 ha sido presentada en la Fig. 4.25 y esta
contiene casi exclusivamente a todos los estados de borde. Paneles superiores: Resultados
sobre las posiciones del canal de grafeno. Los resultados muestran que los estados de bv y
bc tienen peso dominante en los bordes del canal de grafeno, y aproximadamente el peso
de estos estados es nulo sobre una de las subredes del grafeno, siendo esta la subred que
no contiene los bordes del canal. Paneles inferiores: Resultados sobre las posiciones de
la zona fluorada. Estos resultados muestran el peso despreciable o nulo de estos estados
en medio de la zona fluorada.
En la Fig. 4.26 presentamos la integracio´n de la densidad local de estados con el fin
de obtener mayor informacio´n sobre los estados de las bandas bc y bv, por este motivo la
integracio´n fue realizada en la ventana de energ´ıa ∆1 que encierra casi exclusivamente
a los estados de estas bandas; aclaramos que la ventana ∆1 fue mostrada en la Fig.
4.25 para cada sistema n-αβ. En los paneles superiores e inferiores de la Fig. 4.26 pre-
sentamos los resultados de la integracio´n sobre el canal de grafeno y la zona fluorada,
respectivamente. Estos resultados indican que los estados de borde tienen peso domi-
nante en los bordes del canal de grafeno, y que estos tienen peso despreciable o nulo
en una de las subredes del grafeno, esta subred es aquella que no contiene a los bordes
del canal de grafeno y que por tanto esta´ compuesta por las posiciones enumeradas
con nu´mero par de la Fig. 4.9. Por otra parte los estados de borde tienen peso en los
bordes de la zona fluorada, donde en el borde β se presenta el mayor peso, sin embargo
los estados de borde tienen peso nulo en medio de la zona fluorada.
En la tabla 4.3 mostramos los resultados relevantes de la estructura cristalina y
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Sistema θα θβ ay Mabs Mt δε
0 Mβ δε
pi Mα
4-αβ 19.3◦ 23.8◦ 21.75A˚ 1.60µB 0.97µB 0.83eV 0.38µB 1.05eV 0.34µB
6-αβ 18.7◦ 24.1◦ 25.83A˚ 1.47µB 0.84µB 0.64eV 0.31µB 0.95eV 0.31µB
8-αβ 19.2◦ 24.3◦ 30.06A˚ 0.82µB 0.45µB 0.16eV 0.08µB 0.95eV 0.31µB
10-αβ 18.0◦ 20.9◦ 34.29A˚ 0.71µB 0.37µB 0.05eV 0.03µB 0.95eV 0.31µB
Tabla 4.3: Valores relevantes de la estructura cristalina y la estructura electro´nica de los
n-αβ. Los procesos de relajacio´n han sido realizados con ax=2.52A˚ en todos los sistemas.
electro´nica de los sistemas n-αβ, y resumimos las propiedades de los estados de borde
con las siguientes concusiones:
Los estados de borde tienen peso, casi exclusivamente, en la subred que contiene
a los bordes del canal.
Los estados de borde de k=pi
a
(localizados en el borde α) son ma´s localizados que
los estados de k=0 (localizados en el borde β).
La estructura de los estados de borde, estudiado en la seccio´n 4.4.2 para el 6-αβ,
es la misma para los canales estudiados en esta seccio´n.
Los estados de borde penetran de forma evanescente las zonas fluoradas y su peso
es nulo en medio de estas.
Finalmente nos preguntamos si el orden magne´tico permanece estable cuando cam-
biamos las dimensiones del canal, pero los resultados indican que so´lo un tipo de fase
prevalece conforme el canal de grafeno es ma´s ancho. Los ca´lculos de la DFT para el
4-αβ y el 6-αβ u´nicamente convergen cuando el orden magne´tico es el ferromagne´tico;
por otra parte los ca´lculos de la DFT para el 8-αβ dicen que el orden ferromagne´tico
es ligeramente ma´s estable (por ∼9meV por celda unidad) con respecto a el orden an-
tiferromagne´tico, donde el u´ltimo presenta polarizacio´n de esp´ın antiparalela entre sus
bordes. La DFT para el 10-αβ fue mencionada anteriormente, y so´lo se concluyo´ que
este sistema tiene muy reducida magnetizacio´n o nula en el borde β. Por tanto la po-
larizacio´n de esp´ın del borde α es la que prevalece conforme incrementamos el ancho
del canal de grafeno.
Los resultados sobre los n-αβ los comparamos con los resultados presentados en la
Ref. [202] la cual muestra un canal de grafeno de bordes α y β embebido en grafeno
hidrogenado al 100 %, que etiquetamos como 6-h-αβ porque sus canales esta´n compues-
tos por 6 cadenas zigzag. El 4-αβ y 6-h-αβ presentan estructuras electro´nicas similares
dado que ambas son semiconductoras, sin embargo sus diferencias radican en la curva-
tura de sus bandas bv y bc. Las bandas bc y bv del 6-h-αβ son de reducida dispersio´n con
brecha de energ´ıa de 0.58eV, lo que sugiere que los canales de grafeno αβ embebidos en
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grafeno hidrogenado son semiconductores y de orden ferromagne´tico para en canales
de anchos mucho mayores. En cambio las bandas bc y bv del 4-αβ presentan mucha
dispersio´n alrededor de k∼0, k∼0.6pi
a
, y k∼ pi
a
, y su brecha de energ´ıa es de 0.1eV. Por
otra parte, las bandas del n-αβ para n=4,6,8, muestran una mayor diferencia respecto
los resultados del 6-h-αβ de la Ref. [202], dado que estas son meta´licas.
La transicio´n semiconductor-metal debe depender de la repulsio´n de coulomb entre
los estados de borde, la cual creemos que se reduce conforme incrementamos el ancho
del canal de grafeno. En particular los estados de borde de k∼0 deber´ıan presentar
menor interaccio´n de coulomb porque estos son menos localizados con respecto de los
estados de borde de k∼ pi
a
, y estos penetran en mayor medida la zona fluorada lo
que reduce au´n ma´s su localizacio´n. Creemos que conforme ma´s ancho es el canal de
grafeno, entonces ma´s favorable es vaciar la banda bv en k∼0.6pia y ocupar la banda
bc en k∼0, lo que produce la transicio´n semiconductor-metal que hemos presentado.
Este efecto debe tener relacio´n con la electro-negatividad del flu´or, dado que las zonas
fluoradas del sistema facilitan esta transicio´n porque incrementan la dispersio´n de las
bandas bv y bc, y esto reduce la separacio´n energe´tica entre las bandas bv y bc.
4.7. Conclusiones
En este cap´ıtulo estudiamos los canales de grafeno embebidos en grafeno fluorado
al 100 %, considerando dos tipos de interfaz. La primera interfaz es la interfaz α que
esta´ compuesta por una cadena zigzag cubierta de flu´or y otra cadena zigzag carente
de flu´or, y la otra interfaz es la interfaz β que esta´ compuesta por una cadena zigzag
semi-fluorada. Los canales que estudiamos son n-αα y n-αβ, siendo “n” el nu´mero de
cadenas zigzag que componen el canal de grafeno, y αα y αβ las respectivas interfaces.
Estos estudios se realizaron sin dopaje electro´nico (caso neutro).
Los resultados sugieren que los canales n-αα y las cintas de grafeno de bordes zigzag
(ZGNR) tienen una estructura electro´nica similar alrededor del nivel de Fermi. Estos
sistemas son semiconductores de orden antiferromagne´tico, y sus brechas de energ´ıa se
reducen cuando se incrementa el ancho del n-αα o el ancho del ZGNR. El n-αα tiene
estados de borde, que son estados con mayor peso en los bordes del canal de grafeno, y
la alta repulsio´n de Coulomb entre estos produce la polarizacio´n de esp´ın y el cara´cter
semiconductor. Por lo tanto dentro de los ca´lculos en DFT, los n-αα preservan las
propiedades relevantes de las ZGNR.
Por otro lado, el n-αβ tiene una estructura cristalina y electro´nica diferente respecto
los canales αα, sin embargo ambos sistemas tienen estados de borde que son responsa-
bles de estas diferencias. Los canales αβ son ferromagne´ticos, y segu´n las dimensiones
del canal, pueden ser semiconductores o meta´licos. Cuando el sistema es semiconductor
existe polarizacio´n de esp´ın de igual magnitud en los bordes α y β. En cambio cuando
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el sistema es meta´lico, la polarizacio´n de esp´ın dominante esta´ en el borde α y la po-
larizacio´n en el borde β se reduce conforme el ancho del canal aumenta. La transicio´n
semiconductor-metal de los canales αβ se explica por la repulsio´n coulombiana entre
estados de borde de diferente esp´ın, la cual es modulada por el confinamiento de estos
estados mediante el ancho del canal de grafeno. Mediante comparaciones con ca´lculos
precedentes (ver Ref. [202]), se evidencia que la zona fluorada produce una alta dis-
persio´n en las bandas de valencia y conduccio´n, y esta dispersio´n reduce la separacio´n
energe´tica entre los estados de las bandas de valencia y conduccio´n, lo que tambie´n
favorece la transicio´n semiconductor-metal.
Estos resultados indican que la deposicio´n de flu´or en los bordes de los canales
de grafeno puede sintonizar propiedades magne´ticas relevantes para la espintro´nica.
Esta propiedad puede ser usada en la ingenier´ıa de semiconductores sin la necesidad
de modificar el taman˜o del canal de grafeno. Para esto es necesario remover o ubicar
selectivamente a´tomos de flu´or en medio de grafeno, lo cual esperamos que sea posible
en un futuro pro´ximo.
Cap´ıtulo 5
Modelo de Hubbard aplicado a los
canales de grafeno.
En el cap´ıtulo 4 estudiamos los canales de grafeno embebidos en grafeno fluorado
al 100 %. Este estudio se realizo´ en dos tipos de canales de grafeno; los primeros son
los canales compuestos por bordes zigzag los cuales denominamos n-αα, mientras que
los segundos son los canales compuestos por un borde zigzag y un borde Klein, los
que denominamos n-αβ. En esta denominacio´n el s´ımbolo “α” corresponde al borde
zigzag mientras que el s´ımbolo “β” corresponde al borde Klein, y “n” es el nu´mero de
cadenas zigzag que conforman el canal de grafeno. Estas dos especies de canales tienen
estructuras electro´nicas muy diferentes entre s´ı, a pesar de que la u´nica diferencia entre
estos es el intercambio de un borde α por el borde β.
Los ca´lculos de la DFT del cap´ıtulo 4 predicen que los n-αα son semiconductores con
orden antiferromagne´tico, mientras que los n-αβ son semiconductores o meta´licos con
magnetizacio´n total finita; donde los anchos de estos son del orden del nano´metro. Sin
embargo, estudiar canales de mayor ancho con la DFT exige un gran costo nume´rico.
Por ejemplo para el sistema 6-αα cuyo canal tiene 1.2 nano´metros de ancho, su celda
unidad contiene 24 a´tomos de carbono y 12 a´tomos de flu´or, los cuales definen 144
bandas debido a que cada a´tomo tiene 4 orbitales de valencia (2s, 2px, 2py, 2pz). De
estas se encuentran ocupadas 90 bandas degeneradas por el esp´ın, debido a que cada
carbono y flu´or tienen 4 y 7 electrones de valencia, respectivamente. Por lo tanto, para
obtener la densidad electro´nica y la energ´ıa del 6-αα con la DFT, debemos de calcular
90 OKS de diferente esp´ın por punto de la zona de Brillouin; sin contar que conforme
ma´s extensa es la celda unidad mayor es la cantidad de ondas planas que se usa en
el ca´lculo de estructura electro´nica. Estas limitaciones sugieren estudiar a los sistemas
n-αα y n-αβ con modelos de menor costo nume´rico.
El modelo de Hubbard ha mostrado ser un modelo sencillo que generalmente carac-
teriza correctamente a los sistemas magne´ticos, adema´s este ha sido ampliamente usado
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en sistemas compuestos por grafeno [3, 9]. Es as´ı que en este cap´ıtulo caracterizamos
a los sistemas n-αα y n-αβ mediante un modelo de Hubbard tratado en campo medio.
En adelante mostraremos los pasos de la construccio´n del modelo de Hubbard, donde
esta´n el estudio de los estados de la DFT, la aplicacio´n del co´digo Wannier90 -que fue
explicado en el cap´ıtulo 3-, y la seleccio´n de los elementos de matriz y las energ´ıas loca-
les junto con su interpretacio´n. Obtenido el modelo de Hubbard, calculamos con este la
estructura electro´nica del n-αα y n-αβ y comparamos sus resultados con los resultados
de la DFT; posteriormente usamos el modelo de Hubbard para conocer la estructura
electro´nica de sistemas n-αα y n-αβ compuestos por canales de mayor ancho.
5.1. Orbitales de Kohn-Sham del n-αα y n-αβ
En esta seccio´n estudiamos a los orbitales de Kohn-Sham (OKS) con el fin de
deducir una base de orbitales adecuada para el modelo de Hubbard, por tanto es
necesario conocer el cara´cter de los OKS junto con su estructura espacial. En este
estudio consideramos que los OKS va´lidos del sistema tienen energ´ıas que van desde
el fondo de banda hacia los 5eV por arriba del nivel de Fermi, debido a que algunos
OKS de energ´ıas mayores tienen el cara´cter del pseudopotencial que no respetan la
estructura ato´mica del carbono o del flu´or.
En las Figs. 5.1 y 5.2 presentamos los diagramas de bandas y el cara´cter orbital
de los estados del 6-αα y del 6-αβ, donde el taman˜o del punto (k,E) es proporcional
al cara´cter orbital del estado de nu´mero de onda k y energ´ıa E; aclaramos que en
estas figuras se usa al nivel de Fermi como referencia de energ´ıa. Las Figs. 5.1 y 5.2
esta´n compuestas por tres grupos de paneles. Los paneles de la izquierda muestran el
cara´cter orbital todos los a´tomos del canal de grafeno, los paneles del centro muestran
el cara´cter orbital sobre todos los a´tomos de carbono de la zona fluorada, y los paneles
de la derecha muestran el cara´cter orbital sobre todos los a´tomos de flu´or. Por otra
parte, los paneles inferiores, del medio, y superiores de las Figs. 5.1 y 5.2 muestran el
cara´cter orbital s, px + py, y pz, respectivamente, de todos los estados.
Describimos de forma aproximada los rangos de energ´ıa donde los estados manifies-
ten un cara´cter orbital definido. Los estados del rango [-26eV:-24eV] son de cara´cter
dominante s con peso exclusivo en la zona fluorada, concentra´ndose este en los a´tomos
de flu´or. En el rango [-24eV:-19eV] existe una brecha de energ´ıa, y por arriba de los
-19eV se aprecian dos clases de estados de mayor peso sobre los a´tomos de carbono;
estos esta´n en los rangos [-19eV:-4eV] y [-18eV:-1eV] y conforme menor (mayor) es su
energ´ıa mayor es su caracter s (px+py). Los estados del rango [-19eV:-4eV] tienen ma´s
peso sobre el canal de grafeno y son de cara´cter s, px, y py, por consiguiente estos
son de cara´cter tipo sp2. Por otra parte, los estados del rango [-18eV:-1eV] tienen peso
sobre la zona fluorada, y estos son de cara´cter s, px, py, pz, por consiguiente estos son
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Figura 5.1: Diagrama de bandas del 6-αα junto con el cara´cter orbital de sus estados.
Los paneles de la izquierda muestran el cara´cter orbital sobre los a´tomos del canal de
grafeno, mientras que los paneles del centro y de la derecha muestran el cara´cter orbital
sobre los a´tomos de carbono y flu´or, respectivamente, de la zona fluorada. El nivel de
Fermi es usado como referencia de energ´ıa, y el cara´cter orbital del estado de energ´ıa E
y nu´mero de onda k es proporcional al taman˜o del punto ubicado en (k,E).
de cara´cter tipo sp3. Estos estados muestran la distinta hibridacio´n de los a´tomos de
carbono sobre el canal de grafeno y la zona fluorada.
En los rangos [-10eV:-7eV] y [-6eV:-1eV] se encuentran dos clases de estados de
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Figura 5.2: Con el mismo formato de la Fig. 5.1, presentamos el diagrama de bandas
del 6-αβ con el respectivo cara´cter orbital de sus estados.
diferente cara´cter orbital y de peso dominante sobre la zona fluorada. Los estados del
rango [-10eV:-7eV] son de cara´cter dominante pz y su peso en los a´tomos de carbono
y de flu´or es de similar magnitud. Por otra parte los estados el rango [-6eV:-1eV] son
de cara´cter dominante px + py con mayor peso sobre los a´tomos de flu´or.
Por u´ltimo describimos a los estados que esta´n cerca o por arriba del nivel de Fermi,
los cuales son de cara´cter dominante pz. Dentro de la ventana de energ´ıas mostrada en
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Figura 5.3: Para el 6-αα: Cara´cter orbital de los estados que se encuentran alrededor
del nivel de Fermi, estos con los OKS que clasificamos como pi, XY, A, y B. Los estados pi
son de cara´cter dominante pz, y casi todo su peso se encuentra sobre el canal de grafeno.
Los estados XY son de cara´cter dominante px+py con casi todo su peso sobre la zona
fluorada, siendo este mayor sobre los a´tomos de flu´or. Por u´ltimo los estados A y B son
de cara´cter dominante pz con peso dominante sobre la zona fluorada. Los estados A y B
tienen ma´s peso sobre los a´tomos de carbono y flu´or, respectivamente.
las Figs. 5.1 y 5.2, los estados del rango [-8eV:5eV] son de tener peso sobre el canal de
grafeno de forma casi exclusiva. Por otra parte, los estados del rango [2eV:5eV] tienen
mayor peso en la zona fluorada, de similar magnitud sobre los a´tomos de carbono como
de flu´or.
En las Figs. 5.3 y 5.4 presentamos a los estados que consideramos relevantes para
implementar el modelo de Hubbard. En las Figs. 5.3(a) y 5.4(a) mostramos los estados
pi, que son de cara´cter orbital pz con peso sobre el canal de grafeno; y los nombramos
estados pi porque estos son similares a los estados pi del grafeno extendido. Estos estados
marcan la diferencia entre los sistemas n-αα y n-αβ debido a que el nivel de Fermi se
encuentra en medio de e´stos. Ve´ase que para el 6-αα, el nivel de Fermi esta´ en medio de
la brecha de energ´ıa de los estados pi, mientras que para el 6-αβ, el nivel de Fermi cruza
las bandas pi. En las Figs. 5.3(b,c) y 5.4(b,c) mostramos a los estados XY que son los
estados de cara´cter dominante px+py con peso en la zona fluorada, siendo este mayor
sobre los a´tomos de flu´or. Por u´ltimo, en los paneles 5.3(d,e) y 5.4(d,e) mostramos los
estados A y B que son de cara´cter dominante pz con peso sobre la zona fluorada para
ambas clases de a´tomos. Estos estados tienen una estructura complementaria dado que
los estados A y B tienen mayor peso sobre los estados de carbono y flu´or.
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Figura 5.4: Para el 6-αβ: Con el mismo formato de la Fig. 5.3, presentamos el cara´cter
orbital de los estados que esta´n alrededor del nivel de Fermi.
Figura 5.5: Orbitales del tipo pz sobre cada una de las posiciones ato´micas del canal
de grafeno. El cara´cter orbital de las bandas sugiere que la estructura espacial de los
estados pi es la mostrada en esta figura, donde en general los pesos del estado pi son
diferentes en cada orbital tipo pz. Los estados pi tienen casi todo su peso en el canal de
grafeno, siempre y cuando estos se encuentren alrededor y debajo del nivel de Fermi.
Para construir el modelo de Hubbard necesitamos una base de orbitales que repro-
duzcan a los estados ma´s relevantes del n-αα y del n-αβ, es decir, los ma´s cercanos al
nivel de Fermi. Por tanto el modelo de Hubbard debe reproducir a los estados pi junto
con los estados que tengan alguna hibridacio´n con e´stos. Las Figs. 5.3 y 5.4 muestran
estados que tienen el cara´cter orbital de los estados A y pi, estos se encuentran en k∼0
y E∼2.0eV, lo que evidencia hibridacio´n entre los estados A y pi. Por otra parte no se
aprecian estados que tengan simulta´neamente el cara´cter orbital de los estados XY y
pi, por lo que despreciamos la hibridacio´n entre e´stos. Por u´ltimo, las energ´ıas de los
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Figura 5.6: En (a) y (b) presentamos dos arreglos de orbitales tipo sp, que esta´n
distribuidos en cada a´tomo de la zona fluorada. El cara´cter orbital de las bandas sugiere
que la estructura de los estadosA y B es similar a la diferencia y adicio´n, respectivamente,
entre los orbitales C-sp y F-sp. En (c) y (d) mostramos la estructura espacial de los
estados A y B, respectivamente.
estados B esta´n por debajo de las energ´ıas de los estados pi, adema´s estas esta´n muy
por debajo del nivel de Fermi, por este motivo hay muy poca hibridacio´n entre estos
lo que consideramos despreciable. En conclusio´n los estados relevantes del n-αα y del
n-αβ son los estados pi y A.
Pasamos a inferir la base que reproduce a los estados ma´s relevantes. En la Fig.
5.5 mostramos una base que puede reproducir a los estados pi, esta consiste en un
arreglo de orbitales tipo pz ubicados solamente en cada a´tomo del canal de grafeno,
lo que es consistentes con las propiedades de los estados pi. A estos orbitales tipo pz
los llamaremos orbitales Wpi de aqu´ı en adelante, y en la Fig. 5.5 enmarcamos uno de
estos para su mejor apreciacio´n.
Para inferir la estructura de los estados A necesitamos tambie´n inferir la estructura
de los estados B, dado que ambos son de cara´cter dominante pz con un reducido
cara´cter orbital s. Los resultados de las Figs. 5.1 y 5.2 sugieren que los estados A y
B son similares a un arreglo de orbitales tipo sp ≈ ws · s + wz · pz que se ubican en
cada a´tomo de la zona fluorada, y en la Fig. 5.6 mostramos un esquema consistente con
esta hipo´tesis. En los paneles 5.6(a,b) mostramos orbitales tipo sp sobre los a´tomos de
carbono (C-sp) y flu´or (F-sp), y como los estados A y B tienen ma´s peso en los a´tomos
de carbono y flu´or, respectivamente, consideramos que el peso de los orbitales C-sp
es distinto al peso de los orbitales F-sp. Por tanto en 5.6(a) mostramos un arreglo de
orbitales consistente con los estados A, mientras que en 5.6(b) presentamos un arreglo
de orbitales consistente con los estados B. Los estados A deben tener una estructura
similar a la diferencia entre los orbitales C-sp y F-sp, mientras que los estados B deben
tener una estructura similar a la adicio´n entre los orbitales C-sp y F-sp, debido a que
usualmente los estados con ma´s nodos son de mayor energ´ıa por ser ma´s deslocalizados.
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Figura 5.7: Orbitales Wpi y WA sobre la celda unidad del 6-αα (panel superior) y la
celda unidad del 6-αα (panel inferior). Sugerimos que todo estado cercano al nivel de
Fermi puede ser reproducido con la base de orbitales {Wpi,WA}, donde cada orbital Wpi
esta´ sobre cada a´tomo del canal de grafeno, mientras que cada orbital WA esta´ entre
cada par de carbono y flu´or de la zona fluorada. Las celdas unidad presentadas son
consistentes con las celdas unidad de las Figs. 4.8 y 4.9.
En los paneles 5.6(c) y 5.6(d) mostramos la estructura inferida para los estados A y B,
respectivamente, que son un arreglo de orbitales que denominamos WA y WB, donde
enmarcamos a uno de estos para su mejor apreciacio´n.
El ana´lisis anterior sugiere que los estados ma´s relevantes de la DFT pueden ser
expandidos en la base {Wpi,WA}; y por lo tanto el modelo de Hubbard puede construirse
con esta base. En la Fig. 5.7 mostramos la base {Wpi,WA} sobre la celda unidad del
6-αα y 6-αβ, enmarcando a dos orbitales de diferente cara´cter. Si bien es cierto que la
base presentada es una hipo´tesis, este ana´lisis es de mucha utilidad para obtener los
orbitales de Wannier y sus respectivos elementos de matriz y energ´ıas locales, lo que
detallamos en la siguiente seccio´n.
5.2. Ajuste de Wannier en los canales de grafeno.
El ajuste de Wannier es un ca´lculo que aprovecha la estructura espacial de los
estados DFT, con el fin de obtener orbitales de Wannier de localizacio´n ma´xima. Este
ca´lculo selecciona un conjunto de estados DFT de un determinado cara´cter, y busca la
matriz de transformacio´n que produce orbitales ma´ximamente localizados a partir de
los estados DFT. La transformacio´n es similar a un cambio de base desde los estados
de Blo¨ch hacia los orbitales localizados. La matriz de transformacio´n y los autovalores
de la DFT definen un hamiltoniano no interactuante escrito en la base de los orbitales
de Wannier, con el cual podemos reproducir el diagrama de bandas de los estados DFT
de intere´s. Para ma´s informacio´n puede revisarse la seccio´n 3.7 del cap´ıtulo 3. En esta
seccio´n presentamos el ajuste de Wannier de los sistemas n-αα y n-αβ, que es realizado
con el co´digo Wannier90 (W90) [186, 188, 189]. En adelante detallaremos los pasos
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Figura 5.8: Diagrama de bandas con el cara´cter orbital pz sobre los a´tomos del canal
de grafeno y sobre los a´tomos de la zona fluorada. El cara´cter orbital sobre el canal de
grafeno muestra a los estados pi mientras que el cara´cter orbital sobre la zona fluorada
muestra a los estados A. Tambie´n se aprecia a los estados que esta´n hibridados con los
estados pi y los estados A, y a los estados B que esta´n por debajo de los estados pi.
necesarios para obtener los orbitales de Wannier y el hamiltoniano no interactuante, y
mostraremos la consistencia entre estos resultados y la DFT.
El W90 necesita cuatro datos precisos para realizar el ajuste de Wannier. El primer
dato es el nu´mero de orbitales de Wannier por celda unidad. Esta informacio´n depende
de los estados DFT que deseamos reproducir con el ajuste de Wannier, y en este caso
deseamos reproducir los estados ma´s cercanas al nivel de Fermi. En la seccio´n anterior
sugerimos que estos estados pueden ser escritos en la base {Wpi,WA}, la cual contiene
tantos orbitales Wpi como a´tomos del canal de grafeno, y tantos orbitales WA como
pares carbono-flu´or de la zona fluorada. Por lo tanto necesitamos 12 (13) orbitales Wpi
y 12 (11) orbitales WA por celda unidad para el 6-αα (6-αβ), tal como presentamos
en la Fig. 5.7.
El segundo dato es la ventana de energ´ıa que contiene todos los estados DFT con-
sistentes con los orbitales de Wannier que se buscan, y esta ventana de energ´ıa se
llama ventana interna. Los estados que buscamos son los estados pi, los estados A,
junto con cualquier estado que sea hibridacio´n de e´stos. En la Fig. 5.8 presentamos
el cara´cter orbital pz de los estados, dado que este cara´cter orbital sobre el canal de
grafeno muestra a los estados pi, y el mismo sobre la zona fluorada muestra los estados
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A. Los resultados dicen que en la ventana [-7.5eV:11.5eV] esta´n todos los estados pi,
mientras que la ventana [1.5eV:13.5eV] esta´n todos los estados A; en conclusio´n los
estados DFT de intere´s esta´n en la ventana [-7.5eV:13.5eV]. En esta u´ltima ventana se
observan otras clases de estados -que no son de intere´s para el ajuste de Wannier- que
esta´n hibridados con los estados pi y los estados A. Aclaramos que si los estados pi y A
no estuviesen hibridados con otros estados, entonces observar´ıamos 12 (13) bandas pi y
12 (11) bandas A en el sistema 6-αα (6-αβ), que son 24 bandas en total. Sin embargo se
aprecian ma´s de 24 bandas, y alrededor de los ∼8eV se observan otra clase de estados
que, segu´n las Figs. 5.3 y 5.4, son de cara´cter orbital px y py.
El tercer dato es la ventana de energ´ıa que contiene u´nicamente a los estados
DFT consistentes con los orbitales de Wannier que se buscan, y esta ventana se llama
ventana congelada en el co´digo W90. Las Figs. 5.3 y 5.4 presentadas anteriormente
mostraron que la ventana [-1.0eV:2.2eV] contiene u´nicamente a los estados pi y los
estados A, debido a que por debajo de -1.0eV esta´n los estados XY, y que por arriba
de 2.2eV esta´n estados de cara´cter orbital px,py que no exploramos en detalle, donde
estos u´ltimos tienen hibridacio´n con los estados A.
Finalmente, el cuarto dato es la condicio´n inicial de los orbitales de Wannier que
buscamos. Esta informacio´n es crucial para el ajuste de Wannier porque permite la
correcta seleccio´n de los estados DFT que buscamos, siendo estos los estados DFT que
tienen mayor peso en los orbitales de Wannier que se buscan. En la Fig. 5.7 hemos
presentado a la base de orbitales {Wpi,WA} que reproducen aproximadamente a los
estados DFT de intere´s, y por esto creemos que los orbitales Wpi y WA son una buena
condicio´n inicial para los orbitales de Wannier. Sin embargo el W90 solamente usa
orbitales ato´micos como condicio´n inicial, por consiguientemente seleccionamos a los
orbitales pz en lugar de los orbitales Wpi, donde estos se ubican sobre los a´tomos
del canal de grafeno. Por otra parte seleccionamos a los orbitales pz en lugar de los
orbitales WA, ubicandose en medio de cada par carbono-flu´or, dado que cada orbital
WA contiene lo´bulos entre los a´tomos de carbono y flu´or. Con la informacio´n precedente
realizamos el ajuste de Wannier sobre el 6-αα y el 6-αβ, y en la Fig. 5.9 mostramos los
orbitales de Wannier obtenidos con el W90, los cuales son similares a los orbitales Wpi y
WA que hemos sugerido anteriormente. Este ajuste de Wannier define al hamiltoniano
Hw,σ que esta´ escrito en la base {Wpi,WA}, donde σ hace referencia al esp´ın.
Por otra parte tambie´n realizamos el ajuste de Wannier considerando solamente
orbitales sobre el canal de grafeno. Este ajuste busca 12 orbitales de Wannier para
el 6-αα y busca 13 orbitales de Wannier para el 6-αβ (tantos orbitales como sitios
de la celda unidad del canal de grafeno). Se utilizo´ la ventana [-7.5eV:11.5eV] como
ventana interna dado que esta contiene todos los estados pi, y la ventana [-1.0eV:1.0eV]
como ventana congelada porque esta contiene u´nicamente a los estados pi. Adema´s, los
orbitales pz sobre el canal de grafeno son la condicio´n inicial de este ajuste de Wannier.
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Figura 5.9: Orbitales de Wannier ubicados en cuatro posiciones de la celda unidad. Los
orbitales de Wannier Wpi tienen estructura similar al orbital pz, tal como mostramos en
la Fig. 5.5. Por otro lado los orbitales WA tienen estructura similar a la presentada en la
Fig. 5.6(c), y esta´ estructura depende poco de su posicio´n sobre la zona fluorada. No´tese
que la orientacio´n de los orbitales es perpendicular al plano local que las contienen, esto
lo apreciamos mejor en el sistema 6-αβ porque los Wpi son localmente perpendiculares
al plano tangente del canal de grafeno. Los orbitales son presentados con superficies de
8.0A˚
− 3
2 , y todos estos esta´n normalizados a la unidad.
El resultado de este ajuste define al hamiltoniano Hpi,σ de esp´ın σ, que esta´ escrito en
la base {Wpi}, siendo estos Wpi ide´nticos a los orbitales Wpi presentados en la Fig. 5.9.
Pasamos a verificar la consistencia entre el ajuste de Wannier y la DFT, lo que
sucede cuando los hamiltonianos de Wannier reproducen las bandas DFT en la ventana
de energ´ıa de intere´s, la cual generalmente es la que contiene a los estados ma´s cercanos
al nivel de Fermi. En los paneles superiores de la Fig. 5.10 comparamos las bandas DFT
con las bandas del ajuste de Wannier, siendo las u´ltimas los autovalores de Hw,σ y Hpi,σ.
La banda de valencia (bv) y la banda de conduccio´n (bv) contienen los estados que son
de intere´s para esta´ comparacio´n. El panel 5.10(a) muestra las bandas del 6-αα de
diferente esp´ın, las cuales se encuentran superpuestas entre s´ı. La banda bv es ajustada
por Hw,σ y Hpi,σ siempre y cuando despreciemos la hibridacio´n entre los estados pi y los
estados XY de la DFT. Sin embargo la banda bc es ajustada solamente por Hw,σ dado
que Hpi,σ no ajusta a bc alrededor de k=0. No obstante estos estados esta´n lejos del
nivel de Fermi y no son muy relevantes para lo que sigue. Por otra parte, los paneles
5.10(b) y 5.10(c) muestran las bandas de esp´ın σ =↑ y σ =↓, respectivamente, del
6-αβ. Se aprecia que los hamiltonianos Hw,σ y Hpi,σ ajustan las bandas bv y bc de la
DFT, aunque las bandas que esta´n por arriba de bc son mejor ajustadas con Hw,σ.
Debido a que los n-αβ son semiconductores o meta´licos segu´n el ancho del canal
de grafeno -como se expuso en el cap´ıtulo 4- creemos que el ajuste de Wannier del
6-αβ puede ser distinto al ajuste de Wannier de otros n-αβ que son semiconductores
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Figura 5.10: Diagrama de bandas del 6-αα y del 6-αβ, obtenidos con la DFT y los
ajustes de Wannier. Paneles superiores: Bandas DFT (puntos vac´ıos), bandas del Hw,σ
(l´ıneas continuas grises), y bandas del Hpi,σ (l´ıneas entrecortadas negras). Paneles infe-
riores: Comparacio´n entre las bandas de los hamiltonianos Hw,σ y Hpi,σ. Los operadores
Hw,σ y Hpiσ son hamiltonianos obtenidos con el ajuste de Wannier, donde Hw,σ usa la
base {Wpi,WA} mientras que Hpiσ usa la base {Wpi}.
o meta´licos, debido a que el 6-αβ se compone por un canal de ancho cercano a la
transicio´n semiconductor-metal. Por este motivo realizamos el ajuste de Wannier para
el 4-αα que es semiconductor, y para el 8-αα que es meta´lico. Estos u´ltimos ajustes
de Wannier se realizaron con los mismos pasos usados para el ajuste de Wannier del
6-αβ, y estos reproducen orbitales de Wannier de igual estructura a la presentada en
la Fig. 5.9.
En la Fig. 5.11 mostramos las bandas del 4-αβ y 8-αβ obtenidas con la DFT y con el
respectivo ajuste de Wannier. El ajuste de Wannier reproduce el cara´cter semiconductor
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Figura 5.11: Con el mismo formato de la Fig. 5.10, presentamos los diagramas de
bandas del 4-αβ y del 8-αβ que han sido obtenidos con la DFT y el ajuste de Wannier.
del 4-αβ y el cara´cter meta´lico del 8-αβ, y ajusta precisamente las bandas bv y bc de
estos sistemas. Sin embargo las bandas que esta´n arriba de bc no son ajustadas en k ∼ 0,
lo que es resultado de ignorar a los estados pi que esta´n hibridados con los estados A.
Sin embargo, estos u´ltimos estados esta´n lejos del nivel de Fermi y no son relevantes.
En los paneles inferiores de las Figs. 5.10 y 5.11 mostramos las bandas del Hw,σ y
Hpi,σ de todos los ajustes de Wannier. Al superponer estas bandas podemos discriminar
los estados pi de los dema´s estados. Las bandas que se solapan entre s´ı esta´n compuestas
por los estados pi, mientras que las bandas Hw,σ ligeramente desviadas de las bandas
Hpi,σ son las bandas obtenidas por la hibridacio´n de los estados pi y A. Por u´ltimo, las
dema´s bandas Hw,σ son las bandas de los estados A sin considerar su hibridacio´n con
otros estados. En conclusio´n, los estados pi habitan en la ventana [-7.0eV:11.0eV] lo
que es consistente con los resultados DFT de la Fig. 5.8.
Habiendo comparado las bandas, pasamos a comparar los estados de la DFT con
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Figura 5.12: Modulo cuadrado de los estados del 6-αα de las bandas bv y bc que esta´n
ma´s cerca del nivel de Fermi. Estos resultados son obtenidos los autovectores de Hw,σ
y Hpi,σ, y con las proyecciones de los OKS para cada posicio´n de la celda unidad. Con
respecto al u´ltimo caso, la etiqueta “DFT” significa la proyeccio´n del OKS sobre cada
sitio del canal de grafeno, y la etiqueta “DFT C” y “DFT F” significa la proyeccio´n del
OKS sobre cada carbono y flu´or, respectivamente, de la zona fluorada.
los estados de Wannier, siendo los u´ltimos los autovectores de Hw,σ y Hpi,σ. Para esta
comparacio´n proyectamos los estados DFT sobre los orbitales de valencia de cada
a´tomo, y la magnitud de esta proyeccio´n la comparamos con el peso de los estados de
Wannier en cada una de las posiciones de la celda unidad. En las Figs. 5.12 y 5.13
presentamos el mo´dulo cuadrado de los estados DFT y los estados de Wannier que
esta´n ma´s cerca del nivel de Fermi, siendo estos los estados de borde por su cara´cter
localizado en los bordes del canal.
Comenzando por la Fig. 5.12, los estados del 6-αα de diferente esp´ın tienen estruc-
tura diferente entre s´ı, siendo uno el reflejo del otro con respecto al centro del canal
de grafeno, siempre que estas pertenecen a la misma banda. Los estados de bv y bc de
k ∈ [2pi
3a
: 4pi
3a
] son similares entre s´ı porque estos son muy localizados, tanto para los
estados de Hpi,σ y Hw,σ. Sin embargo, los estados de Hw,σ se ajustan mejor a los estados
DFT porque estos muestran aproximadamente el mismo peso en los bordes del canal.
Continuamos con la Fig. 5.13 que muestra los estados del 6-αβ, y solamente mos-
tramos los estados de la banda bv porque los estados de las bandas bv y bc son de
similar estructura. En primer lugar, ambos ajustes muestran que estos estados tienen
casi todo su peso en la subred que contiene los bordes del canal de grafeno, y que los
estados de k ∼ 0 tienen ma´s peso en el borde β mientras que los estados de k ∼ pi
a
tienen ma´s peso en el borde α. Estos resultados son consistentes con los resultados de
la Ref. [56] que estudia los estados de las cintas de grafeno con bordes tipo Zigzag y
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Figura 5.13: Estados del 6-αβ de las bandas bv y bc, obtenidos con las proyecciones
de los estados DFT y los autovectores de Hw,σ y Hpi,σ. El formato de esta figura es el
mismo que el de la Fig 5.12, sin embargo solamente presentamos los estados de la banda
bv porque los estados de las bandas bv y bc son de estructura similar entre s´ı. Indicamos
que la banda bv y bc se componen u´nicamente por estados de esp´ın ↑ y ↓, respectivamente.
tipo Klein. Los estados de k ∼ 0 son ma´s extendidos con respecto de los estados de
k ∼ pi
a
. Sin embargo, los estados de Hw,σ se ajustan ma´s a los estados DFT debido a
que los estados de Hpi,σ sobrestiman el peso de los estados en el borde β del canal.
Con los autovectores de Hpi,σ o de Hw,σ se obtienen la polarizacio´n de esp´ın 〈mˆj〉 y
la carga electro´nica 〈nˆj〉 de los ajustes de Wannier:
〈nˆjσ〉 =
∑
k,σ≤EF
|Ψk,σ(j)|2 ; 〈nˆj〉 = 〈nˆj↑〉+ 〈nˆj↓〉 ; 〈mˆj〉 = 〈nˆj↑〉 − 〈nˆj↓〉 , (5.1)
donde Ψk,σ es un autovector de Hpi,σ o Hw,σ, k,σ es su correspondiente autovalor, y
EF es el nivel de Fermi. En la Fig. 5.14 mostramos 〈mˆj〉 y 〈nˆj〉 correspondiente al 6-
αα. Estos resultados muestran que 〈mˆj〉 se concentra sobre el canal de grafeno, que es
alternada dado que 〈mˆj〉 es positiva (↑) sobre una subred y negativa (↓) sobre la otra,
y que su magnitud es ma´xima en los bordes del canal de grafeno. Por otra parte, 〈nˆj〉
es aproximadamente uniforme sobre el canal de grafeno, por lo que dentro del panel
derecho mostramos una mejor vista de 〈nˆj〉 para apreciar mejor las diferencias entre los
ajustes de Wannier. Los resultados obtenidos con Hw,σ muestran carga electro´nica y
polarizacio´n de esp´ın de reducida magnitud dentro de la zona fluorada, mientras que los
resultados obtenidos con Hpi,σ muestran mayor carga electro´nica y polarizacio´n de esp´ın
en los bordes del canal de grafeno. En adicio´n a lo mencionado, se aprecian diferencias
de 〈nˆj〉 de hasta el ∼4 % entre ambos ajustes de Wannier, donde estas diferencias son
mayores en los bordes del canal de grafeno. Los resultados de la Fig. 5.14 muestran
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Figura 5.14: Polarizacio´n de esp´ın 〈mˆjσ〉 y carga electro´nica 〈nˆjσ〉 sobre una celda
unidad del 6-αα, obtenidos con los autovectores de Hpi,σ y de Hw,σ. Mediante flechas
sen˜alizamos la extensio´n del canal de grafeno y de la zona fluorada, los cuales etiquetamos
como CG y ZF, respectivamente. Dentro del panel derecho, mostramos una mejor vista
de la carga electro´nica sobre el canal de grafeno, que resalta la diferencia entre los dos
ajustes de Wannier.
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Figura 5.15: Polarizacio´n de esp´ın 〈mˆjσ〉 y carga electro´nica 〈nˆjσ〉 sobre una celda
unidad del n-αβ, para n=4,6,8. Estos resultados son obtenidos con los autovectores de
Hpi,σ y de Hw,σ. Con flechas sen˜alizamos la extensio´n del canal de grafeno y de la zona
fluorada, los cuales etiquetamos como CG y ZF, respectivamente. En los paneles inferiores
mostramos una mejor vista de la carga electro´nica.
que el ajuste de Wannier respeta el orden magne´tico obtenido con la DFT, que es
antiferromagne´tico debido a la polarizacio´n de esp´ın antiparalela entre los bordes del
canal de grafeno.
Continuamos con la Fig. 5.15, que muestra la polarizacio´n de esp´ın y la carga
electro´nica de diferentes n-αβ, para n=4,6,8. Una vez ma´s, se aprecia que 〈mˆj〉 es
finita en los sitios del canal de grafeno, siendo su polarizacio´n de esp´ın alternada cada
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Figura 5.16: Diferencia y suma entre las energ´ıas locales de diferente esp´ın εjσ, donde σ
es el esp´ın y “j” es una posicio´n de la celda unidad correspondiente al canal de grafeno,
aqu´ı las energ´ıas εjσ son para´metros de Hpi,σ o Hw,σ. El valor de ∆εjσ = εj↑−εj↓ muestra
la semejanza entre los ajustes de Wannier, mientras que el valor de
∑
σ
εjσ = εj↑ + εj↓
muestra la diferencia entre estos ajustes, estos u´ltimos se presentaron tomando como
referencia al valor de εm =
∑
σ
εjσ correspondiente a la posicio´n media del canal de
grafeno.
dos sitios, por otra parte 〈nˆj〉 es aproximadamente uniforme en medio del canal de
grafeno. En estos sistemas se aprecian ma´s las diferencias entre los resultados de Hpi,σ
y de Hw,σ, siendo estas diferencias mayores en el borde β del canal de grafeno. Con
respecto a 〈mˆj〉, estas diferencias son del ∼20 % , ∼10 %, ∼1 % para el 4-αβ, 6-αβ, 8-
αβ, respectivamente. Si bien es cierto que estas diferencias decrecen cuando el canal de
grafeno es ma´s ancho, las diferencias con respecto a 〈nˆj〉 muestran un comportamiento
distinto en el borde β. Las diferencias entre los 〈nˆj〉 de los diferentes ajustes es mayor
del 10 %, siendo estas mayores cuando el canal de grafeno es ma´s ancho. Por otro lado,
los resultados de Hw,σ muestran una polarizacio´n de esp´ın y una carga electro´nica finita
dentro de la zona fluorada, siendo esta mayor en el borde β. En general se observa que
la polarizacio´n de esp´ın de los n-αβ es menor en el borde β conforme el canal de grafeno
es ma´s ancho, mientras la polarizacio´n de esp´ın en el borde α preserva su magnitud.
En conclusio´n, dentro del canal de grafeno, ambos ajustes de Wannier son consistentes
con los resultados de la DFT.
Por u´ltimo pasamos a detallar las energ´ıas locales de Hw,σ y Hpi,σ, que etiquetamos
162 Modelo de Hubbard aplicado a los canales de grafeno.
como εjσ, donde σ es el esp´ın y “j” es la posicio´n del respectivo orbital. En la Fig. 5.16
presentamos la diferencia en esp´ın (∆εjσ = εj↑ − εj↓, paneles superiores) y la suma en
esp´ın (
∑
σ
εjσ = εj↑+εj↓, paneles inferiores) de las energ´ıas locales del canal de grafeno.
Con respecto a
∑
σ
εjσ = εj↑+ εj↓, usamos su valor en medio del canal de grafeno como
referencia. Los ∆εjσ obtenidos con Hw,σ son diferentes de cero en todos los sistemas
estudiados, y tienen una estructura alternada dado que el signo de ∆εjσ cambia entre
sitios sucesivos. En adicio´n a esto, ∆εjσ es mayor en los bordes del canal de grafeno,
con excepcio´n del borde β del 8-αβ. Segu´n lo expuesto, la estructura de ∆εjσ tiene
correlacio´n con 〈mˆj〉 -la polarizacio´n de esp´ın-, dado que se apreciar´ıa un similar perfil
entre ∆εjσ y 〈mˆj〉 si invertimos el signo de ∆εjσ. Por otra parte, los ∆εjσ obtenidos
con Hpi,σ son similares a los ∆εjσ obtenidos con Hw,σ, con excepcio´n del hecho que
∆εjσ ≈ 0 en algunas posiciones entre el borde β y el centro del canal de grafeno. Lo
u´ltimo no es consistente con la estructura de 〈mˆj〉 dado que esta siempre es finita
en todos los sistemas que hemos estudiado; adema´s es de esperar que la ocupacio´n
electro´nica de diferente esp´ın sea la misma cuando las energ´ıas locales de diferente
esp´ın sean ide´nticas.
Con respecto a
∑
σ
εjσ, la Fig. 5.16 muestra que los para´metros de Hpi,σ y Hw,σ tienen
cara´cter local en medio del canal de grafeno. Los
∑
σ
εjσ de ambos ajustes de Wannier
son similares en medio del canal de grafeno, lo que se entiende debido a que ambos
ajustes de Wannier tienen el mismo entorno en medio del canal de grafeno, siendo estos
rodeados por los orbitales Wpi cercanos a los bordes del canal de grafeno. Por otro lado,
los
∑
σ
εjσ de ambos ajustes de Wannier son distintos en los bordes del canal de grafeno,
porque para Hpi,σ fuera del canal de grafeno esta´ el vac´ıo, mientras que para Hw,σ fuera
del canal de grafeno esta´ la zona fluorada. Los resultados de Hpi,σ muestran que la
menor energ´ıa local se encuentra en los bordes del canal de grafeno, lo que significa
que es ma´s favorable en energ´ıa depositar carga electro´nica en los bordes. Por otro lado
los resultados de Hw,σ muestran el confinamiento del canal de grafeno por a la zona
fluorada, dado que las mayores energ´ıas locales se encuentran en los bordes del canal
de grafeno.
Como apreciamos, las energ´ıas εjσ son diferentes para ambos ajustes de Wannier, sin
embargo los εjσ del Hpi,σ pueden ser obtenidos aproximadamente con la “decimation”
[59] mediante los εjσ y los elementos de matriz de Hw,σ. Este proceso suprime los
para´metros de WA,j y re-normaliza los para´metros de Wpi,j, siendo los ma´s afectados
aquellos para´metros cercanos al borde del canal de grafeno. Por ejemplo, al aplicar la
“decimation” en el orbital WA,j del borde α se modifica notablemente la energ´ıa del
orbital Wpi,j del mismo borde, siendo su correccio´n de menor orden:
−1
εA−εt
2
Api=-0.93eV.
Este valor se obtuvo de Hw,σ siendo tApi=2.36eV el elemento de matriz entre primeros
vecinos de Wpi,j y WA,j del borde α, y tomando εA− ε = εA↓− εpi↓ dado que esta´ es la
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menor diferencia de energ´ıa entre los Wpi,j y WA,j primeros vecinos del borde α. Esta
correccio´n de menor orden es un 66 % de la diferencia entre las energ´ıas del borde α
de Wpi,j de los ajustes Hpi,σ y Hw,σ, y esta correccio´n ser´ıa completa si se aplicase la
decimation en los dema´s WA,j considerando los elementos de matriz ma´s alla´ de los
primeros vecinos. La “decimation” muestra equivalencia entre Hpi,σ y Hw,σ, pero los
resultados de ambos hamiltonianos son distintos, dado que los autovectores de Hw,σ
son menos localizados con respecto de los autovectores del Hpi,σ, y la relacio´n εj,m y
〈mˆj〉 es ma´s consistente con Hw,σ que con respecto de Hpi,σ. Por lo tanto creemos
conveniente construir el modelo de Hubbard usando los para´metros de Hw,σ, dado
que estos reproducen las bandas DFT, reproducen el orden magne´tico, reproducen las
propiedades de los estados pro´ximos al nivel de Fermi, y sus autovectores son ma´s
similares a los estados DFT.
5.3. Construccio´n del Modelo Hubbard a partir de
los ajustes de Wannier
En esta seccio´n mostramos la construccio´n del modelo de Hubbard de los sistemas
n-αα y n-αβ. Este modelo trabaja con el hamiltoniano:
H =
∑
j,σ
εj c
†
jσcjσ −
∑
j,l,σ
tjl c
†
jσclσ +
∑
j
Uj nˆj↑nˆj↓, (5.2)
donde c†jσ (cjσ) crea (destruye) al electro´n del orbital Cj,σ, mientras que j y εj son
la posicio´n y la energ´ıa local de Cj,σ, respectivamente, y tjl es el elemento de matriz
entre los orbitales Cj,σ y Cl,σ. En este modelo, no consideramos elementos de matriz
entre orbitales de diferente esp´ın, adema´s Uj es la constante de Hubbard del sitio j, y
nˆjσ = c
†
jσcjσ es el operador nu´mero de esp´ın σ del sitio j. Para resolver H usamos el
me´todo de Hartre-Fock (ve´ase el ape´ndice B), lo que modifica H en un hamiltoniano
ma´s sencillo:
H =
∑
j,σ
(εj + Uj〈nˆjσ¯〉) c†jσcjσ −
∑
j,l,σ
tjl c
†
jσclσ
=
∑
j,σ
εjσ c
†
jσcjσ −
∑
j,l,σ
tjl c
†
jσclσ ,
(5.3)
permutando el operador interactuante nˆj↑nˆj↓ en un operador de campo medio, mos-
trando que la energ´ıa local de esp´ın σ depende de la carga electro´nica de esp´ın σ¯ que es
el esp´ın opuesto. De aqu´ı en adelante buscamos los para´metros de la Ec. (5.3) usando
los para´metros de Hw,σ, por lo tanto los Cj,σ son los orbitales Wpi,j y WA,j.
Cada ajuste de Wannier reproduce dos hamiltonianos por sistema, siendo estos los
Hw,↑ y Hw,↓ que contienen los para´metros de esp´ın ↑ y ↓, respectivamente. Por otra
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Figura 5.17: Estimacio´n del para´metro de Hubbard Uj en cada posicio´n del canal de
grafeno. Uj fue obtenido con la Ec. (5.4) usando las energ´ıas locales de Hw,σ y la cargas
electro´nica de esp´ın 〈nˆjσ〉, los cuales han sido presentados en las Figs. 5.15,5.14 y 5.16.
parte, con Hw,↑ se obtiene la carga electro´nica 〈nˆj↑〉 y con Hw,↓ se obtiene la carga
electro´nica 〈nˆj↓〉, y combinando estos resultados se adquiere la carga electro´nica total
〈nˆj〉 y la polarizacio´n de esp´ın 〈mˆj〉 las cuales hemos presentado en la seccio´n anterior.
Con todos estos resultados del ajuste de Wannier comenzamos la bu´squeda de los
para´metros del modelo de Hubbard.
Comenzamos por elegir el para´metro de Hubbard considerando la energ´ıa local
de los orbitales de Wannier como: εjσ = εj + Uj〈nˆjσ¯〉. A partir de aqu´ı obtenemos
las constantes de Hubbard locales “Uj” y las energ´ıas locales “εj” usando la carga
electro´nica de esp´ın de los ajustes de Wannier:
Uj = −∆εjσ〈mˆj〉 ; εj =
1
2
(∑
σ
εjσ − 〈nˆj〉Uj
)
, (5.4)
donde los εjσ, 〈mˆj〉 han sido expuestos en las Figs. 5.14, 5.15, y 5.16. La Ec. (5.4)
permite estimar Uj y εj siempre y cuando 〈mˆj〉 6= 0, por lo que estas estimaciones
pueden realizarse en los sitios del canal de grafeno y en los sitios del borde de la zona
fluorada. En la Fig. 5.17 presentamos la estimacio´n de Uj para cada sitio del canal de
grafeno. El valor de Uj se encuentra entre los 3.2eV y 3.5eV para el 6-αα, en cambio el
mismo se encuentra entre los 2.9eV y 3.9eV para los n-αβ, debido a que es ma´s probable
errar la estimacio´n de Uj en los sitios donde 〈mˆj〉 ≈ 0. Sin embargo, los Uj de los bordes
α y β son similares para todos los sistemas estando estos alrededor de los 3.45eV (con
excepcio´n del Uj del borde β del 4-αβ, posiblemente por efectos de taman˜o finito). En
nuestro modelo efectivo, entre todos los valores de Uj elegimos tomar Upi=3.45eV para
todos los orbitales del canal de grafeno.
Pasamos a calcular el Uj correspondiente a los sitios de la zona fluorada, los cuales
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Sitio: ZF ∆εjσ
∑
σ
εjσ 〈mˆj〉 〈nˆj〉 Uj
6-αα, αA -0.129 11.120 0.024 0.072 5.266
6-αα, αB 0.129 11.118 -0.024 0.072 5.293
4-αβ, α -0.188 10.915 0.029 0.071 6.373
6-αβ, α -0.161 10.651 0.025 0.071 6.414
8-αβ, α -0.119 10.550 0.024 0.069 5.031
4-αβ, β -0.174 10.547 0.084 0.134 2.060
6-αβ, β -0.158 10.648 0.061 0.153 2.577
8-αβ, β -0.034 10.720 0.015 0.169 2.333
Tabla 5.1: Estimacio´n del para´metro de Hubbard “Uj” en los bordes α y β de la zona
fluorada. Estas son obtenidas aplicando la Ec. (5.4) usando los datos de los ajustes de
Wannier, presentados tambie´n en esta tabla.
u´nicamente podemos estimar en los bordes de e´sta, debido a que la polarizacio´n de esp´ın
se encuentra solamente en el borde α y β de esta zona. En la tabla 5.1 mostramos las
estimaciones de Uj para estos sitios. Ante esto elegimos Uα=5.2eV como el para´metro
de Hubbard aplicado al borde α, y Uβ=2.3eV como el para´metro de Hubbard aplicado
en el borde β y su vecino ma´s pro´ximo, dado que este sitio tambie´n presenta carga
electro´nica. En los dema´s sitios de la zona fluorada elegimos Uj=Upi=3.45eV el cual
se encuentra entre Uβ y Uα. El Uα fue elegido considerando va´lidos los resultados del
6-αα y del 8-αβ debido a que estos deber´ıan tener menos efectos de taman˜o finito. En
cambio Uβ fue elegido porque este es el promedio de los resultados del 4-αα, 6-αα, y
8-αα. Debe tomarse en cuenta que en este modelo simplificado tomamos Upi, Uα y Uβ
como para´metros efectivos que describen la interaccio´n de Coulomb segu´n el entorno
local, y este depende del tipo de interfase.
Con las constantes de Hubbard Upi, Uα y Uβ, y con la Ec. (5.4), obtenemos las εj en
cada sitio las cuales mostramos en la Fig. 5.18 con puntos grises. Las εj del canal de
grafeno esta´n en los paneles superiores mientras que los mismos para la zona fluorada
esta´n en los paneles inferiores. Los εj del 6-αα muestran un perfil sime´trico con respecto
al centro del canal de grafeno y el centro de la zona fluorada, lo que es lo´gico debido
a que sus bordes son ide´nticos. Por otra parte los εj de los n-αβ muestran diferente
perfil entre los bordes α y β del canal de grafeno, que se incrementa conforme mayor
es el ancho del canal de grafeno; siendo mayor la εj del borde β que la εj del borde α
con respecto de la energ´ıa del centro de esta regio´n. Para la zona fluorada sucede algo
similar, aunque las energ´ıa εj de los bordes α y β son similares entre s´ı. Los resultados
del n-αβ muestran que la εj del medio del canal de grafeno es menor conforme mayor
es el ancho del canal, tomando como referencia la εj del borde β del canal de grafeno,
lo cual debe estar asociado con la interaccio´n de Coulomb a larga distancia que no se
considera en el modelo de Hubbard. Sin embargo, el perfil de energ´ıas εj en los bordes
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Figura 5.18: Estimacio´n de los εj de la celda unidad obtenida con la Ec. (5.4), usando
U = Upi =3.45eV en todos los sitios del canal de grafeno, U = Uα =5.2eV en el borde α
de la zona fluorada, U = Uβ =2.3eV en el borde β y su vecino ma´s pro´ximo de la zona
fluorada, y U = Upi en los dema´s sitios aunque es irrelevante porque la carga electro´nica
en estas posiciones es despreciable o nula. Los resultados encerrados con c´ırculos sera´n
usados para construir el modelo de Hubbard, y las l´ıneas entrecortadas muestran la
magnitud de las energ´ıas locales εj que se usaran en sistemas compuestos por una celda
unidad mayor, tanto sobre el canal de grafeno como sobre la zona fluorada.
no deber´ıa cambiar para canales n-αβ de ancho mayores a los estudiados.
En nuestro modelo buscamos queH reproduzca la estructura electro´nica de los n-αα
y n-αβ estudiados en el cap´ıtulo 4, y as´ı extrapolar y conocer la estructura electro´nica
de otros n-αα y n-αβ compuestos por canales de grafeno ma´s anchos. Por consiguiente
para H seleccionamos los εj correspondientes a los sitios cercanos a los bordes del canal
de grafeno y los bordes de la zona fluorada, debido a que estos contienen el perfil de
potencial inducido por estas interfases. En la Fig. 5.18 mostramos con c´ırculos las εj
que seleccionamos para implementar H. Esta cantidad de εj se eligio´ tomando como
criterio la extensio´n de los estados de borde sobre el canal de grafeno, debido a que las
Figs. 5.12 y 5.13 muestran que los estados ma´s cercanos al nivel de Fermi tienen mayor
peso en el borde α y en sus tres sitios consecutivos, y que estos tambie´n tienen peso
en el borde β y en sus seis sitios consecutivos.
En la Fig. 5.18 mostramos con l´ıneas entrecortadas las energ´ıas elegidas para los
5.3 Construccio´n del Modelo Hubbard a partir de los ajustes de Wannier 167
Figura 5.19: (a) Esquema de un arreglo hexagonal de orbitales, donde cada ve´rtice
representa un orbital, y cada arista representa el enlace entre e´stos. Mediante l´ıneas
entrecortadas encerramos la “n+1” e´sima celda unidad, y enumeramos los orbitales que
contiene. Tambie´n mostramos la separacio´n entre orbitales que son, primeros, segundos,
hasta sextos vecinos, y con nt (n=1,2,3,4,5,6) etiquetamos el respectivo elemento de
matriz. (b) Arreglo de orbitales del Hw,σ correspondiente al 6-αα. (c) Arreglo de orbitales
del Hw,σ correspondiente al 6-αβ. En estos u´ltimos paneles sen˜alizamos con flechas dobles
la regio´n del canal de grafeno (CG) y la regio´n de la zona fluorada (ZF), donde los puntos
negros representan a los orbitales Wpi mientras que los puntos grises representan a los
orbitales WA,j .
sitios lejanos a los bordes. Cuando estos sitios pertenecen al canal de grafeno, entonces
su energ´ıa local sera´ un valor constante. Para el 6-αα este valor es la energ´ıa local en
medio del canal de grafeno, mientras que para el n-αβ (de n=4,6,8) este valor es la
media entre la energ´ıa local del tercer sitio lejano al borde α y la energ´ıa local del sexto
sitio lejano al borde β. Por otra parte cuando los sitios pertenecen a la zona fluorada,
estas energ´ıas locales son el resultado de una interpolacio´n lineal entre las energ´ıas
locales cercanas a estos bordes, tal como se aprecia en la Fig. 5.18.
Continuamos la implementacio´n del modelo de Hubbard con la seleccio´n de sus
elementos de matriz, por lo que es necesario definir la base de orbitales de este modelo.
En la Fig. 5.19 mostramos esquemas que representan la base de orbitales de Hw,σ.
El panel 5.19(a) muestra una estructura tipo panal de abejas, donde cada ve´rtice re-
presenta un orbital y cada arista representa el enlace entre estos a primeros vecinos.
Este arreglo de orbitales esta´ dividido en celdas, y dentro de estas enumeramos cada
posicio´n de los orbitales. La cantidad de orbitales de cada celda depende de la can-
tidad de orbitales que buscamos en el respectivo ajuste de Wannier, y el nu´mero de
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celdas depende del mallado de la zona de Brillouin que se uso´ en el mencionado ajuste,
que es nkp1 × nkp2 × nkp3 = 54 × 1 × 1. Por tanto el Hw,σ del 6-αα tiene una base
compuesta por 12×54 orbitales Wpi y 12×54 orbitales WA, que esta´n agrupados en 54
celdas -ve´ase el panel 5.19(b)-; en cambio el Hw,σ del 6-αβ tiene una base compuesta
por 13×54 orbitales Wpi y 11×54 orbitales WA, y estos esta´n agrupados en 54 celdas
-ve´ase el panel 5.19(c)-. En los paneles 5.19(b,c) mostramos estas bases de orbitales de
forma ma´s detallada, donde los puntos negros representan los orbitales Wpi mientras
que los puntos grises representan a los orbitales WA, y con l´ıneas grises (negras) re-
presentamos los enlaces a primeros vecinos entre orbitales de igual (distinta) especie.
Estos diagramas muestran ma´s detalladamente la regio´n del canal de grafeno (CG) y
la regio´n de la zona fluorada (ZF) con sus respectivos bordes “α” y “β”. Las l´ıneas
negras del extremo superior de la ZF y las mismas del extremo inferior del CG in-
dican que los orbitales de estos extremos se encuentran vinculados por los elementos
de matriz, y los puntos suspensivos indican que los orbitales del extremo derecho y
los mismos del extremo izquierdo tambie´n se encuentran vinculados por elementos de
matriz; esto es as´ı porque el ajuste de Wannier construye un Hw,σ con condiciones
perio´dicas de contorno. Detallado esto, en el panel 5.19(a) mostramos la separacio´n de
un par de orbitales, que dan origen a los elementos de matriz a n-e´simos vecinos “nt”
(n=1,2,3,4,5,6). Por otro lado la estructura de orbitales de Hw,σ para otros n-αα u
otros n-αβ son similares a las presentadas en 5.19(b,c). Por ejemplo el Hw,σ del 4-αβ
(8-αβ) contiene 9×N (17×N) orbitales Wpi y M×N orbitales WA, donde M=11 para
los sistemas n-αβ y N=54× 1× 1.
Por otra parte, la base de orbitales del modelo de Hubbard es similar a la base de
orbitales Hw,σ, con la diferencia de que en este modelo consideramos un infinito nu´mero
de celdas unidad, resolviendo Hw,σ en el espacio rec´ıproco para cualquier nu´mero de
onda. De forma general, el arreglo de orbitales del modelo de Hubbard esta´ dividido
por celdas, donde cada celda contiene 2×n orbitales Wpi ma´s 12 orbitales WA siempre
que el sistema en estudio sea el n-αα; en cambio si el sistema en estudio es el n-αβ
entonces cada celda del respectivo arreglo de orbitales contiene 2× n+ 1 orbitales Wpi
ma´s 11 orbitales WA.
Para conocer que elementos de matriz son relevantes para construir el modelo de
Hubbard, investigamos la dependencia entre los elementos de matriz y la estructura
electro´nica caracterizada por Hw,σ. Esto lo realizamos con
nHw,σ que esta´ compuesto
por las energ´ıas locales y los elementos de matriz de Hw,σ, conteniendo elementos
de matriz hasta los n-e´simos vecinos. Las bandas de nHw,σ se obtienen mediante su
diagonalizacio´n en el espacio rec´ıproco, y en las Figs. 5.20 y 5.21 presentamos las
bandas de nHw,σ del 6-αα y del 8-αβ, respectivamente, para distintos n; junto con
las respectivas bandas de la DFT. Los resultados para el 6-αα y 8-αβ muestran que
las bandas de 1Hw,σ y de
2Hw,σ tienen una curvatura similar a la curvatura de las
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Figura 5.20: Diagrama de bandas del 6-αα. En cada panel mostramos las bandas del
nHwσ para un determinado valor de n, donde n significa que
nHwσ contienen elementos
de matriz hasta los n-e´simos vecinos. Estas bandas son comparadas con las bandas de
la DFT. Los resultados muestran que las bandas de 2Hwσ ajustan cualitativamente las
bandas bv y bc de la DFT. Aclaramos que las bandas del
1Hwσ indican que el sistema
es meta´lico, lo que no es cierto. Esto sucede porque los elementos de matriz a segundos
vecinos reducen de forma efectiva a la energ´ıa local, y debido a que estos esta´n omitidos,
las bandas de 1Hwσ son similares a un desplazamiento de las bandas DFT del 6-αα.
bandas DFT, sin embargo estas no ajustan cuantitativamente las bandas de la DFT
cerca del nivel de Fermi. Por otra parte la banda bc de
3Hw,σ y de
4Hw,σ no tienen
la curvatura de la banda bc de la DFT. Sin embargo las bandas de
nHw,σ de n > 5
ajustan cuantitativamente las bandas DFT cercanas al nivel de Fermi. Las Figs. 5.20
y 5.21 sugieren que el modelo de Hubbard necesita elementos de matriz de primeros y
segundos vecinos, y si es necesario usar ma´s elementos de matriz debemos adicionar los
elementos de matriz de terceros, cuartos y quintos vecinos para preservar la curvatura
de las bandas cercanas al nivel de Fermi.
En la Fig. 5.22 presentamos algunos autovectores de nHw,σ del 8-αβ con el fin
de conocer la dependencia de estos con respecto de los elementos de matriz; estos
autovectores son los estados de borde de la banda bv los cuales comparamos con los
correspondientes estados DFT. Los resultados muestran que los estados de k → pi
a
de
nHw,σ son ide´nticos entre s´ı; estos tienen mayor peso en el borde α pero sobrestiman
ligeramente a los estados DFT. Por otra parte los estados de k → 0 de nHw,σ difieren
170 Modelo de Hubbard aplicado a los canales de grafeno.
-2
-1
0
1
2
E
[e
V
]
-2
-1
0
1
2
0 0.2 0.4 0.6 0.8 1
E
[e
V
]
k[pia ]
0 0.2 0.4 0.6 0.8 1
k[pia ]
0 0.2 0.4 0.6 0.8 1
k[pia ]
DFT
1Hwσ
bv
bc DFT
2Hwσ
DFT
3Hwσ
DFT
4Hwσ
DFT
5Hwσ
DFT
6Hwσ
Figura 5.21: Diagrama de bandas del 8-αβ. En cada panel mostramos las bandas del
nHwσ para un determinado valor de n, donde n significa que
nHwσ contienen elementos
de matriz hasta los n-e´simos vecinos. Estas bandas son comparadas con las bandas de
la DFT, donde las bandas bv y bc son las ma´s relevantes porque estas cruzan el nivel de
Fermi. Los resultados muestran que 5Hwσ ajusta las bandas bv y bc de la DFT.
entre s´ı, debido a que los estados de 1Hw,σ y
2Hw,σ sobrestiman en un ∼15 % a los
respectivos estados DFT, sin embargo los estados de nHw,σ de n > 2 sobrestiman en
menor porcentaje a los estados DFT. Estos resultados son similares a los resultados
correspondientes a los ajustes de Wannier del 6-αα, 4-αβ y 6-αβ; por tanto las Figs.
5.20, 5.21 y 5.22 indican que el modelo de Hubbard de los n-αα puede construirse con
elementos de matriz hasta los segundos vecinos, y que el modelo de Hubbard de los
n-αβ puede construirse con elementos de matriz hasta los quintos vecinos. Con respecto
al modelo de Hubbard del n-αβ, si solamente usamos elementos de matriz hasta los
n-e´simos vecinos con n < 5, no reproducimos la transicio´n semiconductor-metal que
caracteriza a estos sistemas; ma´s adelante detallaremos esta afirmacio´n.
Comenzamos la seleccio´n de los elementos de matriz, en primer lugar nos dedica-
mos a elegir los elementos de matriz a n-e´simos vecinos que corresponden a orbitales
apartados de los bordes del CG y apartados de los bordes de la ZF. Debido a que
existen tantos elementos de matriz como combinaciones de orbitales vecinos, tomamos
el promedio de estos en cada sitio considerando solamente a los orbitales de la misma
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Figura 5.22: Mo´dulo cuadrado de los autovectores de nHw,σ del 8-αβ, los que com-
paramos con el mo´dulo cuadrado de los estados DFT. Estos estados son los estados de
borde de la banda bv, y su estructura es similar a la estructura de los estados de
nHw,σ
del 4-αβ, 6-αα y 6-αβ. Los estados de k → pia dependen poco de los elementos de matriz
de n-e´simos vecinos, y estos sobrestiman un poco el peso de los estados DFT en el bor-
de α. En cambio los estados de k → 0 dependen mucho de los elementos de matriz de
n-e´simos vecinos, ve´ase que los estados de 1Hw,σ y
2Hw,σ sobrestiman un 20 % el peso
de los estados DFT en el borde β, y que los mismos para n mayor que 3 son mucho ma´s
cercanos a los estados de la DFT. Es necesario ajustar el peso de los estados dado que
la interaccio´n de Coulomb depende de |ψ↑,j |2|ψ↓,j |2.
clase. La siguiente Ec. (5.5) muestra como se realiza este promedio:
〈ntlσ〉 = 1
Zn,l
∑
〈j,i〉n
δl,j t(i,j)σ con: t(i,j)σ = 〈Wpi,i|Hw,σ|Wpi,j〉 ,
〈nτlσ〉 = 1
Zn,l
∑
〈j,i〉n
δl,j τ(i,j)σ con: τ(i,j)σ = 〈WA,i|Hw,σ|WA,j〉 ,
(5.5)
donde Zn,l es la cantidad de orbitales n-e´simos vecinos del orbital “l”, los cuales son de
la misma clase debido a que los elementos de matriz entre orbitales de diferente clase
son muy distintos con respecto a los t(i,j)σ y τ(i,j)σ porque estos contienen los efectos
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Figura 5.23: Separacio´n de orbitales que componen los elementos de matriz a n-e´simos
vecinos, los cuales involucran a un determinado orbital de esp´ın σ. La cantidad de n-
e´simos vecinos del orbital “l” la etiquetamos como Zn,l, generalmente Z1,l = 3, Z2,l = 6,
Z3,l = 3, etc, siempre que el orbital l se encuentre relativamente lejos de los bordes
del canal de grafeno o de los bordes de la zona fluorada. En caso de que el orbital l
se encuentre en el borde del CG o en el borde de la ZF, entonces Z1,l=β = 1 para el
borde β y Z1,l=α = 2 para el borde α, Z2,l=α = Z2,l=β = 4, Z3,l=α = 1 y Z3,l=β = 2,
y as´ı sucesivamente con los otros n-e´simos vecinos, debido a que Zn,l es la cantidad de
orbitales n-e´simos vecinos de la misma clase.
Canal de Grafeno 〈1tm〉 〈2tm〉 〈3tm〉 〈4tm〉 〈5tm〉 〈6tm〉
6-αα -2.789 0.237 -0.241 0.022 0.046 -0.020
4-αβ -2.767 0.231 -0.235 0.023 0.046 -0.019
6-αβ -2.777 0.237 -0.245 0.024 0.048 -0.020
8-αβ -2.778 0.238 -0.244 0.025 0.048 -0.020
Zona Fluorada 〈1τm〉 〈2τm〉 〈3τm〉 〈4τm〉 〈5τm〉 〈6τm〉
6-αα -1.425 0.015 -0.172 -0.075 -0.002 -0.012
4-αβ -1.430 0.013 -0.172 -0.073 -0.002 -0.012
6-αβ -1.440 0.009 -0.168 -0.075 0.001 -0.011
8-αβ -1.431 0.012 -0.176 -0.072 -0.003 -0.013
Tabla 5.2: Promedios de los elementos de matriz compuestos por el m-e´simo orbital del canal
de grafeno y el m-e´simo orbital de la zona fluorada, donde el orbital m se ubica en medio del
canal de grafeno o en medio de la zona fluorada, segu´n corresponda.
dominantes de las interfases CG/ZF. Aclaramos que 〈ntlσ〉 representa al promedio sobre
los elementos de matriz del CG mientras el s´ımbolo 〈nτlσ〉 representa al promedio sobre
los elementos de matriz de la ZF. El valor de Zn,l depende de la posicio´n, y este es menor
cuando l esta´ ma´s cerca de los bordes del canal o de la zona fluorada. Cuando l esta´ lejos
de los bordes su valor es Z1,l = 3, Z2,l = 6, Z3,l = 3, Z4,l = 6, tal como presentamos en
la Fig. 5.23. Sin embargo, si l esta´ en el borde α (β) entonces Z1,l = 2(1), Z2,l = 4(4),
Z3,l = 1(2), Z4,l = 4(2), sin importar que l se encuentre en el canal de grafeno o en la
zona fluorada.
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Figura 5.24: Promedio local de los elementos de matriz de n-e´simos vecinos, estos
promedios son obtenidos con la Ec. (5.5). En los paneles superiores mostramos los 〈ntlσ〉
compuestos por orbitales del canal de grafeno, a estos los etiquetamos con 〈ntlσ〉, por otra
parte en los paneles inferiores mostramos los 〈ntlσ〉 compuestos por orbitales de la zona
fluorada, los que etiquetamos como 〈nτlσ〉. Tambie´n mostramos 〈ntl〉 = 12(〈ntl↑〉+ 〈ntl↓〉)
y 〈nτl〉 = 12(〈nτl↑〉+ 〈nτl↓〉), los cuales muestran la poca dependencia de los elementos de
matriz con respecto al esp´ın.
En la Fig. 5.24 presentamos los 〈ntlσ〉 y 〈nτlσ〉 para n = 1 y n = 2, obtenidos con
cada ajuste de Wannier. Se aprecia que las gra´ficas 〈ntlσ〉 de estos ajustes de Wannier
tienen un perfil similar, aunque se observan desviaciones en los resultados de 〈nτlσ〉,
debido a que el ajuste de Wannier es ma´s preciso con los para´metros asociados al canal
de grafeno porque estos son realizados con una “ventana congelada” que encierran a los
estados pi. Etiquetamos a la posicio´n media del CG o de la ZF como “m”, y se aprecia
que los 〈ntmσ〉 de los diferentes ajustes de Wannier tienen un valor similar entre s´ı,
incluso 〈ntm↑〉 ≈ 〈ntm↓〉, y para apreciar mejor la dependencia con respecto a l y σ
graficamos 〈ntl〉 = 12(〈ntl↑〉 + 〈ntl↓〉). El resultado: 〈ntm〉 ≈ 〈ntm↑〉 ≈ 〈ntm↓〉, se cumple
para n = 1, 2, 3, 4, 5, 6, y los valores de 〈ntm〉 de cada ajuste de Wannier los presentamos
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1 vecinos 1τα1
1tαα
1tα1
1τβ1
1tββ
1tβ1
6-αα -1.416 2.363 -2.716
4-αβ -1.425 2.348 -2.706 -1.358 2.178 -2.841
6-αβ -1.442 2.355 -2.702 -1.346 2.187 -2.853
8-αβ -1.428 2.337 -2.701 -1.322 2.174 -2.853
2 vecinos (α) 2τα2
2τα1
2ταα
2tαα
2tα1
2tα2
6-αα 0.031 -0.005 0.003 -0.163 0.296 0.201
4-αβ 0.014 -0.017 -0.003 -0.181 0.279 0.188
6-αβ 0.029 -0.031 -0.007 -0.164 0.278 0.194
8-αβ 0.030 -0.030 -0.008 -0.170 0.271 0.198
2 vecinos (β) 2τβ2
2τβ1
2τββ
2tββ
2tβ1
2tβ2
4-αβ 0.011 0.028 0.017 -0.049 0.430 0.227
6-αβ -0.010 0.037 0.039 -0.032 0.446 0.238
8-αβ 0.004 0.020 0.033 -0.043 0.438 0.234
Tabla 5.3: Elementos de matriz de 1-vecinos y 2-vecinos que involucran orbitales de los bordes
del canal de grafeno y orbitales de los bordes de la zona fluorada, de forma resumida estos
involucran orbitales de la interfase. Estos resultados son obtenidos con los ajustes de Wannier
del 6-αα, 4-αβ, 6-αβ y 8-αβ, y se aprecia que sus valores son similares entre s´ı. Esto muestra el
cara´cter local de los elementos de matriz.
en la tabla 5.2. Estos datos muestran que los elementos de matriz lejos de las interfases
CG/ZF son aproximadamente los mismos sin importar si el sistema es n-αα o n-αβ,
adema´s de que el 〈1tm〉 y 〈2tm〉 tienen aproximadamente el valor de los elementos de
matriz a primeros y segundos vecinos del grafeno extendido, respectivamente, como
indicamos en el cap´ıtulo 1.
Con estos resultados comenzamos a elegir los elementos de matriz de H que corres-
ponden al modelo de Hubbard presentado en la Ec. (5.3). Los elementos de matriz a
n-e´simos vecinos de H lo elegimos con el valor de 〈ntm〉, siempre que n>2 y que estos
no involucren a un orbital de los bordes del CG o de los bordes de la ZF, debido a que
estos difieren mucho de los valores de las tablas 5.2 como se aprecio´ en la Fig. 5.24. Los
elementos de matriz compuestos por orbitales de los bordes los elegimos directamente
de los ajustes de Wannier:
t(i,j) =
1
2
〈Wpi,i|Hw,↑ + Hw,↓|Wpi,j〉 , (5.6)
donde “i” o “j” se encuentran en los bordes de las regiones mencionadas. En este caso
tomamos la media de esp´ın debido a que los gra´ficos de 〈ntl〉, 〈ntlσ〉, y 〈ntlσ¯〉 muestran
un perfil similar, por lo que el esp´ın no altera de forma dominante a los elementos de
matriz. Los diversos elementos de matriz de las interfases los presentamos en la Fig.
5.25, y sus valores los mostramos en las tablas 5.3, 5.4 y 5.5.
La Fig. 5.25 muestra un par de orbitales para cada uno de los diversos elementos
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Figura 5.25: Descripcio´n de los elementos de matriz que involucran a los orbitales de
los bordes del canal de grafeno (CG) y de los bordes de la zona fluorada (ZF), que son los
elementos de matriz de las interfases α y β. Con puntos grises mostramos los orbitales
de la ZF mientras que con puntos negros mostramos los orbitales del CG, y con flechas
dobles sen˜alizamos los pares de orbitales de los elementos de matriz de las interfases. (a)
Sen˜alizacio´n de los elementos de matriz de primeros vecinos y segundos vecinos de las
interfases α y β. (b) Par de orbitales de los elementos de matriz de terceros, cuatros y
quintos vecinos, que corresponden a la interfase α. (c) Par de orbitales de los elementos
de matriz de terceros, cuatros y quintos vecinos, que corresponden a la interfase β. Los
valores de estos elementos de matriz se encuentran en la tablas 5.3, 5.4 y 5.5.
de matriz de las interfases, y a cualquier par de orbitales equivalentes le corresponde
el respectivo valor del elemento de matriz. Por otra parte, esta figura tambie´n muestra
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3 vecinos 3τ 3α2
3α1
3t - - -
4-αβ -0.147 0.081 0.208 -0.264 - - -
6-αβ -0.131 0.085 0.199 -0.262 - - -
8-αβ -0.134 0.081 0.205 -0.260 - - -
4 vecinos 4τ2
4τ1
4αf
4α 4αc
4t1
4t2
4-αβ -0.089 -0.049 -0.024 -0.047 0.139 0.001 0.032
6-αβ -0.089 -0.062 -0.026 -0.047 0.139 0.006 0.034
8-αβ -0.090 -0.051 -0.024 -0.046 0.143 0.006 0.033
5 vecinos 5τ2
5τ1
5αf3
5αf2
5αf1 - -
4-αβ 0.000 -0.003 -0.057 -0.030 -0.022 - -
6-αβ 0.008 0.002 -0.056 -0.035 -0.025 - -
8-αβ 0.003 0.003 -0.054 -0.036 -0.023 - -
5 vecinos 5t2
5t1
5αc3
5αc2
5αc1 - -
4-αβ 0.051 0.046 -0.003 -0.030 -0.044 - -
6-αβ 0.052 0.048 0.004 -0.020 -0.047 - -
8-αβ 0.051 0.048 0.007 -0.021 -0.049 - -
Tabla 5.4: Elementos de matriz de 3-vecinos, 4-vecinos y 5-vecinos que involucran orbitales de
la interfase α, extra´ıdos de los ajustes de Wannier del 4-αβ, 6-αβ y 8-αβ. Estos valores sera´n
usados en el modelo de Hubbard de los n-αβ.
3 vecinos 3τ 3βf
3βc
3t - -
4-αβ -0.140 0.321 0.209 -0.150 - -
6-αβ -0.138 0.337 0.194 -0.152 - -
8-αβ -0.142 0.322 0.209 -0.157 - -
4 vecinos 4τ 4βf
4β1
4β2
4βc
4t
4-αβ -0.089 -0.022 0.010 -0.096 0.132 0.033
6-αβ -0.098 -0.015 0.009 -0.106 0.134 0.027
8-αβ -0.091 -0.020 0.004 -0.109 0.136 0.026
5 vecinos 5τ2
5τ1
4βf3
4βf2
4βf1 -
4-αβ 0.015 0.001 -0.060 -0.023 -0.055 -
6-αβ 0.014 -0.004 -0.069 -0.022 -0.053 -
8-αβ 0.012 -0.005 -0.067 -0.025 -0.057 -
5 vecinos 5t2
5t1
4βc3
4βc2
4βc1 -
4-αβ 0.055 0.046 -0.009 -0.023 0.005 -
6-αβ 0.057 0.047 -0.010 -0.022 0.002 -
8-αβ 0.056 0.046 -0.017 -0.025 0.010 -
Tabla 5.5: Elementos de matriz de 3-vecinos, 4-vecinos y 5-vecinos que involucran orbitales de
la interfase β, extra´ıdos de los ajustes de Wannier del 4-αβ, 6-αβ y 8-αβ. Estos valores sera´n
usados en el modelo de Hubbard de los n-αβ.
otros pares de orbitales que esta´n cerca del borde α y cerca del borde β del canal de
grafeno. Estos pares de orbitales definen los elementos de matriz 1tα2,
1tβ2,
1tβ3,
1tβ4,
los cuales usaremos ma´s adelante para estimar los elementos de matriz de sistemas
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n-αα y n-αβ no estudiados con la DFT. Los valores de estos elementos de matriz los
presentamos en la tabla 5.7, los cuales ma´s adelante mencionaremos junto con otros
elementos de matriz.
Hasta el momento se eligieron los elementos de matriz de H en las interfases, desde
los primeros hasta los quintos vecinos, y tambie´n se eligieron los elementos de matriz
de H de n-e´simos vecinos compuestos por orbitales apartados de las interfases CG/ZF,
siempre que estos elementos de matriz no sean los elementos de matriz a primeros
vecinos. Lo u´ltimo fue as´ı porque los elementos de matriz a primeros vecinos son los ma´s
relevantes, debido a que estos son de mayor magnitud y porque contienen informacio´n
sobre la estructura cristalina del sistema.
Continuamos con la seleccio´n de los elementos de matriz de primeros vecinos co-
rrespondientes al canal de grafeno. Estos elementos de matriz t(i,j) los elegimos con la
Ec. (5.6) por lo que i = j + 1 para una determinada celda, donde la numeracio´n de
las posiciones es la presentada en la Fig. 5.19. En la Fig. 5.26 mostramos los t(j+1,j)
en funcio´n del sitio “j” del canal de grafeno y de la separacio´n d(j+1,j), omitiendo los
elementos de matriz que involucran a los orbitales del borde α y β debido a que estos
tienen efectos asociados a las interfases. Los t(j+1,j) de j impar esta´n compuestos por
orbitales que esta´n separados en la direccio´n ±
√
3
2
xˆ + yˆ mientras que los mismos de j
par esta´n separados en la direccio´n yˆ. Se observa que los primeros generalmente tienen
una magnitud menor. Esto se explica porque la d(j+1,j) de j impar es mayor que la
d(j+1,j) de j par, lo que sucede porque el canal de grafeno esta´ tensionado en la direc-
cio´n longitudinal (direccio´n xˆ) debido a la mayor rigidez de la zona fluorada, lo que
incrementa la separacio´n entre orbitales en la direccio´n xˆ.
Con excepcio´n de los t(j+1,j) que esta´n cercanos al borde, se observa que los t(j+1,j)
de j par son aproximadamente constantes en el sistema 6-αα (panel izquierdo de la
Fig. 5.26) mientras que estos tienen un comportamiento aproximadamente lineal con
las posiciones para el 8-αβ (panel central de la Fig. 5.26). Esta estructura viene por la
dependencia de t(j+1,j) con d(j+1,j), tal como mostramos en el panel derecho de la Fig.
5.26, donde los t(j+1,j) de j impar los presentamos con s´ımbolos negros mientras que
los t(j+1,j) de j par los presentamos con s´ımbolos grises.
Las Refs. [204, 205] sugieren una dependencia exponencial entre t(j+1,j) y d(j+1,j),
la cual depende de la orientacio´n entre los orbitales:
t(i,j) = t(d(i,j)) = t0 e
γ (
d(i,j)
a0
−1)
, (5.7)
donde γ depende de la orientacio´n entre orbitales. Con la Ec. (5.7) ajustamos los
resultados presentados en el panel derecho de la Fig. 5.26 de manera separada para los
t(j+1,j) de j impar y otro para los t(j+1,j) de j par, dado que sus respectivos orbitales
tienen diferentes orientaciones entre s´ı. Los resultados del ajuste se muestran en la tabla
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Figura 5.26: Elementos de matriz t(j+1,j) con respecto de la posicio´n j del canal de
grafeno, y con respecto de la separacio´n entre orbitales j + 1 y j que etiquetamos como
d(j+1,j) = d(j,j+1). Panel izquierdo: Elementos de matriz del 6-αα. Panel central: Ele-
mentos de matriz del 8-αβ. Panel Derecho: Relacio´n entre t(j+1,j) y d(j+1,j) obtenida
con todos los ajustes de Wannier y las separaciones entre a´tomos de la celda unidad.
Estos resultados son ajustados por la funcio´n exponencial presentada en la Ec. (5.7), y
los valores del ajuste se presentan en la tabla 5.6.
5.6 y en el panel derecho de la Fig. 5.26, donde con l´ıneas entrecortadas mostramos la
funcio´n (5.7) para los resultados de j par y j impar.
Por otra parte, en el panel izquierdo de la Fig. 5.26 resaltamos los valores de 1tα2,
1tc y
1tαc, y de igual forma en el panel central de la Fig. 5.26 mostramos los elementos
de matriz mencionados ma´s los elementos de matriz 1tβ2,
1tβ3,
1tβ4 y
1tβc (los valores
de estos se encuentran en la tabla 5.7). Estos elementos de matriz, con excepcio´n de los
respectivos 1tc, son los elementos de matriz de primeros vecinos que esta´n cercanos a las
interfases, mientras que 1tc es el valor promedio de los elementos de matriz de j impar.
Con los valores presentados en la tabla 5.7 podemos reconstruir aproximadamente los
Para: t(j+1,j) Direccio´n t0[eV] a0 [A˚] γ
j es impar ±
√
3
2
xˆ+ 1
2
yˆ -2.880 1.420 -3.160
j es par yˆ -2.820 1.420 -2.170
Tabla 5.6: Resultados del ajuste entre t(i,j) y d(i,j), para i = j+1. El ajuste fue realizado
con la Ec. (5.7), y sus resultados muestran que los elementos de matriz dependen de su
distancia relativa y su orientacio´n. Esta dependencia proviene del para´metro de red del
sistema, el cual tiene un valor intermedio entre el para´metro de red del grafeno y del
grafeno fluorado, lo que produce una tensio´n sobre el canal de grafeno en la direccio´n
longitudinal (direccio´n xˆ). Entre orbitales que son primeros vecinos hay tres tipos de
orientaciones, una de estas esta´ en la direccio´n yˆ, las otras orientaciones esta´n en las
direcciones ±
√
3
2 xˆ+
1
2 yˆ.
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Sis. 1tα2
1tc
1tαc
1tβc
1tβ2
1tβ3
1tβ4
1tc
1tα c
1tβ c
6-αα -2.747 -2.774 -2.811 -2.774 -2.811
8-αβ -2.741 -2.753 -2.804 -2.854 -2.687 -2.894 -2.747 -2.753 -2.804 -2.854
Tabla 5.7: Elementos de matriz del canal de grafeno, los cuales esta´n compuestos por orbitales
cercanos a los bordes α y β. Los esquemas que definen alguno de estos elementos de matriz se
presentan en la Fig. 5.25, y estos elementos de matriz se encuentran graficados en la Fig. 5.26.
elementos de matriz a primeros vecinos del canal de grafeno. Para el 6-αα estos t(j+1,j)
son:
t(j+1,j) =

1tαj , si j = 1, 2, 2n− 1, 2n− 2
1tc , si j es impar, con: 2 < j < 2n− 2
1tαc , si j es par, con: 3 < j < 2n− 3
1tα s(j) , si j = 2n− 2, 2n− 1, donde s(j) = 2n− j .
(5.8)
donde n = 6, mientras que para el 8-αβ estos t(j+1,j) son:
t(j+1,j) =

1tαj , si j = 1, 2
1tc , si j es impar, con: 2 < j < 2n− 3
1tv(j) , si j es par, con: 3 < j < 2n− 3, donde 1tv(j) = 1tαc +
1tβc−1tαc
2n−8 (j − 4)
1tβ s(j) , si j = 2n, 2n− 1, 2n− 2, 2n− 3, donde s(j) = 2n+ 1− j .
(5.9)
donde n = 8. El panel izquierdo de la Fig. 5.26 muestra la aplicacio´n de la Ec. (5.8)
sobre el sistema 6-αα, donde las flechas dobles muestran el valor de estos elementos de
matriz correspondientes a los sitios lejanos al borde. Por otra parte el panel central de
la Fig. 5.26 muestra la aplicacio´n de la Ec. (5.9) sobre el sistema 8-αβ, donde con l´ıneas
entrecortadas mostramos la funcio´n 1tv(j) que ajusta a los t(j+1,j) correspondientes a
los j par que esta´n apartados de los bordes del canal de grafeno. Las deformaciones
de la red se presentan cerca de la interfase CG/ZF, por lo que los elementos de matriz
cercanos a los bordes contienen esta informacio´n. Por lo tanto creemos que la Ec.
(5.8) reproduce aproximadamente los t(j+1,j) del canal n-αα, mientras que la Ec. (5.9)
reproduce aproximadamente los t(j+1,j) del canal n-αβ. Estas ecuaciones las aplicaremos
en sistemas que no estudiamos con la DFT.
Pasamos a elegir los elementos de matriz a primeros vecinos del modelo de Hubbard
correspondientes al canal de grafeno, donde estos no involucran a orbitales del borde
del canal o del borde de la zona fluorada. Si conocemos la estructura cristalina del canal
de grafeno, entonces elegimos los respectivos elementos de matriz usando la Ec. 5.7 con
los para´metros presentados en la tabla 5.26. En caso opuesto elegimos los elementos de
matriz del n-αα y n-αβ usando las Ecs. (5.9) y (5.9), respectivamente. Por otra parte,
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los elementos de matriz a primeros vecinos del modelo de Hubbard, que corresponden
a la zona fluorada y que no involucran orbitales del borde de esta regio´n, se les asigna
el valor de 〈1τm〉, debido a que consideramos esta zona como r´ıgida.
Hasta aqu´ı elegimos las constantes de Hubbard, las energ´ıas locales, y los elementos
de matriz del modelo de Hubbard. Los para´metros elegidos pueden ser comparados con
los para´metros comu´nmente usados en las cintas de grafeno. El valor de Upi=3.45eV
que elegimos para H se encuentra entre de los 3.0eV y 8.0eV, donde estos son las cotas
inferiores y superiores del para´metro de Hubbard estimados con ca´lculos de campo me-
dio y diagonalizacio´n exacta [17, 23, 68], por otra parte los valores de 〈1tm〉 y 〈1tm〉 son
del orden de los elementos de matriz a primeros y segundos vecinos, respectivamente,
del grafeno [2]. Estos para´metros muestran que en medio del canal del canal de grafeno
no se presentan efectos de interfase.
5.4. Resultados del modelo de Hubbard de los sis-
temas n-αα y n-αβ.
En esta seccio´n mostramos la aplicacio´n del modelo de Hubbard, caracterizado por
el hamiltonino Hζ presentado en la Ec. (5.3). En esta investigacio´n construimos cua-
tro modelos de Hubbard debido a que realizamos cuatro ajustes de Wannier. De estos
modelos, dos ajustan mejor la estructura electro´nica obtenida con la DFT. El primero
es el H6αα el cual reproduce la estructura electro´nica de los n-αα, y que fue construi-
do usando los para´metros del ajuste de Wannier del 6-αα considerando elementos de
matriz hasta los segundos vecinos. El segundo es el H8αβ que reproduce la estructura
electro´nica de los n-αβ, y que fue construido con los para´metros del ajuste de Wan-
nier del 8-αβ considerando elementos de matriz hasta los quintos vecinos. Los otros
modelos son los H4αβ y H6αβ obtenidos con los ajustes de Wannier del 4-αβ y 6-αβ,
respectivamente, construidos para ajustar la estructura electro´nica de los n-αβ; estos
no reproducen favorablemente los resultados de la DFT.
Los diagramas de bandas de Hζ son obtenidos mediante su diagonalizacio´n auto-
consistente con la carga electro´nica, dado que sus energ´ıas locales dependen de la carga
electro´nica local, y a estas bandas las comparamos con las bandas de la DFT. Por
otro lado la polarizacio´n de esp´ın “〈mˆj〉” del Hζ se ca´lcula con los autovectores de Hζ
aplicando la Ec. (5.1), y a estos los comparamos con la 〈mˆj〉 de la DFT. Aclaramos que
la 〈mˆj〉 de la DFT es obtenida considerando todo el cara´cter orbital de los estados DFT
(que etiquetamos como 〈mˆj〉 DFT), o considerando u´nicamente el cara´cter orbital pz
de los estados DFT (que etiquetamos como 〈mˆj〉 DFT pz). Por u´ltimo la energ´ıa del
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Figura 5.27: Estructura electro´nica obtenida con el modelo de Hubbard del 6-αα
(H6αα), la cual comparamos con la estructura electro´nica obtenida con la DFT. El H6αα
esta´ definido por el hamiltoniano H de la Ec. (5.3), y sus para´metros son extra´ıdos del
ajuste de Wannier del 6-αα.
Hζ es obtenida con el me´todo de Hartree-Fock (ve´ase el ape´ndice B):
E =
∑
εα<EF
εα − 1
4
∑
j
Uj
(〈nˆj〉2 − 〈mˆj〉2) , (5.10)
donde 〈nˆj〉 y 〈mˆj〉 es la carga electro´nica total y la polarizacio´n de esp´ın, respectiva-
mente, obtenidas con los autovectores de Hζ , y εα son los autovalores de Hζ . Con la
Ec. (5.10) podemos discriminar el orden magne´tico ma´s estable del n-αα y n-αβ.
Comenzamos describiendo los resultados del H6αα sobre los 6-αα, 8-αα y 10-αα.
Sistema ∆ de la DFT ∆ de H6αα
6-αα 0.47eV 0.46eV
8-αα 0.38eV 0.38eV
10-αα 0.31eV 0.32eV
Tabla 5.8: Brechas de energ´ıa ∆ obtenida con la DFT y H6αα. El modelo de Hubbard
usa un para´metro de Hubbard U=3.45eV, y si incrementamos (reducimos) U entonces
obtenemos un mayor (menor) valor de ∆.
182 Modelo de Hubbard aplicado a los canales de grafeno.
-1
0
1
0 0.2 0.4 0.6 0.8 1
E
[e
V
]
k[pia ]
4-αβ
0 0.2 0.4 0.6 0.8 1
k[pia ]
6-αβ
0 0.2 0.4 0.6 0.8 1
k[pia ]
8-αβ
0 0.2 0.4 0.6 0.8 1
k[pia ]
10-αβ
-1
0
1
0 0.2 0.4 0.6 0.8 1
E
[e
V
]
k[pia ]
0 0.2 0.4 0.6 0.8 1
k[pia ]
0 0.2 0.4 0.6 0.8 1
k[pia ]
0 0.2 0.4 0.6 0.8 1
k[pia ]
DFT
H4ab
DFT
H4ab
DFT
H4ab
DFT
H4ab
DFT
H6ab
DFT
H6ab
DFT
H6ab
DFT
H6ab
Figura 5.28: Diagrama de bandas del H4αβ (paneles superiores) y H6αβ (paneles in-
feriores) junto con los diagramas de bandas obtenidos con la DFT. Estos resultados
muestran que los modelos H4αβ y H6αβ subestiman el ancho del canal donde sucede la
transicio´n semiconductor-metal del n-αβ.
En la Fig. 5.27 mostramos los diagramas de bandas obtenidos con H6αα y la correspon-
diente 〈mˆj〉. Los paneles superiores de 5.27 muestran que las bandas de H6αα ajustan
bien las bandas de la DFT alrededor del nivel de Fermi, reproduciendo su cara´cter
semiconductor. En la tabla 5.8 presentamos las brechas de energ´ıa obtenidas con H6αα
y la DFT, lo que contabiliza el buen acuerdo entre estos resultados.
Los paneles inferiores de 5.27 muestran la 〈mˆj〉 de H6αα y la misma de la DFT.
Esta polarizacio´n de esp´ın corresponde al orden antiferromagne´tico debido a que la
polarizacio´n de esp´ın entre los bordes del canal es antiparalela. Los resultados de H6αα
subestiman la polarizacio´n de esp´ın de la DFT, sin embargo ajustan mejor la polari-
zacio´n de esp´ın obtenida u´nicamente con el cara´cter orbital pz de los estados DFT.
Continuamos con los resultados de H4αβ, H6αβ, y H8αβ. En la Fig. 5.28 mostramos
los resultados del H4αβ y H6αβ que son construidos con los ajustes de Wannier del 4-αβ
y 6-αβ, respectivamente, los cuales no ajustan los resultados de la DFT. Ma´s adelante
hablaremos de H4αβ y H6αβ. Por otra parte, en la Fig. 5.29 presentamos el diagrama de
bandas y la polarizacio´n de esp´ın de los sistemas 4-αβ, 6-αβ, 8-αβ y 10-αβ, obtenidos
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Figura 5.29: Estructura electro´nica obtenida con el modelo de Hubbard del 8-αβ
(H8αβ), la cual comparamos con la estructura electro´nica obtenida con la DFT. El
H8αβ esta´ definido por el hamiltoniano H de la Ec. (5.3), y sus para´metros son ex-
tra´ıdos del ajuste de Wannier del 8-αβ. Este modelo de Hubbard reproduce la transicio´n
semiconductor-metal que es dependiente del ancho el canal de grafeno.
con la DFT y H8αβ, donde el u´ltimo fue construido con el ajuste de Wannier del 8-αβ.
Los paneles superiores de 5.29 muestran los diagramas de bandas, y se observa que
las bandas del H8αβ ajustan mejor a las bandas DFT del 10-αβ alrededor del nivel de
Fermi, que es el sistema del canal ma´s ancho que se estudio con la DFT. Las bandas
del H8αβ ajustan cualitativamente las bandas de los dema´s sistemas estudiados con la
DFT, sin embargo el H8αβ sugiere que el sistema 6-αβ es semiconductor mientras que
la DFT indica que este es meta´lico de forma marginal. Con excepcio´n del 6-αβ, el H8αβ
reproduce satisfactoriamente la transicio´n semiconductor-metal de los n-αβ, indicando
que el 4-αβ y 6-αβ son semiconductores mientras que los 8-αβ y 10-αβ son meta´licos.
En los paneles inferiores de 5.29 mostramos la 〈mˆj〉 delH8αβ y de la DFT. En primer
lugar H8αβ reproduce cualitativamente la 〈mˆj〉 de la DFT, el cual es ferromagne´tico
debido a que existe una polarizacio´n total de esp´ın. La DFT indica que la polarizacio´n
de esp´ın alrededor del borde β se reduce conforme el canal de grafeno es ma´s ancho,
debido a que los estados de borde de k ∼ 0 de ambos espines se ocupan conforme
ma´s ancho es el canal. Por otro lado la polarizacio´n de esp´ın alrededor del borde α no
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depende del ancho del canal de grafeno, lo que tambie´n es reproducido por H8αβ.
Los resultados del H8αβ ajustan los resultados DFT siempre que consideremos ele-
mentos de matriz hasta los quintos vecinos. Si construimos H8αβ con elementos de
matriz hasta los terceros o cuartos vecinos, obtendremos bandas que no respetan la dis-
persio´n de las bandas DFT cerca del nivel de Fermi, adema´s este modelo mostrara´ que
estos sistemas son siempre semiconductores lo que esta´ en contradiccio´n con los resul-
tados de la DFT. Por otra parte si construimos H8αβ con elementos de matriz hasta
los segundos vecinos, entonces recuperamos parcialmente la dispersio´n de las bandas
DFT, sin embargo este modelo mostrara´ que estos sistemas son semiconductores por
la interaccio´n de Coulomb elevada entre los estados de borde. En este u´ltimo caso, la
ocupacio´n de los estados de valencia y conduccio´n de diferente esp´ın es penalizada por
la interaccio´n de Coulomb, dado que esta interaccio´n depende de |ψ↑,j|2|ψ↓,j|2. Esta
penalizacio´n se incrementa porque los estados de borde de k ∼ 0 son ma´s localizados
cuando se consideran elementos de matriz hasta segundos vecinos, tal como mostramos
en la Fig. 5.22. Lo mencionado muestra que el modelo de Hubbard para los n-αβ debe
considerar elementos de matriz ma´s alla´ de los segundos vecinos para reducir la inter-
accio´n de Coulomb, y que este debe tener elementos de matriz hasta quintos vecinos
para respetar la dispersio´n de las bandas DFT alrededor del nivel de Fermi.
Los H4αβ y H6αβ se construyeron con los criterios mencionados para el H8αβ. En
la Fig. 5.28 mostramos las bandas obtenidas con H4αβ y H6αβ, y si comparamos estas
con las bandas de H8αβ (mostradas en la Fig. 5.29) apreciaremos mejor la eficiencia
del H8αβ al ajustar los resultados de la DFT. Los distintos resultados de los H4αβ,
H6αβ y H8αβ radican mayormente en sus energ´ıas locales “εj”, tal como se presento´ en
la Fig. 5.18. Los resultados de la Fig. 5.18 mostraron que las εj del borde β son
ma´s altas para el H8αβ que para los H6αβ y H4αβ, donde esta afirmacio´n usa como
referencia la εj del centro del canal de grafeno. Esto muestra que el H8αβ penaliza ma´s
la ocupacio´n de los estados de borde de k ∼ 0 de la banda de valencia y conduccio´n,
adema´s de que H8αβ ajusta mejor la transicio´n semiconductor-metal que se caracteriza
por la ocupacio´n de estos estados de borde. Por tanto los H4αβ y H6αβ subestiman la
transicio´n semiconductor-metal debido a que estos penalizan menos la ocupacio´n de
los estados de borde de k ∼ 0, tal como se muestra en la Fig. 5.28.
Lo expuesto hasta aqu´ı muestra que los H6αα y H8αβ ajustan satisfactoriamente
los resultados DFT de los n-αα y n-αβ, respectivamente, y usamos estos modelos
para conocer la estructura electro´nica de los n-αα y n-αβ compuestos por canales ma´s
anchos de grafeno. Los sistemas n-αα y n-αβ esta´n caracterizados por el nu´mero “n”
que indica el nu´mero de cadenas zigzag que contiene el canal, donde la relacio´n “n”
con el ancho “W” del canal es:
W =
√
3
2
× ay × n ≈ 2.13× n [A˚] (5.11)
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Figura 5.30: Polarizacio´n de esp´ın para los sistemas n-αα, obtenidas con H6αα. Panel
izquierdo: Polarizacio´n de esp´ın del orden ferromagne´tico “FM” y antiferromagne´tico
“AF” de un borde α del canal de grafeno. Este resultado se obtuvo para diferentes n-αα,
desde n=12 hasta n=40, lo que implica que el ancho de estos canales va desde los 2
nano´metros hasta los 9 nano´metros. Panel central y panel derecho: Polarizacio´n de esp´ın
del 40-αα sobre una de sus celdas, detallando la diferencia entre el orden FM y AF.
por lo que los canales estudiados con la DFT son del orden de uno o dos nano´metros,
y con los modelos de Hubbard mencionados pasamos a estudiar canales de diversos
anchos. De aqu´ı en adelante detallaremos los resultados para canales de grafeno de
hasta nueve nano´metros, donde los u´ltimos son el 40-αα y el 40-αβ.
Comenzamos con la aplicacio´n del H6αα sobre los n-αα, desde n=12 hasta n=40.
En primer lugar, los ca´lculos de H6αα ha sido realizados buscando encontrar diferen-
tes o´rdenes magne´ticos del n-αα, y se encontraron u´nicamente dos. El orden antife-
rromagne´tico (AF) caracterizado por la polarizacio´n de esp´ın antiparalela entre sus
bordes, y el orden ferromagne´tico (FM) caracterizado por la polarizacio´n de esp´ın pa-
ralela entre sus bordes, los que mostramos en la Fig. 5.30. El panel izquierdo de 5.30
muestra la ma´xima polarizacio´n de esp´ın de los o´rdenes AF y FM, la cual se encuentra
en cualquiera de los bordes α del canal de grafeno, mientras que los paneles central y
derecho muestran la polarizacio´n de esp´ın de estos o´rdenes correspondientes al sistema
40-αα.
En la Fig. 5.31 (panel izquierdo) mostramos la diferencia de energ´ıa entre los o´rdenes
AF y FM del n-αα, y esta decrece con respecto al nu´mero de cadenas zigzag del canal.
Los resultados muestran que la fase ma´s estable es la AF, siendo su energ´ıa unos
cuantos meV -por celda unidad- menor con respecto a la energ´ıa de la fase FM, lo que
esta´ en acuerdo con los resultados de la DFT. Los paneles centrales de 5.31 muestran
los diagramas de bandas FM y AF del 40-αα, indicando que la fase FM es meta´lica
con las bandas de diferente esp´ın ma´s separadas en k∼ pi
a
, mientras que la fase AF es
semiconductora con las bandas de diferente esp´ın superpuestas entre s´ı.
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Figura 5.31: El modelo de Hubbard H6αα aplicado en los n-αα no estudiados con la
DFT. Panel izquierdo: Diferencia de energ´ıa entre la fase AF y la fase FM con respecto al
nu´mero “n” de cadenas zigzag del canal de grafeno. Panel central: Diagramas de bandas
del 40-αα obtenidas con el modelo de Hubbard, correspondientes a la fase estable AF y
la fase meta-estable FM. Con l´ıneas negras y grises mostramos las bandas de diferente
esp´ın, y la mayor separacio´n de estas se encuentra k = pia . Panel derecho: Dependencia
entre la brecha de energ´ıa ∆ y el nu´mero de cadenas zigzag del n-αα.
Las estructuras electro´nicas sugeridas por H6αα son similares a las estructuras
electro´nicas de la DFT para canales de mucho menor ancho. El H6αα predice el cara´cter
semiconductor y el orden magne´tico de los n-αα, y que su mayor diferencia entre estos
esta´ en sus brechas de energ´ıa “∆”. Estas ∆ tienen menor valor conforme mayor es
el ancho del canal, tal como mostramos en el panel derecho de 5.31. Por otra parte
los estados de valencia y conduccio´n de k ∼ pi
a
son estados de borde. En conclusio´n
el modelo de Hubbard predice que la estructura electro´nica del n-αα es similar a la
estructura electro´nica de las cintas de grafeno de bordes zigzag, donde las u´ltimas han
sido expuestas en el cap´ıtulo 2.
Continuamos con la aplicacio´n del H8αβ sobre los n-αβ, desde n=12 hasta n=40.
Los ca´lculos de H8αβ se realizaron buscando diferentes o´rdenes magne´ticos del n-αβ,
y u´nicamente se encontraron dos o´rdenes magne´ticos. Uno de estos es el orden ferro-
magne´tico que etiquetamos como NL, debido a que este presenta reducida o “ nula”
polarizacio´n de esp´ın alrededor del borde β del canal, y la polarizacio´n de esp´ın se
concentra alrededor del borde α del canal. En la Fig. 5.32 detallamos polarizacio´n de
esp´ın de este orden magne´tico. El otro orden magne´tico es el paramagne´tico (PM) el
cual detallamos mediante su diagrama de bandas.
En el panel izquierdo de la Fig. 5.33 mostramos la diferencia de energ´ıa entre los
o´rdenes NL y PM, indicando que el orden NL es mucho ma´s estable que el orden PM. El
panel central de 5.33 muestra el diagrama de bandas de la fase PM del 40-αβ, donde se
aprecia que los estados de borde de k ∼ 0 y k ∼ pi
a
se encuentran totalmente ocupados,
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Figura 5.32: Polarizacio´n de esp´ın para los sistemas n-αβ, obtenidas con H8αβ. Panel
izquierdo: Polarizacio´n de esp´ın del orden ferromagne´tico (NL) del canal de grafeno, el
cual esta caracterizado por la finita polarizacio´n de esp´ın en el borde α y la reducida o
nula polarizacio´n de esp´ın en el borde β. Los resultados son obtenidos para diferentes
canales de grafeno, desde n=12 hasta n=40. Panel central y panel derecho: Polarizacio´n
de esp´ın del orden NL del 40-αβ. Estos resultados los mostrados alrededor de los bordes
del canal de grafeno.
mientras que los estados de k ∼ 0.6pi
a
se encuentran desocupados. Por otra parte en el
panel derecho de 5.33 mostramos el diagrama de bandas de la fase NL, estas muestran
que los estados de borde de k ∼ pi
a
se encuentran parcialmente ocupados, donde los
estados de esp´ın ↑ esta´n ocupados mientras que los estados de esp´ın ↓ no. Esto genera
un polarizacio´n de esp´ın en el borde α del canal de grafeno que desdobla ligeramente
las bandas de diferente esp´ın.
La Fig 5.33 muestra el orden PM tiene ocupados a los estados de borde de diferente
esp´ın, y tambie´n muestra que la diferencia de energ´ıa entre NL y PM depende muy
poco del ancho del canal de grafeno, evidenciando el cara´cter local de la interaccio´n
entre estados de borde. Mediante ca´lculos DFT calculamos la diferencia de energ´ıas
entre las fases NL y PM del 10-αβ, y esta es de 35.1meV -por celda unidad- lo cual es
del mismo orden que la estimada por H8αβ que es de 24.4meV -por celda unidad-. El
modelo de Hubbard subestima esta diferencia de energ´ıas en un 30 % lo cual creemos
razonable debido a que este no contabiliza interacciones de Coulomb de mayor alcance.
5.5. Conclusiones.
En este cap´ıtulo implementamos modelos de Hubbard para los sistemas n-αα y
n-αβ. Los sistemas n-αα y n-αβ son canales de grafeno que esta´n en medio de regiones
altamente fluoradas del grafeno, donde a las u´ltimas las denominamos zona fluorada.
Los modelos de Hubbard son construidos con los resultados DFT del cap´ıtulo 4, ana-
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Figura 5.33: El modelo de Hubbard del 8-αβ aplicado en los n-αβ no estudiados con
la DFT. Este modelo sugiere que la fase del n-αβ es NL. Panel izquierdo: Diferencia de
energ´ıa entre la fase NL y la fase PM con respecto al nu´mero “n” de cadenas zigzag del
canal de grafeno. Panel central: Diagrama de bandas del modelo de Hubbard, corres-
pondiente a la fase meta-estable PM del 40-αα. Panel derecho: Diagrama de bandas del
modelo de Hubbard, correspondiente a la fase del 40-αα que es la fase NL. Las bandas
de esp´ın mayoritario las presentamos con l´ıneas negras mientras que las bandas de esp´ın
minoritario las presentamos con l´ıneas grises.
lizando con ma´s profundidad el cara´cter orbital y la estructura espacial de los estados
DFT del n-αα y n-αβ, correspondientes a canales de n≤10. El modelo de Hubbard es
construido con el fin de conocer la estructura electro´nica de los n-αα y n-αβ de n>10
que por limitaciones nume´ricas no pueden estudiarse eficientemente con la DFT, dado
que conforme ma´s ancho es el canal de grafeno mayor es el costo del ca´lculo DFT de
estructura electro´nica.
Para este objetivo realizamos ajuste de Wannier en los n-αα y n-αβ estudiados
con la DFT, el cual detallamos en las secciones iniciales de este cap´ıtulo. El ajuste de
Wannier es una transformacio´n desde los estados DFT hacia los orbitales de Wannier,
que consiste en un cambio de base similar a una transformada inversa de Fourier.
El ajuste de Wannier se realiza con el paquete Wannier90 [188, 189] con el cual se
obtiene un hamiltoniano no interactuante Hw,σ construido a partir del cambio de base
mencionado. Para realizar el ajuste de Wannier es necesario elegir los estados DFT
de mayor importancia del sistema, siendo estos los estados DFT cercanos al nivel de
Fermi. Estos estados son de cara´cter dominante pz y sus energ´ıas cubren desde los
8eV por debajo de nivel de Fermi hasta los 12eV por arriba del nivel de Fermi, y
con estos estados hacemos el cambio de base que parte desde los estados DFT (que
son funciones de Blo¨ch) hacia orbitales ma´ximamente localizados (que son orbitales de
Wannier). Los orbitales obtenidos con el ajuste de Wannier los denominamos orbitales
Wpi y orbitales WA, donde los primeros se ubican en cada posicio´n del canal de grafeno
mientras que los segundos se ubican en medio de cada par carbono-flu´or de la zona
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fluorada. Los Wpi tienen la estructura de los los orbitales pz mientras que los WA
tienen una estructura similar a la hibridacio´n asime´trica entre orbitales pz del flu´or y
orbitales pz del carbono. La base {Wpi,WA} muestra que los estados DFT cercanos al
nivel de Fermi pueden construirse como una combinacio´n lineal de orbitales ato´micos,
y esto abre la posibilidad de modelar los sistemas sistemas n-αα y n-αβ combinando
el me´todo de enlace fuerte con la interaccio´n de Hubbard.
Para construir el modelo de Hubbard es necesario averiguar la consistencia entre
Hw,σ y los resultados DFT, debido a que los para´metros del modelo de Hubbard se
derivan de los para´metros y resultados de Hw,σ. Encontramos que los autovectores de
Hw,σ reproducen el orden magne´tico de los sistemas n-αβ y n-αα, y sus autovalores
ajustan los diagramas de bandas de la DFT alrededor del nivel de Fermi. Por otra
parte los elementos de matriz de Hw,σ esta´n en acuerdo con la estructura cristalina
de los sistemas n-αβ y n-αβ, debido de que estos dependen de la separacio´n entre
las posiciones ato´micas. Por u´ltimo las energ´ıas locales Wpi y WA definen un “pozo
de potencial” que confina los autovectores de Hw,σ sobre el canal de grafeno, siendo
consistente con los estados DFT cercanos al nivel de Fermi.
Lo mencionado anteriormente indica que el ajuste de Wannier es consistente con los
resultados de la DFT, por tanto podemos usar los para´metros de Hw,σ para construir el
modelo de Hubbard. A partir del Hw,σ obtenido con el ajuste de Wannier del sistema
ζ, construimos el hamiltoniano Hζ que se resuelve con el me´todo de Hartree Fock.
Para que Hζ reproduzca la estructura electro´nica de la DFT necesitamos ajustar la
interaccio´n de Coulomb. Esto lo realizamos ajustando la constante de Hubbard Upi y
ajustando el peso de los estados de borde, donde los u´ltimos son estados cercanos al
nivel de Fermi con peso dominante en los bordes del canal de grafeno.
La estimacio´n de Upi se realizo´ con las energ´ıas locales y la polarizacio´n de esp´ın
de Hw,σ, y estos resultados indican que Upi=3.45eV que no esta´ apartado de las esti-
maciones realizadas en diversos sistemas compuestos por grafeno [22, 23, 68]. Por otra
parte, los estados de borde del Hw,σ ajustan correctamente los estados DFT. Sin em-
bargo Hw,σ contienen elementos de matriz entre orbitales muy distantes entre s´ı, y para
construir Hζ es necesario usar los elementos de matriz ma´s relevantes que preservan
el peso y la estructura de los estados de borde de la DFT. Los sistemas estudiados
presentan dos clases de estados de borde, los que tienen mayor peso en el borde α y los
que tienen mayor peso en el borde β. Los autovectores de Hw,σ preservan la estructura
de los estados de borde “α”, aun s´ı Hw,σ contenga solamente elementos de matriz a
primeros vecinos. En cambio los autovectores de Hw,σ preservan la estructura de los
estados de borde “β”, siempre que Hw,σ contenga elementos de matriz -por lo menos-
hasta los terceros vecinos, en caso opuesto, los autovectores de Hw,σ sobrestiman en
un ∼15 % el peso de los estados de borde “β” de la DFT lo que incrementa la inter-
accio´n de Coulomb entre estos estados. Por otra parte, las bandas de Hw,σ respetan
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la dispersio´n de las bandas DFT cuando Hw,σ contiene elementos de matriz hasta los
segundos vecinos, y si hay necesidad de usar ma´s elementos de matriz es necesario que
Hw,σ contenga elementos de matriz hasta los quintos vecinos con el fin de respetar
la dispersio´n de las bandas DFT. Estos resultados nos llevan a la conclusio´n de que
Hζ debe construirse con elementos de matriz hasta segundos vecinos para ajustar los
resultados DFT de los n-αα, y de hasta quintos vecinos para ajustar los resultados
DFT de los n-αβ.
Construimos diversas parametrizaciones del modelo Hubbard, sin embargo dos de
ellas ajustan correctamente los resultados DFT presentados en el cap´ıtulo 4. La primera
es el H6αα que fue construido con los para´metros de Hw,σ del ajuste de Wannier del
6-αα. ElH6αα indica que existen dos o´rdenes magne´ticos para los sistemas n-αα, uno es
el antiferromagne´tico (AF) que se caracteriza por la polarizacio´n de esp´ın antiparalela
entre los bordes del canal, y el otro es el ferromagne´tico (FM) que se caracteriza por la
polarizacio´n de esp´ın paralela entre los bordes del canal. El H6αα indica que los n-αα
de n≤10 son AFs, y la diferencia de energ´ıa entre los o´rdenes AF y FM es del orden
de los meV, lo que esta´ en acuerdo con los resultados de la DFT. Los resultados de
H6αα para n-αα de n>10 -que no fue estudiado con la DFT- sugieren que la fase de
los n-αα es la AF, y que la diferencia de energ´ıa entre los o´rdenes AF y FM decrece
conforme ma´s ancho es el canal de grafeno. Adema´s, la fase AF es semiconductora con
una brecha de energ´ıa que decrece con el ancho del canal de grafeno.
El segundo modelo de Hubbard es el H8αβ que fue construido con los para´metros de
Hw,σ del ajuste de Wannier del 8-αβ. El H8αβ reproduce cualitativamente la estructura
electro´nica de los n-αβ de n≤10 los cuales conoc´ıamos por ca´lculos de la DFT. El
resultado mayor de este ajuste es la reproduccio´n de la transicio´n semiconductor-metal
de los n-αβ, donde los n-αβ de n≤6 son semiconductores mientras que los n-αβ de n>6
son meta´licos, este resultado esta´ aproximadamente en acuerdo con los resultados de
la DFT, dado que la DFT indica que el 6-αβ es meta´lico de forma marginal. Por otra
parte, H8αβ reproduce el orden magne´tico de los sistemas mencionados, siendo el orden
ferromagne´tico (FM) para los n-αβ de n≤6, y siendo el orden ferromagne´tico del tipo
NL para los n-αβ de n>6, donde NL significa que la polarizacio´n de esp´ın en el borde
β es “nula” o pequen˜a. Para obtener esta transicio´n fue necesario ajustar la interaccio´n
de Coulomb entre estados de borde, la que depende de la constante de Hubbard, de la
localizacio´n de los estados de borde β, y de las energ´ıas locales cercanas al borde β.
Habiendo reproducido los resultados de la DFT, usamos H8αβ para conocer la es-
tructura electro´nica de los n-αβ de n>10. Los resultados de H8αβ dicen que existen
dos o´rdenes magne´ticos, el orden NL del n-αβ y el orden paramagne´tico (PM) el cual
carece de polarizacio´n de esp´ın en toda regio´n del n-αβ. La fase estable de estos n-αβ
es la NL, que presenta polarizacio´n de esp´ın alrededor del borde α del canal n-αβ. La
diferencia de energ´ıa entre las fases NL y PM es del orden de los 25meV por celda uni-
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dad, donde esta diferencia depende muy poco del ancho del canal y es un 30 % menor
que la diferencia de energ´ıa del resultado de la DFT, lo cual creemos que viene porque
H8αβ no considera interacciones de Coulomb de mayor alcance.
Los resultados del H6αα muestran que las propiedades electro´nicas del n-αα son
similares a las propiedades electro´nicas de las cintas de grafeno zigzag que estudiamos
en el cap´ıtulo 2. Por otra parte, las propiedades electro´nicas del H8αβ son similares a
las propiedades electro´nicas de las cintas de grafeno de borde zigzag-Klein [56, 62, 203]
que han sido recientemente encontradas experimentalmente. Sin embargo se aprecian
algunas diferencias entre e´stas. Los resultados de H8αβ y de la DFT indican que la po-
larizacio´n de esp´ın en el borde β se suprime conforme el canal es ma´s ancho. En cambio
segu´n la DFT, las cintas zigzag-Klein preservan su polarizacio´n de esp´ın en el borde β
debido a su elevada interaccio´n de Coulomb en este borde [62]; pero mencionamos que
estas u´ltimas no han sido estudiadas con profundidad debido a su inestable estructura
cristalina [203].
Por lo tanto esta investigacio´n indica que las propiedades electro´nicas de los canales
de grafeno y de las cintas de grafeno son similares entre s´ı. Adema´s es ma´s factible
construir canales de grafeno zigzag sobre grafeno fluorado que cintas de grafeno zigzag
debido a que el borde β de de los canales es mucho ma´s estable que el borde β de las
cintas de grafeno. En el ape´ndice C mostramos la estabilidad del flu´or en las interfases
α y β, debido a que para desordenar esta´s interfases es necesario pagar un costo de
energ´ıa, que esta´ asociado a la altura de la barrera de difusio´n del flu´or.

Cap´ıtulo 6
Difusio´n de a´tomos de flu´or en
grafeno dopado.
6.1. Introduccio´n
En los primeros cap´ıtulos de esta tesis, mostramos la estructura electro´nica y crista-
lina del grafeno. En este caso, cada uno de sus a´tomos presenta hibridacio´n sp2 obtenida
por sus orbitales de valencia s, px y py. Esta hibridacio´n produce las bandas σ y σ
∗ que
se encuentran lejos del nivel de Fermi, siendo en gran parte responsable de la estructura
cristalina del grafeno. Por otro lado, los orbitales de valencia pz producen las bandas
pi y pi∗ que son responsables de las diversas propiedades electro´nicas del sistema [1],
dado que en ellas se ubica el nivel de Fermi. En particular, las propiedades electro´nicas
inusuales del grafeno se deben a la relacio´n de dispersio´n lineal alrededor del nivel de
Fermi, o ma´s precisamente del espectro tipo Dirac de las excitaciones electro´nicas.
Existen diversos me´todos para dopar al grafeno. Uno de ellos es la aplicacio´n de
potenciales de compuerta sobre grafeno, el cual se encuentra conectado a contactos que
sirven de fuentes y sumideros de carga [6, 14, 206], como se describio´ en el cap´ıtulo 2.
Otro me´todo consiste en depositar adsorbatos en el grafeno que actu´an como donores o
aceptores de carga. Ambos me´todos tambie´n pueden ser utilizados de forma combinada
[207]. Sin embargo, las propiedades del grafeno se modifican dependiendo del tipo de
adsorbatos. En algunos casos si depositamos grafeno en una atmo´sfera de a´tomos o
mole´culas se producen cambios en su resistividad, que pueden ser tan sensibles que
permiten contabilizar la cantidad de adsorbatos sobre el grafeno [207], lo que hace al
grafeno un material adecuado para la implementacio´n de sensores moleculares.
La sensibilidad del grafeno a la presencia de adsorbatos o vacancias se debe a la
distorsio´n local, tanto en los enlaces covalentes como en la estructura de la red crista-
lina. En caso de las vacancias, ca´lculos de primeros principios sugieren la existencia de
momentos magne´ticos alrededor de las vacancias del grafeno [208, 209], lo cual puede
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producir dispersio´n -scattering- dependiente del esp´ın en el transporte. Este resultado
es realista debido a que se sab´ıa que las vacancias sobre el grafito producen polariza-
cio´n de esp´ın [210]. Sin embargo, la estabilidad de los enlaces σ del grafeno dificultan
la incorporacio´n de vacancias puras sobre el grafeno, ya que suele haber una reestruc-
turacio´n de la red alrededor de la vacancia. Una alternativa a esto surge a partir de los
ca´lculos de primeros principios que sugieren que al depositar a´tomos de hidro´geno -de
forma diluida sobre el grafeno- se encuentran propiedades semejantes a las propiedades
obtenidas por las vacancias [211]. Esto sucede por la fuerte ligadura del hidro´geno con
un a´tomo del grafeno. Recientemente efectos magne´ticos producidos por la adsorcio´n
de hidro´geno han sido reportados en [212].
Las ligaduras entre el grafeno y sus adsorbatos son fuertes cuando el enlace entre
ellos es covalente. Ca´lculos de primeros principios sugieren que el flu´or (F), el metilo
(CH3), el hidro´xido (OH), y el ox´ıgeno (O), se enlazan de forma covalente con el grafeno.
Por otro lado, el litio (Li), el sodio (Na), el potasio (K), el cesio (Cs), el cloro (Cl), el
bromo (Br), y el yodo (I) se adhieren al grafeno por enlaces tipo io´nicos [213]. El tipo de
enlace puede caracterizarse por la densidad de estados del sistema grafeno-adsorbato
porque cuando el enlace es covalente (io´nico) se aprecia mucha (poca) hibridacio´n
entre los estados del adsorbato y el grafeno. Otra forma de evidenciar el tipo de enlace
grafeno-adsorbato es mediante la presencia de carga electro´nica en medio de estos, en
caso de que exista carga entonces el enlace es covalente. En caso de que no exista carga
entre el grafeno y el adsorbato, y adema´s se presente un exceso o defecto de carga en
el adsorbato, entonces el enlace es tipo io´nico. Ejemplos de estos han sido mostrados
en la Ref. [214] para el H2O, NH3, CO, NO2, lo que esta´ en acuerdo con los resultados
experimentales [207].
Los adsorbatos que generan impurezas magne´ticas sobre el grafeno son de mucho
intere´s debido a la f´ısica del efecto Kondo. Dentro de este marco los ca´lculos de pri-
meros principios indican que el Co y el NiH son adsorbatos de alto potencial para este
efecto. Si bien es cierto que los resultados experimentales no evidencian claramente el
efecto Kondo en grafeno [215], se presenta nueva f´ısica sobre el grafeno que motiva su
investigacio´n con ca´lculos de primeros principios y me´todos ma´s sofisticados [216–221].
La estructura electro´nica del grafeno puede modificarse por la adherencia de ab-
sorbatos sobre el mismo, siempre que los estados cercanos al nivel de Fermi tengan
peso en el adsorbato [222]. Esto motiva el estudio de la adsorcio´n de a´tomos sobre
grafeno en diferentes concentraciones con el fin de controlar las propiedades electro´ni-
cas del grafeno, y esta f´ısica ofrece una buena ruta para sintonizar sus propiedades
electro´nicas. Entre todos los adsorbatos presentados ponemos especial atencio´n en el
flu´or [35]. Investigaciones en ca´lculos de primeros principios sugieren la posibilidad de
controlar la ligadura del flu´or mediante el dopaje del grafeno. Para el sistema flu´or-
grafeno, el enlace entre el flu´or y el grafeno es ma´s covalente conforme reducimos el
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Figura 6.1: Posiciones no equivalentes de un adsorbato sobre los a´tomos (C) del grafeno.
(a) Adsorbato localizado sobre un a´tomo C, la cual etiquetamos como “t”. (b) Adsorbato
localizado entre dos a´tomos C, y esta posicio´n la etiquetamos como “b”. (c) Adsorbato
localizado en medio del anillo hexagonal de a´tomos de carbono. A esta posicio´n la eti-
quetamos como “h”. Los ca´lculos de primeros principios en grafeno sugieren que en la
adsorcio´n el flu´or y el hidro´geno se ubican en la posicio´n “t” [35, 211], el ox´ıgeno en la
posicio´n “b” [223], y el cobalto en la posicio´n “h” [215, 224].
dopaje electro´nico, que es lo mismo a dopar con huecos; en cambio el enlace entre el
flu´or y el grafeno reduce su cara´cter covalente y cambia a un enlace tipo carga imagen
cuando incrementamos el dopaje electro´nico. Cuando el enlace entre estos es covalente,
se evidencia una mayor deformacio´n de la estructura plana del grafeno, y cuando este
enlace es tipo carga-imagen, se recupera aproximadamente la estructura plana del gra-
feno [35]. Este cambio de enlace entre el grafeno y el flu´or puede afectar el proceso de
difusio´n del flu´or sobre grafeno. Para cuantificar esto es necesario calcular la barrera
de difusio´n del flu´or sobre el grafeno, y calcular la dependencia de la barrera de difu-
sio´n con respecto a el dopaje electro´nico del sistema, siendo este el objetivo principal
en este cap´ıtulo. Inicialmente describiremos las propiedades del flu´or sobre el grafeno
conforme dopamos al sistema, y posteriormente describiremos la barrera de difusio´n
del flu´or sobre el grafeno. Estos resultados han sido publicados en la Ref. [48].
6.2. Adsorbato de flu´or sobre grafeno.
Los adsorbatos sobre el grafeno pueden depositarse en tres posiciones de alta sime´tria:
(a) La posicio´n “t”, donde el adsorbato se deposita sobre un a´tomo del grafeno (top),
(b) la posicio´n “b” donde el adsorbato se encuentra sobre 2 a´tomos del grafeno (brid-
ge), (c) la posicio´n “h” donde adsorbato se localiza en medio de un anillo hexagonal de
a´tomos de grafeno (hexagonal). La Fig. 6.1 muestra estas posiciones para tres a´tomos
diferentes. En general los adsorbatos que se enlazan de forma covalente se depositan en
las posiciones “t” y “b”, dependiendo de la cantidad de electrones que precisan para
llenar su u´ltima capa ato´mica. Debido a que el hidro´geno y el flu´or necesitan un electro´n
para llenar su nivel 1s1 y 1s22s22p5, respectivamente, estos a´tomos so´lo necesitan un
enlace covalente para poder completar sus niveles ato´micos, y por tanto se vinculan
esencialmente con un u´nico a´tomo del grafeno y se depositan sobre este u´ltimo en la
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Figura 6.2: (a) Para´metros geome´tricos que caracterizan la estructura cristalina alrede-
dor del enlace grafeno-flu´or. El a´tomo de flu´or (F) se deposita sobre uno de los a´tomos del
grafeno (C0), y su enlace produce deformaciones sobre sus a´tomos vecinos ma´s cercanos
(Cn). Los a´ngulos θ y φ son formados por las aberturas F− C0 − Cn y Cn − C0 − Cn,
respectivamente, y las distancias F− C0 y Cn − C0 las etiquetamos como dFC0 y dCn−C0 ,
respectivamente. (b) Estructura cristalina del sistema grafeno-flu´or alrededor del flu´or
para distintos dopajes del sistema. La configuracio´n de la derecha (izquierda) corres-
ponde al dopaje con electrones (huecos), y la configuracio´n central corresponde al caso
neutro del sistema. Por u´ltimo definimos la distancia dC0G como la elevacio´n del a´tomo
C0 con respecto a el plano del grafeno.
posicio´n “t”. Usando esta misma regla, el a´tomo de ox´ıgeno necesita dos electrones
para llenar su nivel 1s22s22p4 y por tanto precisa dos enlaces covalentes que adquiere
con dos a´tomos vecinos del grafeno, por tanto el ox´ıgeno se ubica en la posicio´n “b”.
Por otro lado las posiciones “h” usualmente esta´n ocupadas por a´tomos que tienen un
enlace io´nico con el grafeno.
Cuando el flu´or se absorbe en el grafeno se producen deformaciones sobre el mismo
que deben ser tenidas en cuenta. Estas deformaciones las mostramos con ma´s detalle en
la Fig. 6.2 donde definimos algunos para´metros geome´tricos y su correspondiente evolu-
cio´n con el dopaje del sistema. Para esto definimos tres tipos de a´tomos particulares: El
adsorbato (F, el flu´or), el a´tomo que soporta al adsorbato (C0) y sus correspondientes
a´tomos vecinos (Cn). Con estos a´tomos definimos cinco para´metros geome´tricos que
presentamos en la Fig. 6.2 y que pasamos a describir:
θ: Es el a´ngulo definido entre los a´tomos F− C0 − Cn.
φ: Es el a´ngulo definido entre los a´tomos Cn − C0 − Cn.
dC0Cn : Es la separacio´n entre los a´tomos C0 y Cn.
dFC0 : Es la separacio´n entre los a´tomos F y C0.
dC0G: Es la elevacio´n del a´tomo C0 con respecto a el plano de grafeno.
Existe una relacio´n entre estas variables geome´tricas y el cambio de la hibridacio´n
del grafeno alrededor del adsorbato. En principio, observando la configuracio´n derecha
de la Fig. 6.2 notamos que θ ∼ pi
2
y φ ∼ 2pi
3
y en consecuencia dC0G ∼ 0. En este caso los
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Figura 6.3: Su´perceldas de grafeno que contienen un adsorbato de flu´or. En los paneles
(a) y (b) presentamos las su´per-celdas N×N para N=3 y N=4, respectivamente. Cada
una de ellas contiene 2×N2 a´tomos de carbono (C) y son de simetr´ıa triangular. En el
panel (c) presentamos la celda rectangular 60C1F, ya que contiene 60 a´tomos C y un
a´tomo de F. Tomando a esta celda como celda unidad, se produce el grafeno -arreglo
hexagonal de a´tomos C- y un arreglo rectangular de a´tomos de F, el cual llamaremos
sistema 60C1F. En este cap´ıtulo trabajamos con el 60C1F y con el sistema 32C1F, donde
el u´ltimo es obtenido con la su´per-celda 4×4.
orbitales de C0 son tipo sp
2 y pz, sin embargo cuando el adsorbato esta´ ma´s ligado con
el grafeno, los orbitales de C0 cambian hacia los orbitales tipo sp
3; tres de ellos (σn)
dirigidos hacia sus vecinos Cn y uno de ellos (pi) en direccio´n perpendicular al plano
de grafeno. Este cambio de hibridacio´n podemos contabilizarlo mediante el para´metro
de hibridacio´n de C0 el cual llamamos A [44]:
|pi〉 = A|s〉+
√
1− A2|pz〉 ,
|σ1〉 =
√
1− A2
3
|s〉+
√
2
3
|px〉 − A√
3
|pz〉 ,
|σ2〉 =
√
1− A2
3
|s〉 − 1√
6
|px〉+ 1√
2
|py〉 − A√
3
|pz〉 ,
|σ3〉 =
√
1− A2
3
|s〉 − 1√
6
|px〉 − 1√
2
|py〉 − A√
3
|pz〉 ,
(6.1)
y es importante indicar la relacio´n entre A y θ:
cos(θ) = − A√
A2 + 2
. (6.2)
Estas ecuaciones evidencian la relacio´n entre el tipo de hibridacio´n y la elevacio´n
de C0 por sobre el plano del grafeno. En nuestro ca´lculo las distancias dFC0 , dC0Cn ,
dC0G las obtenemos relajando la estructura cristalina mediante los ca´lculos de primeros
principios, y de aqu´ı obtenemos θ y φ.
Los ca´lculos de primeros principios los realizamos usando el paquete Quantum Es-
presso [178] que por su disen˜o trabaja con sistemas perio´dicos. En nuestro caso desea-
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Sistema |ai|[1.42
√
3] Ef [Ry] Eρ [Ry] nkpi mp [Ry] δE [eV]
32C1F |a1| = |a2| = 4 70 420 4× 4× 1 0.01 0.001
60C1F |a1| = 4; |a2| = 3
√
3 70 420 2× 2× 1 0.01 0.001
Tabla 6.1: Para´metros de red de los sistemas 32C1F y 60C1F, y sus respectivas variables del
me´todo de la funcional densidad (DFT). Aclaramos que el s´ımbolo “mp” corresponde el me´todo
de integracio´n Methfessel-Paxton [148] y sus valores corresponden a la temperatura efectiva
“smearing” usada en el proceso de ca´lculo. Por otro lado “nkp” simboliza el mallado de la zona
de Brillouin con el me´todo Monkhorst-Pack [145].
mos calcular la barrera de difusio´n de un u´nico flu´or en medio del grafeno, y para evitar
la interaccio´n entre el adsorbato y sus ima´genes, hacemos el ca´lculo con celdas unidad
de gran taman˜o que contengan un a´tomo de flu´or. Para este fin se usan las llamadas
su´perceldas N×N, que contienen 2×N2 a´tomos de C, y que preservan la simetr´ıa trian-
gular del grafeno. Un par de sistemas generados con estas celdas unidad las mostramos
en la Fig. 6.3(a,b). Por otro lado en la Fig. 6.3(c) presentamos el sistema 60C1F que
esta´ generado por una celda unidad rectangular; esta celda esta´ compuesta por sesenta
a´tomos de carbono y un a´tomo de flu´or, y reproduce el arreglo hexagonal del grafeno y
un arreglo rectangular de a´tomos de flu´or. En este cap´ıtulo trabajamos con el sistema
60C1F y con el sistema 32C1F, donde el u´ltimo es obtenido con la su´per-celda 4×4.
En estos ca´lculos se usaron pseudopotenciales construidos con el me´todo PAW
[169–171] en la descripcio´n GGA, usando el funcional de intercambio y correlacio´n
de Perdew-Burke-Ernzerhoff [125]. Los orbitales de Kohn-Sham -OKS- y la densidad
electro´nica -ρ(r)- se expanden en ondas planas, donde las ma´ximas energ´ıas de es-
tas son 70Ry y 420Ry, respectivamente. Para el sistema 32C1F usamos un mallado
nkp1 × nkp2 × nkp3 = 4×4×1 en su zona de Brillouin, mientras que para el sistema
60C1F usamos un mallado nkp1 × nkp2 × nkp3 = 2×2×1 en su zona de Brillouin. La
densidad electro´nica se calculo´ con la funcio´n de integracio´n Methfessel-Paxton [148]
con una temperatura efectiva “smearing” de 0.01Ry. Consideramos que las estructuras
cristalinas se encuentran relajadas cuando las fuerzas entre a´tomos y tensiones del sis-
tema son menores que 5× 10−3eVA˚−1 y 0.5GPa, respectivamente. El comportamiento
bidimensional se obtiene separando las distintas ima´genes del sistema en 20A˚ en la
direccio´n zˆ, y un ejemplo de la separacio´n entre ima´genes la presentamos ma´s adelante
en la Fig. 6.5. Toda esta calibracio´n produce una incertidumbre energe´tica de 10−3eV
por a´tomo, y en la tabla 6.1 mostramos estos para´metros de calibracio´n.
Debido a que los ca´lculos son realizados con diferentes dopajes, se generan inter-
acciones entre ima´genes del sistema grafeno-flu´or porque la distribucio´n de carga en
cada imagen no es uniforme. Para reducir esta interaccio´n fue necesario -como hemos
mencionado- separar cada imagen del sistema en 20A˚, y tambie´n es necesario adicionar
la correccio´n de campo dipolar [225, 226] (DFC, por sus siglas en ingle´s) que suprime
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el te´rmino dipolar de los campos generados por la periodicidad del sistema (ver en de-
talle ma´s adelante). Con estos criterios se calculo´ la estructura cristalina del sistema y
su correspondiente densidad de estados. Posteriormente se calcularon las barreras y el
camino de difusio´n con el me´todo de las bandas ela´sticas deformadas [181, 182] (NEB,
por sus siglas del ingle´s) que se presento´ en el cap´ıtulo 3. Por u´ltimo, el proceso de
paralelizacio´n para los ca´lculos auto-consistentes y no auto-consistentes DFT ha sido:
mpirun -np 8 pw.x -nimage 1 -npool 2 -nband 1 -ntg 1 -ndiag 4
-input file.in > file.out
donde hemos usamos 8 procesadores (np) en el ca´lculo, dividiendo estos en dos gru-
pos (npool) de 4 procesadores que calculan los estados en cada punto de la Zona de
Brillouin, y hemos dividido las tareas de a´lgebra lineal en 4 grupos (ndiag).
6.2.1. Correccio´n de campo dipolar.
Para calcular la funcio´n trabajo, la adsorcio´n de impurezas, las barreras de difusio´n
de los adsorbatos, y otras propiedades, es necesario estudiar la superficie de los so´lidos,
y para esto es necesario romper en cierta medida el arreglo perio´dico del material.
Estas propiedades pueden calcularse con la teor´ıa de la funcional densidad simulando
las superficies con grandes celdas unidad que producen bloques separados por el vac´ıo.
Por ejemplo una imagen de este tipo de estructura la presentamos en la Fig. 6.4, donde
la celda unidad esta´ encerrada por el cuadrado gris. En este ejemplo los bloques esta´n
compuestos por 6 capas de grafeno apiladas de tal forma que modelan la superficie del
grafito. Aqu´ı se aprecian las superficies inferior y superior que etiquetamos como A y
B, cuya separacio´n es mucho menor que el para´metro de red a3.
Los ca´lculos DFT generalmente trabajan con sistemas perio´dicos, y en consecuencia
las propiedades de superficie se calculan correctamente siempre y cuando no existan
distintos potenciales en estas superficies A y B -ver Fig. 6.4(a)-; en cambio si depo-
sitamos impurezas so´lo sobre una superficie del bloque -ver panel Fig. 6.4(b)- surgen
errores sistema´ticos en los ca´lculos DFT porque las superficies A y B tienen potenciales
diferentes que producen un campo artificial E en medio del vac´ıo. El campo E es el
resultado de las condiciones perio´dicas del sistema, y se incrementa conforme mayor
sea la transferencia de carga entre impurezas y la superficie, y tambie´n se incremen-
ta conforme menor es la separacio´n entre las superficies A y B de distintos bloques.
Podr´ıamos eliminar E en la zona vac´ıa depositando la misma cantidad de impurezas
en ambas superficies del bloque -ver la Fig. 6.4(c)- pero esta solucio´n exige bloques
compuestos por ma´s capas para reducir la interaccio´n entre las impurezas, lo que exige
mayor costo nume´rico en el ca´lculo DFT. En consecuencia uno trabaja con la confi-
guracio´n presentada en la Fig. 6.4(b), pero la adicio´n del campo E impide calcular
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Figura 6.4: Superficie de grafito con adsorbatos, modelado con la teor´ıa de la funcio-
nal densidad. (a) Bloque de 6 capas de grafeno, donde las capas internas componen la
estructura interna del grafito, y las dos capas externas conforman las superficies supe-
rior e inferior que etiquetamos como A y B, respectivamente. Las superficies A y B en
promedio tienen el mismo potencial, por lo que el arreglo perio´dico no induce campo en
el vac´ıo (E=0). (b) Adsorbatos depositados sobre la superficie A del grafito, y en este
caso el campo E en el vac´ıo es finito porque los potenciales de las superficies A y B son
diferentes. (c) Adsorbatos depositados sobre la superficie A y B del grafito con la misma
concentracio´n. En este caso el campo E en medio del vac´ıo es nulo porque una superficie
es el reflejo de la otra.
correctamente algunas propiedades del so´lido como la funcio´n trabajo, y en nuestro
caso particular las barreras de difusio´n. Por lo tanto, necesitamos usar un me´todo que
permita eliminar este campo generado por las condiciones perio´dicas.
En nuestro sistema grafeno-flu´or estos problemas de campo artificial esta´n presentes
de forma ma´s aguda por la electronegatividad del flu´or, que favorece la transferencia
de carga entre el grafeno y el flu´or [227], y no ser´ıa correcto poner adsorbatos sobre y
debajo de grafeno porque precisamos celdas unidad gigantes para separar estos a´tomos.
Por este motivo los ca´lculos DFT de este sistema deben incluir la correccio´n de campo
dipolar [225, 226] que describimos a continuacio´n.
Sea nuestro sistema un bloque compuesto por un par de superficies planas, donde
los vectores normales de estas superficies apuntan en la direccio´n zˆ como se muestra
en las Fig. 6.4 y 6.5. La correspondiente densidad ρ(r) del sistema la descomponemos
de la siguiente forma:
ρ(r) = ρav(z) + ρxy(r) ,
con: ρav(z) =
1
Ωxy
∫
Ωxy
ρ(r) dx dy , por lo que:
∫
ρxy(r) dx dy = 0 ,
(6.3)
donde ρav(z) es la densidad de carga total en z, y ρxy(r) es la modulacio´n de la densidad
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Figura 6.5: Distribucio´n de carga sobre una red diluida de flu´or sobre grafeno. Las
superficies de carga se definen para ρ(r)=0.25 e
a30
que evidencian el momento dipolar
ele´ctrico originado por la transferencia de carga entre el grafeno y el flu´or. Aqu´ı E es el
campo artificial que permite respetar las condiciones de contorno perio´dicas y DFC es
el campo que correccio´n dipolar.
de carga en z. El potencial generado por la distribucio´n de carga es:
V (r) = Vxy(r)− 2pi
∫ ∞
−∞
ρav(z1)|z − z1|dz1 = Vxy(r) + Vav(z) , (6.4)
donde Vxy(r) es el potencial generado por ρxy(r), y Vav(z) es el potencial generado por
ρav(z). Fuera del bloque el potencial Vxy(r) decae de forma exponencial en la direccio´n
z porque en promedio ρxy(r) tiene carga nula [226], donde su constante de decaimiento
se escribe en funcio´n de los para´metros de red del plano xy. Por otra parte, por arriba
del bloque Vav(z) = 2pim mientras que por debajo del bloque Vav(z) = −2pim, donde
m es el momento dipolar superficial definido como:
m =
∫ ∞
−∞
z1ρav(z1)dz1 , (6.5)
por lo tanto Vxy(r) → 0 y Vav(z) = ±2pim cuando nos alejamos del bloque y en
consecuencia el potencial total V (r) es constante y no hay campo ele´ctrico E que
impida o favorezca la presencia de adsorbatos sobre la superficie, y por esto el ca´lculo
de la funcio´n trabajo, y en nuestro caso particular, las barreras de difusio´n, pueden
realizarse sin errores sistema´ticos.
202 Difusio´n de a´tomos de flu´or en grafeno dopado.
Sin embargo, el sistema grafeno-adsorbato es modelado en el DFT con sus respecti-
vas ima´genes generadas por las condiciones perio´dicas de contorno, lo cual mostramos
en la Fig. 6.5, donde las ima´genes esta´n separadas por la distancia zm. Encontramos que
el potencial presentado en la Ec. (6.4) no satisface las condiciones perio´dicas de con-
torno porque V (r) por arriba y debajo del grafeno deben ser ide´nticos. Para satisfacer
las condiciones perio´dicas necesitamos adicionar un te´rmino lineal en el potencial:
V (r)per = Vxy(r) + Vav(z)− 4pim
(
z
zm
− 1
2
)
= V (r)− 4pim
(
z
zm
− 1
2
)
, (6.6)
siendo V (r)per el potencial del ca´lculo de la estructura electro´nica de la DFT, el cual
tiene una estructura tipo sierra que empalma los diferentes potenciales de las superfi-
cies. Esto sucede porque el DFT esta´ resolviendo un sistema equivalente a un arreglo
perio´dico de planos cargados de forma dipolar, y de esta forma se satisfacen las condi-
ciones perio´dicas de contorno: V (x, y, z)per = V (x, y, z + zm)per. Uno de estos casos lo
detallamos en la Fig. 6.5 con el grafeno y los adsorbatos de flu´or; ve´ase que la superficie
superior (inferior) del sistema grafeno-adsorbato se encuentra con ma´s carga negativa
(positiva) por la alta electronegatividad del flu´or.
Nosotros buscamos modelar una capa de grafeno con adsorbatos y sabemos que el
campo E = 4pi m
zm
zˆ generado por el tercer te´rmino de la Ec. (6.6) no debe estar presente
en nuestros ca´lculos. Por eso adicionamos el potencial Vdfc(z) que produce el campo de
correccio´n dipolar DFC, por tanto el potencial V (r)per resulta ser:
V (r)per = Vxy(r) + Vav(z)− 4pim
(
z
zm
− 1
2
)
+ Vdfc(z) , (6.7)
donde Vdfc(z) se escribe:
Vdfc(z) = 4pim
(
z
zm
− 1
2
)
, cuando δz < z < zm − δz , (6.8)
De esta forma V (r)per = Vxy(r) + Vav(z) en z ∈ [δz, zm − δz] es ide´ntico al potencial
del grafeno en medio del vac´ıo. En cambio en la zona [−δz, δz] el potencial V (r)per
satisface las condiciones perio´dicas de contorno. En [−δz, δz] se encuentra la fuente
del DFC y es necesario que ρ(r) → 0 en esta regio´n para evitar errores sistema´ticos.
No´tese que en el ejemplo de la Fig. 6.5 el sistema se encuentra en la posicio´n z = zm
2
alejado de la fuente del campo de correccio´n dipolar, y si bien es cierto que describimos
esta correccio´n para el sistema ubicado en medio de z ∈[0:zm], esta correccio´n -por el
tratamiento DFT- tambie´n es aplicada en cada una de las ima´genes del sistema. Por
u´ltimo indicamos que el potencial mostrado en (6.7) corrige la energ´ıa total del sistema
cuya contribucio´n se explica en las referencias [225, 226].
Este me´todo esta´ implementado en el paquete Quantum Espresso [178], y conti-
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Con DFC Con DFC Sin DFC Sin DFC
a3 [A˚] Celda Unidad dFC0 [A˚] dC0G[A˚] dFC0 [A˚] dC0G[A˚]
12 2× 2 1.523 0.334 1.537 0.328
20 2× 2 1.523 0.334 1.530 0.330
12 3× 3 1.536 0.441 1.547 0.436
20 3× 3 1.536 0.441 1.542 0.439
12 4× 4 1.551 0.503 1.560 0.501
20 4× 4 1.551 0.503 1.556 0.501
Tabla 6.2: Para´metros geome´tricos del enlace F− C0 para diferentes sistemas en dopaje
neutro (δn = 0). Los resultados son mostrados para sistemas N×N con y sin la correccio´n
de campo dipolar (DFC). Si no usamos la DFC subestimamos la distancia dFC0 en un
valor ma´ximo de 0.02A˚.
nuando con nuestro trabajo sobre los sistemas grafeno-flu´or, presentamos en la tabla
6.2 algunos resultados de la relajacio´n cristalina con y sin la correccio´n de campo di-
polar. En este caso presentamos la distancia entre los a´tomos F y C0, as´ı como, la
elevacio´n del a´tomo C0 con respecto a el plano de grafeno. En cada sistema evaluamos
cuatro casos diferentes, donde la separacio´n entre ima´genes es de 12A˚ o 20A˚ activando
o apagando la correccio´n de campo dipolar. No´tese que cuando la DFC es aplicada,
entonces la distancia dFC0 es ide´ntica para cada sistema sin importar la separacio´n
entre las ima´genes. Por otro lado, cuando apagamos el DFC obtenemos distancias dFC0
y dC0G que dependen de la separacio´n entre ima´genes del sistema. En conclusio´n cuan-
do omitimos DFC se sobrestiman (subestiman) las distancias dFC0 (dC0G) en un factor
ma´ximo de 0.02A˚ cuando no hay dopaje electro´nico, lo que es relevante porque el enlace
entre los a´tomos correspondientes es ma´s del tipo covalente.
Por este motivo de aqu´ı en adelante so´lo presentamos resultados en distintos do-
pajes que usan la correccio´n de campo dipolar. No´tese que las distancias dFC0 y dC0G
dependen en general del taman˜o de la celda unidad del sistema, y por esto estudiamos
con detalle los sistemas 32C1F y el 60C1F que presentamos anteriormente, porque son
los sistemas cuyos a´tomos de flu´or se encuentran ma´s separados entre s´ı, dentro de
nuestros recursos nume´ricos.
6.3. Estructura cristalina y electro´nica del flu´or-
grafeno en funcio´n del dopaje δn.
En esta seccio´n presentamos con ma´s detalle la estructura cristalina y electro´nica del
enlace grafeno-flu´or para diferentes dopajes electro´nicos. La descripcio´n de la estructura
cristalina la iniciamos presentando la tabla 6.3, que contiene los para´metros geome´tricos
(definidos en la Fig. 6.2) del enlace cuando el sistema es neutro (δn = 0).
204 Difusio´n de a´tomos de flu´or en grafeno dopado.
Sistema dFC0 dC0Cn φ θ dC0G
32C1F 1.553 1.476 115.2 102.8 0.507
60C1F 1.567 1.476 115.3 102.8 0.586
Tabla 6.3: Para´metros geome´tricos del enlace F− C0 del sistema flu´or-grafeno, para el
caso neutro (δn = 0). Para apreciar mejor cada uno de estos para´metros invitamos al
lector observar la Fig. 6.2. Cada uno de los sistemas tiene una separacio´n entre ima´genes
de a3 = 20A˚, y sus resultados han sido calculados con la correccio´n de campo dipolar.
Con la Ec. (6.1) se obtiene A ∼ 13 que es el para´metro de hibridacio´n de C0, indicando
que su hibridacio´n es menor que la hibridacio´n sp3 donde A = 12 .
Los resultados muestran que dC0G y dFC0 se incrementan conforme aumentamos la
separacio´n entre los adsorbatos de flu´or, que dependen de los para´metros de red a1 y
a2 de cada sistema. Segu´n la Ref. [227], cada a´tomo de flu´or se encuentra con un exceso
de carga negativa y en consecuencia existe repulsio´n de Coulomb entre el flu´or y sus
ima´genes que esta´n sobre la misma superficie de grafeno, y esto tiene correlacio´n con
la energ´ıa asociada a la deformacio´n del sistema. Otros ca´lculos de primeros principios
sugieren que el sistema generado con la celda 10×10 produce concentraciones de flu´or
lo suficiente diluidas como para despreciar las interacciones electrosta´ticas entre el
flu´or y sus ima´genes [38], lo que fue hallado para el caso neutro. De todas formas,
nuestros ca´lculos que anteceden a estos u´ltimos [48], contienen cualitativamente y casi
cuantitativamente las mismas propiedades de la adsorcio´n de flu´or sobre el grafeno en
el caso neutro. En particular en el caso neutro, obtenemos una distancia dFC0=1.567A˚
mientras que la Ref. [38] presenta una distancia dFC0=1.604A˚ .
El a´ngulo θ obtenido en ambos sistemas muestra una hibridacio´n del tipo sp3 del
a´tomo C0, el cual se eleva con respecto de el plano del grafeno, y los a´tomos vecinos a
C0 tambie´n se elevan sobre el mismo. La Ec. (6.1) permite analizar la hibridacio´n del
a´tomo C0. Cuando A = 0 el orbital |pi〉 = |pz〉 y los orbitales |σi〉 = |sp2i 〉, indicando
que el enlace F− C0 no deforma la estructura plana del grafeno. En cambio cuando
A = 1
2
los orbitales |pi〉 y |σi〉 son |sp3i 〉, deformando la estructura plana del grafeno.
Con el a´ngulo θ del 60C1F y la Ec. (6.2) se obtiene que A ∼ 1
3
, indicando que C0 tiene
un 66 % de la hibridacio´n sp3.
Continuamos describiendo el sistema con diferentes dopajes electro´nicos. De aqu´ı en
adelante “δn” es el exceso o defecto de portadores, por tanto si δn > 0 (δn < 0) el
sistema esta´ dopado con electrones (huecos), y si δn = 0 el sistema es neutro. En
la Fig. 6.6 presentamos los para´metros geome´tricos que caracterizan el enlace entre
a´tomos F, C0, y Cn, donde con puntos negros y grises mostramos los resultados del
60C1F y 32C1F, respectivamente. Mediante el a´ngulo θ observamos que la hibridacio´n
de C0 puede ser ma´s (menos) sp
3 si el dopaje es negativo (positivo), dado que θ cambia
desde θ ≈ 103◦ (A=0.33, un 66 % de la hibridacio´n sp3) hacia θ ≈ 94◦ (A=0.11, un
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Figura 6.6: Dependencia de los para´metros geome´tricos del enlace F− C0 (ver Fig. 6.2
para la definicio´n) con respecto a el dopaje δn donde el dopaje es con electrones (huecos)
cuando δn > 0 (δn < 0). Los resultados del sistema 32C1F y 60C1F son mostrados con
puntos llenos y vac´ıos, respectivamente. Conforme incrementamos el dopaje electro´nico
la hibridacio´n de C0 cambia desde el tipo sp
3 hacia el tipo sp2.
20 % de la hibridacio´n sp3). Los para´metros φ y dC0Cn muestran claramente el retorno
de la estructura plana del grafeno cuando el sistema esta´ dopado con electrones. El
ma´ximo dopaje se observa que φ ≈ 120◦ y dC0Cn ≈1.42A˚ , que corresponden al grafeno
limpio sin deformaciones, lo cual sugiere que para este caso el enlace entre F− C0 es
de mucha menor fortaleza que el enlace covalente del caso neutro.
No´tese que los para´metros geome´tricos del 32C1F y del 60C1F son similares entre
s´ı cuando δn < 0, pero difieren cuando δn > 0. En particular estas diferencias son
mayores para dFC0 la cual presentamos con detalle en la Fig 6.7(a). Para analizar el
origen de estas diferencias presentamos en la Fig. 6.7(b) la variacio´n de carga sobre
el F -que etiquetamos como δQF - con el dopaje del sistema. El valor de δQF ha sido
estimado integrando la PDOS de los orbitales s, px, py, pz localizados en el flu´or, donde
la integracio´n se realiza desde el fondo de banda hasta el nivel de Fermi. Los dos paneles
de la Fig. 6.7 muestran que dFC0 se incrementa conforme δQF aumenta, y que δQF
adquiere mayor valor cuando los a´tomos de flu´or esta´n ma´s separados. Estos resultados
muestran que la estabilidad del sistema depende del balance entre las interacciones de
los flu´or y la energ´ıa asociada a la deformacio´n producida por e´stos.
Los sistemas 32C1F y 60C1F contienen un arreglo perio´dico triangular y rectan-
gular, respectivamente, de a´tomos de flu´or sobre el grafeno. Cuando cargamos estos
sistemas (δn > 0) se transfiere carga hacia los a´tomos F lo que incrementa su interac-
cio´n de Coulomb. Si los flu´or son cercanos entre s´ı, entonces la interaccio´n de Coulomb
ser´ıa elevada siempre que la carga electro´nica se deposite en mayor medida sobre e´stos,
entonces conviene que la carga se deposite en medio de los C0 y sus a´tomos vecinos F
y Cn. El resultado es el incremento de la hibridacio´n sp
3 de cada a´tomo C0 lo que pro-
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Figura 6.7: (a) Distancia flu´or-carbono en funcio´n del dopaje electro´nico para los siste-
mas 32C1F (puntos llenos) y 60C1F (puntos vac´ıos). Se observa que dFC0 se incrementa
cuando δn > 0 y esto muestra una reduccio´n del enlace F − C0. (b) Exceso de carga
sobre el F definido como δQF = QF − ZF , donde QF es la carga sobre el F y ZF = 9 es
el nu´mero ato´mico del flu´or. La estimacio´n de QF fue obtenida mediante la integracio´n
de la proyeccio´n de la densidad de estados, y segu´n la experiencia este me´todo subestima
la carga electro´nica en un ma´ximo del 2 %. (c) Relacio´n entre δQF y dFC0 , la cual es
similar en ambos sistemas.
duce un reforzamiento de los enlaces F− C0, y esto incrementa dC0G y reduce dFC0 . En
cambio si los a´tomos de flu´or esta´n lo suficientemente separados, podr´ıamos despreciar
su interaccio´n de Coulomb y por tanto la carga podr´ıa depositarse en mayor medida
sobre los a´tomos de flu´or. El resultado es una reduccio´n de la hibridacio´n sp3 de cada
a´tomo C0 lo que reduce los enlaces F− C0, y esto reduce dC0G e incrementa dFC0 . Estos
casos los observamos en la Fig. 6.7(a) comparando los valores δQ y dFC0 de los sistemas
60C1F y 32C1F, cuando δn = 6× 1013 e
cm2
. Los flu´or esta´n ma´s separados en el sistema
60C1F que en el sistema 32C1F, y por tanto la separacio´n dFC0 es mayor en el 60C1F
porque en este sistema los a´tomos de flu´or tienen mayor δQ. Por otra parte, en la Fig.
6.7(c) vemos la relacio´n entre δQ del flu´or y dFC0 para los sistemas 60C1F y 32C1F, la
cual aproximadamente muestra que la relacio´n entre estas es similar para ambos siste-
mas, mostrando que cuando mayor es la carga electro´nica en el flu´or entonces mayor
es dFC0 . De aqu´ı en adelante presentaremos con ma´s detalle los resultados del 60C1F
porque en este sistema el flu´or y sus ima´genes presentan menor interaccio´n, y por tanto
se acerca ma´s al sistema compuesto por un u´nico a´tomo de flu´or absorbido en grafeno.
En la Fig. 6.8 presentamos δQ sobre algunos a´tomos del sistema 60C1F, junto
con dC0G y dFC0 que muestran la deformacio´n de la estructura plana del grafeno y
la reduccio´n del enlace F− C0. En estos resultados, el a´tomo etiquetado como Cb
es un a´tomo de carbono lejano a los F. Las estimaciones de δQ sobre los a´tomos
Cn, C0, y Cb, han sido obtenidas con la PDOS sobre los orbitales ubicados en estos
a´tomos; integrando esta desde el fondo de banda hasta el nivel de Fermi. Es importante
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Figura 6.8: En 60C1F: (a) Exceso de carga (δQi = Qi−Zi) con respecto a el dopaje para
diferentes a´tomos, donde Zi es el nu´mero ato´mico del a´tomo “i”. Aqu´ı Cb corresponde
al a´tomo de carbono lejos del adsorbato, F y C0 corresponden al adsorbato de flu´or y al
a´tomo que esta´ por debajo de e´l, respectivamente, y Cn es un a´tomo vecino de C0. (b)
Usando el eje izquierdo mostramos dC0G que es la elevacio´n del a´tomo C0 con respecto
a el plano del grafeno, y usando el eje derecho mostramos la separacio´n dFC0 . Estos
resultados muestran la relacio´n de la deformacio´n cristalina con respecto a el dopaje
electro´nico. La estimacio´n de QF fue obtenida mediante la integracio´n de la proyeccio´n
de la densidad de estados, y este me´todo subestima la carga en un 2 % .
notar que la carga de Cb se incrementa con δn; esto indica que parte del dopaje se
distribuye sobre todo el grafeno aunque este incremento es mucho menor con respecto
al incremento sobre el a´tomo F. Conforme incrementamos el dopaje electro´nico se
incrementa la carga electro´nica en todos los a´tomos; esto reduce el enlace F− C0. Con
ma´s detalle presentamos estos resultados en dos dopajes electro´nicos. Cuando δn = 0,
la hibridacio´n tipo sp3 de C0 evidencia un enlace covalente entre C0 y F, este enlace
tiene una componente io´nica porque C0 y F tienen cargas opuestas. En cambio, cuando
δn = 6 × 1013 e
cm2
, la hibridacio´n tipo sp3 de C0 es menor lo que indica la reduccio´n
del enlace covalente entre el C0 y F, y adema´s la componente io´nica de este enlace se
reduce porque C0 y F incrementan su carga electro´nica. En conclusio´n el enlace F− C0
cambia desde el covalente -que tiene una componente io´nica- hacia un enlace tipo carga
imagen conforme incrementamos el dopaje con electrones.
En la Fig. 6.9 presentamos la densidad de estados proyectada en los orbitales co-
rrespondientes al flu´or F y en los orbitales correspondientes al carbono Cb, donde este
u´ltimo esta´ lo ma´s apartado de F. En el eje “x” inferior esta´n los valores de la LDOS de
F, mientras que en el eje “x” superior esta´n los valores de la LDOS del Cb. La LDOS
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Figura 6.9: En 60C1F: Densidad local de estados (LDOS) de F y Cb. Desde el panel (a)
hacia el panel (e) mostramos los resultados para δn= 0,± ∼ 3×1013 e
cm2
,± ∼ 6×1013 e
cm2
.
Estos resultados muestran la hibridacio´n del F sobre el grafeno con respecto a el dopaje
electro´nico. Conforme cargamos electro´nicamente al sistema, disminuye la hibridacio´n
del flu´or, a tal punto que la LDOS de Cb es similar a la LDOS del grafeno cuando
δn ∼ 6× 1013 e
cm2
.
del F muestra la gran hibridacio´n del flu´or sobre el grafeno cuando δn < 0, al punto
que la LDOS de Cb es muy diferente a la del grafeno [35]. Aclaramos que la LDOS
de Cb mostrada en el panel derecho de 6.9, muestra un perfil similar a la densidad
de estados del grafeno. Por otro lado cuando δn > 0, la LDOS del F muestra que los
estados con peso en F cubren ventanas de menor energ´ıa, lo que significa la reduccio´n
de la hibridacio´n del flu´or con el grafeno, a tal punto que los estados con peso en el flu´or
esta´n alrededor de -0.6eV (cara´cter pz), -1.5eV (cara´cter px, py), y -20.0eV (cara´cter
s) cuando δn ∼ 6 × 1013 e
cm2
. Con estos resultados apreciamos la variacio´n del enlace
grafeno-flu´or con el dopaje electro´nico, el cual queremos aprovechar para conocer las
propiedades difusivas del flu´or sobre el grafeno.
6.4. Barrera de difusio´n
En esta seccio´n presentamos las barreras de difusio´n del flu´or (∆) obtenidas con el
me´todo NEB, me´todo que se presento´ en el cap´ıtulo 3. Los para´metros del QE para
este ca´lculo son:
Cadena de estados compuesta por 5 configuraciones. La configuracio´n 1 y 5 son
las configuraciones estables y estas son equivalentes entre s´ı, y la configuracio´n 3
es la configuracio´n escaladora que busca el punto Rsp.
El ca´lculo del camino de mı´nima energ´ıa concluye cuando |F⊥i | es menor a
0.5eV/A˚.
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Figura 6.10: Configuraciones de la cadena de estados que esta´ sobre el MEP del proceso
de difusio´n. Los eventos van de izquierda a derecha y nos permiten visualizar la difusio´n
de flu´or de menor costo de energ´ıa, siendo esta difusio´n la ma´s probable estad´ısticamente.
En el panel (c) mostramos la configuracio´n Rsp del MEP, donde el flu´or se encuentran en
la posicio´n no equivalente “b” definida en la Fig. 6.1. No´tese que C0 ⇒ C′n y Cn ⇒ C′0.
La paralelizacio´n del ca´lculo en QE es realizada de la siguiente forma:
mpirun -np 12 neb.x -nimage 3 -npool 1 -nband 1 -ntg 1 -ndiag 4
-input file.in > file.out
donde usamos en total 12 procesadores, que son divididos en 3 grupos de 4 procesado-
res. Cada grupo calcula la estructura electro´nica de una configuracio´n, dividiendo sus
ca´lculos en 4 grupos matriciales.
Inicialmente el QE calcula la estructura electro´nica de las 5 configuraciones de
la cadena de estados, luego calcula las fuerzas en cada una de las 3 configuraciones
intermedias, y modifica sus coordenadas con el fin de acercarlas al MEP. Luego se
vuelven a calcular las estructuras electro´nicas de las 3 configuraciones intermedias, y
nuevamente se calculan las fuerzas aplicadas sobre estas para relajar sus posiciones con
el fin de acercarlas al MEP. Este procedimiento se repite hasta cumplir la condicio´n de
convergencia.
En la Fig. 6.10 mostramos las configuraciones que pasan por el MEP presentadas
de forma secuencial desde el panel (a) hacia el panel (e). Observamos que el a´tomo F
se mueve en la direccio´n que une dos a´tomos de carbono vecinos. El panel (c) presenta
la configuracio´n Rsp que es la ma´s energe´tica del MEP, donde el flu´or se encuentra
en la posicio´n no equivalente “b” (presentada en la Fig. 6.1). La barrera de difusio´n
la calculamos con la relacio´n ∆ = EDFT (R3) − EDFT (R1) para cualquier dopaje del
sistema. En el caso neutro (δn = 0) obtenemos una barrera de energ´ıa ∆ =0.28eV que
es consistente con estudios precedentes [213].
El ca´lculo de W = EG−F − EG − EF, donde EG−F es la energ´ıa del sistema grafeno-
flu´or, EG es la energ´ıa del grafeno limpio, y EF es la energ´ıa de un a´tomo F aislado,
estima la cota inferior de energ´ıa necesaria para remover un a´tomo F del grafeno. En
el caso neutro obtenemos que W=2.4eV por a´tomo de flu´or. Por lo tanto el a´tomo F
difunde en el grafeno, es decir permanece absorbido, porque su barrera de difusio´n es
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Figura 6.11: En 60C1F: Posiciones ato´micas del C0 y del F para cada configuracio´n
de la cadena de estados, y las respectivas energ´ıas de cada configuracio´n, obtenidas con
diferentes dopajes electro´nicos del sistema. (a) Coordenada zC0 perteneciente al a´tomo
zC0 . (b) Coordenadas (yF , zF ) del F en cada configuracio´n de la cadena de estados,
que ilustran la trayectoria del F en el proceso de difusio´n. (c) Energ´ıa δE(δn, i) =
EDFT ({Ri}, δn) − EDFT (δn) para cada configuracio´n de la cadena de estados , donde
la energ´ıa de la configuracio´n estable es tomada como referencia. En los tres paneles
presentados, el sentido de la flecha indica el incremento del dopaje electro´nico. Aqu´ı la
unidad de dopaje es [u]= 1013 e
cm2
.
mucho menor que su correspondiente energ´ıa de enlace con el grafeno.
La evolucio´n de los procesos de difusio´n para diferentes dopajes la describimos con
ma´s detalle con las coordenadas ma´s relevantes de cada configuracio´n y su correspon-
diente energ´ıa. En la Fig. 6.11 presentamos estas cantidades, donde usamos una flecha
para indicar el sentido del incremento del dopaje. En el panel 6.11(a) presentamos
coordenada “z” del a´tomo C0 (zC0) para cada una de las configuraciones de la cadena
de estados. En la configuracio´n 1 el valor de zC0 es el correspondiente al a´tomo ligado
al F, y en la configuracio´n 5 el valor de zC0 es el correspondiente al a´tomo Cn. Esto
muestra el intercambio de posicio´n del F en el proceso de difusio´n. En el panel 6.11(b)
mostramos las coordenadas “z” e “y” del flu´or en cada configuracio´n de la cadena
de estados. Los resultados unidos con l´ıneas corresponden al mismo dopaje, donde los
puntos de izquierda a derecha van desde la primera hacia la quinta configuracio´n. Estos
resultados presentan la trayectoria del flu´or en su proceso de difusio´n y evidencia que
la trayectoria ma´s suave es la correspondiente al mayor dopaje electro´nico. Tambie´n se
observa que la trayectoria de difusio´n del flu´or pasa por las posiciones no equivalentes
“t” y “b” en cualquier dopaje, tal como apreciamos en la Fig. 6.10.
En el panel 6.11(c) presentamos las energ´ıas correspondientes a cada configuracio´n
de la cadena de estados, donde δE(δn, i) = EDFT ({Ri}, δn) − EDFT (δn) para cada
dopaje, siendo EDFT (δn) la energ´ıa de la configuracio´n estable y EDFT ({Ri}, δn) es
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Figura 6.12: Barrera de difusio´n ∆ en funcio´n del dopaje δn para 60C1F (negro) y
32C1F (gris). Para 60C1F la barrera es aproximadamente lineal y la podemos escribir
como ∆ = ∆0 − αδn donde α=4.0×10−12meVcm2 ≈4.7×10−11Kcm2 y ∆0 ≈0.28eV.
la energ´ıa de la configuracio´n “i”, ambas correspondientes a un determinado dopaje
electro´nico δn. Es interesante apreciar que conforme mayor es el dopaje entonces me-
nor es la diferencia de energ´ıa entre configuraciones sucesivas, no´tese que cuando el
dopaje es δn=-6.36×1013 e
cm2
esta diferencia es del orden de 0.30eV, mientras que para
δn=6.36×1013 e
cm2
esta diferencia es del orden de 0.03eV, que es un orden de magnitud
menor con respecto al caso anterior.
En la Fig. 6.12 presentamos la dependencia de la barrera de difusio´n ∆ = δE(δn, 3)
con respecto a el dopaje δn. El valor de ∆(δn) esta´ en acuerdo con el cambio del enlace
F− C0, dado que ∆(δn) se reduce conforme dopamos electro´nicamente el sistema. Esto
tiene una clara interpretacio´n porque el dopaje con electrones reduce la hibridacio´n sp3
de C0 y debilita el enlace covalente F− C0, lo que facilita la difusio´n del F. En cambio
cuando el dopaje es con huecos sucede lo opuesto, se incrementa la distorsio´n del grafeno
y el enlace F− C0 es ma´s covalente y esto dificulta la difusio´n del F.
Los efectos de taman˜o tambie´n son visibles si comparamos los resultados entre
32C1F y 60C1F. Las barreras de difusio´n para estos sistemas son ide´nticas cuando
δn = -6.36× 1013 e
cm2
. Esto sucede porque el enlace F− C0 es ma´s covalente y en este
caso la carga electro´nica se concentra alrededor de C0 y una fraccio´n reducida de esta se
encuentra sobre F. La carga electro´nica sobre los F produce un interaccio´n reducida de
Coulomb entre e´stos, al punto que no se aprecia diferencia entre las barreras de difusio´n
del 32C1F y 60C1F. Por otro lado para δn > -6.36 × 1013 e
cm2
se aprecian diferencias
entre las barreras de difusio´n de ambos sistemas, siendo mayor la barrera de difusio´n
del 32C1F. Estos resultados esta´n en acuerdo con la relacio´n entre el incremento del
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enlace F− C0 y el incremento de la carga sobre la red diluida de flu´or, dado que cuando
la separacio´n de los flu´or es menor -como sucede en el 32C1F con respecto al 60C1F-
el enlace F− C0 es favorecido porque esto reduce la carga sobre el flu´or, lo que reduce
las interacciones de Coulomb entre e´stos.
6.5. Ana´lisis del coeficiente de difusio´n.
Los resultados para el sistema 60C1F muestran un comportamiento cuasi lineal de
la barrera de difusio´n del flu´or con respecto a el dopaje, sin importar si el dopaje es
con huecos o electrones. Por lo tanto podemos estimar la barrera de difusio´n alrededor
del caso neutro:
∆(δn) = ∆0 − α δn , (6.9)
donde α =4.0×10−12meVcm2 =4.7×10−11kB ·K◦ cm2, y ∆0 es la barrera de difusio´n en
el caso neutro. Este comportamiento lineal de la barrera de difusio´n con respecto a el
dopaje tambie´n se encuentra en los adsorbatos de ox´ıgeno sobre grafeno [223], aunque
esto se presenta so´lo cuando el dopaje es con electrones (δn > 0). Comparando nuestros
resultados con los resultados del ox´ıgeno -cuando δn > 0- vemos que el valor de α para
el ox´ıgeno es α =7.3×10−12meVcm2, un 80 % mayor con respecto de nuestro resultado
para el flu´or.
Si el sistema se encuentra a temperatura T , la probabilidad de que el sistema se
encuentre excitado con energ´ıa ε es proporcional a la funcio´n de Boltzmann e
−ε
kBT . Por
lo tanto los procesos de difusio´n son activados a la temperatura T con una probabilidad
e
−∆(δn)
kBT , de esta manera la constante de difusio´n es:
D = d · ν0 · e−
∆
kBT , (6.10)
donde d es la longitud del salto (aqu´ı lo podemos tomar como 1.42A˚ ) y ν0 es la fre-
cuencia de estos eventos que pueden ser calculados dentro de la aproximacio´n armo´nica
[228] con las configuraciones del MEP. Si despreciamos los cambios de d·ν0 con respecto
a δn, obtenemos una estimacio´n de la razo´n entre las constantes de difusio´n:
D(δn)
D0
= e
αδn
kBT , (6.11)
donde D0 = d ·ν0 ·e−
∆0
kBT es la constante de difusio´n en el caso neutro a temperatura T .
Procediendo con las comparaciones; a temperatura ambiente (T ∼ 300K◦) la constante
de difusio´n puede incrementarse en un factor 5 si el dopaje cambia desde δn = 0 hacia
δn = 1013 e
cm2
, y adema´s este factor se puede incrementar si reducimos la temperatura.
Estos resultados de primeros principios podr´ıan ser observados experimentalmente me-
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diante el uso de potenciales de compuerta, los cuales permiten incrementar el dopaje
del grafeno hasta en ±1013 e
cm2
[13]. Para el re´gimen de bajas temperaturas (T ≈ 50K),
cambiando el dopaje desde δn = 0 hacia δn = 1012 e
cm2
-que son δn ma´s comunes
aplicados sobre el grafeno- se obtiene que la constante de difusio´n se incrementa en
un factor 2.5, pero si hacemos la comparacio´n entre las densidades δn = −1012 e
cm2
y
δn = 1012 e
cm2
obtenemos que la constante de difusio´n para el dopaje electro´nico es un
factor 6.6 mayor, el cual podr´ıa ser detectado experimentalmente.
Es de importancia sen˜alar que el grafeno, as´ı se encuentre neutro, presenta regiones
de carga llamadas puddles que son generadas por efectos del sustrato [78]. Las densi-
dades alrededor de los puddles son ∼ ±1011 e
cm2
y estas regiones de carga pueden dar
significativas fluctuaciones en la difusio´n del flu´or cuando la temperatura es de unos
pocos Kelvin. Esto podr´ıa ser relevante para la dina´mica del flu´or sobre grafeno en
muestras ma´s reales. Por ejemplo, la difusio´n ra´pida puede ser ma´s favorable en las
zonas electro´nicamente dopadas, y este efecto puede ser u´til para formar agrupamiento
de a´tomos.
6.6. Conclusiones
En este cap´ıtulo calculamos las barreras de difusio´n del flu´or sobre grafeno, para di-
ferentes dopajes electro´nicos sobre el grafeno. Esta investigacio´n fue realizada mediante
ca´lculos de primeros principios usando la Teor´ıa de la Funcional Densidad mediante el
paquete Quantum Espresso [178].
En primer lugar caracterizamos la adsorcio´n de flu´or sobre grafeno para diferentes
dopajes electro´nicos sobre el grafeno. El flu´or (F) se deposita sobre un a´tomo del
grafeno (C0) formando un enlace covalente, que tambie´n tiene una componente io´nica
menor. El enlace carbono-flu´or puede incrementarse o reducirse mediante el dopaje del
grafeno. Si el dopaje es con huecos entonces el enlace carbono-flu´or es reforzado, en
cambio si el dopaje es con electrones se debilita el enlace carbono-flu´or, al punto que
este enlace cambia hacia el enlace tipo carga-imagen.
La adsorcio´n del F produce deformaciones en la estructura plana del grafeno, resul-
tado del cambio de hibridacio´n del a´tomo C0 que esta´ enlazado con F. La hibridacio´n
de C0 pasa de sp
2 hac´ıa la hibridacio´n tipo sp3, la cual se incrementa conforme mayor
sea el enlace F− C0. Esta hibridacio´n puede ser incrementada (reducida) si dopamos
al sistema con huecos (electrones), y este cambio de hibridacio´n evidencia el cambio de
ligadura entre el flu´or y el carbono.
Los resultados anteriores sugieren que la difusio´n del flu´or depende del dopaje por-
que este modifica el enlace entre el flu´or y el a´tomo del grafeno que lo contiene. Los
resultados presentados en este cap´ıtulo indican que la barrera de difusio´n del flu´or se
incrementa (reduce) cuasi linealmente cuando el grafeno esta´ dopado con huecos (elec-
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trones). A temperatura ambiente -ignorando los procesos armo´nicos [228] con respecto
a el dopaje electro´nico- nuestros resultados sugieren que la constante de difusio´n se in-
crementa un factor cinco si incrementamos electro´nicamente el dopaje desde cero hasta
1013 e
cm2
. Por otro lado, podemos observar estos efectos en dopajes menores conforme
reducimos la temperatura.
Es interesante mencionar que en el grafeno neutro, que se encuentra depositado
sobre un sustrato, existen regiones del grafeno con mayor concentracio´n de electrones
junto con otras regiones con mayor concentracio´n de huecos. Estos dopajes locales son
del orden de ±1011 e
cm2
[78]. Nuestros resultados sugieren que en estas regiones del
grafeno podr´ıamos apreciar la difusio´n local selectiva del flu´or, siempre y cuando la
temperatura sea de unos pocos Kelvins (5K◦). Esto podr´ıa favorecer la construccio´n
de “clusters” de flu´or sobre grafeno. Por otra parte, sabiendo que es posible alcanzar
dopajes del orden de ±1013 e
cm2
[13], creemos que los resultados de este cap´ıtulo pueden
ser usados para manipular la dina´mica del flu´or mediante potenciales de compuerta que
induzcan dopaje local sobre el grafeno, con el fin de congelar o acelerar el agrupamiento
de los adsorbatos de flu´or. Este trabajo fue publicado en la Ref. [48].
Cap´ıtulo 7
Acoplamiento esp´ın-o´rbita inducido
por adsorbatos de flu´or sobre
grafeno.
7.1. Introduccio´n.
Un tema de mucho intere´s actual en la f´ısica de la materia condensada es la es-
pintro´nica, la cual consiste en el estudio del transporte dependiente del esp´ın de los
portadores del so´lido. Esto resulta de intere´s ya que el poder inyectar, detectar, y
manipular el esp´ın de los portadores, permitir´ıa construir dispositivos de almacena-
miento (como las memorias USB, discos duros, memorias RAM) de menor taman˜o y
mayor velocidad, y que consuman menos energ´ıa con respecto de los presentes disposi-
tivos de almacenamiento. Por otro, lado este conocimiento permitir´ıa construir sensores
magne´ticos con diversas aplicaciones [9].
Para desarrollar la espintro´nica es necesario investigar el control y la manipulacio´n
de los grados de libertad del esp´ın en los so´lidos. Este to´pico ha sido ampliamente
investigado en metales y semiconductores [229], y en particular este tema de investiga-
cio´n es de mucha actualidad en grafeno [230]. La motivacio´n de la espintro´nica sobre
grafeno nace por su composicio´n. El grafeno esta´ compuesto por a´tomos de carbono,
y estos a´tomos presentan un acoplamiento esp´ın-o´rbita (estructura fina) pequen˜o, y
una interaccio´n entre el esp´ın de los electrones y el esp´ın del nu´cleo (estructura su´per
fina) tambie´n pequen˜a. Estas propiedades del carbono sugieren tiempos de relajacio´n
de esp´ın (τs) largos en el grafeno, los cuales esta´n condicionados por efectos del sustrato
o por efectos de curvatura del grafeno.
Las estimaciones para τs sugieren valores desde los microsegundos hasta los mili-
segundos [231]. Sin embargo, los experimentos evidencian longitudes de relajacio´n de
esp´ın (λs) del orden de los micro´metros, y tomando en cuenta la relacio´n λs =
√
D τs
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Figura 7.1: (a) Diagrama de bandas del grafeno obtenidas con la DFT. Cuando el
acoplamiento esp´ın-o´rbita esta ausente, las bandas pi (σ2) y pi
∗ (σ3) son degeneradas en
el punto K (Γ). En cambio si adicionamos el acoplamiento esp´ın-o´rbita en el ca´lculo se
obtienen resultados que esta´n detallados en dos cuadros ubicados dentro de este panel.
(b) Dependencia de la brecha de energ´ıa de las bandas pi -2λI - con respecto de la elevacio´n
z0 entre las subredes A y B del grafeno. Estos ca´lculos han sido obtenidos con el me´todo
LAPW (del ingle´s “The linearized-augmented-plane-wave”). Los ca´lculos presentados
con la curva azul consideran los orbitales de valencia y los orbitales “3d” del carbono,
en cambio la curva azul so´lo consideran a los orbitales de valencia del carbono. Los
resultados de los paneles (a) y (b) pertenecen a las Refs. [234] y [45], respectivamente.
donde D es la constante de difusio´n, se obtienen valores de τs del orden de los nanose-
gundos. Sin embargo, este resultado experimental [232] fue obtenido con muestras de
grafeno que podr´ıan contener fuentes de relajacio´n de esp´ın, como las imperfecciones
cristalinas e impurezas.
Adema´s, es sabido que el tiempo de relajacio´n de esp´ın y el acoplamiento esp´ın-
o´rbita del so´lido esta´n relacionados entre s´ı [27, 233], por tanto conocer y controlar las
fuentes del acople esp´ın-o´rbita en el grafeno permitir´ıa manipular sus correspondientes
tiempos de relajacio´n de esp´ın.
El acoplamiento esp´ın-o´rbita introduce diferencias pequen˜as en la estructura electro´ni-
ca del grafeno. Las bandas del grafeno, con o sin acoplamiento esp´ın-o´rbita, son seme-
jantes entre s´ı tal como las apreciamos en la Fig. 7.1. Las diferencias relevantes las
presentamos en los dos cuadros que se encuentran dentro del panel 7.1(a), que mues-
tran el desdoblamiento de esp´ın de las bandas σ (de ∼10meV en el punto Γ) y la brecha
de energ´ıa de las bandas pi (de ∼ 1µeV en el punto K); estos resultados se presentan
cuando consideramos el acoplamiento esp´ın-o´rbita en los ca´lculos de primeros princi-
pios o en los modelos de enlace fuerte [234]. La brecha de energ´ıa entre las bandas
pi define el acoplamiento esp´ın-o´rbita del grafeno (usualmente etiquetado como λI) el
cual no rompe la degeneracio´n de esp´ın alrededor del nivel de Fermi.
Por otro lado, el acoplamiento esp´ın-o´rbita del grafeno puede ser incrementado si
producimos una hibridacio´n entre sus bandas σ y pi. Esta hibridacio´n la podr´ıamos ob-
tener elevando una subred del grafeno con respecto de la otra subred, as´ı la hibridacio´n
sp2 de cada a´tomo del grafeno cambia hacia una hibridacio´n con cierto cara´cter tipo
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Figura 7.2: Imagen del grafeno sobre un sustrato de SiO2 obtenida por el microscopio
de efecto tu´nel de barrido (STM). Estos resultados evidencian la estructura ondulada
del grafeno “ripples” cuando se deposita sobre un sustrato. Estos resultados pertenecen
a la Ref. [235].
sp3 la cual combina los estados de las bandas σ y pi. En el panel 7.1(b) presentamos el
incremento de la brecha de energ´ıa 2λI con respecto de la elevacio´n entre subredes z0.
Estos ca´lculos han sido obtenidos con el me´todo LAPW (del ingle´s “The linearized-
augmented-plane-wave”) que permite resolver las ecuaciones de la DFT usando una
base combinada de ondas planas y orbitales ato´micos [90]. Los ca´lculos presentados
con la curva azul consideran los orbitales ato´micos de valencia y los orbitales “3d” del
carbono, en cambio la curva azul so´lo consideran a los orbitales ato´micos de valencia del
carbono. Se aprecia una relacio´n cuadra´tica entre z0 y 2λI sin importar la base usada
en el ca´lculo DFT. Si bien es cierto que esta estructura cristalina dif´ıcilmente puede
ser obtenida, los ca´lculos sugieren que las deformaciones de la red pueden incrementar
el acoplamiento esp´ın-o´rbita.
Experimentalmente el grafeno presenta deformaciones en la red cristalina por estar
suspendido [236] o por efectos del sustrato [235] (ver Fig. 7.2). En este caso la curvatura
local del grafeno sugiere un acople esp´ın-o´rbita similar al acople esp´ın-o´rbita obtenido
en nanotubos de grafeno [237, 238] (de valor cercano al meV [27]). Con esta expectativa
se estudiaron las estructuras cristalinas onduladas del grafeno comu´nmente llamadas
“ripples”, pero los ca´lculos teo´ricos no encontraron efectos relevantes sobre el acopla-
miento esp´ın-o´rbita [239, 240]. Resultados similares se encuentran para los fonones,
dado que estos producen tiempos de relajacio´n de esp´ın pro´ximos a los µs [27, 241].
Sobre el grafeno se inducen regiones de densidad de carga positiva y negativa de-
nominadas “puddles”, generadas por el potencial irregular del sustrato. En la Fig. 7.3
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Figura 7.3: (a) Carga positiva (azul) y negativa (rojo) en el grafeno que se encuentra
sobre un sustrato de SiO2. Las regiones cargadas, que usualmente son llamadas “pudd-
les”, se presentan en el grafeno a pesar de que este se encuentre en su estado neutro. (b)
Medicio´n del potencial en la superficie del sustrato de SiO2. Estos resultados evidencian
la presencia de campos ele´ctricos sobre el grafeno cuando se encuentra depositado sobre
un sustrato de SiO2. Los resultados son obtenidos de la Ref. [235].
mostramos la densidad de carga en el grafeno y el potencial del sustrato antes de con-
tener al grafeno. Por consiguiente cuando el grafeno se deposita sobre un sustrato se
producen campos ele´ctricos perpendiculares al “plano” del grafeno que inducen una
redistribucio´n en su densidad electro´nica [78], y a su vez este campo produce el efecto
Rashba que puede incrementar el acoplamiento esp´ın-o´rbita del sistema [229, 233]. Los
ca´lculos de primeros principios con grafeno inmerso en un campo ele´ctrico perpendi-
cular a e´l [45], muestran el rompimiento de la degeneracio´n de esp´ın de las bandas de
grafeno. En la Fig. 7.4 mostramos este resultado alrededor del punto de Dirac sinto-
nizando el nivel de Fermi en cero. Se aprecia que para campos ele´ctricos de 1 eV
nm
se
obtiene una separacio´n entre bandas de ∼5µeV lo cual es cinco veces mayor que el
acoplamiento esp´ın o´rbita del grafeno, por lo tanto no justifica los cortos tiempos de
relajacio´n de esp´ın.
Por otra parte, las impurezas pueden inducir deformaciones cristalinas y los campos
locales, los cuales pueden inducir dos mecanismos de relajacio´n de esp´ın que dependen
del acoplamiento esp´ın-o´rbita. El primero es el mecanismo Elliot-Yafet [229, 242, 243].
En este mecanismo el cambio de esp´ın proviene de las variaciones del potencial indu-
cidas por “impurezas” que pueden ser defectos, adsorbatos, o deformaciones de la red.
El te´rmino de interaccio´n ∝ ∇Vimp × pˆ · σ, donde Vimp es el potencial producido por
las “impurezas”, induce el potencial del acoplamiento esp´ın-orbita, el cual produce la
relajacio´n de esp´ın. El otro mecanismo de relajacio´n de esp´ın es el D’Yakonov-Perel
[229, 244] que precisa el desdoblamiento de esp´ın de las bandas generado por el acopla-
miento esp´ın-orbita del so´lido. El desdoblamiento de esp´ın de las bandas es equivalente
al efecto de un “campo magne´tico efectivo” Ω(k) que depende del momento cristalino
y produce la interaccio´n Ω(k)·σ. Por tanto, el esp´ın del estado electro´nico gira en el eje
del campo magne´tico efectivo, hasta que el estado electro´nico colisiona con impurezas,
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Figura 7.4: Diagrama de bandas del grafeno inmerso en un campo ele´ctrico perpen-
dicular a su respectivo plano. Los resultados son presentados alrededor del punto de
Dirac, donde la energ´ıa tiene al nivel de Fermi como referencia. Las curvas con diferen-
tes colores muestran el desdoblamiento de esp´ın de las bandas. En los paneles (a), (b),
(c) y (d) mostramos los resultados cuando el campo es 0.0 eVnm , 1.0
eV
nm , 2.4
eV
nm y 4.0
eV
nm ,
respectivamente. Las ima´genes pertenecen a la Ref. [45].
fonones, etc, lo que produce el cambio de su momento cristalino del estado electro´nico.
Luego continua su trayecto de la misma forma pero con un “campo magne´tico efectivo”
distinto.
Los mecanismos Elliot-Yafet y D’Yakonov-Perel sugieren tiempos de relajacio´n de
esp´ın del orden del µs [27, 245, 246], y estas estimaciones en la relajacio´n de esp´ın no son
consistentes con los resultados experimentales [232, 246–248]. Sin embargo, au´n cabe
considerar un mecanismo ma´s de relajacio´n de esp´ın, que proviene del acoplamiento
esp´ın o´rbita de las impurezas, que son fuentes ajenas al grafeno. Experimentalmente
se encontro´ que los tiempos de relajacio´n de esp´ın en capas apiladas de grafeno son
mayores que los de una u´nica capa de grafeno [249]. Este resultado permite hacer la
hipo´tesis de que las impurezas son las fuentes de relajacio´n de esp´ın, y que las capas
de grafeno apantallan la presencia de las impurezas. En estos casos las impurezas
pueden ser vacancias, a´tomos livianos o pesados y mole´culas, las cuales incrementan
el acoplamiento esp´ın-o´rbita del sistema o participan en la relajacio´n de esp´ın. Los
posibles procesos que producen las impurezas son:
1. Deformacio´n local de la estructura plana del grafeno, generado por el enlace
grafeno-adsorbato. Esto produce un acople de primer orden entre las bandas σ y
pi que incrementa el acople esp´ın-o´rbita de los portadores de carga [43, 44].
2. Fuente local de acoplamiento esp´ın-o´rbita obtenido por a´tomos de nu´mero ato´mi-
co alto que esta´n adheridos al grafeno. El acople esp´ın-o´rbita del sistema es mayor
cuando los estados de peso mayor en la impureza esta´n pro´ximos al nivel de Fermi
[38, 43, 222].
3. Produccio´n de momentos magne´ticos en el grafeno, obtenidos por vacancias o
220 Acoplamiento esp´ın-o´rbita inducido por adsorbatos de flu´or sobre grafeno.
adsorbatos magne´ticos. Estos producen dispersio´n en los portadores [40, 212] y
aumentan la relajacio´n de esp´ın.
4. Produccio´n del efecto Rashba mediante los campos ele´ctricos locales, obtenidos
por los a´tomos adheridos al grafeno [250].
El primer proceso puede encontrarse si usamos a´tomos de hidro´geno [43], ox´ıgeno
[223], flu´or [48], grupos metilo [251], etc, como adsorbatos. En general los adsorbatos
que deforman la estructura plana del grafeno son aquellos que se adhieren de forma
covalente sobre e´l. Resultados de primeros principios en una concentracio´n del 2 % de
hidro´geno presentan un rompimiento en la degeneracio´n de las bandas pi de 0.1meV
que es uno o dos o´rdenes de magnitud mayor que los resultados en grafeno limpio de
impurezas [43]. Este resultado evidencia el incremento del acople esp´ın-o´rbita y los
resultados experimentales sugieren que este proceso es efectivo para relajar esp´ın [40].
El segundo proceso puede presentarse con los adsorbatos de flu´or segu´n los ca´lculos
de primeros principios. Los resultados indican que el rompimiento en la degeneracio´n
de esp´ın es 5 veces mayor [38] respecto al caso del adsorbato de hidro´geno [43]. Expe-
rimentalmente se sabe que los adsorbatos de flu´or relajan las corrientes de esp´ın sobre
el grafeno [252, 253]. Sin embargo, no hay evidencias sobre la induccio´n de momento
magne´tico mediante adsorbatos de flu´or [27]. Por tanto, los procesos de relajacio´n de
esp´ın dependen del incremento del acoplamiento esp´ın-o´rbita producido por el flu´or.
El tercer caso se presento´ experimentalmente en los adsorbatos de hidro´geno. Estos
incrementan el acoplamiento esp´ın-o´rbita del grafeno e inducen momento magne´tico
sobre e´l. [212, 254, 255]. En conjunto esto produce una elevada relajacio´n de esp´ın
lo cual fue observado experimentalmente [40]. Este proceso de relajacio´n de esp´ın se
busco´ incluyendo impurezas de metales de transicio´n como el hierro, cobalto, n´ıquel,
pero al adherirse estos elementos sobre el grafeno no se aprecio´ momento magne´tico
alguno [256]. Por otro lado, mediante mole´culas compuestas de cobalto se obtienen
momentos magne´ticos que incrementan la relajacio´n de esp´ın [39]. Por u´ltimo el cuarto
proceso puede generarse si cubrimos al grafeno con oro [250], donde los experimentos
indican una ruptura en la degeneracio´n de las bandas del orden de los 90meV, lo que
es el resultado del fuerte efecto Rashba inducido por el oro.
En este cap´ıtulo ponemos especial atencio´n en el a´tomo de flu´or, el cual presenta
los dos primeros procesos para incrementar el acoplamiento esp´ın-o´rbita del grafeno.
Como indicamos en el cap´ıtulo 6, el flu´or deforma la estructura cristalina del grafeno
y esta deformacio´n puede ser modulada mediante el dopaje electro´nico o potenciales
de compuerta. Esto permitir´ıa controlar las fuentes de relajacio´n de esp´ın y por tanto
ser´ıa un aporte dentro del campo de la espintro´nica.
La investigacio´n se realiza mediante ca´lculos de primeros principios encendiendo
o apagando el acoplamiento esp´ın-o´rbita de los pseudopotenciales. Luego estudiamos
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las propiedades electro´nicas del sistema y construimos un modelo de enlace fuerte que
captura las propiedades ma´s relevantes de la investigacio´n. Nuestros resultados indican
que los adsorbatos de flu´or incrementan el acoplamiento esp´ın-o´rbita del grafeno debido
al acoplamiento esp´ın-o´rbita ato´mico de estos, y este incremento es mucho mayor que
el obtenido por las deformaciones locales de la estructura cristalina del grafeno.
7.2. Consideraciones sobre el ca´lculo DFT.
Los ca´lculos de primeros principios fueron realizados con el paquete Quantum Es-
presso [178]. Los Orbitales de Kohn-Sham (OKS) y la densidad electro´nica esta´n expan-
didas en ondas planas, donde la ma´xima energ´ıa de estas es de Ef=70Ry y Eρ=420Ry,
respectivamente. Los pseudopotenciales son construidos con el potencial de intercambio
y correlacio´n Perdew-Burke-Ernzerhoff [125] mediante el me´todo ultra suave [168].
El mallado uniforme de la zona de Brillouin (ZB) depende del taman˜o de la celda
unidad, lo que detallaremos ma´s adelante. La integracio´n en la ZB para la densidad
electro´nica se realiza con el me´todo gaussiano con temperatura efectiva de 0.005Ry.
La estructura bidimensional del grafeno es simulada con una separacio´n de 12A˚ entre
planos de grafeno. De la misma forma que en el cap´ıtulo 6, aplicamos la correccio´n
de campo dipolar que neutraliza el campo artificial generado por la transferencia de
carga grafeno-flu´or. Con estos para´metros la energ´ıa del sistema tiene un error menor a
∼ 10−3eV por a´tomo. En adicio´n, las estructuras cristalinas son relajadas considerando
fuerzas residuales menores a 0.005eV/A˚.
En la seccio´n 7.3 detallamos los sistemas que estudiamos, los cuales tienen diversas
concentraciones de flu´or en grafeno. Sin embargo, indicamos que todos estos sistemas
tienen como patro´n de longitud al para´metro de red del grafeno, que es
√
3×a0=1.42A˚.
Por ejemplo el sistema N×N esta´ compuesto por una supercelda de grafeno del tipo
N×N, cuyos para´metros de red tienen la longitud de N√3×a0. Al relajar las estructuras
cristalinas de estos sistemas con la DFT, obtenemos tensiones residuales menores de
0.7Gpa. Por ejemplo, para un dopaje de un electro´n por a´tomo de flu´or, la tensio´n
residual es de 0.69Gpa. para sistemas de una concentracio´n del 3 % de flu´or, y de
0.34Gpa. para sistemas de una concentracio´n del 1 % de flu´or. Estas tensiones decrecen
un orden de magnitud cuando el sistema es neutro en carga electro´nica. Por tanto, las
tensiones se reducen conforme se reduce el dopaje electro´nico y la concentracio´n de
adsorbatos de flu´or, respetando el l´ımite la estructura cristalina del grafeno libre de
adsorbatos en el caso neutro.
Los ca´lculos DFT han sido realizados con celdas unidad que contienen muchos
a´tomos -desde 33 hasta 102 a´tomos por celda unidad-, y para reducir los costos en los
ca´lculos aprovechamos la propiedad de que el flu´or no induce polarizacio´n de esp´ın sobre
el grafeno [35, 38, 48]. Con esta propiedad realizamos los ca´lculos de relajacio´n de la
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estructura cristalina en el l´ımite no magne´tico. En este caso usamos pseudopotenciales
escalares relativistas [90, 91], los cuales no discriminan la orientacio´n del esp´ın. En
el QE este ca´lculo es activado sintonizando el comando “nspin = 1”. En este l´ımite
tambie´n calculamos la densidad de estados y sus proyecciones sobre orbitales ubicados
en la celda unidad.
Por otro lado, los diagramas de bandas son calculados activando el acoplamiento
esp´ın-orbita (SOC) que es inducido por los estados de valencia. En este caso, con la
estructura cristalina relajada, el esp´ın de los OKS puede tener cualquier orientacio´n
y por tanto el ca´lculo debe realizarse en el l´ımite no-colineal del esp´ın, que es por lo
menos 4 veces ma´s costoso que el l´ımite no magne´tico. En este caso usamos pseudopo-
tenciales totalmente relativistas [90, 91] los cuales discriminan la energ´ıa de los estados
de valencia con respecto de la orientacio´n del esp´ın. En el QE este ca´lculo es activado
sintonizando los comandos “noncolin=.true.” y “lspinorb=.true.”
Los ca´lculos de relajacio´n de la estructura cristalina y de la densidad de estados
pueden realizarse en el l´ımite no-colineal del esp´ın con pseudopotenciales totalmen-
te relativistas, sin embargo las correcciones de estos ca´lculos son despreciables con
respecto de los ca´lculos con pseudopotenciales escalares relativistas, al punto que la
relajacio´n y la densidad de estados no muestran diferencias entre estos ca´lculos cuando
el smearing usado es de 0.005Ry. Estas diferencias podr´ıan apreciarse si reducimos el
valor del smearing al orden de 10−4Ry, pero esto exige un ca´lculo DFT de mayor costo
nume´rico porque necesitar´ıamos incrementar el mallado de la ZB, y no aportar´ıa nueva
informacio´n sobre la estructura electro´nica del sistema.
Los ca´lculos los realizamos aprovechando los me´todos de paralelizacio´n del QE.
Debido a que durante la investigacio´n carec´ıamos de grandes fuentes de memoria RAM,
aprovechamos la paralelizacio´n de las operaciones matriciales del DFT -que se realizan
con el para´metro “ndiag”- para no saturar la memoria disponible. Los procesos de
paralelizacio´n son:
mpirun -np 9 pw.x -nimage 1 -npool 1 -nband 1 -ntg 3 -ndiag 9
-input file.in > file.out
mpirun -np 16 pw.x -nimage 1 -npool 1 -nband 1 -ntg 4 -ndiag 16
-input file.in > file.out
que seleccionamos segu´n la cantidad de procesadores disponibles. En este caso divi-
dimos las operaciones matriciales en N2 grupos (N=3,4), y fraccionamos la base de
ondas planas en N grupos. Conforme ma´s bandas calcule el QE ma´s memoria RAM
necesitamos. Por esto evitamos la paralelizacio´n “npool” debido a que el consumo de
memoria RAM es directamente proporcional a “npool”.
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Figura 7.5: Sistema 7×7 que es construido usando a la celda 7×7 como celda unidad.
La celda 7×7 contiene 2×72=98 a´tomos de carbono y 1 a´tomo de flu´or. Los vectores
de la red son 7a1 y 7a2, donde a1 = a(1, 0) y a2 = a
(
1
2 ,
√
3
2
)
son los vectores de red
del grafeno, siendo a =
√
3×1.42A˚. La repeticio´n de la celda 7×7 produce un arreglo
perio´dico triangular de a´tomos de flu´or que se encuentran sobre una de las subredes
del grafeno. En este figura etiquetamos algunas posiciones ato´micas que se usaran para
estudiar la estructura de los estados DFT.
7.3. Sistemas N×N y 2N×N.
Los sistemas que estudiamos los denominamos sistemas N×N debido a que sus
celdas unidad son su´perceldas N×N, que presentamos brevemente en el cap´ıtulo 6. Por
otra parte, tambie´n estudiaremos sistemas que denominamos 2N×N. La celda unidad
del 2N×N tiene una extensio´n doble con respecto a la su´percelda N×N. Pasamos a
detallar estos sistemas comenzando por sus celdas unidad. En la Fig. 7.5 presentamos
al sistema 7×7. Su celda unidad esta´ contorneada con l´ıneas punteadas y su base
contiene 1 a´tomo de flu´or y 2×72=98 a´tomos de carbono. Los vectores de la red son
7a1 y 7a2, donde a1 = a(1, 0) y a2 = a
(
1
2
,
√
3
2
)
son los vectores de red del grafeno,
siendo a =
√
3×1.42A˚. La repeticio´n de esta celda produce un arreglo triangular de
a´tomos de flu´or sobre grafeno, donde los flu´or esta´n separados una distancia de 7a.
En la Fig. 7.5 representamos a cada flu´or (carbono) con una esfera de color verde
(negro), y presentamos algunos grupos de a´tomos que consideramos relevantes. El pri-
mer grupo esta´ contenido dentro de un tria´ngulo y esta´ compuesto por el absorbato
de flu´or y sus vecinos; en este caso etiquetamos al flu´or y al carbono al que se liga con
F y C0, respectivamente, y a los a´tomos vecinos de C0 los etiquetamos con Cn. Los
dema´s grupos restantes esta´n contenidos con un tria´ngulo invertido y un hexa´gono, y
estos grupos muestran los a´tomos lejanos a los flu´or. El grupo del hexa´gono esta´ com-
puesto por 6 a´tomos que forman un anillo hexagonal, los que etiquetamos con Ch. Por
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Figura 7.6: Sistemas N×N que son generados con las celdas N×N. Cada celda N×N
contiene un a´tomo de flu´or, y estas esta´n encerradas con l´ıneas grises. En (a) y (c)
mostramos parte de los sistemas 3×3 y 4×4, respectivamente, y en los paneles (b) y (d)
presentamos sus respectivas zonas de Brillouin en la configuracio´n extendida. Los vectores
Nai y
1
Nbi son los vectores de la red cristalina y de la red rec´ıproca, respectivamente, del
sistema N×N, donde ai y bi los vectores de la red cristalina y la red rec´ıproca del grafeno
limpio. En los cuadros punteados de (b,d) mostramos los vectores de la red rec´ıproca
del 4×4 y del 3×3, junto con sus respectivos caminos M-K-Γ-M usados para graficar
las bandas de estos sistemas. Adema´s con l´ıneas gruesas grises mostramos la zona de
Brillouin del grafeno limpio y su camino M-K-Γ-M.
otro lado el grupo del tria´ngulo invertido contiene uno de los a´tomos ma´s lejanos a los
flu´or el cual etiquetamos como Cs1, y tambie´n contiene a los vecinos de Cs1 los cuales
etiquetamos como Cs2. Las etiquetas s1 y s2 representan a las subredes del grafeno, y
los a´tomos Cs1 y C0 no necesariamente comparten la misma subred. Por ejemplo en la
Fig. 7.5 se aprecia que los Cs1 y C0 esta´n en subredes diferentes. En estas posiciones
presentaremos la estructura electro´nica de los estados obtenidos con la DFT, con el fin
de conocer las propiedades de los estados de mayor peso sobre el flu´or.
Adema´s del sistema 7×7, tambie´n estudiamos otros sistemas N×N (para N=4,5,6)
y un sistema 2N×N (para N=5) los cuales pasamos a detallar. En las Figs. 7.6 y 7.7
presentamos algunos sistemas N×N. Cada celda N×N -que limitamos con l´ıneas grises-
contiene 1 a´tomo de flu´or por 2×N2 a´tomos de carbono, y sus vectores de red son
N×ai, donde ai son los vectores de red del grafeno limpio. De aqu´ı en adelante, grafeno
limpio significa que el grafeno esta´ libre de impurezas y carece de deformaciones en su
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Figura 7.7: (a) Sistemas 5×5 y 10×5 que son producidos con las celdas 5×5 y 10×5,
respectivamente. Cada celda 5×5 contiene un a´tomo de flu´or, mientras que cada celda
10×5 contiene dos a´tomos ubicados en las dos subredes del grafeno. Hacia la izquierda
de este panel se encuentra la zonas de Brillouin del 5×5 y superpuesta con la zona de
Brillouin del 10×5. En los paneles (b) y (c) mostramos las zonas de Brillouin del sistema
5×5 y del sistema 10×5, respectivamente, en la configuracio´n extendida. En los cuadros
punteados de (b,c) mostramos los vectores de la red rec´ıproca del 5×5 y del 10×5, junto
con sus respectivos caminos M-K-Γ-M y X-Γ-M’-X usados para graficar las bandas de
estos sistemas. Adema´s con l´ıneas gruesas grises mostramos la zona de Brillouin del
grafeno limpio y su camino M-K-Γ-M.
estructura plana. La repeticio´n de estas celdas produce un arreglo triangular de a´tomos
de flu´or que esta´n depositados sobre una subred del grafeno, y los a´tomos de flu´or esta´n
separados una distancia de N×a.
Habiendo definido estos sistemas indicamos que los ca´lculos de relajacio´n y es-
tructura electro´nica del 7×7 han sido realizados usando un mallado de la ZB de
nkp1 × nkp2 × nkp3=3×3×1. Este mallado es consistente con la calibracio´n presen-
tada en la seccio´n 7.2, en cambio para sistemas N×N de N<7 el respectivo mallado
nkp1 × nkp2 × nkp3 debe incrementarse con el fin de preservar la calibracio´n.
En los paneles 7.6(b), 7.6(d) y 7.7(b) presentamos las zonas de Brillouin -en confi-
guracio´n extendida- de los sistemas 3×3, 4×4 y 5×5, respectivamente. Sus respectivos
vectores de la red rec´ıproca son 1Nbi, donde bi son los vectores de la red rec´ıproca
del grafeno limpio. En la parte superior e inferior derecha de estos paneles -encerrados
en l´ıneas punteadas- mostramos la correspondiente ZB del N×N detallando el camino
M-K-Γ-M junto con sus vectores de red rec´ıproca. Dentro de esta figura tambie´n mos-
tramos -con l´ıneas grises transparentes- la ZB del grafeno limpio y su camino M-K-Γ-M.
226 Acoplamiento esp´ın-o´rbita inducido por adsorbatos de flu´or sobre grafeno.
-3
-2
-1
0
1
2
3
4
M K Γ M
E
[e
V
]
Grafeno limpio (1× 1)
M K Γ M
c.u. 2× 2
M K Γ M
c.u. 3× 3
M K Γ M
c.u. 4× 4
Figura 7.8: Paneles superiores: Camino M-K-Γ-M del N×N presentado de forma ex-
tendida sobre la ZB del grafeno limpio. El trazo del camino M-K-Γ-M lo mostramos con
l´ıneas negras gruesas, mientras que con l´ıneas delgadas negras mostramos el contorno de
la ZB del N×N. Tambie´n mostramos -con l´ıneas grises gruesas- el contorno de la ZB del
grafeno limpio, junto con su camino M-K-Γ-M, este camino es el camino del sistema 1×1.
Adema´s presentamos -con l´ıneas grises oscuras- el camino hexagonal, donde la energ´ıa
de la banda pi es −t1 + t2 y la energ´ıa de la banda pi∗ es t1 + t2, y ve´ase que el camino
M-K-Γ-M de 2×2 y 4×4 cruza por algunas secciones de este camino hexagonal. Pane-
les inferiores: Diagrama de bandas del grafeno limpio, donde la relacio´n de dispersio´n
-escrita en el Ec. (7.1)- se presenta sobre el camino M-K-Γ-M del N×N, y por esto los
diagramas de bandas son distintos entre s´ı. Con flechas grises sen˜alizamos las bandas
que carecen de dispersio´n a lo largo del camino Γ-M. Los para´metros son t1=2.80eV y
t1=-0.28eV.
Ve´ase que el punto de Dirac “K” del grafeno limpio no necesariamente coincide con
el punto K de los N×N, incluso los caminos M-K-Γ-M y M-K-Γ-M presentados en
las figuras anteriores no son equivalentes porque las ZB del N×N son N2 veces ma´s
pequen˜as que la ZB del grafeno limpio.
En la Fig. 7.8(paneles superiores) mostramos -con l´ıneas negras gruesas- el trazo
de los caminos M-K-Γ-M del N×N sobre la ZB del grafeno limpio, y tambie´n (paneles
inferiores) mostramos las bandas pi, pi∗ del grafeno limpio en los caminos M-K-Γ-M del
N×N. Los diagramas de bandas son diferentes en cada panel porque el camino M-K-
Γ-M del N×N traza de forma diferente la ZB del grafeno limpio, incluso para N=2,4
se aprecian bandas que carecen de dispersio´n, lo que no se aprecia en las bandas del
3×3 y las bandas del grafeno limpio (1×1). Esto u´ltimo se debe a que las relaciones de
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dispersio´n de las bandas pi y pi∗ son:
E(k) = −t1 |f(k)|+ t2 |f(k)|2 y E(k) = t1 |f(k)|+ t2 |f(k)|2 , (7.1)
respectivamente, donde la funcio´n f(k) la escribimos en funcio´n de los para´metros de
red del grafeno limpio, ve´ase la Ec. (1.27):
f(k) = 1 + 8 cos
(
1
2
k · a1
)
cos
(
1
2
k · a2
)
cos
(
1
2
k · (a1 − a2)
)
, (7.2)
y cuando k · a1 = ±pi, k · a2 = ±pi, o k · (a1− a2) = ±pi, entonces f(k) = 1. El camino
que cumple esta relacio´n lo mostramos en los paneles superiores de la Fig. 7.8, el cual
nombramos camino hexagonal, donde la banda pi tiene energ´ıa −t1 + t2 y la banda pi∗
tiene energ´ıa t1 + t2.
De los cuatro caminos extendidos presentados en la Fig. 7.8, solamente los caminos
M-K-Γ-M del 2×2 y del 4×4 cruzan parte del camino hexagonal, y por esto algunas de
sus bandas carecen de dispersio´n. Por otro lado, el camino M-K-Γ-M del 3×3 produce
un diagrama de bandas donde el cono de Dirac se encuentra en el punto Γ en lugar
del punto K. Esto sucede porque so´lo los puntos Γ del camino extendido M-K-Γ-M del
3×3 tocan los ve´rtices de la ZB del grafeno limpio, y que son llamados los puntos de
Dirac. Este conocimiento es importante porque presentaremos diagramas de bandas del
sistema N×N cuando el grafeno contiene adsorbatos de flu´or (algunos de estos han sido
presentados en las Figs. 7.5, 7.6, 7.7) y es importante sintonizar estas bandas alrededor
de los ve´rtices de la ZB del grafeno limpio porque -en el l´ımite diluido en flu´or- en estos
puntos esta´n los estados ma´s cercanos al nivel de Fermi. Observando detenidamente la
Fig. 7.8 obtenemos las siguientes conclusiones:
El punto Γ de la ZB del grafeno limpio coincide con el punto Γ de la ZB del N×N.
El punto M de la ZB del grafeno limpio coincide con el punto M (Γ) de la ZB
del N×N cuando N es impar (par).
Los ve´rtices de la ZB del grafeno limpio (puntos de Dirac, tambie´n llamados
puntos K) coinciden con el punto Γ de la ZB del N×N cuando N es un mu´ltiplo
de tres.
Los ve´rtices de la ZB del grafeno limpio (puntos de Dirac, tambie´n llamados
puntos K) coinciden con el punto K de la ZB del N×N cuando N no es un
mu´ltiplo de 3.
Por otro lado mencionamos algunos caracter´ısticas de los sistemas 2N×N. Los sis-
temas 2N×N esta´n generados por una celda unidad compuesta por dos celdas N×N, y
usamos dos celdas N×N con el fin de conseguir un sistema el cual contenga la misma
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concentracio´n de a´tomos de flu´or en ambas subredes del grafeno, y que estos flu´or este´n
separados en ∼N×a. En particular en la Fig. 7.7 hemos presentado el sistema 10×5,
donde ambos adsorbatos de flu´or se encuentran en distintas subredes del grafeno sepa-
rados una distancia de ∼5a. Esto sucede porque la celda unidad es un par de celdas
5×5 donde cada una contiene un a´tomo de flu´or en distintas subredes del grafeno. Los
vectores de red del 10×5 son 10a1 y 5a2, y por tanto sus vectores de red rec´ıproca son
1
10
b1 y
1
5
b2.
En el panel 7.7(a) hacia la derecha mostramos el contorno de la ZB del 10×5
junto con el camino X-Γ-M’-X, donde usamos l´ıneas punteadas para su representacio´n,
y a esta la comparamos con la ZB del 5×5 para apreciar sus diferentes estructuras
relativas. En el panel 7.7(c) mostramos la ZB del 10×5 en su configuracio´n extendida,
superponiendo la ZB del grafeno limpio. En la parte superior derecha e inferior derecha
mostramos con ma´s detalle la estructura de la ZB del 10×5, la cual encerramos en un
cuadro de l´ıneas punteadas.
El panel 7.7(c) muestra que 3 ve´rtices de la ZB del grafeno limpio (puntos de Dirac,
tambie´n llamados puntos K) se encuentran a lo largo del camino X-Γ del 10×5, y por
tanto al graficar las bandas del 10×5 pondremos ma´s atencio´n en los estados del camino
X-Γ porque en este camino se encuentran los estados cercanos al nivel de Fermi, sin
importar el valor de N del sistema 2N×N.
7.4. Estructuras electro´nicas obtenidas con ca´lculos
de la DFT.
En esta seccio´n presentamos los diagramas de bandas de los sistemas N×N con
N=5,6,7, donde usamos los caminos M-K-Γ-M que han sido presentados en las Figs.
7.6 y 7.7. Tambie´n presentamos los diagramas de bandas del sistema 2N×N de N=5,
usando el camino X-Γ-M’-X.
Para analizar la estructura de los estados proyectamos la densidad de estados sobre
armo´nicos esfe´ricos que definen a los orbitales 2pζ (ζ=x,y,z). Esta proyeccio´n se realiza
en las posiciones ato´micas detalladas en la Fig. 7.5, y no realizamos esta proyeccio´n en
los orbitales 2s porque su peso -cerca del nivel de Fermi- es mucho menor con respecto
a el peso de los orbitales 2pζ (ve´ase esta afirmacio´n en el cap´ıtulo 6). La proyeccio´n de
la densidad de estados (PDOS) sera´ presentada con diversos factores de escala con el
fin de mejorar su apreciacio´n.
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Figura 7.9: (a) Diagrama de bandas del sistema 7×7 alrededor del nivel de Fermi,
donde tomamos especial atencio´n en las bandas α, β, y γ, las cuales sen˜alamos con
flechas. En los dema´s paneles mostramos la PDOS sobre los orbitales pz (l´ınea continua)
y los orbitales pxy (l´ınea entrecortada) ubicados en diversos a´tomos. En esta descripcio´n,
F es el flu´or, C0 es el a´tomo que esta ligado al F, Cn es un a´tomo vecino a Cn, y Cb
representa a los a´tomos ma´s lejanos al F. Los paneles que muestran el factor ×2 indican
que la PDOS ha sido sido multiplicada por 2 para su mejor apreciacio´n.
7.4.1. Sistema 7×7 sin dopaje electro´nico.
En la Fig. 7.9 presentamos la estructura electro´nica del sistema 7×7, donde la
energ´ıa de los estados usa al nivel de Fermi como referencia. En el panel 7.9(a) mos-
tramos el diagrama de bandas, y en los paneles 7.9(b,c,d,e) mostramos con l´ıneas
continuas y entrecortadas la PDOS para los orbitales pz y los orbitales pxy=
1
2
(px +
py), respectivamente. Aqu´ı se aprecia que los estados tienen cara´cter dominante pxy
solo para energ´ıas muy por debajo del nivel de Fermi; por tanto de aqu´ı en adelante
nos concentramos en los resultados de la PDOS de los orbitales pz.
El sistema 7×7 es meta´lico y no presenta polarizacio´n de esp´ın. Sin embargo, cada
banda del 7×7 se desdobla en dos debido al SOC del sistema, y la separacio´n entre
estas es del orden de los meV. Esta separacio´n no la podemos apreciar en el panel 7.9(a)
por el rango de energ´ıas usado; aunque ma´s adelante expondremos las separaciones de
las bandas que denominamos α, β, y γ, las cuales esta´n localizadas alrededor del nivel
de Fermi y esta´n sen˜aladas con flechas.
El cono de Dirac se encuentra en el punto K. Sin embargo la hibridacio´n del grafeno
con el adsorbato modificaron su estructura, y por esto el cono de Dirac esta´ compuesto
por las bandas α y β, donde estas u´ltimas definen una brecha de energ´ıa. Como discu-
tiremos ms´ adelante, esta brecha de energ´ıa es el resultado de la no equivalencia entre
las subredes del grafeno (ruptura de simetr´ıa quiral), porque los adsorbatos de flu´or se
encuentran so´lo sobre una subred. La brecha de energ´ıa es de 0.18eV, y esta depende
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de la concentracio´n de flu´or del sistema como detallaremos posteriormente.
La PDOS del sistema 7×7 permite observar la estructura de los estados alrededor
del nivel de Fermi. En los paneles 7.9(b,c,d) observamos una hibridacio´n entre los
a´tomos F, C0 y Cn, debido a que la PDOS sobre estos tienen estructura similar aunque
de diferente peso. Esto evidencia una hibridacio´n local entre los orbitales pz del F con
los orbitales tipo pz de sus a´tomos vecinos.
Los estados de las bandas β y γ tienen mayor peso sobre F, C0 y Cn, y los estados de
la banda α tienen peso dominante sobre Cn. En otro aspecto, el panel 7.9(e) muestra
el promedio de la PDOS sobre los orbitales ubicados en los a´tomos ma´s alejados a
la impureza (e´stos son Ch, Cs1, y Cs2) y los que representamos con el s´ımbolo Cb.
Aqu´ı se observa que la brecha de energ´ıa esta´ alrededor de 0.5eV por encima del nivel
de Fermi, y que la magnitud de la PDOS muestra indicios del pseudo gap del grafeno
limpio porque en la ventana [0.0eV:1.0eV] la PDOS se incrementa aproximadamente
lineal con la energ´ıa. Estos resultados indican que los estados lejos de la impureza son
semejantes a los estados del grafeno limpio. En resumen podemos concluir:
Alrededor del nivel de Fermi, el cara´cter dominante de los estados es el pz.
Las bandas β y α alrededor del punto K conforman los conos de Dirac.
Las zonas de menor dispersio´n de las bandas β y γ tienen mayor peso en el flu´or.
Alrededor del nivel de Fermi las bandas de mayor dispersio´n corresponden a los
estados de mayor peso en a´tomos lejanos al flu´or.
Las bandas β y γ muestran la hibridacio´n entre el nivel pz del flu´or y los estados
del cono de Dirac del grafeno.
7.4.2. Sistema 6×6 sin dopaje electro´nico.
En la Fig. 7.10 mostramos la estructura electro´nica del sistema 6×6. Los resultados
del 6×6 son similares en algunos puntos a los resultados del 7×7, y por esto solamente
detallamos las diferencias entre estos sistemas. En 7.10(a) mostramos la estructura de
bandas la cual exhibe el cono de Dirac alrededor del punto Γ y no en el punto K. Esta
particular ubicacio´n del cono de Dirac fue explicada en las Figs. 7.8 superponiendo el
ZB del grafeno con el ZB del N×N para N=3×n (n∈ N). El sistema es meta´lico y el
cono de Dirac esta´ compuesto por las bandas α y γ que preservan aproximadamente la
dispersio´n lineal tal como sucede en el grafeno limpio. Fuera del punto Γ, la banda β
tiene estructura plana y por este cara´cter asumimos que sus estados tienen mayor peso
sobre la impureza. Por otro lado, si amplifica´ramos las bandas alrededor del punto Γ,
apreciar´ıamos una brecha de energ´ıa de 0.02eV entre las bandas γ y β, y apreciar´ıamos
que las bandas β y α se tocan en Γ.
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Figura 7.10: Diagrama de bandas del sistema 6×6 alrededor del nivel de Fermi, pre-
sentadas con el formato usado en la Fig. 7.9. So´lo hay dos clases de a´tomos lejos del
adsorbato, uno de ellos se localiza en la misma subred del adsorbato (Cs1) y el otro en la
subred opuesta (Cs2). En el panel (f) presentamos la PDOS sobre los orbitales ubicados
en Cs2. Ve´ase que la estructura de la PDOS es consistente con la dispersio´n lineal del
cono de Dirac.
Adema´s de las bandas α, β, y γ, sen˜alamos la banda α′ que se encuentra por
arriba de la banda α, y la banda γ′ que se encuentra por debajo de la banda γ.
Si comparamos las bandas γ′-β-α′ del 6×6 con las bandas γ-β-α del sistema 7×7,
encontraremos caracter´ısticas similares. Para detallar esto recordamos que el punto
de Dirac se encuentran en el punto K de la ZB del 7×7 mientras que este mismo se
encuentra en el punto Γ de la ZB del 6×6. Entre las bandas β y α′ del 6×6 hay una
brecha de energ´ıa en el punto Γ, y lo mismo sucede con las bandas β y α del 7×7 en
el punto K. Adema´s la banda γ′ del 6×6 y la banda γ del 7×7 carecen de dispersio´n
debajo del punto Γ y el punto K, respectivamente. Por tanto existen bandas similares
de ambos sistemas alrededor de los puntos de Dirac.
En los paneles 7.10(b,c,d,e,f) mostramos la PDOS del 6×6 para conocer la estruc-
tura de los estados cercanos al nivel de Fermi. La PDOS muestra que las bandas β y γ′
tienen peso dominante sobre el F, adema´s en estas bandas se aprecia las similitudes de
estructura entre la PDOS del C0, del Cn y del F, lo que muestra la hibridacio´n entre
los orbitales pz del F con los orbitales tipo pz de sus a´tomos vecinos.
Por otro lado, los estados de las bandas α y γ que componen el cono de Dirac,
tienen peso reducido sobre el F, pero tienen peso mayor sobre a´tomos apartados de la
impureza. Debido a que los a´tomos Ch no aparecen en los sistemas 3n×3n, presentamos
en los paneles 7.10(e,f) la PDOS sobre orbitales ubicados en C1s y C2s. En el panel
7.10(e) se aprecia baja densidad de estados asociada a la banda β, y si omitimos la
PDOS de e´sta, observar´ıamos una brecha de energ´ıas que parte desde el fondo de la
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Figura 7.11: (a) Bandas pi,pi∗ del grafeno limpio presentadas con el camino M-K-Γ-M
de la ZB del 6×6. (b) Diagrama de bandas del sistema 6×6. (c) Diagrama de bandas
del sistema 3×3. (d) Bandas pi,pi∗ del grafeno limpio presentadas con el camino M-K-
Γ-M de la ZB del 3×3. El cono de Dirac se encuentra alrededor del punto Γ, lo cual es
caracter´ıstico del camino M-K-Γ-M de lo sistemas 3n×3n con n entero. En los paneles
(b,c) -con flechas dobles- se muestran la separacio´n entre los mı´nimos de las bandas α y
α′ de los sistemas 6×6 y 3×3.
banda α′ hacia el ma´ximo de la banda γ′, ambas localizadas en Γ. En cambio en 7.10(f)
se aprecia la contribucio´n exclusiva de las bandas α, β, y γ, en la ventana de energ´ıa
[-0.7eV:1.5eV], adema´s observamos claramente la densidad de estados lineal asociada
al Cono de Dirac. Estos resultados indican que los orbitales de las impurezas se acoplan
ma´s con los orbitales de la subred que las contiene.
Por otro lado en la Fig. 7.11 mostramos los diagramas de bandas de los sistemas
6×6 y 3×3, junto con las bandas pi, pi∗ del grafeno limpio, donde estas u´ltimas son
graficadas usando los caminos M-K-Γ-M de los sistemas 6×6 y 3×3. Los diagramas de
bandas del 6×6 y 3×3 tienen muchas caracter´ısticas comunes alrededor del nivel de
Fermi, sin embargo resaltamos la separacio´n entre los mı´nimos de sus bandas α′ y α,
lo cual sen˜alizamos con flechas dobles. Para el sistema 3×3 la separacio´n es de 1.32eV
mientras que para el sistema 6×6 esta separacio´n es de 0.42eV, por tanto la separacio´n
entre las bandas α′ y α del sistema 3n×3n se reduce conforme incrementamos el valor
de n, y en el l´ımite de n grande, ambas bandas se solapan entre s´ı debido a que estas
bandas conforman los conos de Dirac. Para explicar la diferente estructura de conos de
Dirac debido a la separacio´n entre α′ y α, usamos el hamiltoniano H0 de las bandas pi,
pi∗ del grafeno limpio, ma´s un potencial V :
H = H0 + V =
∑
i,j
|i〉tij〈j|+
∑
i∈S(C0)
|i〉v〈i| , (7.3)
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donde V es la perturbacio´n producida por los adsorbatos de F, y S(C0) es la subred que
contiene so´lo el a´tomo C0 de cada celda N×N del sistema. Por tanto esta perturbacio´n
la consideramos como un cambio en la energ´ıa local de los a´tomos C0 debido al enlace
que tienen estos con los adsorbatos de F (como un modelo a modo de ejemplo).
Cuando V=0 existen cuatro estados degenerados en el nivel de Fermi, los cuales
etiquetamos como |KS〉 y |K′S〉, donde S hace referencia a la subred A y B del grafeno,
K y K′ son los puntos de Dirac no equivalentes del grafeno. Las funciones:
|QS〉 = 1√
Ω
∑
j∈S
ei Q·rj |j〉 , (7.4)
-con Q = K,K′- son las funciones |KS〉 y |K′S〉, donde rj representa la posicio´n del
sitio j, y Ω es la cantidad de sitios de la subred A o B. El cambio de la energ´ıa de
estos estados lo obtenemos de forma perturbativa. Si la subred S(C0) se encuentra
contenida en la subred A del grafeno, entonces los estados |KB〉 y |K′B〉 no perciben
el potencial perturbativo V y su energ´ıa no se altera. Sin embargo los estados |KA〉 y
|K′A〉 perciben este potencial y la perturbacio´n en energ´ıa sobre estos es:
〈KA|V |KA〉 = 〈K′A|V |K′A〉 = v
N2
; 〈KA|V |K′A〉 = v
N2
δK′−K,G (7.5)
donde G es un vector de la red rec´ıproca de S(C0). Para un sistema N×N, la subred
rec´ıproca de S(C0) contiene vectores G = K
′ −K siempre y cuando N=3×n.
Segu´n este resultado, cuando N6=3n se se abre una brecha de energ´ıa de magnitud
v
N2
en los puntos de Dirac. Esto explica la brecha de energ´ıa entre las bandas β y α
del sistema 7×7 (ve´ase la Fig. 7.9), y de los sistemas 5×5 y 4×4 que mostraremos
ma´s adelante. Por otra parte, cuando N=3×n los estados |KA〉 y |K′A〉 se acoplan,
y estos forman los estados 1√
2
(|KA〉 + |K′A〉) y 1√
2
(|KA〉 − |K′A〉) con energ´ıas 2 v
N2
y
0, respectivamente. Entonces en los puntos de Dirac hay tres estados degenerados de
energ´ıa 0 y un estado de energ´ıa igual a 2 v
N2
. Esto explica porque las bandas α, β y γ
tienen la misma energ´ıa en Γ mientras que la banda α′ tienen una energ´ıa superior con
respecto a las bandas mencionadas, tal como se aprecia en las bandas de los sistemas
6×6 y 3×3. Mayores detalles de estas particulares estructuras de bandas para redes
triangulares las podemos encontrar en la Ref. [257].
Por otro lado, para el sistema 6×6, las bandas β y γ′ son el resultado de la hibrida-
cio´n entre la parte inferior de los Conos de Dirac con los estados de los adsorbatos de
flu´or, y la diferente estructura entre las bandas γ′ de 6×6 y 3×3 debe estar relacionada
con la diferente concentracio´n de adsorbatos de flu´or en ambos sistemas.
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Figura 7.12: Estructuras electro´nicas del sistema 10×5 (l´ıneas negras) y del sistema
5×5 (l´ıneas grises). El diagrama de bandas del 10×5 se expone en el panel (a) mientras
que el diagrama de bandas del 5×5 se expone en el panel (b). Los caminos usados en
estos gra´ficos han sido presentados en la Fig. 7.7. En (c-f) mostramos la proyeccio´n de
la densidad de estados sobre los orbitales pz ubicados en diferentes a´tomos.
7.4.3. Sistemas 10×5 y 5×5 sin dopaje electro´nico.
En esta seccio´n consideramos el caso cuando los adsorbatos esta´n depositamos en
ambas subredes del grafeno. Para este fin estudiamos el sistema 10×5 cuya celda unidad
esta´ compuesta por dos celdas 5×5, donde una de estas contiene el flu´or en la subred
A y la otra contiene el flu´or en la subred B (para mayor detalle ve´ase la la Fig. 7.7).
Para comparar las propiedades del sistema 10×5 tambie´n estudiamos al sistema 5×5,
debido a que estos sistemas tienen la misma concentracio´n de adsorbatos de flu´or.
En la Fig. 7.12 mostramos la estructura electro´nica del 10×5 junto con la estructura
electro´nica del 5×5. Los caminos usados en estos diagramas buscan apreciar la estruc-
tura electro´nica alrededor del cono de Dirac, por tanto ponemos atencio´n alrededor
de la tercera parte del camino X-Γ del 10×5 y alrededor del punto K del 5×5, donde
deber´ıan encontrarse estos conos de Dirac.
Las bandas del sistema 10×5 muestran que el cono de Dirac preserva aproxima-
damente su dispersio´n lineal. Esto sucede debido a que las dos subredes del sistema
son equivalentes porque ambas tienen la misma concentracio´n de F. El nivel de Fermi
esta´ en la banda β evidenciando el cara´cter meta´lico del sistema, y las bandas α, β, y γ,
tienen regiones de poca dispersio´n donde esperamos encontrar estados de mayor peso
en el F. Esto lo verificamos mediante la PDOS del orbital pz del F. Por otro lado, los
perfiles de la PDOS sobre los a´tomos F, C0 y Cn, son similares alrededor del nivel de
Fermi -aunque con distinta magnitud- lo que muestra la hibridacio´n entre los orbitales
pz del F con los orbitales pz de sus a´tomos vecinos.
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El cono de Dirac del 10×5 esta´ compuesto por la banda α y α′, y entre estas existe
una brecha de energ´ıa de 0.038eV la cual teo´ricamente debe producirse por el SOC del
sistema [234]. En este caso el SOC del sistema es mucho mayor respecto al SOC del
grafeno limpio porque el sistema 10×5 tiene impurezas (que tienen un SOC ato´mico
que incrementan el SOC del sistema [38]) y deformaciones en su estructura plana (que
incrementan el SOC entre a´tomos del grafeno [44]).
Prosiguiendo con el sistema 10×5, en el panel 7.12(f) presentamos la PDOS sobre
orbitales pz ubicados en los a´tomos Cb, donde los u´ltimos son los a´tomos lejanos a la
impureza. La PDOS en Cb muestra la reducida brecha de energ´ıa entre las bandas α
y α′, que esta´ a 0.65eV por arriba del nivel de Fermi; adema´s muestra la dispersio´n
aproximadamente lineal correspondiente a los conos de Dirac. Si bien es cierto que
la concentracio´n del sistema es de 1 flu´or cada 50 carbonos, del 2 %, estos resultados
indican que la estructura de los estados lejos de las impurezas es similar a la estructura
de los estados del grafeno limpio. Por otro lado, para sistemas 2N×N de N grande,
los estados con mayor peso en el flu´or se ubicar´ıan por debajo del cono de Dirac, en
consecuencia estos estar´ıan debajo del nivel de Fermi.
En el panel 7.12(b) mostramos el diagrama de bandas del sistema 5×5. Este dia-
grama de bandas es muy diferente al del sistema 10×5 pero es similar al diagrama de
bandas del sistema 7×7, esto sucede porque el 5×5 y el 7×7 tienen impurezas so´lo
sobre una subred. La diferencia relevante entre los sistemas 7×7 y 5×5 es la brecha de
energ´ıa entre las bandas α y β, las cuales son de 0.30eV para el 5×5 y de 0.18eV para
el 7×7.
En adicio´n a lo expuesto, las estructuras electro´nicas del 10×5 y del N×N dicen
que los estados con mayor peso en las impurezas se localizan debajo del cono de Dirac,
y es de intere´s saber que tan apartados del nivel de Fermi se encuentran estos, y como
depende este apartamiento con respecto de la concentracio´n de adsorbatos de flu´or.
Esta relacio´n no la podemos hallar mediante los ca´lculos DFT por las limitaciones
computacionales. Sin embargo, mediante el ana´lisis de los resultados DFT construimos
un modelo sencillo para resolver esta interrogante, lo que detallaremos ma´s adelante.
7.5. Estructura electro´nica con respecto a el dopaje
electro´nico.
En esta seccio´n presentaremos la dependencia de la estructura de electro´nica con el
dopaje electro´nico, en los sistemas descritos en la seccio´n 7.4. La estructura cristalina
de estos sistemas fue relajada en cada dopaje electro´nico δn, considerando los mismos
criterios del caso δn = 0. En el cap´ıtulo 6 usamos como unidad de dopaje electro´nico
al exceso o defecto de carga electro´nica por cm2, el cual fue etiquetado como δn. Sin
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embargo en esta seccio´n usamos como unidad al exceso o defecto de carga electro´nica
por impureza de flu´or, el cual etiquetamos como δnF . El valor de δnF es equivalente
a la cantidad de carga electro´nica por celda unidad para los sistemas N×N, y el valor
de δnF es equivalente a la mitad de la carga electro´nica por celda unidad para los
sistemas 2N×N debido a que e´ste contiene dos a´tomos de flu´or por celda unidad. La
equivalencia de entre δn y δnF la presentamos en la siguiente ecuacio´n:
δn =
δnF√
3
2
N2a2
=
0.19088× δnF
N2
× 1016 e
cm2
, (7.6)
el cual es va´lido para los sistemas N×N y 2N×N. El signo del dopaje electro´nico es el
mismo que usamos en el cap´ıtulo 6, si δnF o δn es mayor que cero entonces el dopaje
sobre el sistema es con electrones, en cambio si δnF o δn es menor que cero entonces
el dopaje es con huecos.
Comenzamos con el sistema 7×7 que contiene una concentracio´n del ∼1 % de im-
purezas de flu´or debido a que existe un a´tomo de flu´or por cada 98 a´tomos de carbono.
En la Fig. 7.13 -en sus paneles superiores- presentamos el diagrama de bandas y la
PDOS sobre los orbitales pz, pxy de un a´tomo de flu´or. A simple vista las bandas α, β,
y γ, no evidencian cambios significativos en su estructura, aunque estas muestran dos
dependencias con respecto de δnF . La primera es la brecha de energ´ıa entre las bandas
α y β, la cual va desde 0.2eV hacia 0.1eV cuando el dopaje va desde δnF=-1 hacia
δnF=1. Lo segundo corresponde a las bandas ubicadas debajo del nivel de Fermi, pues
estas reducen su dispersio´n conforme se incrementa el dopaje electro´nico.
En la Fig. 7.13 -paneles inferiores- tambie´n presentamos la PDOS del sistema 7×7.
Por el cara´cter dominante 2p de los estados, so´lo presentamos la PDOS sobre los or-
bitales pz y pxy del flu´or que graficamos con l´ıneas negras y grises, respectivamente.
En todos los dopajes estudiados observamos una hibridacio´n extendida entre el orbital
pz de la impureza y los estados del grafeno, la cual aproximadamente cubre desde los
-9.0eV hasta el nivel de Fermi. En adicio´n a esto, la hibridacio´n del orbital pxy de
la impureza con los estados del grafeno cubren un menor rango de energ´ıas confor-
me incrementamos el dopaje electro´nico. Esta informacio´n sugiere que los estados de
impureza ma´s relevantes son aquellos de cara´cter dominante pz, y que los estados de
cara´cter dominante pxy reducen su hibridacio´n con los estados del grafeno conforme
incrementamos el dopaje electro´nico.
En la Fig. 7.14 mostramos los cambios de la estructura electro´nica del 10×5 con
respecto a el dopaje electro´nico. La concentracio´n de flu´or en el sistema 10×5 es del 2 %
de impurezas, ya que hay 2 a´tomos de flu´or por cada 100 a´tomos de carbono. El sistema
10×5 presenta una brecha de energ´ıa entre las bandas α y α′ que depende del dopaje
electro´nico. Cuando δn=-1
2
la brecha es de 0.042eV, si δnF=0 la brecha de es 0.038eV,
y si δnF=
1
2
la brecha de es 0.028eV. Si ignoramos la dependencia de esta brecha de
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Figura 7.13: Diagramas de bandas del sistema 7×7 en distintos dopajes electro´nicos
δnF . La unidad del dopaje electro´nico es el exceso (δnF > 0) o defecto (δnF < 0) de
carga electro´nica por a´tomo de flu´or. Cuando δnF > 0 entonces el sistema esta´ cargado
con electrones y si δnF < 0 entonces el sistema esta´ cargado con huecos. Debajo de estas
bandas presentamos la PDOS sobre los orbitales pz y pxy=
1
2(px+py) ubicados en un
a´tomo de flu´or. Los factores de multiplicacio´n indican el factor de escala usado en los
resultados.
energ´ıa con el dopaje electro´nico podemos considerar que las bandas esencialmente se
corren.
A la derecha de cada diagrama de bandas de la Fig. 7.14, mostramos la PDOS
sobre los orbitales pz y pxy ubicados en la impureza. Los resultados muestran que para
δnF > 0, los estados alrededor del nivel de Fermi incrementan su peso en la impureza
conforme se incrementa δnF , lo cual tambie´n hemos observado en los resultados de la
Fig. 7.13 correspondientes al sistema 7×7.
Es interesante comparar la PDOS del 7×7 cuando δnF = 1 con la PDOS del
10×5 cuando δnF = 12 , porque en este caso particular estos sistemas tienen el dopaje
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Figura 7.14: Diagramas de bandas del sistema 10×5 en distintos dopajes electro´nicos
δnF , en compan˜´ıa de la PDOS sobre los orbitales pz y pxy=
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a´tomo de flu´or.
electro´nico superficial δn ∼3.8×1013 e
cm2
que fue estimado con la Ec. (7.6). Para este
valor de δn se aprecia que los estados del 7×7 tienen ma´s peso en la impureza que los
estados del 10×5, y esta´ diferencia proviene de la diferente concentracio´n de impurezas
de flu´or entre estos sistemas, siendo del ∼1 % para el 7×7 y del 2 % para el 10×5. En
conclusio´n, los resultados de las Figs. 7.13 y 7.14 dicen que:
Los estados alrededor del nivel de Fermi son de cara´cter pz, y estos incrementan
su peso en la impureza de flu´or conforme mayor sea la carga electro´nica por a´tomo
de flu´or.
Los estados con peso en los orbitales pxy se acercan al nivel de Fermi conforme
mayor sea la carga electro´nica por a´tomo de flu´or.
En adicio´n a esto, los resultados del cap´ıtulo 6 dicen que la carga sobre el flu´or es
mayor conforme se incrementa la carga electro´nica del sistema, al punto que el exceso
de carga electro´nica del sistema se deposita mayoritariamente en las impurezas de flu´or
debido a su electro-negatividad. La deposicio´n de carga sobre el flu´or tiene un l´ımite, y
e´ste es de un electro´n por adsorbato de flu´or sobre el grafeno porque cada flu´or necesita
un electro´n para completar su capa electro´nica. Superado este l´ımite, cada flu´or deber´ıa
estar desprendido del grafeno o tener un de´bil enlace tipo carga-imagen con el grafeno,
y el exceso de carga electro´nica deber´ıa estar en el grafeno [35].
Estos resultados indican la presencia de dos fuentes relevantes del acople esp´ın-
o´rbita del sistema. El primero corresponde a las deformaciones de la estructura plana
del grafeno inducidos por el enlace con sus adsorbatos, y segu´n los resultados de pri-
meros principios [48], estas deformaciones pueden ser controladas dopando al grafeno.
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Cuando el dopaje electro´nico es negativo (positivo) incrementamos (reducimos) estas
deformaciones, y por tanto, esperamos incrementar el SOC propio del grafeno, es decir
el SOC debido a los carbonos (C) [44]. La segunda corresponde a las fuentes externas
del SOC, que son las impurezas de F. Esta segunda fuente de SOC se puede distinguir
con respecto de la primera fuente debido a que el SOC ato´mico del F es aproximada-
mente cinco veces mayor que el SOC ato´mico del C. Las Figs. 7.13 y 7.14 dicen que los
estados cercanos al nivel de Fermi tienen peso en F, y en consecuencia las propiedades
de estas impurezas deben manifestarse en ese rango de energ´ıas. Por este motivo, es-
tudiamos las bandas α, β, y γ, con ma´s detalle. Estas bandas se desdoblan por el SOC
del sistema, y la magnitud del desdoblamiento para cada estado permite discriminar
estas dos fuentes.
7.6. Desdoblamiento de esp´ın de las bandas indu-
cidas por el SOC y el dopaje electro´nico.
Los sistemas estudiados en este cap´ıtulo no presentan polarizacio´n de esp´ın, y esto
no significa que sus bandas sean doblemente degeneradas en esp´ın, porque el SOC del
sistema rompe esta degeneracio´n. Sin embargo, las bandas no tienen una orientacio´n de
esp´ın global, y por esto el esp´ın no es un buen nu´mero cua´ntico del sistema. En efecto
dos estados de la banda ζ de diferente k no necesariamente tienen espines paralelos o
anti-paralelos entre s´ı.
La energ´ıa del estado de nu´mero de onda k de la banda ζ depende de la direccio´n
de su esp´ın que puede ser s o s¯ = −s, y por esto cada banda ζ se desdobla en dos
bandas ζ(s) y ζ (¯s), y la diferencia de energ´ıa entre estas es:
δEζ(k) = Eζ,s(k)− Eζ,¯s(k) , (7.7)
lo que define el desdoblamiento de esp´ın de la banda ζ en el punto k, conocido del
ingle´s como “band spin-orbit splitting” o ma´s frecuentemente escrito como “spin-orbit
splitting”. De aqu´ı en adelante llamaremos al desdoblamiento de esp´ın como desdobla-
miento, y en esta seccio´n presentaremos el desdoblamiento de las bandas ma´s cercanas
al nivel de Fermi y su dependencia con el dopaje electro´nico.
Los sistemas que se estudiaron en este cap´ıtulo tienen dos fuentes de SOC. La
primera es el SOC propio del grafeno que proviene de los a´tomos de carbono, y la
segunda es el SOC de las impurezas de flu´or. Los ca´lculos DFT han sido realizados
en el l´ımite no-colineal de esp´ın activando el ca´lculo del acoplamiento esp´ın-o´rbita del
sistema, y con el fin de discriminar estas fuentes realizamos ca´lculos DFT considerando
y sin considerar el SOC del flu´or. Cuando el ca´lculo DFT considera el SOC del flu´or
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entonces usamos un pseudopotencial totalmente relativista para los a´tomos de flu´or,
en cambio cuando el ca´lculo DFT no considera el SOC del flu´or entonces usamos
un pseudopotencial escalar relativista para los a´tomos de flu´or. Resaltamos que en
estos ca´lculos DFT siempre usamos un pseudopotencial totalmente relativista para los
a´tomos de carbono.
7.6.1. Desdoblamiento de bandas del sistema 7×7
En la Fig. 7.15 presentamos el desdoblamiento de las bandas ζ = α, β, γ del sistema
7×7 como funcio´n del dopaje electro´nico. En cada panel de la izquierda mostramos
una vez ma´s el diagrama de bandas del 7×7, donde la banda graficada con color negro
es la banda que estudiamos. En los paneles etiquetados con (α), (β), y (γ) mostramos
el desdoblamiento de las bandas α, β, y γ, respectivamente, en los diferentes dopajes
electro´nicos estudiados anteriormente (δnF = 0,±12 ,±1), considerando y sin considerar
el SOC inducido por los adsorbatos de flu´or. Los paneles de la banda β muestran con
una flecha el incremento de δn, donde la curva de color azul (rojo) corresponde al caso
cuando δnF = −1(1) mientras que la curva de color verde corresponde al caso cuando
δnF = 0. En los paneles 7.15(β) y en el diagrama de bandas ubicado a su izquierda
mostramos un par de l´ıneas grises entrecortadas; para δnF = 0 estas l´ıneas interceptan
la banda β en los puntos donde esta´ el nivel de Fermi, y estas l´ıneas permiten apreciar
mejor el desdoblamiento de las bandas cerca del nivel de Fermi.
Debido a que las deformaciones de la estructura plana incrementan el SOC propio
del grafeno [44], esperamos que el dopaje con huecos (δnF < 0) incremente el SOC
del sistema y por tanto incremente el desdoblamiento de bandas. Sin embargo, los
resultados que presentamos indican todo lo contrario, el desdoblamiento de bandas se
incrementa cuando el sistema es dopado con electrones (δnF > 0).
En los paneles intermedios de la Fig. 7.15 presentamos el desdoblamiento de las
bandas, donde se consideran las dos fuentes de SOC del sistema. El desdoblamiento
de las bandas es del orden de los meV en algunos puntos de la ZB, y es mucho mayor
que el desdoblamiento de bandas obtenida por el SOC del carbono, donde el u´ltimo
fue presentado anteriormente en la Ref. [43]. Si δnF es incrementado desde δnF = 0
hacia δnF = 1, entonces el desdoblamiento de la banda β se incrementa en un 400 %,
mientras que si el dopaje es reducido desde δnF = 0 hacia δnF = −1 el desdoblamiento
de la banda β es reducido en un factor no mayor del 25 %. Algo similar sucede con el
desdoblamiento de las bandas α y γ. Sin embargo ponemos mayor atencio´n en la banda
β porque en esta se encuentra el nivel de Fermi.
En los paneles de la derecha de la Fig. 7.15 presentamos el desdoblamiento de
las bandas cuando no se considera el SOC del flu´or. En este caso observamos que
el desdoblamiento de bandas se incrementa cuando reducimos el dopaje electro´nico,
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Figura 7.15: Desdoblamiento de esp´ın de las bandas α, β, y γ del sistema 7×7. Paneles
de la izquierda: Diagrama de bandas del 7×7 para δnF = 0, donde graficamos con l´ıneas
negras a las bandas α, β, y γ. Cada una de estas bandas esta´ desdoblada en esp´ın, pero su
desdoblamiento es del orden del meV por lo que no es apreciable. Los paneles etiquetados
con (α), (β), y (γ) muestran el desdoblamiento de las bandas α, β, y γ, respectivamente,
para diferentes dopajes electro´nicos δnF = 0. En particular en los paneles (β) mostramos
una flecha que indica la direccio´n del incremento del dopaje electro´nico, la cual va desde
δnF = −1 hacia δnF = 1. El desdoblamiento de bandas ha sido calculado en dos casos.
El primer ca´lculo es realizado con el SOC del flu´or y con el SOC propio del grafeno que
proviene del SOC de los a´tomos de carbono. El segundo ca´lculo es realizado u´nicamente
con el SOC propio del grafeno. Los factores de multiplicacio´n indican el factor de escala
usado en la presentacio´n de los resultados.
que es lo mismo a incrementar el dopaje del sistema con huecos, lo que incrementa
la deformacio´n de la estructura plana del grafeno. Si bien es cierto que esto es lo que
esperamos inicialmente, la magnitud del desdoblamiento de bandas es mucho menor
con respecto de los resultados que consideran el SOC del flu´or. Por ejemplo en el nivel
de Fermi para δnF = 0, el desdoblamiento de la banda β es cinco veces mayor cuando
el SOC ato´mico del F esta´ activo que cuando el SOC del F esta´ inactivo.
En conclusio´n la mayor fuente del SOC del sistema proviene de las impurezas de
F, y en consecuencia los estados ma´s afectados son aquellos con mayor peso sobre la
impureza. Esto lo podemos verificar comparando los resultados de los paneles 7.15(α)
con los resultados de los paneles 7.15(β,γ). Haciendo esta comparacio´n alrededor del
punto K observamos que el desdoblamiento de la banda α es cuatro veces menor res-
pecto al desdoblamiento de las bandas β y γ. En efecto, los estados de la banda α son
los estados de menor peso sobre la impureza, y por esto el desdoblamiento de la banda
242 Acoplamiento esp´ın-o´rbita inducido por adsorbatos de flu´or sobre grafeno.
-1
0
1
M K Γ M
E
[e
V
]
γ
0
1
2
3
4
5
6
M K Γ M
δE
γ
[m
eV
] (γ); ×100
M K Γ M
(γ); ×100
-1
0
1
E
[e
V
]
β
0
1
2
3
4
5
6
δE
β
[m
eV
] (β)
δnF
(β); ×40
δnF
-1
0
1
E
[e
V
]
Sis. 6×6; δnF = 0
α
0
1
2
3
4
5
6
δE
α
[m
eV
]
Con SOC en F
(α); ×100
Sin SOC en F
(α); ×100
Figura 7.16: Con el mismo formato de la Fig. 7.15, mostramos el desdoblamiento de
las bandas α, β, y γ, del sistema 6×6. Cuando las dos fuentes de SOC esta´n activas, los
resultados del ca´lculo DFT indican que el desdoblamiento de la banda β se incrementa
conforme incrementamos el dopaje electro´nico. Esto no sucede completamente en las
bandas α y γ debido a que sus desdoblamientos muestran un comportamiento distinto
alrededor del punto Γ. Mayor detalle en el texto.
α es menor respecto al desdoblamiento de las bandas β y γ. Adema´s, en Γ-M se aprecia
el mayor desdoblamiento de la banda β con respecto de las bandas α y γ, porque las
u´ltimas tienen estados de poco peso en las impurezas.
7.6.2. Desdoblamiento de bandas del sistema 6×6
En la Fig. 7.16 presentamos el desdoblamiento de las bandas del sistema 6×6,
con el mismo formato de la Fig. 7.15. Esta figura contiene tres columnas de paneles.
La columna de la izquierda muestra el diagrama de bandas del 6×6 resaltando las
bandas cuyo desdoblamiento vamos a explicar. En la columna central presentamos el
desdoblamiento de las bandas considerando el SOC del flu´or y el SOC del grafeno
proveniente de los carbonos, y en la columna derecha presentamos el desdoblamiento
de las bandas considerando solamente el SOC del grafeno.
Iniciamos la descripcio´n exponiendo los resultados DFT que consideran las dos fuen-
tes de SOC del sistema. Los resultados del panel 7.16(β) muestran el desdoblamiento
de la banda β para diferentes dopajes; este desdoblamiento es del orden de los meV
y se incrementa conforme incrementamos el dopaje electro´nico. La banda β contiene
estados con el mayor peso sobre los a´tomos de flu´or y es de esperar que en todo camino
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esta´ banda presente un desdoblamiento de esp´ın del orden del meV. Sin embargo este
desdoblamiento es mucho menor en el camino M-K donde la banda β presenta una
dispersio´n pequen˜a.
En los paneles 7.16(α) y 7.16(γ) mostramos el desdoblamiento de las bandas α y
γ, respectivamente. Ve´ase que los desdoblamientos de estas bandas presentan algunas
diferencias relevantes con respecto a el desdoblamiento de la banda β. Una de estas
diferencias se encuentra alrededor del punto Γ porque el desdoblamiento de las bandas
α y γ se reduce con el dopaje electro´nico. Sin embargo en medio del camino Γ-K se
aprecia que el desdoblamiento de las bandas se incrementa con el dopaje electro´nico.
El desdoblamiento de la banda α muestra irregularidades a lo largo del camino M-K,
los cuales asociamos al cruce y anti-cruce de las bandas lejanas al nivel de Fermi. Los
ma´ximos desdoblamientos de la banda α van desde 0.08meV hacia 0.17meV si el dopaje
cambia desde δnF = −1 hacia δnF = 1, respectivamente, lo que indica que estos estados
tienen peso reducido sobre las impurezas de flu´or. Por otro lado el desdoblamiento de
la banda γ se incrementa con el dopaje electro´nico a lo largo del camino M-K, y los
ma´ximos desdoblamientos van desde 0.37meV hacia 28meV si el dopaje cambia desde
δnF = −1 hacia δnF = 1, respectivamente. Esto es de esperarse porque la banda γ
tiene estados con peso dominante sobre el flu´or.
Lo novedoso de las bandas α y γ sucede a lo largo del camino Γ-M porque el desdo-
blamiento de bandas se incrementa con la reduccio´n del dopaje electro´nico, siendo este
desdoblamiento de bandas del orden de las decenas de µeV. Anteriormente apreciamos
que los estados de las bandas α y γ tienen peso despreciable sobre el F alrededor del
punto Γ, y con este antecedente concluimos que el desdoblamiento de estas bandas al-
rededor de Γ es generado exclusivamente por las deformaciones de la estructura plana
del grafeno, que incrementan el SOC propio del grafeno. Recordamos que esto sucede
para todo sistema N×N con N mu´ltiplo de 3, debido a que el arreglo de a´tomos de flu´or
produce un potencial que acopla particularmente a los estados del cono de Dirac. Para
verificar esta conclusio´n observamos los paneles derechos 7.16(α,β,γ) que muestran el
desdoblamiento de bandas sin considerar el SOC del flu´or, y efectivamente a lo largo
del camino Γ-M los desdoblamientos de las bandas α y γ son similares con y sin el SOC
de las impurezas.
7.6.3. Desdoblamiento de bandas del sistema 10×5 y 5×5
Las impurezas de F no discriminan las subredes del grafeno, y para tener en cuen-
ta esto calculamos el desdoblamiento de bandas del sistema 10×5, que tiene impu-
rezas sobre ambas subredes, y del sistema 5×5, que tiene impurezas so´lo sobre una
subred, con el fin de comparar sus resultados en tres diferentes dopajes electro´nicos.
Los dopajes electro´nicos de estos sistemas son de δnF = 0,±12 que es lo mismo a
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Figura 7.17: Con el mismo formato de la Fig. 7.15, mostramos el desdoblamiento
de las bandas α, β, y γ, del sistema 10×5. Indicamos que las curvas azules, verdes y
rojas corresponden al dopaje δnF = −12 , δnF = 0, y δnF = 12 , respectivamente, los
cuales son equivalentes a δn = 0,±3.8×1013 e
cm2
. Estos resultados son comparados con
los desdoblamientos de bandas del sistema 5×5 que esta´n presentados en la Fig. 7.18.
δn = 0,±3.8×1013 e
cm2
, y su concentracio´n de flu´or es del 2 %.
En las Figs. 7.17 y 7.18 mostramos los resultados de la celda 10×5 y 5×5, respec-
tivamente, los cuales no tienen mucha diferencia entre s´ı. Si bien es cierto que ambos
sistemas tienen estructura de bandas distintas, sus respectivos desdoblamientos son del
orden del meV, y este desdoblamiento se incrementa con el dopaje electro´nico cuando
las dos fuentes de SOC -del carbono y del flu´or- esta´n activas. De la misma manera, si
el SOC del flu´or esta´ inactivo, en ambos sistemas se aprecia que el desdoblamiento de
bandas se reduce con el dopaje electro´nico, sin embargo este desdoblamiento de bandas
es mucho menor. Ve´ase que cuando δn = δnF = 0, se aprecia que el desdoblamiento
de bandas es de la misma magnitud para ambos sistemas en el nivel de Fermi.
En todos los sistemas estudiados se aprecia que el desdoblamiento de las bandas
es aproximadamente cinco veces mayor cuando el SOC del flu´or esta activo. Eso fue
presentado en las Figs. 7.15, 7.16, 7.17 y 7.18. Estos resultados muestran fuertemente
que el desdoblamiento de las bandas alrededor del nivel de Fermi se incrementan con
el dopaje electro´nico del sistema y con la concentracio´n de impurezas de flu´or, sin
importar si estas se localizan sobre una subred o sobre las dos subredes del grafeno.
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Figura 7.18: Con el mismo formato de la Fig. 7.15, mostramos el desdoblamiento
de las bandas α, β, y γ, del sistema 5×5. Indicamos que las curvas azules, verdes y
rojas corresponden al dopaje δnF = −12 , δnF = 0, y δnF = 12 , respectivamente, los
cuales son equivalentes a δn = 0,±3.8×1013 e
cm2
. Estos resultados son comparados con
los desdoblamientos de bandas del sistema 10×5 que esta´n presentados en la Fig. 7.17.
7.7. Modelo de enlace fuerte y orbitales de Wannier
Los resultados anteriores evidencian que la principal fuente del SOC del sistema
proviene de las impurezas de F, y estos coinciden con los recientes resultados de la
Ref. [38] los cuales investigan sistemas N×N sin dopaje electro´nico. Sin embargo los
resultados para diversos dopajes electro´nicos no tienen precedentes y por esto decidimos
investigarlos de forma ma´s detallada. Debido a que los resultados del DFT muestran
claramente la dependencia entre el dopaje δn y el SOC del sistema, decidimos obtener
las propiedades del sistema con un modelo de enlace fuerte que mediante sus para´metros
permita visualizar la relacio´n entre el SOC y δn.
7.7.1. Hamiltoniano de enlace fuerte H.
El modelo de enlace fuerte esta´ disen˜ado sobre los orbitales de las impurezas F y los
orbitales de los carbonos C que consideramos ma´s relevantes. En primera aproximacio´n
creemos relevante usar todos los orbitales de valencia del F porque los estados de
mayor peso en la impureza -apreciados en la densidad de estados- se acercan al nivel de
Fermi conforme incrementamos el dopaje electro´nico -sin importar su cara´cter orbital-,
adema´s los orbitales px, py, pz, y s del flu´or permiten construir los orbitales sp
2 y sp3
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que respetan la estructura triangular del grafeno. Por otro lado creemos relevante usar
so´lo los orbitales pz de los C porque los estados relevantes alrededor del nivel de Fermi
son de este cara´cter orbital. Por lo tanto el hamiltoniano H que usaremos es:
H = HF +HC +Hg +HFC , (7.8)
el cual esta´ compuesto por el hamiltoniano de la impureza “HF”, el hamiltoniano de
los a´tomos vecinos a la impureza “HC”, el hamiltoniano del resto del grafeno “Hg”, y
el hamiltoniano asociado a la hibridacio´n “HFC” entre los orbitales de la impureza y
los orbitales de sus a´tomos vecinos.
El hamiltoniano asociado a la impureza es:
HF =
∑
ξ,σ
εpp
†
ξσpξσ +
∑
σ
εss
†
σsσ , (7.9)
donde p†ξσ es un operador que crea un electro´n con esp´ın σ en el orbital 2pξ (ξ =
x, y, z) y s†σ crea un electro´n con esp´ın σ en el orbital 2s. Si hacemos un cambio de
base consistente con la simetr´ıa de rotacio´n de 120◦ del sistema, podemos definir los
siguientes operadores:
f †zσ = As
†
σ +
√
1− A2 p†zσ ,
f †1σ =
√
1− A2√
3
s†σ −
A√
3
p†zσ +
√
2
3
p†xσ ,
f †2σ =
√
1− A2√
3
s†σ −
A√
3
p†zσ −
1√
6
p†xσ +
1√
2
p†yσ ,
f †3σ =
√
1− A2√
3
s†σ −
A√
3
p†zσ −
1√
6
p†xσ −
1√
2
p†yσ ,
(7.10)
donde A es el para´metro de hibridacio´n. Si A = 0 entonces f †zσ es el operador p
†
zσ y f
†
iσ
son los tres operadores que crean a cada uno de los orbitales sp2 del F. En cambio si
A = 1/2 entonces f †zσ y f
†
iσ son los operadores creacio´n de los orbitales sp
3 del F. De
esta forma el para´metro A nos permite interpolar entre dos l´ımites de hibridacio´n. Con
este cambio de base obtenemos:
HF =
∑
σ
εz f
†
zσfzσ +
∑
i,σ
εf f
†
iσfiσ +
∑
i 6=j,σ
t1f f
†
iσfjσ +
∑
i,σ
t2f
(
f †zσfiσ + f
†
iσfzσ
)
, (7.11)
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Figura 7.19: Seccio´n del del grafeno alrededor del adsorbato de flu´or. (a) Orbitales
correspondientes a los operadores creacio´n que usa modelo de enlace fuerte simplificado.
(b) y (c) muestra los para´metros de hibridizacio´n entre los orbitales de flu´or y carbono
que son definidos en HFC.
donde los nuevos para´metros dependen de εp, εs y del para´metro A:
εz =
(
1− A2) εp + A2εs , εf = (1− A2)
3
εs +
(2 + A2)
3
εp ,
t1f =
(1− A2)
3
(εs − εp) , t2f = A
√
1− A2√
3
(εs − εp) .
(7.12)
Los hamiltonianos HC y Hg que corresponden a los a´tomos de carbono son:
HC =
∑
σ
ε0 c
†
0σc0σ +
∑
i,σ
ε1 c
†
iσciσ + t
′∑
i,σ
(
c†0σciσ + c
†
iσc0σ
)
+ t′2
∑
i 6=j,σ
c†iσcjσ +Hg ,
Hg =
∑
l
εg c
†
l,σcl,σ + t
∑
l,σ
(
c†l,σcl+δr,σ + c
†
l+δr,σcl,σ
)
+ t2
∑
l,σ
(
c†l,σcl+δr2,σ + c
†
l+δr2,σ
cl,σ
)
,
(7.13)
donde el operador c†jσ crea un electro´n de esp´ın σ sobre el orbital tipo pz, el cual
se ubica en la posicio´n correspondiente a “j”. Los ı´ndices i, j del HC barren so´lo las
posiciones 1,2,3 que corresponden a los tres a´tomos Cn. En este notacio´n el operador
c†0σ crea el orbital correspondiente al a´tomo C0, siendo este orbital muy diferente a los
dema´s orbitales de los C porque C0 es el a´tomo que esta´ enlazado con F.
Por otro lado, el ı´ndice l de Hg barre por todas las posiciones del grafeno con
excepcio´n de las posiciones correspondientes al a´tomo C0 y sus vecinos Cn, y por tanto
l 6= 0, 1, 2, 3. Aqu´ı εg es la energ´ıa del orbital pz, luego t y t2 son los elementos de
matriz a primeros y segundos vecinos, respectivamente. Luego δr (δr2) es la distancia
entre el primer (segundo) vecino del a´tomo ubicado en la posicio´n “l”.
Por u´ltimo, HFC contiene los te´rminos de hibridacio´n entre los orbitales de C0 y los
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Cn con los orbitales de F:
HFC =V
∑
σ
(
f †zσc0σ + c
†
0σfzσ
)
+ V ′
∑
iσ
(
f †zσciσ + c
†
iσfzσ
)
+W
∑
i,σ
(
f †iσc0σ + c
†
0σfiσ
)
+
∑
ij,σ
wij
(
f †iσcjσ + c
†
jσfiσ
)
,
(7.14)
aqu´ı wij tiene dos valores posibles, si el orbital f
†
iσ se solapa directamente con el orbital
c†jσ entonces wij = w1, en otro caso wij = w2. En la Fig. 7.19 presentamos una des-
cripcio´n de estos para´metros y orbitales. En el panel 7.19(a) presentamos los orbitales
correspondientes a los operadores c†0σ, c
†
iσ, f
†
zσ, f
†
iσ. Luego en 7.19(b,c) mostramos los
para´metros de hibridacio´n entre los orbitales de carbono y flu´or.
El siguiente paso es estimar los para´metros de H correspondientes a cada dopaje
del sistema. Estos para´metros deben ser consistentes con los resultados presentados en
las secciones anteriores, y por esto usamos el co´digo Wannier90 [187–189] el cual busca
un hamiltoniano de enlace fuerte a partir de los OKS del ca´lculo DFT.
7.7.2. Ca´lculo de los orbitales de Wannier
Debido a que los OKS son funciones de Blo¨ch, buscamos una transformacio´n “T ”
que intercambie las funciones de Blo¨ch por orbitales de Wannier, donde las u´ltimas
son funciones localizadas alrededor de un a´tomo o en medio de estos. Luego con las
energ´ıas de los OKS y la transformacio´n T construimos un hamiltoniano de enlace
fuerte que esta´ escrito en la base de los orbitales de Wannier, y con los para´metros
de este hamiltoniano analizamos la estructura electro´nica del sistema. Este ca´lculo lo
realizamos con el programa Wannier90 (W90) [187–189], que se detallo´ en la seccio´n
3.7 del cap´ıtulo 3 y ya fue utilizado en el cap´ıtulo 5.
Calcular los orbitales de Wannier con el co´digo W90 exige un costo computacional
mayor conforme mayor es la celda unidad del sistema, por lo que realizamos estos
ca´lculos so´lo en el sistema 4×4 por limitaciones computacionales, (ver la Fig. 7.6).
Si bien esto no es lo ideal, esperamos que los para´metros que obtengamos no sean
afectados sustancialmente por los efectos de taman˜o finito, dado a que estos son de
cara´cter local. En u´ltima instancia, la comparacio´n de los resultados del 4×4 con los
resultados de sistemas N×N ma´s grandes es lo que valida esta aproximacio´n.
Primeramente calculamos la estructura cristalina del sistema 4×4 mediante proce-
sos de relajacio´n de la DFT. Este ca´lculo se realizo con los mismos criterios presentados
en la seccio´n 7.2, donde el mallado usado fue de nkp1× nkp2× nkp3=6× 6× 1. Luego
calculamos la densidad electro´nica y los OKS del sistema con un mallado uniforme de
la ZB. Este mallado fue de nkp1 × nkp2 × nkp3 de 8 × 8 × 1, considerando todas las
bandas necesarias para el ajuste de Wannier.
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Figura 7.20: Orbitales de Wannier de la celda 4×4 obtenidas por el co´digo W90. En
(a,b,c) presentamos los orbitales pz asociados a C0,Ci, junto con el orbital pz asociado a
un a´tomo lejano al adsorbato. En (d,e) mostramos los orbitales de F que esta´n asociados
con los operadores f †iσ y f
†
zσ, respectivamente. En (f) mostramos el orbital σ localizado
alrededor del adsorbato, e´ste es un orbital de cara´cter sp2.
Mencionamos que el ajuste de Wannier no considera el SOC de los a´tomos de
carbono y flu´or, dado que esto por lo menos har´ıa el ca´lculo cuatro veces ma´s costoso;
por tanto nuestro ajuste de Wannier se realiza sin considerar el esp´ın de los estados.
Para obtener los orbitales de Wannier con el W90 necesitamos la ventana interna de
energ´ıa, que es la ventana que contiene los OKS de intere´s para el ca´lculo. En este
caso los OKS de cara´cter s y pζ (ζ = x, y, z) del flu´or y del carbono son de intere´s,
por tanto la ventana interna va desde el fondo de banda (∼28eV por debajo del nivel
de Fermi, donde se encuentran estados de cara´cter s del flu´or) hasta los 11-12 eV por
arriba del nivel de Fermi (donde se encuentran estados de cara´cter pz del carbono). Esta
ventana contiene los estados de cara´cter orbital s y pζ (ζ = x, y, z) del flu´or, y tambie´n
contiene los estados de cara´cter orbital sp2 -conocidos como estados σ- del grafeno.
Los OKS de energ´ıas mayores a los 12 eV no los consideramos porque los otros estados
de cara´cter orbital sp2 -conocidos como estados σ∗- del grafeno no son necesarios para
este ajuste de Wannier, adema´s en estas energ´ıas se encuentran estados espurios del
pseudopotencial. Dentro de la ventana interna definimos la ventana congelada, donde
habitan so´lo los estados de cara´cter dominante pz del C y del F, los cuales esta´n cerca
del nivel de Fermi. Por lo tanto la ventana congelada contiene a la banda β ma´s los
estados de mayor (menor) energ´ıa de la banda γ (α). Finalmente buscamos 84 orbitales
de Wannier por celda unidad, que son del tipo:
32 = 2× (4× 4) orbitales pz. Cada uno de estos orbitales se localiza sobre cada
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a´tomo de carbono de la celda unidad.
48 = 3× (4× 4) orbitales s localizados en entre dos a´tomos de carbono. Estos es
la aproximacio´n de la superposicio´n sime´trica de orbitales sp2 los cuales tambie´n
son llamados orbitales σ.
3 orbitales sp2 y 1 orbital pz localizado en el flu´or.
Indicamos que es necesario considerar los OKS de cara´cter sp2 del grafeno (que
son cara´cter combinado s, px, py) porque los estados de cara´cter sp
2 y pz se acoplan
entre s´ı alrededor de C0, lo cual evidencia el cambio de hibridacio´n local del sistema.
El ca´lculo de Wannier lo realizamos para los dopajes δnF = 0,±12 ,±1, y los orbitales
obtenidos los mostramos en la Fig. 7.20. La estructura espacial de estos orbitales no
depende del dopaje electro´nico.
En los paneles 7.20(a,b,c) presentamos los orbitales de Wannier del tipo pz que se
ubican sobre los a´tomos C0, Cn, y algu´n a´tomo apartado de la impureza. Se aprecia que
el orbital tipo pz de Cn es similar al orbital tipo pz del a´tomo lejano, con la diferencia
de que los ejes de estos orbitales no son paralelos entre s´ı. Por otro lado el orbital pz
del C0 es un orbital similar a un orbital sp
3 orientado en la direccio´n “z”. Los paneles
7.20(d,e) muestran los orbitales de Wannier tipo sp3 del flu´or, que esta´n asociados a
los operadores f †zσ y f
†
iσ, y estos orbitales son parecidos a los orbitales del esquema de
la Fig. 7.19. Luego en 7.20(f) mostramos el orbital de Wannier tipo σ que es un orbital
obtenido por una combinacio´n sime´trica de orbitales sp2.
El orbital presentado en el panel 7.20(a) tiene lo´bulos distintos entre s´ı, siendo
ma´s grande aquel que se encuentra debajo del grafeno. Lo mismo sucede con el orbital
presentado en el panel 7.20(b). Sin embargo, el orbital del panel 7.20(c) presenta lo´bulos
que consideramos de igual taman˜o. La diferente estructura de los orbitales se puede
explicar por el campo local inducido por el flu´or, dado que los orbitales de los paneles
7.20(a,b) son los orbitales cercanos a la impureza de flu´or. En la Fig. 6.8 del cap´ıtulo 6
mostramos la transferencia de carga desde el grafeno hacia F, la cual es favorecida por
la electro-negatividad del F y el dopaje electro´nico del sistema. Esta transferencia de
carga hacia los F produce un campo ele´ctrico alrededor de estas, y por este campo local
los orbitales cercanos a las impurezas tienen orbitales con lo´bulos superior e inferior
distintos tal como hemos mostrado. En cambio el orbital del panel 7.20(c) tiene lo´bulos
sime´tricos porque este orbital esta´ lejos del campo local de impurezas.
En la Fig. 7.21(a) presentamos el diagrama de bandas del 4×4 obtenida con el
ca´lculo de Wannier cuando δnF = 0, y a estas las comparamos con el diagrama de
bandas obtenidas con el DFT. Alrededor de nivel de Fermi se aprecia un buen ajuste
entre los resultados DFT (c´ırculos vac´ıos) y los resultados Wannier (l´ıneas grises). Este
acuerdo se extiende desde el fondo de banda (∼28eV debajo del nivel de Fermi) hasta los
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Figura 7.21: Diagrama de bandas de los sistemas 4×4, 6×6, y 7×7, cuando δnF = 0.
Los puntos vac´ıos representan los resultados DFT, las l´ıneas grises representan el ca´lculo
de Wannier que u´nicamente se realizo en el sistema 4×4, y las l´ıneas negras representan
los resultados obtenidos con el hamiltoniano de enlace fuerte H definido en la Ec. (7.8).
Resaltamos que H usa los para´metros del ca´lculo de Wannier del sistema 4×4, y que H
ajusta cualitativamente las bandas de los sistemas 6×6 y 7×7. Esto sugiere que podemos
estudiar sistemas N×N de mayor taman˜o con H, los cuales tienen menor concentracio´n
de impurezas.
3eV por arriba del nivel de Fermi. Si deseamos ajustar las bandas de mayor energ´ıa con
el ca´lculo de Wannier debemos adicionar los orbitales σ∗ que son la combinacio´n anti-
sime´trica entre orbitales sp2 de a´tomos vecinos, pero para este estudio es irrelevante.
El acuerdo entre el ca´lculo de Wannier y la DFT se repite en los dema´s dopajes
electro´nicos (δnF = ±12 ,±1). Los ajustes de Wannier del 4×4 en dopajes δnF 6= 0
presentan elementos de matriz distintos respecto al caso neutro, pero las bandas α, β,
y γ, cambian poco con δnF al punto que las consideramos como bandas r´ıgidas.
Mencionamos que si no consideramos los orbitales σ en el ca´lculo de Wannier,
entonces obtenemos orbitales que ajustan las bandas alrededor del nivel de Fermi, pero
el orbital correspondiente a C0 parece una combinacio´n entre orbitales σ y pz, y por
este cara´cter delocalizado no se puede definir una energ´ıa local de C0 y elementos de
matriz entre e´ste y sus vecinos. Por lo tanto es necesario el uso de los orbitales σ para
construir un modelo simplificado de enlace fuerte. Por otra parte, como los orbitales
de los paneles 7.20(a,b) son parecidos al orbital tipo pz del panel 7.20(c), consideramos
que los orbitales presentados en 7.20(a,b) son los orbitales pz de C0 y Cn.
En la tabla 7.1 presentamos los para´metros del ca´lculo de Wannier en cada uno de los
dopajes estudiados. Estos son los para´metros que usaremos en el modelo de enlace fuerte
presentado en la Ec. (7.8). Ve´ase que las energ´ıas locales de F (εz, εf ), C0 (ε0), Cn (ε1), y
de los C lejanos a la impureza (εg), se incrementan conforme incrementamos δnF , lo que
es intuitivo dentro de un modelo de campo medio debido a la interaccio´n de Coulomb.
Adema´s la diferencia entre εg y εz, εf , ε0, ε1 se reduce conforme incrementamos el dopaje
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δnF −1 −12 0 +12 +1
εz -10.43 -9.63 -8.72 -7.50 -5.40
εf -12.29 -11.45 -10.35 -8.86 -6.27
ε0 -0.08 0.25 0.38 0.31 0.36
ε1 -2.55 -1.91 -1.30 -0.80 -0.27
t′ -2.45 -2.37 -2.31 -2.34 -2.71
t′2 -0.07 -0.09 -0.11 -0.09 0.13
t1f -5.34 -5.25 -5.15 -5.02 -4.85
t2f -3.99 -4.07 -4.17 -4.25 -4.33
V 3.34 3.31 3.11 2.48 1.11
V ′ -0.21 -0.18 -0.14 -0.06 0.09
W -3.47 -3.43 -3.18 -2.42 -0.88
w1 -0.54 -0.56 -0.56 -0.53 -0.42
w2 0.30 0.28 0.25 0.20 0.07
εg -2.08 -1.53 -0.99 -0.52 -0.34
t -2.85 -2.86 -2.87 -2.88 -2.90
t2 0.22 0.22 0.22 0.22 0.23
Tabla 7.1: Elementos de matriz obtenidos por los orbitales de Wannier los cuales son
usados en el hamiltoniano de enlace fuerte H definido en la Ec. (7.7.1). Los ca´lculos han
sido realizados por el co´digo W90 en la celda 4×4 en los dopajes δnF = 0,±12 ,±1, para
una mejor descripcio´n de los para´metros observe la Fig. 7.19. La unidad de los resultados
es el electro´n Voltio [eV].
electro´nico. Este resultado indica que los estados con peso en el F se acercan al nivel
de Fermi conforme incrementamos el dopaje electro´nico. Este resultado es consistente
con la PDOS presentada en la Fig. 7.13, donde se mostraba que los estados cercanos
al nivel de Fermi tienen ma´s peso en la impureza conforme se incrementa el dopaje
electro´nico.
Aclaramos que cada uno de los para´metros de la tabla 7.1 han sido definidos en los
diagramas de la Fig. 7.19, con excepcio´n de los para´metros εg, t, y t2 que corresponden
al hamiltoniano Hg de la Ec. (7.13). Los para´metros εg, t, y t2 los extraemos de los
orbitales ma´s lejanos a la impureza, y para el sistema N×N estos se encuentran a una
distancia ∼ N×1.42A˚ donde esta´n los a´tomos Cs1, Cs2, y Ch definidos en la Fig. 7.5.
Ve´ase que los para´metros t y t2 se alteran poco con el dopaje electro´nico porque el flu´or
absorbe en mayor medida a la carga electro´nica, y por tanto el cambio en el sistema se
concentra alrededor del flu´or.
El hamiltoniano H de enlace fuerte lo resolvemos considerando las condiciones pe-
rio´dicas del sistema N×N, y con este modelo calculamos los diagramas de bandas
correspondientes a los sistemas 4×4, 6×6, y 7×7. Estos resultados los presentamos en
la Fig. 7.21 en sus paneles 7.21(b,c,d). En estos paneles comparamos los diagramas de
bandas de H (l´ıneas continuas negras) con los diagramas de bandas del DFT (c´ırculos
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vac´ıos). El panel 7.21(b) muestra los resultados del ca´lculo DFT y delH para el sistema
4×4, y se aprecia que H ajusta cualitativamente al resultado de la DFT, aunque este
ajuste ser´ıa mejor si consideramos los para´metros de los orbitales σ. Sin embargo, en los
paneles 7.21(c,d) observamos que H tambie´n reproduce cualitativamente los diagramas
de bandas los sistemas 6×6 y 7×7. Por tanto con H podemos obtener los diagramas
de bandas de otros sistemas N×N. Si bien es cierto que el ajuste entre los resultados
DFT y H no es perfecto cerca del nivel de Fermi, lo que interesa es saber si el modelo
de enlace fuerte puede capturar la dependencia del desdoblamiento de bandas como
funcio´n del dopaje electro´nico. Para esto es necesario adicionar el SOC de las impurezas
en el hamiltoniano H de la Ec. (7.8).
7.7.3. Adiccio´n de la interaccio´n esp´ın-o´rbita.
Habiendo concluido que la fuente principal del SOC del sistema viene de las im-
purezas, adicionamos al hamiltoniano H el te´rmino de esp´ın-o´rbita Hso de las impure-
zas. Considerando que el gradiente del potencial es mucho mayor cerca de los nu´cleos
ato´micos y tomando como referencia de coordenadas el nu´cleo de la impureza, podemos
reducir Hso en una expresio´n sencilla:
Hso = 1
2mc2
∇V (r) · (s×p) ≈ 1
2mc2
(
∂V (r)
∂r
rˆ
)
·(s×p) ≈ αζ(rˆ×p)·s = αζL·s , (7.15)
donde V (r) es el potencial del sistema, el cual alrededor del nu´cleo de la impureza es
-aproximadamente- el potencial ato´mico de la impureza ζ, y por tanto αζ =
1
2mc2
∂V (r)
∂r
es el SOC ato´mico de ζ.
Los a´tomos aislados de F y C tienen αF ≈ 50meV [38, 258] y αC ≈ 10meV [44, 259],
respectivamente. Estos valores muestran que el SOC de las impurezas es ma´s fuerte que
el SOC del grafeno, au´n si el SOC del grafeno se incrementara´ por las deformaciones
de su estructura plana [38, 237]; donde el SOC del grafeno esta´ compuesto solamente
por el SOC ato´mico de sus carbonos. Por esto, en el hamiltoniano H de la Ec. (7.8)
so´lo adicionamos el SOC correspondiente a las impurezas de flu´or. Escribimos “Hso”
254 Acoplamiento esp´ın-o´rbita inducido por adsorbatos de flu´or sobre grafeno.
de forma matricial [260, 261]:
Hso = αζ~
2
2

0 0 0 0 0 0 0 0
0 0 −i 0 0 0 0 1
0 i 0 0 0 0 0 −i
0 0 0 0 0 −1 i 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 i 0
0 0 0 −i 0 −i 0 0
0 1 i 0 0 0 0 0

, (7.16)
donde la base esta´ conformada por {s↑, px↑, py↑, pz↑, s↓, px↓, py↓, pz↓} que son los orbitales
de valencia de F. Luego hacemos el cambio de base descrito en (7.10) para escribir Hso
en funcio´n de los orbitales {fz↑, f1↑, f2↑, f3↑, fz↓, f1↓, f2↓, f3↓}:
Hso = α~
2
√
6

0 0 0 0 0 −A˜ e ipi3 A˜ e−ipi3 A˜
0 0 −i√
2
i√
2
A˜ 0 −e ipi6 A −e−ipi6 A
0 i√
2
0 −i√
2
−e ipi3 A˜ e ipi6 A 0 iA
0 −i√
2
i√
2
0 −e−ipi3 A˜ e−ipi6 A −iA 0
0 A˜ −e−ipi3 A˜ −e ipi3 A˜ 0 0 0 0
−A˜ 0 e−ipi6 A e ipi6 A 0 0 i√
2
−i√
2
e
−ipi
3 A˜ −e−ipi6 A 0 iA 0 −i√
2
0 i√
2
e
ipi
3 A˜ −e ipi6 A −iA 0 0 i√
2
−i√
2
0

(7.17)
donde A es el para´metro de hibridacio´n que debemos calcular mediante los elementos
de matriz del ca´lculo de Wannier, y A˜ =
√
1− A2 es su valor rec´ıproco. Usando la
tabla 7.1 y la Ec. (7.12) obtenemos εs, εp y A en diferentes dopajes electro´nicos:
εs = εz + 3t1f ; εp = εf − t1f ; A =
√
1 +
3t1f
εz − εf + 4t1f , (7.18)
los cuales usaremos como para´metros de Hso. Para verificar si el valor de A responde
favorablemente con las ecuaciones (7.12), calculamos tc2f =
A
√
1−A2√
3
(εs − εp) con los
resultados de la Ec. (7.18) para luego compararlo el para´metro t2f obtenido del ca´lculo
de Wannier. Esto lo hacemos en cada uno de los dopajes electro´nicos, y los resultados
son presentados en la tabla 7.2 los cuales indican que el acuerdo entre tc2f y t2f es mejor
conforme se incrementa el dopaje electro´nico.
Con lo expuesto anteriormente construimos el hamiltoniano de enlace fuerte:
H = HC +Hg +HF +HFC +Hso , (7.19)
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δnF εs [eV] εp [eV] A t
c
2f [eV] t
c
2f/t2f
−1 −26,45 −6,95 0,42 −4,31 1,08
−1
2
−25,38 −6,20 0,42 −4,24 1,04
0 −24,17 −5,20 0,43 −4,26 1,02
+1
2
−22,56 −3,84 0,44 −4,29 1,01
+1 −19,95 −1,42 0,46 −4,39 1,01
Tabla 7.2: Para´metros del hamiltoniano HF. εs, εp y A han sido calculados con εz, εf
y t1f que son resultados obtenidos por los orbitales de Wannier (ver tabla 7.1). Con εs,
εp y A calculamos t
c
2f para luego compararlo con t2f de la tabla 7.1. Las unidad de los
resultados es el electro´n Voltio [eV]. El acuerdo entre tc2f y t2f indica que el para´metro
de hibridacio´n A esta estimado con un error que va desde el 1 % (cuando δnF=1) hacia
el 8 % (cuando δnF=-1).
donde los para´metros utilizados son presentados en las tablas 7.1 y 7.2. Por otro lado, el
para´metro αζ de Hso fue obtenido ajustando el desdoblamiento de las bandas DFT en
los dopajes δnF = 0,±12 ,±1, poniendo mayor atencio´n en la banda β cuando δnF = 0.
El valor de αζ que ajusta mejor es α˜=40meV. Es entendible que α˜ se encuentre entre αF
y αC , dado que la contribucio´n por parte del F se incrementa con el dopaje electro´nico
mientras que la contribucio´n colectiva por parte del C se reduce, en este caso particular
α˜ = αF − αC.
En las Figs. 7.22, 7.23, y 7.24, mostramos el desdoblamiento de bandas del sistema
7×7, 6×6, y 10×5, respectivamente, que son obtenidas con H, y junto con estas pre-
sentamos el desdoblamiento de bandas obtenidas por el DFT. Los resultados de H y
de la DFT son comparados u´nicamente con las bandas que tienen peso en la impureza
porque H so´lo considera el SOC efectivo de las impurezas embebidas en grafeno. Por
tal razo´n los ajustes del DFT con el hamiltoniano H los realizamos en las bandas α,
β, y γ del 7×7 y del 10×5, y en la banda β del 6×6. Las conclusiones obtenidas son
las siguientes:
1. Los desdoblamientos de bandas obtenidos conH -modelo de enlace fuerte definido
en la Ec. (7.19)- tienen una estructura similar a la estructura del desdoblamiento
de bandas obtenidos con la DFT, siempre y cuando los estados de las bandas -a
lo largo del camino usado en la comparacio´n- presenten peso sobre el flu´or.
2. Los resultados de H muestran que el desdoblamiento de las bandas se incrementa
(reduce) con la concentracio´n de flu´or. La concentracio´n de flu´or en los sistemas
N×N y 2N×N es de 1
2×N2
, por tanto apreciamos mayor desdoblamiento de bandas
conforme N es de menor valor.
3. Para los sistemas 2N×N y N×N, el hamiltoniano H correspondiente a los dopajes
δnF = −1,−12 , 0, 12 ajusta cualitativamente la magnitud de los desdoblamientos
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Figura 7.22: Desdoblamiento de las bandas α, β, y γ, del sistema 7×7 en los dopajes
electro´nicos δnF = −1,−12 , 0, 12 . En estos paneles comparamos los resultados de la DFT
(l´ıneas entrecortadas) con los resultados del hamiltoniano H (l´ıneas continuas) definido
en la Ec. (7.19).
de las bandas obtenidas con la DFT. Esto es consistente con la aproximacio´n
realizada en este modelo, donde considera al flu´or como la u´nica fuente principal
del SOC, y que considera que el exceso o defecto de carga se concentra en el flu´or.
Pasamos a describir los resultados del ajuste que permitieron llegar a estas con-
clusiones. La primera conclusio´n viene del buen ajuste del sistema 7×7 alrededor del
punto K, y del buen ajuste del sistema 6×6 alrededor del punto Γ, donde en ambos
casos los estados de la banda β tienen peso sobre el flu´or. Este acuerdo tambie´n se
aprecia en la banda γ y α del 7×7 sobre el camino M-K-Γ. Adema´s, los resultados del
sistema 10×5 muestran un buen ajuste del desdoblamiento de la banda γ en todo el
camino expuesto porque todos sus estados tienen peso sobre el flu´or.
Por otro lado, a lo largo del camino Γ-M, los resultados de H para α y γ del
7×7 presentan un desdoblamiento de bandas despreciable, lo que no coincide con los
resultados DFT que muestran un desdoblamiento finito en estas bandas. Esto tambie´n
sucede con los estados de las bandas α y γ del 6×6 a lo largo del camino K-Γ-M, lo
que no mostramos aqu´ı. Lo u´nico comu´n entre estos resultados es que los estados en
estas secciones tienen un peso reducido sobre el flu´or y por tanto su desdoblamiento
proviene del SOC propio del grafeno, el cual no fue considerado en el modelo H.
La segunda conclusio´n proviene de la magnitud de los desdoblamientos de bandas
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Figura 7.23: Desdoblamiento de la banda β del sistema 6×6 en los dopajes electro´nicos
δnF = −1,−12 , 0, 12 . El desdoblamiento de la banda β fue calculado con la DFT (l´ıneas
entrecortadas) y con el hamiltoniano H de enlace fuerte (l´ıneas continuas), donde el
u´ltimo fue definido en la Ec. (7.19).
obtenidos con H. Los resultados DFT dicen que conforme mayor es la concentracio´n
de flu´or mayor es la magnitud del desdoblamiento alrededor del nivel de Fermi. Esto
lo hemos apreciamos en los sistemas 7×7, 6×6, y 10×5 que tienen concentraciones del
flu´or del 1.02 %, 1.38 %, 2.00 %, respectivamente. Esta propiedad obtenida con la DFT
es reproducida satisfactoriamente por H, dado que los resultados de la DFT y de H
tienen magnitud similar en cada una de las concentraciones de flu´or estudiadas.
La tercera conclusio´n viene de los ajustes realizados en los diferentes dopajes electro´ni-
cos, dado que H so´lo considera el SOC del flu´or, que muestran similar estructura y
magnitud entre los resultados de H y de la DFT mostrados en las Figs. 7.22, 7.23, y
7.24. Por tanto, las impurezas de flu´or son la fuente dominante del SOC del sistema.
Por otro lado, H se construyo´ con los para´metros del ajuste de Wannier del sistema
4×4, para cada uno de los diferentes dopajes electro´nicos. Estos para´metros han sido
presentados en las tablas 7.1 y 7.2, que son los elementos de matriz y las energ´ıas locales
del flu´or y de sus cuatro vecinos, y las dema´s energ´ıas locales y elementos de matriz
de H son las energ´ıas locales y elementos de matriz de los a´tomos ma´s lejanos al flu´or.
Como vimos en el cap´ıtulo 6, la separacio´n entre el F y sus C vecinos depende casi
totalmente de la carga electro´nica sobre el F (δQF ), y estas separaciones definen los
elementos de matriz entre sus orbitales. Por consiguiente poner los mismos para´metros
de Wannier para otros sistemas implica considerar que la carga sobre el flu´or es la
misma para un determinado δnF , que es lo mismo a considerar que el exceso o el
defecto de carga se concentra sobre los a´tomos de flu´or. El resultado del ajuste DFT
con H valida esta´ aproximacio´n para sistemas N×N de N>4.
Por otro lado, cuando el dopaje δnF = 1, los desdoblamientos de bandas calculados
con H sobrestiman al 200 % o ma´s a los desdoblamientos de bandas obtenidas con los
ca´lculos de la DFT. Esta inconsistencia viene del ca´lculo de Wannier del sistema 4×4,
porque cuando el dopaje electro´nico se incrementa entonces las impurezas presentan
mayor repulsio´n de Coulomb conforme estas este´n ma´s cerca entre s´ı. El resultado
es una sobre-estimacio´n de las energ´ıas locales εf cuando δnF = 1, debido a que la
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Figura 7.24: Desdoblamiento de las bandas α, β, y γ, del sistema 10×5 en los dopajes
electro´nicos δnF = −12 , 0, 12 . En estos paneles comparamos los resultados de la DFT
(l´ıneas entrecortadas) con los resultados del hamiltoniano H (l´ıneas continuas) de la Ec.
(7.19). El desdoblamiento de la banda α obtenido con H no coincide estructuralmente
con el desdoblamiento obtenido con la DFT, porque la banda α tiene poco peso en la
impureza en determinadas secciones del camino X-Γ-M’-X, por tanto para ajustar esta´s
bandas necesitamos adicionar el SOC propio del grafeno, proveniente de los a´tomos de
carbono.
separacio´n entre los flu´or es muy reducida en el sistema 4×4. Si deseamos calcular los
para´metros de H cuando δn = 1 entonces necesitamos hacer un ca´lculo de Wannier en
un sistema mayor al 4×4. Sin embargo, esto superaba las herramientas computacionales
que dispon´ıamos en esta´ investigacio´n.
Continuamos analizando H alrededor de una impureza, tomando en cuenta los
cuatro orbitales del F, el orbital pz de C0, y los tres orbitales pz de Cn. Hacemos un
cambio de base entre estos orbitales consistente con la simetr´ıa cristalina del eje F− C0:
c†0 = c
†
0 , f
†
zσ = As
†
σ + A˜ p
†
zσ (7.20)
f †4σ =
1√
3
3∑
i=1
f †iσ , c
†
4σ =
1√
3
3∑
i=1
c†iσ , (7.21)
f †+σ =
e
ipi
3 f †1σ − f †2σ + e
−ipi
3 f †3σ√
3
, f †−σ =
e
2ipi
3 f †1σ + f
†
2σ + e
−2ipi
3 f †3σ√
3
, (7.22)
7.7 Modelo de enlace fuerte y orbitales de Wannier 259
c†+σ =
e
ipi
3 c†1σ − c†2σ + e
ipi
3 c†3σ√
3
, c†−σ =
e
2ipi
3 c†1σ + c
†
2σ + e
−2ipi
3 c†3σ√
3
, (7.23)
donde se aprecia que el orbital f †4σ = A˜ s
†
σ − Ap†zσ es ortogonal al orbital f †zσ y tiene
orientacio´n opuesta. Esta base esta´ compuesta por 16 orbitales de los cuales 8 son
{c†0σ, c†4σ, c†+σ, c†−σ, f †zσ, f †4σ, f †+σ, f †−σ} con el esp´ın σ =↑ y los otros 8 son los mismos
orbitales pero con el esp´ın σ =↓. Proyectando H sobre estos orbitales obtenemos Hpj:
Hpj =

HpjC HpjCF 0 0
HpjFC HpjF↑ 0 HpjF,↑↓
0 0 HpjC HpjCF
0 HpjF,↓↑ HpjFC HpjF↓
 , (7.24)
y todas estas matrices las escribimos en las Ecs. (7.25), donde “α” representa el aco-
plamiento esp´ın-o´rbita del flu´or. Indicamos que el bloque HpjF,↓ puede obtenerse inter-
cambiando el signo de α del bloque HpjF,↑.
HpjC =

ε0
√
3t′ 0 0√
3t′ ε1 + 2t′2 0 0
0 0 ε1 − t′2 0
0 0 0 ε1 − t′2
 ,
HpjCF =

V
√
3W 0 0√
3V ′ w1 + 2w2 0 0
0 0 w1 − w2 0
0 0 0 w1 − w2
 ,
HpjF,↑ =

εz
√
3t2f 0 0√
3t2f εf + 2t1f 0 0
0 0 εf − t1f + α2 0
0 0 0 εf − t1f − α2
 ,
HpjF↑↓ =

0 0 −α e
ipi
3 A˜√
2
0
0 0 α e
ipi
3 A√
2
0
0 0 0 0
−α e
ipi
3 A˜√
2
α e
ipi
3 A√
2
0 0
 .
(7.25)
El cambio de esp´ın en forma directa (a primer orden) se da entre los orbitales
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Figura 7.25: Esquemas que muestran los para´metros ma´s relevantes de H para el
proceso de cambio de esp´ın. En los paneles (a) y (b) vemos los medios para cambiar el
esp´ın de los portadores del grafeno, el cual parte del estado sime´trico c†4,σ hacia el estado
c†±,σ˜. El esquema (b) es una transformacio´n de inversio´n temporal del esquema (a).
f †zσ, f
†
4σ, f
†
+σ, y f
†
−σ, por lo que el SOC efectivo entre a´tomos de C que producen el
desdoblamiento de las bandas, es inducido por procesos virtuales que involucran a los
orbitales de las impurezas en pasos intermedios. Los esquemas de los elementos de
matriz que involucran estados de esp´ın opuesto los mostramos en la Fig. 7.25. Estos
esquemas muestran que:
1. No existen procesos intermedios que permitan la relajacio´n de esp´ın en C0. Esto
significa que si el electro´n parte con esp´ın σ desde C0 hacia F, y luego retorna
a C0, entonces el electro´n retorna con el mismo esp´ın σ con el que partio. Esto
esta en acuerdo con la referencia [38] que no considera el te´rmino 〈c0↑|H|c0↓〉 en
el caso de dopaje neutro.
2. El proceso de relajacio´n de esp´ın “spin-flip” -de menor orden- ocurre ente los
estados f †zσ, f
†
∆σ, f
†
−σ¯ y f
†
+σ¯. Por tanto los procesos virtuales de relajacio´n de esp´ın
entre a´tomos de carbono son proporcionales a al elemento de matriz entre c†±σ y
f †±σ, lo que implica la hibridacio´n entre estados de diferente simetr´ıa espacial.
3. La mayor contribucio´n del SOC del flu´or al sistema es de segundo orden, la cual
es inversamente proporcional a la diferencia de energ´ıas entre los orbitales de
C y F. Esta diferencia de energ´ıas se reduce cuando incrementamos el dopaje
electro´nico, por lo que el SOC del sistema se incrementa.
Habiendo descrito el SOC inducido por concentraciones de flu´or del 1 % o 2 %, pa-
samos a estimar el SOC inducido por concentraciones de flu´or mucho menores. Esto lo
realizamos en los sistemas 36×36 y 40×40 que tienen una concentracio´n de 0.038 % y
0.031 % de impurezas, respectivamente. Para esto usamos el hamiltoniano H aplicado
en los dopajes δnF = −1,−12 , 0, 12 . En la Fig. 7.26 ,en el panel izquierdo, presentamos
los diagramas de bandas del 36×36 cuando δnF = 0. Las bandas presentadas con l´ıneas
continuas son las bandas ma´s cercanas al nivel de Fermi, las cuales etiquetamos como
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Figura 7.26: En el panel de a izquierda presentamos los diagramas de bandas del
sistema 36×36, resaltado con l´ıneas continuas a las bandas ma´s cercanas al nivel de
Fermi. El desdoblamiento de estas las estudiamos en los dopajes δnF = −1,−12 , 0, 12 , que
en unidades de superficie es δn = δnF × 1.47× 1012 ecm2 . Por este bajo dopaje electro´nico
estimamos que el nivel de Fermi se encuentra alrededor del ma´ximo de la banda β, y por
la baja concentracio´n de impurezas -0.038 %- se recupera aproximadamente la dispersio´n
lineal de los Conos de Dirac, los cuales esta´n conformados por las bandas α′, α, β, β′. En
los dema´s paneles exponemos el desdoblamiento de bandas correspondientes a los dopajes
electro´nicos mencionados. Estos resultados han sido obtenidos con H definido en la Ec.
(7.19), usando los para´metros de las tablas 7.1 y 7.2, y los factores de multiplicacio´n
presentados en la parte superior de cada panel, indican el factor de escala usado al
presentar el desdoblamiento de bandas.
α′, α, β, β′. En los dema´s paneles de 7.26 presentamos el desdoblamiento de estas ban-
das para diferentes dopajes electro´nicos, donde el sentido del incremento del dopaje lo
representamos con una flecha en el panel de la banda β. De igual forma, en la Fig. 7.27
presentamos los diagramas de bandas del 40×40 cuando δnF = 0, y presentamos el
desdoblamiento de las bandas ma´s pro´ximas al nivel de Fermi, las cuales etiquetamos
como α y β. Ve´ase que las bandas pro´ximas al nivel de Fermi conforman los Conos de
Dirac, que aproximadamente recuperan su dispersio´n lineal debido a la baja concen-
tracio´n de impurezas; adema´s aclaramos que el nivel de Fermi se encuentra alrededor
del punto ma´ximo de las bandas β porque los dopajes electro´nicos son del orden de
1012 e
cm2
, los cuales son muy reducidos.
Los resultados de las Figs. 7.26 y 7.27 sugieren que las bandas ma´s cercanas al nivel
de Fermi presentan desdoblamiento de esp´ın inducido por el SOC de las impurezas
de flu´or. Este desdoblamiento de bandas es del orden de las decenas de µeV y se
incrementa con el dopaje electro´nico y la concentracio´n de impurezas. En estos ca´lculos
las concentraciones de impurezas y la misma para el dopaje electro´nico son del orden
de los alcanzados experimentalmente, por tanto lo expuesto aqu´ı puede ser juzgado por
los experimentos.
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Figura 7.27: En el panel de a izquierda presentamos los diagramas de bandas del
sistema 40×40, resaltado con l´ıneas continuas a las bandas ma´s cercanas al nivel de
Fermi. El desdoblamiento de estas las estudiamos en los dopajes δnF = −1,−12 , 0, 12 , que
en unidades de superficie es δn = δnF × 1.19× 1012 ecm2 . Por este bajo dopaje electro´nico
estimamos que el nivel de Fermi se encuentra alrededor del ma´ximo de la banda β, y por
la baja concentracio´n de impurezas -0.031 %- se recupera aproximadamente la dispersio´n
lineal de los Conos de Dirac, los cuales esta´n conformados por las bandas α, β. En los
dema´s paneles exponemos el desdoblamiento de bandas correspondientes a los dopajes
electro´nicos mencionados. Estos resultados han sido obtenidos con H definido en la Ec.
(7.19), usando los para´metros de las tablas 7.1 y 7.2.
El acople efectivo entre a´tomos Cn de diferente esp´ın es de la forma Λc
†
i↑cj↓+Λ
∗c†j↓ci↑
(para i=1,2,3; j=1,2,3; con i 6=j), te´rmino que mostramos en la parte superior de la Fig.
7.25 que se obtiene mediante una transformacio´n cano´nica. Con este procedimiento:
Λ ∼2meV en el caso neutro. Este valor es del mismo orden de magnitud con respecto
de la estimacio´n obtenida en la Ref. [38] correspondiente a su para´metro ΛBPIA, aunque
3Λ ∼ ΛBPIA. Fuera del caso neutro, el valor de Λ se reduce un 20 % cuando el sistema
esta´ dopado con huecos (δnF=-1 por celda unidad), y se incrementa un 60 % cuando
el sistema esta´ dopado con electrones (δnF=
1
2
por celda unidad).
Por u´ltimo es importante mencionar que el desdoblamiento de bandas de los sis-
temas N×N es reducido o nulo alrededor del nivel de Fermi. Sin embargo, esto es
resultado de la distribucio´n perio´dica y triangular de las impurezas de flu´or. Los ca´lcu-
los DFT muestran que el sistema 10×5 presenta un desdoblamiento de bandas finito
alrededor del nivel de Fermi, y el sistema 60C1F (trabajado en el cap´ıtulo 6) tambie´n
muestra esto, lo que esta´ mostrado en el ape´ndice D. Por tanto se podra´ apreciar (con
distribucio´n aleatoria de impurezas) los efectos del acoplamiento esp´ın-o´rbita de las
impurezas alrededor del nivel de Fermi.
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7.8. Conclusiones
En este cap´ıtulo se estudio el acoplamiento esp´ın-o´rbita (SOC) inducido en grafeno
por la presencia de impurezas de flu´or en funcio´n del dopaje electro´nico (δn). Este
estudio se inicio´ con los ca´lculos de primeros principios del sistema grafeno-flu´or me-
diante la Teor´ıa de la Funcional Densidad (DFT). Con los ca´lculos DFT obtuvimos la
estructura de bandas y la densidad de estados proyectada en los diferentes orbitales
pro´ximos al flu´or, con el fin de conocer el cara´cter de los estados cerca del nivel de
Fermi. El resultado de esta proyeccio´n indica que el cara´cter dominante de los estados
pro´ximos al nivel de Fermi es pz y que estos estados tienen peso sobre las impurezas y
sobre los a´tomos que absorben a estas. Por otro lado, los estados de mayor peso en el
flu´or esta´n ma´s pro´ximos al nivel de Fermi conforme se incrementa el dopaje electro´nico
[48]. Los resultados muestran que el diagrama de bandas -cercanas al nivel de Fermi-
no se modifica sustancialmente con el dopaje electro´nico, sino que se corren de manera
aproximadamente r´ıgida.
Durante el estudio nos concentramos en las bandas cercanas al nivel de Fermi las
cuales llamamos α, β, y γ, donde el nivel de Fermi se encuentra en la banda β. Cada
una de estas bandas rompe su degeneracio´n de esp´ın por el SOC del sistema grafeno-
flu´or. El desdoblamiento ma´ximo de estas bandas, que observamos en nuestros ca´lculos,
es del orden del meV para una concentracio´n del 2 % de impurezas de flu´or. Este
desdoblamiento es 3.5 veces mayor que el obtenido con una concentracio´n del 2 % de
impurezas de hidro´geno, donde el u´ltimo caso incrementa el SOC del grafeno mediante
las deformaciones locales de su estructura plana [43–45].
Conforme incrementamos el dopaje del sistema con electrones, incrementamos lo-
calmente la carga de las impurezas de flu´or, y esto reduce la deformacio´n local de la
estructura plana del grafeno. En cambio si incrementamos el dopaje del sistema con
huecos, entonces reducimos localmente la carga de las impurezas de flu´or, adema´s de
incrementar la deformacio´n local de la estructura plana del grafeno. Segu´n la Ref. [44],
como consecuencia de la hibridacio´n entre orbitales pz y σ, el desdoblamiento de ban-
das debe incrementarse cuanto mayor es la deformacio´n local de la estructura plana del
grafeno, y en consecuencia el desdoblamiento de las bandas ser´ıa incrementado cuando
dopamos al sistema con huecos. Sin embargo, los resultados DFT sugieren que el des-
doblamiento de bandas se incrementa con el dopaje electro´nico siempre y cuando los
estados de estas bandas tengan peso sobre la impureza. En caso que los estados de las
bandas carezcan de peso en el flu´or, entonces el desdoblamiento de bandas es favore-
cido con el dopaje de huecos aunque la magnitud del desdoblamiento de bandas es 5
veces menor aproximadamente, lo cual es ma´s consistente con las referencias [43, 44].
Por lo tanto la principal fuente del SOC del sistema es el acoplamiento esp´ın-o´rbita de
las impurezas de flu´or, que es cinco veces mayor que el acoplamiento esp´ın-o´rbita del
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carbono [258, 259].
Posteriormente usamos los resultados DFT para calcular los Orbitales de Wannier
de Ma´xima Localizacio´n, los cuales describen la estructura de bandas alrededor del ni-
vel de Fermi mediante un modelo de enlace fuerte (TB). La estructura de los orbitales
de Wannier tipo pz presentan deformaciones que esta´n asociadas al campo local del
adsorbato de flu´or, siendo este campo producido por la transferencia de carga desde el
grafeno hacia el flu´or. Con estos orbitales de Wannier obtenemos los diferentes elemen-
tos de matriz que usamos para ajustar las bandas DFT con un modelo TB simplificado.
El modelo TB fue construido con los orbitales 2s, 2p del flu´or y todos los orbitales 2pz
del carbono, y nos permite obtener una interpretacio´n microsco´pica del cambio de esp´ın
que produce el desdoblamiento de bandas, y su respectiva dependencia con el dopaje.
Como los resultados DFT indican que el cara´cter dominante del SOC proviene del
flu´or, consideramos so´lo el SOC del flu´or en el modelo TB. Los desdoblamientos de las
bandas obtenidas con TB ajustan los resultados DFT en magnitud y estructura en los
diferentes dopajes. Adema´s el modelo TB evidencia la importancia de la transferencia
de carga hacia el flu´or, ya que esta transferencia de carga incrementa la energ´ıa de
los orbitales del flu´or y reduce la diferencia de energ´ıas entre los orbitales del flu´or y
del carbono, favoreciendo el efecto del SOC que, en este caso, resulta de la existencia
de procesos virtuales de “spin-flip”. Cuando esta diferencia de energ´ıas es menor, ma´s
eficiente es el SOC del sistema y se incrementa el desdoblamiento de bandas, porque
los estados con peso en el flu´or se acercan ma´s al nivel de Fermi.
El modelo de enlace fuerte alrededor de la impureza de flu´or permite apreciar el
origen microsco´pico del cambio de esp´ın del sistema, y detallamos el proceso ma´s fa-
vorable de cambio de esp´ın. Para esto tomamos atencio´n en los orbitales 2s y 2p del
flu´or “F”, y en los orbitales pz de los a´tomos “C0” y “Cn”; aqu´ı F se encuentra sobre
C0, y los tres a´tomos Cn son los primeros vecinos de C0. A primer orden no hay forma
de cambiar el esp´ın de C0 mediante procesos intermedios en el F, sin embargo la forma
ma´s favorable para cambiar el esp´ın esta asociada a la hibridacio´n entre el F y los Cn.
Por lo tanto conforme el elemento de matriz entre Cn y F es mayor, entonces mayor es
el cambio de esp´ın entre orbitales de carbono.
Por las condiciones perio´dicas del ca´lculo DFT, la mayor´ıa de los sistemas modelados
esta´n compuestos por grafeno y un arreglo triangular de impurezas de flu´or. En estos
sistemas se aprecia un reducido o nulo desdoblamiento de bandas en el punto de Dirac,
por lo que en bajas concentraciones de impurezas no deber´ıa evidenciarse el SOC en
las bandas, porque en estos casos el nivel de Fermi se localiza en medio de los conos de
Dirac. Este resultado indicar´ıa que los efectos del SOC no deber´ıan ser apreciables en
energ´ıas cercanas al nivel de Fermi. Sin embargo el motivo de este resultado es el arreglo
triangular de impurezas de estos sistemas, y por tanto los efectos del SOC pueden
apreciarse en sistemas que tengan una deposicio´n de flu´or distinta o incluso aleatoria.
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Esta afirmacio´n es soportada por los ca´lculos de primeros principios en sistemas cuya
deposicio´n de impurezas no es triangular, donde los desdoblamientos de sus bandas
-que presentamos en la seccio´n 7.6.3 y en el ape´ndice D- muestran un desdoblamiento
finito alrededor del cono de Dirac y del nivel de Fermi.
Por u´ltimo, debido a que la transferencia de carga hacia el flu´or, su adicio´n, su
remocio´n, etc, puede ser controlada mediante potenciales de compuerta -como indica-
mos en el cap´ıtulo 6-, podemos tener control de los procesos de relajacio´n de esp´ın
mediante la concentracio´n de impurezas y el dopaje electro´nico del sistema. Esto da la
posibilidad de que este resultado tenga aplicaciones en el campo de la espintro´nica.

Cap´ıtulo 8
Resumen y conclusiones.
En esta tesis se investigo´ la estructura electro´nica del grafeno con adsorbatos de
flu´or considerando diversas concentraciones. La investigacio´n puede dividirse en dos
partes. La primera parte consiste en un re´gimen ordenado de adsorbatos de flu´or so-
bre grafeno, donde el sistema esta´ compuesto por una regio´n completamente fluorada
-donde cada a´tomo del grafeno esta´ enlazado con un flu´or- y por otra regio´n de grafeno
completamente libre de flu´or. En este caso se investigaron las propiedades electro´ni-
cas de los canales de grafeno en medio de grafeno completamente fluorado, dado que
resultados precedentes indican que estos sistemas presentan propiedades similares a
las propiedades de las cintas de grafeno [262]. La segunda parte consiste en un re´gi-
men diluido de adsorbatos de flu´or, considerando diversas concentraciones de e´stos.
En esta parte investigamos la estructura electro´nica del grafeno y su dependencia con
la concentracio´n de adsorbatos de flu´or, dado que resultados precedentes indican que
las impurezas sobre grafeno modifican su estructura electro´nica [213]. Por otro lado,
investigamos medios para obtener el control de la deposicio´n del flu´or sobre grafeno
mediante el dopaje electro´nico.
En el cap´ıtulo 1 presentamos al grafeno y mostramos su estructura electro´nica
mediante una descripcio´n no interactuante -modelo de enlace fuerte- que reproduce
el diagrama de bandas del grafeno. Esta descripcio´n ampliamente usada en grafeno
muestra que los estados cercanos al nivel de Fermi son de cara´cter orbital pz, y que estos
son de cara´cter orbital sp2 a 3eV por arriba y debajo del nivel de Fermi. Por lo tanto la
estructura electro´nica del grafeno podr´ıa describirse correctamente mediante un modelo
-interactuante o no- que considere so´lo a los estados de cara´cter orbital pz. Ca´lculos
de primeros principios validan esta conjetura (ver el ape´ndice A.1). Posteriormente
presentamos la estructura electro´nica no interactuante de las cintas de grafeno de bordes
zigzag (ZGNR), poniendo especial atencio´n en sus estados cercanos al nivel de Fermi.
En esta parte se describe la estructura espacial de estos estados que son llamados
estados de borde porque tienen peso mayor en los bordes de la cinta.
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En el cap´ıtulo 2 mostramos la estructura electro´nica de la ZGNR, considerando
sus interacciones electro´nicas con el modelo de Hubbard resuelto con el me´todo de
Hartree-Fock. En primer lugar la ZGNR es semiconductora, con una brecha de energ´ıa
que depende de su ancho (∼0.4eV cuando el ancho de la ZGNR es de ∼20A˚). En adicio´n
a esto, la ZGNR presenta un orden magne´tico. Este orden magne´tico es ferromagne´tico
a lo largo de la direccio´n longitudinal de la ZGNR, y el mismo es antiferromagne´tico en
la direccio´n transversal de la ZGNR dado que la polarizacio´n de esp´ın -entre los bordes
de la ZGNR- es antiparalela entre s´ı. En particular la polarizacio´n de esp´ın de mayor
magnitud esta´ en los bordes de la ZGNR debido al peso dominante de los estados de
borde sobre estas posiciones.
Posteriormente mostramos la estructura electro´nica de la ZGNR en funcio´n del
dopaje electro´nico (δn), la cual muestra diversos o´rdenes magne´ticos. Estos o´rdenes
magne´ticos se caracterizan por la orientacio´n relativa de la polarizacio´n de esp´ın de
los bordes, orientacio´n relativa que medimos con el a´ngulo θ. Cuando θ = pi entonces
la polarizacio´n de esp´ın entre los bordes es antiparalela, definiendo el orden antiferro-
magne´tico (AF) que es semiconductor. En cambio si θ = 0 entonces la polarizacio´n
de esp´ın entre los bordes es paralela, definiendo el orden ferromagne´tico (FM) que es
meta´lico y carece de brechas de energ´ıas cercanas al nivel de Fermi. Entre ambas situa-
ciones, existe el orden magne´tico caracterizado por la polarizacio´n de esp´ın no-colineal
donde 0 < θ < pi, el cual se denomina NC. Como se menciono´, cuando δn = 0 el orden
estable es AF (θ = pi), pero conforme δn se incrementa entonces el orden magne´tico es
NC, reducie´ndose θ conforme se incrementa δn, hasta alcanzar el dopaje δnc donde el
orden magne´tico es FM (θ = 0). Este resultado esta´ en acuerdo con ca´lculos preceden-
tes de la DFT [65]. Nuestras investigaciones indican que δnc ≈ 2.6× 1013 ecm2 cuando el
ancho es de 17A˚ mientras que δnc ≈ 1× 1012 ecm2 cuando el ancho es de 68A˚, por tanto
conforme ma´s ancho es la ZGNR entonces ma´s accesible es alcanzar el orden FM con el
dopaje electro´nico. Este resultado sugiere una ruta para el encendido o apagado de las
brechas de energ´ıa de las ZGNR, el cual podr´ıa ser aplicado para diversos dispositivos
de nano-electro´nica.
Conforme mayor sea el ancho de la ZGNR, mayor es la variedad de o´rdenes magne´ti-
cos alcanzados en dopajes electro´nicos δn > δnc [22], debido a que estados de diferente
clase se encuentran cerca del nivel de Fermi. Sin embargo, para un ZGNR de 17A˚ de
ancho, se aprecia que el orden FM es el ma´s estable para δn > δnc, debido que los
o´rdenes magne´ticos dependen u´nicamente de la ocupacio´n de los estados de borde. Por
otra parte, la polarizacio´n de esp´ın decrece con el incremento de δn porque se incre-
menta la ocupacio´n de los estados de borde de diferente esp´ın, al punto que se alcanza
el orden paramagne´tico cuando todos estos se encuentran ocupados. Nuestra investiga-
cio´n aprovecha las propiedades de la ZGNR de 17A˚ para estudiar el transporte sobre
una ZGNR inmersa en una barrera de potencial, dado que esta barrera induce regio-
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nes diferentes de dopaje electro´nico local, y por tanto induce distinto orden magne´tico
local. Este estudio fue realizado en el re´gimen de respuesta lineal en energ´ıas cercanas
al nivel de Femi, y en este caso la ZGNR tiene una regio´n ferromagne´tica en medio de
todo su entorno paramagne´tico. Los resultados muestran que la regio´n ferromagne´ti-
ca -inducida por la barrera de potencial- favorece el transporte de esp´ın mayoritario
porque existen procesos de interferencia tipo Fano que suprimen el transporte de esp´ın
minoritario, lo que sucede en valores discretos de energ´ıa correspondientes a los esta-
dos de borde confinados en la barrera de potencial [89]. Esta investigacio´n muestra que
las propiedades magne´ticas y de transporte de las ZGNR dependen de los estados de
borde. Ca´lculos precedentes de primeros principios sugieren que los estados de borde
tambie´n existen en medio de canales de grafeno zigzag embebidos en grafeno fluorado,
por lo que nuestro intere´s en la investigacio´n se concentro en investigar esta clase de
canales buscando conocer su semejanza y diferencia con respecto la ZGNR.
Para estudiar las propiedades de los canales mencionados es necesario conocer la
estructura electro´nica del grafeno fluorado, que es comu´nmente llamado F-grafeno.
Tambie´n es necesario conocer la estabilidad de los enlaces grafeno-flu´or y las deforma-
ciones de la estructura cristalina del grafeno al adherirse sobre este los adsorbatos de
flu´or. Por esto describimos en el cap´ıtulo 3 el me´todo de la funcional densidad (DFT),
con el cual podemos obtener: La energ´ıa del sistema perio´dico, su estructura cristalina,
su diagrama de bandas, su densidad de estados y el cara´cter orbital de los mismos, y la
transformacio´n de los estados perio´dicos del sistema en orbitales de Wannier. Con esta
u´ltima trasformacio´n se define un hamiltoniano no interactuante que brinda informa-
cio´n de la estructura electro´nica de los estados de intere´s, los cuales generalmente se
encuentran alrededor del nivel de Fermi. Los paquetes que usamos para estos ca´lculos
son el Quantum Espresso y el Wannier90, donde describimos brevemente las bases de
su construccio´n para poder interpretar los resultados obtenidos con estos paquetes.
En el cap´ıtulo 4 investigamos la estructura electro´nica de los canales de grafeno
embebidos en grafeno fluorado, donde caracterizamos los canales n-αα y n-αβ. Los
canales n-αα esta´n compuestos por “n” cadenas zigzag y dos interfases α, y en este
caso la estructura cristalina del canal es similar a la estructura cristalina de la ZGNR.
Por otra parte los n-αβ esta´n compuestos por “n” cadenas zigzag ma´s una interfaz α y
otra interfaz β, y en este caso la estructura cristalina del canal es similar a la estructura
cristalina de las cintas de grafeno de un borde zigzag y otro borde denominado borde
Klein. La diferencia estructural entre las n-αα y n-αβ esta´ asociada a una interfaz
distinta, y esta u´nica diferencia es responsable de la muy diferente estructura electro´nica
entre los n-αα y los n-αβ. El n-αα es semiconductor, con una brecha de energ´ıa que
se reduce conforme mayor sea la cantidad de cadenas zigzag del canal, y presenta un
orden antiferromagne´tico porque la polarizacio´n de esp´ın entre los bordes del canal
es antiparalela, encontra´ndose en los bordes la mayor magnitud de la polarizacio´n de
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esp´ın. Por otra parte, el n-αβ es semiconductor cuando su canal es de ancho menor a
los ∼10A˚ (lo que corresponde a n≤4), pero es meta´lico si su canal es de ancho mayor
a los ∼10A˚. El n-αβ presenta polarizacio´n de esp´ın paralela entre sus bordes, siendo
e´stas ma´ximas cuando el n-αβ es semiconductor. Sin embargo, la polarizacio´n de esp´ın
del borde β cambia cuando el n-αβ es meta´lico, siendo esta menor cuando el ancho del
canal es mayor.
Por otra parte, las n-αα y n-αβ tambie´n tienen semejanzas, dado que sus estados
ma´s cercanos al nivel de Fermi son de cara´cter dominante pz y son estados de borde.
Estos tienen mayor peso en los bordes del canal de grafeno, y penetran la zona fluorada
de forma evanescente, al punto que su peso es nulo en medio de la zona fluorada. Otra
semejanza es que los estados con peso en la zona fluorada esta´n a ∼1.5eV por arriba y
debajo del nivel de Fermi, mostrando que las propiedades del sistema esta´n gobernadas
por los estados de borde. Confiando en que en un futuro sea posible la extraccio´n y
deposicio´n selectiva de adsorbatos de flu´or sobre grafeno, los resultados sugieren una
ruta para cambiar el cara´cter semiconductor del canal de grafeno (canal n-αα) hacia
un cara´cter meta´lico del mismo (canal n-αβ), mediante una extraccio´n ordenada de
adsorbatos de flu´or.
En el cap´ıtulo 5 hacemos un ana´lisis mayor en los resultados DFT de los n-αα y
n-αβ, que consiste en la bu´squeda de los estados DFT ma´s relevantes de estos siste-
mas, cuyos canales son de ancho menor a los 20A˚. El objetivo de esto es construir un
hamiltoniano Hζ que reproduzca la estructura electro´nica ma´s relevante de los n-αα
y n-αβ, donde la interaccio´n de Hζ esta´ caracterizada por el modelo de Hubbard que
es la aproximacio´n ma´s simple de la interaccio´n de Coulomb. El Hζ es resuelto con
el me´todo de Hartree-Fock, y la ventaja de Hζ es que con este se puede calcular la
estructura electro´nica de los n-αα y n-αβ que no son factibles con ca´lculos de la DFT
debido a las limitaciones nume´ricas. Para validar los resultados de Hζ necesitamos que
este reproduzca los estados de la DFT que dan origen a las propiedades electro´nicas.
Los u´ltimos son estados de cara´cter dominante pz con peso mayor sobre el canal de
grafeno, que denominamos estados pi, y parte de esta clase de estados son los estados
de borde. Sin embargo, los estados pi esta´n desde los ∼6eV por debajo del nivel de
Fermi hasta los ∼11eV por arriba del mismo, y esta´n hibridados con otras clases de
estados. Los estados pi se encuentran ma´s hibridados con los estados A, donde estos
u´ltimos son de cara´cter orbital pz “antibonding” con peso mayor sobre la zona del
grafeno fluorado. En particular, la banda de conduccio´n del n-αα es el resultado de la
hibridacio´n entre estados pi y estados A, por lo que consideramos a estos estados como
las clases de estados ma´s relevantes de los n-αα y n-αβ.
Los para´metros de Hζ son obtenidos a partir de los ajustes de Wannier de la DFT
del sistema “ζ”, el cual produce un hamiltoniano no interactuante Hw,σ (donde “w”
hace referencia al ajuste de Wannier y σ =↑, ↓ es el esp´ın) que proviene de la trans-
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formacio´n de los estados DFT hacia los orbitales ma´s localizados que reproducen los
estados ma´s relevantes de la DFT. Estos orbitales localizados son los orbitales de Wan-
nier de ma´xima localizacio´n. El cap´ıtulo 5 comienza presentando los pasos necesarios
para hacer un correcto ajuste de Wannier, posteriormente se analizan los para´metros
de Hw,σ (energ´ıas locales, elementos de matriz) y su base de orbitales de Wannier,
los cuales deben reproducir las propiedades de los estados pi y los estados A cerca del
nivel de Fermi. Verificada la consistencia entre los resultados de Hw,σ y los resultados
de la DFT, usamos los para´metros de Hw,σ para construir Hζ . En esta construccio´n,
concluimos que Hζ necesita elementos de matriz hasta los segundos vecinos para repro-
ducir los resultados DFT de los sistemas n-αα, mientras que Hζ necesita elementos de
matriz hasta los quintos vecinos para ajustar los resultados DFT del n-αβ. Esto sucede
porque las bandas de Hζ muestran una dispersio´n similar a las bandas DFT cuan-
do usamos elementos de matriz hasta segundos vecinos o elementos de matriz hasta
quintos vecinos. Por otra parte, los estados de borde de Hζ tienen una estructura que
depende de los elementos de matriz. Los estados de mayor peso en el borde α tienen
una estructura similar a los mismos de la DFT, al punto que basta usar elementos de
matriz a primeros vecinos. Sin embargo, los estados de mayor peso en el borde β son
similares a los mismos de la DFT siempre que usemos elementos de matriz hasta los
terceros vecinos, y usar elementos de matriz de mayor orden no modifica su estructura.
Es muy importante ajustar los estados de borde de Hζ porque as´ı evitamos sobrestimar
la interaccio´n de Coulomb entre estos, y en caso de sobrestimar esta interaccio´n, no
podemos reproducir la transicio´n semiconductor-metal de los sistemas n-αβ.
El Hζ de los n-αα lo denominamos H6αα porque se obtuvo con los resultados DFT
del 6-αα. Este modelo reproduce satisfactoriamente los resultados DFT de los n-αα de
n≤10. Usando H6αα se calculo´ la estructura electro´nica de los n-αα de n>10, predi-
ciendo que estos sistemas son antiferromagne´ticos y semiconductores, con una brecha
de energ´ıa decreciente con el incremento del ancho del canal n-αα. Por otra parte el
Hζ de los n-αβ lo denominamos H8αβ porque este se obtuvo con los resultados DFT
del 8-αβ. Sus resultados reproducen los resultados DFT de los canales n-αβ de n≤10,
debido a que H8αβ reproduce la transicio´n semiconductor-metal del n-αβ, donde los n-
αβ de n≤6 son semiconductores mientras que los n-αβ de n>6 son meta´licos, tambie´n
H8αβ reproduce el orden magne´tico obtenido con la DFT. Usando H8αβ se calculo´ la
estructura electro´nica de los n-αβ de n>10, prediciendo que estos sistemas son meta´li-
cos presentando alta polarizacio´n de esp´ın alrededor del borde α y nula polarizacio´n
de esp´ın alrededor del borde β. Los canales estudiados con Hζ son de anchos que van
desde los ∼10A˚ hasta los ∼90A˚, y sus resultados muestran que la estructura electro´ni-
ca de los canales de grafeno es muy similar a la estructura electro´nica de la cinta de
grafeno zigzag, con la diferencia que los estados de mayor peso en el borde β son ma´s
localizados en el borde β para las cintas de grafeno que para los canales de grafeno.
272 Resumen y conclusiones.
Por otra parte creemos que es ma´s factible construir canales n-αα y n-αβ que cintas
de grafeno, debido a que los canales necesitan la remocio´n selectiva de los a´tomos de
flu´or, y segu´n la DFT sus interfases α y β son estables. Estas interfases son estables
debido a que el flu´or necesita superar una barrera de energ´ıa para difundir desde la
zona fluorada hasta el canal de grafeno, y esta barrera es del orden del eV. (ve´ase el
ape´ndice C). Por otro parte, para construir cintas de grafeno necesitamos romper enla-
ces de carbono, y no existe evidencia de la robusta estructura de los bordes β de estas
cintas, llamados bordes Klein. Mencionamos que los experimentos muestran la poca
estabilidad de los bordes Klein [203] dado que tienen poca aparicio´n en muestras de
grafeno, y otros experimentos muestran que los bordes zigzag de las cintas de grafeno
se relajan en un borde ma´s estable bajo efectos de temperatura [190, 263].
Para construir canales de grafeno o regiones de grafeno limpias de flu´or, es necesario
tener algu´n control de la difusio´n del flu´or y su adherencia sobre el grafeno. Este punto
lo exponemos en el cap´ıtulo 6 mediante la dependencia de la barrera de difusio´n del
flu´or con respecto al dopaje electro´nico el grafeno. Inicialmente presentamos la depen-
dencia del enlace grafeno-flu´or con respecto el dopaje electro´nico, luego mostramos la
relacio´n entre este con la barrera de difusio´n del flu´or. El enlace grafeno-flu´or consiste
en la adherencia del flu´or (F) sobre uno de los a´tomos del grafeno que llamamos C0,
estando los F apartados entre s´ı. Nuestra investigacio´n muestra que este enlace es co-
valente con una finita pero reducida componente io´nica, dado que la carga sobre C0
es positiva mientras que la carga sobre F es negativa por la electronegatividad del F.
Por otra parte el enlace C0 − F se modifica con el dopaje electro´nico (δn) por la trans-
ferencia de carga entre el grafeno y el flu´or. Cuando reducimos el dopaje electro´nico
(δn < 0) se incrementa el enlace covalente, lo que se evidencia con el incremento de la
hibridacio´n entre los estados del flu´or y los estados del grafeno. Por otra parte, cuando
incrementamos el dopaje electro´nico (δn > 0) se reduce el enlace covalente, lo que se
aprecia por la reduccio´n de la hibridacio´n entre los estados del flu´or y los estados del
grafeno. En particular cuando el dopaje electro´nico es tal que el flu´or adquiere un exce-
so de carga de ∼0.6 electrones, entonces el enlace C0 − F es del tipo carga-imagen que
es mucho ma´s de´bil que el enlace covalente o el enlace io´nico entre a´tomos. Debido a
que el enlace C0 − F se debilita con el incremento del dopaje electro´nico, es de esperar
que la barrera de difusio´n ∆ sea menor conforme mayor sea el dopaje electro´nico, lo que
har´ıa ma´s probable los procesos de difusio´n del flu´or; y los ca´lculos de la DFT esta´n en
acuerdo con esta deduccio´n. Los resultados muestran que ∆ depende linealmente con
δn para valores alcanzables experimentalmente, y sugieren que la constante de difusio´n
se incrementa en un factor cinco cuando incrementamos δn desde cero hasta 1013 e
cm2
,
lo que suceder´ıa a temperatura ambiente. Por otro, lado podemos observar cambios
similares de la constante de difusio´n en dopajes menores siempre que se reduzca la
temperatura, por lo que creemos posible apreciar los dopajes electro´nicos residuales
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sobre el grafeno que son inducidas por efectos del sustrato (que esta´n entre ±1011 e
cm2
y ±1012 e
cm2
), lo que se detectar´ıa indirectamente mediante la distinta difusio´n local del
flu´or sobre grafeno [48].
Por u´ltimo, aprovechamos una propiedad del enlace C0 − F que es la deformacio´n de
la estructura plana del grafeno, siendo esta tambie´n dependiente del dopaje electro´ni-
co. Cuando δn < 0 entonces incrementamos la deformacio´n local del grafeno, mientras
que si δn > 0 reducimos la misma, e incluso para altos δn se recupera la estructura
plana del grafeno dado que el enlace C0 − F pasa de ser covalente a un enlace carga-
imagen. La deformacio´n local del grafeno sucede por el cambio de hibridacio´n de C0
que sufre cuando este se enlaza con el F, esta hibridacio´n es ma´s sp3 cuando δn < 0 y
la misma es ma´s cercana a la hibridacio´n sp2 cuando δn > 0. Esta propiedad sugiere
un control sobre el incremento del acoplamiento esp´ın-orbita (SOC) del grafeno en el
nivel de Fermi, dado que este SOC se incrementar´ıa con la mezcla de los estados de
distinto cara´cter orbital del grafeno, lo que suceder´ıa cuando la hibridacio´n de C0 es
ma´s sp3. En el cap´ıtulo 7 investigamos la dependencia del SOC del grafeno con las
deformaciones locales inducidas por los adsorbatos de F y el dopaje electro´nico. Esto
lo realizamos con ca´lculos DFT para concentraciones de F del 2 % hac´ıa el 1 %, del
grafeno. Inicialmente se espero´ encontrar un incremento del SOC mediante la reduc-
cio´n del dopaje electro´nico, dado que esto incrementar´ıa las deformaciones locales de
la estructura plana del grafeno. Sin embargo, nuestros resultados muestran todo lo
contrario porque la fuente principal del SOC del sistema proviene del SOC intr´ınseco
de los F adheridos al grafeno. Los resultados de esta investigacio´n indican que el SOC
del grafeno es mayor cuando mayor es la concentracio´n de F, y que el incremento del
dopaje electro´nico incrementa au´n ma´s el SOC de todo el sistema. Esto sucede por-
que el SOC efectivo entre los portadores del grafeno es mayor conforme mayor es su
hibridacio´n con los estados del flu´or, y porque el SOC del sistema se incrementa por
un efecto perturvativo de los adsorbatos de segundo orden, el cual es mayor conforme
menor sea la diferencia entre los estados del flu´or y el nivel de Fermi. Por otra parte, el
incremento del SOC con el dopaje electro´nico sucede porque conforme mayor es el do-
paje electro´nico, mayor carga electro´nica se deposita sobre el el flu´or, lo que incrementa
la energ´ıa de los estados de mayor peso en el flu´or haciendo que estos se acerquen al
nivel de Fermi. Los resultados de la DFT muestran que el exceso de carga electro´nica se
deposita de forma dominante sobre los adsorbatos de F, por tanto el SOC del sistema
depende mayormente del exceso de carga electro´nica por F adherido al grafeno. En
general, estos resultados muestran que el SOC del sistema es ∼5 veces mayor que el
que obtendr´ıamos si ignora´semos el SOC intr´ınseco del F, lo cual es de esperarse dado
que el SOC intr´ınseco del F (αF ≈ 50meV) es ∼5 veces mayor que el SOC intr´ınseco
del C (αC ≈ 10meV), que son los a´tomos que componen al grafeno [38, 44, 258, 259].
Debido a que la DFT exige un alto costo nume´rico para estudiar grafeno con bajas
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concentraciones de F, construimos un hamiltoniano no interactuante (H) a partir del
ajuste de Wannier. Por el costo nume´rico del ajuste de Wannier, realizamos este ajuste
(para diferentes dopajes electro´nicos) en un sistema que tiene una concentracio´n de flu´or
del 3 %. Este ajuste considero´ a todos los estados con peso sobre el F, los cuales esta´n
hibridados con los estados de las bandas σ, pi y pi∗ del grafeno. Con los para´metros ma´s
relevantes del ajuste de Wannier, construimos H para diferentes dopajes electro´nicos.
H considera u´nicamente al SOC ato´mico de flu´or (α˜F ) por ser la fuente dominante
del SOC del sistema, y su valor es un para´metro de ajuste que se obtuvo comparando
el desdoblamiento de esp´ın de sus bandas con el desdoblamiento de esp´ın las bandas
DFT. Estas comparaciones se realizaron con las bandas DFT de los sistemas de concen-
traciones del 2 % y 1 % de flu´or, obtenie´ndose α˜F =40meV. Posteriormente, aplicamos
H en sistemas mucho ma´s grandes, y sus resultados predicen que el SOC del grafeno
alrededor del nivel de Fermi, au´n en concentraciones de 0.06 % de F, se incrementa por
el dopaje electro´nico. Por otra parte, H muestra que el SOC del grafeno depende de
forma dominante por la hibridacio´n entre los orbitales pz de los carbonos vecinos de
C0 y los orbitales sp
3 del F. Este resultado sugiere una ruta para poder controlar la
relajacio´n de esp´ın de los portadores de carga del grafeno, dado que esta depende del
SOC del sistema. Adema´s, este resultado muestra que las algunas propiedades de los
adsorbatos sobresalen sobre las propiedades del grafeno, siempre que los estados de los
adsorbatos se aproximen al nivel de Fermi [264].
Ape´ndice A
Estructura de los estados del
Grafeno y F-grafeno
A.1. Cara´cter orbital de los estados del grafeno.
En el cap´ıtulo 1 se presento´ la estructura electro´nica del grafeno mediante sus
diagramas de bandas. Esta estructura electro´nica fue obtenida con un modelo no in-
teractuante que involucra a los orbitales de valencia de los a´tomos del grafeno, y sus
resultados muestran que el grafeno esta´ compuestas por dos tipos de estados. Los esta-
dos σ y σ∗ conforman el primer tipo de estados dado que e´stos son de cara´cter orbital
sp2 y son responsables de la robusta estructura cristalina del grafeno. Por otra parte
los estados pi y pi∗ conforman el segundo tipo de estados dado que e´stos son de cara´cter
orbital pz; e´stos se encuentran alrededor del nivel de Fermi por lo que son responsables
de las propiedades electro´nicas del grafeno. En este ape´ndice presentamos la estructura
electro´nica del grafeno obtenida con ca´lculos de primeros principios, que son obteni-
dos con la Teor´ıa de la Funcional Densidad (DFT) mediante el paquete “Quantum-
Espresso” [178] y el co´digo “Wannier90” [188]. Los ca´lculos DFT se realizaron usando
Ef=70Ry, Eρ=420Ry, nkp1×nkp2×nkp3, con smearing “Methfessel-Paxton” [148] de
degauss = 0.01Ry. El mallado nkp1×nkp2×nkp3 para ca´lculos auto-consistentes es
15×15×1, en ca´lculos no auto-consistentes es 120×120×1, y para el ajuste de Wannier
el mallado es 54×54×1.
En la Fig. A.1 presentamos la estructura electro´nica del grafeno, obtenida con los
ca´lculos de primeros principios -A.1(b)- y con el modelo de enlace fuerte -A.1(a)-, donde
el u´ltimo tambie´n fue presentado en el cap´ıtulo 1. En el panel A.1(b) mostramos dos
clases de resultados, con c´ırculos mostramos parte de los estados DFT desde el fondo
de banda hasta algunos eV por arriba del nivel de Fermi, no mostramos los dema´s
estados DFT porque por arriba del nivel de Fermi se encuentran estados espurios del
pseudopotencial. Sin embargo mediante un ajuste de Wannier se pueden filtrar parte
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Figura A.1: Estructura electro´nica del grafeno. (a) Diagrama de bandas obtenida con el
modelo de enlace fuerte, el cual fue presentado en el cap´ıtulo 1. (b) Diagrama de bandas
obtenidos con el me´todo de la funcional densidad (DFT). (c,d,e) Cara´cter orbital de los
estados DFT, obtenidos con la proyeccio´n de la densidad de estados sobre los orbitales
pz, pxy =
px+py
2 , y s.
de estos estados espurios y obtener aproximadamente las bandas que esta´n por arriba
del nivel de Fermi, y e´stas bandas son las bandas σ∗ que mostramos en este mismo
panel. Estos resultados DFT muestran que las bandas σ y σ∗ se componen por estados
de cara´cter orbital s, px, y py, y que las bandas pi y pi
∗ se componen por estados de
cara´cter orbital pz.
Las bandas σ, pi, y pi∗ obtenidas con la DFT y el enlace fuerte son similares entre
s´ı, y las bandas σ∗ de e´stas descripciones muestran muchas diferencias, sin embargo
los resultados DFT no dicen algo distinto a los resultados de enlace fuerte alrededor
del nivel de Fermi, adema´s los resultados DFT permiten apreciar la estructura de los
estados del grafeno mediante los orbitales de Wannier que mostramos en la Fig. A.2.
Los paneles A.2(a) y A.2(c) muestran los orbitales de Wannier asociados a los estados
σ y σ∗, respectivamente, y se aprecia que e´stos orbitales de Wannier son similares a
una combinacio´n sime´trica o antisime´trica de orbitales sp2. Por otra parte en el panel
A.2(b) mostramos los orbitales de Wannier asociados a los estados pi y pi∗, que son
similares a los orbitales ato´micos pz.
En conclusio´n los resultados DFT afirman los sugerido los cap´ıtulos 1 y 2, esta
sugerencia consiste en estudiar al grafeno u´nicamente con los estados de las bandas pi
y pi∗, debido a que las bandas σ y σ∗ se encuentran apartadas del nivel de Fermi por
lo que no participan en las propiedades electro´nicas del grafeno.
A.2 Descripcio´n ba´sica del F-grafeno. 277
Figura A.2: (a) Orbitales de Wannier obtenidos con los estados de las bandas σ, siendo
su estructura similar a la combinacio´n sime´trica entre orbitales vecinos sp2. (b) Orbitales
de Wannier obtenidos con los estados de las bandas pi y pi∗; estos orbitales son del tipo pz.
(c) Orbitales de Wannier obtenidos con los estados de las bandas σ∗, siendo su estructura
similar a la combinacio´n antisime´trica entre orbitales vecinos sp2.
Figura A.3: (a) Celda unidad del F-grafeno, donde los puntos verdes (negros) represen-
tan a los a´tomos de flu´or (carbono). En los cuadros siguientes mostramos al F-grafeno y
tres vistas de la celda unidad en distintas direcciones. (b) Zona de Brillouin del F-grafeno.
A.2. Descripcio´n ba´sica del F-grafeno.
El F-grafeno es grafeno fluorado al 100 %, dado que cada a´tomo del grafeno se
encuentra vinculado de forma covalente con un a´tomo de flu´or. En este ape´ndice pre-
sentamos la estructura electro´nica del F-grafeno, la cual fue brevemente mencionada
en los cap´ıtulos 4 y 5, dado que esta informacio´n permite la mayor comprensio´n de los
canales de grafeno embebidos en F-grafeno.
La estructura cristalina y electro´nica del F-grafeno la obtenemos con la DFT me-
diante el paquete “Quantum-Espresso” [178] y el co´digo “Wannier90” [188]. Los ca´lculos
DFT son realizados usando Ef=70Ry, Eρ=420Ry, con smearing “Methfessel-Paxton”
[148] de degauss = 0.01Ry. El mallado nkp1×nkp2×nkp3 es de 15×15×1 para ca´lculos
auto-consistentes, de 120×120×1 para ca´lculos no auto-consistentes, y de 54×54×1 pa-
ra el ajuste de Wannier. Los ca´lculos han sido realizados con el potencial de intercambio
y correlacio´n PBE [125] con pseudopotenciales PAW [166].
En la Fig. A.3 mostramos la estructura cristalina del F-grafeno. Las relajaciones
DFT muestran que el F-grafeno es de estructura hexagonal con “buckling”, debido a
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Figura A.4: (a) Diagrama de bandas del F-grafeno mostrado sobre el camino presentado
en la Fig. A.3. Con c´ırculos mostramos las bandas obtenidas con la DFT, y con lineas
mostramos las bandas del ajuste de Wannier. (b,c,d) Proyeccio´n de la densidad de estados
sobre los orbitales pz, pxy =
px+py
2 , y s, que esta´n ubicados en los a´tomos de carbono (C)
y flu´or (F).
que los a´tomos de carbono tienen una hibridacio´n del tipo sp3. La estructura cristalina
puede ser divida en dos subredes triangulares contenidas en planos paralelos, donde la
separacio´n de los u´ltimos es de 0.5A˚. El para´metro de red del F-grafeno es de 2.60A˚,
con separacio´n carbono-carbono de 1.58A˚ y separacio´n carbono-flu´or de 1.37A˚.
En la Fig. A.3 presentamos la estructura electro´nica del F-grafeno. El panel A.4(a)
muestra el diagrama de bandas del F-grafeno sobre el camino de la Fig. A.3(b), donde
las bandas presentadas con c´ırculos son obtenidas directamente con el DFT, y las
bandas presentadas con l´ıneas son obtenidas del ajuste de Wannier. El F-grafeno no
presenta polarizacio´n de esp´ın y es aislante con brecha de energ´ıa de 3.0eV, estando sus
primeras 11 bandas completamente ocupadas. En los paneles A.4(b,c,d) presentamos
la proyeccio´n de la densidad de estados (PDOS) sobre orbitales ubicados en el carbono
(C) y el flu´or (F). Se aprecia que todos los estados presentan cara´cter pz, pxy, y s del C,
mientras que los estados cercanos a -24eV, -9eV, y -5eV, presentan cara´cter dominante
s, pz, y pxy del F, respectivamente. Por u´ltimo en la ventana [1.5eV:13.5eV] habitan
estados de cara´cter pz del C y pz del F, siendo e´stos de magnitud similar.
En la Fig. A.5 mostramos los orbitales de Wannier obtenidos a partir de los estados
de la DFT, que muestran parte de la estructura espacial de los estados del F-grafeno,
dado que generalmente todos e´stos presentan diferentes caracteres de orbitales del F y
del C. Los paneles A.5(a,b) muestran los orbitales de Wannier asociados a los estados
de cara´cter dominante pxy del C, los cuales son similares a los orbitales de Wannier
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Figura A.5: (a,b) Orbitales de Wannier asociados a los estados de mayor cara´cter
orbital dominante pxy del C. (c) Orbital de Wannier asociados a los estados de cara´cter
orbital dominante pxy del F, los cuales esta´n mayormente alrededor de los -5eV. (d,e)
Orbitales de Wannier asociados a los estados de cara´cter orbital pz del C y del F.
asociados a los estados σ y σ∗ del grafeno (ve´ase la Fig. A.2), con la diferencia de que
e´stos presentan un finito cara´cter orbital pz. Por otra parte, el panel A.5(c) muestra
el orbital de Wannier asociado a los estados de cara´cter dominante s y pxy del F.
Este orbital tiene una estructura similar a un orbital del tipo sp3 invertido, lo que
es resultado del ajuste de Wannier al buscar un orbital de cara´cter comu´n s y pxy, y
adema´s evidencia que los estados asociados a e´ste orbital tienen una finita componente
pz. Por u´ltimo los paneles A.5(d,e) muestran los orbitales de Wannier asociados a los
estados de cara´cter dominante pz, y a diferencia de los orbitales de Wannier presentados
anteriormente, e´stos orbitales muestran el enlace entre el C y el F dado que e´stos son
aproximadamente la combinacio´n de los orbitales pz de ambos a´tomos. Los estados
ma´s asociados con el orbital del panel A.5(d) se encuentran en ∼-9eV, y e´stos han sido
llamados OKS B en el cap´ıtulo 5. Por otra parte, los estados asociados al orbital del
panel A.5(e) se encuentran en la ventana [1.5eV:14.0eV], y en el cap´ıtulo 5 e´stos han
sido llamados OKS A.
Las investigaciones presentadas en los cap´ıtulos 4 y 5 suger´ıan que la estructura
electro´nica de los sistemas n-αα y n-αβ, siendo e´stos canales de grafeno en medio de
F-grafeno, era similar a la combinacio´n de la estructura electro´nica del F-grafeno con la
estructura electro´nica de la cinta de grafeno, siempre que la estructura cristalina de la
cinta de grafeno sea similar a la estructura cristalina del canal de grafeno. Y habiendo
descrito los estados del F-grafeno, podemos afirmar esta sugerencia.

Ape´ndice B
Modelo de Hubbard
B.1. Me´todo de Hartree-Fock aplicado al modelo
de Hubbard.
En los cap´ıtulos 2 y 5 realizamos ca´lculos de Hartree-Fock para obtener la estructura
electro´nica de las cintas y los canales de grafeno. Los ca´lculos mencionados aproximan
la interaccio´n electro´nica de Coulomb con el modelo de Hubbard, el cual considera
u´nicamente la interaccio´n entre electrones que ocupan el mismo orbital. En funcio´n de
los operadores de creacio´n c†iσ y destruccio´n ciσ de orbitales localizados, la interaccio´n
de Hubbard se escribe:
Hˆint =
∑
i
Ui nˆi↑nˆi↓ =
∑
i
Ui c
†
i↑ci↑c
†
i↓ci↓ =
∑
i
Ui c
†
i↑c
†
i↓ci↓ci↑ (B.1)
donde nˆiσ = c
†
iσciσ es el operador de “ocupacio´n” de esp´ın σ del orbital i, en este
caso i representa la posicio´n y una determinada clase de orbital, mientras que Ui es el
incremento de energ´ıa del orbital i cuando e´ste se encuentra doblemente ocupado por
electrones de diferente esp´ın, respetando el principio de exclusio´n de Pauli.
En esta seccio´n detallamos la aplicacio´n del me´todo de Hartree-Fock para sistemas
de “N” electrones caracterizados por un hamiltoniano de la forma:
Hˆ =
∑
iσ,jσ′
tiσ,jσ′ c
†
iσcjσ +
∑
i
Ui c
†
i↑c
†
i↓ci↓ci↑ (B.2)
y el me´todo de Hartree-Fock postula como funcio´n de onda al determinante de Slater
compuesto por N estados mono-electro´nicos del sistema. Esto se escribe como:
|Ψ〉 =
∏
α≤N
c†α |0〉 (B.3)
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donde los c†α los presentamos en funcio´n de c
†
iσ dado que los u´ltimos son una base
completa del sistema:
c†α|0〉 = |α〉 = I|α〉 =
[∑
i,σ
|i σ〉〈i σ|
]
|α〉 =
∑
i,σ
〈i σ|α〉|i σ〉 =
∑
i,σ
〈i σ|α〉c†iσ|0〉 (B.4)
y como el grupo de estados c†α tambie´n es una base completa del sistema, la relacio´n
entre c†α y c
†
iσ es:
c†α =
∑
i,σ
〈i σ|α〉c†iσ , cα =
∑
i,σ
〈α|i σ〉ciσ ,
c†iσ =
∑
α
〈α|i σ〉c†α , ciσ =
∑
α
〈i σ|α〉cα ,
(B.5)
donde generalmente los estados mono-electro´nicos “α” son estados de Blo¨ch cuando
el sistema es un so´lido, mientras e´stos son alguna hibridacio´n entre orbitales ato´micos
para mole´culas. Con estos estados -que etiquetamos con letras griegas, sin confundir el
ı´ndice de esp´ın σ- reescribimos Hˆ:
Hˆ =
∑
αβ
Tαβc
†
αcβ +
∑
i
Ui
∑
αβγδ
Λiαβγδ c
†
αc
†
βcδcγ (B.6)
donde:
Tαβ =
∑
iσ
∑
jσ′
〈α|iσ〉〈jσ′|β〉tiσ,jσ′ ,
Λiαβγδ = 〈α|i ↑〉 〈β|i ↓〉 〈i ↓ |δ〉 〈i ↑ |γ〉 .
(B.7)
En el me´todo de Hartree Fock buscamos los estados mono-electro´nicos de la funcio´n
|Ψ〉 que minimicen la energ´ıa del sistema, por lo que cualquier variacio´n infinitesimal
|Ψ〉 -que etiquetamos como |δΨ〉- debe cumplir la relacio´n:
〈Ψ|Hˆ|δΨ〉 = 〈δΨ|Hˆ|Ψ〉 = 0 (B.8)
donde debe respetarse la constriccio´n de ortonormalidad entre las estados mono-electro´ni-
cos (〈α|β〉 = δαβ). En este sentido, la variacio´n de |Ψ〉 proviene de alguna trasformacio´n
unitaria entre los estados α, y e´sta de forma infinitesimal se escribe como:
c†µ ⇒ c†µ + i
∑
ν
ηνµc
†
ν (B.9)
donde los coeficientes ηνµ producen una matriz hermı´tica. Por tanto una variacio´n
infinitesimal corresponder´ıa en anular uno de los estados mono-electro´nicos de Ψ y
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reemplazarlo por el estado (B.9). Desarrollando esto se obtiene:
|Ψ〉+ |δΨ〉 = c†µcµ|Ψ〉 + iηνµc†νcµ|Ψ〉 ⇒ |δΨ〉 = iηνµc†νcµ|Ψ〉 (B.10)
y para que |δΨ〉 sea distinto de cero es necesario que µ este´ contenido en Ψ mientras
que ν no debe estar en Ψ. Debido a que ηνµ es arbitrario entonces la condicio´n de
minimizacio´n exige que:
〈Ψ|Hˆc†νcµ|Ψ〉 =
∑
αβ
Tαβ〈Ψ|c†αcβc†νcµ|Ψ〉 +
∑
i
Ui
∑
αβγδ
Λiαβγδ〈Ψ|c†αc†βcδcγc†νcµ|Ψ〉 = 0
(B.11)
y para desarrollar esta condicio´n calculamos las contracciones usando la transformacio´n
part´ıcula-agujero [100], que consiste en:
b†α = cα , b
†
α = c
†
α cuando α esta´ en Ψ,
b†α = c
†
α , bα = cα cuando α no esta´ en Ψ,
(B.12)
y calculamos las contracciones considerando |Ψ〉 como |0〉, y segu´n estas reglas para el
te´rmino no interactuante:
〈Ψ|c†αcβc†νcµ|Ψ〉 = 〈Ψ|bαbβb†νb†µ|Ψ〉 = δαµδβν − δανδβµ = δαµδβν (B.13)
donde α esta´ contenido en Ψ mientras que β no lo esta´, y para otros casos esta con-
traccio´n es nula. Por otra parte para el te´rmino interactuante:
〈Ψ|c†αc†βcδcγc†νcµ|Ψ〉 = 〈Ψ|bαbβbδb†γb†νb†µ|Ψ〉+ 〈Ψ|bαbβb†δbγb†νb†µ|Ψ〉
= −δδν(δαµδβγ − δαγδβµ) + δγν(δαµδβδ − δαδδβµ)
(B.14)
donde α,β y γ esta´n contenidos en Ψ con δ fuera de e´ste para el primer te´rmino de
(B.14), mientras que α, β y δ esta´n contenidos en Ψ con γ fuera de e´ste para el segundo
te´rmino del mismo. La condicio´n de minimizacio´n se reduce a:
Tµν +
∑
i
Ui
∑
ζ≤N
(
Λiζµζν − Λiµζζν
)
+
∑
i
Ui
∑
ζ≤N
(
Λiµζνζ − Λiζµνζ
)
= 0 (B.15)
donde las sumas en ζ barren sobre los N estados contenidos en Ψ. Esta condicio´n exige
los estados contenidos en Ψ carezcan de v´ınculos con cualquier estado no contenido en
Ψ. La Ec. (B.15) define un hamiltoniano no interactuante que es llamado hamiltoniano
de Hartree-Fock:
HˆHF = Tˆ + VˆHF (B.16)
donde Tˆ es la parte no interactuante compuesta por los elementos de matriz presentados
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en (B.7), mientras que VˆHF es la parte interactuante que fue reducida a un campo medio
efectivo, siendo sus elementos de de matriz:
VHFµν =
∑
i
Ui
∑
ζ≤N
(
Λiζµζν − Λiµζζν
)
+
∑
i
Ui
∑
ζ≤N
(
Λiµζνζ − Λiζµνζ
)
= 0 . (B.17)
Definido HˆHF , la condicio´n de minimizacio´n consiste en que HˆHF carece de elementos de
matriz entre estados mono-electro´nicos contenidos en Ψ con estados mono-electro´nicos
no contenidos en Ψ, y esta condicio´n se satisface con la diagonalizacio´n de HˆHF :
HˆHF |α〉 = εα|α〉 (B.18)
y en este caso consideramos que los N autovectores de HˆHF de menor autovalor com-
ponen la funcio´n de onda Ψ. La Ec. (B.18) debe resolverse de forma auto-consistente
debido a que VˆHF depende Ψ. Desarrollando el primer termino de VHFµν presentado en
(B.17):
∑
i
Ui
∑
ζ≤N
〈ζ|i ↑〉〈µ|i ↓〉〈i ↑ |ζ〉〈i ↓ |ν〉︸ ︷︷ ︸
Λiζµζν
−〈µ|i ↑〉〈ζ|i ↓〉〈i ↑ |ζ〉〈i ↓ |ν〉︸ ︷︷ ︸
Λiµζζν
 =
∑
i
Ui
〈µ|i ↓〉
∑
ζ≤N
〈ζ|i ↑〉〈i ↑ |ζ〉︸ ︷︷ ︸
1
2
〈ζ|nˆi + sˆi,z |ζ〉
 〈i ↓ |ν〉 − 〈µ|i ↑〉
∑
ζ≤N
〈ζ|i ↓〉〈i ↑ |ζ〉︸ ︷︷ ︸
1
2
〈ζ|sˆi,x − i sˆi,y |ζ〉
 〈i ↓ |ν〉

(B.19)
y para el segundo termino de VHFµν :
∑
i
Ui
∑
ζ≤N
〈µ|i ↑〉〈ζ|i ↓〉〈i ↑ |ν〉〈i ↓ |ζ〉︸ ︷︷ ︸
Λiµζνζ
−〈ζ|i ↑〉〈µ|i ↓〉〈i ↑ |ν〉〈i ↓ |ζ〉︸ ︷︷ ︸
Λiζµνζ
 =
∑
i
Ui
〈µ|i ↑〉
∑
ζ≤N
〈ζ|i ↓〉〈i ↓ |ζ〉︸ ︷︷ ︸
1
2
〈ζ|nˆi − sˆi,z |ζ〉
 〈i ↑ |ν〉 − 〈µ|i ↓〉
∑
ζ≤N
〈ζ|i ↑〉〈i ↓ |ζ〉︸ ︷︷ ︸
1
2
〈ζ|sˆi,x + i sˆi,y |ζ〉
 〈i ↑ |ν〉
 .
(B.20)
donde las sumas de (B.19) y (B.20) las escribiremos en funcio´n de los operadores:
nˆi = c
†
i↑ci↑ + c
†
i↓ci↓ , sˆi,x = c
†
i↓ci↑ + c
†
i↑ci↓ ,
sˆi,y = i c
†
i↓ci↑ − i c†i↑ci↓ , sˆi,z = c†i↑ci↑ − c†i↓ci↓ ,
(B.21)
donde nˆi es el operador ocupacio´n mientras que sˆi,w es el operador de esp´ın en la
direccio´n w = x, y, z, correspondientes al orbital i. Con las matrices de Pauli τwσσ′
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reescribimos los sˆi,w:
sˆi = (sˆi,x, sˆi,y, sˆi,z) =
∑
σσ′
c†iσ(τ
x
σσ′ , τ
y
σσ′ , τ
z
σσ′)ciσ′ =
∑
σσ′
c†iσ τσσ′ ciσ′ . (B.22)
Los valores de expectacio´n de los operadores presentados en la Ec. (B.21) son:
〈nˆi〉 = 〈Ψ|nˆi|Ψ〉 =
∑
ζ≤N
〈ζ|nˆi|ζ〉 =
∑
ζ≤N
(∑
σ
〈ζ|iσ〉〈iσ|ζ〉
)
〈sˆi,w〉 = 〈Ψ|sˆi,w|Ψ〉 =
∑
ζ≤N
〈ζ|sˆi,w|ζ〉 =
∑
ζ≤N
(∑
σ,σ′
τwσσ′〈ζ|iσ〉〈iσ′|ζ〉
) (B.23)
y con e´stos reescribimos VHFµν mediante la suma de las Ecs. (B.19) y (B.20) y reorde-
nando sus te´rminos:
VHFµν =
∑
i
Ui
2
〈nˆi〉〈µ|nˆi|ν〉 −
∑
i
Ui
2
〈sˆi〉 · 〈µ|sˆi|ν〉 , (B.24)
por todo esto HˆHF es:
HHFµν = Tµν + V
HF
µν
=
∑
iσ,jσ′
〈µ|iσ〉〈jσ′|ν〉tiσ,jσ′ +
∑
i
Ui
2
(〈nˆi〉〈µ|nˆi|ν〉 − 〈sˆi〉 · 〈µ|sˆi|ν〉) . (B.25)
En este caso HˆHF esta´ escrito en alguna base de estados, y si reescribimos a e´ste en la
base de orbitales presentada en (B.5) obtenemos:
HˆHF =
∑
iσ,jσ′
c†iσcjσ′tiσ,jσ′ +
∑
i
Ui
2
(〈nˆi〉nˆi − 〈sˆi〉 · sˆi) (B.26)
que es el HHF presentado en el cap´ıtulo 2. En cambio si el sistema presenta polarizacio´n
de esp´ın solamente en la direccio´n “z”, y se consideran so´lo los elementos de matriz
entre orbitales del mismo esp´ın, reducimos (B.26) en:
HˆHF =
∑
σ,i,j
c†iσcjσtiσ,jσ +
∑
i
Ui
2
(〈nˆi,↓〉nˆi,↑ + 〈nˆi,↑〉nˆi,↓) (B.27)
que es el HˆHF presentado en el cap´ıtulo 5. En ambos casos, los elementos de matriz
tiσ,iσ = εi + Vi son las energ´ıas locales de cada orbital ma´s la energ´ıa de un potencial
externo. Habiendo descrito hamiltonianos de campo medio usados en los cap´ıtulos
mencionados, ponemos atencio´n en la Ec. (B.25) que describe a HˆHF de forma general.
Los estados µ que diagonalizan HˆHF son hallados de forma auto-consistente, y este
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ca´lculo finaliza hasta que el error en 〈nˆi〉 y 〈sˆi,w〉 sea menor de 2×10−4 sobre cada
orbital. Alcanzada la convergencia se obtienen los autovalores:
εµ =
∑
iσ,jσ′
〈µ|iσ〉〈jσ′|µ〉tiσ,jσ′ +
∑
i
Ui
2
(〈nˆi〉〈µ|nˆi|µ〉 − 〈sˆi〉 · 〈µ|sˆi|µ〉)
= Tµµ + 〈µ|
(∑
i
Ui
2
(〈nˆi〉 nˆi − 〈sˆi〉 · sˆi)
)
|µ〉
(B.28)
y con los N autovectores |µ〉 = c†µ|0〉 de menor εµ construimos |Ψ〉. Para hallar la energ´ıa
del sistema escribimos Hˆ en funcio´n de los autovectores de HˆHF , y posteriormente
calculamos su valor de expectacio´n:
〈Ψ|Hˆ|Ψ〉 =
∑
αβ
Tαβ〈Ψ|c†αcβ|Ψ〉+
∑
i
Ui
∑
αβγδ
Λiαβγδ〈Ψ|c†αc†βcδcγ|Ψ〉
=
∑
α≤N
Tαα +
∑
i
Ui
∑
α,β,γ,δ≤N
Λiαβγδ(δαγδβδ − δαδδβγ)
=
∑
α≤N
Tαα +
∑
i
Ui
∑
α,β≤N
(Λiαβαβ − Λiαββα)
(B.29)
y desarrollando los te´rminos de interaccio´n:∑
α,β≤N
Λiαβαβ =
∑
α,β≤N
〈α|i ↑〉〈β|i ↓〉〈i ↑ |α〉〈i ↓ |β〉
=
∑
α≤N
〈α|i ↑〉〈i ↑ |α〉
∑
β≤N
〈β|i ↓〉〈i ↓ |β〉 = 〈nˆi↑〉〈nˆi↓〉
=
1
4
〈nˆi + sˆi,z〉〈nˆi − sˆi,z〉 = 1
4
〈nˆi〉2 − 1
4
〈sˆi,z〉2
∑
α,β≤N
Λiαββα =
∑
α,β≤N
〈α|i ↑〉〈β|i ↓〉〈i ↑ |β〉〈i ↓ |α〉
=
∑
α≤N
〈α|i ↑〉〈i ↓ |α〉
∑
β≤N
〈β|i ↓〉〈i ↑ |β〉
=
1
4
〈sˆi,x + i sˆi,y〉〈sˆi,x − i sˆi,y〉 = 1
4
〈sˆi,x〉2 + 1
4
〈sˆi,y〉2
(B.30)
obtenemos la energ´ıa del sistema:
〈Ψ|Hˆ|Ψ〉 =
∑
α
Tαα +
1
4
∑
i
Ui
(〈nˆi〉2 − 〈sˆi,x〉2 − 〈sˆi,y〉2 − 〈sˆi,z〉2)
=
∑
α
Tαα +
1
4
∑
i
Ui
(〈nˆi〉2 − 〈sˆi〉 · 〈sˆi〉) (B.31)
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y debido a que la suma de los N autovalores de menor energ´ıa es:
∑
µ
εµ =
∑
µ≤N
Tµµ +
∑
µ≤N
〈µ|
(∑
i
Ui
2
(〈nˆi〉 nˆi − 〈sˆi〉 · sˆi)
)
|µ〉
=
∑
µ≤N
Tµµ +
∑
i
Ui
2
〈nˆi〉
(∑
µ≤N
〈µ|nˆi|µ〉
)
−
∑
i
Ui
2
〈sˆi〉 ·
(∑
µ≤N
〈µ|sˆi|µ〉
)
=
∑
µ≤N
Tµµ +
1
2
∑
i
Ui〈
(
nˆi〉2 − 〈sˆi〉 · 〈sˆi〉
)
(B.32)
por tanto la energ´ıa del sistema es:
E = 〈Ψ|Hˆ|Ψ〉 =
∑
α
εα − 1
4
∑
i
Ui
(〈nˆi〉2 − 〈sˆi〉 · 〈sˆi〉) . (B.33)
que depende expl´ıcitamente de la distribucio´n de carga electro´nica 〈nˆi〉 y la polarizacio´n
de esp´ın 〈sˆi〉 del sistema.
No todos los sistemas pueden ser estudiados con HˆHF debido a que e´ste no considera
las correlaciones de largo alcance y adema´s reemplaza e´stas por un campo medio, sin
embargo las cintas de grafeno (ve´ase el cap´ıtulo 2), los canales de grafeno (ve´ase el
cap´ıtulo 5), y otros sistemas que presenten un cara´cter orbital bien definido en sus
estados, pueden ser ajustados por HˆHF . La ventaja de HˆHF con respecto otros ca´lculos
de mayor precisio´n como la DFT, radica en que HˆHF usa menos recursos nume´ricos que
la DFT, por lo que e´ste permite estimar la estructura electro´nica de sistemas donde la
DFT se encuentre limitada por recursos computacionales.

Ape´ndice C
Estabilidad de las interfases α y β
C.1. Migracio´n del flu´or en las interfases α y β
En los cap´ıtulos 4 y 5 se presentaron las estructuras electro´nicas de los canales de
grafeno en medio de grafeno fluorado al 100 %, el cual es llamado F-grafeno. Estos
canales son los n-αα y n-αβ, donde los n-αα presentan dos interfases α mientras que
los n-αβ presentan una interfaz α y otra β. La estructura electro´nica de estos canales
depende de forma dominante de sus interfases, y en e´sta parte del ape´ndice presentamos
resultados obtenidos por el Dr. Z. M. Ao (Universidad “New South Wales” Sydney-
Australia) y por el Dr. F. M. Peeters (Universidad “Antwerp” Antwerpen-Be´lgica) que
muestran la estabilidad de e´stas interfases. Estos resultados junto con a los resultados
de la presente tesis componen un mismo trabajo que pro´ximamente sera´ publicado.
En la Fig. C.1 presentamos esquemas de las interfases α y β. Los puntos blancos
representan a´tomos de carbono que esta´n enlazados con el flu´or, mientras que los puntos
negros representan los a´tomos de carbono libres de flu´or. En el panel C.1(a) mostramos
una seccio´n de la interfase α, y sen˜alizamos cinco caminos del flu´or al difundir e´ste desde
la mencionada interfase. Por otra parte, en la Fig. C.1(b) mostramos una seccio´n de
la interfase β, y de igual forma sen˜alizamos tres caminos del flu´or al difundir desde
esta interfase. En los cuadros que esta´n dentro de los paneles C.1(a,b) presentamos
la modificacio´n de las interfases α y β que corresponden al primer y sexto camino de
difusio´n del flu´or. Estos procesos de difusio´n se habilitan mediante efectos te´rmicos,
siendo su habilitacio´n ma´s probable cuando mayor es la temperatura y cuando menor
es la barrera de difusio´n del determinado proceso.
La estabilidad de las interfases α y β con respecto la difusio´n del flu´or fue estudiada
con ca´lculos de primeros principios mediante el co´digo DMol3 [265] usando el potencial
de intercambio y correlacio´n Perdew-Burke-Ernzerhof revisado [127]. El sistema usado
en esta investigacio´n fue el 6-αβ que por comodidad lo llamaremos 6-αβ0, y en la Fig.
C.2 presentamos su respectiva celda unidad la cual es tres veces ma´s grande que la
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Figura C.1: Interfases α y β entre la zona fluorada (puntos blancos) y el canal de
grafeno (puntos negros), donde presentamos en total 8 caminos de migracio´n del a´tomo
de flu´or sobre las interfases α y β. (a) Caminos de migracio´n de la interfase α, y dentro
de un cuadro mostramos el resultado del primer camino de migracio´n. (b) Caminos de
migracio´n de la interfase β, y de igual forma mostramos el resultado del sexto camino
de migracio´n.
Figura C.2: Celda unidad del sistema 6-αβ0, que esta´ compuesta por tres celdas unidad
del 6-αβ. A partir de e´sta celda unidad se construyen los sistemas 6-αβn, cuya u´nica
diferencia consiste en uno de sus a´tomos de flu´or de encuentra en la posicio´n final del
n-e´simo camino de difusio´n. Cada una de e´stas diferencias las sen˜alizamos con flechas.
presentada en el cap´ıtulo 4, donde su para´metro de red longitudinal es ax=7.56A˚. A
partir del 6-αβ0 se definen los sistemas 6-αβn que contienen la misma cantidad de
a´tomos del 6-αβ0, donde uno de los a´tomos de flu´or -por celda unidad- deja de estar
en la interfase para encontrarse en la posicio´n final del n-e´simo proceso de difusio´n.
La estructura cristalina y la energ´ıa de los 6-αβn se obtienen mediante ca´lculos
auto-consistentes de relajacio´n, e´stos son realizados con una tolerancia en energ´ıa de
10−5Ha (Ha=27.21eV), considerando desplazamientos y fuerzas residuales de 0.005A˚
y 10−2Ha, respectivamente. Posteriormente se calculan las barreras de difusio´n que
parten desde la configuracio´n 6-αβ0 hacia la configuracio´n 6-αβn, lo que se realizo´ con
el me´todo NEB [180–182].
En la tabla C.1 se presentan los resultados de los ca´lculos de primeros principios. La
diferencia de energ´ıa entre las configuraciones iniciales y finales del n-e´simo proceso de
difusio´n lo etiquetamos como δEn = E(n)− E(0), mientras que a la barrera de difusio´n
C.1 Migracio´n del flu´or en las interfases α y β 291
Proceso N◦: n 1 2 3 4 5 6 7 8
δEn = (E(n)− E(0))[eV] 1.27 1.27 1.01 1.47 1.50 0.21 0.32 0.20
∆Fn [eV] 1.81 2.10 2.40 2.70 2.68 0.95 0.95 0.91
Tabla C.1: Diferencia de energ´ıas δEn entre la configuracio´n inicial y final de cada uno de
los “n” procesos de difusio´n. Barreras de difusio´n del flu´or ∆Fn asociadas al n-e´simo procesos
de difusio´n. Los resultados muestran que es ma´s estable una interfase ordenada con respecto
cualquier desorden producido por los procesos de difusio´n mencionados.
de e´ste proceso la etiquetamos como ∆Fn . Los resultados muestran que la energ´ıa se
incrementa al modificar las interfases, este incremento aproximadamente es un orden
de magnitud mayor en la interfase α con respecto la interfase β. Por tanto la interfase
α es la ma´s estable con respecto los procesos de difusio´n. Por otra parte las barreras
de difusio´n reafirman la mayor estabilidad de la interfase α; dado que e´stas asociadas
al borde α son aproximadamente el doble con respecto las mismas del borde β.
Los resultados presentados muestran que las interfases α y β son ma´s estables con
respecto algu´n desorden de e´stas generado por la migracio´n de los a´tomos de flu´or.
Para que el flu´or difunda es necesario que e´ste supere una barrera de energ´ıa del orden
del eV, la cual es tres veces mayor que la barrera de difusio´n del flu´or en medio de
grafeno (ve´ase el cap´ıtulo 6), por lo que es ma´s favorable que el flu´or difunda en medio
de grafeno limpio que en medio de una interfase altamente fluorada.

Ape´ndice D
Estructura electro´nica del 60C1F
D.1. Zona de Brillouin del 60C1F
El sistema 60C1F fue definido en el cap´ıtulo 6, el cual consiste en un arreglo rec-
tangular de a´tomos de flu´or adheridos al grafeno. Su estructura cristalina y parte de
la densidad de estados -correspondientes a diferentes dopajes electro´nicos- ha sido pre-
sentada en la seccio´n 6.3, y en este ape´ndice el correspondiente diagrama de bandas
para complementar lo presentado en el cap´ıtulo mencionado.
En la Fig. D.1 presentamos la celda unidad del 60C1F y su respectiva zona de
Brillouin. En el panel D.1(a) mostramos sus respectivos para´metros de red que son
a1=5a xˆ, y a2=3
√
3 a yˆ, donde “a” es el para´metro de red del grafeno. El panel D.1(b)
presentamos los vectores de la red rec´ıproca b1 y b2 ma´s la correspondiente zona de
Brillouin, y dentro de esta´ definimos el camino Γ-M-X-Γ con el cual presentaremos las
bandas del sistema.
En el panel D.1(c) presentamos el solapamiento entre la zona de Brillouin del 60C1F
Figura D.1: (a) Celda unidad y para´metros de red del sistema 60C1F. (b) Zona de
Brillouin del 60C1F y vectores de red rec´ıproca. El contorno triangular que une los
puntos Γ, M, X de la zona de Brillouin es el camino que usaremos para exponer el
diagrama de bandas. (c) Zona de Brillouin del grafeno (l´ıneas grises) y del 60C1F (l´ıneas
negras), donde la u´ltima fue presentada en su configuracio´n extendida.
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(l´ıneas negras) y la zona de Brillouin del grafeno (l´ıneas grises), donde el primero es
presentado en su configuracio´n extendida. Ve´ase que el camino Γ-M del 60C1F cruza
por el ve´rtice de la zona de Brillouin del grafeno, donde se encontrar´ıan los conos de
Dirac, por tanto en el camino Γ-M se encuentran los estados ma´s cercanos al nivel de
Fermi.
D.2. Calibracio´n de la DFT para el 60C1F
En esta seccio´n mostramos la calibracio´n DFT correspondiente al 60C1F. El pri-
mer paso para la calibracio´n es obtener el diagrama de bandas del sistema mediante
para´metros de poca exigencia nume´rica. Por ejemplo usando el smearing “gauss” con
un degauss de 0.02Ry, con Ef=40Ry y Eρ=8×Ef . En este caso el mallado depende
del taman˜o de la celda unidad del sistema, en caso de que la celda unidad sea la del
grafeno, recomiendo un mallado de nkp1 × nkp2 × nkp3=15×15×1, y en caso que la
celda unidad fuese una su´per-celda podemos reducir este mallado segu´n la extensio´n
de la su´per-celda, tal como indicamos en el cap´ıtulo 3 al describir el espacio rec´ıproco.
Con estos para´metros DFT ma´s el pseudopotencial construido con el intercambio y co-
rrelacio´n PBE [125] en la descripcio´n PAW [169], se realizan los ca´lculos de relajacio´n
de la estructura cristalina, considerando una tolerancia en energ´ıa de 10−4Ry.
Concluidos estos pasos, se ca´lcula la estructura de bandas mediante un ca´lculo no
auto-consistente, usando el camino del espacio rec´ıproco que contenga los estados ma´s
cercanos al nivel de Fermi. En la Fig. D.2(a) presentamos el diagrama de bandas del
60C1F alrededor del nivel de Fermi, mostrando su cara´cter meta´lico y no polarizado
en esp´ın. El diagrama de bandas usa al nivel de Fermi como referencia, y el nivel de
Fermi esta´ en la banda β. La funcio´n de integracio´n “smearing” es elegida segu´n la
curvatura de las bandas en el nivel de Fermi. Los estados de β tienen alta dispersio´n,
y por esta elevada dispersio´n podemos usar cualquiera de los cuatro “smearing” de la
DFT presentados en el cap´ıtulo 3. En este caso se selecciono´ el “smearing” Methfessel-
Paxton [148] debido a que e´ste permite obtener resultados de buena precisio´n con bajos
mallados del espacio rec´ıproco. Elegido el “smearing” pasamos a elegir al temperatura
efectiva “degauss”. Los estados contenidos en [-0.15eV:0.0eV] son de las bandas β y
γ mientras que los estados contenidos en [0.0eV:0.45eV] son de la banda β, por esto
el degauss=0.01Ry≈0.1eV debido a que esta suavidad de la funcio´n de integracio´n
contiene tanto a estados por arriba y debajo del nivel de Fermi.
Por completitud indicamos que si el diagrama de bandas fuese como el presentado
en la seccio´n 4.4 del cap´ıtulo 4 (del sistema 6-αβ), que es meta´lico con alta densidad
de estados, entonces es necesario usar la funcio´n de integracio´n “gauss” [146] debido a
que e´sta es mucho ma´s estable que otras funciones de integracio´n; sin embargo “gauss”
exige un mallado denso del espacio rec´ıproco. Por otra parte si el nivel de Fermi se
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Figura D.2: Calibracio´n del sistema 60C1F. (a) Diagrama de bandas con el cual seleccio-
namos el tipo de funcio´n de integracio´n “smearing” y la temperatura efectiva “degauss”.
(b) Calibracio´n de la energ´ıa con respecto las energ´ıas de corte Ef y Eρ, eligiendo un
mallado de la zona de Brillouin de nkpx × nkpy × 1 = 1× 1× 1 = Γ. (c) Calibracio´n de
la energ´ıa en funcio´n de nkpx y nkpy.
encuentra en medio de una brecha de energ´ıa, entonces no es necesario usar una funcio´n
de integracio´n para los ca´lculos DFT, y la supresio´n de estas funciones se realiza con
el para´metro occupations=‘fixed’ del Quantum-Espresso [178].
Habiendo elegido el “smearing” y el “degauss”, realizamos la parte ma´s comu´n de
la calibracio´n, que esta´ asociada a la seleccio´n de las energ´ıas de corte de la funcio´n de
onda Ef , de la energ´ıa de corte de la densidad electro´nica Eρ, y del mallado de la zona de
Brillouin nkp1×nkp2×nkp3. Esta calibracio´n se realiza calculando la energ´ıa del sistema
E y sus cambios δE conforme variamos e´stos para´metros de calibracio´n, considerando
un error de 1meV=10−3eV por a´tomo. Por comodidad escribimos el mallado nkp1 ×
nkp2 × nkp3 como nkpx × nkpy × nkpz debido a que la celda unidad del 60C1F es
rectangular.
En primer lugar hacemos ca´lculos de E para diferentes valores de Ef respetando
la relacio´n Eρ = ΛEf , y por comodidad elegimos el mallado Γ = 1 × 1 × 1 debido
a que el sistema 60C1F tiene un reducido acoplamiento esp´ın-o´rbita. En caso de que
el sistema tenga un elevado acoplamiento esp´ın-o´rbita es necesario usar por lo menos
un mallado de Γ = 2 × 2 × 2 si el sistema es tridimensional o Γ = 2 × 2 × 1 si el
sistema es bidimensional. En el panel D.2(b) presentamos los cambios de la energ´ıa en
funcio´n de Ef , cuando Eρ = ΛEf para Λ = 6, 8. Se aprecia que para Ef >50Ry no
existe diferencia entre las energ´ıas E calculadas con Λ = 6 o Λ = 8. En adicio´n a esto,
δE = E(70Ry)− E(Ef ) es menor que el error siempre que Ef >70Ry.
Posteriormente, se realizan ca´lculos de E en funcio´n de nkpx y nkpy, con nkpz = 1
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Figura D.3: Diagrama de bandas y densidad de estados del 60C1F. (a) Diagrama de
bandas a lo largo del camino Γ-M-X-Γ definido en la Fig. D.1. (b,c,d) Proyeccio´n de la
densidad de estados sobre los orbitales pz, pxy =
1
2(px + py), y s, que se ubican en el
flu´or (F), el a´tomo que lo contiene (C0), y los vecinos del u´ltimo (Cn).
debido a que el sistema es bidimensional estando sus ima´genes separadas mas de 8A˚ en
la direccio´n “z”. En la Fig. D.2(c) presentamos e´stos resultados al variar nkpx y nkpy,
al cambiar el mallado desde nkpx = nkpy = 1 hacia nkpx = nkpy = 2 se aprecia que
δE cambia en un valor mucho mayor que el error elegido en la calibracio´n, sin embargo
al considerar un mallado ma´s denso se aprecia que δE es menor que el error elegido en
la calibracio´n.
Por tanto la calibracio´n del 60C1F considerando un error menor de 10−3eV por
a´tomo, consiste en un “smearing” Methfessel-Paxton con un “degauss” de 0.01Ry,
usando un mallado de nkpx × nkpy × nkpz = 2 × 2 × 1 con energ´ıas de corte de
Ef=70Ry y Eρ=420Ry. Este me´todo de calibracio´n tambie´n fue usado en los dema´s
sistemas que estudiamos con la DFT.
D.3. Diagrama de bandas del 60C1F
En la Fig. D.3 presentamos la estructura electro´nica del 60C1F. El panel D.3(a)
presenta el diagrama de bandas que muestra el cara´cter meta´lico y paramagne´tico del
sistema. A lo largo del camino Γ-M se aprecia una brecha de energ´ıa, que depende de
la diferente concentracio´n de adsorbatos de flu´or en ambas subredes, y es el resultado
de la separacio´n de los conos de Dirac del grafeno.
Los paneles D.3(b,c,d) muestran la proyeccio´n de la densidad de estados sobre
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Figura D.4: Desdoblamiento en esp´ın de las bandas α, β, y γ, que han sido presentadas
en las Figs. D.2 y D.3. El desdoblamiento de e´stas bandas se incrementa con el dopaje
electro´nico del sistema δnF , donde el sentido de la flecha indica el incremento del mismo.
Por otra parte, las l´ıneas verticales grises del panel (b) sen˜alizan los puntos del camino
donde esta´ el nivel de Fermi.
orbitales ubicados en el flu´or (F), el a´tomo que lo contiene (C0), y los vecinos del
u´ltimo (Cn). Los resultados muestran que los estados cercanos al nivel de Fermi son de
cara´cter dominante pz, y e´stos son de cara´cter dominante px(y) a ∼3eV por debajo del
nivel de Fermi, y el cara´cter orbital s es muy reducido alrededor del F. Estos resultados
esta´n en acuerdo con los resultados de los cap´ıtulos 6 y 7, que muestran la hibridacio´n
entre el flu´or y el grafeno la cual se modifica con el dopaje electro´nico.
D.4. Desdoblamiento de bandas inducido por el aco-
plamiento esp´ın o´rbita
Como se expuso en el cap´ıtulo 7, los estados con ma´s peso en el flu´or se acercan al
nivel de Fermi conforme se incrementa el dopaje electro´nico δnF , siendo e´ste el dopaje
electro´nico por a´tomo de flu´or sobre el grafeno. Por este efecto las propiedades del flu´or
se manifiestan ma´s conforme conforme δnF es mayor. Una de estas propiedades es el
acoplamiento esp´ın-o´rbita del flu´or, que es ∼5 veces mayor respecto al acoplamiento
esp´ın-o´rbita de los a´tomos del grafeno, y que se manifiesta con el desdoblamiento
de las bandas. En la Fig. D.4 exponemos el desdoblamiento de las bandas α, β y
γ para diferentes dopajes electro´nicos. No´tese que conforme incrementamos el dopaje
electro´nico, mayor es el desdoblamiento de bandas, y que este desdoblamiento es finito
en del nivel de Fermi, que se encuentra en medio del camino M-X y X-Γ.
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Los resultados presentados en la Fig. D.4 no esta´n en contradiccio´n con los resul-
tados presentados en en el cap´ıtulo 7 seccio´n 7.6, en la cual se estudiaron los sistemas
N×N. Sin embargo la diferencia entre los sistemas 60C1F y N×N es que el desdobla-
miento de bandas en el nivel de Fermi es mayor para 60C1F respecto N×N. Creemos
sugerimos que esta diferencia en el desdoblamiento de bandas se origina por el diferente
arreglo del flu´or en ambos sistemas, porque los flu´or del 60C1F esta´n dispuestos en una
red rectangular mientras que los flu´or del N×N esta´n dispuestos en una red triangular.
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