Quantum games with incomplete information can be studied within a Bayesian framework. We analyze games quantized within the EWL framework [Eisert, Wilkens, and Lewenstein, Phys Rev. Lett. 83, 3077 (1999)]. We solve for the Nash equilibria of a variety of two-player quantum games and compare the results to the solutions of the corresponding classical games. We then analyze Bayesian games where there is uncertainty about the player types in two-player conflicting interest games. The solutions to the Bayesian games are found to have a phase diagram-like structure where different equilibria exist in different parameter regions, depending both on the amount of uncertainty and the degree of entanglement. We find that in games where a Pareto-optimal solution is not a Nash equilibrium, it is possible for the quantized game to have an advantage over the classical version. In addition, we analyze the behavior of the solutions as the strategy choices approach an unrestricted operation. We find that some games have a continuum of solutions, bounded by the solutions of a simpler restricted game. A deeper understanding of Bayesian quantum game theory could lead to novel quantum applications in a multi-agent setting.
Fig 1 Quantum circuit for two-player game
Experiments have begun to demonstrate the results of quantum game theory in nuclear magnetic resonance, 4 quantum circuits in optical, 5 and ion-trap platforms, 6 which, in some cases, i.e. optical, can be easily imagined on a distributed quantum network.
Quantizing a classical game
To quantize a classical game, we follow the approach given in the seminal Einstein-Wilkens-Lewenstein scheme. The scheme goes as follows; both players qubits are initialized to the |0 state, an entangling operation, J, is applied, the players apply their strategy choice, U A,B (θ, φ, α), an un-entangling operation is applied, the payoffs are determined from the probability distribution of the final state |ψ f . This procedure can be encoded in the quantum circuit show in Figure 1 .
The amount of entanglement that occurs can be varied by varying the parameter γ in the entangling operation: 
At maximal entanglement,γ = π/2, this operation produces a Bell state, and at γ = 0 is the identity operator. The game is defined by setting the possible strategies of the players. For this we parametrize a single qubit rotation, U , with three parameters,(θ, φ, α) in:
The outcome of the game is given by: And the average payoff $ is derived from the expectation values of a measurement performed at the end and the payoff vector $ j
There are four possible outcomes, {|00 , |01 , |10 , |11 }. Correspondence to the classical game is made by associating each outcome as one of the classical strategy choices, such that |0 corresponds to Confess (C), and |1 corresponds to Defect (D), as is illustrated in the canonical prisoners dilemma game with payoff matrix shown in Table 1 . Table 1 Payoff matrix for prisoner's dilemma
|1 (D) (5, 0) (1, 1)
Forming a Bayesian game
The Bayesian game is constructed with the protocol laid out by Harsanyi. 7 In the Bayesian game the players have incomplete knowledge about their opponents payoff matrices. This is represented by having the players receive a statistical mixture of different payoff matrices. Below we analyze games that are represented by two different payoff matrices. If, for example, player As payoff is the same in both matrices while player Bs vary, this represents player A having incomplete knowledge about player Bs preferences. If both have different payoffs, this could be interpreted as two players having incomplete knowledge about what game their playing. This game can be represented by the quantum circuit shown in Figure 2 . U Q is a unitary operation on the control qubit. J 1 and J 2 are controlled entangling operations acting on A and B 1 orA and B 2 , depending on the state of the control qubit. This representation is equivalent to playing a statistical mixture of two quantum circuits shown in Figure 1 with different two-player games.
The average payoff for player A in the Bayesian game is given by:
The B player's average payoff is still calculated according to Equation 4.
Solution Concepts
The primary solution concept used in game theory is the Nash equilibrium. A Nash equilibrium is a set of strategies where neither player could benefit by unilaterally deviating. The payoff to the players at the Nash equilibrium represents a stable payoff in a repeated game or large ensemble, because it is self-enforcing.
There are refinements to the concept of a Nash equilibrium that are used to capture different types of games. Relevant to quantum games is the concept of a correlated equilibrium. A correlated equilibrium is a game where the players strategy choices are correlated in some way, such as reacting to advice or a contract, such that probability distributions are possible that are not in the image of the classical game with mixed strategies. Entanglement acts to correlate the players outcomes in a similar way, except in quantum games the entanglement is imposed by a referee, and once the entanglement is produced, the players cannot break the contract.
Solution methods
The method of best responses is used to find the Nash equilibria of the game. There have been analytic solutions found for certain cases of quantum games(cite), but with the aim to examine a wide range of games, including a Bayesian framework and asymmetric payoffs, and for these cases, analytic solutions remain elusive. Therefore we adopt a numerical procedure.
First, the possible strategies must be chosen. Equation 2 represents a completely arbitrary strategy choice. It is instructive to analyze the game with a more discretized set of strategies. We chose a step size for each parameter (∆θ, ∆φ, ∆α). Then we compile a list that contains all possible combinations of integer multiples of these steps, within the bounds of the parameters: V = {U (0, 0, ∆α), U (0, 0, 2∆α), U (0, 0, 3∆α) . . . (0, ∆φ, 0), U (0, ∆φ, ∆α) . . . U (π, 2π, 2π)} (6) Where V i represents the ith element of the list. This set defines the possible strategies of a game. Several of these matrices are redundant, because for example, when θ = 0, α is undefined.
To construct the best response list for player A, for each possible strategy choice of player B, we compute the payoff for player A for each of their possible strategy choices. Then we select the elements which have the highest payoff, or best response, U * . This produces a list of As best responses to each of Bs strategy choices: Ω A = {U * Aj , U Bj }, where j ranges over all possible strategy choices. Then similarly Bs best response list is composed,Ω B = {U Aj , U * Bj }. The Nash equilibria are given by the intersection of the best response functions: Ω A ∩ Ω B . For the Bayesian game, this procedure is straightforwardly extended to three players.
Many of the interesting features of the games we examine exist with the stepping parameters (π, π/2, π/2), which has a total of 8 unique strategy choices. The majority of the data are presented with these stepping parameters. Next we examine the behavior of one game in more detail as we step finer in each of the strategy parameters. This eventually becomes computationally impractical as the step sizes get too small. For example, the stepping parameters (π/8, π/8, π/8) yield 1824 unique strategy choices. The code in Mathematica with this many strategy choices takes 1 hour to compute all of the Nash equilibria for the two-player game for all values of entanglement, making solutions to the Bayesian game impractical to find with the current method.
Results

Two-player game results
Here we present the solutions for several two-player games found in the literature 8, 9 and textbook games. For the sake of space, we will not discuss the real world interpretration of these games, rather we focus on their mathematical propeties.
The data are shown in Figure 3 , where a pair of two-player games are presented with their payoff matrices inset in the form of Table 1. In the case of asymmetric games, in the two-player games, player A is plotted in blue, and player B is plotted in red. The payoffs at the Nash equilibria are plotted for both players as a function of the entanglement parameter γ.
The Nash equilibria curves come in two types, constant with γ, or increasing with γ. It is instructive to compare these to the solutions of the corresponding classical games. In all cases, the values of the payoff at no entanglement, i.e. γ = 0, match those of the classical game. For games only have one constant Nash equilibria curve, such as in the games labeled 'Type B,' 'Deadlock', and 'Stag hunt,' there is one Nash equilibrium of the classical game and it is Pareto optimal. As the entanglement increases, the Nash equilibrium vanishes above some critical value.For games that have Nash equlibrium that grows with γ (i.e. 'Prisoner's dilemma') there is only one Nash equilibrium of the classical game but it is not Pareto efficient. The Nash equilibra for these games also vanish for some critical value of entanglement. The vanishing of the Nash equilibrium at a critical entanglement has been compared to a phase transition-like behavior. 10 For games that have two Nash equilibrium in the classical game, one Pareto optimal, the Pareto optimal solution remains for all values of entanglement, whereas the second Nash equlibrium grows and converges with the optimal one at maximal entanglement. In these cases, the Pareto optimal Nash equilibrium does not vanish at some critical entanglement. For two player games with no Nash equilibrium classically, such as the 'matching pennies' game, there are no Nash equilibria in the corresponding quantum game.
In short, games with one equilibrium seem to lose that equilibrium at a critical entanglement, and in games with two equilibria, those equilibria persist for all values of entanglement. Becuase our methods are numerical, these observations are not tantamount to formal proofs, and counterexamples may be found, but they are suggestive of a deeper structure.
The 'DA's brother' is an interesting outlier from this categorization. The classical game has only one Nash equilibrium, and it is Pareto optimal. However, as the entanglement increases, a second Nash equilibrium appears and then converges to the Pareto optimal solution as in the case of games with two equilibria mentioned above. Additionally, the Pareto efficient solution does not vanish at some critical value of entanglement. 
Bayesian game results
Three-player Bayesian games can be composed out of a pair of two-player games. This can be interpreted as the player's having incomplete information about their opponents payoffs. The solutions to the Bayesian games composed of various two-player game combinations are plotted in 3D below the two-player results in Figure 3 . The payoff for only player A is plotted against the entanglement, γ, and the probability to play with each player, p from Equation 5. The Bayesian graphs are oriented so that the top two-player game is in the back of the 3D plot with the bottom game in the front, and no entanglement on the right with maximal entanglement on the left.
As expected, the p = 0 and p = 1 solutions to the Bayesian game match the two-person game solutions for players A and B respectively. Along the γ = 0 plane, the results match those of the classical game with mixed strategies. In games with the same number of Nash equilibria in the two component two-player games such as in 'Deadlock' vs. 'Prisoner's dilemma', the solutions at p = 0 continuously and linearly transform into the solutions at p = 1.
When there are a different number of Nash equilibria in the two component two-player games, the equilibria must vanish, or appear, at some value of p. This is similar to the vanishing, or appearance, of Nash equilibria at a critical entanglement in the two-player games, only here, we also see them in the Bayesian game as the degree of incomplete information, p, changes.
The 'DA's brother' vs. 'Prisoner's dilemma' Bayesian game has been partially analyzed before, 9 and is the subject of a more detailed analysis that will be presented elsewhere. 11 
Towards continuous strategy choices
Returning to a two-player game, we now examine the game as the discretization of the strategy choices in Equation 6 becomes finer, approaching the limit of completely arbitrary SU(2) rotations. The Nash equilibria of the 'DA's brother' are now calculated using the stepping parameters (∆θ, ∆φ, ∆α) = (π/8, π/8, π/8) which yields 1824 unique strategy choices. As seen in the left graph of Figure 4 , the space between the two Nash equilibria becomes filled with many additional equilibria. The Nash equilibria found with (∆θ, ∆φ, ∆α) = (π, π/2, π/2) form the upper and lower bounds of the new Nash equilibria. In the right graph of Figure 4 the strategy parameters of the Nash equilibria for the players are compared by plotting θ A vs θ B against each other for each Nash equilibrium. This shows that the Nash equilibria generally follow the trend θ A = θ B .
Taking a slice of the payoff as a function of entanglement data at γ = 0.7, a histogram of the payoffs achieved suggests that there is some structure within the distribution, as shown in the left hand graph of Figure 5 . In this data the stepping parameters used were (∆θ, ∆φ, ∆α) = (π/32, π/8, π/8), yielding 7968 unique strategy choices. The data suggest that more Nash equilibria occur near the original Pareto optimal solution that occured with ∆θ = π. There may be some indication that the Nash equilibria are beginning to converge towards the two original Nash equilibria However, as computation with finer steps is impractical with our current numerical method, further study is required.
There is also a relationship between the payoff that is rewarded and the strategy choice at each Nash equilibrium. In the right side graph of Figure 5 we plot the θ A parameter of each Nash equilibria against the payoff of player A. When θ A = θ B = 0, the payoff is the Pareto optimal solution, which is expected from the results with ∆θ = π. Then, as θ approaches θ = π, the other equilibrium of the original game, the payoff transforms to the payoff of the second equilibria. Further study is needed to understand these relationships. 
Discussion and conclusions
The Nash equilibria that arise in a quantum game, where entanglement produces correlations in the player's outputs, can be compared to the correlated equilibrium in classical game theory. 12 A correlated equilibrium in classical games can arise when mixed strategies are used and there is communication between the players in the form of advice from a referee or a contract. If players receive some piece of advice, or react in a predetermined way to a random event, they can employ strategies that are correlated with one another and realize self-enforcing equilibria that are different from those in the mixed game without communication.
When entanglement produces correlated outcomes for the players, the equilibria produced strongly resemble the correlated equilibria. In contrast to the classical case, the role of advice is played by the initial entanglement. And once that entanglement is imposed on the players by a referee, it forms an effective contract that cannot be broken. The correlations will persist even if the players are not allowed communication after the initial entanglement. In addition, quantum correlations can exhibit probability distributions that are not allowed by classical correlations, and can persist non-locally.
The sudden dissapearance of a Nash equilibrium as the entanglement is increased suggests that the correlations can benefit the player's up to a point, but when the correlations are too strong, the Nash equilibrium no longer occurs. It would be interesting to find examples of classical games where the enforcement of some contract produces a benefit for the players, but if it is enforced too strongly, it ceases to allow a Nash equilibrium. In addition, the abrupt changing of the structure of Nash equilibrium as a function of the player's incomplete information could strongly effect any protocol on a network where the agents have some uncertainty about the payoffs or players in the game.
