This survey paper concerns mainly with some asymptotic topological properties of finitely presented discrete groups: quasi-simple filtration (qsf), geometric simple connectivity (gsc), topological inverse-representations, and the notion of easy groups. As we will explain, these properties are central in the theory of discrete groups seen from a topological viewpoint at infinity. Also, we shall outline the main steps of the achievements obtained in the last years around the very general question whether or not all finitely presented groups satisfy these conditions.
Introduction
This is a two-part survey paper, part I by D. Otera and V. Poénaru, part II by V. Poénaru (to appear soon in arXiv). In this first part we present, mostly, background material, historical context, and motivations. Its main items are the theory of topological inverse-representations, a sort of dual notion to the usual group representations, some tameness conditions at infinity for open manifolds, cell-complexes and discrete groups, such as geometric simple connectivity (gsc), Dehn-exhaustibility, the qsf property, and then a glimpse into the more recent joint work of both authors on combings of groups and on the so-called Whitehead nightmare.
On the other hand, Part II is much more technical, since it outlines the proof (announced in [56] and proved in [58, 59] ) that all finitely presented groups satisfy the qsf property (see also the related [57] ). This highly non-trivial notion, which in a certain sense is the good extension of simple connectivity at infinity (they are actually equivalent for closed 3-manifold groups), was introduced by Brick, Mihalik and Stallings [5, 73] , and it has roots in earlier work of Casson and of Poénaru [20, 51] , as well as in the much older work of Max Dehn.
Note that, even for the very special class of 3-manifold groups, in order to show they all are qsf one needs deep and difficult results such as either the geometrization theorem in dimension 3 [2, 34, 35, 46, 47, 48, 77] or else the works of Agol, Haglund and Wise on special groups [1, 28] .
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Topology at infinity, universal covers and discrete groups
The main technical tool used in this survey is what we call a topological inverse-representation for a finitely presented discrete group G. We write here "representation" in capital letters, so as to distinguish it from the standard well-known group representations. But some preliminaries will be necessary before we can actually define our representations of groups.
The Φ/Ψ-theory and zippings
We consider some completely general non-degenerate simplicial map f : X → M. Here X and M are simplicial complexes, X being at most countable, and it is also assumed that dim(X) ≤ dim(M). But X need not be locally-finite and it will be endowed with the weak topology. By definition, a singularity x ∈ Sing(f ) ⊂ X is a point of X in the neighborhood of which f fails to inject, i.e. fails to be immersive.
Trivially, the map f defines an equivalence relation Φ(f ) ⊂ X × X, by (x 1 , x 2 ) ∈ Φ(f ) ⇔ f (x 1 ) = f (x 2 ).
We will be interested in equivalence relations on X, R ⊂ X×X, with the following additional feature: let σ 1 , σ 2 ⊂ X be two simplexes of the same dimension and such that f (σ 1 ) = f (σ 2 ). If we can find x 1 ∈ int σ 1 , x 2 ∈ int σ 2 such that f (x 1 ) = f (x 2 ), then we also have the implication (x 1 , x 2 ) ∈ R ⇒ R identifies σ 1 to σ 2 .
This kind of equivalence relations will be called f -admissible. Notice that, whenever R ⊂ Φ(f ) is admissible, we have a natural simplicial commutative diagram
With this, we develop now the following little theory, for which the detailed definitions, lemmas and proofs, are to be found in [49, 57] . The point here is that, in the context of our non-degenerate simplicial map f , there is also another equivalence relation more subtle than the Φ(f ). This is the Ψ(f ) ⊂ Φ(f ) ⊂ X × X, characterized by the following lemma: Lemma 1. ( [49] ) There is a unique, f -admissible equivalence relation Ψ(f ) ⊂ Φ(f ) ⊂ X × X which has the following two properties, which also characterize it.
(i) In the context of the corresponding commutative diagram (1 -1), which we write again below
we have Sing(f 1 ) = ∅, i.e. f 1 is immersive.
(ii) Let R be any equivalence relation (not necessarily assumed a priori to be admissible), such that R ⊂ Φ(f ) and Sing(f 1 (R)) = ∅. Then R = Ψ(f ).
In plain English, Ψ(f ) is the smallest equivalence relation, compatible with f , which kills all the singularities. We also have the next lemma, which has no equivalent for Φ(f ).
Lemma 2. ([49])
In the context of (1 -2), the following induced map is surjective:
Of course, nothing like Lemma 2 is true for the equivalence relation Φ(f ) which, contrary to Ψ(f ), has no topological memory, a feature which is one of the reasons that makes Ψ(f ) interesting.
We will give now some ideas of how one may construct Ψ(f ). In order to effectively build our Ψ(f ), let us look now for a most efficient way of killing the singularities of f , in a manner which should have the minimum of collateral effects.
Start with two simplexes σ 1 , σ 2 ⊂ X of the same dimension, such that f (σ 1 ) = f (σ 2 ), and with σ 1 ∩ σ 2 ∋ x 1 ∈ Sing(f ). We can go then to a first quotient space f 1 : X 1 = X/ρ 1 → M, that kills x 1 via the folding map which identifies σ 1 to σ 2 . This is an equivalence relation ρ 1 ⊂ Φ(f ), and one can continue this process, with a sequence of folding maps:
Here ρ ω = ∞ 1 ρ i is an equivalence relation too, subcomplex of Φ(f ) (i.e. closed in the weak topology), and the following induced map f ω : X/ρ ω → M is again simplicial. If f ω is not immersive, we can continue to the next transfinite ordinal, with ρ ω ⊂ ρ ω+1 ⊂ X × X, and go to:
Now, we can continue via the obvious transfinite induction. Since X is assumed to be at most countable, the process has to stop at some countable ordinal ω 1 , and one can actually show that ρ ω 1 = Ψ(f ). This ω 1 is not unique, but then we also have the following useful lemma.
Lemma 3. ( [49] ) One can chose our sequence of folding maps (ρ i ) so that ω 1 = ω.
The sequence of folding maps coming with ρ ω = Ψ(f ) is called a zipping of f . This kind of zipping strategy is, of course, not unique. Towards the end of this paper, another alternative way to conceive zipping strategies will be presented too.
Geometric simple connectivity
The notion of geometric simple connectivity (gsc), which will play a big role in this survey, stems from differential topology, and was probably conceived by T. Wall [80] . A smooth manifold M is said to be gsc (geometrically simply connected ) if it has a handlebody decomposition without handles of index one (or, more precisely, if it possesses a smooth handlebody decomposition with a unique handle of index zero and with its 1-handles and 2-handles in cancelling position). If M is closed, this can also be easily rephrased in Morse-theoretical terms. Saying that M is gsc means that there exists a Morse function f : M → R + without singularities of index λ = 1. Of course gsc can also be defined Morse-theoretically for open manifolds and for the case of non-empty boundary [50] . But then appropriate restrictions have to be added to the definition and we will not go into that here. Concerning gsc, more details are also provided in [16, 17, 38, 42, 60, 61, 64, 65] .
As said above, the gsc concept also extends to open manifolds, manifolds with boundary and to cell-complexes too, and the ones of interest here will always be infinite. Definition 1. A cell-complex X is said to be gsc if it admits a cell decomposition of the following type
such that:
• T ⊂ X is a properly 1 embedded tree,
• in (1 -3) the infinite sets of indices {i} and {j} are in canonical bijection and the geometric intersection matrix takes the form Of course, the decomposition (1 -3) also makes sense when X is replaced by a smooth manifold M n . If M n is open, then the T in (1 -3) becomes a ball B n \ {a closed tame subset deleted from ∂B n }, and "tame" means that the subset in question is contained inside some smooth line embedded in ∂B n ≃ S n−1 ; while when M n is compact, T becomes a B n (a handle of index λ = 0). Similarly, the various λ-cells occurring in (1 -3), always with λ > 1, become smooth n-handles of index λ (and see here [57, 60, 61, 64] for more details).
Also, the condition in the right hand side of (1 -4) will be called easy id + nilpotent. This should be distinguished from the dual condition "difficult id + nilpotent" where the inequality in (1 -4) gets reversed into a ji > 0 ⇔ j < i. Of course, in the finite case the two conditions are equivalent, but not in our infinite case of interest. For instance, the classical Whitehead manifold W h 3 [81] (see the next section for details), always the villain in our present story, admits cell-decompositions which are of the difficult id + nilpotent type. And W h 3 is certainly not gsc, a fact which is connected to the π ∞ 1 W h 3 = 0, as we shall see. Here is now a useful related definition which is a sort of weakening of the gsc, specific for the non-compact case, due to L. Funar [16, 17] . Definition 2. An infinite cell-complex X is said to be weakly geometrically simply connected ( wgsc) if it admits an exhaustion by compact and simply-connected sub-complexes
Clearly gsc ⇒ wgsc and in the compact case wgsc becomes mere simple-connectivity. One may also notice that, while gsc has close ties with the all-important notion of "collapsibility", there is nothing like that for wgsc.
Finally, we remind the reader of another fundamental tameness condition at infinity for open manifolds. A locally compact and simply connected space X is said to be simply connected at infinity (and one will write π
The simple connectivity at infinity is a very strong asymptotic notion and in fact, it has been used to detect Euclidean spaces among open contractible manifolds, by results of Siebenmann and Stallings in dimension at least 5 [69, 70] , Freedman in dimension 4 [13] , and Edwards and Wall in dimension 3 [11, 79] (see [38] for a general overview). Note also that the notion π ∞ 1 = 0 also makes sense for finitely presented groups [3, 75] . An old classical easy fact specific for dimension three is the following one: an open 3-manifold V 3 which is wgsc is also simply connected at infinity (see e.g. [44] ). In higher dimension (n ≥ 5), it turns out that open simply connected n-manifolds which are also simply connected at infinity are actually gsc [64] .
M. Davis [9] exhibited, in any dimension at least 4, the first examples of fundamental groups of aspherical closed manifolds which are not simply connected at infinity, while in dimension 3, all finitely presented (3-manifold) groups are simply connected at infinity, as a consequence of Thurston geometrization conjecture [77] proved by Perelman's work [2, 34, 35, 46, 47, 48] (this also follows by Agol's proof of the virtually Haken Conjecture [1] and by the work of Haglund-Wise on special groups [28] ).
The Whitehead manifold
Before going on, let us say few words about the renowned Whitehead 3-manifold W h 3 and its cell-decompositions. This manifold is the main example of an open 3-manifold which is contractible but not homeomorphic to the Euclidean space R 3 (see for instance [37, 81] ); in particular, the manifold W h 3 is homotopically equivalent to a point but is not tame (which means that it is not homeomorphic to a compact manifold with a closed subset of the boundary removed, see e.g. [1, 32, 78] ).
This interesting manifold was discovered by J.H.C. Whitehead around 1934 ([81] ), actually as a counterexample to his attempted proof of Poincaré Conjecture. Roughly speaking, its construction goes as follows: take a solid torus T 1 ⊆ R 3 , and embed a thinner torus T 2 inside T 1 so that it links with itself (or, in other simple words, so that it embeds as a Whitehead link, see e.g. [16, 19] ). Now, iterate the process in such a way that, at each step, one embeds a solid torus T i inside T i−1 , like T 2 is embedded inside T 1 , obtaining an infinite sequence:
The Whitehead continuum is the intersection of all the tori T i , and the Whitehead manifold W h 3 is the complement of it in the three-sphere S 3 . In a dual way, W h 3 can be also described as being the ascending union of solid tori T j embedded inside T j+1 so that T j is a Whitehead link in the interior of T j+1 (and this is the classical description of W h 3 = ∞ 1 T j ). See here Figure 1 and [61, 63] . The main features of the Whitehead manifold are that W h 3 is not simply connected at infinity (intuitively, this means that there are loops at infinity that cannot be killed staying close to infinity) and that the product W h 3 × R is actually diffeomorphic to the standard R
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(this result was first showed by Shapiro and Glimm, and see here [22] where it is also proved that the Cartesian product of the Whitehead manifold with itself is topologically R 6 ). Moreover, recently, D. Gabai has also demonstrate a surprising result: the Whitehead manifold can be described as the union of two embedded submanifolds, both homeomorphic to R 3 , and such that their intersection is also homeomorphic to R 3 (see [19] ). What is interesting for us here is that although W h 3 is not gsc (since this would imply π ∞ 1 W h 3 = 0, see the comment just after Lemma 5), it still admits handlebody decompositions with geometric intersection matrix of the form difficult id + nilpotent, as outlined in [61] .
For instance, consider the Figure 2 . There is there a disk whose boundary is a curve T 1 , so that the disk intersects itself, and the intersection is a double line (denoted, in the picture, by [b, c] ). This is a 2-dimensional object that leads to a handlebody decomposition of S 1 × D 2 , whose geometric intersection matrix is H , and next one deals with this loop like we have just done with the curve T 1 , i.e. by adding along it another disk which hits itself back. Once again, this process leads to another handlebody decomposition of S 1 × D 2 , whose geometric intersection matrix takes now the form H
This procedure can continue indefinitely, getting an infinite matrix which is of the form difficult id + nilpotent. But the problem is that the resulting object is not our manifold W h 3 (since it is 2-dimensional and it is even not locally-finite).
However, one can cleverly manipulate the process in order to get the desired result. Firstly, after each one of the infinitely many steps, one may add additional handles of index 1, 2 and 3, in order to obtain a 3-dimensional object. Then, it can be shown that, by paying close attention to details, one can actually manage to obtain a handlebody decomposition for the Whitehead manifold which is proper (i.e. it does not accumulate at finite distance), and whose geometric intersection matrix is made of a main difficult id + nilpotent part, and of some additional easy id + nilpotent parts (which do not interfere with the main difficult part).
To conclude our digression on this interesting manifold, we outline some of the developments that have occurred since the original input given by the appearance of W h 3 . First of all, in the 60s, McMillan [31] constructed uncountably many contractible open 3-manifolds with no two homeomorphic, most of which are not universal covers of closed 3-manifolds, just because there are only countably many closed 3-manifolds and, therefore, only countably many open contractible 3-manifolds which cover closed 3-manifolds. But the first concrete examples of such manifolds (the so-called genus-one Whitehead manifolds) were constructed only afterwards in [36] : these manifolds admit no non-trivial, free, and properly discontinuous group actions, and thus they cannot cover non-trivially a non compact 3-manifold. Genus-one Whitehead manifolds are irreducible, contractible, open manifolds which are monotone unions of solid tori but are not homeomorphic to R 3 . The class of such examples was further enlarged by Wright in [82] , where he constructed, for each n ≥ 3, specific examples of contractible n-manifolds (called Whitehead-type n-manifolds) similar to Whitehead's original 3-manifold (obtained, for instance, almost in the same way as W h 3 , just by considering solid n-tori instead of 2-dimensional ones) which cannot non-trivially cover any space. Finally, in [16] , Funar and Gadgil further studied Whitehead-type n-manifolds (that are open, contractible and not simply connected at infinity), and proved that there are uncountably many Whitehead-type n-manifolds for any n ≥ 5, and that there are uncountably many such manifolds that are not geometrically simply connected!
Dehn-exhaustibility and the QSF property
We introduce next a notion which will be very useful for us here.
Definition 3.
A smooth open n-manifold M n is said to be Dehn-exhaustible if for every compact subset k ⊂ M n we can find a compact bounded n-manifold K n with π 1 K n = 0 , entering in the following commutative diagram
which is such that
• i is the canonical inclusion and j is an inclusion too,
• f is a smooth immersion,
• the following so-called Dehn-condition is fulfilled:
where M 2 (f ) is the set of points x ∈ K n such that card{f −1 f (x)} > 1.
N.B. We will also need the related set of double points
. This set comes with an obvious projection on the first factor
There is quite some history behind this Definition 3. In the nineteen-twenties, when topology was in its infancy, Max Dehn published a paper, a lemma of which had the following quite striking corollary: "A knot i : S 1 ֒→ S 3 is unknotted if and only if π 1 (S 3 −i(S 1 )) = Z". In the old days, this was called "the fundamental theorem of knot theory", and with Papakyriakopoulos' "sphere theorem", there is also an analogous result for links in S 3 . But few years later it happened that the proof of the lemma in question, called after that "Dehn's lemma", was shown to be irreparably wrong. Then, in the nineteen-fifties came the big breakthrough of Papakyriakopoulos, who not only proved Dehn's lemma [45] but, in the same breath proved the sphere theorem. This opened the first mature period of 3-manifold topology before the Thurston revolution and its sequels appeared on the scene. One should also mention that a much more transparent version of the proof of Dehn's lemma was provided by Shapiro and Whitehead [67] .
But then, a bit later, while trying, in depth, to understand what was going on in the sphere theorem, John Stallings was lead to his own theorem: "A torsion-free group with infinitely many ends is a free product" [71, 72] , one of the big classical results in geometric group theory. And to finish this little historical prentice, Misha Gromov gave a very short crisp proof of Stallings theorem, using minimal surfaces [23] .
Also, a few years after the appearance of [50] , Brick and Mihalik [5] abstracted the notion qsf (meaning quasi-simple filtration) from the earlier work of Casson [20] and of the second author (V.P.) [50, 51] , running as follows:
Definition 4. A locally-compact simplicial complex X is said to be qsf (quasi-simply filtered) if for any compact subcomplex k ⊂ X there is a simply-connected compact (abstract) complex K endowed with an inclusion k j −→ K and with a simplicial map K f −→ X satisfying the Dehn-condition M 2 (f ) ∩j(k) = ∅, and entering in a commutative diagram like (1 -5) above (but now with a map f which is no longer an immersion, but just a simplicial map).
In other words, a locally finite simplicial complex X is qsf if it satisfies something like the Dehn-exhaustibility, with the condition on f relaxed from immersion to f being a mere simplicial map (see here [5, 17, 38, 73] ). Most of the good virtues of the Dehn-exhaustibility are preserved for the more general qsf, like for instance the implication
But what one gains is very valuable, since, unlike Dehn-exhaustibility, the qsf property turns out to be a group theoretical, presentation-independent notion: if K 1 , K 2 are two presentations (i.e. two presentation complexes) for the same finitely presented group Γ, then
Definition 5. If that happens, we say that the group Γ itself is qsf.
Now, in order to better perceive all the previously defined notions, we list several examples of spaces and groups which satisfy or do not satisfy these conditions. Of course, Euclidean spaces are the easiest examples of spaces which are simply connected at infinity (in dimension ≥ 3), gsc, wgsc, Dehn-exhaustible and qsf. On the other hand, as already said, the Whitehead manifold W h 3 , genus-one Whitehead manifolds and Whitehead-type n-manifolds are examples of open manifolds which are not simply connected at infinity nor gsc nor qsf (but they are wgsc). A funny example of a simplicial complex which is qsf but not wgsc is the universal cover of the 2-complex associated to the following presentation of Z = a, b|baba Figure 3 ). In the 80s M. Davis [9] constructed the very first examples of (high-dimensional) , and its universal covering space, a qsf space that is not wgsc. In fact, in the process of killing any loop b of the universal cover, one always creates another loop which can be killed by creating another loop, indefinitely.
compact aspherical manifolds (and finitely presented groups) whose universal covering spaces are not simply connected at infinity; on the other hand (most of) these compact manifolds have hyperbolic or CAT(0) fundamental groups, and so Davis' examples are wgsc (and hence qsf). The striking result by the second author (V.P.), announced in [56] and proved in [57, 58, 59] , states that actually all finitely presented groups are qsf (for easier, direct but partial results which concern just specific geometric classes of finitely presented groups that are qsf see [5, 17, 32, 73] ).
On Dehn's lemma
So, we go back now to Dehn's lemma. In a modernised form, it can be stated as follows, and for a proof see [50] .
Lemma 4 (Dehn's lemmaà la Po, [50] ). Any open simply-connected 3-manifold V 3 which is Dehn-exhaustible, is also wgsc, and hence simply connected at infinity too.
Note that the classical Dehn's lemma says that if an embedding
Our Definition 3 stems from these things.
Next, here is how Dehn-exhaustibility and gsc come together. The result we will present now, as such, is unrelated to group theory. But then, on the one hand, things like it will be used later in this survey in order to prove group-theoretical results. On the other hand, it should serve as an easy paradigm of how the Φ/Ψ-manipulation can be used, particularly in group theory.
For the sake of the simplicity of exposition, we give here the next result only for the case of open smooth manifolds, although the definition of Dehn-exhaustibility can be extended to more general contexts, and then the lemma below too. And this extension will be useful.
Lemma 5 (Stabilization Lemma). Let M
n be an open smooth manifold which is such that we can find a p ∈ Z + with the property that M n × B p is gsc. Then M n is Dehn-exhaustible, with, in the context of diagram (1 -5), a smooth K n and a smooth immersion f .
For n = 3, the complete proof of Lemma 5 is given in [50] . But the arguments extend easily to Lemma 5 itself. We will present this below, after we open a prentice.
Notice, first, that Lemma 5 implies that when it comes to the Whitehead manifold W h 3 , then for any p ∈ Z + we cannot have W h 3 × B p gsc because, in this case, combining Lemma 4 and Lemma 5 we would get that π ∞ 1 W h 3 = 0, which is false. But then W h 3 itself cannot be gsc either.
Another comment is that we can extend Definition 3 to a cell-complex context.
Definition 6 (Definition 3 extended).
Let M n be a simplicial complex which is pure, i.e. each simplex σ λ , with λ < n, is face of a simplex σ n ⊂ M n . We say that M n is Dehn-exhaustible if for every compact subcomplex k ⊂ M n there is a commutative diagram
where K n is a compact simply-connected pure complex, f a simplicial immersion and the
Proof of Lemma 5. (N.B. This proof, which is essentially the same as the argument in [50] , extends to the context of pure complexes and of Definition 6.)
When we consider
can be endowed with a smooth triangulation, compatible with the DIFF structure, so that M n × { * } ≃ M n is a subcomplex. Also, because M n × B p is gsc, and hence wgsc, the simplicial complex M n ×B p is exhausted by a union of compact simply-connected subcomplexes of codimension zero
After appropriate subdivisions and perturbations, like in [50, 59] , one can ask that
In the wake of (1 -9), we also define
. For each i ≤ ∞ we have the equivalence relations Φ i = Φ(π i ) and Ψ i = Ψ(π i ). Here, for i < ∞, we clearly get
For our triangulated M n we have the following commutative diagram of simplicial maps, with π ∞ the analogous of f 1 from (1 -2):
In other words, the projection π ∞ admits a cross-section.
Notice that the map i has to be bijective, since otherwise π ∞ would have singularities (i.e. it would fail to be immersive). This means that M 2 (π ∞ ) = ∅ (see Definition 3) . With this, in the following commutative diagram
both horizontal and vertical maps into M n are bijective and hence, essentially because there is a cross-section, we find that the following two equivalence relations have to coincide
There is then, starting from the equality Φ ∞ = Ψ ∞ , an easy "compactness argument" (see [50] ) which shows that there exists a function among positive integers N :
Our set-up is such that, whenever we have (
For our j we go now to the N (j) > j introduced above, coming with Ψ N (j) | Z n j = Φ j , and to the following sequence of maps and inclusions:
with π N like the f 1 in (1 -2). Here Z n N /Ψ N is a compact n-manifold which, by Lemma 2, is simply connected, and π N is immersive. We have also that π
This means that k cannot be involved with the double points of π N , i.e. k ∩ M 2 (π N ) = ∅ (Dehn-condition). With this, the commutative diagram
with i, j the obvious inclusions, has all the features of (1 -5) in Definition 3. This ends the proof.
Remark 2.1. The argument above is a paradigm for many such, occurring in our group theoretical context. And then the "compactness argument" will occur again, coming with the function N : Z + → Z + . It is possibly worthwhile to try to connect asymptotic properties of the function N , like growth, with the asymptotic properties of the corresponding finitely presented group G. 
, (C), respectively, are glued to the ones in (A). The immortal singularity S is shaded. The ∂N 3 (S) = S 1 × S 1 − intD 2 is made up from three contributions: the half-sphere in (A) and the two curved arches occurring in (B) and (C).
Presentations and REPRESENTATIONS of groups
A combinatorial presentation of a finitely presented group G is a given finite system of generators g ±1 i and relators R j for G. Traditionally, to this combinatorial presentation, one attaches a geometric presentation. This is usually a finite 2-complex K 2 with one vertex and with 1-cells and 2-cells corresponding, respectively, to the g
Classically, the 1-skeleton of K 2 is the Cayley graph of G. In our present survey we will deal, mostly, with completely general finitely presented groups G, but we will need to be quite choosy when it comes to geometric presentations. Such presentations will always be, for us, 3-dimensional finite complexes M 3 (G) such that π 1 M 3 (G) = G. And since we want to be able to deal with any finitely presented group G, the M 3 (G) has to have singularities, by which we mean non-manifold points. Actually, M 3 (G) will be a compact singular 3-manifold with a very precise kind of singularities, the so-called "undrawable singularities" which were a lot used by the second author in earlier work, see here [18, 39, 52] . They are displayed as little shaded rectangles in Figure 4 .
Another way to describe them is the following. Start with R
and with their canonical half-line
. We consider then the obvious map
which is immersive, except at its singular point s = (0, 0, 0). This is a 2-dimensional undrawable singularity and its 3-dimensional thickening is the kind of singularity M 3 (G) possesses. Here is a typical example of such a 3-dimensional presentation M 3 (G) of G. Start with a combinatorial presentation, by generators and relators of G, and to it we will attach a particular 3-dimensional geometric presentation which we will call M 3 0 (G). Corresponding to the generators g
n we pick up a 3-dimensional handlebody of genus n, i.e. a smooth bretzel T 3 with n-holes. To the relations corresponds a generic immersion
which we immediately thicken into
We can actually always slightly change the original combinatorial presentation so that for each i, the individual maps Υ| S 1
This will be assumed from now on (and it will make life easier).
Finally, for each relator R i we attach to
. This final object is our M 3 0 (G), and this will be the typical example of our geometric presentations of groups.
This object is singular and, unless G is the fundamental group of a smooth 3-manifold, a very exceptional case indeed, singularities have to be there. This is how they occur. Any transversal contact Υ(S
. These non-manifold regions for M 3 0 (G), which certainly are 3-dimensional singularities of the undrawable type mentioned above, will also be called immortal singularities, so as to distinguish them from the singularities occurring in the Φ/Ψ little theory, that are non-immersive points at the source, and which we will call mortal singularities, since these singularities do get killed by the Ψ ⊂ Φ equivalence relation (i.e. by the zipping).
Let us be more precise at this point. The immortal singularities are points x of some ndimensional space X, where X fails to be an n-dimensional manifold, locally; while mortal singularities are points x ∈ X where a non-degenerate map f : X → Y fails to be immersive, locally again.
Coming back to the presentation M 3 0 (G), if by any means G is the fundamental group of a closed (or just compact) 3-manifold M 3 , then we will take as M 3 0 (G) the smooth M 3 itself. The M 3 0 (G) described above is an instance of what we will call a singular handlebody P n (for n ≥ 3). Such an object is, by definition, a union of n-dimensional handles of index
These handles h λ are put together into P n , according to the following rules of the game:
1. as usual, ∂ a h λ is glued to the free part of ∪ µ<λ ∂h µ ;
2. but we allow now for non-trivial intersections ∂ a h λ i ∩ ∂ a h λ j , for i = j and λ ≥ 1. This creates singularities, of a more general type than the undrawable ones.
The M 3 0 (G) are only one class of group-presentations, but, for technical reasons, another class, the "good-presentations", will soon have to be introduced too. There are good reasons, as we shall see, to use our present 3-dimensional geometric presentations of G, rather than the classical 2-dimensional presentations.
We are finally ready to introduce the representations of G (for convenience, we will skip from now on the terms "topological" and "inverse") . The G will invariably be for us a finitely presented group of the most general type.
Definition 7.
Start with an arbitrary geometric presentation of a finitely presented group G, M 3 (G) and go then to its universal covering space M 3 (G). A representation of G is a non-degenerate simplicial map
where:
(a) the space X p is a cell-complex of dimension p = 2 or 3 which is not necessarily locally finite, but which is geometrically simply connected (gsc) Note that, in the context of a 2-dimensional representations of G, f :
may have immortal singularities of M 3 (G) and, for X 2 , both mortal and immortal singularities x ∈ X 2 . In this last case, in the context of the present paper, the following things will always happen.
• At a singular x ∈ X 2 , whether immortal or mortal, locally at x, our X 2 is like in (1 -10), namely of the form R • Locally, at any immortal singularity x ∈ X 2 , the map f embeds and we have f (x) ∈ {some immortal singularity of M 3 (G)}.
Remark 2.2.
• According to Misha Gromov, groups are geometric objects defined up to quasi-isometry [23, 25] . From this viewpoint, G and M 3 (G) are the same object, certainly the same object up to quasi-isometry. And with this, let us notice that while mundane group representations are arrows of the form {G → · · · }, going homomorphically into some other group, our representations take just the dual form {· · · → G}. And actually this is why they are called "inverse-representations". But, as a matter of taste, we prefer the capital letters to the adjective "inverse".
• We will also introduce a slightly weaker notion, the wgsc-representations. One proceeds exactly like in Definition 7, but simply replaces the gsc condition by wgsc.
• In very simple words a representation is a sort of resolution of the universal cover of a presentation of G in the realm of cell complexes which are gsc (or wgsc).
• The reader may also have noticed that the group structure does not play any role in Definition 7, as such. But then our definition opens the door for the following possibility, which will be all-important for the more serious applications. We may have equivariant representations, where, besides the obvious action G × M 3 (G) → M 3 (G), we also have a second free action G × X p → X p such that for each x ∈ X p and g ∈ G, we should have the equivariance condition: f (gx) = gf (x).
Such equivariant representations are very useful, but they are hard to get. We will come back to them soon.
• But, once the group structure of G does not play any role in Definition 7, we may also represent other 3-dimensional objects, not connected to any symmetry group
and then Y 3 may or may not be a 3-manifold. Anyway, the existence of the representation above, forces that we should necessarily have (and see here Lemma 2) π 1 Y 3 = 0.
In this context, in [63] it is shown that when we represent the Whitehead manifold W h 3 , then quite naturally the Julia sets from the dynamics of quadratic maps pop up, raising of course the issue of a possible connection between wild topology and dynamical systems (for more details see the last section).
Good-presentations of finitely presented groups
We introduce now the good-presentations M 3 (G) of G. These will have the very useful feature that not only are M 3 (G), M 3 (G) singular handlebodies, but they also admit repre-
, where X 3 itself is such a singular handlebody, and hence the non degenerate map f sends, isomorphically, λ-handles into λ-handles, a very useful feature indeed.
To construct such good-presentations M 3 (G) we start with our previous M 3 0 (G), which was directly related to a given combinatorial presentation of G.
Let S be any individual immortal singularity of M 3 (G), a little shaded square like in Figure  4 . This S has a canonical neighbourhood N 3 (S) ⊂ M 3 (G), the detailed structure of which is shown in Figure 4 and which is split from the rest of M 3 0 (G) by a surface of genus one, namely by
[N.B.: By ∂N 3 (S) we mean here not the whole boundary, but a piece of it, the splitting locus].
We will break now M The important thing is that, in the context of (1 -14) the following condition is fulfilled:
is changed back into a singular handlebody, via the standard procedure below: is now "sub-handlebody", the meaning of this term should be obvious.
c) We can glue now together the ∆ 3 i , g 3 's following the prescription given by (1 -14) . The result is, by definition, our good presentation of M 3 (G) (or one of such).
When the opposite is not explicitly said, our group presentations will always be good, in the text which follows.
Some historical remarks
Representations of topological spaces were already present at an intuitive level of the initial step in the approach of the second author to Poincaré Conjecture (see [18] and, for a complete up-to-date overview, see [55] ). In the papers [52, 65] homotopy 3-spheres Σ 3 and open 3-manifolds were represented. It is actually in [52] , under a different name, that representations first appeared (see also [54] ).
Without giving all details, let us state the first "representation-result" from [52] (the socalled "Collapsible Pseudo-Spine Representation Theorem"):
Theorem 1 (V. Poénaru, [52] ). Given a homotopy 3-sphere Σ 3 , one can construct a representation f : K 2 → Σ 3 , where K 2 is a finite 2-complex and f a non-degenerate simplicial map with undrawable singularities, like in (1 -10), such that the complement of f (K 2 ) is a finite collection of open 3-cells, K 2 is collapsible and Ψ(f ) = Φ(f ).
Afterwards, trying to adapt this kind of result to open 3-manifolds, Poénaru and Tanasi [65] gave an extension of these ideas to the case of simply-connected open 3-manifolds V 3 . The main point here is that, at the source of the representation, the set of double points of f is, generally speaking, no longer closed (unlike as it was in Theorem 1). One should have in mind that, whenever this set is closed, then things get very much easier. For instance, in such a special case, the open manifold V 3 turns out to be even simply connected at infinity (more precisely qsf, and hence wgsc and sci [54, 65] ).
On the other hand, when one extends to the classical Whitehead 3-manifold W h 3 the Collapsible Pseudo-Spine Representation Theorem (Theorem 1), new features occur. Actually, in [63] , Poénaru and Tanasi studied the most natural 2-dimensional inverse-representations of W h 3 , g : X 2 −→W h 3 , and they found that, not only the set of double points M 2 (g) is not a closed subset, but its accumulation pattern (with accumulation on a Cantor set) is chaotic. Very explicitly, the pattern in question is guided by a specific class of Julia sets generated by the infinite iteration of real quadratic polynomials. More about this in the last section.
Universal covers
We present now an easy, standard procedure for getting representations f : X 3 → M 3 (G) and, at the same time, we will develop a "naive theory of the universal covering spaces", following [52] (see also [66] ).
So, we are ready now for constructing a representation
Pick up among the q singular handlebodies ∆ i 's, this will be a fundamental domain for our M 3 (G). Let Σ = (g 1 , g 2 , · · · , g 2N ) be the set of those faces not used for constructing ∆ 3 and which are now free faces of ∆ 3 . Careful here, the g i 's are themselves 3-dimensional handlebodies, like ∆ 3 , and we will do not write things like "g i ⊂ ∂∆ 3 i ", which do not make sense. Since each g 3 = g i is common exactly to two ∆ 3 k 's, we have an obvious fixed point free involution j : Σ → Σ. This j is such that M 3 (G) is gotten from ∆ 3 by identifying each g i to jg i . One should also notice here that
Let G be the free monoid generated by the abstract symbols 1, g 1 , g 2 , · · · , g 2N . If we add the relations g i · jg i = jg i · g i = 1, then G becomes a free group with jg = g −1 . This also comes with an obvious surjective homomorphism
We are ready now to build a representation space X 3 . This will be
where, in a Cayley graph manner, for each x ∈ G and each g ∈ Σ, we glue together x∆ 3 and xg∆ 3 along their two faces below
What our (1 -16) defines, is a non locally finite 3-dimensional singular handlebody which we will endow with the weak topology. This X 3 , which being an arborescent union of gsc pieces is automatically gsc itself, also comes endowed with a tautological map which is non-degenerate (λ-handles go isomorphically to λ-handles)
Notice also that the map F "unrolls" the infinitely many fundamental domains of X 3 onto the unique fundamental domain of which M 3 (G) is the quotient, in a way which is reminiscent of the "developing map" of Sullivan and Thurston [74] .
Lemma 6 (The naive, Kindergarten theory of universal covering spaces). When, like in (1 -2) we go to the commutative diagram
Proof. This is immediate: F 1 clearly has the path lifting property and π 1 (X 3 /Ψ(F )) = 0, because of Lemma 2.
We call the present theory naive and "Kindergarten", with the idea that a child, with enough cubes available could play around with them, gluing then together and spreading them out (in higher dimension) and discover this way the universal covering space.
Consider now the natural tessellation
Any initial lift of 1 · ∆ 3 ⊂ X 3 to M 3 (G) comes automatically with a canonical lift f of the whole X 3 to M 3 (G) and this map f , occurring in the commutative diagram
is non-degenerate. In the context of (1 -18) one has the following equality between equivalence relations
This follows from the fact that π is a covering projection and that the singularities of the maps f and F have to be killed by the same folding maps. But then, also, clearly X 3 /Ψ(f ) = M 3 (G) by the Kindergarten Lemma 6. With this, we can find a cross-section for the canonical map
, where the first equality comes from Lemma 6, and hence Ψ(f ) = Φ(f ).
With these things we have the:
Lemma 7. The non-degenerate map among singular handlebodies, constructed above
is a representation of the group G.
Proof. In order to get some intuitive feeling for this result we suggest to the reader playing with the toy-model where M 3 (G) is replaced by the 2-torus S 1 × S 1 . The representation space (playing the role of X 3 ) is then an infinitely ramified union of Riemannan surfaces of log z, each of them containing a non locally finite infinite spiral, put together along an infinitely ramified arborescent structure.
There is a natural left-action G × X 3 → X 3 which, via (1-15-1), connects to the natural
We have a commutative diagram, for any g ∈ G,
(1 − 19)
f ∨ Remark 2.3. The very elementary and simple-minded (1 -19) should not be mixed with the much more sophisticated, and much harder to achieve, equivariant representations, where we have an action G × X 3 → X 3 , compatible with the action of G on M 3 (G), and not just an action of G on X 3 .
Our X 3 is an infinite union of continuous paths of fundamental domains g∆ 3 , all starting at 1 · ∆ 3 . For any M < ∞ the restriction to the paths of length ≤ M is denoted by X 3 |M ⊂ X 3 . For any g ∈ G, the g(X 3 |M) ⊂ X 3 is an isomorphic copy of X 3 |M starting at g∆ 3 . We introduce the notation
The fact that Φ(f ) = Ψ(f ) has the following consequence, very much like the "compactness argument" mentioned during the proof of Lemma 5. for all M, with M = M (M), we find:
This finishes what we have to say here concerning the highly pathological representation of G produced by Lemma 7, which we will hardly ever be used, as such.
Easy REPRESENTATIONS
All the material presented above was the preliminary easiest part of the theory of representations. But before we will go into more difficult results, we would like to show that even this easy part has already some interesting consequences.
Anyway, by now we have established that, for any finitely presented group G, 3-dimensional representations do exist, but the one given by (1-18-1) and/or Lemma 7 is not very useful. And then, from 3-dimensional representations for G, 2-dimensional representations can be gotten too, by first finely subdividing and then going to an appropriate generic perturbation of the map f |{2-skeleton of the subdivided X 3 } (we will give more details at the end of this section). There is an inverse (more difficult) road too, from 2-dimensional to 3-dimensional representations, but we do not need to go into that right now.
Definition 8.
(I) A 3-dimensional representation
is called easy if there is a function µ :
This makes the map f proper. A given g∆ 3 is touched only by finitely many g∆ 3 's.
are both closed subsets of the respective targets.
The reader should be careful, we use the word "easy", in this paper, both in the usual mundane sense and also in the technical sense of Definition 8 and of the next definition, the "easy groups". The two meanings are quite distinct and the context should always say which of the two meanings we actually use.
Definition 9. A finitely presented group G is called easy if it admits easy representations.
The interest of the concept easy is that any easy group G is actually qsf [39] (as we shall see in the sequel of this paper by the second author), and this also means that if by any chance
. We will come back to these issues later.
Remark 2.4. A representation f : X p → Y 3 which is not easy exhibits the following phenomenon, which we call the Whitehead nightmare, a terminology first introduced in [54] . And here is, precisely, what the Whitehead nightmare means, when it is present, for the representation above. Any compact K ⊂ Y 3 is hit infinitely often by the map f . This kind of thing is clearly there for the Whitehead manifold W h 3 , hence the name. But then, the Whitehead nightmare is also displayed by the Casson handles and by the gropes ofŠtan'ko, Edwards, Cannon, Freedmann and Quinn [13, 14, 27] .
We end this section with the following useful fact (see [57] ):
Lemma 9. The existence of an easy 3-dimensional representation implies the existence of an easy 2-dimensional representation.
Remark 2.5. The converse is true too, but the proof is much more complicated [59, 65] . Anyway, in the context of Definition 8, we always have (I) ⇔ (II).
Groups and REPRESENTATIONS
Although general representations do always exist, easy ones are much harded to get. And one of the main tools for circumventing this difficulty is to put a geometric condition on the group, as originally done in [51] . In what follows, we will provide some concrete example of classes of groups which are easy (in the sense of Definition 9), and we will see the main features of 2-and 3-dimensional representations of general finitely presented groups.
Almost-convex groups
Let now G be a finitely presented group, with a chosen finite system of generators B = {g
It is not hard to show that we can always construct a representation (1 -15) (and/or (1-18-1), they are the same object), so that when Σ = {g 1 , g 2 , . . . , g 2N } is changed into a system of generators Σ = {g The system B given, we have the Cayley graph Γ(G, B) with its word-length norm · · · induced by B, its geodesic arcs, its balls of radius n, call them B(n), and their boundaries S(n) = ∂B(n).
Here is now an interesting class of finitely generated groups. Following Jim Cannon [6] , the Cayley graph Γ(G, B) is called k-almost convex if there exists an N(k) ∈ Z + such that for any x, y ∈ S(n) which are such that d(x, y) ≤ k, we can find a path of length ≤ N(k) in B(n) joining them.
If, for some B and all k's, the Cayley graph Γ(G, B) is k-almost convex, then one says that G itself is an almost-convex group. Note that almost-convexity depends on the chosen set of generators [76] . Also, it is easy to show that almost convex groups are not just finitely generated but finitely presentable [6] . All the hyperbolic groups of M. Gromov [8, 21, 24] are almost-convex; so are also Euclidean groups, small cancellation groups, Coxeter groups, and discrete groups based on seven of the eight three-dimensional geometries; on the other hand, SOL groups are not almost convex, and neither are solvable Baumslag-Solitar groups (see [6, 7, 10, 29, 33, 68] ). Remark 3.1. Concerning the notion of almost-convexity introduced above, notice that, without any condition, for any finitely presented group G and any of its Cayley graphs Γ(G, B), and for any x, y ∈ S(n), we can always find a path λ ⊂ B(n) joining x to y, with length(λ) ≤ 2n. This is a triviality, of course. Now, there is also a so-called "Po Condition", intermediary between almost-convexity and the universal triviality above, namely:
Definition 10. The finitely presented group G satisfies the Po condition if there exists a finite system of generators B and two constants ǫ > 0, C > 0 such that for any pair x, y ∈ S(n) with d(x, y) ≤ 3, one can find a path λ ⊂ B(n) joining x with y with lengthλ ≤ Cn 1−ǫ .
This condition also leads to interesting consequences, and see here [51, 62] and the much more recent [30] . Note also that discrete cocompact solvgroups do not fulfill Po condition [15] . Proposition 1. Let G be a finitely presented group such that some Γ(G, B) is 3-almost convex. Then G is an easy group. Hence so are the hyperbolic and the NIL groups.
Proof. From papers like [51, 53, 62] , can be actually extracted a proof of the following more general fact: if a finitely presented group satisfies a "nice" geometric condition (like e.g. Gromovhyperbolicity, almost-convexity, automaticity, combability etc.), then it is easy. Remark 3.2. Another proof of a slightly weaker form of Proposition 1 can be deduced from the recent papers [43, 44] . Although this proof is very short, it relies on other deep results. First of all in [43] it is proved that almost-convex groups are tame 1-combable (see the next section for definitions and more details) and hence qsf by [32] . By the main result of [44] , one can infer that such a group admits an easy wgsc-representation with an additional finiteness condition. This is weaker than being an easy group (where it is required an easy gsc-representation). However, in dimension 3, this condition actually implies the simple connectivity at infinity (see [44] ), namely the original motivation of [51] .
Combings of groups
The techniques of the section above can also be adapted and used for proving a similar result, but for a different class of discrete groups: namely combable groups (see [12] for precise definitions and details). Let G be a finitely presented group and let S = S −1 ⊂ G be a finite set of generators for G. We will denote by G ≡ G(G, S) the Cayley graph of G with respect to S (notice also that the dependance on the generating set S will be no longer stressed).
A useful geometric property one may impose to finitely generated groups is the existence of a "nice" combing, where, roughly speaking, a combing assigns to each vertex of the Cayley graph a set of paths from the identity to the vertex, so that, as the vertex varies, the path varies in a 'reasonable' way too, i.e. nearby elements of G give paths which are uniformly near and whose domains are almost the same. To be more precise: a combing of G is, by definition, a choice, for each g ∈ G, of a continuous (not necessarily geodesic) path of the Cayley graph of G, joining 1 to g. One can also think of this path as a function s g :
, s g (t + 1)) ≤ 1, and, for all sufficiently large t, we have s g (t) = g.
Abstracting from the properties of the class of automatic groups, W. Thurston called a combing Lipschitz if there are two constants C 1 , C 2 such that, for all g, h ∈ G and t ∈ Z + , we have d(s g (t), s h (t)) ≤ C 1 d(g, h) + C 2 . A finitely generated group admitting a Lipschitz combing is said to be combable. Note that combable groups are actually finitely presented [12] .
By combining the terminology and the methods of the proof of the section above, together with Theorem 2 from [51] , one can actually show that combable groups (satisfying an additional technical condition) are easy.
Remark 3.3. Note that the class of combable groups does not contain the full class of almostconvex groups, and vice-versa (see Figure 1.1 of [51] ). For instance, the 3-dimensional Heisenberg group as well as SL(n, Z) are not combable [12] .
More recently, in [40] , we have proved a similar result for a slightly different class of groups admitting a nice combing. Before stating our result, we need to recall several definitions. Let X be the universal cover of the standard 2-complex associated to some finite presentation of G. Choose a base point e in its 0-skeleton e ∈ X 0 . The following more general definitions of combings are due to Mihalik and Tschantz [32] :
Definition 11. A 0-combing of a 2-complex X is a homotopy σ : X 0 × [0, 1] → X 1 for which σ(x, 1) = x for all x ∈ X 0 , and σ(X 0 , 0) = e, (where X 1 is the 2-skeleton of X). A 1-combing of the 2-complex X is a continuous family of paths σ p (t), t ∈ [0, 1], joining each point p of the 1-skeleton of X to e, whose restriction to vertices is a 0-combing. This is a homotopy σ :
In the same spirit as above Mihalik and Tschantz replaced the Lipschitz condition on combings by the following property, that is of topological nature:
Definition 12. A 0-combing is called tame if for every compact set C ⊆ X there exists a compact set K ⊆ X such that for each x ∈ X 0 the set σ
A 1-combing is tame if its restriction to the set of vertices is a tame 0-combing and for each compact C ⊂ X there exists a larger compact K ⊂ X such that for each edge e of X, σ
A group is tame 1-combable if the universal cover of some (equivalently any, see [32] ) finite 2-complex with given fundamental group admits a tame 1-combing.
Groups whose Cayley complexes admit nice (e.g. bounded, tame or Lipschitz) combings have good algorithmic properties, like automatic groups and hyperbolic groups, and were the subject of extensive study in the last twenty years (see [12, 29] and [32] ), and, for instance, group combings were essential ingredients in Thurston's study of fundamental groups of negatively curved manifolds [77] .
Remark 3.4. Tame combings can be thought of as those combings which avoid the "Whitehead nightmare" (see the next section), as defined in [54] , and often mentioned since (that is, when some of the paths γ g of the combing come back again inside the ball B n after a long time (i.e. for g very far)).
Here are some important results and problems concerning tame combable groups:
• Almost-convex groups are tame 1-combable [29] ;
• Tame 1-combable groups are qsf [32] ;
• All asynchronously automatic and semihyperbolic groups have tame 1-combings [32] ;
• If a finitely presented group G has an asynchronously bounded, tame 0-combing, then G has a tame 1-combing [32] ;
• Being tame 1-combable is a quasi-isometry invariant [4] ;
• There are still no examples of finitely presented groups which are not tame 1-combable;
• It is conjectured that qsf groups are tame 1-combable (and hence that all finitely presented groups are tame 1-combable).
• If X is a finite complex and π 1 (X) = G, then G has a tame 1-combing if and only if for each finite subcomplex C of X, π 1 (X − C) is finitely generated (in other terminology, the fundamental group at infinity of G is pro-finitely generated) [32] ;
• If a group G is not tame 1-combable, then π ∞ 1 (G) is not pro-finitely generated. All this being said, we are finally able to state our main theorem from [40] , whose proof is somehow similar to that of Proposition 1:
) A finitely presented group admitting a Lipschitz and tame 0-combing is easy.
Remark 3.5.
• If the group G has one end, then there always exists a tame 0-combing for the Cayley graph of G. This means that the additional Lipschitz condition in Proposition 2 is necessary.
• Proposition 2 does not follow from the results of [51] . There, no tameness hypothesis is considered, while, on the other hand, there is the additional condition that any two points of the boundary of n-balls can be joined by paths of length ≤ Cn 1−ǫ , for some constant C.
• Our result may be compared with Lemma 4.1 of [32] , which states that if a finitely presented group G has an asynchronously bounded, tame 0-combing, then G has a tame 1-combing and hence is qsf.
Now, an interesting thing to do in the next future would be to try to generalize Proposition 2 for (the far more general) tame 1-combable groups, with no Lipschitz or boundedness condition. Our feeling is that a tame 1-combing is very close to a Lipschitz tame 0-combing, and hence, we do believe the techniques we used in [40] have a good chance to work also for such groups.
The Whitehead nightmare
It is now a good moment to say something about the Whitehead nightmare which we have already mentioned several times, and about its connection with finitely presented groups. Consider a 3-dimensional representation f : X 3 = i∈I ∆ i −→ M 3 (G) = γ∈G γδ. Generally speaking, without any other additional information and/or conditions, one normally finds the following situation, which, in papers like [54] , the second author (V.P.) has called the Whitehead nightmare:
So, the Whitehead nightmare, for a representation, means that f (X 3 ) explores infinitely many times any nook and hook of M 3 (G). We feel that this is somehow reminiscent of what the Feynman path integral does. The 2-dimensional analogue of the condition above is the following condition:
This is the common situation for standard 2-dimensional representations and one has to start by living with it and look at the accumulation pattern of M 2 (f ) inside X 2 . However, in [41] , we were able to prove the following result, that practically tells us that all finitely presented groups admit sufficiently nice representations avoiding a milder version of the Whitehead nightmare:
Theorem 2 (D.E. Otera -V. Poénaru, [41] ). There is a free action G × X 3 −→ X 3 , and f is equivariant, and there is a constant C = C( γ ) > 0 (depending on the word-length · · · of γ) such that one has
In particular, any given domain γδ ⊂ M 3 (G) = γ∈G γδ downstairs, can only be hit finitely many times by the image of a large domain ∆ ⊂ X 3 = j∈J ∆ j from upstairs. −→ M 3 (G) which is both equivariant, and which also satisfies the following condition:
Remark 3.6.
• The finiteness condition of point 1. above can also be replaced by the following variant: there exist equivariant triangulations for M 3 (G) and for X 3 , and also a constant C ′ such that, for any simplex σ ⊂ M(Γ), we should have
• We conjecture that the same result can be improved for gsc-representations. This would imply that being easy is equivalent to the qsf property for finitely presented groups (for a partial result see [44] ).
• To sum up, one should understand that the presence of a discrete group action somehow should force representations to be easy, namely to avoid the Whitehead nightmare.
Equivariant REPRESENTATIONS and the uniform zipping length
Let us move now to more serious, adult stuff.
Theorem 3 (Existence of equivariant representations; V. Poénaru, [57] ). Let G be any finitely presented group. There is then a 3-dimensional representation
1. The singular handlebody X 3 is locally finite.
2. There is a free action
such that f is equivariant, meaning that for any x ∈ X 3 , g ∈ G, we have
Contrary to the elementary, Kindergarten, Lemma 7, this theorem requires considerably more work. Complete proofs are to be found in [57] and see also [56] and [65] . In the next section we will provide some general ideas for the proof. This is a good place for explaining why, in places like in Definition 7, we do not use the mundane 2-dimensional presentations of groups G, but rather our 3-dimensional presentations M 3 (G). Here is at least one good reason for this. For any kind of geometric presentation of a group, we certainly need cells, but call them now rather handles, of index λ = 0, λ = 1, λ = 2 and of some dimension n. But when one wants to prove something like our Theorem 3, equivariance actually gets forced, as we shall soon explain (and see [57, 65] for a more detailed meaning of this "forcing"). In the forcing process, to be explained a bit more in the additional comment to this section, we meet the following problem: if one does things naively, then infinitely many handle attachments accumulate, or pile up, on the same spot. This would create a kind of non-local finiteness, which we could not live with. As we shall see, the cure for this disease asks us to start by sending the lateral surfaces δH of the handles H which we use, to infinity, and this eventually leads to a nicely convergent process, once the handle attachments are performed at higher and higher levels, closer and closer to the infinity where the lateral surfaces (now missing) have been sent. There is here a whole technology of so-called "bicollared handles" [65] , to which we will come back in the second part of this survey by the second author.
But then, handling the δH's the way we just did, needs co-cores of positive dimensions (since ∂(cocore) ≈ δH), and this forces n ≥ 3 on us. Next, when representations have to be used, in particular in the second part of the trilogy [57, 58, 59 ], we will have to investigate any nook and hook of dense subspaces in the presentation space, with our zipping. And it is exactly zippings of 2-complexes into 3-dimensional M 3 (G)'s which come with a very rich structure of which we want to take advantage of. And this excludes the n > 3's too. So we are finally forced with n = 3, and this not because of any particular love for 3-manifolds. Our M 3 (G)'s are anyway not 3-manifolds, but singular spaces.
Before we can describe the next more serious result, let us go back to the condition Φ(f ) = Ψ(f ) which occurs in Definition 7, and right now we will continue to stick to 3-dimensional 
representations of G. For f : X 3 → M 3 (G) we have Sing(f) ⊂ X 3 , the mortal singularities, not to be mixed up with the immortal singularities of M 3 (G). With this, let
where the simplified notation Sing(f) means Diag(Sing(f)). Let also denotê
With all these things, the condition Ψ(f ) = Φ(f ) can also be expressed as follows: any (x, y) ∈ M 2 (f ) can be joined, insideM 2 (f ), by a continuous path to the singularities. We call such a path a zipping path λ(x, y) ⊂M 2 (f ), or, also, a zipping strategy. Without trying to be more pedantic concerning this definition, Figure 5 should give a clear picture of what a zipping path means.
So retain that the condition Φ(f ) = Ψ(f ) means that for every (x, y) ∈ M 2 (f ) there is a zipping path λ(x, y). This is certainly not unique for a given (x, y).
Our M 3 (G) is a metric space. On the various handles one can define Riemannian metrics compatible on intersections. This lifts then to metrics on M 3 (G), X 3 , X 3 × X 3 , which are well-defined up to quasi-isometry. With this, we can put up the following
l(x, y) = inf λ {length of the zipping path λ(x, y)}.
Theorem 4 (Uniform zipping length; V. Poénaru, [57] ). For any finitely presented group G, there is a representation f : X 3 → M 3 (G) which is not only locally compact and equivariant, like in Theorem 3, but also has a uniformly bounded zipping path, i.e. there is a K > 0 such that for all (x, y) ∈ M 2 (f ) we have l(x, y) < K.
The proof is to be found in [57] . Just like for equivariance, the bounded zipping length has to be forced. The group structure is essential for the proof and we conjecture that for W h
Comments concerning the proofs of Theorems 3 and 4
Concerning the locally finiteness in Theorem 3, in order to achieve it, we have to use the so-called "bi-collared handles" which we will describe a bit more in Part II of this survey.
Topologically speaking, a bi-collared handle is a 3-dimensional handle with the lateral surface removed (or, rather, sent to infinity). There are also two layered structures in this 3-dimensional object, one coming from the attaching zone, the other one going towards that removed lateral surface. With this, when a (λ + 1)-handle is to be attached to the union of all handles of index µ ≤ λ, then the various intersections {attaching zones of (λ + 1)-handles} ∩ {a given µ-handle} (and for a given µ-handle there are infinitely many of them), can be corralled towards infinity, insuring thus our local finiteness.
We move now to the equivariant part of Theorem 3, and there we need a symmetryforcing procedure of which we only present here an abstract version. In [57] this piece of abstract nonsense is transformed into geometry.
So, we are given a simply-connected simplicial complex X, endowed with a free action of some discrete group G, G × X → X. We are also given a second simplicial complex Y , coming with a non-degenerate simplicial map F : Y → X. Think here of G × X → X as being our
are the respective ǫ-skeleta, it is assumed here that the map F :
is surjective, with countable fibers. For the simplicity of the exposition, we assume X and Y to be 2-dimensional.
Proposition 3.
There is an extension
which is such that:
• The map F 1 is simplicial and non-degenerate;
• Z is geometrically simply connected;
• There is a free action G × Z → Z such that F 1 is equivariant.
Sketch of proof. We choose arbitrarily an indexing by the natural integers Z + of each fiber
, by g(x, z + ) = (gx, z + ). Next, we construct an intermediary simplicial space Y ⊂ Z 0 ⊂ Z with the following spare parts Z
, for ǫ = 1, 2. We put together these spare parts as follows. Whenever at level Y we have the face-operation ν Moreover, we can define the map
. This map is certainly equivariant but Z 0 is still not gsc.
So here is how we force this too, continuing to stay equivariant (and the concrete geometric realization of this abstract nonsense story will stay locally-finite too).
Let T ⊂ Z
(1) 0 be a maximal tree, which misses, exactly, the edges e 1 , e 2 , . . . of Z 0 . In Z
0 , we chose then a family of closed loops λ i with geometric intersection matrix λ i · e j = δ ij .
Let D 2 i be an abstract disk cobounding λ i . In Z 0 we have loops gλ i for every i and every g ∈ G. With this we construct the space
Clearly Z is gsc and, with π 1 X = 0, the equivariant map F 1 : Z → X should now be obvious.
All this was purely abstract stuff, and to prove Theorem 3 we need to combine it with the technology of bi-collared handles, making the local-finiteness also achieved. But there is here a bit more to be done.
If we leave things as they are now, we have nasty Cantorian accumulation transversal to the double line, like in the next section. We avoid it by an appropriate "decantorianization", which we will not describe here. And we need to avoid them for the proof that all groups are qsf.
With this, we have finished with Theorem 3 and we can comment now Theorem 4. Actually, both Theorem 3 and Theorem 4 are important steps in the proof that all groups are qsf, see here Part II of this survey.
Let us say that, when Theorem 3 has been proved, it leaves we with a representation with all the features from the Theorem 3 in question, namely the following:
There is no reason, of course, that for the double points
and for their zipping paths, we should have uniformly bounded zipping length. So here is what we do about that. Staying locally-finite and equivariant, we add now bi-collared handles to (1 -29) , moving to a new representation which extends (1 -29):
where, by creating additional zipping paths, we force the double points of (1 -29) ,
, to have uniformly bounded zipping length. The uniform bound is here a simple function of the size of the fundamental domain of the basic action G× M 3 (G) → M 3 (G).
Next, by a second extension, we force the double points in M 2 (f 1 )−M 2 (f ) to have uniformly bounded zipping length too. But then, also, more uncontrolled double points have been created.
So, we need a full infinite sequence of bigger and bigger representations f n : X 3 n → M 3 (G), n = 1, 2, 3 . . . coming with the commutative diagram
there is a zipping path of uniformly bounded zipping length in f n+1 : X 3 n+1 → M 3 (G), leaving the rest of the double points M 2 (f n+1 ) − M 2 (f n ) completely uncontrolled. That uniform bound is, of course, ndependant. The big issue is to make this infinite process converge, see [57] for details.
And retain also that an infinite process is actually necessary for achieving the desired uniformly bounded zipping length, staying locally-finite and equivariant, at the same time. (Of course some work is necessary for achieving all these things, simultaneously, see [57] ).
Appendix: a chaotic 2-dimensional REPRESENTA-TION of the Whitehead manifold
The present section is not concerned with groups nor with group actions, but it should show how wild the accumulation pattern for the double points set of a representation can be. And, in real life, i.e. in geometric group theory, phenomena like those exhibited now, will be avoided, like hell, via the so-called "decantorianization". [An idea of the process in question is suggested by Figure 2 .7.1 in [65] , a figure which is directly related to the material that we will present now].
Theorem 5 (V. Poénaru -C. Tanasi, [63] ). There exists a locally-finite, 2-dimensional representation for the Whitehead manifold W h 3 , call it
with the following features:
• The X 2 is gotten from a point by infinitely many dilatations. (We say it is "collapsible", a property stronger than gsc. So X 2 is certainly gsc too).
• We have M 3 (f ) = ∅, and each connected component of the M 2 (f ) is a finite tree, based at a mortal singularity.
• There are contact lines Λ ⊂ X 2 which are tight transversals (a term to be soon explained), to M 2 (f ) ⊂ X 2 , such that Λ ∩ M 2 (f ) accumulates on a Cantor set.
We shall sketch the proof of this theorem below, but the full proof and explanations concerning its connections to chaos theory are presented in [63] . Here are, to begin with, some comments: • The fact that the transversal Λ is tight means that Figure 6 is forbidden for it.
• The accumulation pattern of (Λ ∩M 2 (f )) is governed by a dynamical pattern which is the same as that of a Julia set for a real quadratic polynomial map f λ with λ outside of the Mandelbrot set (the set of those λ's for which λ ∈ Julia (f λ )), i.e. letting things become complex. And, as it is well-known, for λ outside of the Mandelbrot set, Julia(f λ ) = Cantor set.
We will sketch below this dynamical pattern, without going into its connection with Julia and Mandelbrot, i.e. its connection with chaos. We will just record here that, years ago, it was John Hamal Hubbard who opened the eyes to the second author (V.P.) on the connection between his work on representations and the Julia sets.
Finally, we believe that there is here a big connection between wild low-dimensional topology and chaos theory, a connection undoubtedly deserving to be explored.
• In a certain sense, the representation (1 -32) above is the simplest 2-dimensional representation of W h 3 . Of course, the Whitehead manifold is very far from the highly symmetrical objects M 3 (G)'s with which the present survey paper deals, and, the kind of chaotic behaviour which (1 -32) has, is carefully avoided for the representations of M 3 (G) (see here Theorem 5 in Part II).
We go now to our Theorem 5 above. For pedagogical-expository reasons, we will not exhibit here the collapsible (1 -32), but a variant of it (1 − 33)
with a K 2 which is not collapsible, but only contractible. All the other features of (1 -32) will be there, nevertheless. It is actually not hard, afterwards, to go from (1 -33) to the collapsible (1 -32) , by some unglueing of double lines f 1 (M 2 (f 1 )); basically, one has to change the Figure  2 .6 in [63] to Figure 2 .8 in the same paper.
In order to explain the (1 -33), we start with a modification of the construction from Figure  2 and, for convenience, we will change the notations D 1 , C 1 , b, c from Figure 2 into (1 − 34)
D n , C n , b n , c n .
Here comes now a more serious change. At the level of our Figure When one looks at the infinite cascade unleashed in Figure 2 .9 from [63] , we see double points of f 1 occurring on each C n and each ∂D n , typically represented as a letter, p or q, with upper and lower indices. Keep in mind that, because of (1 -35), the same double point occurs both on C n and on ∂D n+1 . For a given double point, we will use the definitions (1 − 37) {flavour of the double point} ≡ {the number of lower indices} + 1, and {color of the double point} ≡ {the letter (p or q), and the unique upper index}.
The canonical isomorphism ∂D n+1 = C n is both color and flavour preserving. The schematical Figure 7 can help in visualizing what is going on. In this figure, s n stands for the singularities a ′ n or a ′′ n . Also, the numbers which occur on the lower line are connected with the index of the singularity s n which generates them, and have nothing to do with color or flavour.
We will end this discussion with the explicit description of the dynamical algorithm which generates the set M 2 (f 1 ) ∩ Λ, for a typical tight transversal Λ = C n .
We start with Figure 2 .10 in [63] where, to begin with, we have just the generic fat lines C, ∂D. We will explain how the rest of the figure is generated by the Julia dynamical algorithm for generating M 2 (f 1 ) ∩ Λ, and, eventually, the numbers which will start popping up both on C and on ∂D, will correspond to the flavours in (1 -37) .
We have the initial points a up and a down ∈ C. Then, starting from them, we draw horizontal dotted lines to ∂D, generating the two points 1 ∈ ∂D. By dynamical self-consistency, we also draw the two 1 ∈ C, in agreement to the isomorphism ∂D = C, which becomes now flavour preserving. From the two points 1 ∈ C we generate next four points 2 ∈ ∂D and then this process continues indefinitely.
Much more details concerning this story are provided in [63] . 
