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On ribbon categories for singlet vertex algebras
Thomas Creutzig, Robert McRae and Jinwei Yang
Abstract
We construct two non-semisimple braided ribbon tensor categories of modules
for each singlet vertex operator algebra M(p), p ≥ 2. The first category consists of
all finite-length M(p)-modules with atypical composition factors, while the second
is the subcategory of modules that induce to local modules for the triplet vertex
operator algebra W(p). We show that every irreducible module has a projective
cover in the second of these categories, although not in the first, and we compute all
fusion products involving atypical irreducible modules and their projective covers.
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1 Introduction
The singlet vertex algebras M(p), p ∈ Z≥2, first appeared in the physics literature in
the early 1990s [Ka]. Together with their simple current extensions, the triplet algebras
W(p), they are the first examples of vertex algebras associated to logarithmic conformal
field theories. While the triplet algebras have been thoroughly studied [AM3, AM4, CF,
FHST, FGST1, FGST2, NT, TW], especially the monoidal structure on their module
categories [TW], the representation theory of the singlet algebras is not yet completely un-
derstood, although see [Ad1, AM2, CM1, CMR, CGR]. The triplet algebras are C2-cofinite
[AM3, CF] and hence have only finitely many inequivalent simple modules; moreover ev-
ery (grading-restricted generalized) W(p)-module has finite length and the full category
of W(p)-modules is a braided tensor category [Hu4]. The singlet algebras, on the other
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hand, are not C2-cofinite. They have uncountably many inequivalent simple modules, and
indecomposable modules do not necessarily have finite length. These properties make un-
derstanding the representation theory of the singlet algebras a rather challenging problem.
This problem is not only interesting in its own right: representation categories of singlet
algebras have important connections and applications to higher-dimensional supersymmet-
ric gauge theories, subregular W -algebras at admissible levels, and 3-manifold invariants.
We now describe our main results and then comment on the implications of our work to
these applications.
1.1 Main results
In this paper, we study two locally-finite categories of grading-restricted generalizedM(p)-
modules. To define these categories, let Op denote the category of C1-cofinite grading-
restricted generalized modules for the Virasoro vertex operator algebra L(cp, 0) at central
charge cp = 13 − 6p− 6p−1. The category Op and its direct limit completion Ind(Op) are
braided tensor categories [CJORY, CMY]. Then the singlet algebra M(p) is a commu-
tative algebra in the braided tensor category Ind(Op) [HKL], and we have an associated
braided tensor category Rep0M(p) of generalized M(p)-modules which are objects of
Ind(Op) when viewed as L(cp, 0)-modules [KO, CKM1]. The irreducible M(p)-modules in
Rep0M(p) are precisely the atypical irreducibles Mr,s, indexed by r ∈ Z, 1 ≤ s ≤ p.
We can then view the triplet algebra W(p) as a commutative algebra in Rep0M(p),
and we have an associated tensor category RepW(p) of not-necessarily-localW(p)-modules
which are objects of Rep0M(p) when viewed asM(p)-modules. As shown in [KO, CKM1],
there is an induction tensor functor FW(p) : Rep0M(p) → RepW(p). Now we can define
our two locally-finite categories of M(p)-modules:
• The category CM(p) is the full subcategory of finite-length grading-restricted gen-
eralized M(p)-modules whose composition factors come from the Mr,s for r ∈ Z,
1 ≤ s ≤ p.
• The category C0M(p) is the full subcategory of generalizedM(p)-modules in Rep0M(p)
that induce to (local) grading-restricted generalized W(p)-modules.
Our main results are summarized in the following theorem:
1.1.1 Theorem.
(1) The category C0M(p) is a proper subcategory of CM(p) with the same irreducible objects
as CM(p).
(2) The categories CM(p) and C0M(p) are braided ribbon tensor categories, with the vertex
algebraic braided tensor category structure of [HLZ1]-[HLZ8] and with duals given by
the contragredient modules of [FHL].
(3) Every irreducible module Mr,s has a projective cover Pr,s in C0M(p).
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(4) The fusion rules of the irreducible modules in CM(p) and C0M(p) are as follows:
Mr,s ⊠Mr′,s′ =
(min{s+s′−1,2p−1−s−s′}⊕
ℓ=|s−s′|+1
ℓ+s+s′≡1 (mod 2)
Mr+r′−1,ℓ
)
⊕
( p⊕
ℓ=2p+1−s−s′
ℓ+s+s′≡1 (mod 2)
Pr+r′−1,ℓ
)
for r, r′ ∈ Z, 1 ≤ s, s′ ≤ p, with sums taken to be empty if the lower bound exceeds
the upper bound.
For the fusion products of the projective covers Pr,s with the irreducible modules and
with each other, see Theorem 5.2.1 below. Note that although the modules Pr,s are pro-
jective in C0M(p), they are not projective in the larger tensor category CM(p); this is one
reason for introducing the smaller category C0M(p).
The proof of our main theorem uses the existence of braided tensor category structure
on the direct limit completion Ind(Op) [CJORY, CMY] as well as three important results
on the triplet W -algebras. First, we use the construction of certain logarithmic modules
Rr,p−1 for r = 1, 2 [AM4]; it turns out that they contain as M(p)-module summands the
projective covers Pr,p−1 for r ∈ Z. Secondly, [NT, Theorem 5.9] says that the Rr,p−1 are
projectiveW(p)-modules; we use this to show that theM(p)-modules Pr,p−1 are projective
in C0M(p). Finally, we use the fusion rules calculated in [TW] for the simple W(p)-module
W1,2 with the remaining simpleW(p)-modules; these fusion rules are needed for computing
fusion products ofM(p)-modules, for proving rigidity, and for constructing the remaining
projective covers in C0M(p).
To prove that our tensor categories ofM(p)-modules are rigid, we first prove rigidity for
the simple modulesMr,s. This part of the argument is essentially the same as the rigidity
proof for W(p) in [TW]: we use BPZ equations to show that M1,2 is rigid and then use
fusion rules to get rigidity for the remaining simple modules. Then we prove rigidity for
arbitrary finite-length modules using the following general theorem (Theorem 4.4.1 in the
main text), which we expect to have many future applications to non-semisimple module
categories for vertex operator algebras. Indeed, as we mention in Remark 4.4.6 below, this
theorem, combined with results from [McR, CJORY], implies rigidity for the category O1
of C1-cofinite Virasoro modules at central charge 1:
1.1.2 Theorem. Assume that V is a self-contragredient vertex operator algebra and C is
a category of grading-restricted generalized V -modules such that:
(1) The category C is closed under submodules, quotients, and contragredients, and every
module in C has finite length.
(2) The category C has braided tensor category structure as in [HLZ8].
(3) Every simple module in C is rigid.
Then C is a rigid tensor category.
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We should mention that our category CM(p) of singlet modules is not the full category of
finite-length M(p)-modules since it lacks most irreducible typical M(p)-modules (which
are Fock modules for the rank-one Heisenberg extension of M(p)). Conjecturally, the
category of finite-lengthM(p)-modules agrees with the C1-cofinite module category (see for
example [CMR]), in which case this category would have braided tensor category structure
via the methods of [CJORY, CY]. In Proposition 3.1.1 below, we show that if the entire
category of C1-cofinite M(p)-modules indeed has braided tensor category structure, then
CM(p) embeds as a tensor subcategory. In particular, the fusion rules of our main theorem
do not depend on our choice of subcategory.
1.2 Connections to topology, representation theory, and physics
There is an intimate connection between topology, geometry, quantum groups, representa-
tion theory of vertex algebras, and physics. The singlet algebras and their representation
categories serve as an important modern example:
Motivated by three-dimensional N = 2 supersymmetric gauge theories, new and only
conjectural invariants of 3-manifolds, denoted by Zˆa(q), were introduced in [GPPV]. The
Zˆa(q) are q-series labeled by abelian flat connections, and they often turn out to be es-
sentially mock modular forms or false theta functions. But the characters of the singlet
modules Mr,s are of the false theta function type, and indeed it turns out that in some
cases they coincide with these new conjectural 3-manifold invariants [CCFGH].
In addition, physics associates a tensor category to any 3-manifold. This tensor category
should be an appropriate non-semisimple, non-finite generalization of a modular tensor
category, presumably a locally-finite rigid braided tensor category that is non-degenerate
in the sense that its Mu¨ger center is trivial. Extended topological field theories in dimension
1+1+1 and non-semisimple quantum invariants of closed 3-manifolds are constructed from
such non-semisimple tensor categories [CGP1, DeR], especially the categories of weight
modules of unrolled quantum groups at odd roots of unity [DGP]. In the vertex algebra
setting, already the simplest invariants are meaningful, that is, a general expectation is
that open Hopf links are related to analytic properties of characters of modules for a
vertex operator algebra [CG]. This is useful as it provides a way to compute fusion rules:
for strongly-rational vertex operator algebras, this is the celebrated Verlinde formula [Ve]
proven by Huang [Hu2, Hu3]. For the singlet algebra, the conjectural Verlinde formula
involves regularized false theta functions [CM], and the normalized S-matrix coefficients
coincide with open Hopf links of the unrolled restricted quantum group of sl2 at a 2pth
root of unity [CMR]. Our fusion rule computations confirm the Verlinde conjecture of
[CM] for the subcategory CM(p), and they coincide with tensor products of modules for
the unrolled restricted quantum group of sl2 at a 2pth root of unity computed in [CGP2].
Conjecturally, this is not a coincidence:
Two major sources of braided tensor categories are modules for quantum groups and
for vertex operator algebras. It is then natural to ask if there are equivalences of categories
associated to quantum groups and vertex operator algebras, and this firmates under the
name Kazhdan-Lusztig correspondence since they proved a braided equivalence of ordinary
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highest-weight modules of affine vertex algebras at generic level with corresponding quan-
tum group modules [KL1]–[KL5]. The first representation theory statements concerning
the triplet algebras W(p) were made under the assumption that there is an equivalence
with the category of weight modules for the restricted quantum group of sl2 at a 2pth root
of unity [FHST, FGST1, FGST2], and an equivalence of abelian categories was stated to be
true in [NT]. A braided equivalence must fail, however, since the quantum group category
turns out to be non-braidable [KS]. On the other hand, the category of weight modules of
the unrolled restricted quantum group of sl2 at 2pth root of unity is conjecturally equiv-
alent to a category of generalized modules for the M(p)-algebra [CGP2, CMR], and the
triplet algebra is a simple current extension of the singlet algebra. Translating back to
the quantum group side has led to a quasi-Hopf algebra whose underlying algebra is the
restricted quantum group and whose representation category is a finite tensor category
[CGR].
Given that singlet and triplet algebras are by far the best understood vertex algebras
with non-semisimple representation theory, it is fair to say that a major problem in this
context is the conjectural correspondence with (quasi-Hopf modifications of the) quantum
groups. A first step towards a proof is the existence of a tensor category on the vertex
algebra side, that is, our main theorem. Next, one would like to prove that our category
C0M(p) is braided equivalent to the corresponding category of the unrolled quantum group.
Uprolling, that is, performing the simple current extension, then immediately gives the cor-
respondence between the representation category ofW(p) and the quasi-Hopf modification
of the restricted quantum group; see [CGR] for details on this idea.
A second family of vertex algebras with usually non-semisimple representation theory
is affine vertex algebras and W -algebras at non-positive-integer levels, for example admis-
sible but non-integral levels. The best-understood examples are the affine vertex algebras
of sl2 at admissible levels [AM1, CRi2]. Even for sl2, the generic module has neither
lower-bounded conformal weights nor finite-dimensional conformal weight spaces, that is,
two essential finiteness conditions needed for the existence of tensor category structure in
[HLZ1]-[HLZ8] fail. As a consequence, braided tensor category structure is only known to
exist on the subcategory of ordinary grading-restricted modules [CHY, CY], and rigidity
for this subcategory is known only in the simply-laced case [CHY, Cr3].
Our results now allow the study of tensor categories that include relaxed highest-weight
modules of special subregular W -algebras, namely the simple subregular W -algebras of
slp−1 at level k = −(p − 1) + p−1p . These coincide with the Bp-algebras (for p ≥ 3) of
[CRW] by [ACGY, Corollary 16] together with [ACKR, Theorem 5]. These Bp-algebras
are defined as extensions of M(p) tensored with a rank-one Heisenberg algebra. One can
thus apply the theory of vertex algebra extensions [CKM1] to our category C0M(p) tensored
with a category of Fock modules for the Heisenberg algebra to obtain a braided tensor
category of Bp-algebra modules. The procedure will be very analogous to [ACKR], and
as a consequence one finally has examples of rigid braided tensor categories of W -algebra
modules that include relaxed highest-weight modules. We note that the B3-algebra is the
simple affine vertex algebra of sl2 at level −43 [Ad2], and a Z2-orbifold of the B2-algebra
5
is the simple affine vertex algebra of sl2 at level −12 . Another family of W -superalgebras
that have M(p) as a Heisenberg coset are the simple principal W -superalgebras of slp−1|1
at level k = −(p − 2) + p
p−1 [CGN], so it is now also possible to study braided tensor
categories for these superalgebras. The Bp-algebras are also important in physics since
they appear as chiral algebras of certain four-dimensional supersymmetric gauge theories,
called the (A1, A2p−3)-Argyres-Douglas theories, by [ACGY, Corollary 16] together with
[Cr1, Theorem 4.1]; representation theory data of the vertex algebras relate to interesting
gauge theory data (see for example [BN, CS]).
Finally, let us mention that there are higher-rank analogues of triplet, singlet, and
Bp-algebras [FT, CM2, Cr2], and they are expected to enjoy similar relations to topology,
physics, and quantum groups; see [AMW, BMM, Cr2, CM2, CRu, FL, Le, Pa, Ru, Su] for
some results. In order to extend our work to higher rank, one first needs to show that the
category of C1-cofinine modules for principal W -algebras at appropriate levels have vertex
tensor category structure, that is, one needs to generalize [CJORY] beyond the Virasoro
case.
1.3 Outline
In Section 2, we provide background on the representation theory of the singlet and triplet
vertex operator algebras. In Section 3.1, we obtain singlet module categories from the direct
limit completion of the category of C1-cofinite Virasoro modules, and then we compute
some fusion rules in Section 3.2. In Section 3.3, we show that the categories CM(p) and
C0M(p) of singlet modules are braided tensor categories, and then we obtain some projective
modules in C0M(p). We establish rigidity for both C0M(p) and CM(p) in Section 4. Finally, in
the last section, we use rigidity to finish the proof of our main theorem, that is, we construct
the remaining projective covers in C0M(p) and compute the remaining fusion rules.
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2 The singlet and triplet W -algebras
In this section, we recall the definitions of the singlet and triplet W -algebras, as well as
results from the representation theory of the singlet and triplet that we will use later. For
more details, see for example the references [Ad1, AM3, AM4, NT, TW, CRW].
2.1 Setting and definitions
For an integer p ≥ 2, fix a rank-one lattice L = Zα with
〈α, α〉 = 2p.
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Also fix h = α√
2p
∈ Rα, so that 〈h, h〉 = 1.
We denote the lattice vertex operator algebra associated to L by (VL, Y, 1, ω). As a
vector space,
VL = U(ĥ<0)⊗ C[L],
where C[L] is the group algebra of L and ĥ is the affinization of the abelian Lie algebra
h = Cα. The vacuum vector of VL is 1 = 1⊗ 1, and we use the modified conformal vector
ω =
1
4p
α(−1)21+ p− 1
2p
α(−2)1 = 1
2
h(−1)21+ p− 1√
2p
h(−2)1. (2.1)
The vertex operator algebra VL has finitely many irreducible modules up to equivalence,
parametrized by cosets in L◦/L, where L◦ = Z α
2p
is the dual lattice of L. Specifically, for
λ+ L ∈ L◦/L,
Vλ+L = U(ĥ<0)⊗ eλC[L]
has the structure of an irreducible VL-module. Taking λ = 0 recovers VL itself, while the
full space VL◦ =
⊕
λ+L∈L◦/L Vλ+L has the structure of a generalized vertex algebra [DL].
The Virasoro algebra acts on each Vλ+L with the central charge
cp := 13− 6p− 6p−1 = 1− 6(p− 1)
2
p
.
Let H be the Heisenberg vertex operator algebra associated with ĥ, with the same
conformal vector (2.1). For λ ∈ C, let Fλ denote the irreducible Fock H-module generated
by a highest-weight vector vλ such that
h(n)vλ = δn,0λvλ, n > 0.
In particular, F0 = H itself. As a vector space,
Fλ = U(ĥ<0)⊗ Cvλ,
and the lowest conformal weight of Fλ is
hλ =
1
2
λ(λ− α0), (2.2)
where
α0 =
√
2p−
√
2/p.
The lattice vertex operator algebra VL is an extension of H and decomposes as an infinite
direct sum of Fock spaces as an H-module:
VL =
⊕
µ∈L
Fµ,
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where we have identified µ = nα ∈ L with n√2p ∈ R. Similarly,
Vλ+L =
⊕
µ∈λ+L
Fµ
for λ ∈ L◦.
Now define the screening operator
e
−α/p
0 = Resx Y (e
−α/p, x)
where Y is the vertex operator for the generalized vertex algebra VL◦ . Then the singlet
vertex operator algebra M(p) is the vertex operator subalgebra
ker |F0 e−α/p0
of F0, and the triplet vertex operator algebra W(p) is the vertex operator subalgebra
ker |VL e−α/p0
of VL. By [Ad1, Theorem 3.2], the singlet M(p) is generated as a vertex algebra by ω and
H = S2p−1(α)1, where Sk(α) is the Schur polynomial in the variables α(−1), α(−2), . . .
defined by
exp
( ∞∑
n=1
α(−n)
n
xn
)
=
∞∑
k=0
Sk(α)x
k.
Introduce α+ =
√
2p, α− = −
√
2/p (corresponding to α,−1
p
α ∈ L◦), and define
αr,s =
1− r
2
α+ +
1− s
2
α−,
for r, s ∈ Z. Note that αr,s is periodic: αr+1,s+p = αr,s and that α0 = α+ + α−. Defining
hr,s to be the conformal weight hαr,s of (2.2), we calculate
hr,s =
r2 − 1
4
p− rs− 1
2
+
s2 − 1
4
p−1. (2.3)
Now from [Ad1, Theorem 2.1], the singlet M(p) decomposes into an infinite direct sum of
irreducible modules for its Virasoro subalgebra:
M(p) =
∞⊕
n=0
L(cp, h2n+1,1), (2.4)
where L(c, h) is the irreducible Virasoro module of central charge c and lowest conformal
weight h. By [AM3, Theorem 1.1], the tripletW(p) decomposes into an infinite direct sum
of the same irreducible Virasoro modules, but with different multiplicities:
W(p) =
∞⊕
n=0
(2n+ 1)L(cp,1, h2n+1,1). (2.5)
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2.2 Representations of the triplet algebra
The triplet W -algebra W(p) has 2p simple modules up to isomorphism, labeled by Wr,s
for r = 1, 2 and 1 ≤ s ≤ p. Recalling the correspondence
αr,s ∈ R←→ (p(1− r)− (1− s)) α
2p
∈ L◦, (2.6)
we have
Wr,p = Vαr,p+L,
while for 1 ≤ s ≤ p− 1, there are non-split short exact sequences
0 −→ Wr,s −→ Vαr,s+L −→W3−r,p−s −→ 0. (2.7)
The lowest conformal weight of Wr,s is hr,s, and the lowest conformal weight space is
one-dimensional for r = 1 and two-dimensional for r = 2. As L(cp, 0)-modules, we have
Wr,s =
∞⊕
n=0
(2n+ r)L(cp, h2n+r,s) (2.8)
for r = 1, 2 and 1 ≤ s ≤ p.
Let CW(p) denote the category of grading-restricted generalized (that is, logarithmic)
W(p)-modules. Since W(p) is C2-cofinite [AM3, Theorem 2.1], every simple module Wr,s
in CW(p) has a projective cover Rr,s [Hu4, Theorem 3.23]. The lattice modules Wr,p =
Vαr,p+L are their own projective covers [NT, Section 5]. The projective covers Rr,p−1 were
constructed explicitly in [AM4], and we recall some details of this construction.
Set
V = Vα1,1+L ⊕ Vα2,p−1+L = VL ⊕ V−α/p+L.
By [Li1], V has a vertex operator algebra structure with vertex operator
YV
(
(u1, u2), x
)
(v1, v2) =
(
Y (u1, x)v1, Y (u1, x)v2 + Y (u2, x)v1
)
, (2.9)
where Y is the vertex operator for the generalized vertex algebra VL◦ . Moreover,
W = Vα2,1+L ⊕ Vα1,p−1+L = Vα/2+L ⊕ V(p−2)α/2p+L
is a V -module with vertex operator
YW
(
(v1, v2), x
)
(w1, w2) =
(
Y (v1, x)w1, Y (v1, x)w2 + Y (v2, x)w1
)
(2.10)
for v1 ∈ VL, v2 ∈ V−α/p+L, w1 ∈ Vα2,1+L, and w2 ∈ Vα1,p−1+L. Now we deform the vertex
operators YW and YV using Li’s ∆-operators [Li2]: for u ∈ V(1), set
∆(u, x) = xu0 exp
( ∞∑
n=1
un
−n(−x)
−n
)
,
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and then define
Y˜W (v, x) = YW (∆(e
−α/p, x)v, x), Y˜V (v, x) = YV (∆(e−α/p, x)v, x)
for v ∈ V . We restrict Y˜W to W(p) to get a W(p)-module R1,p−1 with underlying vector
space W and YR1,p−1 = Y˜W |W(p), and we restrict Y˜V to W(p) to get a W(p)-module R2,p−1
with underlying vector space V and YR2,p−1 = Y˜V |W(p).
Since YV |V−α/p+L⊗V−α/p+L = 0 and W(p) = ker |VL e−α/p0 , we have
YR1,p−1(v, x) = YW (v, x) +
∞∑
n=1
(−1)n+1
n
x−nYW (e−α/pn v, x)
YR2,p−1(v, x) = YV (v, x) +
∞∑
n=1
(−1)n+1
n
x−nYV (e−α/pn v, x)
for v ∈ W(p). From this together with (2.9) and (2.10), it is clear that for r = 1, 2, there
is an exact sequence of W(p)-modules
0→ Vαr,p−1+L →Rr,p−1 → Vα3−r,1+L → 0.
These exact sequences are non-split, and theRr,p−1 are logarithmicW(p)-modules, because
YR1,p−1(ω, x)(w1, w2) =
(
YW (ω, x) + x
−1YW (e
−α/p, x)
)
(w1, w2)
=
(
Y (ω, x)w1, Y (ω, x)w2 + x
−1Y (e−α/p, x)w1
)
, (2.11)
and similarly for YR2,p−1. In particular,
L(0)(w1, w2) =
(
L(0)w1, L(0)w2 + e
−α/p
0 w1
)
,
which is non-semisimple (see the discussion in [AM4, Section 4] for more details).
In [AM4, Section 5], it is shown that Rr,p−1 has Loewy diagram
Wr,p−1
Rr,p−1: W3−r,1 W3−r,1
Wr,p−1
.
In particular, there are non-split exact sequences
0 −→ Yr,p−1 −→ Rr,p−1 −→Wr,p−1 −→ 0 (2.12)
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and
0 −→Wr,p−1 −→ Yr,p−1 −→W3−r,1 ⊕W3−r,1 −→ 0, (2.13)
where Yr,p−1 is the maximal submodule generated by Vαr,p−1+L and W3−r,1 ⊆ Vα3−r,1+L.
According to [NT, Theorem 5.9], Rr,p−1 for r = 1, 2 is projective in CW(p) and is
a projective cover of Wr,p−1. (For the case p = 2, one can also show these modules
are projective by using the isomorphism of W(2) with the even subalgebra of the vertex
operator superalgebra of one pair of symplectic fermions to identify theRr,1 with projective
modules for the symplectic fermion superalgebra.) For the remaining projective covers of
irreducibleW(p)-modules, see the constructions in [NT, Section 4.1], but we shall not need
the detailed structure of these modules. In fact, one could use the techniques of Section 5.1
below together with the fusion rules involving W1,2 from [TW] to construct the remaining
projective covers recursively starting from Rr,p−1.
Now because W(p) is C2-cofinite, [Hu4, Theorem 4.13] shows that CW(p) has braided
tensor category structure as developed in [HLZ1]-[HLZ8]. In [TW], Tsuchiya and Wood
determined fusion products in CW(p) and showed that it is a rigid tensor category. Here we
summarize some fusion rules in CW(p) that we will need for studying the singlet algebra:
2.2.1 Theorem ([TW]). (1) The simple module W2,1 is a self-dual simple current with
W2,1 ⊠Wr,s =W3−r,s
for r = 1, 2 and 1 ≤ s ≤ p.
(2) The simple module W1,2 is rigid with fusion rules
W1,2 ⊠Wr,s =

Wr,2 if s = 1
Wr,s−1 ⊕Wr,s+1 if 2 ≤ s ≤ p− 1
Rr,p−1 if s = p
2.3 Representations of the singlet algebra
The singlet vertex operator algebraM(p) has infinitely many simple modules, first classi-
fied in [Ad1]. Here, we use [CRW, Section 2] as a reference. For λ ∈ C\L◦, the Heisenberg
Fock module Fλ restricts to an irreducible M(p)-module. For r ∈ Z and 1 ≤ s ≤ p on
the other hand, Fαr,s is not usually irreducible as an M(p)-module, but it contains the
irreducible M(p)-module Mr,s = Soc(Fαr,s). We have
Mr,p = Fαr,p ,
while for 1 ≤ s ≤ p− 1, there are non-split short exact sequences
0 −→Mr,s −→ Fαr,s −→Mr+1,p−s −→ 0. (2.14)
These exact sequences arise from the action of a certain screening operator Q
[s]
− that maps
the Fock spaces Fαr,s for r ∈ Z to Fαr+1,p−s, that is, Mr,s = kerQ[s]− |Fαr,s and Mr+1,p−s =
11
imQ
[s]
− |Fαr,s . Moreover,Mr,s =Wr¯,s∩Fαr,s where r¯ = 1 or 2 according as r is odd or even,
and the diagram
Mr,s //

Fαr,s
Q
[s]
−
|Fαr,s //

Mr+1,p−s ⊆ Fαr+1,p−s

Wr¯,s // Vαr¯,s+L
Q
[s]
−
|Vαr¯,s+L //W3−r¯,p−s ⊆ Vα3−r¯,p−s+L
(2.15)
commutes, where the unlabeled arrows are inclusions.
The lowest conformal weight ofMr,s is hr,s if r ≥ 1 and h2−r,s if r ≤ 0 (note that these
agree if s = p). As Virasoro modules,
Mr,s =
∞⊕
n=0
L(cp, hr+2n,s) (r ≥ 1, 1 ≤ s ≤ p) (2.16)
Mr+1,p−s =
∞⊕
n=0
L(cp, hr−2n,s) (r ≤ 0, 1 ≤ s ≤ p) (2.17)
(note that these expressions for r = 1 and r = 0 agree).
For r ∈ Z, we also have logarithmic M(p)-modules Pr,p−1 which satisfy a non-split
exact sequence
0 −→ Fαr,p−1 −→ Pr,p−1 −→ Fαr−1,1 −→ 0. (2.18)
As vector spaces,
Pr,p−1 = Fαr,p−1 ⊕Fαr−1,1 ⊆ Vαr,p−1+L ⊕ Vαr−1,1+L = Vαr¯,p−1+L ⊕ Vα3−r¯,1+L = Rr¯,p−1,
where r¯ = 1 or 2 according as r is odd or even. The vertex operator for Pr,p−1 is given by
YPr,p−1 = YRr¯,p−1 |M(p)⊗Pr,p−1 ,
so that we have a commutative diagram
Fαr,p−1 //

Pr,p−1 //

Fαr−1,1

Vαr¯,p−1+L //Rr¯,p−1 // Vα3−r¯,1+L
(2.19)
of M(p)-module homomorphisms.
To see that Pr,p−1 is indeed an M(p)-module, note first that (2.11) shows
YPr,p−1(ω, x)(w1, w2) =
(
Y (ω, x)w1, Y (ω, x)w2 + x
−1Y (e−α/p, x)w1
)
(2.20)
for w1 ∈ Fαr−1,1, w2 ∈ Fαr,p−1 , and the components of Y (e−α/p, x) indeed map the Fock
space Fαr−1,1 into Fαr,p−1 since(
p(1− (r − 1))− (1− 1)) α
2p
− α
p
=
(
p(1− r)− (1− (p− 1))) α
2p
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(recall (2.6)). As for the second generator H = S2p−1(α)1 of M(p), we can use formulas
from [Ad1] to calculate
YPr,p−1(H, x)(w1, w2) =
(
YW (H, x) +
∞∑
n=1
(−1)n
−n x
−nYW (e−α/pn H, x)
)
(w1, w2)
=
(
Y (H, x)w1, Y (H, x)w2 −
2p−2∑
n=1
(−1)np
p− 1 x
−nY (S2p−2−n(α)e−α/p, x)w1
)
(2.21)
for w1 ∈ Fαr−1,1, w2 ∈ Fαr,p−1 . Since ω and H generate M(p) as a vertex algebra, (2.20)
and (2.21) show that indeed YPr,p−1 preserves Pr,p−1 for r ∈ Z; they also show that (2.18)
is non-split exact, and that Pr,p−1 is a logarithmic M(p)-module.
It was conjectured in [CGR, Section 5] that Pr,p−1 is the projective cover ofMr,p−1 in a
suitable subcategory of grading-restricted generalized M(p)-modules. We shall prove this
in Section 3.3.
3 Tensor categories of singlet modules
In this section, we will construct several tensor categories of generalized M(p)-modules.
Although by the Main Theorem of [Mi2], the category of C1-cofinite (grading-restricted
generalized) modules for a vertex operator algebra is closed under the vertex algebraic
tensor product of [HLZ3], this is not sufficient for existence of associativity isomorphisms
as in [HLZ6]. If in addition the C1-cofinite module category agrees with the category of
finite-length modules, however, then the method in [CJORY] shows that this category has
braided tensor category structure. For the singlet algebra, all finite-length modules are
C1-cofinite by [CMR, Theorem 13], but unfortunately the converse remains open. Thus
here, we will need to restrict our attention to M(p)-modules which live in the direct limit
completion of the C1-cofinite module category for the Virasoro vertex operator algebra
L(cp, 0), which we now discuss.
3.1 The Virasoro tensor category and its direct limit completion
Let Op denote the category of C1-cofinite grading-restricted generalized modules for the
simple Virasoro vertex operator algebra L(cp, 0). Its simple objects are the modules
L(cp, hr,s) for r ∈ Z, 1 ≤ s ≤ p. It was shown in [CJORY] that all modules in Op
are of finite length and that Op has vertex algebraic braided tensor category structure as
in [HLZ1]-[HLZ8].
From (2.4) and (2.5), we see that the singlet and triplet algebras are not objects of Op,
but they are objects of the direct limit completion Ind(Op) introduced in [CMY]. This is
the full subcategory of generalized L(cp, 0)-modules which are unions (equivalently sums)
of their C1-cofinite submodules. By [CMY, Theorem 7.2], Ind(Op) has vertex algebraic
braided tensor category structure extending that on Op, and then [CMY, Theorem 7.7]
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says that M(p) is a commutative algebra in the braided tensor category Ind(Op). This
means that we can apply the extension theory of [CKM1] to study M(p)-modules: in
particular, [CMY, Theorem 7.9] (see also [CKM1, Theorem 3.65]) says that the category
Rep0M(p) of generalized M(p)-modules in Ind(Op) has vertex algebraic braided tensor
category structure. From (2.16) and (2.17), we see that the irreducibleM(p)-modulesMr,s
for r ∈ Z, 1 ≤ s ≤ p are objects of Rep0M(p), although the irreducible Fock modules Fλ
for λ /∈ L◦ are not.
Now since the triplet algebra is in Ind(Op) and is a module for its singlet subalgebra,
we see that W(p) is a commutative algebra in the braided tensor category Rep0M(p).
This means we have a braided tensor category Rep0W(p) of generalized W(p)-modules in
Rep0M(p), as well as the larger tensor category RepW(p) of not-necessarily-local W(p)-
modules in Rep0M(p). From [KO, CKM1], there is an induction functor
FW(p) : Rep0M(p)→ RepW(p)
M 7→ W(p)⊠M
f 7→ idW(p) ⊠ f.
Induction is a monoidal functor, so that in particular FW(p)(M1⊠M2) ∼= FW(p)(M1)⊠W(p)
FW(p)(M2) for generalized modules M1, M2 in Rep0M(p).
We are mainly interested in locally-finite categories of M(p)-modules, and Rep0M(p)
is too large for these purposes (for example, it is closed under arbitrary direct sums).
Probably the largest interesting “small” subcategory we could consider is the category of
C1-cofinite modules in Rep
0M(p). Unfortunately, we do not know that modules in this
category necessarily have finite length. So we will instead need to consider possibly smaller
locally-finite tensor subcategories of Rep0M(p). However, since we do expect that the C1-
cofinite category should ultimately be the “right” tensor category of M(p)-modules, we
will at least show here that the tensor product ⊠C1 of [HLZ3, Mi2] for C1-cofinite modules
agrees with the tensor product ⊠ on Rep0M(p) for C1-cofinite modules in Rep0M(p).
That is, if in the future it is established that the category of C1-cofiniteM(p)-modules has
vertex algebraic braided tensor category structure, then the categories we construct here
will be tensor subcategories:
3.1.1 Proposition. If M1, M2 are C1-cofinite M(p)-modules in Rep0M(p), then M1 ⊠
M2 ∼= M1 ⊠C1 M2.
Proof. It is enough to show that the pair (M1 ⊠M2,YM1,M2) satisfies the intertwining op-
erator universal property of a tensor product in the category of C1-cofiniteM(p)-modules,
where YM1,M2 is the tensor product intertwining operator of type
(
M1⊠M2
M1M2
)
in Rep0M(p).
Thus suppose M3 is any C1-cofinite M(p)-module and Y is an intertwining operator of
type
(
M3
M1M2
)
.
Since M3 is C1-cofinite as an M(p)-module, it is in particular an N-gradable weak
L(cp, 0)-module. Thus for any C1-cofinite L(cp, 0)-submodules W1 ⊆ M1 and W2 ⊆ M2,
the Key Theorem of [Mi2] implies that imY|W1⊗W2 is a C1-cofinite L(cp, 0)-submodule of
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M3. Then since M1 and M2 are objects of Rep
0M(p), they are the unions of their C1-
cofinite L(cp, 0)-submodules. Thus imY is the union of its C1-cofinite L(cp, 0)-submodules,
which means that imY is an object of Rep0M(p).
Now the universal property of the tensor product in Rep0M(p) shows that there is a
unique M(p)-module homomorphism
f :M1 ⊠M2 → imY ⊆M3
such that f ◦ YM1,M2 = Y . Since YM1,M2 is a surjective intertwining operator, f is the
unique mapM1⊠M2 →M3 with this property, so (M1⊠M2,YM1,M2) satisfies the universal
property for a tensor product of C1-cofinite M(p)-modules.
Now here are the categories of M(p)-modules that we will consider in the remainder
of the paper:
3.1.2 Definition. The category CM(p) is full subcategory of finite-length grading-restricted
generalized M(p)-modules whose composition factors come from the Mr,s for r ∈ Z,
1 ≤ s ≤ p. The category C0M(p) is the full subcategory of generalized M(p)-modules
M in Rep0M(p) such that FW(p)(M) is an object of CW(p) (that is, a grading-restricted
generalized W(p)-module).
We will show that C0M(p) is a subcategory of CM(p), and that both are braided ten-
sor subcategories of Rep0M(p), in Section 3.3 below after deriving some fusion rules in
Rep0M(p). For now, we show:
3.1.3 Proposition. The category CM(p) is a full subcategory of Rep0M(p).
Proof. We need to show that every module in CM(p) is an object of the Virasoro direct
limit completion Ind(Op). Since modules in CM(p) are finite length by definition, we can
prove this by induction on the length. For the base case, the irreducible modules Mr,s in
CM(p) are objects of Ind(Op) by (2.16) and (2.17).
For the inductive step, we note that because all modules in CM(p) have finite length,
they are in particular grading-restricted generalized L(cp, 0)-modules. Thus it is sufficient
to prove the following claim: For any exact sequence
0→ A→ W → B → 0
of grading-restricted generalized L(cp, 0)-modules with A and B objects of Ind(Op), the
extension W is also an object of Ind(Op).
To prove the claim, we may assume that the conformal weights of W are contained
in h + N for some h ∈ C, since in general W is a direct sum of such modules. Take an
L(0)-eigenvector w1 ∈ W with minimal conformal weight, and let W1 be the Virasoro
submodule of W generated by w1. Then W1 is an extension of W1/A ∩W1 by A ∩W1,
which are submodules of B and A, respectively. Since Ind(Op) is closed under submodules,
these two are in Ind(Op). They are also subquotients of a Verma module for the Virasoro
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algebra, and since non-zero submodules of Virasoro Verma modules are never unions of
C1-cofinite submodules, A ∩W1 and W1/A ∩W1 must be submodules of proper quotients
of Verma modules. Such proper subquotients have finite length, so they are modules in
Op. Thus W1 is also a finite-length L(cp, 0)-module in Op.
Now the quotient W/W1 is an extension of W/(A +W1) ∼= (W/A)/((A +W1)/A) by
(A +W1)/W1 ∼= A/A ∩W1, which are quotient modules of B and A, respectively. Since
Ind(Op) is closed under taking quotients, these two are objects of Ind(Op). So we can use
the above argument again to obtain a finite-length L(cp, 0)-submodule W2/W1 of W/W1
generated by an L(0)-eigenvector with minimal conformal weight. Continuing this way, we
obtain an ascending chain of Virasoro submodules
0 ⊆W1 ⊆W2 ⊆ · · · ⊆ Wi ⊆ · · ·
of W such that the Wi+1/Wi are finite-length L(cp, 0)-modules with lowest conformal
weights (non-strictly) increasing as i increases. So each Wi has finite length and is an
object of Op. Also, because W has finite-dimensional conformal weight spaces, any vector
w ∈ W is contained in Wi for i sufficiently large, that is, W =
⋃
i≥1Wi. Since each Wi is
in Op, this means W is in Ind(Op).
3.1.4 Remark. The same argument using (2.8) shows that the category CW(p) of grading-
restricted generalizedW(p)-modules is a full subcategory of Rep0W(p), since every module
in CW(p) has finite length by [Hu4, Proposition 4.3]. Moreover, [CKM1, Theorem 3.65]
shows that CW(p) is also a tensor subcategory of Rep0W(p); in particular, the fusion rules
of Theorem 2.2.1 are valid in Rep0W(p).
3.1.5 Remark. The exact sequences (2.14) and (2.18) show that theM(p)-modules Fαr,s
for r ∈ Z, 1 ≤ s ≤ p and Pr,p−1 for r ∈ Z are objects of CM(p) and thus also of Rep0M(p).
3.2 Some fusion rules involving irreducible singlet modules
In this section, we calculate some fusion products ofM(p)-modules in the tensor category
Rep0M(p). We start with the action by vertex operator algebra automorphisms of R/L◦ ∼=
U(1) on VL such that for u ∈ R and λ = n
√
2p ∈ L,(
u+
1√
2p
Z
)∣∣∣∣
Fλ
= e2πiuλidFλ .
This restricts to a U(1)-action on W(p), and since F0 equals the U(1)-fixed points in VL,
M(p) =W(p)U(1).
Then from [DLM], the tripletW(p) decomposes as a direct sum of irreducible U(1)×M(p)-
modules:
W(p) =
⊕
n∈Z
Cα2n+1,1 ⊗M2n+1,1,
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where α2n+1,1 represents the irreducible U(1)-character corresponding to −nα ∈ L.
From [CKLR, Theorem 3.1] (whose proof is an adaptation of the argument for finite
cyclic automorphism groups from [Mi1, Proposition 20] and [CM, Theorem 4.2], more
generally, see [McR]), we have:
3.2.1 Lemma. For n ∈ Z, the M(p)-modules M2n+1,1 are simple currents with fusion
products
M2n+1,1 ⊠M2n′+1,1 =M2(n+n′)+1,1. (3.1)
As a consequence of this, we can prove:
3.2.2 Proposition. The induction functor FW(p) : Rep0M(p)→ RepW(p) is exact.
Proof. Since induction is the functorW(p)⊠•, it is right exact by [HLZ3, Proposition 4.26].
So we just need to show that if f :M1 →M2 is an injectiveM(p)-module homomorphism
in Rep0M(p), then idW(p) ⊠ f is still injective. As a homomorphism of M(p)-modules,
idW(p) ⊠ f can be naturally identified with⊕
n∈Z
idM2n+1,1 ⊠ f :
⊕
n∈Z
M2n+1,1 ⊠M1 →
⊕
n∈Z
M2n+1,1 ⊠M2.
Since each M2n+1,1 is a necessarily rigid simple current and since tensoring with rigid
objects is exact, each idM2n+1,1 ⊠ f is injective. Thus idW(p) ⊠ f is injective as well.
Next we look at how the simple currents M2n+1,1 fuse with other simple modules in
Rep0M(p), and we calculate inductions:
3.2.3 Proposition. For r ∈ Z, 1 ≤ s ≤ p, and n ∈ Z,
M2n+1,1 ⊠Mr,s =M2n+r,s, (3.2)
and for r ∈ Z, 1 ≤ s ≤ p,
FW(p)(Mr,s) =Wr¯,s (3.3)
where r¯ = 1 or 2 according as r is odd or even.
Proof. If we compose the injections M2n+1,1 → Fα2n+1,1 and Mr,s → Fαr,s of (2.14) with
the tensor product intertwining operator for Heisenberg Fock modules, we get an M(p)-
module intertwining operator of type
( Fα2n+r,s
M2n+1,1Mr,s
)
. Since Fock modules are irreducible as
H-modules, [DL, Proposition 11.9] shows that this intertwining operator is non-zero, so we
get a non-zeroM(p)-module homomorphismM2n+1,1⊠Mr,s → Fα2n+r,s . SinceM2n+1,1 is
a simple current,M2n+1,1⊠Mr,s is simple [CKLR, Proposition 2.5(3)]. So the image of this
homomorphism is a simple submodule of Fα2n+r,s, which must beM2n+r,s = Soc(Fα2n+r,s).
This proves (3.2).
Now (3.2) says that the M2n+1,1 ⊠Mr,s for n ∈ Z are distinct, so by [CKM1, Propo-
sition 4.4], FW(p)(Mr,s) is an irreducible W(p)-module. Then Frobenius reciprocity ap-
plied to the embedding Mr,s → Wr¯,s implies there is a non-zero W(p)-homomorphism
FW(p)(Mr,s)→Wr¯,s, which must be an isomorphism.
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Now we use Proposition 3.2.3 to calculate fusion of the simple currents with reducible
Fock modules:
3.2.4 Proposition. For r ∈ Z, 1 ≤ s ≤ p− 1, and n ∈ Z,
M2n+1,1 ⊠ Fαr,s = Fα2n+r,s , (3.4)
and for r ∈ Z, 1 ≤ s ≤ p− 1,
FW(p)(Fαr,s) = Vαr¯,s+L (3.5)
where r¯ = 1 or 2 according as r is odd or even.
Proof. We use the diagram of M(p)-module homomorphisms
0 //W(p)⊠Mr,s //

W(p)⊠ Fαr,s //

W(p)⊠Mr+1,p−s //

0
0 //W(p)⊠Wr¯,s //

W(p)⊠ Vαr¯,s+L //

W(p)⊠W3−r¯,p−s //

0
0 //Wr¯,s // Vαr¯,s+L //W3−r¯,p−s // 0
Here the upper vertical arrows are induced by the obvious inclusions and the lower vertical
arrows are induced by the W(p)-module vertex operators (which are also M(p)-module
intertwining operators). All three rows are exact, the first two by Proposition 3.2.2. The
upper squares commute by (2.15), and the lower squares commute because the lower ver-
tical arrows come from W(p)-module vertex operators while the bottom two rows come
from W(p)-module homomorphisms.
Now, the compositions of vertical arrows in the diagram are the W(p)-module homo-
morphisms induced by Frobenius reciprocity. Since the first and third are isomorphisms
by Proposition 3.2.3, the middle homomorphism FW(p)(Fαr,s)→ Vαr¯,s+L is also an isomor-
phism by the short five lemma, proving (3.5). For (3.4), we project all homomorphisms
in the commutative diagram to the summands involving M2n+1,1 ⊆ W(p), leading to the
commutative diagram
0 //M2n+1,1 ⊠Mr,s //
∼=

M2n+1,1 ⊠ Fαr,s

//M2n+1,1 ⊠Mr+1,p−s //
∼=

// 0
0 //M2n+r,s // Fα2n+r,s //M2n+r+1,p−s // 0
where the first and third vertical arrows are isomorphisms by (3.2). So M2n+1,1 ⊠Fαr,s ∼=
Fα2n+r,s again by the short five lemma.
Using Proposition 3.2.4, the commutative diagram (2.19), and an argument similar to
the proof of Proposition 3.2.4, we can prove:
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3.2.5 Proposition. For r, n ∈ Z,
M2n+1,1 ⊠ Pr,p−1 = P2n+r,p−1, (3.6)
and for r ∈ Z,
FW(p)(Pr,p−1) = Rr¯,p−1 (3.7)
where r¯ = 1 or 2 according as r is even or odd.
Now we present the singlet algebra analogue of Theorem 2.2.1. However, in the spirit
of the proof of the corresponding result for W(p) in [TW], which used rigidity of W1,2 to
prove the s = p case of Theorem 2.2.1(2), we shall defer the proof of the s = p case of (3.9)
to Section 4.2.3, after we have proved that M1,2 is rigid and Pr,p−1 is projective in C0M(p).
3.2.6 Theorem. In the category Rep0M(p),
(1) The simple module M2,1 is a simple current such that
M2,1 ⊠Mr,s =Mr+1,s (3.8)
for r ∈ Z, 1 ≤ s ≤ p.
(2) For r ∈ Z and 1 ≤ s ≤ p,
M1,2 ⊠Mr,s =

Mr,2 if s = 1
Mr,s−1 ⊕Mr,s+1 if 2 ≤ s ≤ p− 1
Pr,p−1 if s = p.
(3.9)
Proof. As in the proof of Proposition 3.2.3, there is a non-zero M(p)-module homomor-
phism f :M2,1 ⊠Mr,s → Fαr+1,s induced by a non-zero intertwining operator
M2,1 ⊗Mr,s →֒ Fα2,1 ⊗Fαr,s → Fαr+1,s{x}.
As im f is a non-zero submodule of Fαr+1,s, it is either Mr+1,s or Fαr+1,s. Since induction
is a tensor functor,
FW(p)(M2,1 ⊠Mr,s) ∼= FW(p)(M2,1)⊠W(p) FW(p)(Mr,s) ∼=W2,1 ⊠W(p) Wr¯,s ∼=W3−r¯,s
by Proposition 3.2.3 and Theorem 2.2.1. Thus because induction is exact, we get an exact
W(p)-module sequence
0 −→ FW(p)(ker f) −→W3−r¯,s −→ W3−r¯,s or Vα3−r¯,s+L −→ 0.
This forces FW(p)(ker f) = 0 and FW(p)(im f) = W3−r¯,s, so f is an isomorphism onto
Mr+1,s, proving (3.8).
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Now the s = 1 case of (3.9) follows from (3.2) and (3.8), as well as the associativity
and commutativity of ⊠.
For 2 ≤ s ≤ p−1, we have a non-zeroM(p)-module homomorphism f :M1,2⊠Mr,s →
Fαr,s+1 induced by an intertwining operator
M1,2 ⊗Mr,s →֒ Fα1,2 ⊗ Fαr,s → Fαr,s+1{x},
with im f either Fαr,s+1 or Mr,s+1. Since induction is monoidal, Theorem 2.2.1 implies
FW(p)(M1,2 ⊠Mr,s) ∼= FW(p)(M1,2)⊠W(p) FW(p)(Mr,s) ∼=Wr¯,s−1 ⊕Wr¯,s+1.
So using exactness of FW(p), there is an exact sequence of W(p)-modules
0→ FW(p)(ker f)→Wr¯,s−1 ⊕Wr¯,s+1 →Wr¯,s+1 or Vαr¯,s+1+L → 0.
This forces im f = Mr,s+1 and FW(p)(ker(f)) ∼= Wr¯,s−1. Again because FW(p) is exact,
ker(f) has to be a simple M(p)-module and therefore equals Mr+2n,s−1 for some n ∈ Z.
Since hr+2n,s−1−hr,s+1 ≡ sp (mod Z), any extension ofMr,s+1 byMr+2n,s−1 for 2 ≤ s ≤ p−1
splits, so M1,2 ⊠Mr,s =Mr,s+1 ⊕Mr+2n,s−1.
Now we show that n = 0 by constructing a non-zero mapM1,2⊠Mr,s →Mr,s−1. First,
we have the M(p)-module map f :M1,2 ⊠ Fαr−1,p−s → Fαr−1,p−s+1 induced by a non-zero
intertwining operator
M1,2 ⊗ Fαr−1,p−s →֒ Fα1,2 ⊗Fαr−1,p−s → Fαr−1,p−s+1{x}.
Since M1,2 is generated by a highest-weight vector for the Heisenberg algebra H, im f
contains a highest-weight vector in Fαr−1,p−s+1 . If r ≤ 0, thenMr−1,p−s+1 does not contain
a highest-weight vector for H, so f is surjective in this case. Consequently, we get a
surjective homomorphism
f¯ :M1,2 ⊠ Fαr−1,p−s → Fαr−1,p−s+1 ։Mr,s−1
using (2.14). Moreover, because we have seen anyM(p)-module mapM1,2⊠Mr−1,p−s →
Mr,s−1 is zero, right exactness ofM1,2⊠• means f¯ induces a non-zeroM(p)-module map
g :M1,2 ⊠Mr,s →Mr,s−1 as in the diagram:
M1,2 ⊠Mr−1,p−s

0
((PP
PP
PP
PP
PP
PP
M1,2 ⊠ Fαr−1,p−s

f¯ //Mr,s−1
M1,2 ⊠Mr,s
g
66♥
♥
♥
♥
♥
♥

0
This proves the r ≤ 0, 2 ≤ s ≤ p − 1 case of (3.9). The r > 0 case follows from (3.2)
together with the r ≤ 0 case.
We will prove the s = p case of (3.9) in Section 4.2.3 below.
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3.3 Locally-finite tensor categories of singlet modules
We have now derived enough fusion rules and induction relationships to show that CM(p)
and C0M(p) are tensor subcategories of Rep0M(p). In the next section, we will use the
fusion rules of Theorem 3.2.6 to show that these tensor subcategories are rigid.
3.3.1 Theorem. The category C0M(p) is a tensor subcategory of Rep0M(p) and a subcat-
egory of CM(p).
Proof. The category C0M(p) is closed under the tensor product on Rep0M(p) because in-
duction is monoidal and because CW(p) is a tensor subcategory of RepW(p). This means
that C0M(p) is a monoidal subcategory of Rep0M(p). To show that C0M(p) is an abelian
category and therefore a tensor subcategory of Rep0M(p), it is enough to show that C0M(p)
is closed under submodules and quotients. Consider an exact sequence
0→ N1 →M → N2 → 0
in Rep0M(p) where M is a module in C0M(p). Because induction is exact by Proposition
3.2.2, FW(p)(N1) is a W(p)-submodule of FW(p)(M) and FW(p)(N2) is a quotient. Since
CW(p) is closed under submodules and quotients, this means that indeed N1 and N2 are
modules in C0M(p).
Now to show that C0M(p) is a subcategory of CM(p), we need to show that every module
M in C0M(p) has finite length with composition factors Mr,s for r ∈ Z, 1 ≤ s ≤ p. We
first show that M contains a simple submodule. Indeed, since FW(p)(M) is a grading-
restricted generalized W(p)-module, it contains an irreducible submodule Wr,s. SinceWr,s
contains Mr,s as an M(p)-submodule and since FW(p)(M) ∼=
⊕
n∈ZM2n+1,1 ⊠M as an
M(p)-module, we have a non-zero (necessarily injective) homomorphism
Mr,s →M2n+1,1 ⊠M
for some n ∈ Z. Then because tensoring with the simple current M−2n+1,1 is exact, we
can use (3.2) and the associativity of ⊠ to get an injection Mr−2n,s →M .
Now since C0M(p) is closed under quotients, we can iterate to get an ascending chain of
submodules
0 ⊆M1 ⊆ M2 ⊆M3 ⊆ ... ⊆M (3.10)
such that for each i, Mi+1/Mi ∼= Mri,si for ri ∈ Z, 1 ≤ si ≤ p. Because FW(p) is exact,
inducing yields an ascending chain of submodules in FW(p)(M) such that
FW(p)(Mi+1)/FW(p)(Mi) ∼= FW(p)(Mi+1/Mi) ∼= FW(p)(Mri,si) ∼=Wr¯i,si.
Since FW(p)(M) is a finite-length W(p)-module in CW(p), it follows that the chain (3.10)
must terminate at some finite i, so that M has a finite-length composition series with
composition factors Mri,si.
3.3.2 Theorem. The category CM(p) is a tensor subcategory of Rep0M(p).
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Proof. Because CM(p) is the category of all finite-length grading-restricted generalized
M(p)-modules with composition factors Mr,s for r ∈ Z, 1 ≤ s ≤ p, it is closed under
submodules and quotients. This means that CM(p) is an abelian category. We also showed
in Proposition 3.1.3 that CM(p) is a full subcategory of Rep0M(p). To show that CM(p)
is a tensor subcategory, therefore, we just need to show that it is closed under the tensor
product on Rep0M(p).
Since every moduleM in CM(p) has finite length ℓ(M), we can use induction on ℓ(M1)+
ℓ(M2) to prove that M1 ⊠M2 has finite length with composition factors Mr,s for any two
modules M1, M2 in CM(p). For the base case ℓ(M1) = ℓ(M2) = 1, both M1 and M2 are
simple modules, and (3.3) shows that they are modules in C0M(p). Thus Theorem 3.3.1
shows that M1 ⊠M2 is a (finite-length) module in CM(p) in this case.
For the inductive step, assume without loss of generality that ℓ(M1) ≥ 2, so that there
is an exact sequence
0→ A f−→ M1 g−→ B → 0
with modules A, B in CM(p) satisfying ℓ(A), ℓ(B) < ℓ(M1). Then since • ⊠M2 is right
exact, we have an exact sequence
A⊠M2
f⊠idM2−−−−→M1 ⊠M2
g⊠idM2−−−−→ B ⊠M2 → 0.
Thus M1 ⊠M2 is an M(p)-module extension of B ⊠M2 by A⊠M2/ ker(f ⊠ idM2). Since
A ⊠M2 and B ⊠M2 are modules in CM(p) by the inductive hypothesis, it follows that
M1 ⊠M2 is in CM(p) as well.
The reason we have introduced the category C0M(p) in addition to CM(p) is that, as
we shall show here and in Section 5 below, the irreducible modules Mr,s have projective
covers in C0M(p) but not in CM(p). The following lemma relates projective objects in CW(p)
to projective objects in C0M(p):
3.3.3 Lemma. If FW(p)(P ) is projective in CW(p) for some module P in C0M(p), then P is
projective in C0M(p).
Proof. Consider a surjection p :M ։ N in C0M(p) and a homomorphism q : P → N . Since
all three modules here are objects of C0M(p), we can induce to a diagram of homomorphisms
in CW(p). Since FW(p) is exact, FW(p)(p) is still surjective and projectivity of FW(p)(P ) in
CW(p) implies there is a homomorphism f : FW(p)(P )→ FW(p)(M) such that the diagram
FW(p)(P )
f
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
FW(p)(q)

FW(p)(M) FW (p)(p)
// FW (p)(N)
commutes.
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Now for a moduleX in C0M(p), since FW(p)(X) ∼=
⊕
n∈ZM2n+1,1⊠X as anM(p)-module,
we have M(p)-module homomorphisms
ι
(n)
X :M2n+1,1 ⊠X → FW(p)(X), π(n)X : FW(p)(X)→M2n+1,1 ⊠X
such that
π
(m)
X ◦ ι(n)X = δm,nidM2n+1,1⊠X ,
∑
n∈Z
ι
(n)
X ◦ π(n)X = idFW(p)(X).
Note that the infinite sum here is well defined since it is finite when acting on any vector
in FW(p)(X).
Since FW(p)(g) = idW(p) ⊠ g for any morphism g in C0M(p), we have
π
(0)
N ◦ FW(p)(p) ◦ ι(n)M = δ0,n(idM1,1 ⊠ p), π(0)N ◦ FW(p)(q) ◦ ι(0)P = idM1,1 ⊠ q.
Thus if we set f˜ = π
(0)
M ◦ f ◦ ι(0)P , we get
idM1,1 ⊠ q = π
(0)
N ◦ FW(p)(q) ◦ ι(0)P = π(0)N ◦ FW(p)(p) ◦ f ◦ ι(0)P
=
∑
n∈Z
π
(0)
N ◦ FW(p)(p) ◦ ι(n)M ◦ π(n)M ◦ f ◦ ι(0)P = (idM1,1 ⊠ p) ◦ f˜ .
Since we can identify f˜ with a homomorphism g :M → N such that q = p ◦ g, this shows
that P is projective in C0M(p).
As a consequence:
3.3.4 Corollary. For r ∈ Z, the M(p)-modules Pr,p := Fαr,p = Mr,p and Pr,p−1 are
projective in C0M(p).
Proof. We have FW(p)(Fαr,p) ∼= Vαr,p+L by (3.5) and FW(p)(Pr,p−1) ∼= Rr¯,p−1 by (3.7), both
of which are projective in CW(p) according to [NT, Section 5.1]. So Mr,p and Pr,p−1 are
projective in C0M(p) by Lemma 3.3.3.
SinceMr,p is irreducible and projective in C0M(p), it is obvious that it is its own projective
cover in C0M(p). However, we now show that Mr,p is not projective, and in fact has no
projective cover, in CM(p). For any n ∈ Z+, let F (n)αr,p denote the indecomposable Heisenberg
module induced from an n-dimensional lowest conformal weight space on which α(0) acts
by the indecomposable Jordan block
An =
√
2p

αr,p 1 · · · 0
0 αr,p
. . .
...
...
...
. . . 1
0 0 · · · αr,p
 .
23
Thus for n ≥ 2, we have a non-split extension of H-modules
0 −→ F (n−1)αr,p −→ F (n)αr,p −→ Fαr,p −→ 0. (3.11)
Now we consider F (n)αr,p as an M(p)-module (see [AM2, Theorem 6.1] for the n = 2 case).
On the lowest conformal weight space, L(0) and the degree-preserving component H(0) of
Y (H, x) act by the matrices
L(0) =
1
4p
A2n −
p− 1
2p
An, H(0) =
(
An
2p− 1
)
.
Analysis of these matrices shows that L(0) acts indecomposably for r 6= 1, while for
r = 1, H(0) is a nilpotent indecomposable matrix. Thus F (n)αr,p is also singly-generated
indecomposable as an M(p)-module.
Since each F (n)αr,p is an object of CM(p), the non-split exact sequence (3.11) shows that
Mr,p = Fαr,p is not projective in CM(p). But since Mr,p is projective in C0M(p), this means
that for n ≥ 2, F (n)αr,p is an object of CM(p) that is not in C0M(p). In particular, FW(p)(F (n)αr,p)
must be a non-local finite-lengthW(p)-module that has local composition factors. We can
also see thatMr,p fails to have a projective cover in CM(p) because a projective cover would
have to surject onto F (n)αr,p for all n, which is impossible for a finite-length M(p)-module.
We now discuss properties of Pr,p−1 in C0M(p):
3.3.5 Proposition. For r ∈ Z, Pr,p−1 is a projective cover of Mr,p−1 in C0M(p), and it has
Loewy diagram
Mr,p−1
Pr,p−1: Mr+1,1 Mr−1,1
Mr,p−1
.
Proof. From (2.18) and (2.14), Pr,p−1 has a submodule/subquotient structure as illustrated
by the diagram
0

0

Mr,p−1
''PP
PP
PP

Mr−1,1

0 // Fαr,p−1

// Pr,p−1
''PP
PP
PP
P
// Fαr−1,1 //

0
Mr+1,1

Mr,p−1

0 0
(3.12)
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In addition to the submodules here, we have two additional submodules obtained by in-
tersecting W(p)-submodules of Rr¯,p−1 with Pr,p−1: Gr,p−1 whose underlying vector space is
Mr,p−1⊕Mr−1,1 and which containsMr,p−1 as a submodule, and Zr,p−1 = Yr,p−1∩Pr,p−1.
By (3.7) and exactness of induction, semisimple submodules of Pr,p−1 induce to semisim-
ple submodules of Rr¯,p−1 with the same length. Since Soc(Rr¯,p−1) = Wr¯,p−1, this means
that Soc(Pr,p−1) = Mr,p−1. Next, restricting the exact sequences (2.12) and (2.13) to
M(p)-submodules, we get exact sequences
0 −→ Zr,p−1 −→ Pr,p−1 −→Mr,p−1 −→ 0
and
0 −→Mr,p−1 −→ Zr,p−1 −→Mr+1,1 ⊕Mr−1,1 −→ 0.
The first sequence does not split because induction is exact and Rr¯,p−1 ∼= FW(p)(Pr,p−1) is
indecomposable. This together with the second sequence implies
Soc(Pr,p−1/Mr,p−1) = Zr,p−1/Mr,p−1 ∼=Mr+1,1 ⊕Mr−1,1,
and then clearly
Soc(Pr,p−1/Zr,p−1) = Pr,p−1/Zr,p−1 ∼=Mr,p−1.
This verifies the row structure of the Loewy diagram for Pr,p−1. To complete the verification
of the arrow structure, we need to show that Gr,p−1 and Pr,p−1/Gr,p−1 are indecomposable.
For Gr,p−1, we note that a similar proof to that of (3.5) shows that FW(p)(Gr,p−1) is isomor-
phic to the corresponding indecomposableW(p)-submodule of Rr¯,p−1 (calledM1 in [AM4,
Lemma 5.2]); this means Gr,p−1 is indecomposable. Then Pr,p−1/Gr,p−1 is indecomposable
because it induces to the indecomposable W(p)-module Rr¯,p−1/FW(p)(Gr,p−1).
Now we can show that Pr,p−1 is a projective cover of Mr,p−1. Note that the Loewy
diagram implies that Pr,p−1 is generated by any vector not in Zr,p−1, that is, Zr,p−1 is the
unique maximal proper submodule of Pr,p−1. Also, there is a surjection q : Pr,p−1 →Mr,p−1
such that ker q = Zr,p−1. Now suppose P is any projective object in C0M(p) with surjective
map q˜ : P →Mr,p−1. Then there is a map f : P → Pr,p−1 such that the diagram
P
f
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
q˜

Pr,p−1 q //Mr,p−1
commutes. We need to show that f is surjective. Indeed, otherwise we would have im f ⊆
Zr,p−1, so that q ◦ f = 0, contradicting the surjectivity of q˜.
4 Rigidity
In this section, we prove that CM(p) is a rigid tensor category, using the method of [TW]
for proving rigidity of CW(p). The steps of the proof are the following:
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(1) First prove that M1,2 is rigid and self-dual using the fusion rules (3.9) and Belavin-
Polyakov-Zamolodchikov differential equations. This proof is exactly the same as the
rigidity proof in [TW] for the W(p)-module W1,2, but we provide a more detailed
exposition, especially for p = 2, in which case we do not assume the fusion rule (3.9).
(2) Next, use rigidity of M1,2 and of the simple currents Mr,1, together with the fusion
rules from the previous section, to show that all simple modules in CM(p) are rigid.
(3) Finally, use rigidity of simple modules and induction on length to prove that all
modules in CM(p) are rigid. Here, our proof differs from that of [TW], which used
a lemma from the Appendix of [KL5] whose proof is valid only in categories with
enough rigid projective objects.
We begin with a discussion of the BPZ equations satisfied by compositions of intertwining
operators involving the module M1,2.
4.1 Belavin-Polyakov-Zamolodchikov equations
Let Y1 and Y2 be M(p)-module intertwining operators of types
( M1,2
M1,2M
)
and
(
M
M1,2M1,2
)
,
respectively, for someM(p)-moduleM . Also, let Y1 and Y2 beM(p)-module intertwining
operators of types
( M1,2
NM1,2
)
and
(
N
M1,2M1,2
)
, respectively, for some M(p)-module N . We
then define
ϕ(x) = 〈v′,Y1(v, 1)Y2(v, x)v〉
ψ(x) = 〈v′,Y1(Y2(v, 1− x)v, x)v〉,
where v is a highest-weight vector in M1,2, of conformal weight h1,2, and v′ is a highest-
weight vector in the contragredient moduleM′1,2. (It turns out thatM′1,2 ∼=M1,2, so later
we will identify 〈·, ·〉 with a non-degenerate invariant bilinear form onM1,2.) We can view
ϕ(x) and ψ(x) either as formal series in x and 1 − x, respectively, or, replacing x with z,
as analytic functions on the (simply-connected) regions
U1 = {z ∈ C | |z| < 1} \ (−1, 0]
and
U2 = {z ∈ C | |1− z| < |z|} \ [1,∞) = {z ∈ C |Re z > 1/2} \ [1,∞),
respectively.
It is well known that singular vectors in the Virasoro Verma module of conformal weight
h1,2 lead to a differential equation for ϕ(x) and ψ(x) [BPZ, Hu1]. To derive this equation,
we need the following consequences of the intertwining operator Jacobi identity:
4.1.1 Lemma. Let Y be a logarithmic intertwining operator among V -modules of type(
W3
W1W2
)
. Then for u ∈ V , w1 ∈ W1, and n ∈ Z,
[un,Y(w1, x)] =
∑
k≥0
(
n
k
)
xn−kY(ukw1, x), (4.1)
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and
Y(unw, z) =
∑
k≥0
(
n
k
)
(−x)kun−kY(w1, x)−
∑
k≥0
(
n
k
)
(−x)n−kY(w1, x)uk. (4.2)
4.1.2 Proposition. The series ϕ(x) and ψ(x) satisfy the differential equation
px(1− x)f ′′(x) + (1− 2x)f ′(x)− h1,2
x(1− x)f(x) = 0. (4.3)
Proof. We first derive a partial differential equation for the formal series
Φ(x1, x2) = 〈v′,Y1(v, x1)Y2(v, x2)v〉
using the fact that (
L(−1)2 − 1
p
L(−2)
)
v = 0
in the irreducible Virasoro module L(cp, h1,2) ⊆ M1,2. Thus by the L(−1)-derivative
property for intertwining operators, (4.1), and (4.2), we calculate
p ∂2x2Φ(x1, x2) = 〈v′,Y1(v, x1)Y2(L(−2)v, x2)v〉
=
∑
k≥0
xk2〈v′,Y1(v, x1)ω−k−1Y2(v, x2)v〉+
∑
k≥0
x−k−12 〈v′,Y1(v, x1)Y2(v, x2)ωkv〉
=
∑
k≥0
xk2〈v′, ω−k−1Y1(v, x1)Y2(v, x2)v〉
−
∑
k≥0
∑
i≥0
(−k − 1
i
)
x−k−i−11 x
k
2〈v′,Y1(ωiv, x1)Y2(v, x2)v〉
+
(
x−12 〈v′,Y1(v, x1)Y2(v, x2)L(−1)v〉+ x−22 〈v′,Y1(v, x1)Y2(v, x2)L(0)v〉
)
= −
∑
k≥0
x−k−11 x
k
2〈v′,Y1(L(−1)v, x1)Y2(v, x2)v〉
+
∑
k≥0
(k + 1)x−k−21 x
k
2〈v′,Y1(L(0)v, x1)Y2(v, x2)v〉
− x−12 (〈v′,Y1(v, x1)Y2(L(−1)v, x2)v〉+ 〈v′,Y1(L(−1)v, x1)Y2(v, x2)v〉)
+ h1,2x
−2
2 〈v′,Y1(v, x1)Y2(v, x2)v〉
= − ((x1 − x2)−1 + x−12 ) ∂x1Φ(x1, x2)− x−12 ∂x2Φ(x1, x2)
+ h1,2
(−∂x1(x1 − x2)−1 + x−22 )Φ(x1, x2)
= −
(
1
x1 − x2 +
1
x2
)
∂x1Φ(x1, x2)−
1
x2
∂x2Φ(x1, x2) + h1,2
(
1
(x1 − x2)2 +
1
x22
)
Φ(x1, x2).
Now, the L(0)-conjugation formula for intertwining operators implies that
Φ(x1, x2) = x
−2h1,2
1 ϕ(x2/x1).
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Thus, using the branch of logarithm log 1 = 0,
Φ(1, x) = ϕ(x), ∂x2Φ(x1, x2)|x1=1,x2=x = ϕ′(x), ∂2x2Φ(x1, x2)|x1=1,x2=x = ϕ′′(x),
and
∂x1Φ(x1, x2)|x1=1,x2=x =
(
−2h1,2x−2h1,2−11 ϕ(x2/x1)− x−2h1,2−21 x2ϕ′(x2/x1)
)∣∣∣
x1=1,x2=x
= −2h1,2ϕ(x)− xϕ′(x).
Plugging these relations into the partial differential equation for Φ(x1, x2), we get
p ϕ′′(x) =
(
(1− x)−1 + x−1) (2h1,2ϕ(x) + xϕ′(x))− x−1ϕ′(x) + h1,2 ((1− x)−2 + x−2)ϕ(x)
=
(
x
1− x + 1−
1
x
)
ϕ′(x) + h1,2
(
2
1− x +
2
x
+
1
(1− x)2 +
1
x2
)
ϕ(x),
which means
px(1− x)ϕ′′s(x) = (2x− 1)ϕ′s(x) +
h1,2
x(1− x)ϕs(x)
as required.
For ψ(x), we consider the formal series
Ψ(x0, x1) = 〈v′,Y1(Y2(v, x0)v, x1 − x0)v〉.
So using the L(−1)-derivative and commutator formulas for intertwining operators,
p ∂2x0Ψ(x0, x1)
= p ∂x0
(〈v′,Y1(Y2(L(−1)v, x0)v, x1 − x0)v〉 − 〈v′,Y1(L(−1)Y2(v, x0)v, x1 − x0)v〉)
= −p ∂x0〈v′,Y1(Y2(v, x0)L(−1)v, x1 − x0)v〉
= p 〈v′,Y1(Y2(v, x0)L(−1)2v, x1 − x0)v〉
= 〈v′,Y1(Y2(v, y0)L(−2)v, y2)v〉|y0=x0,y2=x1−x0.
Then a calculation using (4.1) and (4.2) as before leads to
p ∂2x0Ψ(x0, x1) = −y−10 ∂y0Ψ(y0, y2 + y0)|y0=x0,y2=x1−x0 − x−12 ∂y2Ψ(y0, y2 + y0)|y0=x0,y2=x1−x0
+ h1,2(y
−2
0 + y
−2
2 )Ψ(y0, y2 + y0)|y0=x0,y2=x1−x0
= −x−10 ∂x0Ψ(x0, x1)−
(
x−10 + (x1 − x0)−1
)
∂x1Ψ(x0, x1)
+ h1,2
(
x−20 + (x1 − x0)−2
)
Ψ(x0, x1).
Now defining ψ˜(x) = ψ(1 − x), the L(0)-conjugation property for intertwining operators
implies
Ψ(x0, x1) = x
−2h1,2
1 ψ˜(x0/x1).
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Then as before, we get
Ψ(x, 1) = ψ˜(x), ∂x0Ψ(x0, x1)|x0=x,x1=1 = ψ˜′(x), ∂2x0Ψ(x0, x1)|x0=x,x1=1 = ψ˜′′(x),
and
∂x1Ψs(x0, x1)|x0=x,x1=1 = −2h1,2ψ˜(x)− xψ˜′(x).
Plugging these relations into the partial differential equation for Ψ˜(x0, x1), we get
p ψ˜′′(x) = −x−1ψ˜′(x)− (x−1 + (1− x)−1)(−2h1,2ψ˜(x)− xψ˜s
′
(x))
+ h1,2(x
−2 + (1− x)−2)ψ˜(x)
=
(
x
1− x + 1−
1
x
)
ψ˜′(x) + h1,2
(
2
1− x +
2
x
+
1
(1− x)2 +
1
x2
)
ψ˜(x).
This simplifies to
p x(1− x)ψ˜′′(x) = (2x− 1)ψ˜′(x) + h1,2
x(1− x) ψ˜(x),
so substituting x 7→ 1− x shows that ψ(x) satisfies (4.3).
To solve the differential equation (4.3), set
g(x) = x−1/2p(1− x)−1/2pf(x).
Then a straightforward calculation shows that g(x) satisfies the hypergeometric differential
equation
p x(1− x)g′′(x) + 2(1− 2x)g′(x) + (1− 3/p)g(x) = 0, (4.4)
as in [TW, Equation 4.83], whose solutions on U1 and U2 can be obtained by the method
of Frobenius and are well known.
For p ≥ 3, the indicial equation of (4.4) has two distinct roots, and it follows that the
solutions to (4.3) on U1 have the basis:
ϕ1(x) = x
1/2p(1− x)1/2p 2F1
(
1
p
,
3
p
− 1, 2
p
; x
)
∈ x1/2pC[[x]],
ϕ2(x) = x
1−3/2p(1− x)1/2p 2F1
(
1− 1
p
,
1
p
, 2− 2
p
; x
)
∈ x1−3/2pC[[x]].
On U2, (4.3) has basis of solutions
ψ1(x) = x
1/2p(1− x)1/2p 2F1
(
1
p
,
3
p
− 1, 2
p
; 1− x
)
∈ (1− x)1/2pC[[1− x]],
ψ2(x) = x
1/2p(1− x)1−3/2p 2F1
(
1− 1
p
,
1
p
, 2− 2
p
; 1− x
)
∈ (1− x)1−3/2pC[[1− x]].
29
As in [TW, Equation 4.85], these two bases of solutions are related on the intersection
U1 ∩ U2 = {z ∈ C | 1 > |z| > |1− z| > 0}
by the hypergeometric function connection formulas:
ϕ1(z) =
1
2 cos π
p
ψ1(z) +
3− p
2− p
Γ(2
p
)2
Γ(1
p
)Γ(3
p
)
ψ2(z) (4.5)
ψ1(z) =
1
2 cos π
p
ϕ1(z) +
3− p
2− p
Γ(2
p
)2
Γ(1
p
)Γ(3
p
)
ϕ2(z) (4.6)
when 1 > |z| > |1− z| > 0.
For p = 2, on the other hand, the indicial equation of (4.4) has a repeated root, so one
of the basis solutions for (4.3) on U1 is logarithmic:
ϕ1(x) = x
1/4(1− x)1/4 2F1
(
1
2
,
1
2
, 1; x
)
,
ϕ2(x) = ϕ1(x) log x+ x
1/4(1− x)1/4G(x)
for a power series G(x) with constant term 0. As in the p ≥ 3 case, the basis solutions on
U2 can be obtained via the substitution x 7→ 1− x, that is, ψi(x) = ϕi(1− x) for i = 1, 2.
This time, we get
ϕ1(z) =
ln 4
π
ψ1(z)− 1
π
ψ2(z) (4.7)
for 1 > |z| > |1− z| > 0 (see [TW, Equation 4.92]).
4.2 Rigidity of M1,2
In this section, we prove that the simple M(p)-module M1,2 is rigid. Since (3.9) shows
that the identity of M1,2 ⊠M1,2 depends on p, the proof is divided into two cases.
4.2.1 The case p ≥ 3
First we consider p ≥ 3, in which case (3.9) shows
M1,2 ⊠M1,2 ∼=M1,1 ⊕M1,3.
This direct sum decomposition means that for s = 1, 3, we have homomorphisms
is :M1,s →M1,2 ⊠M1,2, ps :M1,2 ⊠M1,2 →M1,s
such that
ps ◦ is = idM1,s
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for s = 1, 3 and
i1 ◦ p1 + i3 ◦ p3 = idM1,2⊠M1,2.
If we take Y2⊠2 to be the tensor product intertwining operator of type
(M1,2⊠M1,2
M1,2M1,2
)
, then
Ys22 = ps ◦ Y2⊠2
for s = 1, 3 is the unique (up to scale) non-zero intertwining operator of type
( M1,s
M1,2M1,2
)
.
Moreover,
Y2⊠2 = i1 ◦ Y122 + i3 ◦ Y322. (4.8)
We may take i1 and p1 to be preliminary candidates for the coevaluation and evalua-
tion, respectively, for M1,2. Then to show M1,2 is rigid, it is sufficient to show that the
homomorphisms f, g :M1,2 →M1,2 defined by the commutative diagrams
M1,2
f

r−1
M1,2 //M1,2 ⊠M1,1
idM1,2⊠i1 //M1,2 ⊠ (M1,2 ⊠M1,2)
AM1,2,M1,2,M1,2

M1,2 M1,1 ⊠M1,2lM1,2
oo (M1,2 ⊠M1,2)⊠M1,2p1⊠idM1,2
oo
(4.9)
and
M1,2
g

l−1
M1,2 //M1,1 ⊠M1,2
i1⊠idM1,2 // (M1,2 ⊠M1,2)⊠M1,2
A−1
M1,2,M1,2,M1,2

M1,2 M1,2 ⊠M1,1rM1,2oo M1,2 ⊠ (M1,2 ⊠M1,2)idM1,2⊠p1
oo
(4.10)
are non-zero multiples of the identity. In fact, since M1,2 is simple, it is sufficient to show
that f and g are non-zero.
To prove f 6= 0, we need to show that the intertwining operator
Y221 = lM1,2 ◦ (p1 ⊠ idM1,2) ◦ AM1,2,M1,2,M1,2 ◦ (idM1,2 ⊠ i1) ◦ Y2⊠1
= lM1,2 ◦ (p1 ⊠ idM1,2) ◦ AM1,2,M1,2,M1,2 ◦ Y2⊠(2⊠2) ◦ (idM1,2 ⊗ i1)
of type
( M1,2
M1,2M1,1
)
is non-zero. For this, it is sufficient to show that
〈v′,Y221(v, 1)Y122(v, x)v〉 6= 0
for non-zero highest weight vectors v ∈ M1,2, v′ ∈ M′1,2 ∼= M1,2, and for some x ∈ R
such that 1 > x > 1 − x > 0. We define the intertwining operator Y223 of type
( M1,2
M1,2M1,3
)
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similarly, using i3 instead of i1. Then we use (4.8) to calculate
〈v′,Y221(v,1)Y122(v, x)v〉+ 〈v′,Y223(v, 1)Y322(v, x)v〉
=
〈
v′, lM1,2 ◦ (p1 ⊠ idM1,2) ◦ AM1,2,M1,2,M1,2
(Y2⊠(2⊠2)(v, 1)Y2⊠2(v, x)v)〉
=
〈
v′, lM1,2 ◦ (p1 ⊠ idM1,2)
(Y(2⊠2)⊠2(Y2⊠2(v, 1− x)v, x)v)〉
=
〈
v′, lM1,2
(Y1⊠2(Y122(v, 1− x)v, x)v)〉
= 〈v′, YM1,2(Y122(v, 1− x)v, x)v〉. (4.11)
Now by Proposition 4.1.2, both sides of (4.11) are solutions to (4.3). Moreover, since
Ys22(v, x)v ∈ xh1,s−2h1,2M1,2[[x]] =
{
x1−3/2pM1,2[[x]] if s = 1
x1/2pM1,2[[x]] if s = 3 ,
we have
〈v′,Y223(v, 1)Y322(v, x)v〉 = c1ϕ1(x)
〈v′,Y221(v, 1)Y122(v, x)v〉 = c2ϕ2(x)
for c1, c2 ∈ C, using the notation of the previous subsection.
We can be more precise about the series expansion of Y122: since M1,2 is simple and
self-contragredient, Y122 is necessarily related to YM1,2 by the skew-symmetry and adjoint
intertwining operators of [HLZ2]. In particular,
Y122(v, x)v ∈ x−2h1,2
(〈e(2r+1)πiL(0)v, v〉1+ xC[[x]])
for some r ∈ Z, where 〈·, ·〉 is a non-degenerate invariant bilinear form on M1,2. Then it
follows that
〈v′, YM1,2(Y122(v, 1− x)v, x)v〉 ∈ (1− x)−2h1,2
(〈v′, v〉〈e(2r+1)πiL(0)v, v〉+ (1− x)C[[1 − x]]) ,
which means that if we choose v and v′ to be non-zero, then the right side of (4.11) is a
non-zero multiple dψ2(x). Now in the case p ≥ 4, we can solve (4.5) and (4.6) to show that
c2 = − d2 cos(π/p) 6= 0, which means Y221 6= 0, as required. For p = 3, (4.5) and (4.6) show
that ϕ1(x) = ψ1(x) for 1 > x > 1− x > 0, so that (4.11) amounts to
〈v′,Y221(v, 1)Y122(v, x)v〉 = −c1ψ1(x) + dψ2(x).
Since ψ1(x), ψ2(x) are linearly independent on the interval (
1
2
, 1) and since d 6= 0, we again
conclude Y221 6= 0. This proves that f in (4.9) is non-zero. The proof that g in (4.10) is
non-zero is similar, so M1,2 is rigid when p ≥ 3.
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4.2.2 The case p = 2
Now for p = 2, M1,2 = Fα1,2 is an irreducible Fock module, and we have a surjective
intertwining operator of type
( Fα0,1
M1,2M1,2
)
, which induces a surjective homomorphism
p1 :M1,2 ⊠M1,2 → Fα0,1 →M1,1.
Since M1,2 is irreducible, this means M1,2 is self-contragredient, and the intertwining
operator Y122 = p1 ◦ Y2⊠2 must be related to YM1,2 by skew-symmetry and adjoints. In
particular, if v ∈M1,2 is a lowest-conformal-weight vector, then
Y122(v, x)v = e−(2r+1)h1,2〈v, v〉1 x−2h1,2 + . . . (4.12)
for some r ∈ Z and non-degenerate invariant bilinear form 〈·, ·〉 on M1,2. We can rescale
v and/or p1 so that the coefficient of x
−2h1,2 in Y122(v, x)v is 1. Then let 1˜ denote the
coefficient of x−2h1,2 in Y2⊠2(v, x)v, so p1(1˜) = 1. Since conformal weights of modules in
CM(2) are bounded below by − 14p(p − 1)2 = −18 , the lowest power of x from the coset
−2h1,2 + Z occurring in Y2⊠2(v, x)v is x−2h1,2 .
We have not yet shown that M1,2 ⊠M1,2 ∼= P1,1 as in (3.9), but we will use P1,1 to
get a coevaluation i1 : M1,1 → M1,2 ⊠M1,2. From the structure of P1,1 illustrated in
(3.12), we have an injection i2 : M1,1 → P1,1 and a surjection p2 : P1,1 → M1,1 . The
module P1,1 has a two-dimensional lowest conformal weight space of weight 0, and since
P1,1 is logarithmic, (P1,1)[0] has a basis {1, L(0)1} such that p2(1) = 1 and (rescaling i2 if
necessary) i2(1) = L(0)1. Recall from Corollary 3.3.4 that P1,1 is projective in C0M(2).
Now let M be the M(2)-submodule of M1,2 ⊠M1,2 generated by 1˜. Since
FW (2)(M) →֒ FW(2)(M1,2 ⊠M1,2) ∼=W1,2 ⊠W(2) W1,2
and FW(2)(M1,1) ∼= W1,1 are objects of CW(2), p1|M : M → M1,1 is a (surjective) homo-
morphism in C0M(2). Thus because P1,1 is projective in C0M(2), we get a homomorphism
q : P1,1 →M →֒ M1,2 ⊠M1,2, and then i1 :M1,1 →M1,2 ⊠M1,2, such that the diagram
M1,1 i2 //
i1 ''PP
PP
PP
PP
PP
PP
P
P1,1
q

p2
''PP
PP
PP
PP
PP
PP
PP
M1,2 ⊠M1,2 p1 //M1,1
commutes. We want to show thatM1,2 is rigid self-dual with evaluation (a multiple of) p1
and coevaluation i1. As in the p ≥ 3 case, it suffices to show that the maps f and g defined
by the diagrams (4.9) and (4.10) are non-zero. Here we will focus on showing g 6= 0, since
the proof for f is similar.
We first show that L(0)1˜ = i1(1). Note that since q(1) = 1˜+m for somem ∈ ker p1|M[0],
we have
L(0)1˜ = q(L(0)1)− L(0)m = i1(1)− L(0)m.
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So it is sufficient to show that L(0) ker p1|M[0] = 0. Note that because conformal weights
of modules in CM(2) are bounded below by −18 , M[0] is contained in the top level of M and
thus is a finite-dimensional module for the Zhu algebra A(M(2)) computed in [Ad1]. As
an A(M(2))-module, M[0] is generated by 1˜, and it is spanned by monomials H(0)iL(0)j 1˜
since M(2) is generated by H and ω, and since [H ], [ω] commute in A(M(2)). Moreover,
since [H ]2 in A(M(2)) equals a polynomial in [ω], and since L(0) is nilpotent on M[0], we
may take i ≤ 1 and j ≤ N for some N ∈ N. Note that ker p1|M[0] is spanned by monomials
H(0)iL(0)j 1˜ with i + j > 0, since the kernel has codimension 1 and since L(0), H(0) act
trivially on (M1,1)[0] = C1.
Now we can write
q(1) =
1∑
i=0
N∑
j=0
ai,jH(0)
iL(0)j1˜ (4.13)
with a0,0 = 1. By the relations
L(0)21 = 0 = H(0)L(0)1
and a0,0 = 1, successive applications of
H(0)L(0)N , L(0)N , H(0)L(0)N−1, . . . , L(0)2, H(0)L(0)
to both sides of (4.13) show that H(0)iL(0)j1˜ = 0 for i+ j > 1. This means that
ker p1|M[0] = span{L(0)1˜, H(0)1˜}
and L(0) ker p1|M[0] = 0, as required.
Now we begin applying the composition in (4.10) to a lowest-conformal-weight vector
v ∈M1,2:
(i1 ⊠ idM1,2) ◦ l−1M1,2(v) = (i1 ⊠ idM1,2)(Y1⊠2(1, 1)v) = Y(2⊠2)⊠2(i1(1), 1)v,
where Y1⊠2 and Y(2⊠2)⊠2 are the relevant tensor product intertwining operators. But since
i1(1) = L(0)1˜ is the coefficient of x
−2h1,2 in L(0)Y2⊠2(v, x)v, and since x−2h1,2 is the lowest
power of x from the coset −2h1,2 + Z occurring in Y2⊠2(v, x)v, we see that (i1 ⊠ idM1,2) ◦
l−1M1,2(v) is the coefficient of (1− x)−2h1,2 in the expansion of
Y(2⊠2)⊠2(L(0)Y2⊠2(v, 1− x)v, x)v = Y(2⊠2)⊠2(L(0)Y2⊠2(v, 1− x)v, 1− (1− x))v
as a series in 1− x. Defining the intertwining operator
Y22⊠2,2 = rM1,2 ◦ (idM1,2 ⊠ p1) ◦ A−1M1,2,M1,2,M1,2 ◦ Y(2⊠2)⊠2
of type
( M1,2
M1,2⊠M1,2M1,2
)
, we will thus get g 6= 0 provided the coefficient of (1 − x)−2h1,2 in
the series expansion of 〈
v′,Y22⊠2,2 (L(0)Y2⊠2(v, 1− x)v, x) v
〉
(4.14)
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is non-zero.
To analyze (4.14), we first replace 1 and x with z1 and z2, respectively, and use the
L(0)-commutator formula
L(0)Y2⊠2(v, z)v = 2h1,2Y2⊠2(v, z)v + zY2⊠2(L(−1)v, z) (4.15)
(see [HLZ2, Equation 3.28]) to calculate, for |z1| > |z2| > |z1 − z2| > 0,〈
v,Y22⊠2,2 (L(0)Y2⊠2(v, z1 − z2)v, z2) v
〉
= 2h1,2
〈
v, rM1,2 ◦ (idM1,2 ⊠ p1) ◦ A−1M1,2,M1,2,M1,2
(Y(2⊠2)⊠2(Y2⊠2(v, z1 − z2)v, z2)v)〉
+ (z1 − z2)·
·
〈
v, rM1,2 ◦ (idM1,2 ⊠ p1) ◦ A−1M1,2,M1,2,M1,2
(Y(2⊠2)⊠2(Y2⊠2(L(−1)v, z1 − z2)v, z2)v)〉
= 2h1,2
〈
v, rM1,2 ◦ (idM1,2 ⊠ p1)
(Y2⊠(2⊠2)(v, z1)Y2⊠2(v, z2)v)〉
+ (z1 − z2)
〈
v, rM1,2 ◦ (idM1,2 ⊠ p1)
(Y2⊠(2⊠2)(L(−1)v, z1)Y2⊠2(v, z2)v)〉
= (2h1,2 + (z1 − z2)∂z1)
〈
v, rM1,2
(Y2⊠1(v, z1)Y122(v, z2)v)〉
= (2h1,2 + (z1 − z2)∂z1)
〈
v,Ω(YM1,2)(v, z1)Y122(v, z2)v
〉
,
where Ω represents the skew-symmetry operation on vertex operators. Now, by the L(0)-
conjugation formula for intertwining operators and the fact that Y122 is not a logarithmic
intertwining operator,〈
v,Ω(YM1,2)(v, z1)Y122(v, z2)v
〉
= dz
−2h1,2
1 ϕ1(z2/z1)
for some d ∈ C, using the notation of the previous subsection. It follows from (4.12) that
d 6= 0. So now〈
v,Y22⊠2,2 (L(0)Y2⊠2(v, z1 − z2)v, z2) v
〉
= (2h1,2 + (z1 − z2)∂z1)
(
dz
−2h1,2
1 ϕ1(z2/z1)
)
= d z2
(
2h1,2z
−2h1,2−1
1 ϕ1(z2/z1)− (z1 − z2)z−2h1,2−21 ϕ′1(z2/z1)
)
.
Setting z1 = 1 and z2 = x for x ∈ R, 1 > x > 1− x > 0, and using (4.7), we have〈
v,Y22⊠2,2 (L(0)Y2⊠2(v, 1− x)v, x) v
〉
= d x
(
2h1,2 − (1− x) d
dx
)
ϕ1(x)
= x
(
2h1,2 − (1− x) d
dx
)
(c1ψ1(x) + c2ψ2(x))
= x
(
2h1,2 − (1− x) d
dx
)(
(c1 + c2 log(1− x))ϕ1(1− x) + c2(1− x)−2h1,2x−2h1,2G(1− x)
)
where c1 = d ln 4/π and c2 = −d/π 6= 0. We need to expand the right side as a series in
1− x and show that the coefficient of (1− x)−2h1,2 is non-zero.
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Let us introduce the notation
(1− x)−2h1,2ϕ˜1(1− x) = ϕ1(1− x)
(1− x)−2h1,2G˜(1− x) = (1− x)−2h1,2x−2h1,2G(1− x),
so that ϕ˜1(1− x), G˜(1− x) are power series in 1− x. Thus we have〈
v,Y22⊠2,2 (L(0)Y2⊠2(v, 1− x)v, x) v
〉
= x
(
2h1,2 − (1− x) d
dx
)
(1− x)−2h1,2
(
(c1 + c2 log(1− x))ϕ˜1(1− x) + c2G˜(1− x)
)
= −x(1 − x)−2h1,2+1 d
dx
(
(c1 + c2 log(1− x))ϕ˜1(1− x) + c2G˜(1− x)
)
= x(1− x)−2h1,2+1
(
c2(1− x)−1ϕ˜1(1− x) + (c1 + c2 log(1− x))ϕ˜′1(1− x) + c2G˜′(1− x)
)
∈ (1− x)−2h1,2(c2ϕ˜1(1− x) + (1− x)C[[1 − x]][log(1− x)]).
Since c2 6= 0 and ϕ˜1(1 − x) = x−2h1,2 2F1
(
1
2
, 1
2
, 1; 1− x) is a power series in 1 − x with
constant term 1, it follows that the coefficient of (1−x)−2h1,2 here is indeed non-zero. This
completes the proof that g 6= 0. As mentioned previously, the proof that f 6= 0 is similar:
it uses (4.7) with ψ and ϕ solutions exchanged, which is valid because the basis solutions
to (4.3) in U1 ∩ R and U2 ∩ R are related by the substitution x 7→ 1 − x. Thus M1,2 is
rigid and self-dual when p = 2.
4.2.3 The s = p case of (3.9)
Now that we knowM1,2 is rigid, we use the projectivity of Pr,p−1 andMr,p in C0M(p) (recall
Corollary 3.3.4) to prove the fusion rule (3.9) for s = p. Since the tensor product of a
rigid object with a projective object in any tensor category is projective (see for example
Corollary 2 in the Appendix of [KL5]),M1,2⊠Mr,p is projective in C0M(p). We also have an
intertwining operator of type
( Mr,p−1
M1,2Mr,p
)
obtained by restricting and projecting a non-zero
intertwining operator among Fock modules. This intertwining operator is surjective at
least as long as r ≤ 0, so we get a surjective homomorphism p1 :M1,2 ⊠Mr,p →Mr,p−1.
Letting p2 : Pr,p−1 →Mr,p−1 denote a surjective homomorphism, projectivity ofM1,2⊠
Mr,p in C0M(p) implies the existence of a homomorphism
q :M1,2 ⊠Mr,p → Pr,p−1
such that the diagram
Pr,p−1
p2
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
M1,2 ⊠Mr,p
q
OO
p1
//Mr,p−1
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commutes. As (Pr,p−1, p2) is a projective cover of Mr,p−1 by Proposition 3.3.5, q is surjec-
tive. Then projectivity of Pr,p−1 means that Pr,p−1 is a direct summand of M1,2 ⊠Mr,p:
M1,2 ⊠Mr,p ∼= Pr,p−1 ⊕Q
for some submodule Q. But if we induce, we get
Rr¯,p−1 ∼=W1,2 ⊠W(p)Wr¯,p ∼= FW(p)(M1,2)⊠W(p) FW(p)(Mr,p)
∼= FW(p)(M1,2 ⊠Mr,p) ∼= FW(p)(Pr,p−1)⊕ FW(p)(Q) ∼= Rr¯,p−1 ⊕ FW(p)(Q).
Since Rr¯,p−1 is indecomposable and non-zero, it follows that FW(p)(Q) = 0, and then Q = 0
as well. So
M1,2 ⊠Mr,p ∼= Pr,p−1.
This proves the s = p, r ≤ 0 case of (3.9), and the r > 0 case then follows from (3.2) and
(3.6).
4.3 Rigidity for simple modules
We now prove that all simple modules Mr,s in the tensor category CM(p) are rigid, with
duals given by the contragredient modules of [FHL].
Recall that for a vertex operator algebra V and a grading-restricted generalized V -
moduleW =
⊕
h∈CW[h], the contragredient is a module structure on the graded dualW
′ =⊕
h∈CW
∗
[h]. If C is a category of grading-restricted V -modules closed under contragredients,
then contragredients define a contravariant functor, with the contragredient of a morphism
f : W1 → W2 defined by
〈f ′(w′2), w1〉 = 〈w′2, f(w1)〉
for w1 ∈ W1, w′2 ∈ W ′2. Moreover, for any module W in C, we have a natural isomorphism
δW : W →W ′′ defined by
〈δW (w), w′〉 = 〈w′, w〉
for w ∈ W , w′ ∈ W ′. It is straightforward to prove:
4.3.1 Proposition. The contragredient functor on C is exact, that is, if a sequence of
V -modules W1
f−→W2 g−→ W3 is exact at W2, then W ′3 f
′−→ W ′2 g
′−→ W ′1 is exact at W ′2.
We use this proposition to prove:
4.3.2 Proposition. The category CM(p) of M(p)-modules is closed under contragredients.
Proof. Since every module in CM(p) has finite length, we can use induction on length. For
the base case, we need to show that the contragredient of Mr,s for r ∈ Z, 1 ≤ s ≤ p is
isomorphic to someMr′,s′. SinceM′r,s is an irreducibleM(p)-module by [FHL, Proposition
5.3.2], and since the lowest conformal weight of M′r,s agrees with that of Mr,s, the only
other possibility is that M′r,s ∼= Fλ for some λ /∈ L◦ such that hλ = hαr,s or hλ = hα2−r,s
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according as r ≥ 1 or r ≤ 0. However, we can see from (2.2) and (2.3) that hλ = hr,s for
some r ≥ 1, 1 ≤ s ≤ p only if
λ = ((p− 1)± (pr − s)) α
2p
∈ L◦.
So in fact Fλ ∼=M′r,s for λ /∈ L◦ is impossible, proving the base case of the induction.
For the inductive step, suppose M is a module in CM(p) with length ℓ(M) ≥ 2. Then
we have an exact sequence
0→ N1 →M → N2 → 0
with N1, N2 modules in CM(p) such that ℓ(N1), ℓ(N2) < ℓ(M). By Proposition 4.3.2, the
sequence of M(p)-modules
0→ N ′2 →M ′ → N ′1 → 0
is also exact, and by the inductive hypothesis, N ′1, N
′
2 are modules in CM(p). Thus M ′, as
an extension of two modules in CM(p), is also a module in CM(p).
4.3.3 Remark. By analyzing conformal weights using (2.3) again, we can see that h1,s =
hr′,s′ for r
′ ≥ 1, 1 ≤ s′ ≤ p if and only if r′ = 1, s′ = s. This forces M′1,s ∼= M1,s for all
1 ≤ s ≤ p; in particular, M(p) =M1,1 is a self-contragredient vertex operator algebra.
When a category C of grading-restricted generalized modules for a self-contragredient
vertex operator algebra V is closed under contragredients and has vertex algebraic braided
tensor category structure as in [HLZ1]-[HLZ8], we have an alternative characterization of
the contragredient functor (see for example [CKM2]). In particular, the isomorphisms of
intertwining operator spaces
VWV,W → VWW,V → VV
′
W,W ′ → VVW ′,W → HomV (W ′ ⊠W,V )
for a V -module W in C allow us to identify the vertex operator YW with an evaluation
homomorphism eW : W
′
⊠W → V . The pair (W ′, eW ) satisfies the following universal
property: for any homomorphism f : X ⊠W → V in C, there is a unique homomorphism
ϕ : X →W ′ such that the diagram
X ⊠W
f
''PP
PP
PP
PP
PP
PP
PP
ϕ⊠idW

W ′ ⊠W eW
// V
(4.16)
commutes. This universal property allows us to characterize contragredient homomor-
phisms and the ribbon isomorphisms δW in terms of commutative diagrams:
4.3.4 Lemma. Suppose C is a braided tensor category of modules for a self-contragredient
vertex operator algebra that is closed under contragredients. Then we can choose the eval-
uations eW : W
′
⊠W → V for modules W in C in such a way that:
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(1) For any homomorphism f : W1 → W2 in C, f ′ : W ′2 → W ′1 is the unique homomor-
phism such that the diagram
W ′2 ⊠W1
idW ′2
⊠f
//
f ′⊠idW1

W ′2 ⊠W2
eW2

W ′1 ⊠W1 eW1
// V
(4.17)
commutes.
(2) For any module W in C, δW : W → W ′′ is the unique homomorphism such that the
diagram
W ⊠W ′
δW⊠idW ′

RW,W ′◦(θW⊠idW ′ )//W ′ ⊠W
eW

W ′′ ⊠W ′ eW ′
// V
(4.18)
commutes, where θW = e
2πiL(0) is the twist on W .
Proof. Fix an isomorphism κ : V ′ → V and for a module W in C, let EW ∈ VVW ′,W denote
the intertwining operator corresponding to a choice of eW , that is,
EW = eW ◦ YW ′,W
where YW ′,W ∈ VW ′⊠WW ′,W is the tensor product intertwining operator. Let us choose
EW = κ ◦ Ω0(A0(Ω(YW ))),
using the notation of [HLZ2], for all modules W in C. A calculation shows that this means
EW satisfies
〈v′, EW (w′, x)w〉 = 〈e−x−1L(1)w′, YW (exL(1)κ˜(v′), x−1)e−xL(1)e−πiL(0)x−2L(0)w〉 (4.19)
for v′ ∈ V ′, w′ ∈ W ′, and w ∈ W , where κ˜ = δ−1V ◦ κ′ : V ′ → V .
Now for a V -homomorphism f : W1 → W2 in C, we use the definitions, (4.19), and
properties of V -module homomorphisms to calculate〈
v′, (eW1 ◦ (f ′ ⊠ idW1))YW ′2,W1(w′2, x)w1
〉
= 〈v′, EW1(f ′(w′2), x)w1〉
=
〈
e−x
−1L(1)f ′(w′2), YW1(e
xL(1)κ˜(v′), x−1)e−xL(1)e−πiL(0)x−2L(0)w1
〉
=
〈
e−x
−1L(1)w′2, YW2(e
xL(1)κ˜(v′), x−1)e−xL(1)e−πiL(0)x−2L(0)f(w1)
〉
= 〈v′, EW2(w′2, x)f(w1)〉
=
〈
v′,
(
eW2 ◦ (idW ′2 ⊠ f)
)YW ′2,W1(w′2, x)w1〉
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for v′ ∈ V ′, w′2 ∈ W ′2, and w1 ∈ W1. Since the tensor product intertwining operator YW ′2,W1
is surjective, this shows that (4.17) commutes.
Now for a module W in C, we use the definitions and (4.19) to calculate
〈v′, (eW ◦ RW,W ′ ◦ (θW ⊠ idW ′))YW,W ′(w, x)w′〉
=
〈
v′, eW
(
exL(−1)YW ′,W (w′, eπix)e2πiL(0)w
)〉
=
〈
exL(1)v′, EW (w′, eπix)e2πiL(0)w
〉
=
〈
ex
−1L(1)w′, YW (κ˜(v′),−x−1)exL(1)e−πiL(0)x−2L(0)w
〉
for v′ ∈ V ′, w ∈ W , and w′ ∈ W ′. On the other hand, the definitions and conjugation
formulas from [FHL, Section 5] involving L(0) and L(1) imply
〈v′, (eW ′◦(δW ⊠ idW ′))YW,W ′(w, x)w′〉 = 〈v′, EW ′(δW (w), x)w′〉
=
〈
e−x
−1
δW (w), YW ′(e
xL(1)κ˜(v′), x−1)e−xL(1)e−πiL(0)x−2L(0)w′
〉
=
〈
YW ′(e
xL(1)κ˜(v′), x−1)e−xL(1)e−πiL(0)x−2L(0)w′, e−x
−1L(1)w
〉
=
〈
e−xL(1)e−πiL(0)x−2L(0)w′, YW (ex
−1L(1)(−x2)L(0)exL(1)κ˜(v′), x)e−x−1L(1)w
〉
=
〈
e−πiL(0)x−2L(0)ex
−1L(1)w′, YW ((−x2)L(0)κ˜(v′), x)e−x−1L(1)w
〉
=
〈
ex
−1L(1)w′, YW (κ˜(v′),−x−1)exL(1)e−πiL(0)x−2L(0)w
〉
.
Since YW,W ′ is surjective, this shows that (4.18) commutes.
From now on, we assume that we have chosen the evaluations so that the conclusion of
the above lemma holds.
If W is a rigid object in a tensor category, then its dual W ∗ satisfies the same universal
property of the contragredient, with the morphism ϕ of (4.16) given by the composition
X
r−1X−−→ X ⊠ V idX⊠iW−−−−→ X ⊠ (W ⊠W ′) AX,W,W ′−−−−−→ (X ⊠W )⊠W ′ f⊠idW ′−−−−→ V ⊠W ′ lW ′−−→W ′.
Thus if C is a braided tensor category of modules for a self-contragredient vertex operator
algebra V that is closed under contragredients, the dual of a rigid object in C is necessarily
its contragredient. The following two lemmas are standard, and we will use them to prove
that simple modules in the category CM(p) of M(p)-modules are rigid:
4.3.5 Lemma. If W1 and W2 are rigid objects in a tensor category, then W1⊠W2 is also
rigid (with dual W ∗2 ⊠W
∗
1 ).
4.3.6 Lemma. If C is a braided tensor category of modules for a self-contragredient vertex
operator algebra V that is closed under contragredients, then any direct summand of a rigid
module in C is rigid.
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Proof. Suppose W is a rigid module in C and we have homomorphisms q : M → W ,
p : W → M such that p ◦ q = idM for some module M in C. Then it is straightforward
to show using (4.17) that M is rigid with dual M ′, evaluation eM = eW ◦ (p′ ⊠ q), and
coevaluation iM = (p⊠ q
′) ◦ iW .
We can now prove:
4.3.7 Theorem. Every simple module Mr,s in CM(p) is rigid.
Proof. Since the modules M2n+1,1, n ∈ Z, and M2,1 are simple currents, they are rigid.
Then for any n ∈ Z, the module M2n,1 ∼=M2,1 ⊠M2n−1,1 (from (3.8)) is rigid by Lemma
4.3.5. Next, the rigidity of M1,2 from the previous subsection, the fusion rules (3.9) for
2 ≤ s ≤ p− 1, and Lemma 4.3.6 imply that M1,s is rigid for each 1 ≤ s ≤ p. Finally, the
fusion rule Mr,s ∼= Mr,1 ⊠M1,s from (3.2) and (3.8) together with Lemma 4.3.5 imply
that every Mr,s is rigid.
4.4 Rigidity for finite-length modules
In this subsection, we extend rigidity of simple modules in CM(p) to finite-length modules.
This will be a consequence of the following more general theorem that we expect will also
be useful for future examples:
4.4.1 Theorem. Assume that V is a self-contragredient vertex operator algebra and C is
a category of grading-restricted generalized V -modules such that:
(1) The category C is closed under submodules, quotients, and contragredients, and every
module in C has finite length.
(2) The category C has braided tensor category structure as in [HLZ8].
(3) Every simple module in C is rigid.
Then C is a rigid tensor category.
As we have verified the conditions of the theorem in Theorem 3.3.2, Proposition 4.3.2,
and Theorem 4.3.7, we get:
4.4.2 Corollary. The tensor category CM(p) is rigid; moreover, it is a braided ribbon tensor
category with natural twist isomorphism θ = e2πiL(0).
4.4.3 Corollary. The category C0M(p) is closed under contragredients; in particular, C0M(p)
is a braided ribbon tensor category.
Proof. Suppose that M is a module in C0M(p), so that FW(p)(M) is in CW(p). Since M ′ is a
dual of M in CM(p), it is easy to see that FW(p)(M ′) is a dual of FW(p)(M) in RepW(p)
(see for example [CKM1, Proposition 2.77]). But since CW(p) is a rigid tensor category,
FW(p)(M)′ is already a dual of FW(p)(M). Since duals are unique, FW(p)(M ′) ∼= FW(p)(M)′
is an object of CW(p), and therefore M ′ is an object of C0M(p).
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To prove Theorem 4.4.1, we will use the V -homomorphisms
ΦW1,W2 : W
′
2 ⊠W
′
1 → (W1 ⊠W2)′
for modules W1, W2 in C induced by the universal property of contragredients such that
the diagram
W ′2 ⊠ (W
′
1 ⊠ (W1 ⊠W2))
idW ′
2
⊠AW ′
1
,W1,W2//W ′2 ⊠ ((W
′
1 ⊠W1)⊠W2)
idW ′
2
⊠(eW1⊠idW2 )
++❲❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
(W ′2 ⊠W
′
1)⊠ (W1 ⊠W2)
A−1
W ′2,W
′
1,W1⊠W2
OO
ΦW1,W2⊠idW1⊠W2

W ′2 ⊠ (V ⊠W2)
idW ′2
⊠lW2

(W1 ⊠W2)
′
⊠ (W1 ⊠W2) eW1⊠W2
// V W ′2 ⊠W2eW2
oo
commutes. These homomorphisms determine a natural transformation:
4.4.4 Proposition. For any homomorphisms f1 : W1 → X1 and f2 : W2 → X2 in C, the
diagram
X ′2 ⊠X
′
1
f ′2⊠f
′
1 //
ΦX1,X2

W ′2 ⊠W
′
1
ΦW1,W2

(X1 ⊠X2)
′
(f1⊠f2)′
// (W1 ⊠W2)
′
commutes.
Proof. By the universal property of ((W1 ⊠W2)
′, eW1⊠W2), it is enough to show that
eW1⊠W2 ◦ ([(f1 ⊠ f2)′ ◦ ΦX1,X2]⊠ idW1⊠W2) = eW1⊠W2 ◦ ([ΦW1,W2 ◦ (f ′2 ⊠ f ′1)]⊠ idW1⊠W2).
By (4.17), the left side of this equation is
eX1⊠X2 ◦ (ΦX1,X2 ⊠ (f1 ⊠ f2)). (4.20)
The right side is the composition
(X ′2⊠X
′
1)⊠ (W1 ⊠W2)
(f ′2⊠f
′
1)⊠idW1⊠W2−−−−−−−−−−→ (W ′2 ⊠W ′1)⊠ (W1 ⊠W2)
A−1
W ′
2
,W ′
1
,W1⊠W2−−−−−−−−−→W ′2 ⊠ (W ′1 ⊠ (W1 ⊠W2))
idW ′
2
⊠AW ′
1
,W1,W2−−−−−−−−−−→W ′2 ⊠ ((W ′1 ⊠W1)⊠W2)
idW ′
2
⊠(eW1⊠idW2 )−−−−−−−−−−→W ′2 ⊠ (V ⊠W2)
idW ′
2
⊠lW2−−−−−−→W ′2 ⊠W2
eW2−−→ V.
It is then straightforward to use the naturality of the associativity and unit isomorphisms
applied to f ′1 and f
′
2, the diagram (4.17) for f
′
1 and f
′
2, naturality of associativity and unit
applied to f1 and f2, and the definition of ΦX1,X2 to reduce this to (4.20).
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If W1 and W2 are rigid objects of C, then ΦW1,W2 is an isomorphism with inverse given
by the composition
(W1 ⊠W2)
′ r
−1
(W1⊠W2)
′−−−−−−→ (W1 ⊠W2)′ ⊠ V
id(W1⊠W2)′
⊠iW1−−−−−−−−−→ (W1 ⊠W2)′ ⊠ (W1 ⊠W ′1)
id(W1⊠W2)′
⊠(r−1W1
⊠idW ′1
)
−−−−−−−−−−−−−−→ (W1 ⊠W2)′ ⊠ ((W1 ⊠ V )⊠W ′1)
id(W1⊠W2)′
⊠((idW1⊠iW2 )⊠idW ′1
)
−−−−−−−−−−−−−−−−−−−→ (W1 ⊠W2)′ ⊠ ((W1 ⊠ (W2 ⊠W ′2))⊠W ′1)
assoc.−−−→ ((W1 ⊠W2)′ ⊠ (W1 ⊠W2))⊠ (W ′2 ⊠W ′1)
eW1⊠W2⊠idW ′2⊠W
′
1−−−−−−−−−−−→ V ⊠ (W ′2 ⊠W ′1)
lW ′2⊠W
′
1−−−−→W ′2 ⊠W ′1,
where the arrow marked assoc. represents a suitable composition of associativity isomor-
phisms. Conversely, we have:
4.4.5 Proposition. If ΦW,W ′ is an isomorphism, then W is rigid.
Proof. Recall the ribbon isomorphism δW : W → W ′′ characterized by the commutative
diagram (4.18). Let us use e˜W to denote
eW ′ ◦ (δW ⊠ idW ′) : W ⊠W ′ → V.
We also define a homomorphism ϕ : V → V ′ such that the diagram
V ⊠ V
lV =rV
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
ϕ⊠idV

V ′ ⊠ V eV
// V
commutes. Now assuming ΦW,W ′ is an isomorphism, we define a coevaluation iW : V →
W ⊠W ′ by the composition
V
ϕ−→ V ′ e˜
′
W−−→ (W ⊠W ′)′
Φ−1
W,W ′−−−−→W ′′ ⊠W ′ δ
−1
W ⊠idW ′−−−−−→W ⊠W ′.
To prove rigidity, we need to show that the endomorphism RW of W defined by the
composition
W
l−1W−−→ V ⊠W iW⊠idW−−−−−→ (W ⊠W ′)⊠W
A−1
W,W ′ ,W−−−−−→W ⊠ (W ′ ⊠W ) idW⊠eW−−−−−→ W ⊠ V rW−−→W
and the endomorphism RW ′ of W
′ defined by the composition
W ′
r−1
W ′−−→W ′⊠V idW ′⊠iW−−−−−→W ′⊠(W⊠W ′) AW ′,W,W ′−−−−−−→ (W ′⊠W )⊠W ′ eW⊠idW ′−−−−−→ V ⊠W ′ lW ′−−→W ′
are identities. Since δW is an isomorphism, (W, e˜W ) satisfies the universal property of the
contragredient of W ′. So RW = idW is equivalent to
e˜W ◦ (RW ⊠ idW ′) = e˜W . (4.21)
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Similarly, RW ′ = idW ′ is equivalent to
eW ◦ (RW ′ ⊠ idW ) = eW . (4.22)
Here, we give the details for (4.22) only, since the proof of (4.21) is similar but simpler.
We first insert RV,W ′ ◦ R−1V,W ′ into RW ′ and apply naturality of the braiding isomor-
phisms:
W ′
r−1
W ′−−→W ′ ⊠ V
R−1
V,W ′−−−→ V ⊠W ′
(Φ−1
W,W ′
◦e˜′W ◦ϕ)⊠idW ′−−−−−−−−−−−−→ (W ′′ ⊠W ′)⊠W ′
(δ−1W ⊠idW ′)⊠idW ′−−−−−−−−−−→ (W ⊠W ′)⊠W ′ RW⊠W ′ ,W ′−−−−−−→W ′ ⊠ (W ⊠W ′) AW ′,W,W ′−−−−−−→ (W ′ ⊠W )⊠W ′
eW⊠idW ′−−−−−→ V ⊠W ′ lW ′−−→W ′.
Next we use R−1V,W ◦ r−1W ′ = l−1W ′, the hexagon axiom, and the naturality of braiding and
associativity:
W ′
l−1
W ′−−→ V ⊠W ′
(Φ−1
W,W ′
◦e˜′W ◦ϕ)⊠idW ′−−−−−−−−−−−−→ (W ′′ ⊠W ′)⊠W ′
A−1
W ′′,W ′,W ′−−−−−−−→ W ′′ ⊠ (W ′ ⊠W ′)
idW ′′⊠RW ′,W ′−−−−−−−−→W ′′ ⊠ (W ′ ⊠W ′) AW ′′,W ′,W ′−−−−−−−→ (W ′′ ⊠W ′)⊠W ′
RW ′′,W ′⊠idW ′−−−−−−−−→ (W ′ ⊠W ′′)⊠W ′ (idW ′⊠δ
−1
W )⊠idW ′−−−−−−−−−−→ (W ′ ⊠W )⊠W ′ eW⊠idW ′−−−−−→ V ⊠W ′ lW ′−−→W ′.
Using (4.18) and the definitions of θ and contragredient homomorphisms, we then calculate
eW ◦ (idW ′ ⊠ δ−1W ) ◦ RW ′′,W ′ = eW ′ ◦ (θ−1W ′′ ⊠ idW ′)
= eW ′ ◦ ((θ−1W ′)′ ⊠ idW ′) = eW ′ ◦ (idW ′′ ⊠ θ−1W ′).
Returning this to the composition and using naturality, we see that RW ′ is the composition
W ′
l−1
W ′
◦θ−1
W ′−−−−−→ V ⊠W ′
(Φ−1
W,W ′
◦e˜′W ◦ϕ)⊠idW ′−−−−−−−−−−−−→ (W ′′ ⊠W ′)⊠W ′
A−1
W ′′,W ′,W ′−−−−−−−→ W ′′ ⊠ (W ′ ⊠W ′)
idW ′′⊠RW ′,W ′−−−−−−−−→W ′′ ⊠ (W ′ ⊠W ′) AW ′′,W ′,W ′−−−−−−−→ (W ′′ ⊠W ′)⊠W ′ eW ′⊠idW ′−−−−−−→ V ⊠W ′ lW ′−−→W ′.
Now we begin to analyze eW ◦ (RW ′ ⊠ idW ). We first use
l−1W ′ ⊠ idW = AV,W ′,W ◦ (l−1W ′⊠W )
and naturality of associativity to get
W ′ ⊠W
θ−1
W ′
⊠idW−−−−−→W ′ ⊠W l
−1
W ′⊠W−−−−→ V ⊠ (W ′ ⊠W )
(Φ−1
W,W ′
◦e˜′W ◦ϕ)⊠idW ′⊠W−−−−−−−−−−−−−−→ (W ′′ ⊠W ′)⊠ (W ′ ⊠W ) AW ′′⊠W ′ ,W ′,W−−−−−−−−−→ ((W ′′ ⊠W ′)⊠W ′)⊠W
A−1
W ′′,W ′,W ′
⊠idW−−−−−−−−−−→ (W ′′ ⊠ (W ′ ⊠W ′))⊠W (idW ′′⊠RW ′,W ′)⊠idW−−−−−−−−−−−−−→ (W ′′ ⊠ (W ′ ⊠W ′))⊠W
AW ′′,W ′,W ′⊠idW−−−−−−−−−−→ ((W ′′ ⊠W ′)⊠W ′)⊠W (eW ′⊠idW ′ )⊠idW−−−−−−−−−−→ (V ⊠W ′)⊠W
lW ′⊠idW−−−−−→ W ′ ⊠W eW−−→ V.
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Next, we apply the pentagon axiom to the first two associativity arrows and apply natu-
rality of associativity to RW ′,W ′:
W ′ ⊠W
θ−1
W ′
⊠idW−−−−−→W ′ ⊠W l
−1
W ′⊠W−−−−→ V ⊠ (W ′ ⊠W )
(Φ−1
W,W ′
◦e˜′W ◦ϕ)⊠idW ′⊠W−−−−−−−−−−−−−−→ (W ′′ ⊠W ′)⊠ (W ′ ⊠W )
A−1
W ′′,W ′,W ′⊠W−−−−−−−−−→W ′′ ⊠ (W ′ ⊠ (W ′ ⊠W ))
idW ′′⊠AW ′,W ′,W−−−−−−−−−−→ W ′′ ⊠ ((W ′ ⊠W ′)⊠W ) idW ′′⊠(RW ′ ,W ′⊠idW )−−−−−−−−−−−−−→W ′′ ⊠ ((W ′ ⊠W ′)⊠W )
AW ′′,W ′⊠W ′,W−−−−−−−−−→ (W ′′ ⊠ (W ′ ⊠W ′))⊠W AW ′′ ,W ′,W ′⊠idW−−−−−−−−−−→ ((W ′′ ⊠W ′)⊠W ′)⊠W
(eW ′⊠idW ′ )⊠idW−−−−−−−−−−→ (V ⊠W ′)⊠W lW ′⊠idW−−−−−→W ′ ⊠W eW−−→ V.
Now we insert RW,W ′ ◦ R−1W,W ′ between the first two associativity isomorphisms and apply
various naturalities to the inverse braiding:
W ′ ⊠W
R−1
W,W ′−−−−→W ⊠W ′ idW⊠θ
−1
W ′−−−−−→W ⊠W ′ l
−1
W⊠W ′−−−−→ V ⊠ (W ⊠W ′)
(Φ−1
W,W ′
◦e˜′W ◦ϕ)⊠idW⊠W ′−−−−−−−−−−−−−−→ (W ′′ ⊠W ′)⊠ (W ⊠W ′)
A−1
W ′′,W ′,W⊠W ′−−−−−−−−−→W ′′ ⊠ (W ′ ⊠ (W ⊠W ′))
idW ′′⊠(idW ′⊠RW,W ′ )−−−−−−−−−−−−→W ′′ ⊠ (W ′ ⊠ (W ′ ⊠W )) idW ′′⊠AW ′,W ′,W−−−−−−−−−−→W ′′ ⊠ ((W ′ ⊠W ′)⊠W )
idW ′′⊠(RW ′,W ′⊠idW )−−−−−−−−−−−−−→W ′′ ⊠ ((W ′ ⊠W ′)⊠W ) AW ′′,W ′⊠W ′,W−−−−−−−−−→ (W ′′ ⊠ (W ′ ⊠W ′))⊠W
AW ′′,W ′,W ′⊠idW−−−−−−−−−−→ ((W ′′ ⊠W ′)⊠W ′)⊠W (eW ′⊠idW ′ )⊠idW−−−−−−−−−−→ (V ⊠W ′)⊠W
lW ′⊠idW−−−−−→ W ′ ⊠W eW−−→ V.
We apply the hexagon axiom and then the pentagon axiom to the braiding and associativity
isomorphisms in rows three, four, and five:
W ′ ⊠W
R−1
W,W ′−−−−→W ⊠W ′ idW⊠θ
−1
W ′−−−−−→W ⊠W ′ l
−1
W⊠W ′−−−−→ V ⊠ (W ⊠W ′)
(Φ−1
W,W ′
◦e˜′W ◦ϕ)⊠idW⊠W ′−−−−−−−−−−−−−−→ (W ′′ ⊠W ′)⊠ (W ⊠W ′)
A−1
W ′′,W ′,W⊠W ′−−−−−−−−−→W ′′ ⊠ (W ′ ⊠ (W ⊠W ′))
idW ′′⊠AW ′,W,W ′−−−−−−−−−−→W ′′ ⊠ ((W ′ ⊠W )⊠W ′) idW ′′⊠RW ′⊠W,W ′−−−−−−−−−−→W ′′ ⊠ (W ′ ⊠ (W ′ ⊠W ))
AW ′′,W ′,W ′⊠W−−−−−−−−−→ (W ′′ ⊠W ′)⊠ (W ′ ⊠W ) AW ′′⊠W ′,W ′,W−−−−−−−−−→ ((W ′′ ⊠W ′)⊠W ′)⊠W
(eW ′⊠idW ′ )⊠idW−−−−−−−−−−→ (V ⊠W ′)⊠W lW ′⊠idW−−−−−→W ′ ⊠W eW−−→ V. (4.23)
Now by naturality of associativity and properties of the left unit isomorphisms, the last
six arrows reduce to
W ′′⊠((W ′ ⊠W )⊠W ′)
idW ′′⊠RW ′⊠W,W ′−−−−−−−−−−→ W ′′ ⊠ (W ′ ⊠ (W ′ ⊠W ))
AW ′′ ,W ′,W ′⊠W−−−−−−−−−→ (W ′′ ⊠W ′)⊠ (W ′ ⊠W ) eW ′⊠idW ′⊠W−−−−−−−−→ V ⊠ (W ′ ⊠W )
lW ′⊠W−−−−→W ′ ⊠W eW−−→ V.
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Applying naturality of unit, associativity, and braiding isomorphisms to eW , we get
W ′′⊠((W ′ ⊠W )⊠W ′)
idW ′′⊠(eW⊠idW ′ )−−−−−−−−−−→W ′′ ⊠ (V ⊠W ′) idW ′′⊠RV,W ′−−−−−−−→ W ′′ ⊠ (W ′ ⊠ V )
AW ′′ ,W ′,V−−−−−−→ (W ′′ ⊠W ′)⊠ V eW ′⊠idV−−−−−→ V ⊠ V lV =rV−−−−→ V.
Using naturality of the right unit isomorphism, and then using the relations between unit,
associativity, and braiding isomorphisms, we get
W ′′ ⊠ ((W ′ ⊠W )⊠W ′)
idW ′′⊠(eW⊠idW ′ )−−−−−−−−−−→W ′′ ⊠ (V ⊠W ′) idW ′′⊠lW ′−−−−−−→W ′′ ⊠W ′ eW ′−−→ V.
Returning this to (4.23) and using the definition of ΦW,W ′, we now find that eW ◦(RW ′⊠idW )
equals the composition
W ′ ⊠W
R−1
W,W ′−−−−→W ⊠W ′ idW⊠θ
−1
W ′−−−−−→W ⊠W ′ l
−1
W⊠W ′−−−−→ V ⊠ (W ⊠W ′)
(e˜′W ◦ϕ)⊠idW⊠W ′−−−−−−−−−−→ (W ⊠W ′)′ ⊠ (W ⊠W ′) eW⊠W ′−−−−→ V.
The diagram (4.17) applied to e˜W then yields
W ′ ⊠W
R−1
W,W ′−−−−→W ⊠W ′ idW⊠θ
−1
W ′−−−−−→W ⊠W ′ l
−1
W⊠W ′−−−−→ V ⊠ (W ⊠W ′)
ϕ⊠idW⊠W ′−−−−−−→ V ′ ⊠ (W ⊠W ′) idV ′⊠e˜W−−−−−→ V ′ ⊠ V eV−→ V.
Then by the definition of ϕ and naturality of the left unit isomorphisms, this composition
simplifies to
W ′ ⊠W
R−1
W,W ′−−−−→W ⊠W ′ idW⊠θ
−1
W ′−−−−−→ W ⊠W ′ e˜W−−→ V.
Finally, we find
e˜W ◦ (idW ⊠ θ−1W ′) ◦ R−1W,W ′ = eW ′ ◦ (δW ⊠ idW ′) ◦ (idW ⊠ θ−1W ′) ◦ R−1W,W ′
= eW ◦ (θ−1W ′ ⊠ θW ) = eW
using (4.18) and θ−1W ′ = (θ
−1
W )
′. This completes the proof that RW ′ = idW ′.
Now we finish the proof of Theorem 4.4.1:
Proof. By Proposition 4.4.5, it is sufficient to prove that ΦW1,W2 is an isomorphism for
all modules W1 and W2 in C. Since every module W in C has finite length ℓ(W ), we
can prove ΦW1,W2 is an isomorphism by induction on ℓ(W1) + ℓ(W2). For the base case
ℓ(W1) = ℓ(W2) = 1, W1 and W2 are both simple and thus rigid by assumption. So ΦW1,W2
is an isomorphism by the discussion preceding Proposition 4.4.5.
Now assume ℓ(W1) + ℓ(W2) = N > 2 and ΦW˜1,W˜2 is an isomorphism whenever ℓ(W˜1) +
ℓ(W˜2) < N . Without loss of generality, assume that ℓ(W1) ≥ 2, so that there is an exact
sequence
0→M g−→W1 f−→ N → 0
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with M,N modules in C (because C is closed under submodules and quotients) and
ℓ(M), ℓ(N) < ℓ(W1). The diagram
W ′2 ⊠N
′
idW ′
2
⊠f ′
//
ΦN,W2

W ′2 ⊠W
′
1
idW ′
2
⊠g′
//
ΦW1,W2

W ′2 ⊠M
′ //
ΦM,W2

0
0 // (N ⊠W2)
′
(f⊠idW2 )
′
// (W1 ⊠W2)
′
(g⊠idW2 )
′
// (M ⊠W2)
′
has exact rows because W ′2 ⊠ •, • ⊠W2 are right exact and because the contragredient
functor is exact. The diagram also commutes by Proposition 4.4.4. Since ΦN,W2 and ΦM,W2
are isomorphisms by the inductive hypothesis, the short five lemma diagram chase shows
that ΦW1,W2 is also an isomorphism.
4.4.6 Remark. Using Theorem 4.4.1, we can also get rigidity for the category O1 of
C1-cofinite grading-restricted generalized modules for the simple Virasoro vertex operator
algebra L(1, 0) of central charge 1. Conditions (1) and (2) of the theorem were proved for
this category in [CJORY], while it was shown in [McR] that all simple modules in O1 are
rigid.
4.4.7 Remark. Using the natural isomorphism Φ from the proof of Theorem 4.4.1, we
can determine the contragredients of all simple modules in CM(p). We have already seen in
Remark 4.3.3 that each M1,s is self-contragredient, and the fusion rule Mr,1 ⊠M2−r,1 ∼=
M1,1 for r ∈ Z shows that M′r,1 ∼=M2−r,1. Then we get
M′r,s ∼= (Mr,1 ⊠M1,s)′ ∼=M′1,s ⊠M′r,1 ∼=M1,s ⊠M2−r,1 ∼=M2−r,s
for r ∈ Z, 1 ≤ s ≤ p.
5 Projective modules and fusion rules
In this final section, we construct projective covers of the remaining irreducible modules
in C0M(p), and we determine all fusion products involving irreducible modules and their
projective covers.
5.1 Construction of projective covers
In Corollary 3.3.4 and Proposition 3.3.5, we proved that for r ∈ Z,
• The module Pr,p = Fαr,p =Mr,p is projective and is its own projective cover.
• The module Pr,p−1 ∼=M1,2 ⊠Mr,p is projective and is a projective cover of Mr,p−1.
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In the proof of Proposition 3.3.5, we also showed that Pr,p−1 has a unique maximal proper
submodule Zr,p−1, and we have the following non-split exact sequences:
0→Mr,p−1 → Zr,p−1 →Mr−1,1 ⊕Mr+1,1 → 0, (5.1)
and
0→ Zr,p−1 → Pr,p−1 →Mr,p−1 → 0. (5.2)
Moreover, the Loewy diagrams of Pr,p−1 and Zr,p−1 are
Mr,p−1
Pr,p−1: Mr−1,1 Mr+1,1
Mr,p−1
,
Mr,p−1.
Zr,p−1: Mr−1,1 Mr+1,1
We will also need the following lemma:
5.1.1 Lemma. For r ∈ Z, Mr,p is injective in C0M(p).
Proof. Because M2−r,p is projective in C0M(p), Mr,p ∼=M′2−r,p is injective.
Now for p ≥ 3, we begin constructing more projective modules using the fusion rules
(3.9). Since M1,2 is rigid, the functor M1,2 ⊠ • is exact. Applying M1,2 ⊠ • to (5.1) and
using (3.9),
0→Mr,p−2 ⊕Mr,p →M1,2 ⊠ Zr,p−1 →Mr−1,2 ⊕Mr+1,2 → 0 (5.3)
is exact. Because Mr,p is injective in C0M(p), it is a direct summand of M1,2 ⊠ Zr,p−1. Let
Zr,p−2 be a submodule complement of Mr,p in M1,2 ⊠ Zr,p−1, that is,
M1,2 ⊠Zr,p−1 =Mr,p ⊕ Zr,p−2. (5.4)
It is easy to see that there is an exact sequence
0→Mr,p−2 → Zr,p−2 →Mr−1,2 ⊕Mr+1,2 → 0. (5.5)
We claim that Soc(Zr,p−2) = Mr,p−2. Otherwise either Mr−1,2 or Mr+1,2 is a submodule
of Zr,p−2, and hence also a submodule of M1,2 ⊠ Zr,p−1. But in fact the rigidity of M1,2,
the fusion rules (3.9), and the Loewy diagram of Zr,p−1 imply
HomM(p)(Mr±1,2,M1,2 ⊠ Zr,p−1) ∼= HomM(p)(M1,2 ⊠Mr±1,2,Zr,p−1)
∼= HomM(p)(Mr±1,1 ⊕Mr,±1,3,Zr,p−1) = 0,
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proving the claim. Thus the Loewy diagram of Zr,p−2 is
Mr,p−2.
Zr,p−2: Mr−1,2 Mr+1,2
Now we applyM1,2⊠ • to (5.2) and use (3.9) and the decomposition (5.4) of Zr,p−1 to
get
0→Mr,p ⊕ Zr,p−2 →M1,2 ⊠ Pr,p−1 →Mr,p−2 ⊕Mr,p → 0. (5.6)
Because Mr,p is both projective and injective in C0M(p), 2 · Mr,p is a direct summand of
M1,2⊠Pr,p−1. Defining Pr,p−2 to be a direct summand ofM1,2⊠Pr,p−1 complementary to
2 · Mr,p, we get an exact sequence
0→ Zr,p−2 → Pr,p−2 →Mr,p−2 → 0. (5.7)
We claim that Soc(Pr,p−2) =Mr,p−2. Otherwise Soc(Pr,p−2) = 2 ·Mr,p−2 and then
dimHomM(p)(M1,2 ⊠Mr,p−2,Pr,p−1) = dimHomM(p)(Mr,p−2,M1,2 ⊠ Pr,p−1) = 2,
whereas in fact
dimHomM(p)(M1,2 ⊠Mr,p−2,Pr,p−1) = dimHomM(p)(Mr,p−3 ⊕Mr,p−1,Pr,p−1) = 1,
a contradiction. The claim follows.
The exact sequence (5.7) gives
0→ Zr,p−2/Mr,p−2 → Pr,p−2/Mr,p−2 →Mr,p−2 → 0. (5.8)
We claim that Pr,p−2/Mr,p−2 is indecomposable, so that in particular (5.8) does not split
and
Soc(Pr,p−2/Mr,p−2) = Zr,p−2/Mr,p−2 =Mr+1,2 ⊕Mr−1,2.
Now if Pr,p−2/Mr,p−2 were decomposable, then because it has length 3 and contains
Mr−1,2 ⊕Mr+1,2 as a submodule, it would have to contain either Mr−1,2 or Mr+1,2 as a
summand. But using the rigidity of M1,2, this would imply
HomM(p)(Pr,p−1/Mr,p−1,M1,2 ⊠Mr±1,2) ∼= HomM(p)(M1,2 ⊠ (Pr,p−1/Mr,p−1),Mr±1,2)
∼= HomM(p)
(
(M1,2 ⊠ Pr,p−1)/(M1,2 ⊠Mr,p−1),Mr±1,2
)
∼= HomM(p)
(
(Pr,p−2 ⊕ 2 · Mr,p)/(Mr,p ⊕Mr,p−2),Mr±1,2
)
∼= HomM(p)
(
(Pr,p−2/Mr,p−2)⊕Mr,p,Mr±1,2
) 6= 0,
whereas in fact the Loewy diagram for Pr,p−1 shows
HomM(p)(Pr,p−1/Mr,p−1,M1,2 ⊠Mr±1,2)
∼= HomM(p)(Pr,p−1/Mr,p−1,Mr±1,1 ⊕Mr±1,3) = 0.
This proves the claim, and it also finishes the verification of the Loewy diagram for Pr,p−2
in the next lemma:
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5.1.2 Lemma. For r ∈ Z, Pr,p−2 is a projective cover of Mr,p−2 in C0M(p), and it has
Loewy diagram
Mr,p−2.
Pr,p−2: Mr−1,2 Mr+1,2
Mr,p−2
Proof. It remains to show that Pr,p−2 is a projective cover of Mr,p−2 in C0M(p). Since M1,2
is rigid and Pr,p−1 is projective in C0M(p), M1,2 ⊠ Pr,p−1 is also projective (see Corollary
2 from the Appendix of [KL5]). Thus as a direct summand of M1,2 ⊠ Pr,p−1, Pr,p−2 is
projective in C0M(p), and we have a surjective map p : Pr,p−2 →Mr,p−2. Now suppose P is
projective and q : P →Mr,p−2 is a surjective map. Then there exists f : P → Pr,p−2 such
that
P
f
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
q

Pr,p−2 p //Mr,p−2
commutes. We need to show that f is surjective. The Loewy diagram for Pr,p−2 shows
that Zr,p−2 is the unique maximal submodule of Pr,p−2, so if f is not surjective, then
im f ⊆ Zr,p−2 = ker p. But this contradicts q 6= 0, so in fact f is surjective.
Now that we have projective covers Pr,p−2, Pr,p−1, and Pr,p for r ∈ Z, we proceed to
construct modules Pr,s for 1 ≤ s ≤ p− 3 recursively. Fix s ∈ {2, 3, . . . , p− 2} and assume
we have Pr,σ for all s ≤ σ ≤ p− 1 such that:
• The module Pr,σ is a projective cover of Mr,σ in C0M(p), and
• The Loewy diagram of Pr,σ is
Mr,σ
Pr,σ: Mr−1,p−σ Mr+1,p−σ
Mr,σ
We now define Pr,s−1 as follows. We have a surjection
M1,2 ⊠ Pr,s →M1,2 ⊠Mr,s ∼=Mr,s−1 ⊕Mr,s+1 →Mr,s+1.
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Then becauseM1,2 is rigid and Pr,s is projective,M1,2⊠Pr,s is also projective. So because
Pr,s+1 is the projective cover of Mr,s+1, we get a a surjective map
M1,2 ⊠ Pr,s → Pr,s+1.
Since Pr,s+1 is projective, this surjection splits and Pr,s+1 is a direct summand ofM1,2⊠Pr,s.
We now define Pr,s−1 to be a complement of Pr,s+1:
M1,2 ⊠ Pr,s = Pr,s+1 ⊕ Pr,s−1.
The module Pr,s−1 is in C0M(p) because this category is closed under tensor products and
submodules, and it is projective in C0M(p) because it is a summand of a projective module.
We can now prove:
5.1.3 Theorem. The module Pr,s−1 is a projective cover of Mr,s−1 in C0M(p) with the
following Loewy diagram:
Mr,s−1
Pr,s−1: Mr−1,p−s+1 Mr+1,p−s+1
Mr,s−1
Proof. From the Loewy diagram for Pr,s, we see that Pr,s has a unique maximal proper
submodule Zr,s with Loewy diagram
Mr,s
Zr,s: Mr−1,p−s Mr+1,p−s
Then the following non-split exact sequences are clear:
0 −→Mr,s −→ Zr,s −→Mr−1,p−s ⊕Mr+1,p−s −→ 0, (5.9)
and
0 −→ Zr,s −→ Pr,s −→Mr,s −→ 0. (5.10)
Applying M1,2 ⊠ • to (5.9) and using the fusion rules (3.9) yields the exact sequence
0 −→Mr,s−1 ⊕Mr,s+1 −→M1,2 ⊠ Zr,s
−→Mr−1,p−s−1 ⊕Mr−1,p−s+1 ⊕Mr+1,p−s−1 ⊕Mr+1,p−s+1 −→ 0.
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From this we see that the conformal weights ofM1,2⊠Zr,s are contained in the two distinct
cosets hr,s±1 + Z, and thus M1,2 ⊠ Zr,s decomposes as a direct sum of two modules, say
Z˜r,s+1 and Zr,s−1, satisfying the exact sequences
0→Mr,s−1 → Zr,s−1 →Mr−1,p−s+1 ⊕Mr+1,p−s+1 → 0,
and
0→Mr,s+1 → Z˜r,s+1 →Mr−1,p−s−1 ⊕Mr+1,p−s−1 → 0.
If eitherMr−1,p−s+1 orMr+1,p−s+1 were a submodule of Zr,s−1, and thus also a submodule
of M1,2 ⊠ Zr,s, then rigidity of M1,2 would imply
HomM(p)(M1,2 ⊠Mr±1,p−s+1,Zr,s) ∼= HomM(p)(Mr±1,p−s+1,M1,2 ⊠ Zr,s) 6= 0.
However, by the fusion rules (3.9) and the Loewy diagram of Zr,s, there is no non-zero
homomorphism
M1,2 ⊠Mr±1,p−s+1 ∼=Mr±1,p−s ⊕Mr±1,p−s+2 → Zr,s.
As a result, Soc(Zr,s−1) =Mr,s−1.
Now we apply M1,2 ⊠ • to (5.10) to get an exact sequence
0→ Zr,s−1 ⊕ Z˜r,s+1 →M1,2 ⊠ Pr,s →Mr,s−1 ⊕Mr,s+1 → 0.
Thus conformal weight considerations again show that Pr,s−1 satisfies the exact sequence
0→ Zr,s−1 → Pr,s−1 →Mr,s−1 → 0. (5.11)
We claim that Soc(Pr,s−1) =Mr,s−1. If not, then Soc(Pr,s−1) = 2 · Mr,s−1 and rigidity of
M1,2 would imply
dimHomM(p)(M1,2 ⊠Mr,s−1,Pr,s) = dimHomM(p)(Mr,s−1,M1,2 ⊠ Pr,s) = 2.
However, this would contradict
dimHomM(p)(M1,2 ⊠Mr,s−1,Pr,s) = dimHomM(p)
(
[Mr,s−2⊕]Mr,s,Pr,s
)
= 1,
where the summand in brackets occurs for s ≥ 3.
The exact sequence (5.11) gives an exact sequence
0→ Zr,s−1/Mr,s−1 → Pr,s−1/Mr,s−1 →Mr,s−1 → 0
We claim that Pr,s−1/Mr,s−1 is indecomposable, so that in particular
Soc(Pr,s−1/Mr,s−1) = Zr,s−1/Mr,s−1 =Mr−1,p−s+1 ⊕Mr+1,p−s+1.
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If Pr,s−1/Mr,s−1 were decomposable, then because it containsMr−1,p−s+1⊕Mr+1,p−s+1 as
a submodule and has length 3, it would have to contain either Mr−1,p−s+1 or Mr+1,p−s+1
as a direct summand. Then rigidity of M1,2 would imply
HomM(p)(Pr,s/Mr,s,M1,2 ⊠Mr±1,p−s+1) ∼= HomM(p)(M1,2 ⊠ (Pr,s/Mr,s),Mr±1,p−s+1)
∼= HomM(p)
(
(M1,2 ⊠ Pr,s)/(M1,2 ⊠Mr,s),Mr±1,p−s+1
)
∼= HomM(p)
(
(Pr,s−1 ⊕ Pr,s+1)/(Mr,s−1 ⊕Mr,s+1),Mr±1,p−s+1
)
∼= HomM(p)
(
(Pr,s−1/Mr,s−1)⊕ (Pr,s+1/Mr,s+1),Mr±1,p−s+1
) 6= 0.
However, in fact
HomM(p)(Pr,s/Mr,s,M1,2 ⊠Mr±1,p−s+1)
= HomM(p)(Pr,s/Mr,s,Mr±1,p−s ⊕Mr±1,p−s+2) = 0.
Thus Pr,s−1/Mr,s−1 is indecomposable, and we have verified the Loewy diagram for Pr,s−1.
Now we show that the projective module Pr,s−1 is a projective cover ofMr,s−1 in C0M(p).
The Loewy diagram shows that Zr,s−1 is the unique maximal proper submodule of Pr,s−1
and that there is a surjective map p : Pr,s−1 → Mr,s−1 with kernel Zr,s−1. Thus for any
surjective map q : P → Mr,s−1 in C0M(p) with P projective, a map f : P → Pr,s−1 such
that the diagram
P
q

f
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
Pr,s−1 p //Mr,s−1
commutes is necessarily surjective, just as in the proof of Lemma 5.1.2
The projective covers Pr,s for r ∈ Z, 1 ≤ s ≤ p have the following fusion rules:
5.1.4 Theorem. (1) For r ∈ Z, 1 ≤ s ≤ p,
M2,1 ⊠ Pr,s = Pr+1,s. (5.12)
(2) For p ≥ 3 and r ∈ Z, 1 ≤ s ≤ p− 1,
M1,2 ⊠ Pr,s =

Pr,2 ⊕Pr+1,p ⊕Pr−1,p if s = 1
Pr,s−1 ⊕ Pr,s+1, if 1 < s < p− 1
Pr,p−2 ⊕ 2 · Pr,p, if s = p− 1.
(5.13)
(3) For p = 2 and r ∈ Z,
M1,2 ⊠ Pr,1 = Pr+1,2 ⊕ 2 · Pr,2 ⊕ Pr−1,2. (5.14)
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Proof. It remains to prove (5.12), the s = 1 case of (5.13), and (5.14).
Using the fusion rules (3.8),M2,1⊠Pr,s is projective with a surjective mapM2,1⊠Pr,s →
Mr+1,s. Because Pr+1,s is a projective cover ofMr+1,s, it is a direct summand ofM2,1⊠Pr,s.
However, M2,1 ⊠ Pr,s is indecomposable because M2,1 is a simple current and Pr,s is
indecomposable. So in fact M1,2 ⊠ Pr,s = Pr+1,s, proving (5.12).
Now for the s = 1 case of (5.13), the unique maximal proper submodule Zr,1 of Pr,1
satisfies the exact sequence
0→Mr,1 → Zr,1 →Mr−1,p−1 ⊕Mr+1,p−1 → 0.
Applying M1,2 ⊠ • and using the fusion rules (3.9), we have
0→Mr,2 →M1,2 ⊠Zr,1 →Mr−1,p−2 ⊕Mr+1,p−2 ⊕Mr−1,p ⊕Mr+1,p → 0. (5.15)
Since both ofMr±1,p are projective, Mr−1,p⊕Mr+1,p is a direct summand ofM1,2⊠Zr,1.
Then the complement Z˜r,2 of Mr−1,p ⊕Mr+1,p satisfies the exact sequence
0→Mr,2 → Z˜r,2 →Mr−1,p−2 ⊕Mr+1,p−2 → 0. (5.16)
Now consider the exact sequence
0→ Zr,1 → Pr,1 →Mr,1 → 0.
Applying M1,2 ⊠ • and using the fusion rules (3.9), we have
0→ Z˜r,2 ⊕Mr−1,p ⊕Mr+1,p →M1,2 ⊠ Pr,1 →Mr,2 → 0.
Since both of Mr±1,p are injective, there exists a direct summand P˜r,2 of M1,2 ⊠ Pr,1
complementary to Mr−1,p ⊕Mr+1,p satisfying the exact sequence
0→ Z˜r,2 → P˜r,2 →Mr,2 → 0. (5.17)
The module P˜r,2 is projective in C0M(p) since it is a summand of a projective module. Since
Pr,2 is a projective cover ofMr,2, there is thus a surjection P˜r,2 → Pr,2; but since (5.16) and
(5.17) show that these two modules have the same length, we get P˜r,2 ∼= Pr,2. Therefore
M1,2 ⊠ Pr,1 = Pr,2 ⊕Mr−1,p ⊕Mr+1,p,
proving (5.13) for s = 1.
Now when p = 2, we need to replace the exact sequence (5.15) with
0 −→Mr,2 −→M1,2 ⊠ Zr,1 −→Mr−1,2 ⊕Mr+1,2 −→ 0.
Since both Mr±1,2 = Pr±1,2 are projective, this exact sequence splits. The exact sequence
0 −→M1,2 ⊠ Zr,1 −→M1,2 ⊠ Pr,1 −→M1,2 ⊠Mr,1 −→ 0
also splits becauseM1,2⊠Mr,1 ∼=Mr,2 is projective. Then these two split exact sequences
together imply (5.14).
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5.2 General fusion rules
Finally, here are all fusion rules involving the simple modules Mr,s and their projective
covers in C0M(p):
5.2.1 Theorem. All fusion products of the M(p)-modules Mr,s and Pr,s are as follows,
with sums taken to be empty if the lower bound exceeds the upper bound:
(1) For r, r′ ∈ Z and 1 ≤ s, s′ ≤ p,
Mr,s ⊠Mr′,s′ =
(min{s+s′−1,2p−1−s−s′}⊕
ℓ=|s−s′|+1
ℓ+s+s′≡1 (mod 2)
Mr+r′−1,ℓ
)
⊕
( p⊕
ℓ=2p+1−s−s′
ℓ+s+s′≡1 (mod 2)
Pr+r′−1,ℓ
)
.
(5.18)
(2) For r, r′ ∈ Z, 1 ≤ s ≤ p− 1 and 1 ≤ s′ ≤ p,
Pr,s ⊠Mr′,s′ =
( min{s+s′−1,p}⊕
ℓ=|s−s′|+1
ℓ+s+s′≡1 (mod 2)
Pr+r′−1,ℓ
)
⊕
( p⊕
ℓ=2p+1−s−s′
ℓ+s+s′≡1 (mod 2)
Pr+r′−1,ℓ
)
⊕
p⊕
ℓ=p+s−s′+1
ℓ+p+s+s′≡1 (mod 2)
(Pr+r′,ℓ ⊕Pr+r′−2,ℓ). (5.19)
(3) For r, r′ ∈ Z and 1 ≤ s, s′ ≤ p− 1,
Pr,s ⊠ Pr′,s′ =
(
2 ·
min{s+s′−1,p}⊕
ℓ=|s−s′|+1
ℓ+s+s′≡1 (mod 2)
Pr+r′−1,ℓ
)
⊕
(
2 ·
p⊕
ℓ=2p+1−s−s′
ℓ+s+s′≡1 (mod 2)
Pr+r′−1,ℓ
)
⊕ 2 ·
p⊕
ℓ=p+s−s′+1
ℓ+p+s+s′≡1 (mod 2)
(Pr+r′,ℓ ⊕ Pr+r′−2,ℓ)
⊕
min{s−s′+p−1,p}⊕
ℓ=|s+s′−p|+1
ℓ+p+s+s′≡1 (mod 2)
(Pr+r′,ℓ ⊕ Pr+r′−2,ℓ)
⊕
p⊕
ℓ=p−s+s′+1
ℓ+p+s+s′≡1 (mod 2)
(Pr+r′,ℓ ⊕ Pr+r′−2,ℓ)
⊕
p⊕
ℓ=s+s′+1
ℓ+s+s′≡1 (mod 2)
(Pr+r′+1,ℓ ⊕ 2 · Pr+r′−1,ℓ ⊕ Pr+r′−3,ℓ). (5.20)
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Proof. We will see that the fusion rules (5.18) and (5.19) are completely determined by
repeated applications of (3.8), (3.9), (5.12), (5.13), and (5.14). As it can be seen that
these recursion formulas agree with those for the unrolled quantum group of sl2 given in
[CGP2], the general fusion rules must therefore agree with those in [CGP2, Lemma 8.1,
Proposition 8.2, Corollary 8.3, Proposition 8.4]. Thus we shall give a detailed proof for
(5.18) only; the fusion rules (5.19) can be proved similarly, and then (5.20) will follow from
(5.19) combined with rigidity and the projectivity of Pr,s in C0M(p).
We first use induction on s to prove
M1,s ⊠Mr′,s′ =
(min{s+s′−1,2p−1−s−s′}⊕
ℓ=|s−s′|+1
ℓ+s+s′≡1 (mod 2)
Mr′,ℓ
)
⊕
( p⊕
ℓ=2p+1−s−s′
ℓ+s+s′≡1 (mod 2)
Pr′,ℓ
)
. (5.21)
From the fusion rules (3.9), (5.21) is true for s = 1, 2. Now assume (5.21) holds for some
fixed s ∈ {2, 3, . . . p− 1}; we shall prove it holds for s + 1. We first tensor the left side of
(5.21) with M1,2 to get
M1,2 ⊠ (M1,s ⊠Mr′,s′) = (M1,2 ⊠M1,s)⊠Mr′,s′
= (M1,s−1 ⊕M1,s+1)⊠Mr′,s′
= (M1,s−1 ⊠Mr′,s′)⊕ (M1,s+1 ⊠Mr′,s′).
Then because all tensor product modules here have finite length, the Krull-Schmidt The-
orem guarantees that we can determine the indecomposable summands ofM1,s+1⊠Mr′,s′
by subtracting those ofM1,s−1⊠Mr′,s′ from those ofM1,2⊠ (M1,s⊠Mr′,r′). We consider
the following three cases:
• If s+ s′ ≤ p, by induction
M1,s−1 ⊠Mr′,s′ =
s+s′−2⊕
ℓ=|s−s′−1|+1
ℓ+s−1+s′≡1 (mod 2)
Mr′,ℓ,
and by induction and the fusion rules (3.9)
M1,2 ⊠ (M1,s ⊠Mr′,s′) =
s+s′−1⊕
ℓ=|s−s′|+1
ℓ+s+s′≡1 (mod 2)
(Mr′,ℓ+1 ⊕Mr′,ℓ−1),
where we define Mr′,0 = 0 in case s = s′. Thus we can verify that
M1,s+1 ⊠Mr′,s′ = M1,2 ⊠ (M1,s ⊠Mr
′,s′)
M1,s−1 ⊠Mr′,s′ =
s+s′⊕
ℓ=|s−s′+1|+1
ℓ+s+1+s′≡1 (mod 2)
Mr′,ℓ,
which is the same as (5.21) in the case s + 1. (This is trivial if s + s′ < p, and we
use Pr′,p =Mr′,p if s + s′ = p.)
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• If s+ s′ = p+ 1, by induction
M1,s−1 ⊠Mr′,s′ =
p−1⊕
ℓ=|s−s′−1|+1
ℓ+p≡1 (mod 2)
Mr′,ℓ,
and by induction and the fusion rules (3.9)
M1,2 ⊠ (M1,s ⊠Mr′,s′) =
( p−2⊕
ℓ=|s−s′|+1
ℓ+p+1≡1 (mod 2)
(Mr′,ℓ+1 ⊕Mr′,ℓ−1))⊕ Pr′,p−1.
Thus
M1,s+1 ⊠Mr′,s′ = M1,2 ⊠ (M1,s ⊠Mr′,s′)M1,s−1 ⊠Mr′,s′
=
( p−3⊕
ℓ=|s−s′+1|+1
ℓ+p+2≡1 (mod 2)
Mr′,ℓ
)
⊕ Pr′,p−1,
which is the same as (5.21) for s+ 1.
• If p+ 2 ≤ s+ s′ < 2p, by induction,
M1,s−1 ⊠Mr′,s′ =
( 2p−s−s′⊕
ℓ=|s−s′−1|+1
ℓ+s−1+s′≡1 (mod 2)
Mr′,ℓ
)
⊕
( p⊕
ℓ=2p+2−s−s′
ℓ+s−1+s′≡1 (mod 2)
Pr′,ℓ
)
,
and by induction and the fusion rules (3.9), (5.13),
M1,2 ⊠ (M1,s ⊠Mr′,s′) =
2p−1−s−s′⊕
ℓ=|s−s′|+1
ℓ+s+s′≡1 (mod 2)
(Mr′,ℓ+1 ⊕Mr′,ℓ−1)
⊕
( p⊕
ℓ=2p+1−s−s′
ℓ+s+s′≡1 (mod 2)
(Pr′,ℓ−1 ⊕Pr′,ℓ+1))⊕A,
where
A =
{
Pr′,p if p+ s+ s′ ≡ 0 (mod 2)
0 otherwise
,
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and we define Pr′,p+1 = 0. From these, we can see that
M1,s+1 ⊠Mr′,s′ = M1,2 ⊠ (M1,s ⊠Mr
′,s′)
M1,s−1 ⊠Mr′,s′
=
( 2p−2−s−s′⊕
ℓ=|s−s′+1|+1
ℓ+s+1+s′≡1 (mod 2)
Mr′,ℓ
)
⊕
( p−1⊕
ℓ=2p−s−s′
ℓ+s+1+s′≡1 (mod 2)
Pr′,ℓ
)
⊕A
=
( 2p−2−s−s′⊕
ℓ=|s−s′+1|+1
ℓ+s+1+s′≡1 (mod 2)
Mr′,ℓ
)
⊕
( p⊕
ℓ=p−s−s′
ℓ+s+1+s′≡1 (mod 2)
Pr′,ℓ
)
,
which is the same as the fusion rule given by (5.21) for s+ 1.
Finally, the fusion rule (5.18) for an arbitrary r ∈ Z follows from (5.21) together with the
fusion rules (3.8) and (5.12) involving M2,1.
Now the fusion rules (5.19) can be proved similarly by induction on s′, using the fusion
rules of Theorem 5.1.4; we omit the details since they are tedious. As for (5.20), we first
note that rigidity of CM(p) and projectivity of Pr,s in C0M(p) imply that the sequence
0 −→ Pr,s ⊠Mr′,s′ −→ Pr,s ⊠ Zr′,s′ −→ Pr,s ⊠ (Mr′+1,p−s′ ⊕Mr′−1,p−s′) −→ 0
is split exact for all r′ ∈ Z, 1 ≤ s′ ≤ p− 1. Similarly, the sequence
0 −→ Pr,s ⊠ Zr′,s′ −→ Pr,s ⊠ Pr′,s′ −→ Pr,s ⊠Mr′,s′ −→ 0
is split exact. Thus
Pr,s ⊠ Pr′,s′ = 2 · (Pr,s ⊠Mr′,s′)⊕ (Pr,s ⊠Mr′+1,p−s′)⊕ (Pr,s ⊠Mr′−1,p−s′),
and then (5.20) follows from (5.19).
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