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Correlation between vortex structures and unsteady loads
for flapping motion in hover
Thierry Jardin Æ Ludovic Chatellier Æ
Alain Farcy Æ Laurent David
Abstract During the past decade, efforts were made to
develop a new generation of unmanned aircrafts, qualified as
Micro-AirVehicles. The particularity of these systems resides
in their maximum dimension limited to 15 cm, which, in
terms of aerodynamics, corresponds to low Reynolds number
flows (Re & 102 to 104). At low Reynolds number, the
concept of flapping wings seems to be an interesting alter-
native to the conventional fixed and rotary wings. Despite the
fact that this concept may lead to enhanced lift forces and
efficiency ratios, it allows hovering coupled with a low-noise
generation. Previous studies (Dickinson et al. in Science
284:1954–1960, 1999) revealed that the flow engendered by
flapping wings is highly vortical and unsteady, inducing
significant temporal variations of the loads experienced by the
airfoil. In order to enhance the aerodynamic performance of
such flapping wings, it is essential to give further insight into
the loads generating mechanisms by correlating the spatial
and temporal evolution of the vortical structures together with
the time-dependent lift and drag. In this paper, TimeResolved
Particle Image Velocimetry is used as a basis to evaluate both
unsteady forces and vortical structures generated by an airfoil
undergoing complex motion (i.e. asymmetric flapping flight),
through the momentum equation approach and a multidi-
mensional wavelet-like vortex parameterization method,
respectively. The momentum equation approach relies on the
integration of flow variables inside and around a control
volume surrounding the airfoil (Noca et al. in J Fluids Struct
11:345–350, 1997; Unal et al. in J Fluids Struct 11:965–971,
1997). Besides the direct link performed between the flow
behavior and the force mechanisms, the load characterization
is here non-intrusive and specifically convenient for flapping
flight studies thanks to its low Reynolds flows’ sensitivity and
adaptability to moving bodies. Results are supported by a
vortex parameterizationwhich evaluates the circulation of the
multiple vortices generated in such complex flows. The
temporal evolution of the loadsmatches the flowbehavior and
hence reveals the preponderant inertial force component and
that due to vortical structures.
1 Introduction
The need for Micro-Air Vehicles (MAVs) to evolve in
constraint environments, implying small dimensions and
ability to hover, leads to focusing on the aerodynamic
performance of flapping wings. Pioneer works (Ellington
1984) based on the flight of insects demonstrate that a wing
undergoing flapping motion induces a highly unsteady and
vortical flow field responsible for the generation of a strong
lifting force. Further numerical and experimental analyses
reveal three major phenomena for characterizing this vor-
tical flow field and the resulting lift (Dickinson et al. 1999).
(1) As the wing translates at high angle of attack (down-
stroke and upstroke), a leading edge vortex is formed,
inducing a strong suction force on the upper surface
(Walker 1931; Dickinson and Go¨tz 1993). This event of
significant importance for the aeronautical community
(delta wings, helicopter rotor blades) is also referred to as
the delayed stall mechanism. (2) At the end of each stroke,
as the wing rotates about a spanwise axis (supination and
pronation) while still translating, an additional circulation
is generated (Kramer 1932; Sane and Dickinson 2002).
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This phenomenon, known as the Kramer effect, tends to
increase lift. (3) As the wing accelerates in the opposite
direction to start a new stroke, it encounters the wake
generated during the previous stroke (Dickinson 1994).
Thus, the force production depends on the positions,
dimensions and strengths of the previously shed vortices.
As a consequence, the use of sophisticated experimental
tools to correlate the temporal evolution of the vortical
structures together with the time-dependent forces experi-
enced by a flapping wing is essential, especially when
focusing on the specific configuration of hovering flapping
flight (as opposed to forward flapping flight) for which the
degree of unsteadiness is maximum. In this paper, an
investigation of an asymmetric hovering flapping flight
case at Reynolds 1000 (Fig. 1) is carried out by means of
TR-PIV measurements which provided a basis to evaluate
the unsteady forces acting on and the vortical structures
around the airfoil through the momentum equation approach
and a multidimensional wavelet-like vortex parameterization
method, respectively.
The flapping motion considered is represented in Fig. 1.
It is characterized by different upstroke and downstroke
angles of attack (20° and 45°, respectively), which implies
an inclined stroke plane in order to maintain hovering, i.e.
a zero mean horizontal force over a flapping period. A par-
ticular interest of such asymmetric motions resides in the
fact that the vertical aerodynamic force is hence a combi-
nation of both lift and drag (Wang 2004). Furthermore, the
main aerodynamic mechanisms significantly differ from
the ones observed in symmetric or ‘‘normal’’ hovering
flapping flight (a complementary study of normal hovering
may be found in Kurtulus et al. 2008).
2 Unsteady loads evaluation
The evaluation of two-dimensional loads is deduced from
the TR-PIV measurements. The method is based on the
integration of flow variables inside and around a control
volume surrounding the airfoil (Noca et al. 1997, 1999;
Unal et al. 1997). Besides the fact that the loads charac-
terization is here non-intrusive, the approach is particularly
powerful in the sense that it allows a direct link between
flow behavior and force mechanisms, which is not a priori
the case when separate techniques are used to extract these
informations. Moreover, the inherent characteristic of a
non-intrusive method is to remove the necessity of model
instrumentation (e.g. pressure probes) so that the approach
may be qualified as cost-effective. In the recent context of
flapping flight investigation, and more generally of MAVs
development, the method furthermore appears as specifi-
cally convenient thanks to its sensitivity to low Reynolds
flows and its adaptability to moving bodies. For such cases,
the use of piezo-electric gauges introduces non-negligible
relative errors caused by the range of measures (e.g. 10 g
loads) as well as the presence of an inertial component (for
non-constant motion).
The approach may be considered under distinguished
forms. Lin and Rockwell (1996) apply a variant based on
the knowledge of the entire vorticity field surrounding a
body (impulse concept, Lighthill 1986) to an oscillating
cylinder in quiescent water. Conducting similar experi-
ments, Noca et al. (1997) extend the approach for a finite
volume of control. The particularity of the formulation
resides in the absence of a pressure term, eliminated from
the momentum equation by algebraic manipulations. Protas
et al. (2000) successfully implement their numerical com-
putations with Quartapelle and Napolitano (1982) equation
in which the pressure term is also eliminated giving rise to
a new flow-independent but geometry-dependent variable.
Unal et al. (1997) suggests another variant for minimizing
the evaluation of spatial derivatives where the pressure
term is deduced from the integration of the pressure gra-
dient. Its application on an oscillating cylinder at Reynolds
3780 shows correct agreement with the forces obtained
by means of both a transducer and the circulation theorem.
Fig. 1 Description of the
asymmetric flapping motion
An identical approach is recently performed to evaluate the
unsteady aerodynamic forces acting on a fixed square
cross-sectional cylinder at a Reynolds number of 4900
(Kurtulus et al. 2007). The variant is also applied to a
steady supersonic flow around a bi-convex airfoil (Oudh-
eusden et al. 2007). Note that a parametrical comparison
between distinguished forms may be found in Noca et al.
(1999).
The present study is based on the application of the
momentum equation approach to the highly vortical and
unsteady flow fields determined by TR-PIV for a two-
dimensional moving profile undergoing complex motion,
i.e. asymmetric hovering flapping flight.
2.1 Theory
Equation (1) gives the instantaneous force F~ tð Þ experi-
enced by the airfoil as function of four components:
F~ tð Þ ¼ ÿq
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where n~ is the normal to the control surface S limiting the
control volume V as shown in Fig. 2, q the fluid density, V~
the flow velocity vector, V~S the velocity of the control
volume and s the viscous stress tensor.
The unsteady and convective terms (the first two
right-hand side contributions) are directly deduced from
the TR-PIV velocity flow fields and account for the rate of
change of momentum due to the flow unsteadiness within
the control volume and the convection across the control
surface, respectively. Note that the convective term is not
integrated over the airfoil surface since ðV
!
ÿ Vs
!
Þ equals
zero for a no-through flow boundary condition. The third
term represents the normal stresses acting on the control
surface. Its deduction requires the knowledge of the pres-
sure p, obtained through the integration of the pressure
gradient along the control surface. The pressure gradient is
calculated from the momentum equation:
DV~
Dt
¼ ÿ
1
q
rpþ mr2V~ ð2Þ
The last term accounts for the viscous stresses on the
control surface. It is derived from the velocity flow fields
but may be neglected for preponderant pressure force flows
or if the control surface is sufficiently far away from the
airfoil. In our case, it contributes to 0.1% of the lift and
drag magnitude.
The present experiments are performed on a two-
dimensional airfoil so that the calculation of Eq. (1) is
reduced to the integration of the flow variables inside a
two-dimensional domain. The x and y aerodynamic coef-
ficients Cd and Cl are deduced from the adimensionaliza-
tion of the x and y components Fd and Fl of the unsteady
force F~ tð Þ using the constant translation speed V0 reached
during downstroke and upstroke and the chord of the airfoil
c such that Cd ¼
2Fd
qcV2
0
and Cl ¼
2Fl
qcV2
0
. Note that x is collinear
to the stroke plane and thus depends on the asymmetry of
the motion.
2.2 Solution methods
The spatial and temporal derivations of the velocity vectors
and the spatial integrations along the control surface and in
the control volume are achieved using second order central
finite difference numerical schemes and the Simpson for-
mula, respectively.
The value of Dt for the calculation of the acceleration
may be chosen to reduce the influence of the experimental
uncertainties without significantly affecting the effective
level of acceleration (David et al. 2006). Nevertheless, in
order to limit the temporal oscillations (due to the experi-
mental uncertainties) of the unsteady loads obtained
through Eq. (1), PIV data are smoothed using sliding fifth
order temporal polynomials, determined by a least square
method in the interval ½t ÿ t
4
; t þ t
4
, so that Dt is set to
0.08t*, where t ¼ c=V0.
As previously expressed, the pressure p in Eq. (1) is
deduced from the second order integration of the pressure
gradient along the control surface. When the present
approach is applied to experimental flow fields, i.e. sub-
jected to measurement uncertainties, this integration step
induces an effect of error propagation. In other words, the
measurement error committed on a velocity vector is
transmitted to the pressure gradient (Eq. 2) and propagated
along the control surface through the integration of the
latter. In order to minimize this effect and to increase the
consistency of the pressure evaluation, the flow is consid-
ered as potential in regions where the vorticity may be
considered as negligible, i.e. its magnitude is below a
specified threshold. As a consequence, either the Bernoulli
equation or the integration of the pressure gradients is usedFig. 2 Control volume definition and pressure evaluation process
whether the flow may or may not be considered as potential
(Fig. 2). Furthermore, the error linked to the propagation
phenomenon increases with the number of integration
steps. Thus, in vortical regions, it is convenient to evaluate
the pressure as the weighted value of the pressures deduced
by integrating the pressure gradients both clockwise
and counter-clockwise. Nevertheless, for two-dimensional
quality measurements, the error propagation is weak. In our
case, we estimated that fixing the nondimensional vorticity
threshold to 0.1, which is two orders of magnitude below
the typical vorticity levels of the flow, only reduces by 1%
the error committed on the pressure term. The pressure
evaluation stands as a critical point in the process of load
prediction since the spatial derivatives used to calculate the
pressure gradients in Eq. (2) emphasize the experimental
uncertainties. Note that extending this evaluation to the
entire flow domain either through the integration of the
pressure gradients or by means of the Poisson equation is
currently under much consideration (Kat et al. 2008).
The resolution has been validated and a parametrical
study has been carried out (dimensions and positions of the
control volume, vorticity threshold, presence of a spanwise
component, numerical schemes, time step) using numerical
flow fields obtained by directly solving the Navier–Stokes
equations (DNS) on an impulsively started NACA0012
profile (Jardin et al. 2008; David et al. 2009). In particular,
the two-dimensional approach applied on three-dimen-
sional flow fields demonstrated that the presence of a
spanwise velocity component significantly affect the
accuracy of the results. Furthermore, the introduction of a
random noise reaching a maximum of ±10% of the
velocity vectors intensity induces a mean error on the
unsteady, convective and pressure contributions of 2, 3.5,
11% and 0.5, 0.5, 6% for the drag and lift predictions,
respectively.
3 Vortex parameterization
The vortical activity in a given flow field can be charac-
terized by a number of indicators, such as vorticity, ens-
trophy (Schram et al. 2004), U2 (Michard and Favelier
2004), or the three topological quantities: Q factor (Chong
et al. 1990), k2 (Jeong and Hussain 1995) and d2 (Vollmers
2001), which are equivalent in the case of two-dimensional
incompressible flows.
Jeong and Hussain’s k2 criterion is being increasingly
used for its detection performances in both two- and three-
dimensional incompressible flows, although the general
discussion remains open (see Haller 2005 for example).
Because a generalization of the present method to three-
dimensional k2 distributions appears possible, the k2
notation will be used here. Essentially, Jeong and Hussain
have demonstrated that, in favorable conditions, regions in
which the second highest eigenvalue of the tensor X2 ? S2,
k2, is negative, indicate the extent of a zone of vortical
activity, say, a vortex. In a two-dimensional flow, k2 is
expressed as follows:
k2 ¼
ou
oy
ov
ox
ÿ
ou
ox
ov
oy
ð3Þ
which yields, in polar coordinates and in the case of a
purely tangential motion (vr = 0 and vh(r)):
k2 ¼ ÿ
vh
r
ovh
or
ð4Þ
Among this type of flows, the Oseen vortex of circular
section is an instantaneous solution of the Navier-Stokes
equation, and is defined by:
vr rð Þ ¼ 0 ð5Þ
vh rð Þ ¼
C
2pr
1ÿ er
2=r2
0
 
ð6Þ
where C and r0 are the vortex circulation and core radius,
respectively. The corresponding k2
0 distribution is then:
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An interesting property of this theoretical formulation is
that it satisfies the initial definition of a wavelet, as it is
zero-mean and square integrable.
Continuous wavelets have been used in a number of
studies in order to extract and parameterize circular-section
vortices according to their alikeness to the Oseen vortex.
Most authors have used the so-called Mexican hat wavelet
to compute wavelet transforms of k2 (Anthoine et al. 2003),
enstrophy (Schram et al. 2004) or d2 distributions (Varun
et al. 2008). In parallel, a calibration of the wavelet
transform against the theoretical Oseen model allows the
estimation of the scale and intensity of candidate vortices.
In all these methods, the mother wavelet is used as an
intermediary parameterizing function between the experi-
mental field and the model. Here, a mother wavelet based
on Eq. (7) is used, so that a direct parameterization of a
candidate vortex against the model is possible. In practice,
once local maxima of the wavelet coefficient resulting from
the wavelet transform of k2 are found, the radii of the
corresponding Oseen vortices are directly known and their
circulation is proportional to the square root of the wavelet
coefficient.
Additionally, the use of a model-based wavelet allows
the introduction of multiple parameters, which conserve
their physical meaning in the process of a wavelet trans-
form. Although the full geometry of an actual vortex may
not be given by a simple synthetic model, parameters
such as ellipticity, orientation, radial deformation, etc. can
be introduced in order to enhance the accuracy of the
detection and parameterization algorithm.
Here, the mother wavelet is based on the normalized k2
distribution obtained from the elliptic-section Oseen vor-
tex, which can be deduced from the circular-section vortex
case via linear transformations. The mother wavelet is then
defined by its scale, translation, ellipticity and orientation
parameters.
Given experimental k2 distributions, a multi-parameter
analysis of the wavelet coefficients is carried out through a
multi-dimensional optimization algorithm based on the
Nelder and Mead’s simplex technique (Nelder and Mead
1965). This kind of algorithm does not fully scan all the
dimensions of parameterization, as in a conventional
wavelet transform, but follows multi-dimensional paths
leading to local maxima of the wavelet coefficient.
Using this approach, the present procedure allows direct
parameterization of the identified elliptic vortices in terms
of position, scale, ellipticity and orientation. Once the
identification of these parameters is obtained, the circula-
tion of each vortex is directly deduced from the wavelet
coefficient associated with the optimized parameters.
Figure 3 illustrates the capacity of parameterization of
the method. The position and a first estimation of the scale
and circulation of candidate vortices are initially given by a
conventional wavelet transform based on the circular
model. Some candidate vortices are rejected if they do not
satisfy a threshold based on the standard deviation of the k2
distribution and if the flow does not locally exhibit a
coherent rotation pattern. Then, ellipticity, orientation,
refined scale and circulation are obtained from the opti-
mization algorithm. Additionally, vortices detected too
close to a boundary or intricate vortices are rejected; the
minimum acceptable separation distance between two
vortices is set to the sum of their radii.
On synthetic velocity fields containing only elliptical
Oseen vortices, the algorithm can achieve the estimation of
the parameters with a relative precision depending mainly
on the scale and ellipticity parameters. Essentially, the
relative accuracy is degraded for large ellipticity and scale
parameters, but remains below 1% for radii comprised
between 1 and 5 grid cells and for an ellipticity parameter
lower than 4. For radii inferior to the PIV cell size, the
global accuracy is of the same order, but erratic results may
appear, as the sub-grid localization is made difficult by the
very compact support of the wavelet. Consequently, iden-
tification of the smallest structures must be conducted with
care.
In terms of robustness to noise, tests on synthetic
velocity fields polluted with Gaussian random noise have
revealed that the loss of accuracy is of the order of the
noise-to-maximum velocity ratio. The analysis of the
present experimental results has shown that the difference
between the initial velocity fields and the velocity fields
locally reconstructed from the identified vortices is, on
average, of the order of 10% of the maximum velocity of
the model vortex. Consequently, the circulation-based lift
predictions will be obtained with a corresponding accuracy.
4 Experimental setup
The experiments are conducted in a 1 9 1 9 2 m3 water
tank filled with 15 lm diameter hollow silver coated glass
particles. The airfoil is a transparent resin NACA0012
profile connected at both ends to Plexiglas plates which
limit three-dimensional effects. The chord and wingspan
are, respectively, 60 and 500 mm long. The translational
and rotational motions of the airfoil are driven separately
through the use of two servo-controlled motors. Their
respective mechanical transmissions are achieved by
means of an endless screw and a pulley as shown in Fig. 4.
TR-PIV is performed with two JAI 8-bits cameras tak-
ing images every 1/1,000 period during the seventh period
of the flapping motion, for which the flow is ensured to be
periodical. The time step allows an accurate calculation of
both velocity and acceleration flow fields. Each camera is
equipped with a 50 mm focal length lens, F# 2.8, for a
370 9 280 mm2 area imaging. The laser sheet, in the air-
foil mid-span plane, is provided directly and indirectly
(through the use of an optical fiber) by a continuous 4.5 W
argon laser system (Fig. 4). The light is equally shared to
illuminate both sides of the airfoil. This method is adopted
in order to reduce the shadow effects.
The velocity flow fields for each camera are deduced
from the TR-PIV images using the 7.2 LaVision software.
A multipass algorithm with a final interrogation window
size of 16 9 16 pixels and 50% overlapping is applied.
Fig. 3 Zoomed view of the k2 distribution around the airfoil at
t/T = 0.45. The detected vortices are indicated as red (positive
circulation) and green (negative circulation) ellipses at model scale
Image deformation and round Gaussian weighting function
are used. Spurious velocities are identified and replaced
with a median filter.
The final velocity flow fields are reconstructed using
Kriging interpolation from the combination of both cam-
eras’ information and known boundary conditions on the
airfoil surface. The advantages of using two cameras are
(1) to increase the spatial resolution and (2) to avoid
inaccessible regions due to the perspective effect. The
cameras share a common view zone so that the velocity
flow fields on the left and right side of the profile come
from the left and right cameras, respectively. The final flow
fields have an area of 570 9 280 mm2.
5 Results
TR-PIV measurements allow determination of the vor-
ticity fields generated by the profile undergoing asym-
metric flapping motion of period T and hence provide
evidence of the spatial and temporal evolution of the
vortical structures. This evolution is correlated with the
unsteady lift and drag forces obtained through the use of
the momentum equation approach applied to the TR-PIV
velocity fields as well as the lift force found by the cir-
culation theorem.
5.1 Wake analysis
Figure 5 displays the non-dimensional vorticity flow fields
at different instants during the flapping motion. One should
have in mind that the translation is taking place along an
inclined path.
At t/T = 0, the airfoil is rotating about its spanwise axis
located 1/4 chord away from the leading edge. The flow is
characterized by two main clockwise (LEV1) and counter-
clockwise (TEV1) rotating structures corresponding to the
shedding of the Leading Edge Vortex and the attachment
of the Trailing Edge Vortex formed during the previous
stroke. Secondary structures observed as negative vorticity
spots in the vicinity of the profile (LEV2) result from the
interaction of a second nascent Leading Edge Vortex,
formed during the latter part of the previous stroke, with
the Trailing Edge Vortex (TEV1).
At t/T = 0.05, the airfoil is translating while still
rotating to reach a 20° angle of attack. The rotating motion
influences the unsteady behavior of the flow (1) by
delaying the formation of the Starting Vortex (SV1) and (2)
by supporting the formation of a new Leading Edge Vortex
(LEV3). The latter is furthermore strengthened by the
presence of a fluid jet directed towards the airfoil by the
combined action of LEV1 and TEV1 as shown in Fig. 5. At
t/T = 0.15, the interaction of the airfoil with LEV1 leads to
the shedding of LEV3. As the translating motion is main-
tained, one can notice that the flow remains attached to the
airfoil in contrast to the fact that the angle of attack is fixed
to 20°, which is above the critical stall incidence for a
NACA0012 profile. This observation is attributable to the
presence of a fluid downwash, resulting from the lift gen-
eration of the previous strokes, which tends to decrease the
effective angle of attack. Nevertheless, the latter strongly
depends on the environing conditions (e.g. previous
strokes’ vorticity) and hence appears as particularly
unstable such that a weak Leading Edge Vortex (LEV4) is
finally formed at the end of upstroke.
At t/T = 0.5, the airfoil is subjected to the opposite
motion to that experienced at t/T = 0. However, the flow
behavior is fundamentally different since no Leading Edge
Vortex was shed during upstroke. The direct consequence
resides in the absence of significant wake capture during
downstroke: as the airfoil starts the downstroke translation,
LEV4 slides on the lower surface to the trailing edge,
supporting the formation of a new Starting Vortex (SV2)
without affecting the nascent Leading Edge Vortex
(LEV5). The latter is hence growing smoothly to form a
consequent low-pressure region on the upper surface at
Fig. 4 Experimental setup and
an example of PIV images
t/T = 0.75. Its influence on the generation of lift is
enhanced as compared to that of a LEV affected by
the wake. In parallel, TERV1 (Trailing Edge Vortex
formed by the rotating motion) and SV2 join to form a
vortex dipole.
At t/T = 0.85, the vortex dipole collapses and LEV5 is
shed into the wake. With the presence of the Trailing
Edge Vortex TEV2 and the formation of a new Leading
Edge Vortex LEV6, the flow field tends to reach a von
Karman shedding state. Note that LEV5, LEV6 and
TEV2 may be considered as LEV1, LEV2 and TEV1,
respectively, putting into evidence the periodical aspect
of the flow.
5.2 Resulting loads
The wake analysis reveals the presence of multiple vortices
whose spatial and temporal characteristics directly affect
the temporal evolution of the unsteady aerodynamic coef-
ficients displayed in Fig. 6. The evolution of the unsteady
loads may be separated into distinguished components
corresponding to the preponderant inertial (rotation and
varying speed translation) motion and that due to the
evolution of the vortical structures during constant trans-
lation motion. The representation of the respective
unsteady, convective and pressure contributions, allows
further insight into the force generating mechanisms.
Fig. 5 Non-dimensional
vorticity fields and main vortical
structures (upstroke left,
downstroke right)
Prior to the analysis of the lift and drag temporal evo-
lutions, it is important to note that the pressure contribution
is quasi null for the lift prediction but preponderant for the
drag prediction. Considering the previous remarks sug-
gested in Sect. 2.2, it is hence probable that evaluating the
drag by means of the momentum equation is less accurate
than evaluating the lift. Furthermore, the latter is supported
by the circulation theorem approach which shows correct
agreement in regions where the effects of added mass (not
taken into account when summing the vortex circulations)
are absent (Fig. 7). We remind that according to the
potential flow theory, an estimation of the instantaneous lift
coefficient can be obtained from the circulation of all the
identified vortices, through the expression Cl ¼
2C
cV0
. Better
comparison could still be achieved by restricting the
approach to long life/strong vortices, reducing the back-
ground noise.
5.2.1 Lift prediction
The first event represented in Fig. 6 is a strong positive
peak of the lift from t/T = 0.1 to t/T = 0.15 induced by
the growth of LEV3 as the airfoil translates through
its wake. The shedding of LEV3 due to its interaction
with LEV1 implies a sharp decrease of the lift which tends
to a weak value (Cl & 0.5). The lift remains constant
between t/T = 0.2 and t/T = 0.325 until the formation of
LEV4.
From t/T = 0.4, the influence of LEV4 on lift
enhancement is superimposed with both rotating and
decelerating inertial effects. Furthermore, this influence
depends on the relative positions of LEV4 and the airfoil,
hence varying according to the angle of attack variation. As
a consequence, the lift coefficient increases to approxi-
mately 1.5 at t/T = 0.45 before sharply tending to zero at
the end of upstroke.
At t/T = 0.5, the unsteady lift exhibits a quasi-null value
due to the position of the airfoil (i.e. nearly vertical) as well
as a zero translation speed. The following acceleration
coupled with a decreasing angle of attack leads to the rapid
increase of the lift through both the inertial effects and the
formation of LEV5. This increase seems reduced slightly
after t/T = 0.6 which matches the end of the rotation and
varying translation speed phase, hence the contribution of
the inertial forces. Note that latency probably arising from
viscous effects is observed between the end of the rotation
and varying translation speed phase (t/T = 0.61) and the
effective influence of the inertial forces on the unsteady lift
(t/T & 0.62).
The spatial and temporal behavior of LEV5 guides the
temporal evolution of the lift throughout the constant
speed translation phase. Thus, a substantial level of lift
(Cl & 1.5) is maintained when LEV5 is closely attached to
the airfoil, followed by a decrease (from t/T = 0.73) as
LEV5 smoothly detaches to be shed into the wake. The
unsteady lift reaches its lowest value (Cl & 0.45) near
Fig. 6 Unsteady lift and drag
coefficients and the respective
unsteady, convective and
pressure contributions
Fig. 7 Comparison of lift coefficients calculated via the momentum
equation and the circulation theorem
t/T = 0.85 and is then subjected to the influence of LEV6
as evident by its consequent increase.
At t/T = 0.9, besides the decrease in translation speed,
the previous lift enhancement seems maintained, and
eventually strengthened, through the rotating motion which
adds supplementary circulation to the environing fluid. As
the airfoil angle of attack is such that LEV6 is less effec-
tive, the lift tends sharply to a zero value.
5.2.2 Drag prediction
On the contrary to the lift coefficient, the pressure contri-
bution (for which arises the major errors due to experi-
mental uncertainties) of the drag coefficient may not be
considered as negligible. Thus, the analysis of the drag
temporal evolution should be treated with great care, spe-
cifically when strong variations of the pressure contribution
are exhibited.
In this section, for sake of clarity, we remind that the x
component of the force F~ tð Þacts as drag when it is nega-
tive/positive during upstroke/downstroke and as thrust
when it is positive/negative during upstroke/downstroke.
At t/T = 0.12, the drag exhibits a negative peak prob-
ably arising from the translating acceleration combined
with the formation of LEV3. Between, t/T = 0.2 and
t/T = 0.4, the drag is weak, quasi unaffected by the presence
of LEV3 (shed in the wake through the wake capture) and
LEV4, the airfoil position being parameterized with a low
angle of attack. A significant augmentation is observed at
t/T = 0.4 as the airfoil starts to rotate, increasing its angle
of attack, hence its y axis projected surface. The latter
effect is combined with a dropping translation speed such
that the drag reaches its maximum value at t/T = 0.45 and
rapidly decreases until the end of upstroke. It is here clear that
the corresponding phase is dominated by the inertial effects.
At the beginning of downstroke, the relative positions of
LEV4 and TERV1 induce a fluid jet oriented towards the
airfoil surface (Fig. 5) which supports the production of
drag. As LEV4 slides on the lower surface (t/T & 0.55),
the augmentation of drag by the fluid jet is eliminated.
However, as observed for the lift, a substantial level due to
the attachment of LEV5 on the airfoil surface is maintained
throughout the downstroke. At t/T = 0.75, the drag
decreases along with the shedding of LEV5 but is rapidly
enhanced by the formations of TEV2 and LEV6.
6 Conclusion
Time Resolved Particle Image Velocimetry is used as a
basis to evaluate both (1) the spatial and temporal evolution
of the vortical structures generated around a two-dimen-
sional NACA0012 airfoil undergoing asymmetric flapping
motion and (2) the resulting unsteady lift and drag through
the momentum equation approach and a multidimensional
wavelet-like parameterization. The latter, based on the k2
distribution, demonstrates correct agreement with the
momentum equation approach when predicting the lift in
regions where inertial forces are not preponderant. Hence,
the use of both methods allows an accurate temporal cor-
relation and further insight into the lift generating mecha-
nisms, which is essential when focusing on aerodynamic
performance enhancement. Despite the complex motion of
the airfoil involving the contribution of strong inertial force
components and generation of highly unsteady vortical
flow fields, the lift and drag exhibit levels and temporal
behavior consistent with the dimensions, formations and
shedding of the multiple vortices. In particular, it is shown
that the aerodynamic forces principally arise from (1) the
presence of Leading Edge Vortices during the constant
translation speed phases, (2) the inertial force components
during the rotating and varying translation speed phases
and (3) the relative positions of the shed vortices which
may in some cases induce significant fluid jets impacting
the airfoil. Note that these observations augment the
description of the mechanisms mentioned in the introduc-
tion. Nevertheless, one should keep in mind that, on the
contrary to the lift evaluation, the drag prediction by
means of the momentum equation approach is subjected
to specific difficulties linked to the pressure contribution
evaluation.
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