In this paper, a speech segment network approach for the construction of a suitable synthesis unit set with which high-quality speech can be synthesized, and yet which is of small enough size to be practical, is proposed. The speech segment network approach selects a synthesis unit set in which segmental and/or inter-segmental distortions are minimized by using combinatorial optimization methods such as iterative improvement and simulated annealing. Experimental results using diphone segments have shown that the suitable diphone unit sets, with total or maximum of inter-segmental distortion reduced by about 35 and 30%, respectively, can be constructed using this method. This reduction rate was enhanced as the segment candidate population increased. Effectiveness of this unit set design was also perceptually confirmed by a listening test, using speech synthesized with the selected diphone unit set.
Introduction
Rule-based speech synthesis can be used as a part of various types of speech synthesis, such as text-to-speech synthesis and a voice-response system. Rule-based speech synthesis achieved by concatenating small segments of analysed natural speech has been studied to attain high-quality synthetic speech. In segment concatenative scheme, segments for concatenation are stored in a synthesis system as synthesis units, such as diphone, demi-syllable and polyphone. From a set of stored units, unit sequence is selected for arbitrary target utterance, then speech signal is generated controlling prosody, which contains pitch, phoneme duration and segmental power. While to get high quality of synthetic speech, all processes in synthesis, which contain synthesis unit set construction, unit sequence selection, prosody control and waveform synthesis, should be suitably implemented, this paper will be focused on construction of set of synthesis units. It is important to prepare suitable units to ensure the quality of the resultant synthesized speech. Preferably, units should both represent allophonic characteristics properly and be concatenated naturally.
In the search for better speech quality, many kinds of synthesis units have been proposed (Sagisaka & Sato, 1986; Klatt, 1987) . CV (Consonant-Vowel) 
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N. Iwahashi and Y. Sagisaka & Imai, 1979) has been commonly used for Japanese speech synthesis, because a small number of combinations of CV (about 150 types) can cover all possible Japanese utterances. In order to appropriately achieve the natural spectral dynamics of detailed coarticulation, longer units such as VCV, CVC, demi-syllable, triphone and polyphone are becoming popular as synthesis units (Sagisaka & Sato, 1986; Ichikawa, Iwata, Mitome & Fushikida, 1987; Salza, Sandri & Forti, 1987; Sagisaka, 1988) .
On the other hand, in representing allophonic variation around concatenation portions, the number of units shows a tendency to increase for different phoneme contexts (Sagisaka, 1988; Olive, 1990) . Additionally, on perceptually reducing degradation at concatenation, concatenation at consonant portions proved to be effective (Sato, 1984) . To satisfy these demands, a larger number of units is necessary. However, it is difficult to prepare all necessary phoneme contexts as a unit set.
Recently, adequate use of a large set of units has proved to yield high quality speech to a certain extent, if a suitable procedure for selecting unit sequences for target utterances is employed (Hirokawa & Hakoda, 1990; Iwahashi, Kaiki & Sagisaka, 1992 , 1993 Takeda, Abe & Sagisaka, 1992) . In selecting unit sequences, several criteria were used to measure the suitability of unit sequences for input phoneme sequence, such as unit length, phoneme context around units, attribute of phoneme at concatenation point, pitch in segment, and so on. Based on such criteria, suitable segment sequences for target utterances could be selected by a dynamic programming technique (Iwahashi et al., 1992 (Iwahashi et al., , 1993 .
Even so, the unit set stored in a synthesis system should be constructed adequately so as to include suitable units phonemically and acoustically. No matter what kind of units are used, a well-designed unit set is of great importance for synthesized speech quality. On the other hand, the size of this set is expected to be small in a practical synthesis system. The size requirement of the unit set is due to two factors: computational cost for searching the best unit sequence from the unit set and storage cost for the unit set. A unit set that satisfies both speech quality and size requirements is preferable.
Hitherto, when constructing such a unit set, the unit set has been built by iterative replacement and listening (with heuristics) using a large source database. This operation is time-consuming, and provides no guarantee that a better unit set can be obtained, because it is impractical to listen to all unit combinations and select a better unit set. Constructing a unit set can be taken as a combinatorial optimization process: the best unit subset is chosen from the large source unit set. It is difficult to find the best solution to this combinatorial problem using heuristic means, partly because the number of combinations is vast when the source unit set is large, and partly because suitability of a unit set is not measured objectively. An automatic procedure is needed for the selection of an optimal synthesis unit set.
To automatically construct a suitable unit set for high quality synthetic speech, optimality of the unit set has to be evaluated objectively by some means. Similar objective evaluation has been studied for the selection of the best unit sequence for target utterance. The segmental optimality of unit sequences for arbitrary input phoneme sequences can be considered by breaking it into two parts: suitability of spectral characteristics in each unit and suitability of concatenation between adjacent units. Improving smoothness of concatenation leads to higher quality synthesized speech, as well as use of units, each of which represents appropriate spectral characteristics for its context (Hirokawa & Hakoda, 1990; Nomura, Mizuno & Sato, 1990; Takeda et al., 1992) . However, these suitabilities are measured separately, and an inclusive measure-SSN approach for synthesis unit set ment has not yet been found. We have reported that at the stage of unit sequence selection, reducing the following types of distortion, which correspond to the abovementioned suitabilities, is effective in obtaining high quality speech (Iwahashi et al., 1992 (Iwahashi et al., , 1993 , although these two distortions were not integrated.
(a) Intra-segmental distortion: it is preferable if each unit suitably represents acoustical characteristics on contextual variations. This is applied to measurement of typicality of segments to corresponding contextual effects of allophonic characteristics. It is calculated by the difference between the spectral pattern of a segment and the typical pattern for the target context. (b) Inter-segmental distortion: it is preferable that adjacent units be connected acoustically in a smooth manner. This is applied to measurement of smooth concatenation between segments. It is calculated by the difference of the spectral patterns of adjacent units at the concatenation point.
Correlation between these objective criteria and subjective scores on the quality of synthesized speech has already been shown (Iwahashi et al., 1992 (Iwahashi et al., , 1993 . For more precise measurements, prosodic effects on segmental spectra, such as effects of duration and pitch, can be considered in intra-segmental distortion as well as the effects of the adjacent phoneme context. However, modifying pitch and duration in segment by an adequate method causes a quite smaller spectral distortion than the difference of the adjacent phoneme context does. Besides, discontinuity of the pitch contours of the two adjacent units has to be considered strictly in the inter-segmental distortion, if segments are concatenated without modifying pitch. While in a synthesis scheme in which pitch is modified by adequate rules, such a consideration is not necessary.
Because the construction of a synthesis unit set can be taken as a process for preselection of units for all possible target utterances, the above-mentioned distortions as objective criteria can be used for evaluating the optimality of a synthesis unit set, as well as the optimality of a sequence of units for each target utterance. As a method for constructing a synthesis unit set by objective criteria, the contextual-oriented clustering method (Nakajima & Hamada, 1988) , which reduces intra-segmental distortion, has been proposed. However, a method which reduces inter-segmental distortion has not yet been proposed. A method which reduces not only intra-segmental but also inter-segmental distortion is necessary to ensure both the high quality and small size of the unit set. Reducing intra-segmental distortion can be taken as basic problem of clustering and calculating centroids in each cluster; reducing inter-segmental distortion is a different type of problem. As a method for coping with this problem, using a graph scheme, Speech Segment Network (SSN) approach is described in the following section.
Unit set construction using Speech Segment Network approach

Speech Segment Network
In order to construct a synthesis unit set, speech segments are selected from a source database which consists of a large amount of speech segments, where each speech segment is extracted from natural speech according to manually labelled phonetic boundaries. The segments are represented by analysed parameters, such as cepstrum parameters and pitch synchronous waveform. Optimality of a unit set is evaluated by calculating the sum of intra-segmental distortions of all segments in the unit set and the sum of inter-segmental distortions between possible concatenated segments. The intra-segmental distortion of each segment is measured as the mean of distances from the controversial segment to all the other segments which could be used in the same context at a synthesis stage. Inter-segmental distortion is measured by the spectral difference at a concatenated point between units.
To minimize these distortions in a unit set as cost, we considered the selection of a synthesis unit set as a combinatorial optimization problem. The problem is defined as follows: Find a unit set which consists of segments selected one by one from each subset of segments in a source database so as to minimize the cost for the unit set, where subsets of segments in a source database are given beforehand, and consist of segments which are used for representing same unit inventories, such that all unit inventories corresponding to the subsets can cover all possible phoneme sequences in speech. The cost value is calculated by using intra-segmental and/or inter-segmental distortions. Not only minimizing the sum of these distortions, but also suppressing their maximum is of importance when considering perceptual characteristics. It is preferable that a cost function be able to cope with this.
To consider intra-segmental and inter-segmental distortions in a unit set geometrically, SSN is defined as a network of segments with values representing the degree of distortion that would occur both in each segment and between segments, if concatenated in a synthesis process. Let set S and its element s i be a source database and the ith segment in it, respectively, where a collection A of disjoint subsets of the set S is given. Each subset in A is distinguished by unit inventories represented by segments in them.The SSN is defined as a directed graph G(V, E), E=E 1 jE 2 . Vertices v i vV, and edges e i, j = (v i , v j ) (here, if i=j, then e i, j vE 1 , else e i,j vE 2 ) are defined as following: v i : the ith vertex that is identical to element s i vS. e i,i vE 1 : self-loop that has values corresponding to intra-segmental distortions d i,i of ith segment. e i, j vE 2 : edge that has values d i, j of inter-segmental distortion by concatenation of the jth segment following the ith segment, which could be connected in a synthesis process.
Each vertex in the graph G is put into a subset of V that is identical to a subset in A. Moreover, a directed subgraph C(V′, E′)G is defined as a network which consists of vertices selected one by one from each subset of V, and edges
A cost function for the directed subgraph C(V′, E′) is defined as
is the sum of distortions, and if =x, f(·) is the maximum of distortions. The desired synthesis unit set which constructs C * is obtained by searching C * for the following:
This unit set has small intra-segmental distortion and/or inter-segmental distortion. A major advantage of the SSN approach is that it can reduce inter-segmental distortions in the unit set, as well as intra-segmental distortions. An optimal speech unit set can be obtained if the selected segments set minimizes cost. For instance, an outline SSN for Japanese diphones consisting only of vowels is shown in Fig. 1 and Fig. 2. 
Optimization methods
To get the best solution for the defined optimization problem in the previous subsection, enormous computational time is generally necessary. The computational time for searching C * in the SSN approach increases rapidly as the number of subsets and the number of segments in each subset increase. We consider this computational complexity from the viewpoint of NP-completeness (i.e. completeness in nondeterministic polynomial time) in the Appendix.
The kinds of unit inventories attributed to subsets in a source database depend on the kinds of segments to be used as synthesis units, such as CV, diphone, triphone and polyphone. For instance, in the case of CV units, the number of CV subsets is about 150 for Japanese. Generally, more units need to be used for adequate speech quality. Thus, a larger number of subsets are used in the SSN approach. Even if a CV unit set ia ai io is used, it would take an enormous amount of time to solve the problem by checking all combinations. As an efficient solution, there are useful techniques, such as the branch-and-bound method, simulated annealing and iterative improvement, which could all be used to solve this problem sub-optimally. We used an iterative improvement method and simulated annealing. In iterative improvement, each selected combination is slightly changed at each step so that the cost value decreases in an iterative process. This method decreases the cost value deterministically and yields a minimal value within a local search. Simulated annealing (Kirkpatrick, Gelatt Jr. & Vecchi, 1983; van Laarhoven & Aarts, 1987) decreases the cost probabilistically, and is able to achieve a global minimum. This technique is based on simulation of the annealing of solids. As temperature T decreases, the Boltzmann distribution concentrates on the states with lowest energy. The simulated annealing can be implemented as the following algorithm:
• Get an initial network C.
• Get initial temperature T 0 .
• While not yet "frozen", do the following:
• Repeat L times the following: SSN approach for synthesis unit set • Pick a random cluster V x • Select C y which includes vertex v y (vV x ) with probability
• Set C=C y .
• Update temperature T.
• Return C.
Experiments for constructing a diphone unit set
Experiments were performed to evaluate whether a unit set could be selected by the SSN approach so as to reduce distortions within it. In the experiments, diphone unit sets for Japanese, consisting of 269 units, were selected from a source database which included diphone segments. Each segment consists of a time sequence of low-order cepstrum parameters analysed from digitized natural speech, which represent the spectral envelope of speech. Analysis conditions for speech segments are shown in Table I . Cepstrum parameters were obtained by the improved cepstrum method . Segments were selected one by one from subsets for each diphone inventory in the synthesis unit set.
In the following experiments, reduction of only inter-segmental distortion by the SSN approach was evaluated, partly because the main advantage of the SSN approach is the reduction of inter-segmental distortions, and partly because the weighting between inter-segmental distortion and intra-segmental distortion should be considered from the view point of the perceptual characteristics; and we would first like to separate this problem from the SSN optimization algorithm. This restriction does not cause any loss of generality in the SSN optimization algorithm.
Inter-segmental distortion d ij , by concatenation of segment s j following segment s i , is calculated as follows:
where c j,k represent the kth cepstral parameter of the end frame of the preceding segment s i , and the start frame of the following segment s j , respectively; P is the order of cepstrum.
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Diphone segment network
The number, M s , of segments in each subset was an experimental variable; 4, 6, 8 and 10 were tried in order to evaluate the effects of various source database sizes. For a source of diphone units, an isolated-word database (Takeda, Sagisaka & Katagiri, 1987) , consisting of 5456 words was used. Because the number of segments for some diphone inventories in this database was less than M s , the total number of segments were 990, 1441, 1879 and 2310, respectively. To create the SSN, inter-segmental distortion values between segment s i and segment s j , which could be connected in a synthesis process, were given as the value d i, j to edges e i, j between the vertices v i and v j . Intersegmental distortions were calculated at the centre portions of vowels, semi-vowels and nasals, and zero values were given at the others, because it is effective for speech quality to reduce inter-segmental distortions at these portions (Takeda et al., 1992) . To check simply whether the SSN approach could reduce inter-segmental distortions in the synthesis unit set, zero values were given to edges e ii .
Optimization
For optimization procedures in SSN, both iterative improvement and simulated annealing were tested. Unit sets were selected by the following methods:
(1) Min -Sum -II by iterative improvement; networks were selected to minimize the sum of inter-segmental distortion. (2) Min -Sum -SA by simulated annealing; networks were selected to minimize the sum. (3) Min -Max -II by iterative improvement; networks were selected to minimize the maximal inter-segmental distortions using a maximum norm. For simplicity of calculation, the minimization was carried out using the approximated value i,j d In addition, a unit set which minimizes distortion within subsets was selected for comparison with the unit sets derived by the SSN approach. This unit set can be obtained by choosing the nearest segment to a centroid in each subset (quoted as the Centroid method in the following). This synthesis unit set minimizes the sum of intrasegmental distortion, but does not deal with inter-segmental distortion.
Results
First, the distribution of mean inter-segmental distortion of unit sets selected randomly 100 000 times in the case of M s =10 is depicted in Fig. 3 . In this figure, the mean segmental distortion of the unit set selected by SSN optimization (Min -Sum -SA, M s = 10) is also shown. This figure shows that the unit set selected by SSN optimization has half as much mean inter-segmental distortion as those selected randomly.
The mean of inter-segmental distortions, maximum values and variances in the selected unit sets are shown in Fig. 4 . Min -Sum -II and Min -Sum -SA methods reduced the mean of inter-segmental distortions by about 20>35% of that achieved by the Centroid method [ Fig. 4(a) ]. Min -Max -II and Min -Max -SA methods reduced the maximum value of inter-segmental distortions by about 30% of that achieved by the SSN approach for synthesis unit set Centroid method [ Fig. 4(b) ]. Inter-segmental distortions decreased as M s increased.
Variance by minimizing the maximum was smaller than by minimizing the sum (Fig.  4c) . There is not a large difference between iterative improvement and simulated annealing methods for reducing inter-segmental distortions. Distributions of intersegmental distortion in unit sets are shown in Fig. 5 for Centroid, Min -Sum -SA and Min -Max -SA, for M s =10. It was proved that the distribution moved into a lower area in inter-segmental distortion by using Min -Sum -SA and Min -Max -SA. In addition, the change of inter-segmental distortions can be seen clearly in Fig. 6 , which shows the relationship between inter-segmental distortions in unit sets selected by Centroid and Min -Sum -SA methods for M s =10. Finally, the convergence process of the cost value by simulated annealing in Min -Sum -SA (M s =10) is shown in Fig. 7 in contrast with values of temperature T. In this case, parameters in simulated annealing were set as L=6750, T 0 =6000, and T was updated by T new =0·99×T old .
Perceptual evaluation
Reduction of inter-segmental distortions by the SSN approach was verified by the experimental results in the previous section. It has already been reported (Iwahashi et al., 1992 (Iwahashi et al., , 1993 ) that reducing the value of this objective measure can improve the quality of synthetic speech as mentioned in Section 1. In speech synthesis, however, any difference of possibly related factors can affect the quality of synthetic speech. So, we conducted a listening test to ensure that the constructed unit set could produce synthetic speech of perceptually better quality. The listening test was carried out by comparing synthesized speech with the unit set selected using the SSN approach, and one using the Centroid method.
Speech samples were synthesized by a LMA filter (Imai, 1980) , with 30 order cepstrums. The pitch pattern, phoneme duration and power component were kept the SSN approach for synthesis unit set same as in natural utterances. In the process of connecting segments corresponding to phonemes, except for vowels and semi-vowels, automatic boundary adjustment (Takeda et al., 1992) was carried out in order to minimize cepstral discontinuity.
Subjects. There were seven females. Procedure. Preference judgment of randomly presented pairs of speech samples was used. Speech samples. Forty-eight words synthesized with unit sets were selected by (a) the Centroid method, and (b) the Min -Sum -SA method for M s =10.
The relationship (Fig. 8) between inter-segmental distortions in synthetic words for the test with Centroid and Min -Sum -SA is similar to that of the whole inter-segmental distortions in the unit sets shown in Fig. 6 . This shows that speech samples used as stimuli can represent two unit sets without bias in terms of inter-segmental distortion distribution.
In the results, a preference score of 64% was obtained for (b). This proves that the SSN approach Min -Sum -SA produces a better quality output than the Centroid method. That is, reducing inter-segmental distortions in a unit set improves the quality of synthetic speech perceptually, compared with the usual method.
Conclusion
The SSN approach has been proposed for obtaining a synthesis unit set from which high-quality speech can be synthesized, and yet which is small enough to be practical. Such a unit set is selected from a large source database by minimizing intra-segmental and/or inter-segmental distortions. The SSN approach selects an optimal subset from the whole SSN made from a large source database. Use of simulated annealing or iterative improvement methods overcomes the combinatorial difficulty.
Experimental results for the selection of a diphone unit set showed that the SSN approach efficiently selects a unit set in which the mean and/or maximum of intersegmental distortion is small. Effectiveness for reducing inter-segmental distortion was enhanced as the segment candidate population increased, while it is not clear whether inter-segmental distortions converge into zero or not. SSN approach for synthesis unit set
1e-01 In the experiments, there is not a large difference between the simulated annealing and iterative improvement methods. However, in finer unit set building, with contextdependent units and other perceptually relevant measures, the simulated annealing method has a potential to achieve better quality.
Unit inventory type, which is attributed to the subsets in a source database, is of importance for the quality of synthetic speech. Although diphone units were used in the experiments to check basic performance of the SSN approach, we think that the SSN approach is applicable to longer units, such as varying size units. Besides, in the SSN approach described in this paper, subsets in a source database, i.e. unit type, are given in advance. Preferably, the organization of unit inventories should be optimized as well as the segments in each inventory. Contextual-oriented clustering (Nakajima et al., 1988) is such a method, but only intra-segmental distortion can be considered in it. The SSN approach might be able to be extended to the simultaneous optimization of both subsets and segments; both organization of unit inventories and segment in each inventory are optimally chosen. This is one of the subjects of future research.
Furthermore, the procedure of selecting the suitable unit sequence from many possible unit sequences in a large set of units, has been studied to get high quality speech (Hirokawa & Hakoda, 1990; Iwahashi et al., 1992 Iwahashi et al., , 1993 Takeda et al., 1992) . Preferably, unit set should be optimized for the synthesis system with the unit sequence selection scheme, so that suitable unit sequence can be selected from it for arbitrary input utterance. However, the described SSN optimization algorithm assumes that there is only one candidate of unit sequence for each input phoneme sequence, that is, one unit sequence corresponds to each input phoneme sequence without any choice. The extension of the SSN approach to the optimal construction considering the unit sequence selection procedure, is also the subject of future research. In speech synthesis, automatic optimization methods like the proposed SSN approach depend on the objective measures of the quality of synthetic speech, such as intersegmental distortion, intra-segmental distortion, etc. However, perfect objective measure which represents the quality of synthetic speech directly has not been achieved. When considering automatic optimization methods, insufficient objective measure is always a problem. This makes the research on optimization of speech synthesis system difficult. It is necessary to pursue a perceptually more relevant measure. The SSN approach provides the algorithmic scheme for the optimization of a unit set. We think that a better objective measure could enhance the effectiveness of the SSN approach. In this decision problem, we can give a value on intra-segmental and inter-segmental distortions to each distance h(s i , s j ) without any loss of generality; other correspondences to the SSN optimization problem are straightforward. Clearly, if we could find an optimal solution to the SSN optimization problem, then we could also solve minimizing sum of all distances in polynomial time. All we have to do is find the minimal value of cost in the SSN optimization problem and compare that value to the given bound B. Thus, if we could demonstrate that minimizing sum of all distances is NP-complete, we would know that the SSN optimization problem is at least as hard. We show computational complexity in the SSN optimization problem by proving the following theorem. Theorem 1. Minimizing sum of all distances is NP-complete. Proof: It is easy to see that minimizing sum of all distancesvNP, since a nondeterministic algorithm need only guess a subset S′, which contains exactly one element from each subset in A, and check in polynomial time whether sum of the distances for all pairs of elements in S′ is no more than B.
We transform 3-satisfiability problem, which is NP-complete, to minimizing sum of all distances. Let collection C={c 1 , c 2 , . . . , c m } of three-literal clauses on a set U={u 1 , u 2 , . . . , u n } of Boolean variables be arbitrary instance of 3-satisfiability. We must construct a collection A of disjoint subsets of a finite set S and a distance h(s i , s j )vZ We construct such instance through a graph G(V, E) corresponding to the instance of 3-satisfiability. For each variable u i vU, given a subgraph T i (V i , E i ) with V i ={u i , ū i } and E i ={{u i , ū i }}, that is, two vertices joined by a single edge. For each clause c j vC, given a subgraph Q j (V′ j , E′ j ), consisting of three vertices and three edges joining them: E″ j . Fig. 9 shows an example of the graph corresponding to U={u 1 , u 2 , u 3 , u 4 } and C= {{u 1 , u 2 , u 4 }, {ū 2 , u 3 , u 4 }}. Moreover, we construct the instance of minimizing sum of all distances corresponding to the graph G(V, E). The corresponding instance of minimizing sum of all distances has a set S that is identical to V with |S|=2n+3m. Each subset in A is identical to each of subsets V i and V′ j with |A|=n+m. For any two elements s i , s j vS which are identical to v i , v j vV, distance h(s i , s j ) is defined to be 2 if {v i , v j }vE and 1 otherwise. The bound B is set equal to (n+m)(n+m−1)/2: the number of all pairs of subsets in A.
It is easy to see how the construction can be accomplished in polynomial time from 3-satisfiability to minimizing sum of all distances, through the graph G(V, E). All that remains to be shown is that C is satisfiable if and only if there is a subset S′ which contains exactly one element from each subset in A, such that the sum of distances in all pairs of vertices in S′ is no more than B.
First, suppose that S′gS is a subset which contains exactly one element from each subset in A with |S′|=|A|=n+m, such that the sum of distances in all pairs of elements in S′ is no more than B. Since any two elements are either distance 1 or 2 apart, and
