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semigroup. Moreover, the well-posedness of the problem (FACP) is also discussed. It is
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1. Introduction
Let X be a Banach space. By C([0,∞), X), resp. Ck([0,∞), X), we denote the spaces of functions f : [0,∞) → X , which
are continuous, resp. k-times continuously differentiable. Let α > 0 and m = [α], the smallest integer greater than or equal
to α. The α-order Riemann–Liouville fractional derivative of u ∈ C([0,∞), X) is deﬁned by
0D
α
t u(t) =
dm
dtm
t∫
0
(t − r)m−1−α
Γ (m − α) u(r)dr, (1.1)
where Γ (·) stands for the Gamma function. For the sake of convenience, the following notations are commonly used in the
literature:
gα(t) =
{
tα−1
Γ (α) , t > 0;
0, t  0,
(1.2)
and
Jαt u(t) = (gα ∗ u)(t) =
t∫
0
gα(t − τ )u(τ )dτ , u ∈ C
([0,∞), X). (1.3)
✩ This work was supported by the Natural Science Foundation of China under the contact No. 60970149.
* Corresponding author.
E-mail addresses: jgpeng@mail.xjtu.edu.cn (J. Peng), kexueli@gmail.com (K. Li).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.07.009
J. Peng, K. Li / J. Math. Anal. Appl. 385 (2012) 786–796 787Then the α-order derivative operator 0Dαt · can be written as
0D
α
t u(t) =
dm
dtm
Jm−αt u(t). (1.4)
Let A : D(A) ⊂ X → X be a linear operator densely deﬁned in X . Consider the following Cauchy problem for the fractional
evolution equation of order α:
(FACP)
{
C
0 D
α
t u(t) = Au(t), t > 0;
u(0) = x, u(k)(0) = 0, k = 1,2, . . . ,m − 1,
where C0 D
α
t · is the modiﬁed Caputo fractional derivative operator
C
0 D
α
t u(t) = 0Dαt
(
u(t) −
m−1∑
k=0
tk
k!u
(k)(0)
)
. (1.5)
It is easy to show that for u ∈ Cm([0,∞), X), C0 Dαt u(t) can be calculated by
C
0 D
α
t u(t) =
1
Γ (m − α)
t∫
0
(t − τ )m−1−αu(m)(τ )dτ , (1.6)
which is just the original deﬁnition of Caputo fractional derivative (see, e.g. [9]).
Based on the fact that the solvableness of (1.5) is equivalent to that of the following integral equation
u(t) = x+
t∫
0
gα(t − τ )Au(τ )dτ , t  0, (1.7)
E. Bajlekova [1] introduced the notion of solution operator for (1.5) as follows.
Deﬁnition 1. (See [1, Deﬁnition 2.3].) A family {Tα(t)}t0 of bounded linear operators of X is called a solution operator for
(FACP) if the following three conditions are satisﬁed:
(a) Tα(t) is strongly continuous for t  0 and Tα(0) = I (the identity operator),
(b) Tα(t)D(A) ⊂ D(A) and ATα(t)x = Tα(t)Ax for all x ∈ D(A) and t  0,
(c) u(t) = Tα(t)x is a solution of (1.7) for every x ∈ D(A).
Remark 1. The notion of solution operator for (FACP) is followed from [11, Deﬁnition 1.3], where the notion “resolvent” is
deﬁned for some resolvent equation more general than (1.7). Solution operator is also called α-times resolvent family in
some references; see, for example, [3,6].
The solution operator for (FACP) has been systematically investigated in the work of E. Bazhlekova and her collaborators
(cf. [1]), the obtained results generalize some facts of C0-semigroups and cosine families. Recently, Chen and Li [3] found
a novel characteristic of solution operator, and thereby developed a purely algebraic notion, named α-resolvent operator
function.
Deﬁnition 2. (See [3, Deﬁnition 3.1].) A family {Sα(t)}t0 of bounded linear operators of X is called an α-resolvent operator
function if the following conditions are satisﬁed:
(a) Sα(t) is strongly continuous for t  0 and Sα(0) = I ,
(b) Sα(t)Sα(s) = Sα(s)Sα(t) for all t, s 0, and
(c) there holds for all t, s 0,
Sα(s) J
α
t Sα(t) − Jαs Sα(s)Sα(t) = Jαt Sα(t) − Jαs Sα(s), (1.8)
where Jαt · is the integral operator deﬁned by (1.3).
It has been proved in [3] that a family {Sα(t)}t0 is an α-resolvent operator function if and only if it is a solution
operator for a certain fractional Cauchy problem. This veriﬁes the conjecture, long existing in the literature, that fractional
abstract Cauchy problems can be studied using purely algebraic methods, just like using the semigroup property T (t + s) =
T (t)T (s) to study ﬁrst-order abstract Cauchy problems.
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0 < α < 1 and any real a, there holds
t+s∫
0
Eα(aτα)
(t + s − τ )α dτ −
t∫
0
Eα(aτα)
(t + s − τ )α dτ −
s∫
0
Eα(aτα)
(t + s − τ )α dτ = α
t∫
0
s∫
0
Eα(arα1 )Eα(ar
α
2 )
(t + s − r1 − r2)1+α dr1 dr2, t, s 0,
(1.9)
where Eα(z) is the one-parameter Mittag–Leﬄer function deﬁned by
Eα(z) =
∞∑
k=0
zk
Γ (αk + 1) , z ∈ C. (1.10)
Notice that Eα(atα) solves the particular fractional evolution equation:
C
0 D
α
t u(t) = au(t), t  0, (1.11)
it is reasonable to infer that an analogue of the equality (1.9) exists for the solution operator for (FACP). The main purpose
of this paper is to conﬁrm this idea, and then develop a notion to characterize the solution operator for (FACP). To this end,
we restrict ourselves to the case 0 < α < 1, due to the obvious fact that the equality (1.9) is unavailable for α  1.
In the remainder of this section, we recall some properties of the Mittag–Leﬄer functions and the fractional derivative
and integral operators C0 D
α
t · and Jαt ·, which will be used frequently in the subsequent sections.
(P1) Let Eα,β(z) be two-parameter Mittag–Leﬄer function deﬁned by
Eα,β(z) =
∞∑
k=0
zk
Γ (αk + β) , z ∈ C, (1.12)
where α,β > 0. Then,
dEα(z)
dz
= α−1Eα,α(z), z ∈ C. (1.13)
(P2) The Laplace transform of the Mittag–Leﬄer functions can be derived from the formula
∞∫
0
e−λttβ−1Eα,β
(
atα
)
dt = λ
α−β
λα − a , λ > a
1/α, a > 0, (1.14)
where λ represents the real part of the complex number λ.
(P3) The set of the integral operators { Jαt }α>0 is a semigroup, i.e., Jαt Jβt = Jα+βt for all α,β > 0.
(P4) The derivative operator C0 D
α
t · is a left inverse of the integral operator Jαt ·, that is, for f ∈ C([0,∞), X),
C
0 D
α
t
(
Jαt f (t)
)= f (t), (1.15)
but in general not a right inverse:
Jαt
(C
0 D
α
t f (t)
)= f (t) − f (0) (1.16)
for those f ∈ C([0,∞), X) such that C0 Dαt f (t) exists.
(P5) The following Laplace transform formulas are available:
Ĉ
0 D
α
t f (λ) = λα fˆ (λ) − λα−1 f (0), Ĵαt f (λ) = λ−α fˆ (λ), (1.17)
where fˆ (λ) represents the Laplace transform of f .
2. An equality characteristic of solution operator
The purpose of this section is to prove that the solution operator for (FACP) satisﬁes an equality similar to (1.9), as
conjectured. We ﬁrst introduce the following notion.
Deﬁnition 3. Let 0 < α < 1. A one-parameter family {Tα(t)}t0 of bounded linear operators of X is called strongly con-
tinuous fractional semigroup of order α (or α-order fractional semigroup, for short) if it possesses the following two
properties:
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(ii) Tα(0) = I (the identity operator), and for all t, s 0,
t+s∫
0
Tα(τ )dτ
(t + s − τ )α −
t∫
0
Tα(τ )dτ
(t + s − τ )α −
s∫
0
Tα(τ )dτ
(t + s − τ )α = α
t∫
0
s∫
0
Tα(τ1)Tα(τ2)
(t + s − τ1 − τ2)1+α dτ1 dτ2, (2.1)
where the integrals are deﬁned in the strong operator topology.
Remark 2. It should be pointed out that the word “semigroup” is somewhat farfetched because the equality (2.1) does not
explicitly exhibit the semigroup property. However, it can be shown that semigroup property is just the limit state of the
equality (2.1) as α → 1− . Indeed, if for each x in some dense set the mapping t → Tα(t)x is continuously differentiable in
[0,∞), and if the limit T (t) of Tα(t) exists in some sense as α → 1− , then the limits of two sides of the equality (2.1)
multiplied with 1 − α equal to T (t + s) and T (t)T (s) respectively, that is, the limit T (t) bears the semigroup property:
T (t)T (s) = T (t + s), t, s 0.
For the sake of convenience, we drop the subscript α from {Tα(t)}t0 throughout the paper.
Proposition 1. If {T (t)}t0 is an α-order fractional semigroup, then it is commutative, i.e., T (t)T (s) = T (s)T (t) for all t, s 0.
Proof. The symmetry of the left side of (2.1) with respect to t and s yields
t∫
0
s∫
0
T (τ1)T (τ2)
(t + s − τ1 − τ2)1+α dτ1 dτ2 =
s∫
0
t∫
0
T (r1)T (r2)
(t + s − r1 − r2)1+α dr1 dr2 (2.2)
for all t, s 0.
Given any a > 0. Denote by fa(t) the truncation of T (t) at a, that is, fa(t) = T (t) for 0 t  a, and fa(t) = 0 otherwise.
Deﬁne Ra : [0,∞) × [0,∞) →B(X) (the space of bounded linear operators of X ) by
Ra(t, s) = α
t∫
0
s∫
0
fa(τ1) fa(τ2)
(t + s − τ1 − τ2)1+α dτ1 dτ2, t, s 0. (2.3)
Obviously, Ra(t, s) = Ra(s, t) for all t, s  0, and for each t  0, Ra(t, s) is just the convolution of these two functions∫ t
0 (t + s − r)−α−1 fa(r)dr and fa(s) of s. Hence, by the convolution property of the Laplace transform, we have
R̂a(t, λ) := α
∞∫
0
e−λs Ra(t, s)ds = α
∞∫
0
e−λs
t∫
0
(t + s − r)−α−1 fa(r)dr ds f̂a(λ)
= α
∞∫
0
e−λs(t + s)−α−1 ∗ fa(t)ds f̂a(λ), (2.4)
where (t + s)−α−1 ∗ fa(t) represents the convolution of these two functions (t + s)−α−1 and fa(t) of t , and f̂a(λ) is the
Laplace transform of the function fa . Further, taking Laplace transform with respect to t , we have
∞∫
0
e−μt
∞∫
0
e−λs Ra(t, s)dsdt = α
∞∫
0
e−λs
∞∫
0
e−μt(t + s)−α−1 ∗ fa(t)dt ds f̂a(λ)
= α
∞∫
0
e−λs
∞∫
0
e−μt(t + s)−α−1 dt ds f̂a(μ) f̂a(λ)
= α
∞∫
0
e(μ−λ)s
∞∫
s
e−μtt−α−1 dt ds f̂a(μ) f̂a(λ)
= Γ (1− α) (λα − μα) f̂a(μ) f̂a(λ). (2.5)
λ − μ
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∞∫
0
e−μt
∞∫
0
e−λs Ra(s, t)dsdt = Γ (1− α)
λ − μ
(
λα − μα) f̂a(λ) f̂a(μ). (2.6)
Consequently, we get that f̂a(μ) f̂a(λ) = f̂a(λ) f̂a(μ). By virtue of the Laplace transform, it follows that fa(t) fa(s) = fa(s) fa(t)
for all t, s 0. Therefore, the arbitrariness of a implies that T (s)T (t) = T (t)T (s) for t, s 0, that is, T (t) is commutative. 
Proposition 2. If {T (t)}t0 is a solution operator for (FACP), then it satisﬁes the equality (2.1) and is therefore an α-order fractional
semigroup.
Proof. Denote by L(t, s) and R(t, s) the left and right sides of equality (2.1), respectively. Obviously, we need to prove
L(t, s) = R(t, s) for all t, s 0. For brevity, we introduce the following notations:
H(t, s) = T (s) Jαt T (t) − Jαs T (s)T (t), K (t, s) = Jαt T (t) − Jαs T (s), t, s 0. (2.7)
Moreover, for suﬃciently large a > 0, we denote by fa(t) the truncation of T (t) at a, and by Ra(t, s), La(t, s), Ha(t, s) and
Ka(t, s) we denote the quantities resulted from replacing T (t) with fa(t) in R(t, s), L(t, s), H(t, s) and K (t, s), respectively.
On one hand, it follows from (2.6) that the Laplace transform of Ra(t, s) with respect to t and s is given by
R̂a(μ,λ) = Γ (1− α)
λ − μ
(
λα − μα) f̂a(μ) f̂a(λ). (2.8)
On the other hand, it can be shown that for all t  0,
L̂a(t, λ) :=
∞∫
0
e−λs
[ t+s∫
t
fa(τ )
(t + s − τ )α dτ ds −
s∫
0
fa(τ )
(t + s − τ )α dτ
]
ds
=
∞∫
t
fa(τ )
∞∫
τ−t
e−λs
(t + s − τ )α dsdτ −
∞∫
0
fa(τ )
∞∫
τ
e−λs
(t + s − τ )α dsdτ
=
∞∫
t
eλ(t−τ ) fa(τ )
∞∫
0
e−λrr−α dr dτ − eλt
∞∫
t
e−λss−α ds f̂a(λ)
= λα−1Γ (1− α)
∞∫
t
eλ(t−τ ) fa(τ )dτ − eλt
∞∫
t
e−λss−α ds f̂a(λ),
with which we further can get the Laplace transform of L̂a(t, λ) with respect to t as follows:
L̂a(μ,λ) = Γ (1− α)
λ − μ
(
λα−1 f̂a(μ) − μα−1 f̂a(λ)
)
. (2.9)
By Laplace transform technique, we shall link R(t, s) to H(t, s), L(t, s) to K (t, s), respectively. For brevity, set
Pa(t, s) = α
t∫
0
s∫
0
Ha(r1, r2)
(t + s − r1 − r2)1+α dr1 dr2, (2.10)
and
Qa(t, s) = α
t∫
0
s∫
0
Ka(r1, r2)
(t + s − r1 − r2)1+α dr1 dr2. (2.11)
According to [3, Theorem 3.4], {T (t)}t0 is an α-resolvent operator function, and hence H(t, s) = K (t, s) for all t, s  0.
It therefore follows that for all t, s 0,
lim
a→∞ Pa(t, s) = lima→∞ Qa(t, s). (2.12)
Now, we calculate the Laplace transforms of Pa(t, s) and Qa(t, s) with respect to t and s, respectively. Firstly, by the
convolution property of the Laplace transform it can be shown that, for all t  0,
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∞∫
0
e−λs
t∫
0
s∫
0
fa(r1) Jαr2 fa(r2) − Jαr1 fa(r1) fa(r2)
(t + s − r1 − r2)1+α dr1 dr2 ds
= α
t∫
0
∞∫
0
e−λs
s∫
0
fa(r1) Jαr2 fa(r2) − Jαr1 fa(r1) fa(r2)
(t + s − r1 − r2)1+α dr1 dr2 ds
= α
t∫
0
f̂a(λ)Π̂(t − r2, λ)
[
Jαr2 fa(r2) − λ−α fa(r2)
]
dr2
= αΠ̂(t, λ) ∗ [ Jαt fa(t) − λ−α fa(t)] f̂a(λ), (2.13)
where Π̂(t, λ) stands for the Laplace transform of the function (t + s)−1−α of s. So, we have
P̂a(μ,λ) =
∞∫
0
e−μt P̂a(t, λ)dt = αΠ̂(μ,λ)
[
μ−α − λ−α] f̂a(μ) f̂a(λ), (2.14)
where Π̂(μ,λ) is the Laplace transform of Π̂(t, λ). Secondly, in the same way it can be shown that
Q̂ a(μ,λ) = αΠ̂(μ,λ)
[
λ−1μ−α f̂a(μ) − μ−1λ−α f̂a(λ)
]
. (2.15)
It is a routine matter to show that for all μ,λ > 0,
Π̂(μ,λ) =
∞∫
0
e−μt
∞∫
0
e−λs(t + s)−1−α dsdt = Γ (1− α)
α(λ − μ)
(
λα − μα). (2.16)
Therefore, comparing (2.8) with (2.14), and meanwhile comparing (2.9) with (2.15), we get
P̂a(μ,λ) =
(
μ−α − λ−α)R̂a(μ,λ), Q̂ a(μ,λ) = (μ−α − λ−α)L̂a(μ,λ). (2.17)
By virtue of the Laplace transform, it follows that for all t, s 0,
Pa(t, s) =
(
Jαt − Jαs
)
Ra(t, s), Qa(t, s) =
(
Jαt − Jαs
)
La(t, s). (2.18)
So by (2.12) we have that(
Jαt − Jαs
)
R(t, s) = ( Jαt − Jαs )L(t, s), t, s 0. (2.19)
It follows from (2.19) that R(t, s) = L(t, s) for all t, s 0. The proof is therefore completed. 
3. Essentiality of equality characteristic for solution operator
It has been proved in Section 2 that the solution operator for (FACP) satisﬁes the equality (2.1). In this section we further
prove that the equality (2.1) is also suﬃcient for a family of bounded linear operators to become a solution operator for
(FACP), that is, a fractional semigroup is also a solution operator. To this end, it is necessary to ﬁnd a densely deﬁned linear
operator A that achieves its values at those x ∈ X such that the fractional derivative C0 Dαt T (t)x exists at t = 0. Therefore,
we introduce the following notion.
Deﬁnition 4. Let {T (t)}t0 be an α-order fractional semigroup of X . Denote by D(A) the set of all x ∈ X such that the limit
lim
t→0+
t−1 J1−αt
(
T (t)x− x) (3.1)
exists. Then, the operator A : D(A) → X deﬁned by
Ax = lim
t→0+
t−1 J1−αt
(
T (t)x− x) (3.2)
is called the generator of {T (t)}t0.
Obviously, the generator is a linear operator. In the following we prove that an α-order fractional semigroup is just a
solution operator for the fractional abstract Cauchy problem governed by its generator.
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xt = Jαt T (t)x, t  0. (3.3)
Then, we have that xt ∈ D(A) and T (t)x = Axt + x for all t  0.
Proof. Let x ∈ X and t > 0 be ﬁxed. Deﬁne the function Ht(r, s) for r, s 0 by
Ht(r, s) =
(
ft(r) − I
)
Jαs ft(s) (3.4)
where ft(r) is the truncation of T (r) at t . Obviously, for suﬃciently small r > 0,
Ht(r, t) =
(
T (r) − I)xt . (3.5)
Taking Laplace transform of Ht(r, s) with respect to r and s successively, we can obtain
Ĥt(μ,λ) = 1
λα
f̂t(μ) f̂t(λ)x− μ−1 1
λα
f̂t(λ)x. (3.6)
By (2.9) and (2.8), the above equality can be written as
Ĥt(μ,λ) = 1
μα
f̂t(μ) f̂t(λ)x− 1
λμα
f̂t(μ)x− λ − μ
Γ (1− α)λαμα
[
L̂t(μ,λ) − R̂t(μ,λ)
]
x.
Hence, it follows from (1.15)–(1.17) that for all r, s 0,
Ht(r, s) =
(
ft(s) − I
)
Jαr ft(r)x−
( Jαr (
C
0 D
1−α
s ) − ( C0 D1−αr ) Jαs )(Lt(r, s) − Rt(r, s))x
Γ (1− α) . (3.7)
Since ft(r) is the truncation of T (r) at t , then Lt(r, s) = Rt(r, s) for all r, s t . From (3.7), we have
Ht(r, s) =
(
T (s) − I) Jαr T (r)x, ∀r, s t, (3.8)
particularly, Ht(r, t) = (T (t) − I) Jαr T (r)x for suﬃciently small r. Therefore, by (3.5) we have
lim
r→0+
r−1 J1−αr
(
T (r) − I)xt = lim
r→0+
r−1 J1−αr Ht(r, t) = lim
r→0+
r−1
(
T (t) − I) J1r T (r)x = T (t)x− x, (3.9)
which implies xt ∈ D(A) and Axt = T (t)x− x. The proof is completed. 
Proposition 4. Let {T (t)}t0 be an α-order fractional semigroup on X and let A be its generator. Then,
(a) T (t)(D(A)) ⊂ D(A), and T (t)Ax = AT (t)x for x ∈ D(A);
(b) for all x ∈ D(A),
T (t)x = x+ 1
Γ (α)
t∫
0
(t − τ )α−1T (τ )Axdτ ; (3.10)
(c) A is equivalently deﬁned by
Ax = Γ (1+ α) lim
t→0+
T (t)x− x
tα
(3.11)
and D(A) consists of those x ∈ X for which this limit exists;
(d) A is closed and densely deﬁned.
Proof. (a) and (b) are immediate from Propositions 1 and 3. We will prove (c) and (d).
(c) Denote by D the set of those x ∈ X such that the limit limt→0+ t−α(T (t)x − x) exists. Let x ∈ D(A). Then, by (b) we
have
T (t)x− x
tα
= 1
Γ (α)
1∫
0
(1− τ )α−1T (tτ )Axdτ . (3.12)
Obviously, the limit of the left side as t → 0+ exists and
lim+
T (t)x− x
α
= 1 Ax = Ax , (3.13)t→0 t αΓ (α) Γ (1+ α)
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Let x ∈ D , since the limit limt→0+ t−α(T (t)x− x) exists, we have
lim
t→0+
1
t
J1−αt
(
T (t)x− x)= lim
t→0+
1
Γ (α)
1∫
0
(1− τ )−ατα T (tτ )x− x
(tτ )α
dτ = B(1− α,1+ α)
Γ (α)
lim
t→0+
t−α
(
T (t)x− x)
= Γ (1+ α) lim
t→0+
t−α
(
T (t)x− x) (3.14)
where B(a,b) is the Beta function. Hence, x ∈ D(A) and
Ax = Γ (1+ α) lim
t→0+
t−α
(
T (t)x− x).
(d) Assume that D(A) 
 xn → x and Axn → y. Then, by the equality (3.10) it can be shown that, for all t > 0,
T (t)x− x = lim
n→∞ T (t)xn − xn = limn→∞
1
Γ (α)
t∫
0
(t − τ )α−1T (τ )Axn dτ = 1
Γ (α)
t∫
0
(t − τ )α−1T (τ )y dτ
= 1
Γ (α)
tα
1∫
0
(1− τ )α−1T (tτ )y dτ . (3.15)
Obviously, the limit limt→0+ t−α(T (t)x − x) exists and equals to 1Γ (1+α) y. Hence, x ∈ D(A) and y = Ax by (c). This implies
that A is closed. Since for every x ∈ X , xt =
∫ t
0 (t − τ )α−1T (τ )xdτ ∈ D(A) and αt−αxt → x as t → 0+ , then A is densely
deﬁned. 
It follows from the above proposition that a fractional semigroup is necessarily associated with the solution operator for
a fractional abstract Cauchy problem governed by its generator. This together with Proposition 2 imply that the equality (2.1)
is essential for a family of bounded linear operators to become a solution operator for a certain fractional abstract Cauchy
problem.
Proposition 5. Let {T (t)}t0 is an α-order fractional semigroup of X and let A be its generator. If {T (t)}t0 is exponentially bounded,
i.e., ‖T (t)‖  Mewt, t  0 for some M,w > 0, then for all λ ∈ C with λ > w, λα belongs to the resolvent set ρ(A) of A, and the
corresponding resolvent operator is given by
R
(
λα, A
)
x = λ1−α
∞∫
0
e−λt T (t)xdt, x ∈ X, (3.16)
where λ stands for the real part of λ.
Proof. It follows from Proposition 3 that for every x ∈ X ,
T (t)x = x+ A Jαt T (t)x, t  0. (3.17)
Let x ∈ X . Since T (t)x is exponentially bounded, its Laplace transform, denoted by T̂ (λ, x), exists, and
T̂ (λ, x) = λ−1x+ λ−α AT̂ (λ, x), λ > w. (3.18)
This implies that T̂ (λ, x) ∈ D(A) and λα I − A is surjective whenever λ > w . Moreover, it is easy to show that λα I − A is
injective whenever λ > w . Indeed, if μαx = Ax for some x ∈ D(A) and for some μ ∈ C satisfying μ > w , then from (b)
of Proposition 4 it follows that
T (t)x = x+ μ
α
Γ (α)
t∫
0
(t − τ )α−1T (τ )xdτ , t  0. (3.19)
Taking Laplace transform to both sides of (3.19), we obtain
T̂ (λ, x) = λ−1x+ μαλ−α T̂ (μ, x), λ > w. (3.20)
Letting λ = μ, we have x = 0. Therefore the proof is completed. 
The following proposition is immediate from Proposition 5.
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nentially bounded α-order fractional semigroups {T (t)}t0 and {S(t)}t0 share the same generator A, then they are identical, i.e.,
T (t) = S(t) for all t  0.
4. Well-posedness of fractional abstract Cauchy problem
Based on the propositions established in Section 3, we shall investigate the well-posedness of (FACP) in this section.
In addition to the discussion on uniqueness of solution to (FACP), it is concluded that a fractional abstract Cauchy problem
is well-posed if and only if its coeﬃcient operator A generates a fractional semigroup. To this end, we ﬁrst introduce the
following notions; see, e.g. [1].
Deﬁnition 5. A function u ∈ C([0,∞), X) is called a strong solution of (1.5) if u(t) ∈ D(A) for all t  0, and the mapping
t →
t∫
0
(t − r)−α(u(r) − u(0))dr (4.1)
is continuously differentiable such that (1.5) holds on [0,∞).
Deﬁnition 6. The problem (FACP) is said to be well-posed if for any x ∈ D(A) there exists a unique strong solution u(t, x),
and D(A) 
 xn → 0 implies that u(t, xn) → 0 as n → ∞ in X , uniformly on any compact subinterval of [0,∞).
Lemma 1. Let λ ∈ C and f (t) be a continuous function on [0,∞). If the continuous function v(t) solves the inhomogeneous linear
equation:
C
0 D
α
t v(t) = λv(t) + f (t), t  0, (4.2)
then it is given by
v(t) = Eα
(
λtα
)
v(0) +
t∫
0
(t − τ )α−1Eα,α
(
λ(t − τ )α) f (τ )dτ , t  0. (4.3)
Proof. For the sake of convenience, let g(t) = tα−1Eα,α(λtα). Then, by the property (1.13) of the Mittag–Leﬄer function,
d
dt
(
Eα
(
λtα
)− 1)= λtα−1Eα,α(λtα)= λg(t), t  0, (4.4)
which will be used frequently in the subsequent proof. Since v(t) solves (4.2), we have
g(t) ∗ ( C0 Dαt v(t))= λg(t) ∗ v(t) + g(t) ∗ f (t), t  0, (4.5)
where ∗ represents the convolution operation. On one hand, it follows from (4.4) that
λg(t) ∗ v(t) = λ
t∫
0
(t − τ )α−1Eα,α
(
λ(t − τ )α)v(τ )dτ = t∫
0
d
dt
(
Eα
(
λ(t − τ )α)− 1)v(τ )dτ
= d
dt
t∫
0
(
Eα
(
λ(t − τ )α)− 1)v(τ )dτ = d
dt
t∫
0
(
Eα
(
λ(t − τ )α))v(τ )dτ − v(t). (4.6)
On the other hand, using the integration by parts, we can get
g(t) ∗ ( C0 Dαt v(t))=
t∫
0
g(t − τ )( C0 Dααv(τ ))dτ = dλdt
t∫
0
(
Eα
(
λ(t − τ )α)− 1)C0 Dααv(τ )dτ
= d
λdt
t∫
0
d
dτ
(
Eα
(
λ(t − τ )α)) τ∫
0
(τ − r)−α
Γ (1− α)
(
v(r) − v(0))dr dτ
= d
λdt
t∫ t∫
(τ − r)−α
Γ (1− α)
d
dτ
Eα
(
λ(t − τ )α)(v(r) − v(0))dτ dr0 r
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λdt
t∫
0
t−r∫
0
(t − r − p)−α
Γ (1− α)
d
dp
Eα
(
λpα
)(
v(r) − v(0))dp dr
= d
λdt
t∫
0
C
0 D
α
t−r Eα
(
λ(t − r)α)(v(r) − v(0))dr = d
dt
t∫
0
Eα
(
λ(t − r)α)(v(r) − v(0))dr
= d
dt
t∫
0
Eα
(
λ(t − r)α)v(r)dr − Eα(λtα)v(0). (4.7)
Putting the equalities (4.6) and (4.7) into Eq. (4.5), we have
v(t) = Eα
(
λtα
)
v(0) +
t∫
0
(t − τ )α−1Eα,α
(
λ(t − τ )α) f (τ )dτ , t  0. (4.8)
The proof is therefore completed. 
Proposition 7. Assume that A is densely deﬁned. If the resolvent set ρ(A) of A is nonempty and (λα0 ,∞) ⊂ ρ(A) for some suﬃciently
large λ0 and
limsup
λ→+∞
λ−1 log
(
λα−1
∥∥R(λα, A)∥∥)= 0, (4.9)
then (FACP) has at most one solution for each x ∈ D(A).
Proof. It suﬃces to prove that u = 0 is the unique solution to (FACP) with x = 0. We suppose that u(t) is a solution with
x = 0. It is easy to show that
C
0 D
α
t
(
R
(
λα, A
)
u(t)
)= λαR(λα, A)u(t) − u(t), t  0, λ > λ0, (4.10)
that is, for all λ > λ0, vλ(t) = R(λα, A)u(t) solves the equation C0 Dαt v(t) = λαv(t) − u(t). Hence, it follows from Lemma 1
that
R
(
λα, A
)
u(t) = −
t∫
0
(t − τ )α−1Eα,α
(
λα(t − τ )α)u(τ )dτ , t  0, λ > λ0. (4.11)
Apply (4.9) to (4.11) to see that for any ﬁxed δ > 0,
M(t) := sup
λ>λ0
e−δλ
∥∥∥∥∥
t∫
0
(λτ )α−1Eα,α
(
λατα
)
u(t − τ )dτ
∥∥∥∥∥< ∞, ∀t  0. (4.12)
According to [9, Theorem 1.3], the function Eα,α(z) can be written as
Eα,α(z) = 1
α
z(1−α)/α exp
(
z1/α
)+ R(z), (4.13)
where R(z) = O (z−2) as z → +∞, which implies that∥∥R(z)∥∥ M1∣∣z−2∣∣, ∀z > Z1, (4.14)
for some constant M1 and some suﬃciently large Z1. So, for any t > 0 and suﬃciently large λ,∥∥∥∥∥
t∫
0
(λτ )α−1R
(
(λτ )α
)
u(t − τ )dτ
∥∥∥∥∥
= 1
λ
∥∥∥∥∥
λt∫
0
rα−1R
(
rα
)
u(t − r/λ)dr
∥∥∥∥∥ 1λ
∥∥∥∥∥
Z1∫
0
rα−1R
(
rα
)
u(t − r/λ)dr
∥∥∥∥∥+ 1λ
∥∥∥∥∥
λt∫
Z1
rα−1R
(
rα
)
u(t − r/λ)dr
∥∥∥∥∥
 1
λ
∥∥∥∥∥
Z1∫
rα−1R
(
rα
)
u(t − r/λ)dr
∥∥∥∥∥+ 1λαM1(Z−α1 − (λt)−α) sup0rt∥∥u(r)∥∥. (4.15)
0
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limsup
λ→+∞
∥∥∥∥∥
t−δ∫
−δ
eλτ u(t − τ − δ)dτ
∥∥∥∥∥< +∞. (4.16)
By [10, Lemma 1.1], it follows that u(t) = 0 for all t  0. 
Similarly to [11, Proposition 1.1], we can derive the following proposition from Propositions 4 and 5.
Proposition 8. The fractional abstract Cauchy problem (FACP) is well-posed if and only if A generates an α-order fractional semigroup
{T (t)}t0 and in this case u(t) = T (t)x is the unique solution for every x ∈ D(A).
Remark 3. It should be noted that the equality (2.1) is unavailable for α  1, so we restricted ourselves to the case 0 < α < 1
in this paper. In the recent paper [5], we introduced the notion of fractional solution operator, and considered the well-
posedness of a certain fractional abstract Cauchy problem of order 1 < α < 2 by the fractional solution operator method.
In the rest of the paper, we would like to point out that fractional linear systems have received increasing interest in
the last few decades due to their extensive applications in physics, chemistry, materials and engineering (see, e.g. [2,4,7,12]
and references therein). However, many aspects of fractional linear systems theory remain to be further clariﬁed. In this
paper we develop the notion of fractional semigroup to characterize solution operator for fractional abstract linear systems.
We expect to see more work to be presented.
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