The increased availability of high-frequency data provides new tools for forecasting of variances and covariances between assets. However, recent realized (co)variance models may suer from a`curse of dimensionality' problem similar to that of multivariate GARCH specications. As a result, they need strong parameter restrictions, in order to avoid non-interpretability of model coecients, as in the matrix and log exponential representations. Among the proposed models, the Wishart autoregressive model introduced by Gourieroux et al. (2007) analyzes the realized covariance matrices without any restriction on the parameters while maintaining coecient interpretability. Indeed, the model, under mild stationarity conditions, provides positive denite forecasts for the realized covariance matrices. Unfortunately, it is still not feasible for large asset cross-section dimensions. In this paper we propose a restricted parametrization of the Wishart Autoregressive model which is feasible even with a large cross-section of assets. In particular, we assume that the asset variances-covariances have no or limited spillover and that their dynamic is sector-specic. In addition, we propose a Wishart-based generalization of the HAR model of Corsi (2004). We present an empirical application based on variance forecasting and risk evaluation of a portfolio of two US treasury bills and two exchange rates. We compare our restricted specications with the traditional WAR parameterizations. Our results show that the restrictions may be supported by the data and that the risk evaluations of the models are extremely close. This conrms that our model can be safely used in a large cross-sectional dimension given that it provides results similar to fully parameterized specications.
Introduction
The increased availability of high-frequency data provides new tools for forecasting variances and covariances between assets. In particular, after the seminal paper by Andersen and Bollerslev (1998) , the literature on realized volatility has grown enormously; see McAleer and Medeiros (2006) for a review.
While most works has focused on the study of univariate series, recently there has been growing theoretical and empirical interest in extending the results for the univariate process to a multivariate framework.
In this context, two pioneering contributions have been made by Barndor-Nielsen and Shephard (2004) and Bandi and Russel (2005) . Barndor-Nielsen and Shephard (2004) did not consider the presence of microstructure noise, whereas of the noise has been considered in Bandi and Russel (2005) .
Alternative approaches to the high-frequency covariance estimator have recently been introduced by Hayashi and Yoshida (2005, 2006) , Sheppard (2006) and Zhang (2006) , among others. For example, instead of using calendar returns, the Hayashi and Yoshida estimator (HY) is based on overlapping tick-by-tick returns. Sheppard (2006) analyzed the conditions under which the realized covariance is an unbiased and consistent estimator of the integrated covariance. Zhang (2006) also studied the eects of microstructure noise and non-synchronous trading in the estimation of integrated covariance between assets.
Although the literature on multivariate extensions of the realized variance regarding the denition of new estimators of the realized covariances resulted in a notable amount of academic works, only a few papers provide nancial applications for these new estimators.
One explanation for the scarcity of empirical contributions in multivariate realized volatility analysis is the diculty in nding a dynamic specication of a stochastic volatility matrix which satises the symmetry and positivity properties of each forecasted matrix, does not suer from the so called`curse of dimensionality' and possesses a closed-form expression for the forecasts at any horizon.
In an interesting paper, de Pooter et al. (2006) investigate the benets of high-frequency intraday data when constructing mean-variance ecient stock portfolios with daily rebalancing from the individual constituents of the S&P 100 index. The author analyzed the issue of determining the optimal sampling frequency, as judged by the performances of the estimated portfolios. As in Fleming et al. (2001 Fleming et al. ( , 2003 , and building on the work of Foster and Nelson (1996) and Andreou and Ghysels (2002) , in this paper a rolling window volatility estimator is used to forecast the conditional variance matrix V t;h : N(0; I) and Y t as the realized covariance matrix estimated using I intraday returns of equal length h 1=I. r t is the usual n 1 vector of daily returns at time t of the n assets composing the portfolio.
In a related paper, Bandi et al. (2006) evaluate the economic benets of methods that have been suggested to optimally sample (in a MSE sense) high-frequency returns data for the purpose of realized variance and covariance estimation in the presence of market microstructure noise. However, their approach is dierent from that in de Pooter et al. (2006) ; their method is designed to select the time-varying optimal sampling frequency for each entry in the covariance matrix based on MSE criteria. Subsequently, the economic gains yielded by the MSE-based optimal sampling are evaluated by comparing the utility gains provided by optimally sampled realized covariance with realized covariances based on xed intervals. To forecast each entry of the covariance matrix, they adopted an ARFIMA(2; d; 2) model.
An alternative way to forecast the realized variance/covariance matrix is to adopt a matrix transformation that guarantees the positive denitiveness of the forecasts. Bauer and Vorkink (2007) present a new matrix logarithm model of realized covariance stock returns which uses latent factors as functions of both lagged volatility and returns. The model has several advantages in that it is parsimonious, does not impose parametric restrictions, and yields positive denite covariance matrices.
In Chiriac and Voev (2008) a model based on a multivariate, fractionally integrated autoregressive moving average (ARMA) process for the elements of the Cholesky factors of the observed matrix series is proposed. Denoting with Y t the n n realized covariance matrix at time t, with n the number of assets considered, the Cholesky decomposition of Y t is given by the upper triangular matrix P t , for which P t P 0 t = Y t . Then the following model is used (L)D(L)(X t ) = (L) t ;
t N(0; t ):
X t = vech(P t ) is the vector obtained by stacking the upper triangular components of the matrix P t in a vector, (L) A solution to this problem is represented by the Wishart autoregressive model (WAR) proposed by Gourieroux et al. (2007) . The model is based on a dynamic extension of the Wishart distribution. This specication is compatible with nancial theory, satises the constraints on volatility matrices, has a exible form and, most importantly, maintains the coecients' interpretability.
The main innovation proposed in this paper is the introduction of a specic parametrization of the WAR model. In particular, we show how to achieve a great reduction of the number of parameters according to an economic criterion which is consistent with standard sectorial asset allocation approaches.
The parametric structure we propose imposes a block structure on the coecient matrices, hence we name the model block WAR. The use of block structures in parameter matrices is similar to that in Billio et al. (2006) , Billio and Caporin (2008) , Asai et al. (2008) . Engle and Kelly (2008) introduce a block structure for the correlation matrix while Caporin and Paruolo (2008) present a spatial solutions to the course of dimensionality problem in multivariate volatility models that implies a block structure on the coecient matrices. In this paper we assume that the asset variances-covariances have no or limited spillover and that their dynamic is sector-specic. A pairwise preliminary analysis conrms this assumption and allows us to substantially reduce the number of parameters implied by the model. In addition, we propose a Wishartbased generalization of the HAR model of Corsi (2004) , named HAR-WAR model. We present an empirical application based on variance forecasting and risk evaluation of a portfolio of two US treasury bills and two exchange rates. We compare our restricted specications with the traditional WAR parameterizations.
Our results show that the restrictions may be supported by the data and that the risk evaluations of the models are extremely close. This conrms that our model can be safely used in a large cross-sectional dimension given that it provides results similar to fully parameterized specications.
Section 2 introduces the WAR model of Gourieroux et al. (2007) , followed by our proposed generalization. Section 3 presents the estimation procedure and show an alternative way to estimate the degrees of freedom of the model, a key element to determine if the density of the Wishart distribution exists. The dataset we used is presented in Section 4 and an empirical application based on portfolio risk evaluation is provided in Section 5. Section 6 concludes and gives directions for future research.
The block Wishart autoregressive model
In the following we dene the basic Wishart auto regressive model of Gourieroux et al. (2007) and then we introduce the set alternative parametric restrictions that dene the block WAR.
The Wishart Autoregressive Model
Denote by Y t the time t (realized) covariance for a group of n assets. The sequence of stochastic positive denite Y t matrices is said to follow a Wishart process if the following relations hold.
At rst, the (realized) covariance may be represented as a sum of underlying stochastic processes
where x k;t ; k = 1; 2; : : : ; K are independent Gaussian VAR(1) processes of dimension n with a common autoregressive parameter matrix M and common innovation variance :
x k;t = Mx k;t 1 + k;t ; k;t N(0; ):
When Y t is dened as in (4) and (5) we say it follows a WAR process of order 1, denoted W [K; M; ]. The transition density of WAR(1) depends on the following parameters: K, the scalar degree of freedom (the number of underlying VAR processes), strictly greater that n-1 (the number of assets minus one); M, the n n matrix of autoregressive parameters; and , the n n symmetric and positive denite matrix of innovation covariances. We stress that the interpretation of Y t from latent Gaussian VAR(1) processes is valid for integer valued K only.
From Proposition 2 in Gourieroux et al. (2007) we have:
The rst conditional moment is thus an ane function of the lagged values of the volatility process.
In particular, the WAR(1) process is a weak linear AR(1) process. More precisely we get:
where t+1 is a matrix of stochastic errors with a zero conditional mean. Equivalently, we may represent Y t conditional mean in the following companion form: However, when the autoregressive order is larger than 1, the interpretation of the Wishart process as the sum of squares of autoregressive Gaussian processes in no longer valid even for integer K. For a WAR(p) process, the equivalent of (6) reads:
In the following, unless dierently stated, we will refer only to WAR(1) specications.
Interpretation of the coecients
The principal drawback of many multivariate volatility models is the so-called`curse of dimensionality', that is, the numbers of parameters is a power function of the cross-sectional model dimension. One of the main contributions of this paper is to provide a sensible reduction of the parameter space by imposing a set of restrictions on the standard WAR model. Our modeling approach will be presented in the following section; here we provide the intuition on parameter interpretation within the WAR model.
In the simple case of a (2 2) matrix, as done in Gourieroux (2007) , we dene the best prediction of Y t given by a WAR(1) model. Then we present the approaches we suggest to reduce the parameter space.
Consider The eect of the past variances and covariances on the present volatility can be seen immediately.
First, note that the full WAR model allows for spillover between variances and covariances.
Therefore, a possible strategy is to reduce the numbers of parameters by assuming no or limited spillover between the variances. For instance, setting m 12 = 0 implies that the conditional variance of the rst asset depends only on its past shocks and that the second asset variance does not inuence the conditional covariance. Dierently, a diagonal specication of M corresponds to the absence of spillovers between variances and covariances.
This very simple example in two dimensions helps us to identify the coecients in M that plays a role in the spillover eect between variances. Using the delta method we can, in fact, easily compute the standard errors for the a i ; b i and c i and thus evaluate which parameters are signicant and check the appropriateness of assumption of limited spillover. We will present now four dierent parametrizations for the WAR process that impose no or limited spillover. We also show in the empirical analysis that the restrictions we impose on the matrix M are justied by the data.
Specications of the block Wishart autoregressive model
To derive the block WAR model we impose a set of restrictions on the matrix M. These restrictions come from a criterion allowing assets to be grouped. Some examples are given by the economic sector of the stocks entering into an equity portfolio, the type of assets entering into a diversied equity-bond portfolio, or the geographical reference areas of a group of assets. The main intuition behind asset grouping is that the clustered variables may share common patterns or common features, and that their variance-covariance dynamic is similar. In fact, we can presume that assets belonging to the same economic sector may have a similar reaction to market shocks/news, and are similarly aected by market movements.
Clearly, groups may be dened on a data-driven basis, such as referring to the dynamic properties of the series mean and/or variances, or on mixed criteria. The comparison of alternative methods for clustering nancial assets is outside the scope of this paper and will not be considered. In the following we will use a priori dened groups in order to present our modeling approach and to show, on an empirical basis, its advantages.
Consider the simple WAR(1) model as in Eq. 7:
Assume that our portfolio consists of n stocks and that we can classify them into N groups, according to some economic (or data-driven) criterion, as discussed in the previous section (such as the economic sector or the existence of common patterns in realized variances and covariances).
The N groups have dimension n i with P i n i = n. In addition, the assets are ordered following a group rule, that is, assets from 1 to n 1 belong to group 1, assets from n 1 + 1 to n 1 + n2 belongs to group 2, and so on. Given this asset classication, the autoregressive matrix M may be partitioned as follows:
where Mij is a matrix of dimension n i n j . By imposing a particular structure on the matrices M ij we be able to reduce the number of parameters of the model. We propose the following specications:
(i) M ij = 0 8i 6 = j; i; j = 1; : : : ; N, (ii) M ij = 0 and M ii = i (i ni i 0 ni ); 8i 6 = j; i; j = 1; : : : ; N (iiii) M ij = 0 and M ii = ( i;1 ; : : : ; i;ni )(I ni ); 8i 6 = j; i; j = 1; : : : ; N (iv) M ij = 0 and M ii = i (I n i ); 8i 6 = j; i; j = 1; : : : ; N where i ni is a n i 1 vector of ones and I ni is the identity matrix of dimension n i .
If assets belonging to the same group share common reactions to shocks, we can hypothesize, to some extent, that their co-volatilities also have a similar behavior. If the groups are sector-specic, model (i) implies that the variances and covariances of each asset are only inuenced by the variances and covariances of assets belonging to the same class. Therefore, no volatility spillover exists between assets belonging to dierent sectors. We named this model block WAR. The number of parameters that needs to be estimated is n(n + 1)=2 + P N i=1 n 2 i , along with the degrees of freedom K.
A further reduction of the number of parameters is obtained by imposing a single parameter for each group, as shown in model (ii). In this case, the variance and covariance of each asset belonging to, say, group j depends on the past values of itself, on the past values of the variances of the other assets of the same group and on the covariances with those assets via a function of the unique parameter j . We call this model restricted block WAR. This models contains n(n + 1)=2 + N parameters in M and plus K.
Model (iii) relaxes the assumption of spillover between assets belonging to the same sector. It assumes each matricx M ii ; i = 1; : : : ; N i to be diagonal, i.e. the autoregressive matrix M is diagonal. In this case grouping the assets according to some criterion does not aect the parametric space. We named this model diagonal WAR. For this model, n parameters need to be estimated in the matrix M, plus the n(n + 1)=2 parameters in and the degrees of freedom K. One of the implications of the diagonal structure for M is that each realized variance is only a function of its past values.
If we assume again that assets belonging to the same sector have common dynamics for the variance, or if we can nd a way to group assets whose volatilities obeys the same process, the number of parameters can be further reduced. This is the case for model (iv). For each group a single parameter is taken to model the dynamics of the variances for the assets in the considered group, i.e. the elements on the diagonal of each M ii ; i = 1; : : : ; N are all equal. In total only N + n(n + 1)=2 + 1 parameters are required in this model. We refer to this model as the restricted diagonal WAR.
Is is worth mentioning that the specications (i)-(iv) do not represent a complete generalization of the WAR model. In fact, we set all the o-diagonal blocks to zero. The assumption M ij = 0 8i 6 = j; i; j = 1; : : : ; N can be replaced by the same structure we imposed on the matrices M ii : full, scalar, diagonal and restricted diagonal. This allows us to consider not only the interactions between assets belonging to the same group, but also interactions between a limited set of groups. In this paper we stick with a structure that ignores the o-diagonal blocks and leave a full generalization of the WAR model for future works.
The block HAR-WAR model
One of the stylized facts about asset returns is the long-run temporal dependencies of return volatilities.
The literature on volatility modeling has documented that such temporal dependencies are highly persistent. In particular, the low rst-order autocorrelations usually found in empirical analysis (Thomakos and Wang, 2003) , along with their slow decay, suggest that the logarithmic realized standard deviations do not contain a unit root but exhibit long memory.
To account for this, fractionally integrated autoregressive models (ARFIMA) have been shown to be eective in empirical modeling (see Andersen et al. (2001a) and Andersen et al. (2001b) among others).
Fractional integration achieves long memory parsimoniously by imposing a set of innite dimensional restrictions on the innite variable lags but completely lacks a clear mathematical interpretation.
Another crucial point is that the long memory observed in the data could be only an apparent behavior generated from a process which is not really long memory. Indeed, the usual tests can indicate the presence of long memory simply because the largest aggregation level that we are able to consider is not large enough.
LeBaron (2001) shows that a very simple additive model dened, as the sum of only three dierent linear processes (AR(1) processes) each operating on a dierent time frame, can display hyperbolic decaying memory, provided that the longest component has a half-life that is long relative to the test aggregation ranges. Another result from Granger (1980) shows that the sums of an high number of short memory processes can induce long memory. In Pong et al. (2004) an ARMA(2,1) is proposed to model and forecast realized volatility. The authors' choice is motivated by the research of Gallant et al. (1999) , who show that the sum of two AR(1) processes is capable of capturing the persistent nature of asset price volatility. In their paper Pong et al. (2004) show that the short memory ARMA(2,1) model is as good as long memory ARFIMA models when forecasting futures volatilities. Motivated by the existence of multiple volatility components in intraday frequencies, along with the apparent long-memory characteristic, Andersen and Bollerslev (1997) formulated a version of the mixture-of-distributions hypothesis (MDH) for returns that explicitly accommodates numerous heterogeneous information arrival processes.
An alternative to ARFIMA is the heterogeneous autoregressive (HAR) model suggested by Corsi (2004) (see also Aït-Sahalia and Mancini, 2008; Corsi et al., 2007) . Extending the heterogeneous ARCH model of Müller et al. (1997) , the long-memory pattern is reproduced by summing of (a small number of) volatility components constructed over dierent horizons. The basic ideas stems from the so called`heterogeneous market hypothesis' presented by Müller et al. (1993) , which recognized the presence of heterogeneity in traders. Dierently from Andersen and Bollerslev (1997) , in this latter view the multi-component structure in the volatility is to be found in the heterogeneity of agents rather than in the heterogeneous nature of the information arrival.
Dening the k-period realized volatility component by the sum of the single-period realized volatilities,
the HAR model for realized volatility of Corsi (2004) 
In Corsi (2004) t is assumed to be Gaussian white noise., whereas in Corsi et al. (2007) , a standardized normal inverse Gaussian (NIG) is chosen to deal with the non-Gaussianity of the error terms.
In the spirit of the HAR model, we propose here to model the conditional realized covariance matrix Y t with an autoregressive Wishart process which accounts for the temporal aggregation of the covariance matrix. We call this process WAR-HAR process. In the sequel, we will show that this process, can be interpreted as a particular WAR(23) process.
Dene the k-period realized covariance matrix component by the sum of the single-period realized covariance matrices:
Combining a WAR(p) structure with the temporal aggregation induced by the HAR model, we write the process Y t as:
Now, opening the summations and aggregating according to the same lag, we get:
withM 2 = 1 p 5 M 2 andM 3 = 1 p 22 M 3 .
To interpret the process as a WAR (22), we simply rewrite it as: Under the assumption that K > n 1 it is straightforward to show that:
i) K and are identiable while the autoregressive coecients in M (an thus M 1 ; M 2 and M 3 ) are identiable up to their sign.
ii)
is rst-order identiable up to a scale factor and M is rst-order identiable up to its sign. The degree of freedom K is not rst-order identiable but is second-order identiable.
First-order identication
Following Gourieroux et al. (2007) , the rst-order conditional moments can be used to calibrate the parameters in M and , up to the sign and scale factor, respectively.
As the rst-order method of moments is equivalent to non-linear least squares, the estimator is dened As mentioned in Gourieroux et al. (2007) , any statistical software which accounts for heteroskedasticity can be used to obtain the estimates. We present here the complete procedure under the assumption that M is diagonal as we want to emphasize the quickness of the algorithm. Then the minimization problem reduces to:
With our data set of four assets and 2,174 trading days (see Section 4 for a detailed description), only 1.2 seconds for the diagonal case (0.7 seconds for the restricted diagonal case) on a Pentium 4 PC are necessary to obtain the estimates. This result, if compared with the 42 seconds required from the same data set when a DCC model (Engle, 2002) is tted, represents a great improvement. 1 For the diagonal HAR-WAR only 5 seconds are required, and for its restricted version only 3.9 seconds. See Table 8 for all the other specications.
Second-order identication
Whereas the estimation of the entries of the autoregressive matrix M and of the innovation variance (up to multiplication for a scale parameter) is relatively straightforward, the estimation of the degrees of freedom poses some challenges. We rst present the estimation procedure introduced in Gourieroux et al. (2007) and then show how the same parameter K can be estimated relying on the fact that, given a portfolio allocation , its volatility 0 Y t is gamma-distributed with a scale parameter equal to K. 
Thus, the conditional variance of a portfolio's volatility is given by:
where is a vector of dimension (n 1) and (1) = K (1). A consistent estimator of the degrees of freedom K can be computed as follows:
Step 1 Compute^ (1) as solution of
(1) =M^ (1)M 0 +^ (1):
Step 2: Chose a portfolio allocation and compute its sample volatility
Step 3: A consistent estimator of K is:
Step 4: A consistent estimator of is^ ( ) =^ =K( ).
A derivation of the above estimator for the general stationary WAR(p) process is reported in the Appendix.
This method provides consistent estimates of the degrees of freedom but is problematic in two aspects:
rst, it needs to estimate the matrix (1); second, it makes use of the estimatesM and^ , carrying their estimation error into the estimate ofK.
A more direct way that does not need to rely on the estimates of M and comes from the distribution of the volatility of a portfolio.
Consider a portfolio allocation 2 R n . We know that the unconditional distribution of Y t is a W (K; 0; (1) Bonato (2008) shows that in the presence of extreme observations or when the DGP is not a Wishart process, the estimates for the degrees of freedom using the WAR model are perceptibly lower than predicted by the theory via gamma distribution.
A comparison of the two estimates should give a sort of measure of goodness of t of the WAR model.
A perfect t should bring the two values to coincide.
The value of the degrees of freedom is the key element in determining whether the process is nondegenerate (K n) or if it admits density (K > n 1). Once the estimated degrees of freedom using the two estimators conrm the stationarity of the process, then the question of which estimator of K is to be used is no longer an issue, as the forecasted covariance matrices are independent of K. In fact,M and^ are rst-order identiable and are only required to compute E t (Y t+1 ), as shown in Equation (6). Recall that^ =^ =K and K is second-order identiable. So we do not needK to obtain^ .
4 The data Currencies are traded around the clock. T-bills are traded during the CBoT trading day and virtually round the clock on GLOBEX starting from 1 July 2003. As our samples start in 1997 we studied only the overlapping trading hours, i.e. the trading hours of the CBoT. To remove the overnight eect we did not consider the rst 15 minutes after the opening. Table 4 reports the descriptive statistics for the ve-minute and daily returns for the four asset we considered. The typical stylized fact are observed:
negative skewness, excess of kurtosis in both daily and intraday returns.
Intraday returns were constructed taking the rst dierences of the log-prices and multiply by 100.
3 When performing the ML estimation one should be careful to the parametrization of the Gamma density function.
According to Meucci's notation , it would be for instance 0 Y t Ga(K; 0 (1) ) 4 As done in Martens and van Dijk (2007) The trading day we constructed runs from 7:40 (rst observation) to 14:00 (last observation), resulting in 76 ve-minute returns which we used to construct the series realized covariance matrices. Figure 1 shows the realized volatility estimated from the data.
In the next step we constructed the series of realized covariance matrices using the classical estimator 5 Empirical application
Estimation results
The rst model we estimated is the full WAR(1), in which the matrix M is full. The estimates are reported in Table 3 . As shown in Equation (10) Table 5 reports the estimates and the t-test values of the parameters that determine the best prediction of Y t as given by a WAR(1) model. For simplicity we will only consider the case of two assets and report the estimates of the dierent pairs of combinations of the two currencies and two T-bills we used in our analysis. The parameter a 1 , which tells us the eect of the realized volatility at time t 1 on the realized volatility expected at time t, is signicant for all the pairs 5 . We have the same results for the coecients b 2 and c 3 , the autoregressive parameters for the realized covariances and realized variances of the second component of the pair. The only exceptions are the couples CHF-GBP and T30-T10. In particular, for the latter pair, only the autoregressive coecient for the 30-year U.S. treasury bill is statistically signicant.
It is very important to note that the rest of the coecients are not statistically signicant for any of the dierent combinations of pairs. This suggests that a reduction of the parameters of the models hypothesizing a limited spillover is reasonable and to some extent necessary.
The estimates of the autoregressive matrix M for the four specications of the WAR(1) model, the diagonal, the diagonal restricted, the block-diagonal and the restricted block-diagonal are reported in Table 5 . The restricted block diagonal case presents estimates that are not compatible with the previous cases and this seems to suggest that this kind of specication might be too restrictive to model the covariance matrix. The estimation results for the HAR-WAR process are similar to those for the WAR process and are available upon request.
The estimated values for the degrees of freedom are reported in Table 8 . To obtain the estimates the following allocation was used: = (1 1 1 1) 0 . Dierent allocations led to analogous results. All the dierent specications result in a number of degrees of freedom strictly bigger than n, n = 4 being the number of assets making up the portfolio, and thus the Wishart process is stationary and nondegenerate. All the estimates of K are close to each other except for the restricted block WAR-HAR. The resulting degrees of freedom equal to 6.5 are slightly bigger than in the other cases and this might be due to some problem in the optimization routine. Further investigation in this direction is necessary.
In addition to the estimated degrees of freedom, Table 8 same autoregressive structure for the latent variance-covariance matrix 6 .
Variance Forecasting
The ability to forecast the volatility of a nancial position is a key factor in many activities like risk management, portfolio optimization or option pricing, just to mention the most common. For this reason we preferred to give more emphasis to the out-of-sample forecast of the proposed model, rather than the in-sample t and in-sample forecast. Of course, in-sample t is important to determine the goodness of a model; however, unreported results showed that the WAR models have a very poor in-sample forecasting ability. Our suspicion is that the degrees of freedom are unlikely to be constant through time, and therefore tting the model to the entire series is not appropriate. To check the variation of the degrees of freedom within the sample, we split the 2,147 trading days into non-overlapping periods of 30 days. We then estimated the degrees of freedom for each sub-period. Results are reported in Figure 2 . We can clearly see that the degrees of freedom are far form being constant over time, with values ranging approximately between 3 and 20.
As done by banks and regulators, we use a rolling window to perform one-day-ahead out-of-sample forecasts. Our rst step is to construct a portfolio with the series of two exchange rates and two treasury bills. We assume that the value of the portfolio is in dollars and that it therefore carries a long position for the treasury bills and a short position in currencies. For simplicity, we assume equal (positive) weights for the treasury bills and equal (negative) weights for the exchange rates. In particular, we assume the owner of the portfolio invests 0.75 of his wealth for each of the T-bills and short-sells 0.25 for each of the currencies to buy CHF and GBP against USD, respectively. The forecasting period runs from 2 January 2003 until 8 August 2005, resulting in 653 one-step-ahead forecasts. For each day the realized variance of the portfolio is forecast by tting a WAR model to the series of covariance matrices and re-estimating the model at each step. As already mentioned above, the degrees of freedom are likely not to be constant and therefore at each step the model was estimated using a rolling window of 100 trading days, as done in Aït-Sahalia and Mancini (2008) . Table 9 presents the results of the Mincer-Zarnowitz regression:
where IV t is the realized volatility of the portfolio at time t and E t 1 [RV t ] is the forecasted realized volatility. Standard errors are reported in parenthesis. The R 2 across the models varies from 0.3209 for the full WAR(1) to the 0.3655 for the diagonal HAR-WAR. The moving windows estimation of the various WAR models delivered acceptable R 2 , that are, for instance, slightly higher than those reported in Andersen et al. (2003) .
It interesting to note that the full WAR(1) model has a worse performance if compared with its restricted counterparts. This might be due to the fact that the the full model is not the most appropriate as it carries over the estimation error of the parameters into the forecasts, which means that it is not as good as a more parsimonious model. It should also be noted that, in terms of R 2 , the dierence between the diagonal model and the restricted diagonal model is not relevant. Neither is the dierence between the block diagonal and the restricted block diagonal. that this simple parametrization is sucient to capture the dynamics of the variances and covariances. K estimated as in Gourieroux et al. (2007) , Steps 1-4. Recall that to obtain both the estimates for K = (1 1 1 1) 0 was used.
In Figure 4 (right) we tted a gamma distribution to the realized volatility of our portfolio. The blue line represents the kernel density of the realized variance, the blue line is the gamma tting and the black dash dot line represents the log-normal density. Numerous studies (Andersen et al., 2003, among others) show that the logarithm of the realized volatility tends to follow a normal distribution. Is therefore no surprising that a lognormal distribution clearly better ts the distribution of the realized volatility of the portfolio. On the other hand, the t provided by the Wishart model, i.e. the a gamma distribution, from a very rough graphical analysis, provides an acceptable alternative 7 .
7 The assumption of a gamma distribution to model the realized volatility is also at the basis of the multiplicative model of Engle and Gallo (2006) 
Value-at-Risk performance evaluation
Given the growing need to manage nancial risk, risk prediction plays an increasing role in banking and nance. The Value-at-Risk (VaR) concept has emerged as the most prominent measure of downside market risk. Regardless of the criticisms levelled at it, regulatory requirements are heavily geared towards VaR. In the light of the practical relevance of the VaR concept, the need for reliable VaR estimation and prediction strategies arises. A key ingredient when predicting the VaR of a nancial position is the ability to forecast the conditional variance of the asset considered. To fully test the proposed model we also consider VaR as an economic criterion to judge the forecast performances. We follow the methodology proposed in Giot and Laurent (2004) , that, to our knowledge is the only paper, along with that by Andersen et al. (2003) , Clements et al. (2008) and Brownlees and Gallo (2008) , to deal with VaR and realized volatility.
A series of asset returns r t ; t = 1; : : : ; T , known to be conditionally heteroskedastic, is modeled as follows: r t = t + t where c( ; t 1 ) and h( ; t 1 ) are functions of t 1 (the information set at time t 1), and depend on an unknown vector of parameters ; t is an independent and identically distributed (i.i.d.) process, independent of t 1 , with E[ t ] = 0 and E[ 2 t ] = 1. t is the conditional mean of r t and t is its conditional variance. In our setting we assume, for simplicity, a constant mean for all the assets in our portfolio. In particular, if r t represents the return of the portfolio, t = and for the (realized) variance of the portfolio we have:
where ! are the portfolio weights as previously chosen. To compute one-day-ahead forecasts for the VaR of the daily return r t using the conditional realized volatility, we re-estimate the model in Eq. (32) with constant conditional mean while the conditional variance is proportional to RV tjt 1 , the one-step-ahead forecast of the realized volatility of the portfolio; i.e. 2 t = 2 RV tjt 1 (with 2 being an additional parameter to be estimated). 2 is used to ensure that the rescaled innovations have unit variance.
We used the same forecasting period as in the previous section. For each model we computed the one-day-ahead variance and then the one-day-ahead forecast of the VaR. A Gaussian distribution and a Student's t distribution were used to model the residuals z t . percentage of times that the realized return is smaller that the forecasted VaR. A good density forecast should satisfy two criteria. First, for a given VaR level , the percentage of violations should be . Second, violations should conditionally unpredictable, i.e. a violation of nominal 1 VaR today should convey no information as to whether nominal 2 percent VaR will be violated tomorrow.
To check the robustness of the dierent WAR models in this VaR forecast evaluation, we also report in Table 10 the p-values of the test proposed in Berkowitz (2001) to evaluate a density forecast. This test relies on the fact that for a given daily return r t , if the series of one-day-ahead conditional density forecastsf tjt 1 (r t ) coincides with f(r t ; I t 1 ), it then follows under weak conditions that the sequence of probability integral transformation of r t with respect tof tjt 1 ( )
should be i.i.d. uniformly distributed on (0,1). This transformation was rst presented in Rosenblatt (1952) . Once the series has been transformed, it is straightforward to calculate the Gaussian likelihood and construct the likelihood ratio (LR) statistics.
In particular, Berkowitz (2001) suggested a test that allows the user to intentionally ignore model failures that are limited to the interior of the distribution; the proposed LR test is based on a censored likelihood: the tail of the forecasted density is compared with the observed tail. 
Under the null hypothesis, the test statistic is distributed 2 (2).
[ Table 10 somewhere here] Besides the good forecasting performances of the proposed models, we want to stress the fact that there is no notable dierence in the forecasting ability of the dierent specications. Therefore, a very parsimonious (and thus quick to estimate) model like the restricted diagonal WAR is sucient to model the riskiness of our portfolio.
6 Conclusions and direction for future research
In this paper we proposed a particular set of restricted specication of the WAR model for realized (co)variances. Our specications rely on the ability to group assets according to some criterion, for example the economic sector, a common feature in the variance-covariance dynamics, and so on. This allowed us to drastically reduce the number of parameters. A comparison between the dierent specications highlighted that there is no loss when a more parsimonious model is chosen. This is essentially due to the fact that the restricted model was justied by the data.
However, some aspects of the WAR process need to be claried. In particular, the degrees of freedom seem to vary through time and it is not clear by which variables they are driven. 
From (48) we know that, for any given vector ! 2 R n ! 0 Y t ! Ga(K=2; 2! 0 (1)!):
Knowing the variance of a gamma-distributed random variable, we have
(1) is not observable, but given the estimated matricesM j ; j = 1; : : : ; p and^ we can recover (1) that satises (57). Thus: 
