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THE POLYNOMIAL CARLESON OPERATOR
VICTOR LIE
Dedicated to Elias Stein on the
occasion of his 80th birthday celebration.
Abstract. We prove affirmatively the one dimensional case of a conjec-
ture of Stein regarding the Lp-boundedness of the Polynomial Carleson
operator, for 1 < p <∞.
The proof is based on two new ideas: i) developing a framework
for higher-order wave-packet analysis that is consistent with the time-
frequency analysis of the (generalized) Carleson operator, and ii) a new
tile discretization of the time-frequency plane that has the major con-
sequence of eliminating the exceptional sets from the analysis of the
Carleson operator. As a further consequence, we are able to provide
the full Lp boundedness range and prove directly – without interpola-
tion techniques – the strong L2 bound for the (generalized) Carleson
operator, answering a question raised by C. Fefferman.
1. Introduction
In this paper we will discuss the following conjecture of E. Stein regarding
the behavior of the so-called Polynomial Carleson operator:
Conjecture ([70],[73]). Let G denote either T or R with Gn :=
∏n
j=1G,
n ∈ N. Further, let Qd,n be the class of all real-coefficient polynomials in
n variables with no constant term and of degree less than or equal to d,
d ∈ N, and let K be a suitable Caldero´n–Zygmund kernel on Gn. Then the
Polynomial Carleson operator defined as
(1) Cd,nf(x) := sup
Q∈Qd,n
∣∣∣∣ ∫
Gn
ei Q(y)K(y) f(x− y) dy
∣∣∣∣
obeys the bound
(2) ‖Cd,nf‖Lp(Gn) . ‖f‖Lp(Gn)
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for any 1 < p <∞.
The main result of our paper is:
Main Theorem. The above conjecture holds for n = 1.
1.1. Historical background and motivation.
Before explaining the underlying motivation for Stein’s conjecture, let
us rewrite the expression (1) for the Polynomial Carleson operator in two
equivalent forms that will put matters in proper perspective. Throughout
this section, for simplicity, we will consider the case of G = R.
First, notice that we can express
(3) Cd,nf(x) = sup
λ
|Tλf(x)| ,
with
(4) Tλf(x) :=
∫
Rn
ei Qλ(y)K(y) f(x− y) dy ,
where here Qλ(y) =
∑
1≤|β|≤d λβ y
β ∈ Qd,n is a general real-coefficient poly-
nomial with no constant term in n variables of degree at most d, with
β = (β1, . . . , βn) a multi-index in
1 Nn and λ = (λβ)β the sequence of coeffi-
cients of Qλ.
Now, by making the change of variable y 7→ x − y, we notice that the
operator Cd,n is part of a larger class of maximal operators of the type
(5) T∗f(x) := sup
λ
∣∣∣∣∫
Rn
ei Qλ(x,y)K(x, y) f(y) dy
∣∣∣∣ ,
where Qλ, K : Rn×Rn → C are such that the phase function Qλ is smooth
and real-valued while K is a suitable integral kernel that is smooth away
from the main diagonal x = y.
Second, we note that it is possible to recast the problem of boundedness
for Cd,n without the parameter λ (and thus, of course, without the corre-
sponding supremum), at the price of losing smoothness of the phase in the
x-parameter of Qλ in (5). Indeed, by applying the Kolmogorov–Seliverstov–
Plessner linearization argument ([75]), one sees that the Lp-boundedness of
Cd,n follows from the corresponding L
p bounds for an operator of the form
(6)
∫
Rn
ei Q(x,y)K(x, y) f(y) dy ,
where in the specific situation of Cd,n we have Q(x, ·) ∈ Qd,n a real poly-
nomial whose coefficients are measurable functions of x, and K(x, y) =
K(x− y) with K a suitable Caldero´n–Zygmund kernel on Rn.
1Throughout the paper we use the convention N := {0, 1, 2, . . .}.
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The interest in studying the Polynomial Carleson operator comes from
several different directions and with these alternative formulations of the
operator in hand, we can now turn to discuss the motivations for such a
study.
A. Maximal singular oscillatory integrals in the Euclidean setting.
The key prototypical example of a maximal singular oscillatory integral
is the so-called Carleson operator (presented as Example A.1 below). This
operator arises naturally in the study of the almost-everywhere convergence
of Fourier Series. This latter topic originates in the effort of 19th-century
mathematics to provide a rigorous foundation for the theory of Fourier Series
initiated by J. Fourier in [19]. As a very brief historical overview, we mention
the following landmark results:
Dirichlet established the convergence at all points of Fourier Series for
differentiable functions, while Du Bois Reymond subsequently showed the
existence of continuous functions whose Fourier Series diverge at a point
(and in fact at any rational point). Once H. Lebesgue ([38]) had estab-
lished his theory of measure and integration—which provided the correct
framework to understand the previous divergence pathologies as behavior
on “negligible” sets—N. Luzin ([44]) conjectured in 1913 that the Fourier
Series of any f ∈ L2(T) converges to f almost everywhere. In 1923, A. Kol-
mogorov ([30]) showed surprisingly that there are functions in L1(T) whose
Fourier series diverge almost everywhere. After decades of misbelief in light
of Kolmogorov’s result, L. Carleson proved in 1966 that Luzin’s conjecture
is in fact true ([8]), thereby setting the foundation for what is known today
as time-frequency analysis.
By analogy with the approach to proving Lebesgue’s differentiation the-
orem for L1 functions via the L1-weak bounds for the Hardy–Littlewood
maximal function, Carleson established the almost-everywhere convergence
of Fourier Series of L2 functions by providing L2-weak bounds for the cor-
responding maximal operator supn∈N |Snf(x)| derived from the sequence
of partial Fourier sums Snf attached to f – which, up to admissible error
terms, represents nothing else than the aforementioned Carleson operator
C := C1,1.
At this point, we can present several significant examples of operators
in the literature that fit within the framework of either (5) or (6). These
in turn will lead us naturally to consider the Polynomial Carleson operator:
Example A.1. Consider an operator as in (5), with n = 1, Q(x, y) = λ (x−y)
and K(x, y) = K(x − y) = 1x−y . Equivalently, in (6), set n = 1, Q(x, y) =
a(x) · y with a measurable, and K(x− y) = 1x−y .
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In this context2, (5) or (6) represents the Carleson operator over R whose
L2-weak boundedness implies and—based on Stein’s maximal principle ([68])—
is in fact equivalent to the affirmative answer to Luzin’s conjecture.
The Lp bounds, 1 < p < ∞, for the Carleson operator were established
by R. Hunt in [25].
Example A.2. In (5), set n ≥ 1, Qλ(x, y) = λ · (x − y) and K(x, y) =
K(x − y) a Caldero´n–Zygmund kernel. Equivalently, in (6), set n ≥ 1,
Q(x, y) = a(x) · y with a = (a1, . . . an) measurable, and K as before.
This situation corresponds to the n-dimensional Carleson operator for
which full Lp bounds, 1 < p <∞, were provided by Sjo¨lin in [63] and later
reproved by different means in [56].
Example A.3. In (5), set n = 1, Qλ(x, y) = λ ·(x−y)2, and K(x, y) = K(x−
y) = 1x−y , with the obvious analog in (6): n = 1, Q(x, y) = a(x) · (x − y)2,
and K as before.
This case was proposed and treated by E. Stein ([70]). Unlike Carleson’s
theorem in [8], whose proof relies on wave-packet analysis, this result was
obtained via more standard Fourier analysis techniques, namely obtaining a
good asymptotic formula for the Fourier transform of the expression eiλy
2
/y
and appealing to TT ∗-methods.
Example A.4. In (5), set n ≥ 1, Qλ(x, y) =
∑
2≤|β|≤d λβ (x − y)β ∈ Qd,n
with d ≥ 2, and Kλ(x, y) = K(x−y) with K a standard Caldero´n–Zygmund
kernel, again with the obvious analog in (6).
This situation extends the previous setting from A.3 and was investigated
by Stein and Wainger in [73]. Notice that this latter setting does not include
Carleson or Sjolin’s results, since no linear term is allowed in Qλ. The
Stein–Wainger proof is based on Van der Corput estimates and again TT ∗-
methods.
Convergent point of interests: A very natural motivating theme arises: to find
a common path connecting the methods of proof and the results presented in
Examples A.3 and A.4 (i.e., Stein ([70]) and Stein-Wainger ([73])) with
those of Examples A.1 and A.2 (i.e., Carleson–Hunt ([8], [25]) and Sjo¨lin
([63])). We thus arrive naturally at the definition of the Polynomial Car-
leson operator in (1) and the formulation of Stein’s conjecture regarding its
Lp bounds.
B. Singular oscillatory integrals on nilpotent groups.
In an extensive study regarding harmonic analysis on nilpotent Lie groups,
[58], [59],[60], Ricci and Stein proved, under the assumptions that Q is a real
polynomial in both variables (x, y) ∈ Rn×Rn and K(x, y) = K(x− y) with
2We mention here that by applying a general transference principle due to Marcinkei-
wicz and Zygmund one can show that Lp-bounds for the (generalized) Carleson operator
over R or T are equivalent.
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K a standard Caldero´n–Zygmund kernel, the operator represented by (6) is
bounded on Lp(Rn) for 1 < p < ∞. This of course can be regarded as a
model case for our conjecture above, in the situation in which the “stopping
times” represented by the coefficients of the monomials in y in the expression
Q(x, ·) ∈ Qd,n are themselves polynomials in x.
Stein and Ricci’s motivation in considering this problem relies on the
fact that such operators appear naturally in three distinct but interrelated
contexts:
• singular integrals on lower-dimensional varieties in Rn (see e.g. [64],
[72], [74]),
• twisted convolution on the Heisenberg group and extensions to other
nilpotent groups (see e.g. [20], [46], [47]), and
• Radon transforms and their application to the study of the ∂¯-Neumann
problem (see e.g. [54], [55], [22], [10], [11]).
For more on this, we refer the interested reader to the specific examples
corresponding to each of these topics and appearing in [59].
C. Connections with Radon-like transforms.
With n ∈ N as before, let γ : R → Rn be a suitable (smooth) curve. We
define two operators on Rn as follows:3
• the maximal function along γ given by
(7) Mγf(x) := sup
0<ǫ<1
1
2ǫ
∫
|t|<ǫ
|f(x− γ(t))| dt ;
• the Hilbert transform along γ given by4
(8) Hγf(x) :=
∫
|t|<1
f(x− γ(t)) dt
t
.
The theory of singular integral operators of type (8) arose naturally in the
study of solutions of constant-coefficient parabolic differential operators (see
the works of [26], [15] and [16]). One specific example is the L2-boundedness
of (8) obtained by Fabes ([16]) in the case n = 2 and γ(t) = (t, t2), by
applying the method of rotations to a singular integral associated with the
heat equation. This was later extended by several authors, e.g. [71], [1],[29],
[24].
The study of maximal operators of type (7) was hinted at by use of
the method of rotations in connection with Poisson integrals on symmet-
ric spaces ([69]). The first Lp results were obtained by Nagel, Rivie`re, and
Wainger in [51], [52], while a more general Euclidean-translation-invariant
theory was developed by Stein andWainger ([72]) in the case of one-dimensional
submannifolds. All of the above results relied fundamentally on 1) Fourier
methods via the Plancherel formula and 2) a suitable non-degeneracy cur-
vature condition on γ via the method of stationary phase.
3The function f here is assumed to be in L1loc(R
n).
4Throughout this paper we will ignore the principal value symbol.
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With these settled, the interest naturally shifted to the case of “variable”
curves5 γ. Thus, in this new context, one is concerned with operators of the
form
(9) Mγf(x) := sup
0<ǫ<1
1
2ǫ
∫
|t|<ǫ
|f(x− γ(x, t))| dt ,
and the associated singular integral form
(10) Hγf(x) :=
∫
|t|<1
f(x− γ(x, t)) dt
t
.
This more general situation brings many complications for which new meth-
ods needed to be developed; in particular, one finds oneself in a non-translation-
invariant setting, suggesting that one needs to go beyond Fourier-analytic
tools. A first step in this direction was made by Nagel, Stein and Wainger
in [53], where they obtained an L2 result in the special case of some smooth
variable curves γ.6 Their approach relied on T T ∗ methods. This work was
greatly extended in the deep study of [11]. Other extensions to more gen-
eral contexts such as nilpotent Lie groups or integral operators arising from
the study of boundary-value problems in connection with the ∂¯-Neumann
problem for strongly pseudo-convex domains were already discussed in the
“Singular oscillatory integrals on nilpotent groups” subsection above. All of
these results relied on various curvature and smoothness conditions.
In an effort to unify and extend many of the above themes one could aim
to:
i) require minimal or no smoothness in the x-parameter, or
ii) preserve smoothness but drop the curvature condition in the t-parameter.
The various possible combinations of the presence of one or both of the
above items give rise to a new class of problems, which generally are sig-
nificantly more involved than the problem described above and for which
there is presently no satisfactory answer. To understand the relevance and
difficulty of some of these classes of problems we list here several impor-
tant examples; for simplicity we only focuss on the case n = 2 and hence
x = (x1, x2) ∈ R2:
Example C.1. The case γ(x, t) = (t, v(x) t).
This is one of the most striking examples. Let us assume first that we only
have ii) above and thus presume v is sufficiently smooth. For v analytic,
Bourgain ([6]) proved Lp bounds on (9),7 while the analogous result for the
Hilbert transform was proved in a slightly more general context by Stein
and Street in [65].
5Or, more generally, submanifolds.
6Note that here it is essential that γ(x, t) be smooth not just in the t-parameter but
also in the x-parameter.
7Strictly speaking his result is for p = 2, but the extension to the case 1 < p ≤ ∞ is
more or less standard.
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Assuming now that both ii) and i) are present, the story is as follows:
If v(x) = v(x1, x2) = v(x1) is a function of only one variable that is only
assumed to be measurable, then the L2 boundedness of (10) is equivalent to
Carleson’s theorem on the pointwise convergence of Fourier Series discussed
in Example A.1.. More general Lp bounds—but still not within the fully
expected range 1 < p < ∞—were only recently obtained (see [4] and [5]).
Regarding the general setting of genuinely two-variable vector fields v, it is
a well known fact that mere measurability, or even α-Ho¨lder continuity with
any α < 1, is not enough to guarantee any Lp bounds8 for either (9) or (10).
The difficult and long-standing open problem of whether or not Lipschitz
regularity9 of v is enough to imply any non-trivial Lp bounds for (9) is
often referred to as the Zygmund conjecture. The analogous problem for
the Hilbert transform (10) was raised by Stein and is currently also widely
open. As of today, the best general10 regularity result is due to Lacey and
Li ([37]), who via time-frequency analysis proved—using only measurability
assumptions on u—Lp control for p > 2 over the Hilbert transform restricted
to annuli. As a consequence of this last result they also showed that if one
assumes that v has C1+ǫ regularity then Hγ is bounded on L
2(R2). For more
on this, we invite the reader to consult [37] and [14] and the bibliography
therein.
Example C.2. The case γ(x, t) = (t, v(x) t2).
In this situation we completely remove item ii), reimposing a non-trivial
curvature in t. If v is only assumed to be measurable, then Lp bounds with
2 < p ≤ ∞ are known to be true for (9) ([45]) and to fail for (10) ([27]).
If v Lipschitz, then Lp bounds for the full range 1 < p ≤ ∞ hold for both
Mγ ([23]) and Hγ ([14]). Notice again that if v(x) = v(x1) is a measurable
function of only one variable, then the L2-boundeness of (10) is equivalent
to Stein’s result ([70]) discussed in Example A.3. above.
Example C.3. The case γ(x, t) = (t,
∑
β≤d vβ(x1) t
β) with d ∈ N, d ≥ 2 and
vβ measurable functions.
This represents a natural attempt to unify Examples C.1 and C.2 in terms
of the t-variable behavior, at the price of restricting the x-dependence of the
vβ’s to only the first variable. Based on our comments above, one can easily
see now that the L2 bounds of (10) in this setting are in fact equivalent to
the Polynoimal Carleson Conjecture stated the beginning of our paper for
the case n = 1 and p = 2.
1.2. Further motivation.
8Excepting of course the trivial case p =∞ for the operator (9).
9With suitable smallness condition on ‖v‖Lip.
10I.e., with no extra assumption that v be essentially a Lipschitz perturbation of a
single-variable vector field.
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In this subsection we focus on the classes of symmetries for various rele-
vant operators.
Fix f ∈ L2(R) and define the following symmetries:
• Translations:
(11) τyf(x) := f(x− y) , a ∈ R ;
• Dilations:
(12) Dλf(x) := λ
1
2 f(λx) , λ ∈ R+ ;
• Generalized modulations of order j, j ∈ N:
(13) Mj,ajf(x) := e
iajx
j
f(x) aj ∈ R .
1.2.1. Hilbert Transform. As is well known, the classical Hilbert transform
over R, defined as
(14) Hf(x) :=
∫
R
f(x− y) dy
y
,
is the only L2-bounded linear operator (up to linear combinations with the
identity operator) that commutes with translations and dilations, that is:
1) H τy = τyH;
2) HDλ = DλH.
The Lp-boundedness, 1 < p < ∞, of the Hilbert transform is due to M.
Riesz ([61]), and along the years many other proofs have been found. A
particularly suggestive approach studies the action of the Hilbert transform
over a wavelet system, using as an intermediate step the existence of wavelet
systems that form bases for L2(R). Recall that a wavelet system may be
generated by the discrete action of dilation and translation symmetries on
a single function, that is {D2jτkϕ}k,j∈Z with ϕ a suitable smooth function
on R.
It is precisely this symmetry of the Hilbert transform with respect to the
translation and dilation actions generating wavelet bases that give symbolic
value to the wavelet-based study of the Hilbert transform: an operator’s
symmetries are to be involved in the analysis of its boundedness properties.
In this sense, one can view the wavelet theory as a dyadic framework for
Caldero´n–Zygmund theory.
1.2.2. Carleson operator. Over R, the Carleson operator
(15) Cf(x) = C1,1f(x) := sup
a∈R
∣∣∣∣ ∫
R
ei a y
1
y
f(x− y) dy
∣∣∣∣ ,
can be rewritten as11
(16) Cf(x) = sup
a∈R
|M∗a HMa f(x)| ,
where throughout the paper we denote the adjoint of an operator T by T ∗.
11For notational simplicity we refer to modulations of order one as simply “modula-
tions”, and instead of M1,a we simply write Ma.
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It is now easily observed that the Carleson operator is a maximal (sub-
linear) operator that commutes with translations and dilations and is in-
variant under modulations of order one. That is, beyond commuting with
translations and dilations as in 1) and 2) above (with H replaced by C), the
Carleson operator obeys the further symmetry
3) CMa = C.
This suggests that any method one chooses to prove the L2 (weak) bound-
edness of C should remain invariant under such symmetries, in particular
under the standard modulation symmetry. This heuristic principle was in
fact followed in disguise by Carleson in [8], when he performed an analysis
of the time-frequency “adapted” Fourier coefficients of the input function of
C.
The same heuristic principle was later expressed explicitly by C. Feffer-
man in his influential new proof of Carleson’s result, [17], where he intro-
duced the wave-packet discretization of the Carleson operator. Mirroring
the wavelet approach in the Hilbert transform setting, Fefferman used the
elementary building blocks consisting of wave-packets, that is objects of the
form {Ma2−jD2jτkϕ}a,k,j∈Z, where again ϕ is a suitable smooth function
over R.
Consequently, from the above description of the work in [8] and [17], we
see that the natural framework for standard time-frequency analysis lies
within wave-packet theory, which in turn relies on the action of the three
relevant symmetries: dilations, translations and (standard) modulation.
1.2.3. Bilinear Hilbert Transform. Consider the Bilinear Hilbert transform
B, defined a priori for Schwartz functions f, g ∈ S(R) by
(17) B(f, g)(x) :=
∫
R
f(x− t) f(x+ t) dt
t
.
This bilinear operator appeared in Caldero´n’s study of the Cauchy integral
on Lipschitz curves ([7]). In this context, Caldero´n conjectured that B maps
boundedly Lp × Lq → Lr whenever 1 < p, q <∞ and 1p + 1q = 1r .
One of the key insights in approaching this problem is to realize that
the Bilinear Hilbert transform shares many similarities with the Carleson
operator above. Indeed, in addition to the by now standard symmetries
of commutation with translation and dilation, one also has the modulation
symmetry given by
(18) B(Maf,Mag) =M2aB(f, g) .
Applying thus the heuristic principle from above, one expects wave-packet
analysis to play a key role in this problem. The confirmation of this fact came
in [34] and [35], where Lacey and Thiele proved that Calderon’s conjecture
holds under the supplementary restriction r > 23 . (Despite sustained effort,
the remaining case 12 < r ≤ 23 is still open.) Using the time-frequency tools
developed in these papers, they were able to give a third, concise, proof of
Carleson’s Theorem ([36]).
10 VICTOR LIE
1.2.4. Trilinear Hilbert Transform. After the Lacey–Thiele breakthrough,
a series of papers (e.g. [49], [50], [48], [13], [12]) extended the modern
time-frequency framework to many other classes of multilinear operators
motivated by ergodic theory, nonlinear scattering theory, and other fields.
However, in all these papers, the underlying common feature is that any
of the treated operators are at least “morally” invariant under translations,
dilations, and linear modulations. For this reason, these problems could
be successfully addressed by the standard wave-packet theory developed for
treating the Carleson operator and later the Bilinear Hilbert transform.
However, the situation changes if one investigates the boundedness of the
so-called Trilinear Hilbert Transform
(19) T (f, g, h)(x) :=
∫
R
f(x+ t) g(x+ 2t)h(x + 3t)
dt
t
.
The main question is whether T maps Lp×Lq×Lr → Ls boundedly with the
expected Ho¨lder homogeneity condition 1p +
1
q +
1
r =
1
s and 1 < p, q, r <∞
with, say, s ≥ 1. No significant progress has been made on this problem. A
primary source of difficulty is that T hasmore symmetries than those already
mentioned: in addition to the translation, dilation, and linear modulation
symmetries, T also obeys a quadratic modulation symmetry; that is, for
a ∈ R:
(20) T (M2,3af, M2,−3ag, M2,ah)(x) :=M2,a T (f, g, h)(x) .
Thus, according to our symmetry principle, the standard wave-packet the-
ory is not efficient in this setting since the (linear) wave-packet framework
is not invariant under quadratic modulations. Indeed, all previous attempts
to approach this problem with only linear wave-packet theory have failed.
Thus, developing a higher-order wave-packet theory, that in particular in-
cludes quadratic wave packets seems a natural enterprise toward a better
understanding of this problem.
1.2.5. Polynomial Carleson operator. Recall the one-dimensional Polyno-
mial Carleson operator (of degree d ∈ N)
(21) Cd,1f(x) := sup
Q∈Qd,1
∣∣∣∣ ∫
R
ei Q(y)
1
y
f(x− y) dy
∣∣∣∣ .
We immediately notice that our Polynomial Carleson operator enjoys trans-
lation, dilation, and linear modulation invariance, thus obeying all the pre-
liminary conditions that point towards a wave-packet methodology in the
treatment of this operator. However, one further notices that if d ≥ 2
then beyond the previous symmetries, the Polynomial Carleson operator
Cd,1 is further invariant under the action of higher-order modulations (see
(13)) given by {Mj,aj}j∈{2,...,d}. Thus, based on our earlier considerations,
it seems natural that a successful approach to Stein’s conjecture on the
Lp-boundedness of the Polynomial Carleson operator should involve higher-
order wave-packet theory. As we will see, this is indeed the case—in our
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proof of the one-dimensional case of this conjecture we develop a new way
of representing and understanding the time-frequency representation and
interaction of higher-order wave packets.
We stress that our analysis of the Polynomial Carleson operator (includ-
ing here the Quadratic Carleson operator partially treated in [40]) represents
the first step in the present literature in passing from the (standard) linear
to the higher-order wave-packet approach. With respect to the hierarchy
of symmetry complexity, the Polynomial Carleson operator is one level up
relative to the standard Carleson operator or the Bilinear Hilbert transform.
Also notice that if we fix d = 2 (n = 1) the Quadratic Carleson operator
C2,1 obeys similar symmetry invariances with the Trilinear Hilbert trans-
form and thus can be regarded as an intermediate milestone between our
understanding of the Bilinear and the Trilinear Hilbert transform.
We end this section with a word of caution: while the symmetry com-
plexity paradigm serves as a helpful heuristic in understanding the level of
difficulty and the nature of the approach involved in bounding certain op-
erators, this hierarchy need not be taken ad litteram. Indeed, the deeper
structure of a given operator may reveal several other subtleties that signif-
icantly impact the difficulty of addressing the operator’s boundedness. For
example, such subtleties likely render the problem of the boundedness Tri-
linear Hilbert transform extremely difficult and in particular possibly more
challenging than the boundedness problem solved in this paper for the Poly-
nomial Carleson operator Cd,1. This is the case even though, for large d ∈ N,
(d ≥ 3), the Polynomial Carleson operator has more symmetries than the
Trilinear Hilbert transform.
1.3. Intermediate results.
Having motivated the conjecture on the Polynomial Carleson operator
from various perspectives in the preceding sections, we now briefly recapit-
ulate the results to date bearing directly on special cases of the conjecture
itself; the reader will note that some of these partial results have already
been discussed above.
As mentioned previously, Stein’s conjecture on the Polynomial Carleson
operator can be regarded:
• in the case n = 1 as the extension of the celebrated Carleson–Hunt
([8], [25]) Theorem that C1,1 is bounded from L
p to Lp as long as
1 < p <∞; and
• in the case of general n as the extension of Sjo¨lin’s result ([63]); see
also [56].
As described above, under the crucial limiting assumption that the supre-
mum in (1) be taken over polynomials with no linear term, a special case of
the conjecture was established in work of Stein ([70], for dimension n = 1
and quadratic polynomials) and Stein–Wainger ([73], for general dimensions
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n and polynomials of arbitrary degree d). We again note that, due to the ab-
sence of linear terms in the phase of the kernel, the Stein and Stein–Wainger
results do not contain the Carleson–Hunt result.12
Finally, in [40], we made a significant advance by proving the L2-weak
boundedness of the full Quadratic Carleson operator C2,1—incorporating
polynomials with linear terms—in dimension one. As expected, in our proof
we developed a new approach to the time-frequency analysis of the quadratic
phase, relying on the so-called relational perspective introduced there in
Section 2. In developing the framework for quadratic wave-packet analysis,
we adapted our approach to the insights developed by Fefferman in his
reproof of Carleson’s theorem ([17]).
1.4. Insights in our proof.
Passing now to the mathematical aspects of the present paper, we mention
here the two main ideas on which our proof is based:
• Development of the proper framework for the higher-order wave-
packet theory that in our context needs to be adapted to the time-
frequency analysis of the (Polynomial) Carleson operator.
• A new discretization of the family of time-frequency tiles arising in
the decomposition of our operator. This discretization has as a ma-
jor implication the elimination of exceptional sets from the analysis
of the Carleson operator. This latter fact has in turn two main
consequences: i) it yields boundedness for the complete range of
exponents for the one-dimensional case of Stein’s conjecture, and
ii) it provides for the first time a direct proof—without recourse to
interpolation—of the L2-boundedness of the Carleson operator, thus
answering an open question raised by C. Fefferman in [17].
Beyond these facts, there will be several other points in our approach (see
e.g. Section 7) that extend the intuition and methods developed in [40] for
treating the particular case d, p = 2. These latter methods were further
influenced by the powerful geometric and combinatorial ideas presented in
[17].
This being said, we briefly elaborate on the two main ideas mentioned
earlier:
Regarding the higher-order wave-packet framework, we develop a tile
decomposition of the time-frequency plane into Heisenberg well-localized
“curved regions” representing area-one neighborhoods of polynomials in the
class Qd,1. The precise geometry of the tiles appears as a manifestation of
the so-called relational perspective introduced in [40] and is directly related
with a good control over the inner product—see e.g. equation (42) below—of
the “smaller pieces” (operators) into which Qd,1 is decomposed. Indeed, as
12Note further that the operators considered by Stein and Wainger have no (general-
ized) modulation symmetry; thus, based on the symmetry complexity heuristic discussed
earlier, one expects the analysis of such operators to be significantly simpler.
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the name suggests, this perspective stresses the importance of interactions
between objects rather than simply treating them independently (for fur-
ther details, see Section 2 in [40]). At this point it is worth mentioning that
our time-frequency representation of the tiles recovers, from a completely
different angle, the more general uncertainty principle discussed in relation
with differential operators by C. Fefferman in [18].
With respect to tile discretization, we design a new procedure of parti-
tioning the family of tiles that relies on a refined definition of the concept
of mass of a tile, recursive stopping-time arguments, and a very delicate
combinatorial procedure. Within this process a special role is played by
the counting functions associated with suitable geometric configurations of
tiles called “trees.” All previously known estimates involved the L∞ size of
these counting functions, which in turn required one to excise the sets on
which the L∞ norms are too large. In particular, these “exceptional” sets
caused a series of technical difficulties in all the earlier works regarding the
Lp-boundedness of the Carleson operator; these difficulties account for the
lack of a direct approach to providing strong L2 bounds. In the present
paper one of the key insights is that we relate, via the mass parameter, the
structure of the trees of tiles with the behavior of the counting functions,
thereby enabling us to replace the previous L∞-norm estimates with weaker
BMO-norm-type estimates.
1.5. Structure of the paper.
Next, we briefly outline the structure of our paper:
• In Section 2 we establish various notation and present the general
procedure of constructing our tiles.
• In Section 3 we elaborate on the discretization of our operator Cd,1.
• Section 4 is dedicated to the study of the interaction between tiles.
• The key idea in organizing the family of tiles and the Main Propo-
sition are presented in Section 5.
• Next, in Section 6, we present the main definitions and reduce the
Main Proposition to two auxiliary propositions, Proposition 24 and
Proposition 25.
• Section 7—the most technical one—contains the proofs of Proposi-
tions 24 and 25, while Section 8 is dedicated to some final remarks.
• In the Appendix we include several useful results regarding the dis-
tribution and growth of polynomials.
Finally, given that in many respects [17] and [40] can be regarded as a
foundation for this paper, when possible, we have chosen to preserve here
the notation, definitions and general structure of those earlier works.
Acknowledgements. I would like to express my deep gratitude to Char-
lie Fefferman for reading parts of the manuscript and providing useful feed-
back. Also, I would like to thank Jim Wright for helpful advice about the
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history of the problem and to Christoph Thiele for first mentioning me about
the question regarding the behavior of the Quadratic (Polynomial) Carleson
operator. Finally, I thank Pavel Zorin-Kranich for pointing out some minor
typos in an earlier version of this paper.
2. Notations and construction of the tiles
We start by introducing the corresponding canonical dyadic grids on13
[0, 1) = T and in R. Throughout the paper the letters I and J refer to
dyadic intervals corresponding to the grid associated with T while the greek
letters α1, . . . , αd, with d ∈ N a fixed parameter, stand for dyadic intervals
associated with the grid in R. All the dyadic intervals considered in this
paper are of the form [k2−j , (k + 1)2−j) for appropriate k, j ∈ Z.
A tile P is a (d+ 1)-tuple of dyadic intervals, i.e.
(22) P = [α1, α2, . . . , αd, I], s.t. |αj | = |I|−1, j ∈ {1, . . . , d} .
For notational simplicity we will often refer to P = [α1, α2, . . . , αd, I] as
P = [~α, I] where here ~α = (α1, α2, . . . , αd).
The collection of all tiles P will be denoted by P.
Now, for each tile P = [~α, I] we will associate a geometric time-frequency
representation, denoted with Pˆ . The exact procedure is described in several
steps:
• for I above, we set xI = (x1I , x2I , . . . , xdI) ∈ Td to be the d−tuple
defined inductively as follows: x1I , x
2
I are the endpoints of the interval
I, then, if d ≥ 3, x3I = x
1
I+x
2
I
2 is the mid-point of I, next, if d ≥ 4,
x4I =
x1I+x
3
I
2 is the mid-point of the left half of I, next, if d ≥ 5,
x5I =
x3I+x
2
I
2 is the mid-point of the right half of I and so on until we
reach the d-th coordinate.
• recalling that Qd stands for the class of all real polynomials of degree
at most d, we make the following conventions: If not specified, q
will always designate an element of Qd−1, while Q will refer to an
element of Qd. When appearing together in a proof q will designate
the derivative of Q.
• we define
Qd−1(P ) := {q ∈ Qd−1 | q(xjI) ∈ αj ∀ j ∈ {1, . . . , d}} ,
and set the notation
(23) q ∈ P iff q ∈ Qd−1(P ) .
• with all these done, we define
(24) Pˆ := {(x, q(x)) | x ∈ I & q ∈ P} .
13Depending on our convenience the symbol T stands for either [− 1
2
, 1
2
) - when ap-
pearing in the definition of the Polynomial Carleson operator, or [0, 1) - when referring to
the discretization of our time-frequency plane.
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The collection of all geometric tiles Pˆ will be denoted with Pˆ.
For each tile P = [~α, I] = [α1, α2, . . . , αd, I] ∈ P we associate the “central
polynomial” qP ∈ Qd−1 given by the Lagrange interpolation polynomial:
(25) qP (y) :=
d∑
j=1
∏d
k=1
k 6=j
(y − xkI )∏d
k=1
k 6=j
(xjI − xkI )
c(αj) .
Now, if I is any (dyadic) interval we denote by c(I) the center of I. Let
Ir be the “right brother” of I, that is, the interval having the properties:
c(Ir) = c(I) + |I| and |Ir| = |I|; similarly, the “left brother” of I will be
denoted Il with c(Il) = c(I) − |I| and |Il| = |I|. If a > 0 is some real
number, by aI we mean the interval with the same center c(I) and with
length |aI| = a|I|; the same conventions apply to intervals {αk}k.
In the following we will also work with dilates of our tiles: for a > 0
and P = [α1, α2, . . . , αd, I] we set aP := [aα1, aα2, . . . , aαd, I]. Similarly, we
write
aPˆ := âP = {(x, q(x)) | x ∈ I & q ∈ Qd−1(aP )} .
Also, if P ⊆ P then by convention aP := {aP | P ∈ P}; similarly, if Pˆ ⊆ Pˆ
then âP :=
{
âP | P ∈ P
}
.
For P = [~α, I] we denote the collection of its neighbors by
N(P ) = {P ′ = [~α′, I] | α′k ∈ {αk, αkr , αkl } ∀ k ∈ {1, . . . , d}} .
Assume P = [~α, IP ]. We define
(26) IP ∗ = [c(IP )+
17
2
|IP |, c(IP )+ 3
2
|IP |)∪ [c(IP )− 17
2
|IP |, c(IP )− 3
2
|IP |)
and let
(27) IP ∗ =
14⋃
j=1
IjP ∗
be the partition of IP ∗ into dyadic intervals of length |IP |.
Also we let
(28) IP˜ = I˜P := 17IP .
In some situations, for notational simplicity, we will abuse the notation
and identify14 P = [~α, IP ] ∈ P with its correspondent representation P̂ ∈ P̂.
Similarly, we will often identify P ∗ with its geometric representation P̂ ∗
where
(29) P̂ ∗ := {(x, q(x)) | x ∈ IP ∗ & q ∈ P} .
Throughout the paper p will be the index of the Lebesgue space Lp and,
unless otherwise mentioned, will obey 1 < p <∞. Also, p′ will be its Ho¨lder
conjugate (i.e. 1p +
1
p′ = 1), while p
∗ =def min(p, p′).
14There should be no confusion as the precise meaning should be clear from the context.
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For f ∈ Lp(T), we denote by
Mf(x) = sup
x∈I
1
|I|
∫
I
|f |
the Hardy-Littlewood maximal function associated to f .
For A, B > 0 we say A . B (resp. A & B) if there exists an absolute
constant C > 0 such that A < CB (resp. A > CB); if the constant C
depends on some quantity δ > 0 then we may write A .δ B. If C
−1A <
B < CA for some (positive) absolute constant C then we write A ≈ B. Also
we write A >>d B iff there exists c(d) > (100d)
100d such that A > c(d)B.
As in [40], for x ∈ R we set ⌈x⌉ := 11+|x| .
Through out the paper, the parameters η = η(d), c(d) designate positive
numbers depending on d while c stands for a large positive number; all these
are allowed to change from line to line.
3. Discretization
Our goal in this section is to present the discretization of our Polynomial
Carleson operator on the torus15 defined by
(30) Cd,1f(x) := sup
Q∈Qd,1
∣∣∣∣ ∫
T
ei Q(y) cot πy f(x− y) dy
∣∣∣∣ .
In what follows, for notational simplicity, we will refer to the operator Cd,1
as T .
In direct connection with the discussion in Section 1.2.5, we start by em-
phasizing the groups symmetries of T as displayed in the following relation:
(31)
Tf(x) = sup
a1,...,ad∈R
|M1,a1 . . . ,Md,adHM∗1,a1 . . . ,M∗d,adf(x)| = sup
Q∈Qd
|TQf(x)| ,
where {Mj,aj}j∈{1,...,d} is the family of generalized modulations, defined in
(13), H is the periodic Hilbert transform, and
(32) TQf(x) =
∫
T
cot πy ei (Q(x)−Q(x−y)) f(x− y) dy ,
with Q ∈ Qd given by Q(y) =
∑d
j=1 aj y
j .
Now, up to easily controlled (smooth) error terms, (32) can be written in
an equivalent form as16
(33) TQf(x) =
∫
T
1
x− y e
i (
∫ x
y
q) f(y) dy ,
15For both historical lineage continuity (see [8] and [17]) as well as argumentation
clarity we present our proof on the tours as opposed to the real line. However the latter
situation follows similarly with no major modifications.
16Throughout the paper, we ignore possible absolute constants multiplying the kernel
of our operators.
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where, as mentioned in the previous section, q stands for the derivative of
Q.
Now linearizing the supremum in T , we write
(34) Tf(x) = TQxf(x) =
∫
T
1
x− y e
i (
∫ x
y qx) f(y) dy ,
where Qx(y) :=
∑d
j=1 aj(x)y
j with {aj(·)}j∈{1,...d} measurable functions and
qx is the derivative of Qx, that is qx(t) =
d
dtQx(t) with
∫ x
y qx =
∫ x
y qx(t) dt.
Further, proceeding as in [17] and [40], we define ψ to be an odd C∞
function such that
(35) supp ψ ⊆ {y ∈ R | 2 < |y| < 8} ,
and
1
y
=
∑
k≥0
ψk(y) ∀ 0 < |y| < 1 ,
where by definition ψk(y) := 2
kψ(2ky) with k ∈ N.
Using this, we deduce that
(36) Tf(x) =
∑
k≥0
Tkf(x) :=
∑
k≥0
∫
T
ei (
∫ x
y qx) ψk(x− y) f(y) dy .
Now for each P = [~α, I] ∈ P let
(37) E(P ) := {x ∈ I | qx ∈ P} .
Also, if |I| = 2−k (k ≥ 0), we define the operators TP on L2(T) by
(38) TP f(x) =
{∫
T
ei (
∫ x
y
qx) ψk(x− y) f(y) dy
}
χE(P )(x) .
As expected, if Pk :=
{
P = [~α, I] ∈ P | |I| = 2−k}, for fixed k ∈ N, the set
represented by
{E(P )}P∈Pk
forms a partition of [0, 1), and so
Tkf(x) =
∑
P∈Pk
TPf(x) .
Consequently, we have
(39) Tf(x) =
∑
k≥0
Tkf(x) =
∑
P∈P
TP f(x) .
This ends our decomposition.
Observation 1. We record here two facts that will be very useful in our
later reasonings:
• For a tile P = [~α, IP ], based on (35) and (38), we deduce that
(40) supp TP ⊆ IP and supp T ∗P ⊆ IP ∗ ,
where here T ∗P denotes the adjoint of TP .
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• Taking D to be the smallest integer larger than 100d log2(100d) and
splitting
P =
D−1⋃
j=0
⋃
k≥0
PkD+j ,
we can assume from now on that the following scale separation con-
dition holds:
(41)
if Pj = [~αj, Ij ] ∈ P with j ∈ {1, 2} such that |I1| 6= |I2| then either
|I1| ≤ 2−D |I2| or |I2| ≤ 2−D |I1|.
4. Quantifying the interactions between tiles
In this section we will focus on the behavior of the expression
(42)
∣∣〈T ∗P1 f, T ∗P2 g〉∣∣ .
Our purpose will be to show that the operator discretization in Section
3 that has at its core the defining set E(P ) and is fundamentally based
on the relational perspective introduced in [40] is designed such that the
interaction in (42) is controlled by the appropriately defined normalized
distance between the geometric representation of our tiles Pˆ1 and Pˆ2 (see
Lemma 8 below).
In order to realize this, we will first need to introduce some quantitative
concepts that are adapted to the information offered by the localization of
{TPj}j∈{1,2}.
4.1. Properties of TP and T
∗
P .
In this section we very briefly record the time-frequency localization prop-
erties of our elementary building blocks that should be regarded as a weighted
generalized wave-packet decomposition of our operator T .
For P = [~α, I] ∈ P with |I| = 2−k, k ∈ N, we have
(43)
TP f(x) =
{∫
T e
i (
∫ x
y qx) ψk(x− y) f(y) dy
}
χE(P )(x) ,
T ∗P f(x) =
∫
T e
−i (
∫ y
x
qy) ψk(y − x)
(
χE(P )f
)
(y) dy .
As it will be better revealed as a consequence17 of Lemma 8 below, we have
the following principle
(44)
• the time-frequency localization of TP is “morally” given by the geo-
metric representation Pˆ ;
17This is the essence of relational perspective introduced in [40], namely to understand
the time-frequency localization of an object depending on how it interacts - in terms of
the scalar product - with similar nature exterior objects.
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• the time-frequency localization of T ∗P is “morally” given by the geo-
metric representation P̂ ∗.
Observation 2. Remark that, due to Lemma C in the Appendix, one may
think of Pˆ as roughly being the |I|−1 neighborhood of the graph of the “central
polynomial” qP restricted to the spacial interval I.
4.2. Factors of a tile.
In this section we introduce two important concepts that will impact our
understanding of the interaction in (42).
For a tile P = [~α, I] we define two quantities:
a) an absolute one (which may be regarded as a self-interaction); we define
the density (analytic) factor of P to be the expression
(45) A0(P ) :=
|E(P )|
|I| .
Notice that A0(P ) determines the L
2 operator norm of TP .
b) a relative one (interaction of P or Pˆ with an exterior object) which is
of geometric nature. Here is the description of the concept:
Suppose first that we are given q ∈ Qd−1 and J an interval (not necessarily
dyadic); we introduce the quantity
(46) ∆q(J) :=
distJ(q, 0)
|J |−1 ,
where, for q1, q2 ∈ Qd−1, we use the notations
distA(q1, q2) = sup
y∈A
{disty(q1, q2)} & disty(q1, q2) = |q1(y)− q2(y)| .
Observe that we have the monotonicity property :
(47) J1 ⊆ J2 implies ∆q(J1) ≤ ∆q(J2) .
Now we define the geometric factor of P with respect to q as
(48) ⌈∆q(P )⌉ ,
where18
(49) ∆q(P ) := inf
q1∈P
∆q−q1(IP ) .
18Recall that given x ∈ R we let ⌈x⌉ := 1
1+|x| .
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4.3. Spacial Calderon-Zygmund decompositions adapted to a poly-
nomial.
In this section we want to develop a general algorithm for partitioning a
given interval J ⊂ T into a union of dyadic intervals having suitable, “good”
properties relative to a given polynomial q ∈ Qd−1. This decomposition will
be very useful later when studying the interaction displayed in (42). Our
precise statement and description of the algorithm is given below:
Lemma 3. [q−“good” decomposition of an interval J ]
Let J ⊂ T be an interval such that it can be decomposed into a finite union
of dyadic intervals
⋃
m J
m with each |Jm| ≥ |J |100 . Also let q ∈ Qd−1 with
d ∈ N, d ≥ 2 be a polynomial such that
(50) q /∈ Q0 and ∆q(J) > 0 .
and
(51) 0 < λ ≤ ∆q(J) .
Then, there exists a partition
(52) J = Js(q, λ) ∪ Jl(q, λ) ,
and c1(d), c2(d) > 0 such that:
• the (q, λ)−small component Js(q, λ) can be written as a union of at
most 9d dyadic intervals having the same length19
(53) w(J, q, λ) := c1(d)λ
1
d ∆q(J)
− 1
d |J | .
• defining
(54) η(J, q, λ) := c2(d)λ
d−1
d ∆q(J)
1
d |J |−1 ,
one has
(55) {x ∈ J | |q(x)| < η(J, q, λ)} ⊆ Js(q, λ) .
• the (q, λ)−large component Jl(q, λ) can be itself partitioned into
finitely many dyadic intervals
(56) Jl(q, λ) =
⋃
W∈CZ(q,λ)(J)
W ,
where here we define CZ(q,λ)(J) as the (q, λ)−Calderon-Zygmund
decomposition of J , that is, the Calderon-Zygmund interval de-
composition of the interval J \ Js(q, λ) relative to the set Js(q, λ).
19Throughout this section, our choice of c1(d) and c2(d) will be made such that the
quantities w(J, q, λ) and η(J, q, λ) represent dyadic numbers.
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• for each W ∈ CZ(q,λ)(J) the following key properties hold20:
(57) inf
x∈W
|q(x)| &d sup
x∈W
|q(x)| &d η(J, q, λ) ,
(58) |W | ≥ c(d)w(J, q, λ) ,
(59) ∆q(W ) ≥ c(d)λ ,
and
(60)
∥∥∥∥∥q(s)q
∥∥∥∥∥
L∞(W )
≤ c(d) 1|W |s ∀ s ∈ {0, . . . , d− 1} .
Proof. Let us first define
Mq(J) = {x ∈ J | x is a local minimum for |q|} .
From (50) we have that Mq(J) 6= ∅ and thus we can assume21 wlog that
Mq(J) = {xm}m finite. Notice that Mq(J) contains at most 3 d points.
With the previous notations, we define the (q, λ)−small component of Js
as given by
(61) Js(q, λ) :=
l⋃
j=1
Ij ,
where the dyadic covering {Ij}j∈{1,...,l} has the following properties22:
• |Ij | = w(J, q, λ) ∀ j ∈ {1, . . . , l};
• 3 I˚j ∩Mq(J) 6= ∅.
Observe here that l ≤ 9 d. Also, from our hypothesis about J , for a proper
choice of c1(d), we have that
(62) either dist(Js(q, λ), ∂J) = 0 or dist(Js(q, λ), ∂J) ≥ w(J, q, λ) .
Next, setting
Lη(J,q,λ)q (J) = {x ∈ J | |q|(x) < η(J, q, λ)} ,
we apply Lemma B (see the Appendix) with I = J and η = η(J, q, λ) and
together with (53) and (54) (for an appropriate choice of c2(d) in (54)) we
deduce
(63) |Lη(J,q,λ)q (J)| ≤ w(J, q, λ) ,
thus proving property (55).
We pass now to the analysis of the (q, λ)−large component Jl(q, λ).
20Recall that throughout the paper the constant c(d) > 0 is allowed to change from
line to line.
21In particular we assume that the graph of |q| is not a straight line parallel with the
real axis, as otherwise the above lemma is trivial.
22If I interval then I˚ stands for the interior of I .
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Firstly, we notice that based on the observation (62) definition (56) makes
sense.
Next, from definitions (61) and (56) we notice that given any W ∈
CZ(q,λ)(J) the following hold:
• there exist unique consecutive points xm, xm+1 ∈ Mq(J) and xm <
xm+1 such that
(64) W = [a, b] ⊆ [xm + w(J, q, λ), xm+1 − w(J, q, λ)] .
• the interval [xm, xm+1] can be decomposed in two intervals L1 =
[xm, ym] and L2 = [y
m, xm+1] such that
(65)
|q| restricted to L1 is monotone increasing ,
|q| restricted to L2 is monotone decreasing .
Now, from (65) we further deduce that
(66) inf
x∈W
|q(x)| = min{|q|(a), |q|(b)} .
Assume wlog that infx∈W |q(x)| = |q|(a). Then letting R1 := [xm, a] and
R2 = [x
m, b] we have
(67)
• ‖q‖L∞(R1) = |q|(a) = infx∈W |q(x)|;
• ‖q‖L∞(R2) = ‖q‖L∞(W );
• 1 ≤ |R2||R1| ≤ 5.
Now (57) follows from (67) and an application of Lemma A in the Appendix.
Relation (58) follows directly from the definition of the Calderon-Zygmund
decomposition CZ(q,λ)(J).
Next, (59) follows from
∆q(W ) =
distW (q, 0)
|W |−1 =
distR2(q, 0)
|W |−1 ≥
1
5
∆q(R2)
≥ 1
5
∆q([x
m, xm + w(J, q, λ)]) ≥ η(J, q, λ)
5w(J, q, λ)−1
= c(d)λ .
Finally, (60) is a direct consequence of (57) and Lagrange interpolation
formula displayed in the proof of Lemma A by taking in (366) J =W . 
4.4. The resulting estimates.
We conclude this section by describing how the concepts and definitions
introduced above in Section 4 relate in controlling the interaction in (42).
As expected, we need to quantify the relative position of P ∗1 with respect
to P ∗2 . Of course, we will only consider the nontrivial case I
∗
P1
∩I∗P2 6= ∅; also,
throughout this section, for notational simplicity we simply set IP1 = I1,
IP2 = I2 and we suppose wlog that |I1| ≥ |I2|.
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Definition 4. [Geometric factor associated to a pair of tiles]
Given two tiles P1 and P2, we define the geometric factor of the pair
(P1, P2) by
⌈∆(P1, P2)⌉ ,
where23
∆(P1, P2) = ∆1,2 :=
supy∈I˜1∩I˜2{inf q1∈P1q2∈P2 disty(q1, q2)}
|I˜1 ∩ I˜2|−1
.
Definition 5. [Interaction polynomial]
For P1 and P2 as above, we define the (P1, P2)-interaction polynomial
as
(68) q1,2 := qP1 − qP2 .
Definition 6. [Critical intersection set]
Let now ǫ0 ∈ (0, 1). With the notations and conventions from Lemma 3
we define the (ǫ0-)critical intersection set I1,2 of the pair (P1, P2) as
(69) I1,2 := Js(q1,2, λ) ,
for the particular values:
• J = I˜1 ∩ I˜2;
• λ := ∆(P1, P2) ⌈∆(P1, P2)⌉1−ǫ0.
Observation 7. With these notations, using the results in the Appendix
and our assumption |I1| ≥ |I2|, we have that if ⌈∆1,2⌉ <<d 1 then
⌈∆1,2⌉ ≈d max
{⌈
∆qP1 (P2)
⌉
,
⌈
∆qP2 (P1)
⌉}
≈d
⌈
∆q1,2(I2)
⌉
.
Now using Lemma 3 together with the principle of (non-)stationary phase,
one deduces the following:
Lemma 8. [Tile interaction control]
Let P1 , P2 ∈ P. Then, with the above notations and conventions, we have
(70)
∣∣∣∣∫ χ˜Ic1,2T ∗P1f T ∗P2g
∣∣∣∣ . n, d, ǫ0 ⌈∆(P1, P2)⌉n
∫
E(P1)
|f | ∫E(P2) |g|
max (|I1|, |I2|) ∀n ∈ N ,
(71)
∫
I1,2
|T ∗P1f T ∗P2g| .d ⌈∆(P1, P2)⌉
1−ǫ0
d
∫
E(P1)
|f | ∫E(P2) |g|
max (|I1|, |I2|) ,
where χ˜Ic1,2 is a smooth variant of the corresponding cut-off.
Moreover, we also have
(72)
∥∥TP1T ∗P2∥∥22 .d min{ |I2||I1| , |I1||I2|
}
⌈∆(P1, P2)⌉
2
d A0(P1) A0(P2) .
23Recall notation (28).
24 VICTOR LIE
Proof. Assume throughout the proof that ∆(P1, P2) >>d 1 as otherwise the
above statements are trivial.
Next, notice that relation (71) is straightforward based on the definition
of I1,2 in (69) and on the fact that
|T ∗Pjf | .
∫
E(Pj)
|f |
|Ij | χI
∗
j
∀ j ∈ {1, 2} ,
which is further a consequence of (43).
We now turn our attention towards (70).
Apply the algorithm described in Lemma 3 for the following parame-
ters: J = I˜1 ∩ I˜2 and λ := ∆(P1, P2)ǫ0 . We then obtain the collection
CZ(q,λ)(J) := {Wr}r representing the (q, λ)−Calderon-Zygmund decompo-
sition of J \ Js(q, λ) relative to the set Js(q, λ).
Let ϕ be a smooth cutoff of χIc1,2 such that ϕ ≥ 0 and
(73) ϕ|J\Ic1,2 = 1 and ϕ| 34 I1,2∪( 54J)c = 0 .
Take now any smooth partition of unity adapted to the collection CZ(q,λ)(J)
such that this is identically zero on the set 34 I1,2 ∪ (54J)c. Thus, wlog we
may assume that
(74) ϕ =
∑
r
ϕr ,
where here
(75)
• ϕr adapted to Wr;
• ‖ϕr‖C∞ . 1;
• ϕr = 1 on Wr;
• ϕr = 0 on [0, 1] \ 54 Wr.
Observation 9. It is important to notice that for appropriate choices of the
d-depending constants in Lemma 3 and based on the results in the Appendix
we have that the properties of the central polynomial q1,2 on each of the Wr
are transferable with no modifications (up to further d dependent constants)
for any difference polynomial of the form q1 − q2 with q1 ∈ P1 and q2 ∈ P2.
With this we have∫
ϕ T ∗P1f T
∗
P2
g =
∫
f TP1(ϕT
∗
P2
g)
=
∫ ∫
(fχE(P1))(x) (g¯χE(P2))(s)K(x, s) dx ds ,
where
K(x, s) =
∫
ei [
∫ s
y qs−
∫ x
y qx] ψk1(x− y) ϕ(y) ψk2(y − s) dy .
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Here we used the convention |I1| = 2−k1 , |I2| = 2−k2 with k2 ≥ k1 positive
integers.
Let us set Q˜(y) :=
∫ s
y qs−
∫ x
y qx, q˜ = Q˜
′ and u(y) := ψk1(x−y)ψk2(y−s).
Then, writing ei Q˜(y) =
(
1
i q˜(y)
d
dy
)
(ei Q˜(y)) and integrating by parts n times
in expression
(76) K(x, s) =
∫ [(
1
i q˜(y)
d
dy
)n
(ei Q˜(y))
]
ϕ(y) u(y) dy ,
we get
(77)
|K(x, s)| .n
∫ ∑
a1+...+an+1=n
b1+...+bn=n
aj+bj≤n+1
aj, bj∈N
n∏
j=1
∣∣∣∣( ddy
)aj ( 1
q˜(y)bj
)∣∣∣∣ ∣∣∣∣( ddy
)an+1
(ϕ(y) u(y))
∣∣∣∣ dy.
Now for generic a, b, c ∈ N, making use of Observation 9, we have
|( d
dy
)a(
1
q˜b(y)
)| .a,b,d sup
s≤a
n1+...+ns=a
n1, n2, ..., ns∈N
|q˜(n1) . . . q˜(ns)|
|q˜|s+b ,
|( d
dy
)bϕ(y)| .
∑
Wr∈W
1
|Wr|b |ϕ˜r(y)| ,
and
|( d
dy
)cu(y)| . 1|I2|c |ψk1(x− y) ψ˜k2(y − s)| .
where here ϕ˜r and ψ˜k2 are functions with the same localization/smoothness
properties as ϕr and ψk2 respectively.
Using now (57)-(60) we get
(78) |K(x, s)| .n 1|I1|
1
|I2|
∑
Wr
|Wr|
∆q(Wr)n
.
1
|I1| ⌈∆(P1, P2)⌉
n ǫ0 ,
which proves (70).
For (72), we repeat the previous argument but now in the setting ǫ0 = 0
and n = 1 and once we reach the first inequality in (78) we use the simpler
estimate
∆q(Wr) ≥ η(J, q, 1) |Wr | ≈d ∆(P1, P2)
1
d
|Wr|
|J | .
This ends the proof of our lemma. 
5. The proof of the main theorem
5.1. A key ingredient - organizing the family of tiles.
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In this section we will recursively partition the set of all tiles P into families
of tiles with some special properties. More precisely, using induction, we will
show that
(79) P =
⋃
n
Pn ,
such that, roughly speaking, for each family Pn
• the tiles inside have a uniform density factor;
• a suitable defined counting function is under “good” control.
5.1.1. Preparatives. To make our tile-partition precise, we need to intro-
duce the following
Definition 10. [Mass of a tile adapted to a given environment]
Let A be a (finite) union of dyadic intervals in [0, 1] and P be a finite
family of tiles. For P = [~α, I] ∈ P with I ⊆ A we define the mass of P
relative to the set of tiles P and the set A as being
(80) AP,A(P ) := sup
P ′=[~α′,I′]∈ P
I⊆I′⊆A
|E(P ′)|
|I ′|
⌈
∆(10P, 10P ′)
⌉N
where N is a fixed large natural number.
Next, we introduce a qualitative concept that characterizes the overlap-
ping relation between tiles.
Definition 11. [Aiming for “orderings”]
Let Pj = [~αj , Ij ] ∈ P with j ∈ {1, 2}. We say that
- P1 ≤ P2 iff I1 ⊆ I2 and ∃ q ∈ P2 such that q ∈ P1 ,
- P1 E P2 iff I1 ⊆ I2 and ∀ q ∈ P2 we have q ∈ P1 .
Also we say P1 < P2 if P1 ≤ P2 and |I1| < |I2|. Similar statement for ⊳.
Observation 12. Notice that ≤ is not an order relation while E it is. Also
P1 < P2 implies 2P1 ⊳ 2P2.
In the following two definitions we elaborate on the “pseudo-ordering” ≤:
Definition 13. [Maximal/minimal tiles within a given family]
(1) If P ⊆ P is a family of tiles with some prescribed properties, we say
that P ∈ P is maximal (relative to P) iff
(81) ∀ P ′ ∈ P s.t. P ≤ P ′ we have P = P ′ .
(2) Similarly, if P ⊆ P is a family of tiles, we say that P ∈ P is mini-
mal (relative to P) iff
(82) ∀ P ′ ∈ P s.t. P ≥ P ′ we have P = P ′ .
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Definition 14. [Incomparable/negligible family of tiles]
We say that P ⊂ P is an incomparable family of tiles iff
(83) ∀ P1, P2 ∈ P we have P1  P2 and P2  P1 .
Also we call P ⊂ P negligible if P can be written as a union of at most
c(d) families of incomparable tiles.
We end this subsection with the following observation that connects the
geometric statement P1 ≤ P2 with the analytic behavior of the polynomials
belonging to {Pj}j .
Observation 15. As a consequence of Definition 11 and Lemma C in the
Appendix the following holds:
If P1 = [~α1, IP1 ], P2 = [~α2, IP2 ] ∈ P such that P1 ≤ P2 then there exists
c(d) ∈ (0, 10 (2d)d] such that
• ∃ q1 ∈ P1 with
(84) sup
q2∈P2
‖q2 − q1‖L∞(I˜P2 ) ≤ c(d) |IP2 |
−1 .
• ∀ q1 ∈ P1 we have
(85) sup
q2∈P2
‖q2 − q1‖L∞(I˜P1 ) ≤ c(d) |IP1 |
−1 .
5.1.2. Partitioning P - the inductive algorithm.
In this section we present an inductive algorithm of partitioning24 our set
of tiles into
(86) P =
⋃
n∈N
Pn ,
with each Pn being a set of tiles of mass n relative to certain space regions.
Our algorithm will be based on a stopping time process involving the John-
Nirenberg inequality that is correlated with the level set analysis of various
counting functions. This process is constructive and it is based on an as-
cending induction over n.
Step 1 Construction of the family P1
This construction will be done in two stages:
• Stage 1.1 - we define a sequence of nested sets {Ak1}k∈N such that
– Ak1 is a finite union of maximal disjoint dyadic intervals;
– we have a good control on the L∞ norm of a suitable “counting
function of order one” adapted to Ak1.
24In an earlier version of our paper we presented a slightly modified partitioning algo-
rithm. For more on this, please see the Remarks section, third item.
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• Stage 1.2 - for each set Ak1 we define a corresponding family of tiles
P1[Ak1 ] with the following two key properties:
– P1[Ak1 ] is a convex family of tiles, that is, if P1 ≤ P ≤ P2 with
P1, P2 ∈ P1[Ak1 ] then P ∈ P1[Ak1 ].
– each tile P = [~α, I] ∈ P1[Ak1 ] has the properties
(87)
I ⊆ Ak1 & I * Ak+11 ,
2−1 < AP,Ak1
(P ) ≤ 1 .
Now before effectively starting our construction we introduce the following
Definition 16. Let A = ⋃Aj and B = ⋃k Bk be two sets such that both
{Aj}j and {Bk}k are some collections of maximal (disjoint) dyadic intervals.
We say that
(88) A ≺ B ,
iff each Aj is contained in some Bk.
Moreover, given an absolute constant c > 0, we write
(89) A ≺c B ,
iff A ≺ B and for any Bk the following holds:
(90) |
⋃
Aj⊆Bk
Aj| ≤ e−c |Bk| .
This being said, we are ready to initiate the following:
Stage 1.1 Construction of the sets {Ak1}k≥1
1.1.1 Construction of the set A11
• We start by simply defining the set
(91) A01 := [0, 1] .
• Let
(92) Pmax1 [A01] :=
{
P = [~α, I] ∈ P |P maximal & |E(P )||I| > 2
−1
}
.
Notice that Pmax1 [A01] is formed by disjoint or incomparable tiles,
that is
(93) ∀ P 6= P ′ ∈ Pmax1 [A01] ⇒ P  P ′ and P ′  P .
• Next, we define
(94) C1[A01] :=
∑
P∈Pmax1 [A
0
1]
χE(P ) ,
and notice, based on (93), that
(95) C1[A01](x) ≤ 1 ∀ x ∈ [0, 1] .
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• Collect the time intervals of the maximal tiles in Pmax1 [A01] into the
set Imax1 [A01], that is
(96) Imax1 [A01] := {I |P = [~α, I] ∈ Pmax1 [A01]} .
• Define the counting function of order one adapted to A01 as
(97) N1[A01] :=
∑
I∈Imax1 [A
0
1]
χI .
Notice that N1[A01] verifies the relation
(98) ‖N1[A01]‖BMOC := sup
Jdyadic
J⊆[0,1]
∑
I⊆J
I∈Imax1 [A
0
1]
|I|
|J | ≤ 2 .
• Setting now
(99) ‖N1[A01]‖BMOD := sup
Jdyadic
J⊆[0,1]
1
|J |
∫
J
∣∣∣∣N1[A01]−
∫
J N1[A01]
|J |
∣∣∣∣ ,
we deduce that
(100) ‖N1[A01]‖BMOD ≤ 2‖N1[A01]‖BMOC .
• Applying now the John-Nirenberg inequality, we have25
(101)
∣∣∣∣{x ∈ J | ∣∣∣∣N1[A01](x)−
∫
J N1[A01]
|J |
∣∣∣∣ > γ}∣∣∣∣ . |J | e−c γ‖N1[A01]‖BMOD .
• Using (100) in (101), for γ > c ‖N1[A01]‖BMOC , we have that
(102) |{x ∈ J |
∑
I⊆J
I∈Imax
1
[A0
1
]
χI(x) > γ}| . |J | e−c .
• Finally, notice that
(103) A11 := {x ∈ [0, 1] |N1[A01](x) > c ‖N1[A01]‖BMOC} ,
consists of a finite union of disjoint dyadic intervals.
Applying now (102) we deduce that
(104) A11 ≺c [0, 1] .
1.1.2 Construction of the set Ak1 with k ≥ 1
We apply an inductive argument. Since the first step was already verified,
we assume that as the byproduct of the step k − 1 we obtained a set
Ak−11 ,
that can be represented as a finite union of disjoint dyadic intervals.
25Throughout the section the constant c > 1010 is an absolute constant that is allowed
to change from line to line.
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• As before, we start by identifying the collection of maximal tiles
(105) Pmax1 [Ak−11 ] :=
{
P = [~α, I] ∈ P ∣∣ P maximal
I ⊆ Ak−11
&
|E(P )|
|I| > 2
−1
}
.
• Set the collection of time-intervals of maximal tiles as
(106) Imax1 [Ak−11 ] := {I |P = [~α, I] ∈ Pmax1 [Ak−11 ] } .
• Define the counting function of order one adapted to Ak−11 as
(107) N1[Ak−11 ] :=
∑
I∈Imax1 [A
k−1
1 ]
χI ,
and applying the same reasonings as in the previous situation, notice
that N1[Ak−11 ] ∈ BMOD and moreover that ‖N1[Ak−11 ]‖BMOC ≤ 2.
• Applying now the the John-Nirenberg inequality, for γ > c ‖N1[Ak−11 ]‖BMOC ,
we have
(108) |{x ∈ J |
∑
I⊆J
I∈Imax1 [A
k−1
1 ]
χI(x) > γ}| . |J | e−c .
• Conclude that the set
(109) Ak1 := {x ∈ [0, 1] |N1[Ak−11 ](x) > c ‖N1[Ak−11 ]‖BMOC} ,
can be written as a finite union of disjoint dyadic intervals with
(110) Ak1 ≺c Ak−11 .
This process will end in a finite number of steps since the family P is
finite.
Observation 17. 1) Define Imax1 :=
⋃
k≥0 Imax1 [Ak1 ] and let the global
counting function of order one be
(111) N1 :=
∑
I∈Imax1
χI .
Notice that as a consequence of the above construction we have
(112) ‖N1‖BMOC . max
k
‖N1[Ak1 ]‖BMOC . 1 .
2) For any 0 ≤ l ≤ k, we have that Ak1 ⊆ Al1 with
(113) Ak1 ≺(k−l) c Al1 .
Stage 1.2 Construction of the sets {P1[Ak1 ]}k≥1
As mentioned above, we will associate to each of the sets within
{Ak1}k≥0 ,
constructed at Stage 1, a corresponding collection of tiles P1[Ak1 ].
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Our construction process follows an ascending induction pattern.
• for k = 0, define
(114) P1[A01] := {P = [~α, I] ∈ P | I * A11 & AP,A01(P ) ∈ (2
−1, 20]} .
• for general k ∈ N, we set
(115) P1[Ak1 ] :=
{
P = [~α, I] ∈ P | I * A
k+1
1 , I ⊆ Ak1
AP,Ak1
(P ) ∈ (2−1, 20]
}
.
• Finally, we now define the collection of tiles of mass (of order) 1 as
(116) P1 :=
⋃
k≥0
P1[Ak1 ] .
Here the construction of the 1−mass set ends.
Step 2. Constructing the family P2
First let us notice that from Step 1 we realized the following partition of
the interval [0, 1]:
(117) [0, 1] =
⋃
k≥0
Ak1 \ Ak+11 .
Given j1 ∈ N, we fix the set26 Aj11 \ Aj1+11 . In what follows we will adapt
the reasonings described at Step 1 to this specific set in order to construct
the corresponding set of tiles P2[A
j1
1 ⋄ Aj1+11 ].
As before, we will have two stages:
• Stage 2.1 - define a finite sequence of nested sets {Ak2 [Aj11 ⋄Aj1+11 ]}k
such that
– Ak2 [A
j1
1 ⋄ Aj1+11 ] is a finite union of maximal dyadic intervals;
– Ak2 [A
j1
1 ⋄ Aj1+11 ] ≺ Aj11 ;
– for any J ⊆ Aj1+11 dyadic we either have J ⊂ Ak2 [Aj11 ⋄Aj1+11 ] or
J ∩Ak2 [Aj11 ⋄ Aj1+11 ] = ∅.
• Stage 2.2 - for each set Ak2[Aj11 ⋄ Aj1+11 ] construct a corresponding
family of tiles P2(Ak2 [Aj11 ⋄ Aj1+11 ]) such that
– P2(Ak2 [Aj11 ⋄ Aj1+11 ]) is a convex family of tiles;
– each tile P = [~α, I] ∈ P2(Ak2 [Aj11 ⋄ Aj1+11 ]) has the properties
(118)
I ⊆ Aj11 & I * Aj1+11 and in fact also
I ⊆ Ak2[Aj11 ⋄ Aj1+11 ] & I * Ak+12 [Aj11 ⋄Aj1+11 ] ,
2−2 < A
P,Ak2 [A
j1
1 ⋄A
j1+1
1 ]
(P ) ≤ 2−1 .
26Throughout the section we assume that all the quantities/objects considered here
are non-trivial (i.e. the sets of intervals or tiles are non-empty and the norms involved are
non-zero). If that is not the case then the algorithm stops.
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With these, we have:
Stage 2.1 Construction of the sets {Ak2 [Aj11 ⋄Aj1+11 ]}k≥1
2.1.1 Construction of the set A12[A
j1
1 ⋄ Aj1+11 ]
• We start by setting
(119) A02[A
j1
1 ⋄ Aj1+11 ] := Aj11 .
• Let
(120) Pmax2 [A02[Aj11 ⋄Aj1+11 ]] :=

P = [~α, I] ∈ P
I ⊆ A02[Aj11 ⋄ Aj1+11 ]
I * Aj1+11
∣∣ P maximal|E(P )|
|I| > 2
−2
 .
• Define
(121) C2[A02[Aj11 ⋄Aj1+11 ]] :=
∑
P∈Pmax2 [A
0
2[A
j1
1 ⋄A
j1+1
1 ]]
χE(P ) ,
and deduce that
(122) C2[A02[Aj11 ⋄ Aj1+11 ]](x) ≤ 22 ∀ x ∈ [0, 1] .
• Set
(123) Imax2 [A02[Aj11 ⋄ Aj1+11 ]] := {I |P = [~α, I] ∈ Pmax2 [A02[Aj11 ⋄Aj1+11 ]]} .
• Define the counting function of order one adapted to A02[Aj11 ⋄Aj1+11 ]
as
(124) N2[A02[Aj11 ⋄Aj1+11 ]] :=
∑
I∈Imax2 [A
0
2[A
j1
1 ⋄A
j1+1
1 ]]
χI .
and deduce that
(125) ‖N2[A02[Aj11 ⋄Aj1+11 ]]‖BMOC := sup
Jdyadic
J⊆[0,1]
∑
I⊆J
I∈Imax
2
[A0
2
[A
j1
1
⋄A
j1+1
1
]]
|I|
|J | ≤ 2
2 ,
and
(126) ‖N2[A02[Aj11 ⋄ Aj1+11 ]]‖BMOD ≤ 2‖N2[A02[Aj11 ⋄ Aj1+11 ]]‖BMOC .
• Applying now John-Nirenberg deduce that the set27
(127)
A12[A
j1
1 ⋄ Aj1+11 ] := {x ∈ A02[Aj11 ⋄ Aj1+11 ] |N2[A02[Aj11 ⋄ Aj1+11 ]](x) > 2c 22} ,
is a finite union of disjoint dyadic intervals with
(128) A12[A
j1
1 ⋄Aj1+11 ] ≺2c A02[Aj11 ⋄ Aj1+11 ] .
27While the value of c here is irrelevant as long as we assume is bounded from below
away from the origin by c0 = 10
10 say, the meaning of 2c (or later nc) in this context is
to point out that we assume 2c > 2c0.
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2.1.2 Construction of the sets Ak2 [A
j1
1 ⋄Aj1+11 ] with k ≥ 1
We assume by induction that, for some k ∈ N, k ≥ 1, we have constructed
a set Ak−12 [A
j1
1 ⋄Aj1+11 ] that can be represented as a finite union of maximal
(disjoint) dyadic intervals.
• Repeating the above construction we define the collection of maximal
tiles
(129)
Pmax2 [Ak−12 [Aj11 ⋄Aj1+11 ]] =

P = [~α, I] ∈ P
I ⊆ Ak−12 [Aj11 ⋄ Aj1+11 ]
I * Aj1+11
∣∣ P maximal|E(P )|
|I| > 2
−2
 .
• Set the collection of time-intervals of maximal tiles as
(130) Imax2 [Ak−12 [Aj11 ⋄Aj1+11 ] := {I |P = [~α, I] ∈ Pmax2 [Ak−12 [Aj11 ⋄Aj1+11 ]]} .
• Define the counting function of order two adapted to Ak−12 [Aj11 ⋄
Aj1+11 ] as
(131) N2[Ak−12 [Aj11 ⋄Aj1+11 ]] :=
∑
I∈Imax1 [A
k−1
2 [A
j1
1 ⋄A
j1+1
1 ]]
χI ,
and applying the same reasonings as in the previous situation, notice
thatN2[Ak−12 [Aj11 ⋄Aj1+11 ]] ∈ BMOD and moreover that ‖N2[Ak−12 [Aj11 ⋄
Aj1+11 ]]‖BMOC ≤ 22.
• Define now
(132)
Ak2[A
j1
1 ⋄Aj1+11 ] := {x ∈ Ak−12 [Aj11 ⋄Aj1+11 ] |N2[Ak−12 [Aj11 ⋄Aj1+11 ]](x) > 2c 22}
and remark that
(133) Ak2 [A
j1
1 ⋄ Aj1+11 ] ≺2c Ak−12 [Aj11 ⋄Aj1+11 ] .
This process will end in a finite number of steps.
Stage 2.2 Construction of the sets {P2[Ak2 [Aj11 ⋄ Aj1+11 ]]}k∈N
• For k ∈ N, we simply define
(134)
P2[Ak2 [Aj11 ⋄Aj1+11 ]] :=
 P ∈ P \ P1P = [~α, I] ∣∣
I ⊆ Ak2[Aj11 ⋄ Aj1+11 ]
I * Ak+12 [A
j1
1 ⋄ Aj1+11 ] & I * Aj1+11
A
P,Ak2 [A
j1
1 ⋄A
j1+1
1 ]
(P ) ∈ (2−2, 2−1]
 .
• Next, we let
(135) P2[A
j1
1 ⋄Aj1+11 ] :=
⋃
k∈N
P2[Ak2 [Aj11 ⋄ Aj1+11 ]] .
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• Finally, we now define the collection of tiles of mass (of order) 2 as
(136) P2 :=
⋃
j∈N
P2[A
j
1 ⋄ Aj+11 ] .
Here the construction of the 2−mass set ends.
Step n. Constructing the family Pn
Suppose now following the above algorithm (via induction), that for
j1, j2, . . . jn−1 ∈ N and n ≥ 3, we have constructed the sets
(137) A
jn−1
n−1 [A
jn−2
n−2 ⋄ Ajn−2+1n−2 ] . . . [Aj11 ⋄ Aj1+11 ] .
As before, for the nth step we will have two stages:
• Stage n.1 - define a finite sequence of nested sets
{Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]}k ,
such that
– Akn[A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] is a finite union of maximal
(disjoint) dyadic intervals;
– Akn[A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] ≺ Ajn−1n−1 [Ajn−2n−2 ⋄Ajn−2+1n−2 ] . . . [Aj11 ⋄
Aj1+11 ];
– for any28 J ⊆ Ajn−s+1n−s [Ajn−s−1n−s−1⋄Ajn−s−1+1n−s−1 ] . . . [Aj11 ⋄Aj1+11 ] dyadic
interval and any s ∈ {1, . . . , n− 1} we either have
J ⊂ Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] or
J ∩Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] = ∅ .
• Stage n.2 - for each set Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] construct
a corresponding family of tiles
Pn(Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ])
such that
– Pn(Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]) is a convex family;
– each tile P = [~α, I] ∈ Pn(Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ])
has the properties
(138)
I ⊆ Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ] ,
I * Ak+1n [A
jn−1
n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] and also
I * Ajn−s+1n−s [A
jn−s−1
n−s−1 ⋄ Ajn−s−1+1n−s−1 ] . . . [Aj11 ⋄ Aj1+11 ] ∀ s ∈ {1, . . . , n− 1} ,
2−n < A
P,Akn[A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]
(P ) ≤ 2−n+1 .
28If s = n− 1, we set A
jn−s+1
n−s [A
jn−s−1
n−s−1 ⋄ A
jn−s−1+1
n−s−1 ] . . . [A
j1
1 ⋄ A
j1+1
1 ] := A
j1+1
1 .
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Stage n.1 Construction of the sets {Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]}k∈N
• As at the Step 1, we will proceed by induction:
– When k = 0, we simply set
(139)
A0n[A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] := Ajn−1n−1 [Ajn−2n−2 ⋄Ajn−2+1n−2 ] . . . [Aj11 ⋄Aj1+11 ].
– For k ≥ 1 we assume we have constructed
Ak−1n [A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] .
• Next we identify the collection of maximal tiles
(140)
Pmaxn [Ak−1n [Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] :=P = [~α, I] ∈ P ∣∣
I ⊆ Ak−1n [Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]
I * Ajn−s+1n−s [A
jn−s−1
n−s−1 ⋄Ajn−s−1+1n−s−1 ] . . . [Aj11 ⋄ Aj1+11 ] ∀ s < n
P maximal & |E(P )||I| > 2
−n
 .
• Define
(141)
Cn[Ak−1n [Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]
:=
∑
P∈Pmaxn [A
k−1
n [A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]]
χE(P ) ,
and deduce that
(142) Cn[Ak−1n [Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]](x) ≤ 2n ∀ x ∈ [0, 1] .
• Set the collection of time-intervals of maximal tiles as
(143)
Imaxn [Ak−1n [Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]
:= {I |P = [~α, I] ∈ Pmaxn [Ak−1n [Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]] } .
• Define the counting function of order n adapted to
Ak−1n [A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]
as
(144)
Nn[Ak−1n [Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]]
:=
∑
I∈Imaxn [A
k−1
n [A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]]
χI ,
and notice that
Nn[Ak−1n [Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] ∈ BMOD
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with
(145) ‖Nn[Ak−1n [Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]‖BMOC ≤ 2n .
• Applying now the the John-Nirenberg inequality, for
γ > c ‖Nn[Ak−1n [Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]‖BMOC ,
we have
(146) |{x ∈ J |
∑
I⊆J
I∈Imaxn [A
k−1
n [A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]]
χI(x) > γ}| . |J | e−c .
• Define now the set
(147)
Akn[A
jn−1
n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]
:= {x ∈ [0, 1] | Nn[A
k−1
n [A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]](x)
‖Nn[A
k−1
n [A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]]‖BMOC
> n c} ,
and notice that Akn[A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] is a finite union
of maximal disjoint dyadic intervals with
(148)
Akn[A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] ≺n c Ak−1n [Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] .
This process will end in a finite number of steps.
Observation 18. 1) Define Imaxn :=
⋃
k
⋃
j1,...jn−1∈N Imaxn [Ak−1n [A
jn−1
n−1 ⋄
A
jn−1+1
n−1 ] . . . [A
j1
1 ⋄ Aj1+11 ]] and let the global counting function of order n
be
(149) Nn :=
∑
I∈Imaxn
χI .
Notice that as a consequence of the above construction we have
(150) ‖Nn‖BMOC . n 2n .
2) For any k, l, j1, . . . , jn−1 with k ≥ l we have that
(151)
|Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]| ≺(k−l)n c |Aln[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]|.
Stage n.2. Construction of the sets {Pn[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄
Aj1+11 ]]}k∈N
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• For k ∈ N, we define
(152)
Pn[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] :=
P ∈ P \⋃n−1j=1 Pj
P = [~α, I]
∣∣
I ⊆ Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]
I * Ak+1n [A
jn−1
n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]
I * Ajn−s+1n−s [A
jn−s−1
n−s−1 ⋄ Ajn−s−1+1n−s−1 ] . . . [Aj11 ⋄ Aj1+11 ] ∀ s < n
A
P,Akn[A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]
(P ) ∈ (2−n, 2−n+1]
 .
• Next, we set
(153)
Pn[A
jn−1
n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ] :=⋃
k Pn[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] .
• Finally, we define the collection of tiles of mass (of order) n
(154) Pn :=
⋃
j1,...jn−1∈N
Pn[A
jn−1
n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ] .
Here the construction of the n−mass set ends.
Remark that, from the above algorithm, we have
(155) P =
⋃
n≥0
Pn .
This ends the partition of our set P.
5.2. Main Proposition; ending the proof.
In what follows, we will state the key result on which our theorem is
based. The proof of this proposition will be postponed for the next sections.
With the notations form the previous section, we have
Main Proposition. Fix n ∈ N. Then there exist a constant η = η(d) ∈
(0, 12) depending only on d such that∥∥∥T Pnf∥∥∥
p
.p,d 2
−n η(1− 1
p∗
) ‖f‖p ,
for all f ∈ Lp(T).
If we believe this for the moment, then we trivially have
‖Tf‖p ≤
∑
n
∥∥∥T Pnf∥∥∥
p
.p,d
∑
n
2
−nη(1− 1
p∗
) ‖f‖p .p,d ‖f‖p .
6. Reduction of the main proposition
In this section, we will present the strategy needed to prove our main
proposition.
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6.1. Preparatives. We first introduce the main concepts that will play the
central role in the analysis of the collections of tiles Pn, n ∈ N.
Definition 19. [Tree]
We say that a set of tiles P ⊂ P is a tree (relative to ≤) with top P0 if
the following conditions29 are satisfied:
1) ∀ P ∈ P ⇒ 32P  10P0
2) if P ∈ P and P ′ ∈ N(P ) such that 43P ′  10P0 then P ′ ∈ P
3) if P1, P2 ∈ P and P1 ≤ P ≤ P2 then P ∈ P .
Definition 20. [Sparse tree]
Let C > 0 be an absolute constant. We say that a set of tiles P ⊂ P is a
C−sparse tree if P is a tree and for any P = [~α, I] ∈ P we have
(156)
∑
P ′=[~α′,I′]∈P
I′⊆I
|I ′| ≤ C |I| .
In our later reasonings, the specific value of the constant C will be of no
relevance30 and thus we will simply refer to a C−sparse tree as a sparse
tree.
Definition 21. [L∞−forest]
Fix n ∈ N. We say that P ⊆ Pn is an L∞-forest of generation n iff the
folowing two conditions hold:
(1) P is a collection of separated trees, i.e.
P =
⋃
j∈N
Pj
with each Pj a tree with top Pj = [~αj , Ij ] and such that
(157) ∀ k 6= j & ∀ P ∈ Pj 2P  2Pk .
(2) the P−counting function
(158) NP(x) :=
∑
j
χIj(x)
obeys the estimate ‖NP‖L∞ . 2n.
Further on, if P ⊆ Pn only consists of sparse separated trees then we refer
at P as a sparse L∞-forest.
Definition 22. [BMO−forest]
A set P ⊆ Pn is called a BMO-forest of generation n or just simply a
forest31 iff the following holds
29To avoid the boundary problems arising from the useage of a single dyadic grid and
from the definition of our tiles, we will often involve in our reasonings a dilation factor (of
the tiles).
30All the constants C’s appearing in this context will be bounded by a positive absolute
constant possibly depending only on d.
31When the context is clear we may no longer specify the order of the generation.
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(1) P may be written as
(159) P =
⋃
j∈N
Pj ,
with each Pj an L∞-forest (of generation n);
(2) for any P ∈ Pj and P ′ ∈ Pk with j, k ∈ N, j < k we either have
IP ∩ IP ′ = ∅ or32
(160) |IP ′ | ≤ 2j−k |IP | .
As before, if P ⊆ Pn only consists of sparse L∞-forests, then, we refer at
P as a sparse forest.
Observation 23. Notice that if P ⊆ Pn is a forest then, due to (160) above,
the counting function
(161) NP :=
∑
j
NPj ,
obeys the estimate
(162) ‖NP‖BMOC . 2n ,
hence the alternative name of the BMO-forest.
Also notice that if P ⊆ Pn is a collection of separated trees then P is
automatically a (BMO-)forest.
Now we can state the main results of this section; their proofs will be
postponed until Section 7.
Proposition 24. [Control over a sparse forest]
Let P ⊆ Pn be a sparse forest. Then there exists η = η(d) ∈ (0, 12),
depending only on the degree d, such that for any 1 < p <∞ we have
(163)
∥∥TP∥∥
p
.p,d 2
−n η (1− 1
p∗
)
.
Proposition 25. [Control over a (general) forest]
Let P ⊆ Pn be a forest. Then there exists η = η(d) ∈ (0, 12), depending
only on the degree d, such that for any 1 < p <∞ we have
(164)
∥∥TP∥∥
p
.p,d 2
−n η (1− 1
p∗
)
.
32The base 2 here has no relevance. One could replace it with any c > 1 so that (160)
transforms into |IP ′ | ≤ c
j−k |IP |. More generally, it is in fact enough for the collection
{IPk}k to obey a Carleson packing condition.
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6.2. Reduction of the Main Proposition to Proposition 25.
Aim: In this section our goal is to show that, for a fixed n, the set Pn can
be roughly decomposed into a union of ≈ n forests.
We start by recalling (152) - (154) and thus we have that
(165) Pn :=
⋃
k∈N
⋃
j1,...jn−1∈N
Pn[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] .
We now make the following
Claim 26. For each j1, . . . , jn−1, k ∈ N the set
(166) Pn[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]
can be decomposed in a union of at most c n L∞-forests (of generation n)
(167) {Psn[Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]}s∈{1,...,c n} ,
where here c > 0 is some absolute constant.
Observation 27. Notice that if we believe our claim for the moment, then
denoting with
(168) Psn :=
⋃
k∈N
⋃
j1,...jn−1∈N
Psn[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] ,
we have that Psn is a BMO-forest. Indeed, this follows from the key condition
(148) in our construction of tiles and from the fact that each Psn[Akn[Ajn−1n−1 ⋄
A
jn−1+1
n−1 ] . . . [A
j1
1 ⋄ Aj1+11 ]] is an L∞-forest.
Thus, since
Pn :=
c n⋃
s=0
Psn ,
we conclude that Pn can be written as a union of at most c n forests as
desired.
We start by recalling the construction from the Step n in our previous
section. Based on that algorithm, we are given the following:
• the set Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ];
• the collection of maximal tiles Pmaxn [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄
Aj1+11 ]];
• the collection of time intervals associated with the set of maximal
tiles Imaxn [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]];
• the counting function Nn[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]];
• the set of tiles Pn[Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]].
We let P¯maxn [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] be the set of all the
maximal elements P ∈ Pmaxn [Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]] such that
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|E(P )|
|IP |
> 2−n, IP ⊂ Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ] and IP * Ak+1n [Ajn−1n−1 ⋄
A
jn−1+1
n−1 ] . . . [A
j1
1 ⋄ Aj1+11 ]. Notice that
(169)
P¯maxn [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]
= Pmaxn [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]
\Pmaxn [Ak+1n [Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]] .
Moreover, from the previous tile partition algorithm and recalling (144), we
remark that defining
I¯maxn [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]
:= {I |P = [~α, I] ∈ P¯maxn [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]]}
one has from (145), (147) and (169) that the counting function
(170)
N¯n[Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]] :=
∑
I∈I¯maxn [A
k
n[A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]]
χI ,
obeys
(171) ‖N¯n[Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]]‖L∞ ≤ c n 2n .
Fix throughout this section the values of k, j1, . . . , jn−1, n ∈ N. In what
follows, for notational simplicity, we will drop the dependence on the ex-
pression Akn[A
jn−1
n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ].
The main challenge in proving our claim is to create “spaces” (i.e. sepa-
ration) among trees inside our family Pn. But for this, we will need first to
create the tree-structures. Thus, our first step is to ’stick’ every tile P ∈ Pn
to a top (maximal tile with respect of “ ≤ ”). For this, we will proceed as
follows:
Let P¯maxn =
{
P¯j
}
j
. Proceeding as in [40], we define
(172) P¯n :=
{
P ∈ Pn | ∃ j ∈ N s.t. 4P ⊳ P¯j
}
and further define the set
(173)
Cn :=
{
P ∈ Pn | there are no chains P  P1  . . .  Pn & {Pj}nj=1 ⊆ Pn
}
.
With this done, we claim that
(174) Pn \ Cn ⊆ P¯n .
Indeed, assume that P ∈ Pn\Cn. Then from (173) we have that ∃ {Pj}nj=1 ⊆
Pn such that
(175) P  P1  . . .  Pn .
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Then, since Pn ∈ Pn we must have
A
P,Akn[A
jn−1
n−1 ⋄A
jn−1+1
n−1 ]...[A
j1
1 ⋄A
j1+1
1 ]
(P ) ∈ (2−n, 2−n+1]
and hence, from the definition of P¯maxn and Definition 10 we have
(176) ∃ P¯ ∈ P¯maxn s.t. ∆(10Pn, 10P¯ ) < 2
n
N ,
which implies
(177) sup
qn∈Pn
q¯∈P¯
‖qn − q¯‖L∞(I˜Pn ) ≤ 20 (2d)
d |IPn |−1 2
n
N .
This last relation together with (175) and (85) gives us
(178) sup
q1∈P1
q¯∈P¯
‖q1 − q¯‖L∞(I˜P1 ) ≤ 50 (2d)
d |IP1 |−1 .
Appealing now to (84) and making in an essential way use of the second
item in Observation 1 we have that
(179) ∃ q ∈ P s.t. sup
q¯∈P¯
‖q − q¯‖L∞(I˜P1 ) ≤ 50 (2d)
d |IP1 |−1 < |IP |−1 ,
which now implies that 4P ⊳ P¯ thus proving (174).
Now, defining the set Dn ⊆ Cn with the property Pn\Dn = P¯n, we remark
that Dn breaks up as a disjoint union of a most n sets D1n∪D2n∪. . .∪Dnn with
each Djn being - recall Definition 14 - an incomparable family of tiles. As a
consequence, Dn may be written as a union of at most n sparse L∞−forests
and hence, assuming that Proposition 24 holds33, we can erase this set from
Pn without affecting our claim.
Thus, in what follows, it will be enough to limit ourselves to the set of
tiles P¯n which for convenience we will re-denote it with Pn.
Returning to our Claim 26, our aim is to show that
(180) Pn =
c n⋃
j=1
Snj ,
with each Snj an L∞-forest of generation n.
Set now
(181) B(P ) := #
{
j | 4P E P¯j
} ∀ P ∈ Pn .
Notice now that based on (171), (172) and (181) we have that
(182) Pn =
c n⋃
j=1
Pnj ,
with
(183) Pnj :=
{
P ∈ Pn | 2j ≤ B(P ) < 2j+1
} ∀ j ∈ {0, ..c n} .
33Notice that Proposition 24 is just a very particular case of Proposition 25.
THE POLYNOMIAL CARLESON OPERATOR 43
In what follows, we will show that each set Pnj can be written as
(184) Pnj = Snj ∪Rnj ,
such that
• Snj is an L∞-forest of generation n;
• Rnj is a negligible collection of tiles.
Fix now a family Pnj .
Step 1. Identifying the candidates for the tops of the future trees.
For this, we define
(185) Pmaxnj := {P r = [~αr, Ir]}r∈{1,...,s} ⊆ Pnj
be the set of tiles with the property that
(186) 4P r is maximal with respect to ≤ inside the set 4Pnj .
Now, in many of the further reasonings we will use the following
Four key properties
(A) 4P l ≤ 4Pm ⇒ Il = Im ;
(B) ∀ P ∈ Pnj ∃ P l s.t. 12P E 4P l ;
(C) If P ∈ Pnj s. t. ∃ m 6= l with
{
4PE 4P l
4PE 4Pm then
{
4Pm≤ 4P l
4P l≤ 4Pm ;
(D) If Pj = [~α, Ij] ∈ P with j ∈ {1, 2} s.t. |I1| 6= |I2|, then
|I1| ≤ 2−D |I2| or |I2| ≤ 2−D |I1| .
The four properties - explanations
(A) this is an immediate consequence of (186) and Definition 13;
(B) from (186) we have that for any P ∈ Pnj there exists P l such that
4P ≤ 4P l; now (B) is a consequence of Observation 12;
(C) this follows from a contrapositive reasoning: if 4P l and 4Pm are in-
comparable, then, using the fact that “ E ” is an order relation (see
Observation 12) we deduce that B(P ) ≥ 2j+1 contradicting thus the
fact that P ∈ Pnj;
(D) this is simply restating (41) - see Observation 1.
Step 2. Isolating the negligible family of tiles Rnj .
Our aim here is to properly trim the set Pnj so that the resulting family
will have all the desired properties of an L∞ forest of generation n.
In order to do so, we define the following three sets:
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• R1nj - the family of tiles that are “far away” from Pmaxnj :
(187) R1nj :=
{
P ∈ Pnj | ∀ P l ⇒ 3
2
P 
 P l
}
.
• R2nj - the family of maximal tiles and of their neighbors:
(188) R2nj :=
{
P ∈ Pnj | ∃ l st |IP | = |IP l | ,
3
2
P ≤ P l
}
.
• R3nj - the family of minimal tiles:
(189) R3nj :=
{
P ∈ Pnj
∣∣ P minimal} .
With this, we define:
(190) Rnj := R1nj ∪R2nj ∪R3nj .
Claim 28. The set Rnj is a negligible family of tiles.
Indeed, let us justify our claim as follows:
• for the set R1nj - we proceed by contradiction: assume that there ex-
ist P1, P2 ∈ R1nj such that P1  P2. Applying now (B) we have that
there exist P l1 , P l2 ∈ Pmaxnj such that 12Pj E 4P lj with j ∈ {1, 2}.
Using now (D) we must have 32P1 E 12P2 E 4P
l2 contradicting thus
the assumption that P1 ∈ R1nj.
• for the set R2nj - again we proceed by contradiction: assume that
there exist P1, P2 ∈ R2nj such that P1  P2 and hence there exist
P l1 , P l2 ∈ Pmaxnj such that |IP1 | = |IP l1 | < |IP l2 | = |IP2 | and 32Pj ≤
P lj . Applying (D) we have that 4P l1 ≤ 4P l2 contradicting the
maximality assumption.
• for the set R3nj : this family is negligible from the definition of what
means a minimal family of tiles - see Observation 13.
Step 3. Verifying that the set Snj := Pnj \ Rnj is an L∞−forest.
For the remaining set Snj , we proceed as follows:
(1) Set Sm =
{
P ∈ Snj | 32P ≤ Pm
}
. In what follows we only consider
those sets Sm which are non-empty. Without loss of generality we
may suppose Snj =
⋃s
m=1 Sm;
(2) Introduce the “clustering” relation among the sets {Sm}m:
Sm ∝ Sl
iff ∃ P1 ∈ Sm and ∃ P2 ∈ Sl such that 2P1 ≤ 2P l or 2P2 ≤ 2Pm;
(3) Define a second relation on {Sm}m given by:
Sm ∽ Sl
if 4Pm ≤ 4P l or equivalently 4P l ≤ 4Pm.
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(4) Deduce that Sm ∝ Sl implies Sm ∽ Sl and making use of property
(C) conclude that “ ∽ ” is an equivalence relation.
(5) Let mˆ := {l | Sl ∽ Sm}; then the cardinality of mˆ is at most c(d),
and for
Sˆm :=
⋃
m′∈mˆ
Sm′ ,
one has that Sˆm is a tree having as a top any P
l with l ∈ mˆ.
Let us justify (1)-(5). Relations (1), (2) and (3) are simply definitions and
thus we only need to verify (4) and (5).
We start with item (4). Assume that Sm ∝ Sl with m 6= l and thus we
have wlog that ∃P1 ∈ Sm such that 2P1 ≤ 2P l. Notice first that |IP1 | < |IP l |
as otherwise we must have P1 ∈ R2nj which is not allowed. Thus 4P1 E 4P l
and 4P1 E 4P
m and hence from (C) we conclude that Sm ∽ Sl. Next we
need to show that “ ∽ ” is an equivalence relation. The only nontrivial part
is to check transitivity. Assume thus that Sm ∽ Sl and Sl ∽ Sr. Since Sl 6= ∅
we have that there exists P with |IP | < |IP l | and 32P ≤ P l. Since from (A)
we must have |IPm| = |IP l | = |IP r | deduce that 4P E 4Pm and 4P E 4P r.
Thus, from (C) we further have 4Pm ≤ 4P r which implies Sm ∽ Sr.
We pass now to proving item (5). The fact that any equivalence class
mˆ has at most c(d) elements is a direct consequence of item (3). We will
now focus on proving that Sˆm is a tree by verifying all the three items in
Definition 19:
• ∀ P ∈ Sˆm ⇒ 32P ≤ 10P0 for any P0 ∈ {P l}l∈mˆ.
This is a direct consequence of the fact that ∀ P ∈ Sˆm there
exists P l with l ∈ mˆ such that 32P ≤ P l. However for any other
P r with r ∈ mˆ we have that 4P r ≤ 4P l and 4P l ≤ 4P r and hence
3
2P ≤ 10P r.
• if P ∈ Sˆm and P ′ ∈ N(P ) such that 43P ′ ≤ 10P0 then P ′ ∈ Sˆm.
Let us take P ∈ Sˆm. Our first task is to first show a milder
fact: any P ′ ∈ N(P ) is available in the family Snj . Recall now
two important facts: Snj ⊂ Pnj with Pnj defined in (183) and Snj
does not contain the minimal elements in Pnj since in particular
Snj ⊆ Pnj \ R3nj . Now since P ∈ Sˆm then
(191)
– ∃ l ∈ mˆ such that 32P  P l;
– ∃ Pmin ∈ Pnj \ Snj and a chain {Pi}Mi=1 ⊆ Pnj with M ∈ N,
M ≥ 2 such that PM  PM−1 . . .  P1 and PM = Pmin and
P1 = P .
This immediately implies the following key relation:
(192) 4Pmin ⊳ 4P ′ ⊳ 4P l .
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From Definition 10 and relation (183) we conclude that
∀ P ′ ∈ N(P ) ⇒ P ′ ∈ Pnj .
Now (189) immediately implies that if P ′ ∈ N(P ) such that 43P ′ 
10P l then 32P
′  P l and hence P ′ ∈ Snj and moreover P ′ ∈ Sˆm.
• if P1, P2 ∈ Sˆm and P1 ≤ P ≤ P2 then P ∈ Sˆm
We may assume wlog that P1  P  P2. Notice that in this
case we immediately have that 32P1 ⊳
3
2P ⊳
3
2P2 which immediately
implies both that P ∈ Pnj and that 32P ⊳ Pm and hence P ∈ Sˆm.
This proves our item (5) saying that Sˆm is a tree with top P0 ∈ {P l}l∈mˆ.
Finally, since for any two distinct Sˆm and Sˆl we have that taking any
correspondent Sm′ ∈ Sˆm and Sl′ ∈ Sˆl the relation Sm′ ∝ Sl′ does not hold
we conclude that the set
(193) Snj =
⋃
m
Sˆm ,
is an L∞-forest as in Definition 21.
7. The proofs of Propositions 1 and 2
In this section we will analyze the Lp boundedness behavior of the oper-
ator associated with a generic (sparse) forest.
Observation 29. In what follows P is a generic (sparse) forest that should
be thought of as
(194)
⋃
k,j∈N
⋃
j1,...jn−1∈N
Snj [Akn[Ajn−1n−1 ⋄ Ajn−1+1n−1 ] . . . [Aj11 ⋄ Aj1+11 ]],
with each
Snj[Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]] ⊂ Pn[Akn[Ajn−1n−1 ⋄Ajn−1+1n−1 ] . . . [Aj11 ⋄Aj1+11 ]]
constructed in a similar fashion as Snj in (193).
7.1. Proof of Proposition 1.
We begin by restating the result that we need to prove:
Proposition 1. Let P ⊆ Pn be a sparse forest. Then there exists η ∈
(0, 1/2), depending only on the degree d, such that for 1 < p <∞ we have∥∥TP∥∥
p
.p,d 2
−n η (1− 1
p∗
)
.
THE POLYNOMIAL CARLESON OPERATOR 47
7.1.1. The L2 bound.
Throughout the remaining reasonings we will assume wlog that
n ≥ c(d) ≥ dd .
Assume P = [~α, I] and P ′ = [~α′, I ′] with |I| ≤ |I ′|. Inspecting now the proof
of (72) in Lemma 8 we realize that the following holds
(195) |TP ′T ∗Pf(x)| .
⌈
∆(P,P ′)
⌉1/d ∫E(P ) |f |
|I ′| χE(P ′)(x) .
Now, proceeding as in the corresponding proof of Proposition 1 in [40], we
have∫
T
∣∣∣(TP)∗ f(x)∣∣∣2 dx .
∣∣∣∣∣∣∣∣
∑
P ′∈P
P ′=[~α′,I′]
∫
T
f(x)

∑
P=[~α,I]∈ P
|I|≤|I′|
TP ′T
∗
P f(x)
 dx
∣∣∣∣∣∣∣∣
.
∑
P ′∈P
∫
E(P ′)
|f |
 ∑
P∈a(P ′)
⌈
∆(P,P ′)
⌉1/d ∫E(P ) |f |
|I ′|

+
∑
P ′∈P
∫
E(P ′)
|f |
 ∑
P∈b(P ′)
⌈
∆(P,P ′)
⌉1/d ∫E(P ) |f |
|I ′|
 =def A + B
where here we have used the following notations:
a(P ′) =
{
P = [~α, I] ∈ P , |I| ≤ |I ′|& I∗ ∩ I ′∗ 6= ∅ | ∆(P,P ′) ≤ 2nǫ} ,
b(P ′) =
{
P = [~α, I] ∈ P , |I| ≤ |I ′|& I∗ ∩ I ′∗ 6= ∅ | ∆(P,P ′) ≥ 2nǫ} .
with ǫ ∈ (0, 1) small enough (e.g. ǫ = 1100 (N+d) with N defined in (80)).
Further, we have
A .
∑
P ′∈P
∫
E(P ′)
|f(x)|
 1|I ′| ∑
P∈a(P ′)
∫
E(P )
|f |
 dx =
∫
|f |Va(|f |) ,
where by definition
(196) Va(f) :=
∑
P ′=[~α′,I′]∈P
χE(P ′)
|I ′|
∑
P∈a(P ′)
∫
E(P )
f .
Similarly, using the definition of b(P ′) we deduce
B .
∑
P ′=[~α′,I′]∈P
∫
E(P ′)
|f(x)|
2−n
ǫ
d
|I ′|
∑
P∈b(P ′)
∫
E(P )
|f |
 dx = 2−n ǫd
∫
|f |Vb(|f |),
where by definition
(197) Vb(f) :=
∑
P ′=[~α′,I′]∈P
χE(P ′)
|I ′|
∑
P∈b(P ′)
∫
E(P )
f .
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We will now focuss on providing L2-bounds on Va(f).
Fix 1 < r < 2 and let r′ be the Ho¨lder conjugate of r. Suppose wlog that
f ≥ 0. Then
Va(f) ≤
∑
P ′=[~α′,I′]∈P
χE(P ′)
(∫
I˜′ f
r
|I ′|
) 1
r ‖∑P∈a(P ′) χE(P )‖r′
|I ′| 1r′
.
The first key observation derived from the structure of the set P and the
definition of a(P ) is
Claim 30. The following Carleson measure type condition holds:
(198) ‖
∑
P∈a(P ′)
χE(P )‖r′ .r 2−
n
r′
(1−10dǫ−10Nǫ) |I ′| 1r′ .
Here N stands for the parameter used for the mass definition in (80).
As a consequence of (160) in Definition 22, it is enough to show (198) for
P a sparse L∞-forest.
Step 1 If R ⊂ P is such that R is a collection of incomparable tiles then
the restriction of (198) to R holds, that is
(199) ‖
∑
P∈a(P ′)
P∈R
χE(P )‖r′ .r 2−
n
r′
(1−5dǫ−5Nǫ) |I ′| 1r′ .
In order to show (199), we first claim that
(200) ‖
∑
P∈a(P ′)
P∈R
χE(P )‖1 . 2−n(1−5dǫ−5Nǫ) |I ′| .
Indeed, to see this we define
IR(P ′) := {I | ∃ P = [~α, I] ∈ a(P ′) ∩R} ,
and assume wlog that IR(P ′) 6= ∅.
Further, let IR,min(P ′) be the set of minimal intervals relative to inclusion
belonging to the set IR(P ′).
Let
I˘R(P ′) :=
{
I ⊂ 50I ′ ∣∣ Only one of the left or right children
of I contains an element of IR,min(P ′)
}
∪IR,min(P ′) .
Also, set
(201) Basis(P) :=
⋃
P=[~a,I]∈P
I ,
and let
(202) a˘(P ′) :=
{
P = [~a, I] ∈ P
I ⊂ Basis(P)
∣∣ I ∈ I˘R(P ′) and ∆(P,P ′) ≤ 2nǫ} .
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Using now the smoothening effect encoded in the mass definition (80), we
deduce that
(203)
‖
∑
P∈a(P ′)
P∈R
χE(P )‖1 ≤ ‖
∑
P∈a˘(P ′)
χE(P )‖1
. 2−n 25ǫnN 25ǫnd
∑
I∈I˘R(P ′)
|I| . 2−n(1−5ǫN−5ǫd) |I ′| .
The L∞ bound follows trivially since R is an incomparable family of tiles:
(204) ‖
∑
P∈R
χE(P )‖∞ ≤ 1 .
By interpolating between (203) and (204) we deduce that (199) holds.
Step 2 The general sparse forest case.
By Definition 21, we have that P ∩ a(P ′) = ⋃j Pj with {Pj}j sparse
separated trees.
Further set top Pj = Pj and let
P1j = {P ∈ Pj | there is no chain P < P 1 < . . . < Pn = Pj s.t. P k ∈ Pj} ,
and
P2j := Pj \ P1j .
In the above setting, by appealing to maximal chain decompositions, we
notice that P ∩ a(P ′) can be written as
(205)
(
n⋃
l=1
Al
)
∪
⋃
j
P2j
 ,
such that
• each Al is a set of incomparable tiles;
• the second component verifies
(206)
∑
j , P2j 6=∅
χIPj ≤ 1 .
Indeed to see this we notice that if Pi and Pj are the tops of two separated
trees such that P2i , P2j 6= ∅ then either IPi ∩ IPj = ∅ or we must have
∆(Pi, Pj) & 2
nmax{|ωPi |, |ωPj |}. However, only the first scenario is possible
since condition Pi, Pj ∈ a(P ′) requires ∆(Pi, Pj) .d 2ǫnmax{|ωPi |, |ωPj |}.
Finally, from Step 1, we know that (199) holds for each R = Al, while
from the fact that each Pj is a sparse tree we deduce that
(207) ‖
∑
P∈P2j
χE(P )‖r′ .r 2−n
1
r′ |IPj |
1
r′ .
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Combining now Step 1 with (206) and (207), we conclude that Claim 30
is true.
Now, in order to control the term A it remains to show the following
Claim 31. With the previous notations, defining
(208) Vf :=
∑
P=[~α,I]∈P
χE(P )
(∫
I˜ f
r
|I|
) 1
r
,
we have
(209) ‖Vf‖2 .r ‖
∑
P∈P
χE(P )‖BMOC‖f‖2 . ‖f‖2 .
Set now I := {I | ∃ P = [~α, I] ∈ P} and E(I) := ⋃P=[~α,IP ]∈P
IP=I
E(P ).
Rewrite V as follows:
Vf =
∑
I∈I
χE(I)
(∫
I˜ f
r
|I|
) 1
r
.
Denote with Im := {I ∈ I |
∫
I˜
fr
|I| ≈ 2m} and notice that I =
⋃
m∈Z Im. Also
denote with Imaxm the set of maximal intervals (with respect of inclusion)
in Im. Assume wlog that
∫
T f
r ≈ 2m0 for some m0 ∈ Z. Now, for each
m ≥ m0, notice then that Imaxm consists of pairwise disjoint intervals.
Then we have
Vf =
∑
m∈Z
∑
I∈Im
χE(I)
(∫
I˜ f
r
|I|
) 1
r
. (
∫
T
f r)
1
r +
∑
m≥m0
∑
J∈Imaxm
∑
I⊆J
I∈Im
2
m
r χE(I) ,
and thus, ignoring the Lr norm of f , one has
‖Vf‖22 ≈
∑
m,m′≥m0
∑
J∈Imaxm
J′∈Imax
m′
2
m+m′
r
∫
(
∑
I⊆J
I∈Im
χE(I))(
∑
I′⊆J′
I′∈I
m′
χE(I′))
≈
∑
m≥m0
∑
m′≥m
∑
J∈Imaxm
∑
J′⊆J
J′∈Imax
m′
2
m+m′
r
∫
(
∑
I⊆J
I∈Im
χE(I))(
∑
I′⊆J′
I′∈I
m′
χE(I′))
Let 1 ≤ q <∞ and J ⊆ [0, 1] fixed.
Applying John-Nirenberg to
(210) ‖
∑
I∈I
χE(I)‖BMOD . 1 ,
we deduce the Carleson packing condition
(211) ‖
∑
I⊆J
I, J∈I
χE(I)‖qq .q |J | .
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Now, from (211) and Cauchy-Schwarz, for 1 < p < r < 2, we further have
‖Vf‖22 .
∑
m
∑
m′≥m
2
m+m′
r
∑
J∈Imaxm
‖
∑
I⊆J
χE(I)‖p′‖
∑
J′⊆J
J′∈Imax
m′
∑
I′⊆J ′
χE(I′)‖p
.
∑
m
∑
J∈Imaxm
2
m
r |J | 1p′
∑
m′≥m
2
m′
r (
∑
J′⊆J
J′∈Imax
m′
|J ′|) 1p
.
∑
m
∑
J∈Imaxm
2
m
r |J | 1p′
∑
m′≥m
2
m′
r 2
−m
′
p (
∫
J˜
f r)
1
p
.
∑
m
∑
J∈Imaxm
2
2m
r |J | .
∑
m
2
2m
r 2−m
∫
(Mrf)r&2m
(Mrf)
r
.
∫
(Mrf)
2 .r
∫
f2 ,
where here we denoted Mrf(x) :=
(
supx∈I
∫
I∗ |f |
r
|I|
) 1
r .
This ends the proof of Claim 208.
Thus, combining now (198) and (209), for an appropriate choice of ǫ, we
conclude that
A .r 2
− n
r′
(1−10dǫ−10Nǫ) ‖f‖22 . 2−
n
2r′ ‖f‖22 .
The B term can be similarly treated if one replaces (198) with just
(212) ‖
∑
P∈b(P ′)
χE(P )‖r′ .r |I ′|
1
r′ ,
thus obtaining
B . 2−n
ǫ
d ‖f‖22 .
Now, properly choosing r and ǫ, we conclude that there exists η = η(d) ∈
(0, 1) such that
(213)
∥∥TPf∥∥
2
. 2−n
η
2 ‖f‖2 .
This ends our proof.
7.1.2. The Lp bound. Suppose first that 2 ≤ p < ∞. For any f ∈ L1(T)
we define the operator
(214) LPf(x) :=
∑
P=[~α,IP ]∈P
∫
IP∗
f
|IP | χE(P ) .
Now, on the one hand, repeating the reasonings from the case p = 2, one
has
‖LPf‖2 . ‖f‖2 .
On the other hand ∥∥LP∥∥
∞→BMOD
. 1 .
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Interpolating now between L2 → L2 and L∞ → BMOD we obtain that
(215) ‖LP‖p . p .
Consequently, based on the straightforward relation
|TPf | . LP |f | ,
we also get that for any 2 ≤ p <∞ one has
(216) ‖TP‖p . p .
Interpolating now between (213) and (216) one obtains the desired conclu-
sion (possibly by changing the exponent η with a small factor).
For the case 1 < p < 2 we need to focus on the behavior of TP
∗
.
Indeed, on the one hand we know that∥∥∥TP∗∥∥∥
2→2
=
∥∥TP∥∥
2→2
. 2−n
η
2 .
On the other hand, for f ∈ L∞ we have
‖LP∗f‖BMOD = ‖
∑
P=[~α,IP ]∈P
∫
E(P ) f
|IP | χIP∗‖BMOD . ‖f‖∞ .
Thus, as before, for any 2 ≤ q = p′ <∞ one has
‖TP∗f‖q . ‖LP∗|f |‖q . q .
The claim now follows by interpolation.34
✷
7.2. Preparatives for the proof of Proposition 2.
As the name suggest, this section is meant for “preparing the ground” for
the proof of Proposition 2. Most of the results presented here, have a direct
analogue in either [17] or [40], and thus, we will not insist much on their
proofs but only treat the sensitive points that are different.
7.2.1. L2−results. Main Lemma.
We start with the following
Lemma 32. [L2-uniform mass tree estimate]
Fix δ ∈ (0, 1] and let P ⊆ P be a tree with spacial support I0 such that
(217) AP,I0(P ) < δ ∀ P ∈ P .
Then
(218)
∥∥TP∥∥
2
.d δ
1
2 .
Proof. For more details please see Lemmas 43 and 45 in the next section. 
34We use here the fact that
∥
∥TP
∗∥
∥
p′→p′
=
∥
∥TP
∥
∥
p→p
.
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Definition 33. [Separated trees]
Fix a number δ ∈ (0, 1]. Let P1 and P2 be two trees with tops P1 = [~α1, I1]
and respectively P2 = [~α2, I2]. We say that P1 and P2 are δ−1-separated if
either I1 ∩ I2 = ∅ or else
• P = [~α, I] ∈ P1 & I ⊆ I2 ⇒ ⌈∆(P,P2)⌉ < δ ,
• P = [~α, I] ∈ P2 & I ⊆ I1 ⇒ ⌈∆(P,P1)⌉ < δ .
Definition 34. [Separation and critical sets]
Fix δ ∈ (0, 1) small and ǫ0 ∈ (0, 1). Let P1 and P2 be two δ−1-separated
trees as above. Also let qj be the central polynomial of Pj , j ∈ {1, 2}, and
q1,2 = q1−q2 the (P1, P2)−interaction polynomial. Recalling the construction
in Lemma 3, we define
• I[s] - the separation set of P1 and P2 by
(219) I[s] := Js
(
q1,2, c0(d) δ
−1
)
,
for J := I˜1 ∩ I˜2 and c0(d) > 0 properly35chosen.
• I[c] - the (ǫ0-)critical intersection set by
(220) I[c] := Js
(
q1,2, c0(d) δ
−ǫ0
)
,
for J := I˜1 ∩ I˜2.
Observation 35. It is important to notice the following three properties
of our above-defined sets; these facilitate the adaptation of the reasonings
involved in the proofs of Lemmas 36 and 40 to those of the corresponding
Lemmas 2 and 4 in [40]:
(1) in what follows we will choose c0(d) in (219) such that if {Ij}lj=1 is
the decomposition of I[s] analogue to (61) then for any j ∈ {1, . . . , l}
(221) ∀ P = [~α, IP ] ∈ P1 ∪ P2 if Ij ∩ I˜P 6= ∅ then |IP | > |Ij | .
Deduce that in particular we must have that for any j ∈ {1, . . . , l}
(222) ∆q1,2(I
j) &d δ
−1 .
(2) from Lemma 3 relations (56)-(59), we further deduce that for any
dyadic J ⊂ I˜1 ∩ I˜2 such that I[s] ∩ J = ∅ we have (for c(d) ≤ dd)
(223) inf
x∈J
|q1,2(x)| ≤ sup
x∈J
|q1,2(x)| ≤ c(d) inf
x∈J
|q1,2(x)| ,
and
(224) ∆q1,2(J) &d δ
−1 .
Moreover, one has
∀P = [~α, IP ] ∈ P1 such that I[s]∩ I˜P = ∅ and IP ⊂ I2 we
have
Graph(q2) ∩
(
c(d)δ−1
)
P̂ = ∅ .
35See Observation 35 below.
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Of course, the same is true for the symmetric relation, i.e. replacing
the index 1 with 2 and vice versa.
(3) again, based on Lemma 3, we deduce
(225) ∀ P = [~α, IP ] ∈ P1 ∪ P2 we have |I˜P ∩ I[c]| .d δ
1−ǫ0
d |IP | .
Lemma 36. [Interaction of separated trees]
Let {Pj}j∈{1,2} be two δ−1-separated trees with tops Pj = [~αj , I0]. Then,
for any f, g ∈ L2(T) and n ∈ N, we have that
(226)∣∣∣〈TP1∗f, TP2∗g〉∣∣∣ .n,d δn ‖f‖L2(I˜0) ‖g‖L2(I˜0)+∥∥∥χI[c]TP1∗f∥∥∥2 ∥∥∥χI[c]TP2∗g∥∥∥2 .
Proof. In what follows, for conciseness, we will only present the main steps
and adaptations for our proof. For further details see the analogue proof of
Lemma 2 in [40] as well as that of Lemma 4 in [17].
• We start by noticing that definition (219) applies in our context to
J = I˜0. Applying now the steps in Lemma 3 we write (56) in our
setting, that is
(227) Jl(q, λ) =
⋃
W∈CZ(q,λ)(J)
W ,
for J = I˜0, q = q1,2 and λ = c0(d) δ
−1 chosen as in (219).
Notice that with the above notations and conventions, we have
(228) Jl(q, λ) = I˜0 \ I[s] .
• For j ∈ {1, 2}, define the following tile-sets:
(229) Pj(I[s]) := {P = [~α, IP ] ∈ Pj | 100I˜P ∩ I[s] 6= ∅} ,
and, for each W ∈ Jl(q, λ)
(230) Pj(W ) := {P = [~α, IP ] ∈ Pj \ Pj(I[s]) | IP ⊂W & |I˜P | ≤ 1
5
|W |} .
Notice that this decomposition defines for each j ∈ {1, 2} a partition
(231) Pj = Pj(I[s]) ∪
⋃
W∈CZ(q,λ)(J)
Pj(W ) .
• With this done, for j ∈ {1, 2}, we define corresponding labels Kj
that can take values Kj = I[s] or Kj =W with W as above, and set
(232) T ∗j,Kj =
∑
P∈Pj(Kj)
T ∗P .
Deduce that
(233)
〈
TP1
∗
, TP2
∗
〉
=
∑
Kj
〈
T ∗1,K1 , T
∗
2,K2
〉
.
• Define a real-valued function ϕ ∈ C∞0 (R) with the following proper-
ties:
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– supp ϕ ⊂ {14 ≤ |x| ≤ 12}
– ϕ is even
– |ϕˆ(ξ)− 1| .n |ξ|n ∀ |ξ| ≤ 1 and n big enough
– |ϕˆ(ξ)| .n |ξ|−n ∀ |ξ| ≥ 1
Also for W as before, we define
dj,W := min{|IP | |P = [~α, IP ] ∈ Pj(W )} .
Now, for j ∈ {1, 2} and W ∈ CZ(q,λ)(J), let
(234) ϕj,l(x) = (δ
1/3dj,W )
−1ϕ((δ1/3dj,W )
−1x) .
and define the operators
(235) ϕ˜j,W : L
2(R) −→ L2(R) by ϕ˜j,W f = ϕj,W ∗ f ,
and
(236) Φj,W : L
2(R) −→ L2(R) by Φj,W =
(
d∏
l=1
M
l,ajl
)
ϕ˜j,W
(
d∏
l=1
M∗
l,ajl
)
.
where in the last line we simply assumed that qj ∈ Qd−1 is the
central polynomial corresponding to Pj = [~αj , I0] and
(237) Qj(y) =
d∑
l=1
ajl y
l ,
is the unique polynomial in Qd such that Qj(x) = ddx qj and Qj(0) =
0.
• Following now similar reasoning with those in Lemma 2 in [40], for
j ∈ {1, 2} and W as before, we decompose
(238) T ∗j,W f = Φj,WT
∗
j,Wf + Ωj,Wf ,
and deduce that
(239) ‖Ωj,W‖2 .n δn ,
and for any n ∈ N
(240)
∣∣〈Φ1,W1T ∗1,W1f,Φ2,W2T ∗2,W2g〉∣∣ .n δn ‖f‖2 ‖g‖2 .
Remark that if W1, W2 are not the same or adjacent then the RHS
of (240) is in fact zero.
• After some relatively involved computations one concludes that
(241)
∑
K1,K2
K1 6=I[s]
orK2 6=I[s]
∣∣〈T ∗1,K1f, T ∗2,K2g〉∣∣ .n,d δn ‖f‖L2(I˜0) ‖g‖L2(I˜0) ,
and
(242)∣∣∣〈T ∗1,I[s]f, T ∗2,I[s]g〉∣∣∣ .n,d δn ‖f‖L2(I˜0) ‖g‖L2(I˜0)+∥∥∥χI[c]TP1∗f∥∥∥2 ∥∥∥χI[c]TP2∗g∥∥∥2 .
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finishing our proof.

Definition 37. [Normal tree]
A tree P with top P0 = [~α0, I0] is called normal if for any P = [~α, I] ∈ P
we have 100I ∩ (I0)c = ∅ .
Observation 38. Notice that if P is a normal tree as above then
supp TP
∗
f ⊆ I0 .
Definition 39. [Row]
A row is a collection P = ⋃j∈NPj of normal trees Pj with tops P j0 =
[~αj0, I
j
0 ] such that the
{
Ij0
}
are pairwise disjoint.
Lemma 40. [Row-tree interaction]
Let P be a row as above, let P ′ be a tree with top P ′0 = [~α′0, I ′0] and suppose
that ∀ j ∈ N, Ij0 ⊆ I ′0 and Pj , P ′ are δ−1separated trees; denote by Ij[c] the
critical intersection set between each Pj and P ′.
Then for any f, g ∈ L2(T) and n ∈ N we have that∣∣∣〈TP ′∗f, TP∗g〉∣∣∣ .n,d δn ‖f‖2 ‖g‖2+
∥∥∥∥∥∥
∑
j
χIj [c]T
P ′∗f
∥∥∥∥∥∥
2
∥∥∥∥∥∥
∑
j
χIj [c]T
Pj∗g
∥∥∥∥∥∥
2
.
Proof. Again this proof follows the corresponding proof in [40] with many
elements borrowed from the proof of Lemma 36 (see also Lemma 5 in [17]).
For concreteness, as before, we present only a brief outline of the proof.
• notice that it is enough to show that for each j, we have
(243)∣∣∣〈TP ′∗f, TPj∗g〉∣∣∣ .n δn (‖M(Mf)‖L2(Ij0) + ∥∥∥M(M(TP ′∗f))∥∥∥L2(Ij0)
)
‖g‖
L2(I
j
0)
+
∥∥∥χIj [c]TP ′∗f∥∥∥
2
∥∥∥χIj [c]TPj∗g∥∥∥
2
,
where as usual here M stands for the Hardy-Littewood maximal
function.
• We repeat the steps from Lemma 3, as follows:
Define
(244) Jl(q, λ) =
⋃
W∈CZ(q,λ)(J)
W ,
for J = Ij0 , q the (P
′
0, P
j
0 )-interaction polynomial and λ = c0(d) δ
−1
chosen as in (219).
• Define the following tile-sets:
(245) Pj(Ij [s]) := {P = [~α, IP ] ∈ Pj | 100I˜P ∩ Ij [s] 6= ∅} ,
(246) P ′(Ij [s]) := {P = [~α, IP ] ∈ P ′ | 100I˜P ∩ Ij [s] 6= ∅} ,
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and, for each W ∈ Jl(q, λ)
(247) Pj(W ) := {P = [~α, IP ] ∈ Pj \ Pj(I[s]) | IP ⊂W & |I˜P | ≤ 1
5
|W |} ,
(248) P ′(W ) := {P = [~α, IP ] ∈ P ′ \ P ′(I[s]) | IP ⊂W & |I˜P | ≤ 1
5
|W |} .
We thus get that
(249) Pj = Pj(I[s]) ∪
⋃
W∈CZ(q,λ)(J)
Pj(W ) ,
and
(250) P ′ = P ′(I[s]) ∪
⋃
W∈CZ(q,λ)(J)
P ′(W ) .
• For K = Ij [s] or K =W with W as above, we let
(251) T ∗j,K =
∑
P∈Pj(K)
T ∗P ,
and
(252) T
′∗
K =
∑
P∈P ′(K)
T ∗P .
• further define
dW := min{|IP | |P = [~α, IP ] ∈ Pj(W ) ∪ P ′(W )} ,
and with ϕ as in Lemma 36 we let
(253) ϕ(x) = (δ1/3dW )
−1ϕ((δ1/3dW )
−1x) .
Next, define the operators
(254) ϕ˜W : L
2(R) −→ L2(R) by ϕ˜W f = ϕW ∗ f ,
and
(255) Φj,W : L
2(R) −→ L2(R) by Φj,W =
(
d∏
l=1
M
l,ajl
)
ϕ˜W
(
d∏
l=1
M∗
l,ajl
)
,
and
(256) Φ′W : L
2(R) −→ L2(R) by Φ′W =
(
d∏
l=1
Ml,a′l
)
ϕ˜W
(
d∏
l=1
M∗l,a′l
)
.
where, as usual, Qj(y) =
∑d
l=1 a
j
l y
l and Q(y) =
∑d
l=1 a
′
l y
l are the
unique polynomials in Qd with no constant term whose derivatives
equal the central polynomials corresponding to P j0 and P
′
0 respec-
tively.
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• Finally, we end this decomposition by setting
(257) T ∗j,W f = Φj,WT
∗
j,Wf + Ωj,Wf ,
and
(258) T
′∗
W f = Φ
′
WT
′∗
W f + Ω
′
W f .
• Withe the above notations and conventions, one notices that
(259)
〈
TP
′∗
f, T ∗j,Wg
〉
=
〈
Φ′WT
P ′∗f,Φj,WT
∗
j,W g
〉
+〈
Φ′WT
P ′∗f,Ωj,Wg
〉
+
〈
Ω′W f, T
∗
j,Wg
〉
= I + II + III .
• Using now similar reasonings with the ones in Lemma 36 we have:
- for the first term
(260)
|I| .n δn
〈
M
(
TP
′∗
f
)
, |T ∗j,W g|
〉
. δn
∥∥∥M(TP ′∗f)∥∥∥
L2( 3
2
W∩Ij0)
‖g‖
L2( 3
2
W∩Ij0)
,
where here we used
(261)
∣∣Φ′WΦWh(x)∣∣ .n δn (uW ∗ |h|) (x) ,
with h ∈ L1(T) and
uW (x) := (δ
1/3dW )
−1χ{|t|≤2δ1/3dW}(x) .
- for the second term
(262)
|II| .
〈
RW ∗
{
χ 3
2
W∩Ij0
M(TP
′∗
f)
}
, |g|
〉
. δn
∥∥∥M(TP ′∗f)∥∥∥
L2( 3
2
W∩Ij0)
‖Mg‖L2( 3
2
W∩I0)
,
where here we make use of the fact that
(263)
∣∣Ω∗j,Wh(x)∣∣ . (RW ∗ |h|) (x) and ‖RW ‖1 . (δ)n/3 , ,
where
RW (y) :=
∑
2k≤(dW )−1
(δ1/32kdW )
n2kχ[−2−k,2−k](y) .
- for the third term, we notice that
(264) x ∈ 3
2
W ⇒ ∣∣Ω′W ∗h(x)∣∣ . (RW ∗ |h|) (x) ,
and as a consequence
(265) |III| . 〈|f |,RW ∗ |Tj,W ∗g|〉 . δn ‖Mf‖L2( 3
2
W∩Ij0)
‖g‖
L2( 3
2
W∩Ij0)
.
• Putting together (260) - (265), we obtain
(266)
∣∣∣〈TP ′∗f, Tj,W ∗g〉∣∣∣ .
δn
(
‖Mf‖
L2( 3
2
W∩Ij0)
+
∥∥∥M(TP ′∗f)∥∥∥
L2( 3
2
W∩Ij0)
)
‖Mg‖
L2( 3
2
W∩Ij0)
,
THE POLYNOMIAL CARLESON OPERATOR 59
and after applying Cauchy-Schwarz we deduce
(267) ∣∣∣〈TP ′∗f, TPj∗g〉∣∣∣ .n
δn
(
‖Mf‖
L2(Ij0)
+
∥∥∥M(TP ′∗f)∥∥∥
L2(Ij0)
)
‖Mg‖
L2(Ij0)
+
∣∣∣〈TP ′∗f, T ∗j,Ij [s]g〉∣∣∣ .
• It remains to estimate the last term in the right-hand side of (267).
Recall the definition of P ′(Ij [s]) and further set
P ′(Ij0) :=
{
P = [~α, I] ∈ P ′ \ P ′(Ij [s]) | |I| ≤ |I
j
0 |
100
}
,
and
P` := P ′ \
(
P ′(Ij [s]) ∪ P ′(Ij0)
)
.
Deduce thus that
(268) TP
′∗
f = TP
′(Ij0)
∗
f + T P`
∗
f + T
′∗
Ij [s] .
For the first term, from Lemma 36, we deduce that
(269)
∣∣∣〈TP ′(Ij0)∗f, T ∗j,Ij[s]g〉∣∣∣ .n δn ‖f‖L2(Ij0) ‖g‖L2(Ij0) .
For the remaining terms, we follow similar reasonings with the ones
above, and get
(270)∣∣∣〈T P` ∗f, T ∗j,Ij[s]g〉∣∣∣ .n δn (‖Mf‖L2(Ij0) + ∥∥∥M {M(TP ′∗f)}∥∥∥L2(Ij0)
)
‖Mg‖
L2(Ij0)
and
(271)∣∣∣〈T ′∗Ij [s], T ∗j,Ij [s]g〉∣∣∣ .n δn (‖Mf‖L2(Ij0) + ∥∥∥M {M(TP ′∗f)}∥∥∥L2(Ij0)
)
‖Mg‖
L2(Ij0)
+
∥∥∥χIj [c]TP ′∗f∥∥∥
2
∥∥∥χIj [c]TP∗g∥∥∥
2
,
where
M(TP ′∗f) =def sup
m∈N
∣∣∣∣∣∣∣∣
∑
P=[~α,I]∈ P′
|I|≥2−m
T ∗Pf
∣∣∣∣∣∣∣∣ .
• So to summarize, we proved that∣∣∣〈TP ′∗f, TPj∗g〉∣∣∣ .n δn (‖Mf‖L2(Ij0) + ∥∥∥M {M(TP ′∗f)}∥∥∥L2(Ij0)
)
‖Mg‖
L2(Ij0)
+
∥∥∥χI[c]jTP ′∗f∥∥∥
2
∥∥∥χI[c]jTPj∗g∥∥∥
2
.
Now the conclusion follows if we add the observation that
(272) M(TP ′∗f) ≤Mf + M(TP ′∗f) .
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
Lemma 41. [L2-small adjoint tree support]
Let P be a tree with top P0 = [~α0, I0]; suppose also that we have a set
A ⊆ I˜0 with the property that
(273) ∃ δ ∈ (0, 1) st ∀ P = [~α, I] ∈ P we have |I∗ ∩A| ≤ δ|I|.
Then for any f ∈ L2(T) we have
(274)
∥∥∥χATP∗f∥∥∥
2
. δ
1
2 ‖f‖2 .
Proof. This follows immediately from the corresponding proof of Lemma 46
in the next section. 
We are now in the position to state the main result of this section.
Main Lemma. Let P ⊂ Pn be an L∞−forest of generation n.
Then there exists η = η(d) ∈ (0, 1) such that
‖TPf‖2 . 2−
n
2
η ‖f‖2 .
Moreover, if P is normal and 2100n d-separated,36 then - decomposing P
canonically into a union of rows {Rj} - one has
(275) ‖TP∗f‖22 .
∑
j
‖TRj ∗f‖22 + 2−5n ‖f‖22 ,
from which one deduces the improved bound
‖TPf‖2 . 2−
n
2 ‖f‖2 .
Observation 42. Relation (275) should be regarded as a strong almost or-
thogonality relation arising from the good geometric properties imposed on
P and which essentially states - up to a negligible term - that one expects
‖TP∗f‖22 .
∑
j
‖TRj ∗f‖22 .
Proof. Recalling Definition 21, our hypothesis implies that we can decom-
pose our forest P as
(276) P =
c 2n⋃
j=1
Rj ,
with each Rj being a maximal collection of spatially disjoint trees. Further,
we decompose each Rj in a disjoint union of maximal trees {Tj,k}k. If Ijk
stands for the time-interval of the top of Tj,k, define the boundary component
T bdj,k := {P ∈ Tj,k | 100IP ∩ (Ijk)c 6= ∅} .
36As expected, an L∞−forest P is called normal if all the trees inside are normal; same
principle applies for the δ−1−separateness condition.
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Also let T˜j,k be the set of tiles defined inductively as follows: we erase
the collection of minimal tiles in Tj,k and reapply this step to the newly
defined Tj,k for 100n d times, moment at which we stop and collect all the
successively erased tiles in the set T˜j,k.
Next, we notice that the set
⋃
j,k T bdj,k is a sparse L∞-forest while the set⋃
j,k T˜j,k can be decomposed in at most c n negligible sets. Deduce thus that
the family ⋃
j,k
T bdj,k ∪ T˜j,k ,
can be easily treated via Proposition 1. Thus, we can erase this set of tiles
from our initial forest.
We are now left with the case P normal and 2100nd-separated L∞−forest.
In this new context, we notice that for the updated family P the analogue
of (276) is precisely the row decomposition of P.
The key argument now is that the operators {TRj}j are almost orthogo-
nal. More precisely, for k 6= j, we claim that
• ‖TRk∗ TRj‖27→2 = 0;
• ‖TRk TRj ∗‖27→2 . 2−10n.
The first item is a direct consequence of the pairwise disjointness of the
sets {suppTRj}j . For the second item one needs to make use of the strong
(2100n d)-separateness hypothesis and successively apply Lemmas 40 and 41.
We leave these details to the reader. 
7.2.2. Lp−results.
In this section, we will discuss several Lp versions of the results presented
in the previous section.
Lemma 43. [Lp-uniform mass tree estimate]
Fix δ ∈ (0, 1] and let P ⊆ P be a tree with spacial support I0 such that
(277) AP,I0(P ) < δ ∀ P ∈ P .
Then, for 1 < p <∞, we have
(278)
∥∥TP∥∥
p
.p,d δ
1
p .
Observation 44. The Lp-tree lemma above follows directly from Lemma 45
below by simply setting A = [0, 1]. Indeed, with the notations in Lemma 45,
one has that (277) immediately implies
(279)
EPA (J)
|J | . δ ∀ J ∈ CZ(I
min
P ) .
Lemma 45. [Lp-small tree support]
Let P be a tree. Define
(280) IminP := {I | ∃ P = [~α, I] ∈ P minimal relative to ≤ in P} ,
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and let CZ(IminP ) be the Calderon-Zygmund decomposition of the interval
[0, 1] relative to IminP .
Assume we are given A ⊆ [0, 1] measurable set and define
(281) EPA (J) :=
⋃
P∈P
(A ∩ E(P ) ∩ J) ∀ J ∈ CZ(IminP ) .
Then, for 1 < p <∞, we have
(282)
∥∥χA TPf∥∥p .p,d
(
sup
J∈CZ(IminP )
|EPA (J)|
|J |
) 1
p
‖f‖p .
Proof. We start by setting the parameters of our tree, that is: we fix the
top P0 = [ ~α0, I0], and the corresponding central polynomial q0 ∈ Qd−1.
Once we specified the polynomial q0 there is a unique Q0 ∈ Qd such that
Q0(x) =
d
dx q0 and Q0(0) = 0. Assume wlog that
(283) Q0(y) =
d∑
j=1
a0j y
j .
Then, proceeding as in [40], we define
(284) T P :=
 d∏
j=1
M∗j,a0j
 TP
 d∏
j=1
Mj,a0j
 ,
and g(x) :=
∏d
j=1M
∗
j,a0j
f(x) and notice that∥∥χA TPf∥∥p = ∥∥χA T Pg∥∥p .
Following similar reasonings with the ones in [17], for a fixed x ∈ T, we
further define
k0(x) := inf{k ∈ N | ∃ P ∈ P s.t. |IP | = 2−k & χE(P )(x) 6= 0} ,
k1(x) := sup{k ∈ N | ∃ P ∈ P s.t. |IP | = 2−k & χE(P )(x) 6= 0} ,
and notice that
(285) T Pg(x) :=
k1(x)∑
k=k0(x)
∫
T
ψk(y) e
i (Q(x)−Q0(x)+Q0(x−y)−Q(x−y)) g(x−y) dy.
Relation (285) above is the key place where we use the convexity of the tree
and thus the very reason for which we need to remove the possible boundary
effect by requiring item 2 in Definition 19.
With this, we notice that
|χA(x)T Pg(x)|
≤ χA(x)
k1(x)∑
k=k0(x)
∫
T
|ψk(y)| |ei (Q(x)−Q0(x)+Q0(x−y)−Q(x−y)) − 1| |g(x − y)| dy
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+χA(x)
∣∣∣∣∣∣
k1(x)∑
k=k0(x)
∫
T
ψk(y) g(x− y) dy
∣∣∣∣∣∣ =: A(x) + B(x) .
Let now
(286) MPA g(x) :=
{
supI⊃J
1
|I|
∫
I |g|, if x ∈ EPA (J) and J ∈ CZ(IminP )
0 , otherwise
.
Now, applying some elementary reasonings, we further deduce:
(287) A(x) .d MPA g(x) ,
and
(288) B(x) .MPA (R ∗ g)(x) ,
where we set R(y) =
∑
k∈ND ψk(y) and assumed wlog, based on Observation
1, that P ⊂ ⋃k∈N PkD.
It only remains to notice that
(289)
∥∥MPA g∥∥p .
(
sup
J∈CZ(IminP )
|EPA (J)|
|J |
) 1
p
‖Mg‖p .p ‖g‖p ,
and
(290) ‖R ∗ g‖p .p ‖g‖p .
Thus, we conclude that (282) holds. 
Lemma 46. [Lp-small adjoint tree support]
Let P be a tree with spacial support I0. Recalling (27), we define
(291) IminP∗ :=
14⋃
j=1
{IjP∗ | ∃ P = [~α, IP ] ∈ P minimal relative to ≤ in P} ,
and let CZ(IminP∗ ) be the Calderon-Zygmund decomposition of the interval
[0, 1] relative to IminP∗ .
Assume we are given A ⊆ [0, 1] measurable set and define
(292) EP
∗
A (J) := A ∩ J ∀ J ∈ CZ(IminP∗ ) .
Then, for 1 < p <∞, we have
(293)
∥∥∥χATP∗f∥∥∥
p
.p,d
(
sup
J∈CZ(Imin
P∗
)
|EP∗A (J)|
|J |
) 1
p
sup
P∈P
AP,I0(P )
1
p′ ‖f‖p .
Proof. We first notice that by applying the same reasonings as in the previ-
ous proof, specifically relying on (284), one can assume wlog that our tree
lives at frequency zero, or with other words that Q0 ≡ 0 in (283).37
37Alternatively one can apply the reasonings in our proof to the operator χAT
P∗ where
here T P is defined by (284).
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Fix now x ∈ T and notice that with the previous notations one has
(294) χAT
P∗f(x) =
∑
J∈CZ(Imin
P∗
)
χJ∩A
{∑
P∈P
TP
∗f(x)
}
Next, fixing J ∈ CZ(IminP∗ ) and assuming wlog that x ∈ J , we deduce∣∣∣∣TP∗f(x)− 1|J |
∫
J
TP
∗
f(s)ds
∣∣∣∣
(295)
=
∣∣∣∣∣∣∣
1
|J |
∫
J

∑
P∈P
2−k=|IP |≥|J|
∫
T
[ϕk(x− y)− ϕk(s− y)] f(y)χE(P )(y)dy
 ds
∣∣∣∣∣∣∣
.
∑
P∈P
2−k=|IP |≥|J|
2k |J |
∫
E(P ) |f |
|IP | .
Thus, from (295), we deduce that
(296) ∑
J∈CZ(Imin
P∗
)
χJ∩A
∣∣∣∣TP∗f(x)− 1|J |
∫
J
TP
∗
f(s)ds
∣∣∣∣
.
∑
J∈CZ(Imin
P∗
)
χJ∩A
∑
P∈P
J⊂IP∗
|J |
|IP |
∫
E(P ) |f |
|IP | .
Denote with
(297) MP∗f(x) =
∑
J∈CZ(Imin
P∗
)
χJ(x) sup
J⊆I
1
|I|
∫
I
|f |(s)ds .
Deduce from (296) and (297) that
(298)
‖χATP∗f‖p .
(
sup
J∈CZ(Imin
P∗
)
|EP∗A (J)|
|J |
) 1
p
‖MP∗(TP∗f)‖p
+
(
sup
J∈CZ(Imin
P∗
)
|EP∗A (J)|
|J |
) 1
p
∥∥∥∥∥∥∥
∑
J∈CZ(Imin
P∗
)
χJ
∑
P∈P
J⊂IP∗
|J |
|IP |
∫
E(P ) |f |
|IP |
∥∥∥∥∥∥∥
p
.
Now we notice that
(299)
∥∥∥∥∥∥∥
∑
J∈CZ(Imin
P∗
)
χJ
∑
P∈P
J⊂IP∗
|J |
|IP |
∫
E(P ) |f |
|IP |
∥∥∥∥∥∥∥
1
. ‖f‖1 ,
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and
(300)
∥∥∥∥∥∥∥
∑
J∈CZ(Imin
P∗
)
χJ
∑
P∈P
J⊂IP∗
|J |
|IP |
∫
E(P ) |f |
|IP |
∥∥∥∥∥∥∥
∞
. sup
P∈P
A0(P ) ‖f‖∞ .
Interpolating now between (299) and (300) we get that for 1 < p <∞
(301)
∥∥∥∥∥∥∥
∑
J∈CZ(Imin
P∗
)
χJ
∑
P∈P
J⊂IP∗
|J |
|IP |
∫
E(P ) |f |
|IP |
∥∥∥∥∥∥∥
p
.
(
sup
P∈P
A0(P )
) 1
p′ ‖f‖p .
Also, we trivially have that
(302)
‖MP∗(TP∗f)‖p . ‖M(TP∗f)‖p .p ‖TP∗f‖p .p,d sup
P∈P
AP,I0(P )
1
p′ ‖f‖p .
Combining now (298), (301) and (302) we conclude that (293) holds. 
7.3. Proof of Proposition 2.
We start by restating the result that we need to prove38:
Proposition 2. Let P ⊆ Pn be a forest. Then there exists η ∈ (0, 1/2),
depending only on the degree d, such that for 1 < p <∞ we have∥∥TP∥∥
p
.p,d 2
−n η (1− 1
p∗
) .
7.3.1. The L2 bound.
Recalling the setting described in Observation 29 as well as Definition 22
and appealing to a pigeonhole principle, from now we can assume wlog that
• the family P can be written as
(303) P =
⋃
k≥0
Pkn ,
is a (BMO)-forest of generation n such that for each k ≥ 0
(304) Pkn ⊂ Pn is an L∞ − forest of generation n ;
• the spacial support of the tiles in Pkn is contained in Akn a set that
can be represented as a finite union of maximal (disjoint) dyadic
intervals;
• there exists c > 0 such that for each k ∈ N one has
(305) Akn ≺n c Ak+1n ;
38Excepting the display in the main statement, for notational simplicity, throughout
the remaining part of the paper we will drop the d−dependence in all the inequalities
signs.
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• if P = [~α, IP ] ∈ Pkn then
(306)
– IP ⊆ Akn;
– IP * Ak+1n ;
– AP,Akn(P ) ∈ (2−n, 2−n+1].
Observation 47. Now following similar reasonings with the ones described
in Section 6.2 and defining
(307)
Cˇkn :=
{
P ∈ Pkn | there are no chains P  P1  . . .  Pn & {Pj}nj=1 ⊆ Pkn
}
,
we have that
• the set Cˇn :=
⋃
k≥0 Cˇkn can be decomposed in a union of at most n
sparse forests; applying Proposition 1 to each of the resulting sparse
forests we have that the associated operator T Cˇn is under control.
• erasing from each Pkn the corresponding set Cˇk100nd one has that
P :=
⋃
k≥0
Pkn ,
is a BMO-forest of generation n such that each Pkn is an L∞-forest
having the property that any two trees inside Pkn are 2100 nd−separated.
Let now
(308) Pˇkn :=
{
P = [~α, I] ∈ Pkn
(hence I ⊆ Akn)
∣∣ if J ⊆ Ak+1n s.t. 20I ∩ Jc 6= ∅
then |I| ≥ |J |
}
,
and define
(309) Pk,en,bd := Pkn \ Pˇkn .
Moreover, letting Pk,maxn be the set maximal set of tiles in Pkn, we set
(310) Pk,in,bd := {P ∈ Akn | ∃Pkj ∈ Pk,maxn s.t.P ≤ Pkj & 20IP ∩(IPkj )c 6= ∅} .
Then, for each Pkn, we define its boundary forest component as
(311) Pkn,bd = Pk,in,bd ∪ Pk,en,bd .
The normal forest component is defined as
(312) Pkn,nm := Pkn \ Pkn,bd .
Finally, we set
(313) Pbd :=
⋃
k∈N
Pkn,bd ,
and
(314) Pnm :=
⋃
k∈N
Pkn,nm .
Now, here is our plan:
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• for estimating the L2-bound of the operator TPnm we will show that
the family {TPkn,nm}k consists of almost orthogonal operators;
• for treating the operator TPbd one simply notices that Pbd is a sparse
forest and hence falls under the hypothesis of Proposition 1.
Claim 48. With the above notations, for η = η(d) ∈ (0, 1), one has
(315)
∥∥TPnm∥∥
2
. 2−
n
2
η .
In order to prove the above claim, using TT ∗−method, it is enough to
show that for some c > 0 and |k − k′| > 10(1 + c−1) we have
(316) ‖TPkn,nm TPk
′
n,nm
∗
‖2 . e−c |k−k′| n ,
(317) ‖TPkn,nm∗ TPk
′
n,nm‖2 . e−c |k−k′| n .
Indeed, (315) will then be easily derived, since for any k ∈ N
(318) ‖TPkn,nmf‖2 . 2−
n
2
η ‖f‖2 .
Notice that (318) is a direct consequence of the Main Lemma and the second
item in Observation 47.
With this being said, let us start by proving (316).
Without loss of generality, we can suppose that k′ > k + 10(1 + c−1).
Applying Cauchy-Schwarz we have∣∣∣∣〈TPkn,nm∗f, TPk′n,nm∗g〉∣∣∣∣ ≤ ‖χAk′n TPkn,nm∗f‖2 ‖TPk′n,nm∗g‖2 .
Here we have used that Pk′n,nm is normal and thus supp TP
k′
n,nm
∗
⊆ Ak′n .
Next, from the way in which we have constructed Pkn,nm, we have that
∀ P ∈ Pkn,nm s.t. IP ∗ ∩Ak+1n 6= ∅ ⇒ IP ∗ * Ak+1n .
Thus, for any P ∈ Pkn,nm, we either have IP ∗ ∩Ak+1n = ∅ or the following
relation holds:
(319)
|IP ∗ ∩Ak′n |
|IP ∗ | ≤
|IP ∗ ∩Ak′n |
|IP ∗ ∩Ak+1n |
. e−c |k−k
′| n .
Reaching this point, we remember that Pkn,nm is an L∞−forest of nth
generation and hence
(320) Pkn,nm =
c 2n⋃
j=1
Rkj ,
with each Rkj a row.
Then, using (319), and applying Lemma 41 for A := Ak
′
n , we obtain
(321)
∥∥∥χAk′n TPkn,nm∗f∥∥∥2 .
c 2n∑
j=1
∥∥∥χAk′n TRkj ∗f∥∥∥2 . e−c |k−k′| n ‖f‖2 ,
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which proves (316).
We will now move on to the proof of (317).
As before, we can start by first applying Cauchy-Schwartz∣∣∣〈TPkn,nmf, TPk′n,nmg〉∣∣∣ ≤ ‖χAk′n TPkn,nmf‖2 ‖TPk′n,nmg‖2 .
Based on (320) and the fact that the operators {TRkj }j have disjoint
supports, we have
‖χAk′n T
Pkn,nmf‖22 =
∑
j
‖χAk′n T
Rkj f‖22 . 2n sup
j
‖χAk′n T
Rkj f‖22 .
Now, applying Lemma 45 to our row Rkj (with the obvious adaptation of
the partition CZ(IminP∗ ) there to our new context - call this new partition
JRkj ) we have
(322) ‖χAk′n T
Rkj f‖2 . 2−
n
2
 sup
J∈J
Rk
j
|EAk′n (J)|
|J |
 12 ‖f‖2 .
Here, it is easy to remark that, from the construction of Pkn,nm, we have
sup
J∈J
Rk
j
|EAk′n (J)|
|J | . e
−c |k−k′| n .
Thus, combining this last observation with (322), we deduce
‖χAk′n T
Pkn,nmf‖2 . e−c |k−k′| n ‖f‖2 ,
which together with (318) implies (317).
7.3.2. The Lp bound.
In this section, based on assumptions (303)-(306) and Observation 47, we
will show that
(323)
∥∥TPnm∥∥
p
.p 2
−n η (1− 1
p∗
) .
Our proof will be split in two cases:
Case 1. Assume 1 < p < 2.
In this situation we notice that p∗ = p and thus (323) is equivalent with
(324)
∥∥∥TPnm∗∥∥∥
p′
.p′ 2
−nη
p′ .
Firstly we notice - based on elementary interpolation techniques - that it
is enough to prove (324) only for p′ ∈ 2N with p′ ≥ 2.
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In this context, at the heuristic level, our goal is to show that:
(325) ‖
∑
k
TP
k
n,nm
∗
f‖p′p′ .p′
∑
k
‖TPkn,nm∗f‖p′p′ + Error ,
where the ”Error” term above is appropriately small and will be made precise
in what follows.
Then, we notice that (up to conjugation), we have
‖
∑
k
TP
k
n,nm
∗
f‖p′p′ ≈p′
∑
(k1,...,kp′ ), (r1,...,rp′ )∈N
p′
r1+...+rp′=p
′
∫
(TP
k1
n,nm
∗
f)r1 . . . (TP
kp′
n,nm
∗
f)rp′
and after applying the Ho¨lder and Jensen inequalities we further have
‖
∑
k
TP
k
n,nm
∗
f‖p′p′ .p′
∑
(k1,...,kp′ ), (r1,...,rp′ )∈N
p′
r1+...+rp′=p
′
(∫
⋂p′
j=1A
kj
n
∣∣∣∣TPk1n,nm∗f ∣∣∣∣p′
) r1
p′
. . .
(∫
⋂p′
j=1A
kj
n
∣∣∣∣TPkp′n,nm∗f ∣∣∣∣p′
) rp′
p′
.p′
∑
k
∑
m∈N
|m+ 1|100p′
∫
Ak+mn
∣∣∣TPkn,nm∗f ∣∣∣p′ .
Thus, we have just proved that for p′ ∈ 2N, with p′ > 1, we have that
(326) ‖
∑
k
TP
k
n,nm
∗
f‖p′p′ .p′
∑
k
∑
m∈N
|m+ 1|100p′
∫
Ak+mn
∣∣∣TPkn,nm∗f ∣∣∣p′ .
which trivially translates into
(327)
‖
∑
k
TP
k
n,nm
∗
f‖p′p′ .p′
∑
k
‖TPkn,nm∗f‖p′p′ +
∑
m≥10 p′
m∈N
∑
k
m100p
′
∫
Ak+mn
∣∣∣TPkn,nm∗f ∣∣∣p′ .
Notice that (327) is the precise formulation of the heuristic described in
relation (325).
Next step will be to treat the main term
(328) A =
∑
k
‖TPkn,nm∗f‖p′p′ .
We first prove that it is enough to show that (324) holds for Pkn,nm (uni-
formly in k), that is
(329)
∥∥∥TPknm∗f∥∥∥
p′
.p′ 2
−nη
p′ ‖f‖p′ .
Indeed, assume for the moment that (329) holds.
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Then, we first split the input of TP
k
n,nm
∗
in disjoint sets {χAk+ln \Ak+l+1n }l∈N
and notice that based on (329), for any l ∈ N one has
(330)
∥∥∥TPknm∗χAk+ln \Ak+l+1n f∥∥∥p′ .p′ 2−nηp′ ‖χAk+ln \Ak+l+1n f‖p′ .
For l ≥ 2 however, we can do better. To see this, we first apply standard
Ho¨lder inequality relative to the row decomposition of Pkn,nm:
(331) ‖TPkn,nm∗f‖p′ .p′ (2n)
1
p

c2n∑
j=1
‖TRkj ∗f‖p′p′

1
p′
.
Now, from (319) and Lemma 45, we deduce39
(332) ‖TRkj ∗(χAk+ln \Ak+l+1n ·)‖p′ = ‖χAk+ln \Ak+l+1n T
Rkj ‖p .p min(2−
l n
p , 2−
n
p ).
Denoting now with Ekj :=
⋃
P∈Rkj
E(P ) and using the fact that {Ekj }j are
pairwise disjoint, we have from (331) and (332) that
(333) ‖TPkn,nm∗χAk+ln \Ak+l+1n f‖p′ .p′ min{1, 2
−n(l−1)
p } ‖χAk+ln \Ak+l+1n f‖p′ .
Deduce from (330), (333) and Ho¨lder’s inequality that
(334)
‖TPkn,nm∗f‖p′p′ .p′
∑
l∈N
(l + 1)p
′
2−nη min{1, 2−
n(l−1−η)p′
p } ‖χ
Ak+ln \A
k+l+1
n
f‖p′p′ .
Replacing now (334) in (328) and summing over k we conclude that
(335) A .p′ 2
−nη ‖f‖p′p′ .
Returning now to the proof of (329) the simplest approach is provided by
the following short argument - which holds uniformly in k:
• for the case p = p′ = 2 we already know that (329) holds from (318)
(or equivalently from the Main Lemma);
• for p′ ∈ 2N \ {0}, applying similar steps with those in (331)-(334)
but with no extra-assumption (329) we notice the trivial bound:
(336) ‖TPkn,nm∗f‖p′ .p′ ‖f‖p′ .
Conclude from the above using standard interpolation that (329) holds.
A different, more involved, but direct approach (i.e. not appealing to
formal interpolation), was present in an earlier version of this paper and
was based on the following heuristic hinted by an informal interpolation
argument:
39As in the L2−case, if necessary, we can replace the original decompositions
{Pkn,nm}k∈N, {A
k
n}k∈N by the sparser correspondents {P
k
n,nm}k∈LN, {A
k
n}k∈LN where here
L ∈ N with L > 10(1 + c−1).
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Recalling (275) in Main Lemma, we know - ignoring the error term - that
(337) ‖TPkn,nm∗f‖2 .
 c2n∑
j=1
‖TRkj ∗f‖22
 12 .
We also trivially have
‖TPkn,nm∗f‖∞ .
c2n∑
j=1
‖TRkj ∗f‖∞ .
Thus, at the heuristic level, we expect for any 2 ≤ p′ <∞ to have
(338)
‖TPkn,nm∗f‖p′ .p′

c2n∑
j=1
‖TRkj ∗f‖pp′

1
p
. (2n)
1
p
− 1
p′

c2n∑
j=1
‖TRkj ∗f‖p′p′

1
p′
.
The key message here is that one is able to decouple the information
carried by the rows of a forest with a gain of (2n)
− 1
p′ over the trivial Ho¨lder
bound. Notice at this point that any gain over the trivial bound (2n)
1
p
would be enough for our claim (329).
The precise form of this decoupling argument is given by the following:
Observation 49. Let p′ ∈ 2N, p′ ≥ 2 and Pkn,nm be an L∞-forest of gener-
ation n whose standard decomposition into rows is given by {Rkj }c2
n
j=1. As-
sume that any two distinct trees within this row decomposition are normal
and 2100n d p
′
-separated. Then, there exists η ∈ (0, 1) such that the following
holds:
(339) ‖TPkn,nm∗f‖p′ .p′ (2n)
1
p
− η
p′

c2n∑
j=1
‖TRkj ∗f‖p′p′

1
p′
+ 2
− 10n
p′ ‖f‖p′ .
The proof of this statement relies in a key fashion on the separateness as-
sumption of the trees further reflected into the time-frequency localization
properties of each of the maximal trees belonging to the forest. The beauty of
this approach is that it provides the desired Lp
′−decay (for p′ ∈ 2N, p′ ≥ 2)
in a direct fashion with no actual usage of interpolation methods. Due to
space limitation and much easier alternative provided above we choose not
to present here a proof of this statement.
We pass now to the error term
B :=
∑
m≥10 p′
∑
k
m100p
′
∫
Ak+mn
∣∣∣TPkn,nm∗f ∣∣∣p′ .
We first notice that
(340)
∫
Ak+mn
∣∣∣TPkn,nm∗f ∣∣∣p′ . (2n)p′ ∑
j
∫
Ak+mn
∣∣∣TRkj ∗f ∣∣∣p′ .
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Now, based on (319) and Lemma 46, we deduce that for each j we have
(341)
∫
Ak+mn
∣∣∣TRkj ∗f ∣∣∣p′ . 2−mn ‖f‖p′p′ .
Combining (332) with (341) we further have
(342)∫
Ak+mn
∣∣∣TRkj ∗χAk+ln \Ak+l+1n f ∣∣∣p′ .p′ 2− p′(l+1)n4p 2−mn2 ‖χAk+ln \Ak+l+1n f‖p′p′ .
Next, proceeding in a similar fashion with (334), we have
(343)∫
Ak+mn
∣∣∣TRkj ∗ f ∣∣∣p′ .p′ 2−mn2 ∑
l∈N
(l + 1)p
′
2
− l n p
′
4p ‖χAk+ln \Ak+l+1n χEkj f‖
p′
p′ .
Putting together (340) and (343) we deduce that
B .
∑
m≥10 p′
m100p
′
2−
mn
2 (n 2n)p
′
∑
k
∑
l∈N
(l + 1)p
′
2
− l n p
′
4p ‖χAk+ln \Ak+l+1n f‖
p′
p′ ,
and hence
(344) B .p′ 2
−n ‖f‖p′p′ .
Finally, from (335) and (344), we conclude that (323) holds.
Case 2. Assume 2 < p <∞.
In this situation we have that p∗ = p′ and hence (323) is equivalent with
(345)
∥∥TPnm∥∥
p
.p 2
−n
p .
Once at this point, we notice that that we can follow line by line the
same arguments as in Case 1 by just dropping the adjoint symbol in the
corresponding proof. The key aspect that allows us to work with only this
simple modification is that all the L∞−forests appearing in the reasonings
from Case 1 consist of normal trees and hence suppTP
k
n,nm ⊆ Akn.
✷
8. Remarks
In this section we will discuss some applications and consequences of the
discretization procedure presented in Section 5.1.
1) The first remark is a consequence of a fruitful conversation that I had
with C. Thiele and M. Bateman, and refers to a vector-valued variant of the
Carleson Theorem. More precisely, using the above discretization procedure
THE POLYNOMIAL CARLESON OPERATOR 73
(and thus eliminating the exceptional sets), we devised an alternative proof
that for any 1 < p, q <∞ one has 40
(346)
∥∥∥∥∥(∑
k
|Cfk|q)
1
q
∥∥∥∥∥
p
.p,q
∥∥∥∥∥(∑
k
|fk|q)
1
q
∥∥∥∥∥
p
,
an inequality that had been proven in [21] using weighted and extrapolation
theory. Nevertheless, as a consequence of the Theorem presented in this
paper, one has that (346) holds with C = C1,1 replaced by Cd,1.
2) As mentioned in the introduction, our discretization procedure was
designed for obtaining the following informal principle:
If P = ⋃k Pk ⊆ Pn is a collection of separated trees, and NP stands for
the usual counting function associated with P, then
(347) ‖
∑
k
TPk
∗
f‖2 . log(10 + ‖NP‖BMOC )
(∑
k
‖TPk∗ f‖22
) 1
2
.
In both [13] and [17], this principle was only present in a weaker form
with ‖NP‖BMOC replaced by ‖NP‖L∞ in (347), thus causing some intricate
technicalities in order to treat the so-called “exceptional sets” on which
the quantity ‖NP‖L∞ is too large. Through our new approach having as
a consequence the rigorous proof of (347) we are now able to completely
discard the analysis of the exceptional sets, answering thus to a question
raised by C. Fefferman (see the Remarks in [17]).
3) In an earlier version of the paper we presented a slightly different
partition of the collection of tiles P, that has its own merits and that we
choose to present very briefly below as an alternative:
Set P0 = ∅ and suppose that we have defined (for some n ≥ 1) the sets
{Pk}k<n. We describe now the algorithm for constructing the set Pn.
First step consists of selecting the family P0,maxn of the maximal tiles
P ∈ P \⋃k<n Pk with |E(P )||IP | ≥ 2−n. After that, we collect the time-intervals
of these maximal tiles into the set I0n and form with them the counting
function
N 0n :=
∑
I∈I0n
χI .
Next, by using John-Nirenberg inequality we remark that the set
A1n := {x ∈ [0, 1] |
∑
I∈I0n
χI(x) > cn ‖N 0n‖BMOC} ,
has the measure |A1n| ≤ e−100n.
Further, we construct P1,maxn to be the collection of maximal tiles P ∈
P \⋃k<n Pk with |E(P )||IP | ≥ 2−n and IP ⊆ A1n. Also, as before, define I1n :=
40Here we use the notations from Section 1.
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{I |P = [~α, I] ∈ P1,maxn }, the counting function N 1n :=
∑
I∈I1n
χI and the
exceptional set
A2n := {x ∈ [0, 1] |
∑
I∈I1n
χI(x) > cn ‖N 1n‖BMOC} .
Proceeding by induction, at the end of the day, we will have constructed
the collection of sets of maximal tiles {Pk,maxn }k, the collection of sets rep-
resenting the time-intervals - {Ikn}k, the collection of counting functions
{N kn}k and finally the level sets {Akn}k.
Reaching this point, we state the following important consequences of our
construction:
(348) |Akn| ≤ e−100 |k−l| n |Aln| ,
(349) sup
k
‖N kn‖BMOC ≤ 2n and sup
k
‖N kn‖L∞(Akn\Ak+1n ) . n 2
n .
Moreover, if we set the counting function
Nn :=
∑
k
N kn ,
we also have
(350) ‖Nn‖BMOC . 2n .
With this done, for each k ∈ N, we define
(351) Pkn :=
{
P = [~α, I] | I ⊆ A
k
n, I * A
k+1
n and
AP\
⋃
j<n Pj ,A
k
n
(P ) ∈ [2−n, 2−n+1)
}
,
and set
(352) Pn :=
⋃
k≥0
Pkn .
Finally, remark that we have
(353) P =
⋃
n≥0
Pn .
Compared to the current partitioning presented in Section 5.1.2, the ap-
proach above has the advantage of being shorter and obeying a simpler
algorithm. However it has the drawback that it does not preserve the con-
vexity of the family Pn. In order to deal with this, one needs to work with so
called “generalized” trees: a family of tiles P is called a “generalized” tree
with top P0 = [~α0, I0] iff it obeys 1) and 2) in Definition 19 and P =
⋃
k Pk
with each Pk tree with top Pk = [~αk, Ik] such that the following Carleson
packing condition is satisfied:
∑
Ik⊆Ij
|Ik| . |Ij | for any j. At the heuristic
level, the distinction between these two ways of partitioning our family of
tiles resides in the moment in which one decides to perform a last stopping
time argument. In order to avoid possible complications within the main
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proof we have chosen to do all the stopping time reasonings when defin-
ing the family Pn so that later we are able to avoid the discussion about
“generalized” trees and only work with the “classical” tree structures.
4) This remark is dedicated to an important feature regarding the behav-
ior of the counting functions {Nn}n as defined in (149). In [42], the author
characterized the L1−weak behavior of the so called lacunary Carleson oper-
ator (see the next remark). A key idea in that study was the understanding
of the newly defined concept of grand maximal function, which in our current
context is defined as follows:
- fix j ∈ N and set
(354) N (j) := 1
2j−1
2j∑
n=2j−1+1
1
2n−1
Nn ,
and define the grand maximal counting function of order l ∈ N, (l ≥ 2) by
(355) N [l] := sup
j≤l
N (j) .
With these we have the following key property:
(356) ‖N [l]‖1,∞ . log l ,
with the right bound being sharp.
It is precisely this last fact - that is, the possibility of existence of extremal
configurations of tiles that realize the reverse inequality
(357) ‖N [l]‖1,∞ & log l
- that makes our tile partitioning process more delicate and suggests in (147)
the level set cut at height c n in order to have a good control over (165).
5) Finally, the previous remark connects with the celebrated theme re-
garding the behavior of the Carleson operator C near L1.
At the foundation of this theme resides the following heuristic question41:
What is the behavior of the (almost everywhere) pointwise convergence of
the Fourier Series between the two known cases for the Lebesgue-scale spaces
Lp(T):
• p = 1, divergence of the Fourier Series (Kolmogorov)
• p > 1, convergence of the Fourier Series (Carleson-Hunt) ?
Using now the fact that the pointwise convergence of the Fourier Series
is directly related to the L1,∞-behavior of the Carleson operator one can
reformulate the above vague question into a precise problem
Problem: 1) Let Y ⊆ L1(T) be a r.i. (quasi-)Banach space. Provide
necessary and sufficient conditions for Y in order to be a C−space, that is,
∃ c > 0 such that
(358) ‖Cf‖1,∞ ≤ c ‖f‖Y .
41In what follows we embrace the formalism from our paper [42]
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2) In Lorentz space terminology, the above can be expressed as: Give
a satisfactory description of the Lorentz spaces Y ⊆ L1(T) that are also
C−spaces. If such exists, describe the maximal Lorentz C−space Y0.
In terms of known results we have two possible directions:
• on the negative side (i.e. aiming for decreasingly smaller Banach re-
arrangement invariant spaces that are not C−spaces): as mentioned
above, the history of this direction starts with the result of Kol-
mogoroff, showing that L1(T) is not a C−space. The next results
are due to Chen ([9]), Prohorenko ([57]) and Ko¨rner ([33]). The best
up to date result belongs to Konyagin ([32], [31]) who proved that
for φ(u) = o(u
√
log u
log log u) as u → ∞ the space X = φ(L) does not
admit pointwise convergence.
• on the positive side (i.e. identifying increasingly larger C-spaces Y ):
historically, the topic starts with the results of Carleson and Hunt
for Y = Lp(T), p > 1. Next Sjo¨lin ([62]) showed that one can take
Y = L logL log logL while F. Soria ([66], [67]) increased Y to a r.i.
quasi-Banach space denoted B∗ϕ. The best current results belong
to Antonov ([2]) for the Lorentz-space Y = L logL log log logL and
to Arias de Reyna ([3]) for the quasi-Banch space Y = QA (a r.i.
quasi-Banach space that essentially has as its largest possible Lorentz
space precisely Antonov’s space)
In this context, there are several things that are worth being mentioned:
• all the positive results rely in their proof on extrapolation methods;
• in [41] the author reproved all the above positive results via a unitary
method relying entirely only on time-frequency tools.
• currently, all the positive results can be explained entirely based on
the behavior of the grand maximal counting function (of order l)
(355), more precisely on the fact that there are (extremizers) config-
urations of tiles for which inequality (357) holds. In order to explain
our claim, at least at the heuristic level, we use duality and write
our Carleson operator as a bilinear form given by
(359) Λ(f, g) :=< Cf, g >≈
∑
n
∑
Pk⊂Pn
Pk L
∞−forest
∑
P⊆Pk
P maximal tree
< CPf, g > .
The key issue is that currently there are no methods near L1 to
distinguish42 between the absolute and the conditional summation
in the RHS of (359). One can argue that if one assumes absolute
summation in the RHS of (359), then Antonov’s result is the best
42There is a similar problem regarding the maximal boundedness range for the Bilinear
Hilbert transform - see Section 1.2.3.
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possible result and, further on, it is a direct consequence of the loga-
rithmic divergence of the L1,∞−norm of the grand maximal counting
function (of order l).
• there exists an old model problem for the problem stated above which
has it’s own history. This model problem regards the almost every-
where convergence of lacunary sequences of partial Fourier sums and
goes back to early 20th century in works of Kolmogorov, (see [28]),
Littlewood and Paley, ([43]), and Zygmund ([75]). In the quest for
identifying the largest possible Lorentz space (or r.i. quasi Banach
space) for which one has almost everywhere convergence along la-
cunary sequences of partial Fourier sums some partial progress has
been made - see the works of Chen ([9]), Prohorenko ([57]), Ko¨rner
([33]) and later Konyagin ([32], [31]).
More recently, ([42]), the author succeeded in giving a definitive
answer to this problem. Indeed, by defining the lacunary Carleson
operator associated with an (arbitrary) lacunary sequence {nj}j by
(360) C
{nj}j
lac f(x) := sup
j∈N
∣∣∣∣∫
T
ei 2π nj (x−y) cot(π (x− y)) f(y) dy
∣∣∣∣ ,
we showed that ∃ C1 = C1({nj}j) > 0 such that
(361) ‖C{nj}jlac f‖1,∞ ≤ C1 ‖f‖L log logL log log log logL ,
and moreover that this result is essentially sharp. The proof relies
in a key fashion on the properties of the grand maximal counting
function explained above.
Also, very recently, ([39]), we provided the sharp result regarding
the strong L1 bound for the lacunary Carleson operator, that is,
∃ C2 = C2({nj}j) > 0 such that
(362) ‖C{nj}jlac f‖1 ≤ C2 ‖f‖L logL .
Returning now to the original problem of the pointwise convergence of
the full sequence of partial sums, we mention that the recent works [42] and
[39], unraveled several subtle key points:
• the structure of the frequencies of the trees involved in the time-
frequency decomposition of the Carleson operator plays a funda-
mental role in identifying larger classes of r.i. Banach spaces for
which we have pointwise convergence.
• the structure of the input function creates certain “resonances” with
the structure of the frequencies from the above item.
As a consequence, we expect that structural theorems from additive com-
binatorics will play a fundamental role in any relevant advancement on the
problem.
We end by listing the three relevant main conjectures in this subject:
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Conjecture 1. [L1,∞-behavior] The largest Lorentz space Y0 ⊆ L1(T) such
that ∃ c = cY0 > 0 with
(363) ‖Cf‖1,∞ ≤ c ‖f‖Y0 ,
is Y0 = L
√
logL.
Conjecture 2. [L1-behavior] The largest Lorentz space Y1 ⊆ L1(T) such
that ∃ c = cY1 > 0 with
(364) ‖Cf‖1 ≤ c ‖f‖Y1 ,
is Y1 = L logL.
If true, Conjecture 1 above is essentially sharp due to the result of Konya-
gin ([32], [31]) while if Conjecture 2 is true then this is definitely sharp due to
the fact that both the Hardy-Littlewood maximal operator and the Hilbert
transform map sharply L logL into L1.
Finally, we present a last conjecture, that while weaker than both conjec-
tures above, its resolution would still be a major breakthrough in the field of
time-frequency analysis due to the new methods that one needs to develop:
Conjecture 3. [L1,∞-intermediate behavior] Prove that there exits a con-
stant c > 0 such that the following holds
(365) ‖Cf‖1,∞ ≤ c ‖f‖L logL .
9. Appendix - Results on the L∞−distribution of polynomials
Lemma A. If q ∈ Qd−1 and I, J are some (not necessarily dyadic) intervals
obeying I ⊇ J , then there exists a constant c(d) ≤ (2d)d such that
‖q‖L∞(I) ≤ c(d)
( |I|
|J |
)d−1
‖q‖L∞(J) .
Proof. Let {xkJ}k∈{1,...,d} be obtained as in the procedure described in Section
2. Then, since q ∈ Qd−1, for any x ∈ I we have that
(366) q(x) :=
d∑
j=1
∏d
k=1
k 6=j
(x− xkJ)∏d
k=1
k 6=j
(xjJ − xkJ)
q(xjJ) .
As a consequence,
‖q‖L∞(I) ≤ d ‖q‖L∞(J) sup
j
x∈I
∣∣∣∣∣∣
∏d
k=1
k 6=j
(x− xkJ)∏d
k=1
k 6=j
(xjJ − xkJ)
∣∣∣∣∣∣ ≤ d ‖q‖L∞(J) |I|
d−1
( |J |2d )
d−1
.
✷
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Lemma B. If q ∈ Qd−1, η > 0 and I ⊂ T some (dyadic) interval, then
(367) |{y ∈ I | |q(y)| < η}| ≤ c(d)
(
η
‖q‖L∞(I)
) 1
d−1
|I| .
Proof. The set Aη = {y ∈ I | |q(y)| < η} is the pre-image of (−η, η) under a
polynomial of degree d− 1, so it can be written as
Aη =
r⋃
k=1
Jk(η) ,
where r ∈ N, r ≤ d − 1 and {Jk(η)}k are open intervals. Now all that
remains is to apply the previous lemma with J = Jk(η) for each k.
✷
Lemma C. If P = [α1, α2, . . . , αd, I] ∈ P and q ∈ P , then
‖q − qP‖L∞(I˜) ≤ c(d) |I|−1 .
Proof. Set u := q − qP ; then, since both q, qP ∈ P , we deduce (for all
k ∈ {1, . . . , d}):
u(xkI ) ∈ [−|I|−1, |I|−1] .
On the other hand,
u(x) :=
d∑
j=1
∏d
k=1
k 6=j
(x− xkI )∏d
k=1
k 6=j
(xjI − xkI )
u(xjI) ∀ x ∈ I .
Then, proceeding as in Lemma A, we conclude
‖u‖L∞(I) ≤ d |I|−1
|I|d−1
( |I|2 d)
d−1
≤ (2 d)d |I|−1 .
✷
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