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ABSTRACT
Cell death is an integral part of oogenesis in the fruit fly, Drosophila melanogaster.
When the fly is starved of protein, some pre-vitellogenic egg chambers die apoptoti-
cally. As egg chambers mature, excess germline cells die via a non-apoptotic, devel-
opmentally programmed death. Overexpression of the transcription factor escargot
was found to block both death events in the ovary, which is very unusual. escargot
overexpression blocked starvation-dependent death upstream of caspases, but still
needed a death signal to produce undead egg chambers. In maturing egg chambers,
escargot overexpression blocked death more effectively than disrupting both apop-
tosis and autophagy, indicating that it must affect non-apoptotic, non-autophagic
death mechanisms. RNA-Seq and a genetic modifier screen were used to identify
potential escargot targets that inhibit cell death. Studies were also undertaken to
characterize the loss-of-function phenotype of escargot in the ovary.
vii
escargot is a member of the Snail family of transcription factors that play inte-
gral roles in development and gene regulation throughout Bilaterian organisms. In
Drosophila melanogaster, the genes snail, escargot, and worniu are critical for stem
cells in neuroblasts, gut, and testis, but a role in the ovary had not been shown. To
analyze Snail family function in the ovary, I made a triple deficiency that removed
the three Snail family members, called ∆SF. Surprisingly, ∆SF homozygous follicle
stem cells are rapidly lost. Follicle stem cell loss was rescued by the expression of
escargot or worniu but not snail, indicating that there is shared capability between
genes. Moreover, follicle stem cells did not linger in the germarium, and their loss
was not prevented by blocking apoptosis, indicating that the ∆SF defect is a failure
of stem cell maintenance. Together, the results described in this dissertation show
that Snail genes are needed for the normal function of the Drosophila ovary, and
that escargot can regulate multiple kinds of cell death. Understanding Snail family
genes is particularly important for the study of cancer, as they are implicated in
mechanisms underlying the cancer stem cell state. Analysis of the highly conserved
Snail family genes in Drosophila illuminates their function and dysfunction in human
health and disease.
viii
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CHAPTER ONE: INTRODUCTION
Portions of this chapter were previously published in Jenkins et al. (2013).
The Drosophila melanogaster ovary is the site of egg chamber development, where
each egg chamber progresses from a daughter of a germline stem cell to a fertilization-
ready egg. In early development, the germline is divided into a 16-cell syncytium,
with one nucleus marked as the future oocyte nucleus. Non-oocyte germline cells
(“nurse cells”) die as the egg chamber reaches maturity, and entire egg chambers
can be destroyed in the middle of development in response to environmental stresses,
such as protein starvation. This naturally-occurring model of stem cell maintenance
and division, development, and cell death, when combined with the wide array of
genetic techniques available for Drosophila, makes the fly ovary an excellent system
for investigating the functions of conserved genes and cellular functions.
In this system, I have studied the functions of the Snail gene family, a group of
transcription factors conserved in all Bilaterian organisms. In flies, the Snail family
genes escargot, snail, and worniu are known to be critical for gastrulation and for
stem cell maintenance in other tissues, but their roles for cell death in any fly tissue
and for stem cell maintenance in the ovary are not well understood. To address the
interplay between cell death, Snail family genes, and stem cell maintenance, I will
discuss these topics in order, although connections between them will be evident
1
2before the introduction is complete.
1.1 Drosophila melanogaster as a model system
The Drosophila ovary is an outstanding model system for the study of cell death
pathways. Both germline and somatic cells undergo cell death, and these cell death
events use multiple PCD mechanisms. The large, easily dissected egg chambers are
highly suitable for imaging analyses and can be cultured for short periods in vitro.
Moreover, the rich repository of available Drosophila mutant lines and genetic tools
allow quick generation of tissue-specific gene knockouts, knockdown or overexpression
lines, mosaic egg chambers, and more.
The Drosophila female has two ovaries, which continuously produce eggs (Figure
1.1A). An ovary is a bundle of 15-20 ovarioles, sheaths of progressively developing
egg chambers (Figure 1.1B, D), designated as stages 1-14 (King, 1970). Each egg
chamber contains a sixteen-cell germline-derived cyst, with one cell that differentiates
into the oocyte (Figure 1.1C). The other germline cells become polyploid nurse cells
(NCs), which remain connected to the oocyte through intercellular bridges (ring
canals) and stock the oocyte with organelles, protein and RNA. This germline cyst
is surrounded by a layer of somatic follicle cells (FCs), the majority of which begin
to produce yolk for the oocyte at stage 8, and a subset called the border cells that
migrate inwards as the egg chamber approaches stage 10. A second subset, the polar
cells, are at the anterior and posterior tip of each egg chamber, next to the stalk
cells which connect egg chambers. As the egg matures, the oocyte expands to fill
the entire chamber as the NCs shrink and disappear, and a chorion coat and dorsal
appendages develop by stage 14 (King, 1970; Spradling, 1993). Cell death events
3occur at specific stages (Figure 1.1D).
1.2 Cell death: a necessary part of life
During development and homeostasis, programmed cell death (PCD) eliminates un-
necessary or damaged cells. The intentional death of a cell is tightly regulated, as
inappropriate cell death (or lack of cell death) could be disastrous for the organism.
Historically, insects have been one of the foremost animal models used to learn how
cell death is essential to normal developmental processes, such as metamorphosis
(Clarke and Clarke, 1996). The three canonical types of PCD are apoptosis, au-
tophagic cell death, and necrosis, but a variety of other types of PCD have been
observed (Kroemer et al., 2009). Studying diverse mechanisms of cell death is of
central importance to understanding human disease.
1.2.1 Apoptotic cell death
An apoptotic cell deliberately kills itself and orchestrates the dismantling of its
corpse, usually without eliciting an inflammatory response (Elliott and Ravichan-
dran, 2010; Arya and White, 2015; Nagata and Tanaka, 2017). Apoptosis can be
activated by death signals or by stress, such as DNA damage or reactive oxygen
species (Steller, 2008). In apoptosis, caspases (cysteine aspartyl proteases) cleave
proteins, DNA is condensed and fragmented, the cell membrane retracts, and pack-
ets of cytoplasm enclosed by plasma membrane (“blebs”) are released (Taylor et al.,
2008). To begin cleaving intercellular contents, the caspases themselves, translated
as inactive zymogens, must be activated by being cleaved (Yan and Shi, 2005). Initia-
4tor caspases can be activated by pro-death signals, and they then cleave and activate
effector caspases, which do the majority of the work of apoptosis. A key structure
which physically coordinates proteins regulating caspase cleavage and the initiation
of apoptosis is the apoptosome (Bao and Shi, 2007). Molecularly, the decision to
apoptose is the outcome of a balance between pro-apoptotic proteins, such as cas-
pases, and anti-apoptotic proteins, such as the inhibitor of apoptosis proteins (IAPs)
(Taylor et al., 2008). A summary of apoptotic pathways that are covered in this
work is shown in Figure 1.2.
In mammals and nematodes, a key family of proteins that regulate apoptosis is
the Bcl-2 (B cell CCL/lymphoma-2) gene family (Chipuk et al., 2010). This family
includes both pro-apoptotic genes (subdivided into effector proteins like Bax and
Bak, or the BH3-only group, which have only the third Bcl-2 homology domain)
and anti-apoptotic genes, such as the eponymous Bcl-2. In mammals, Bcl-2 proteins
control the release of cytochrome c to the cell from the mitochondria (Figure 1.2B)
The release of mitochondrial contents in response to pro-death signaling, known as
mitochondrial outer membrane permeabilization (MOMP), is a critical step on the
way to assembling the apoptosome and activating apoptosis (Yan and Shi, 2005). In
C. elegans, the Bcl-2 protein CED-9 (cell death abnormal 9) does not control MOMP,
but does reside on the mitochondrial surface and keeps the apoptosome component
CED-4 from activating CED-3, the major effector caspase (Figure 1.2A, Lettre and
Hengartner (2006)). Although the mitochondria are involved in the initiation of
apoptosis in Drosophila (Krieser and White, 2009; Tanner and McCall, 2011; Tanner
et al., 2011), cytochrome c release is not a key step (Arya and White, 2015).
In Drosophila, IAPs are key regulators of apoptosis. The major cell death IAP
5in Drosophila melanogaster, Diap1 (Death-associated inhibitor of apoptosis 1 ), sup-
presses caspases by ubiquitination (Lee et al., 2011) until the cell commits to death,
when Diap1 is degraded to allow apoptosis to proceed (Figure 1.2C, D). Other im-
portant apoptotic regulators are Dark (orthologous to mammalian Apaf-1), which
forms the apoptosome with the initiator caspase Dronc (Bao and Shi, 2007), and sev-
eral proteins with ubiquitin ligase activity, such as dBruce (Steller, 2008; Xu et al.,
2009). In addition to endogenous IAPs, the baculovirus protein p35 can impede
caspase activity (Hay and Guo, 2006; Mart´ın et al., 2009). Overexpressing p35 in
the eye prevents the death of cells in ommatidia (photoreceptor clusters), causing
the adult eye to have too many facets that are mis-aligned (Hay et al., 1994).
In most fly tissues (Figure 1.2C), expression of the IAP antagonists reaper, grim,
and head involution defective (hid), together often called the H99 or RHG genes,
commits the cell to death by apoptosis (Xu et al., 2009; Ryoo and Baehrecke, 2010).
These proteins use their IBM (IAP binding motif) to bind to BIR (baculovirus
IAP repeat) domains on IAPs, thereby repressing them. Once upstream signals
lead to Diap1 degradation, activated initiator caspase Dronc then activates effector
caspases Drice and Dcp-1 (Xu et al., 2009; Colin et al., 2009). Caspase targets include
caspase-activated DNase (dCAD/Rep4), which cleaves DNA between nucleosomes
(Mukae et al., 2000), cytoskeletal components, such as actin and lamins (Taylor
et al., 2008), and proteasome subunits, resulting in reduced proteasome activity
(Adrain et al., 2004). Concomitant with dismantling of the nucleus and cytoskeleton,
mitochondrial networks are remodeled, requiring mitochondrial fission and fusion
proteins (Abdelwahid et al., 2007; Goyal et al., 2007; Martinou and Youle, 2011).
61.2.2 Autophagic cell death
Autophagy, the degradation of cytoplasmic components inside double-membrane
vesicles, can be a pro-survival or pro-death mechanism (Mizushima, 2007; Ryoo
and Baehrecke, 2010; Das et al., 2012). Proteins and organelles are enclosed in
a double-membraned vesicle (autophagosome) that fuses with an acidic lysosome,
which degrades its contents (Mizushima, 2007; Mizushima and Komatsu, 2011). The
presence of autophagosomes in dying cells may imply autophagic cell death, but
could also indicate defective or stalled autophagy. Autophagic cell death can occur
independently of caspases, in parallel with them, or one mechanism can be epistatic
to the other (Das et al., 2012; DeVorkin et al., 2014). The role of autophagy in
cell death is highly context-dependent, but is known to be required for death in
some cell types, and is sometimes upregulated when apoptosis is blocked (Ryoo and
Baehrecke, 2010). In the Drosophila ovary, both apoptotic and autophagic mecha-
nisms contribute to cell death (Hou et al., 2008; Nezis et al., 2009; Pritchett et al.,
2009).
1.2.3 Necrotic cell death
Death by necrosis is now recognized as a bona fide form of PCD and not just the
consequence of cellular injury (McCall, 2010; Yuan and Kroemer, 2010). Necrosis is
characterized by a swelling of cell volume and organelles (especially mitochondria)
leading to eventual membrane rupture, as well as increases in cytosolic calcium and
reactive oxygen species, release of pro-inflammatory signals, and lower pH and ATP
levels (Kroemer et al., 2009). Despite the disorderly reputation of necrosis, several
genes have been found to be required for necrotic death in C. elegans (Blum et al.,
72008) and mammals (Hitomi et al., 2008), as well as flies (Kanda et al., 2011).
Overexpression of genes can also cause necrotic cell death, as shown in the Drosophila
eye, where expression of a constitutively active mouse glutamate channel receptor
GluR1 causes reduced eye size with hallmarks of necrosis (Yang et al., 2013).
1.2.4 Cell death in the Drosophila ovary
Cell death in the germline of a wild-type (WT) fly occurs primarily at three stages
of egg chamber development (see egg chambers at these stages in Figure 1.1): in
the germarium before the FC layer forms (stage 2b), in pre-vitellogenic stages 7-
9 (“mid-stage death” or “starvation-induced”), and as the egg nears maturation
in stages 12-14 (“late-stage death” or “developmental death”) (Buszczak and Coo-
ley, 2000; McCall, 2004; Pritchett et al., 2009). Whereas late-stage death occurs
during the development of every egg, cell death in the germarium and stages 7-9
occurs sporadically in well-fed flies, and increases dramatically in response to devel-
opmental abnormalities or poor environmental conditions, such as protein starvation
(Drummond-Barbosa and Spradling, 2001; Nezis et al., 2009; Barth et al., 2011). As
part of normal development in late oogenesis, NCs transport their cytoplasm through
the ring canals connecting each cell in the germline cyst into the oocyte, and only
their polyploid nuclei remain. By stage 14, all NC nuclei disappear, leaving a mature
oocyte. These distinct forms of cell death in oogenesis involve multiple mechanisms,
including apoptosis, autophagic cell death, and other pathways.
Somatic FCs can also die throughout oogenesis, but the mechanisms of FC death
are generally not well understood. One exception is polar cell death, which is the
only example of PCD in the ovary shown to require an RHG gene. The polar cells
8are derived from clusters of 3-6 specialized FCs located at the anterior and posterior
ends of an egg chamber during early oogenesis (Figure 1.3, polar cells shown with
yellow cytoplasm). By stage 5, the number of polar cells in each cluster is reduced to
two, as supernumerary polar cells are eliminated by the canonical apoptotic pathway:
Hid a Diap1 a Dronc → Drice (Besse and Pret, 2003; Khammari et al., 2011). The
JAK/STAT pathway promotes this cascade (Borensztejn et al., 2013), and polar cells
fated to die are physically separated from follicle cells by other polar cells that will
live, even before apoptosis begins (Torres et al., 2017). Supernumerary polar cell
death is developmentally important, as it is required for proper migration of border
cells that produce the micropyle, through which sperm enter the egg (Besse and Pret,
2003).
In addition to the selective death of polar cells, large numbers of FCs die when
their support functions have been completed. During mid-stage germline cell death,
the epithelial layer of about one thousand FCs coordinately engulfs dying germline
cells (Giorgi and Deri, 1976; Mazzalupo and Cooley, 2006; Etchegaray et al., 2012).
As engulfment nears completion, the FCs lose membrane markers, display pyknotic
nuclei, and eventually disappear. Overexpression of Diap1 or the baculovirus caspase
inhibitor p35 in the FCs fails to prevent FCs from becoming pyknotic, suggesting that
they die via a caspase-independent mechanism (Etchegaray et al., 2012). Similarly,
some FC nuclei in late-stage egg chambers undergo chromatin condensation and DNA
fragmentation (Nezis et al., 2002). Studies in other Diptera have demonstrated that
FCs dying during late oogenesis lack caspase activity, and are most likely undergoing
autophagic cell death (Nezis et al., 2006). At the end of oogenesis, FCs detach from
the eggshell when the mature egg exits the ovariole through the oviduct and into the
uterus. Detached FCs accumulate at the entrance of the oviduct, where they can be
9engulfed by epithelial cells and/or macrophages (Nezis et al., 2002, 2006). Most of
the PCD pathways in FCs remain poorly understood.
1.2.5 Mechanisms of germline cell death in mid-oogenesis
Cell death can be induced in mid-oogenesis by developmental abnormalities, drug
treatment, or poor environmental conditions. However, almost everything we know
about cell death in mid-oogenesis has been uncovered by inducing death via protein
starvation. Lack of protein in the fly’s diet activates pro-death signaling, caus-
ing degeneration of egg chambers in the germarium and at stages 7-9, and slows
production of new oocytes by germline stem cells, causing a reversible decrease in
fertility (Drummond-Barbosa and Spradling, 2001). It has been proposed that the
stage-specificity of PCD in mid-oogenesis is due to a specific “checkpoint” where con-
ditions are monitored before the onset of energetically expensive vitellogenesis (yolk
production) starting in stage 8 (Drummond-Barbosa and Spradling, 2001). Mid-
stage death is easily identified by morphological changes. Unlike a healthy mid-stage
egg chamber (Figure 1.4A), a dying egg chamber’s NC chromatin condenses and frag-
ments (Figure 1.4B, Giorgi and Deri (1976); Nezis et al. (2000)). As this happens,
the surrounding FCs switch to a phagocytic role to enlarge and engulf the dying
NC material (Figure 1.4B-C), eventually consuming the entire germline (Giorgi and
Deri, 1976; Mazzalupo and Cooley, 2006; Etchegaray et al., 2012).
Cell death in mid-oogenesis resembles apoptosis morphologically and is caspase-
dependent, although the upstream activators differ from those used in most apoptotic
cell death (compare Figure 1.2C and D) in the fly (Figure 1.4G; McCall (2004);
Pritchett et al. (2009)). The first gene shown to be required for cell death in mid-
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oogenesis was the effector caspase gene Dcp-1 (Laundrie et al., 2003). Dcp-1 null
flies produce “undead” egg chambers with uncondensed NC nuclei and a loss of the
surrounding FCs. Undead egg chambers are also observed with overexpression of the
caspase antagonists Diap1 (Figure 1.4D) or p35 (Peterson et al., 2003; Mazzalupo
and Cooley, 2006; Baum et al., 2007). Surprisingly, whereas Dcp-1 mutants are
completely defective in mid-stage cell death, mutations in initiator caspases have a
much milder phenotype, suggesting a novel mechanism of effector caspase activation
(Baum et al., 2007). Furthermore, the RHG pro-death proteins are not required for
mid-stage cell death in the ovary (Peterson et al., 2007); thus, other pathways must
conduct the pro-apoptotic signal to mid-stage egg chambers.
The upstream signals for cell death in mid-oogenesis have only been partially
identified. Because the germline is not affected by the RHG genes which initiate
apoptosis in the rest of the fly, there must be other pathways that control the decision
to activate caspases. One factor influencing the imitation of germline death is nu-
trition availability. Information about nutritional status, such as whether or not the
fly has sufficient protein, is transmitted by insulin and ecdysone signaling pathways
(Drummond-Barbosa and Spradling, 2001; McCall, 2004; LaFever and Drummond-
Barbosa, 2005; Laws and Drummond-Barbosa, 2016). However, egg chambers de-
ficient in insulin signaling cannot develop to mid-oogenesis, and they also cannot
die correctly before then (Pritchett and McCall, 2012). Mutations in Target of ra-
pamycin (Tor), which encodes a highly conserved Ser/Thr kinase that integrates
signaling via insulin, AKT, and other growth and stress pathways (Jewell et al.,
2013) more accurately mimic the normal degeneration of mid-stage egg chambers
than insulin pathway specific mutants (Zhang et al., 2006; Barth et al., 2011; Pritch-
ett and McCall, 2012). Treatment with rapamycin or a derivative compound (which
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blocks Tor) produces varying results: adults fed rapamycin show an alternative form
of cell death where FCs invade and engulf otherwise healthy germline cysts (Thom-
son and Johnson, 2010), whereas injection with the derivative RAD produces ovaries
lacking vitellogenic egg chambers (Barth et al., 2011). Intriguing new data suggest
that AMPK, an upstream regulator of Tor, may integrate nutrient-dependent and
independent signaling to control the ability of germline and follicle cells to respond
to starvation by modulating growth and inducing apoptosis in the germarium (Laws
and Drummond-Barbosa, 2016).
Upstream apoptotic signals in mammals converge on mitochondria through the
Bcl-2 family of proteins. There is increased evidence for the role of mitochondria in
regulating PCD in Drosophila, but their exact contributions are still controversial
(Krieser and White, 2009; Martinou and Youle, 2011; Thomenius et al., 2011; De-
Vorkin et al., 2014; Arya and White, 2015). As in mammals (Galluzzi et al., 2012)
and worms (Rolland and Conradt, 2010), Bcl-2 proteins (see page 4) and mitochon-
drial remodeling contribute to cell death in Drosophila, although their mechanisms
may differ. Fragmentation of the mitochondrial network (which drives membrane
permeabilization) is mediated by the mitochondrial fission protein Drp-1 before cas-
pase activation (Abdelwahid et al., 2007; Goyal et al., 2007). In fly, worm, and
mammalian models, cells lacking Drp-1 have impaired mitochondrial fragmentation,
caspase activation, and cell death (Krieser and White, 2009). In Drosophila mid-
stage death in the ovary, mitochondria remodel into clusters, which are engulfed and
then degraded by the FCs (Tanner and McCall, 2011). Formation of normal clus-
ters is dependent on the fly Bcl-2 genes debcl and buffy, mitochondrial remodeling
genes, caspases, and autophagy genes (Tanner and McCall, 2011). Mutations in the
Bcl-2 genes and mitochondrial remodeling genes also inhibit mid-stage cell death,
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suggesting that mitochondrial signaling plays a role in promoting PCD in the ovary.
Autophagic flux and apoptosis are regulated together before and during mid-
stage death. In well-fed flies, pro-Dcp-1 (not activated) in the mitochondria inter-
acts upstream of a regulator of mitochondrial ATP levels, SesB, to repress autophagy
(DeVorkin et al., 2014). Overexpression of Dcp-1 results in degenerating egg cham-
bers with increased LysoTracker and GFP-LC3 puncta (marking autophagosomes)
even in well-fed flies, indicating that autophagy can be triggered by caspase activity
without other pro-death signals (Hou et al., 2008; DeVorkin et al., 2014). Starvation
increases the number of acidic vesicles (marked by LysoTracker), and autophago-
somes and/or autolysosomes (marked by Autophagy (Atg) fusion proteins), which
are reduced in Dcp-1 mutants (Hou et al., 2008; Nezis et al., 2009; Barth et al., 2011).
However, dying mid-stage egg chambers lacking the autophagy genes Atg1 or Atg7
in NCs show chromatin condensation but less DNA fragmentation, indicating that
some but not all cell death events are affected by autophagy (Hou et al., 2008; Nezis
et al., 2009). How apoptosis and autophagy are initiated together is not completely
understood, especially as the RHG genes are not responsible for Dcp-1 activation in
the germline.
The final step in PCD is the selective removal of dying cells, a process known as
engulfment (Lauber et al., 2004; Elliott and Ravichandran, 2010). The engulfment of
cell corpses is generally executed by professional phagocytes, such as macrophages.
Interestingly, in the absence of professional phagocytes, adjacent cells such as ep-
ithelial cells can transition to the role of nonprofessional phagocytes and remove
apoptotic corpses (Mangahas and Zhou, 2005; Fullard et al., 2009). The Drosophila
ovary has few circulating macrophages (King, 1970), so engulfment is completed by
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the epithelial FCs acting as non-professional phagocytes. During starvation-induced
PCD in mid-oogenesis, FCs synchronously enlarge and engulf the dying NCs (Fig-
ure 1.4B-C), a remarkable transformation (Giorgi and Deri, 1976; Mazzalupo and
Cooley, 2006; Etchegaray et al., 2012).
The genetic pathways required for engulfment by FCs have recently begun to be
elucidated. The engulfment receptor Draper, the ortholog of Ced-1 in C. elegans,
is required for engulfment by FCs and likely acts through Rac1, which promotes
cytoskeletal rearrangements (Etchegaray et al., 2012). In draper mutant egg cham-
bers, FCs fail to enlarge or engulf any germline material (Figure 1.4E), leading to
the persistence of dead egg chambers. A similar phenotype is seen when draper is
knocked down specifically in the FCs, demonstrating a requirement for draper in the
phagocytic FCs. Egg chambers that are defective in engulfment contain lingering
germline material, and FCs die prematurely (Figure 1.4F). It is possible that FCs
are programmed to die following engulfment of the germline and that this program
is activated prematurely when engulfment is not completed.
The JNK pathway is activated downstream of Draper, and it is required in the
FCs during engulfment. Surprisingly, expression of constitutively activated hemipter-
ous, a JNK kinase, is sufficient to induce engulfment by the FCs in the absence of
draper, indicating that JNK can activate Draper-independent pathways to promote
engulfment. Moreover, overexpression of activated hemipterous in a WT background
causes the FCs to engulf and kill the NCs in the absence of starvation, suggesting
that the FCs have the ability to induce NC death. In addition, several engulfment
mutants show defects in NC nuclear breakdown, implying that the phagocytic FCs
contribute to the process of cell death of the underlying germline. This FC involve-
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ment in Drosophila germ cell death is reminiscent of the role of granulosa cells in
oocyte death in mammals. Together, these data suggest a model in which Draper rec-
ognizes an unknown signal from the NCs, which leads to the activation of Rac1 and
JNK signaling, which promotes engulfment and the progression of germline PCD. In
a feed-forward loop, JNK signaling also leads to an increase in Draper as engulfment
proceeds (Figure 1.4H; Etchegaray et al. (2012)).
Another receptor required for proper engulfment is the integrin receptor het-
erodimer, particularly the pair of αPS3/βPS, which become enriched on the FC
surface facing the germline as it begins to die (Meehan et al., 2015). Components
required for cell polarization (such as atypical protein kinase C (aPKC ) and crumbs)
and the physical trafficking of integrin subunits to and from the cell surface were also
required for engulfment. Draper and integrins are required for the steps needed to
internalize phagosomes and processes their contents, working with canonical corpse
processing proteins such as Rab5 and Rab7 (Meehan et al., 2016).
1.2.6 Mechanism of germline death in late oogenesis
During the latter stages of oogenesis, the NCs that provide nutrients, proteins, mR-
NAs, and organelles for the developing oocyte transport their contents into the oocyte
(“dumping”) and undergo PCD (Figure 1.5A-D; King (1970); Spradling (1993)). By
the time that egg chambers reach maturity at stage 14 (characterized by the forma-
tion of dorsal appendages), the NCs are completely eliminated, while the oocyte is
protected (King, 1970; Spradling, 1993). The developmental cell death of NCs has
been studied since at least the 1930s (McCall, 2004), however, the exact mechanisms
of developmental NC death still remain unclear.
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During NC dumping, a cytoplasmic network of actin bundles provides support
for the NC nuclei while the cytoplasm streams into the oocyte through the ring
canals (“dumping”). It has been suggested that the flattening of the FCs helps
drive NC dumping during late oogenesis (Gutzeit, 1990; Spradling, 1993). While
several mutants that affect NC dumping have been described, the upstream signals
that initiate dumping are largely unknown. Furthermore, whether NC dumping
plays a role in NC death or simply occurs concurrently is also unclear. One of the
first indications that the NCs have begun to undergo PCD during late oogenesis
is the permeabilization of the nuclear envelope occurring towards the end of stage
10B (Giorgi and Deri, 1976; Cooley et al., 1992; Guild et al., 1997; Buszczak and
Cooley, 2000; Pritchett et al., 2009). However, NC nuclear breakdown and DNA
fragmentation have been shown to occur independently of actin bundle formation,
indicating that dumping is not necessary for NC death (Cooley et al., 1992; Foley
and Cooley, 1998; Buszczak and Cooley, 2000; Hudson and Cooley, 2002; McCall,
2004; Pritchett et al., 2009).
One possibility that has been explored extensively is whether the NCs undergo
apoptosis. The NC nuclei that remain behind after cytoplasmic dumping and in
stages 12-13 become TUNEL (Terminal deoxynucleotidyl transferase-mediated dUTP
nick-end labeling) positive, a hallmark of apoptosis (Foley and Cooley, 1998; McCall
and Steller, 1998; McCall, 2004). However, several findings suggest that apoptosis
executed autonomously within the NCs provides only a minor contribution to devel-
opmental NC death. The three major regulators of apoptosis (RHG genes) in most
Drosophila tissues are not required for NC death during late oogenesis (Foley and
Cooley, 1998). Additionally, overexpression of the caspase inhibitors p35 or Diap1
(Figure 1.5E) or mutations in caspases lead to only partial defects in NC death
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(Laundrie et al., 2003; Peterson et al., 2003; Mazzalupo and Cooley, 2006; Baum
et al., 2007), although germline clones of the nuclease DNaseII show persisting nu-
clei (Bass et al., 2009). Together, these data suggest that apoptosis only plays a
minor role in NC death during late oogenesis, or works in conjunction with other
forms of cell death.
Another possibility is that autophagic cell death occurs in the NCs during late
oogenesis. In late-stage egg chambers from Drosophila virilis and melanogaster, au-
tophagosomes are present (Velentzas et al., 2007; Nezis et al., 2010). In Drosophila
melanogaster, LysoTracker-positive puncta appear around the NC nuclei, indicat-
ing the presence of acidified organelles (Cummings and King, 1970; Bass et al.,
2009; Timmons et al., 2013). Furthermore, germline specific knockdown of several
autophagy genes produces otherwise-mature stage 14 egg chambers with some per-
sisting NC nuclei that do not undergo DNA fragmentation (King, 1970; Spradling,
1993; Bass et al., 2009; Nezis et al., 2010). DNA fragmentation of the NCs has been
shown to be dependent on the autophagic degradation of dBruce (Nezis et al., 2010).
However, germline clones of Atg1 show only a slight increase in persisting nuclei,
which cannot be exasperated by overexpression of Diap1, and Atg1 follicle cell clones
show no increase in persisting nuclei compared to siblings (Peterson and McCall,
2013). Thus, autophagy and apoptosis do not function redundantly, and together
provide only minor contributions to NC death. This indicates that they must act in
conjunction with other pathways to carry out NC death during late oogenesis.
While LysoTracker is often used as a marker for autophagic cell death, it can also
be indicative of acidification that occurs during necrosis or during corpse process-
ing following phagocytosis (Klionsky et al., 2008). The progression of LysoTracker
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staining to include entire NC remnants during late oogenesis elicits the intriguing
possibilities that NC death occurs via programmed necrosis (Bass et al., 2009) or
that the FCs may engulf the NCs during late oogenesis (Cummings and King, 1970;
Nezis et al., 2000) and contribute non-autonomously to NC death. The idea that
programmed necrosis occurs is supported by the presence of reactive oxygen species
and uptake of propidium iodide (a marker for compromised membrane integrity) in
the NCs during late oogenesis (Timmons et al., 2013). Additionally, calcium is re-
distributed from the NC nuclei to the NC cytoplasm following nuclear membrane
permeabilization (Matova et al., 1999). Calcium release is known to occur during
necrosis (Golstein and Kroemer, 2007). However, further studies are necessary to
understand whether programmed necrosis contributes to developmental NC death.
During late oogenesis, a specific population of FCs known as the stretch FCs
surround the NCs and are critical for proper NC death and clearance (Cummings and
King, 1970; Nezis et al., 2000; McCall, 2004; Timmons et al., 2016). The ablation of
stretch FCs by expression of Diap1 RNAi completely prevents developmental death
of late-stage NCs (Timmons et al., 2016). The presence of LysoTracker staining in
and around the NCs during late oogenesis suggests the presence of acidified vesicles,
which can also be seen inside the membranes of follicle cells (Timmons et al., 2016).
Mutations in the lysosomal trafficking genes spinster and deep orange (dor) lead to
a strong persistence of NC nuclei in stage 14 egg chambers (Figure 1.5F), further
suggesting that lysosomal processing of the dying NCs is important for their removal
(Bass et al., 2009). Interestingly, spinster is required both in the germline (Bass et al.,
2009) and in the stretch follicle cells (Albert Mondragon, personal communication)
for proper NC death/clearance. dor germline clones do not show the defect seen in
dor4/dor8 transheterozygotes, but ovaries expressing dor RNAi in the follicle cells do,
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suggesting it is required in follicle cells (Timmons et al., 2016). Overall, the NC nuclei
are entirely reliant on stretch follicle cells to correctly die and be cleared. This is a
rather unusual form of death, dependent on both autonomous and non-autonomous
mechanisms working synchronously.
1.2.7 Death in the Drosophila male germline mirrors late oogenesis death
Interestingly, an unusual type of PCD in the Drosophila male germline has many sim-
ilarities to death of the NCs during late oogenesis. During spermatogenesis, 20-30%
of newly generated spermatogonial cysts die (Yacobi-Sharon et al., 2013). These cysts
show a mix of apoptotic (condensed chromatin, TUNEL staining), autophagic (acid-
ification), and necrotic (deformed mitochondria, increased reactive oxygen species)
characteristics, but require few components of the canonical apoptotic or autophagic
pathways. The initiator caspase Dronc acts independently of effector caspases, which
are not required. Surprisingly, overexpression of caspase inhibitors p35 and Diap1
actually increases the frequency of dying cysts. Cysts die normally in Atg7 and
Atg8 loss-of-function mutants, but still show acidified vesicles and require lysosomal
genes including cathepsin D and dor, which have both been shown to participate
in developmental NC death (Figure 1.5F; Bass et al. (2009)). A genetic modifier
screen for this PCD phenotype found that the loss of HtrA2/Omi, a mitochondrial
metalloprotease, reduced germ cell death and rendered males infertile. HtrA2/Omi
has previously been shown to interact with IAPs through its IBM (Srinivasula et al.,
2003). However, flies expressing HtrA2/Omi without its IBM had WT levels of germ
cell death and fertility, indicating that HtrA2/Omi acts through its protease activity
and not via suppressing Diap1 (Yacobi-Sharon et al., 2013). It is interesting that
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both the male and female germline use non-apoptotic pathways to remove extrane-
ous cells; perhaps the requirement for mitochondria and lysosomes reflects a more
ancient form of cell death not dependent on caspases.
1.3 The Snail family: ancestral transcription factors critical to develop-
ment
The first observations of the Snail phenotype were in the groundbreaking embryo-
patterning screen conducted by Christiane Nu¨sslein-Volhard and Eric Wieschaus,
who described one mutant they called snail (Figure 1.6) with “belts narrow, larva
twisted, no ventral furrow in gastrulation” (Nu¨sslein-Volhard and Wieschaus, 1980;
Nu¨sslein-Volhard et al., 1984). It was soon realized that the dorsalized phenotype
of this mutant embryo, where only dorsal-side structures were expressed, suggested
that snail acted with the maternal-affect genes dorsal and twist to direct dorsoventral
patterning (Anderson and Nu¨sslein-Volhard, 1984; Grau et al., 1984). Identification
of the Drosophila gene snail at 35D1.2 found a transcription factor containing five
zinc-finger domains, which bound to the same consensus sequence as basic helix-loop-
helix proteins (Simpson, 1983; Boulay et al., 1987; Mauhin et al., 1993). In 1992, a
lethal P-element insertion called G66 was found to disrupt a gene similar to snail
genes in fly and frog, and was thus named escargot (Whiteley et al., 1992). By 1999,
advances in the sequencing of Drosophila genomic clones allowed for identification of
a third related gene, worniu, by sequence complementarity (Ashraf et al., 1999). To-
gether, these three genes form the Snail family (SF) of transcription factors common
to all Bilateria (Barrallo-Gimeno and Nieto, 2009).
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1.3.1 Molecular structure illuminates the diversifying evolution of Snail
family members
Examining the presence and arrangement of domains within the Snail family and re-
lated genes reveals much about how they evolved. Snail family genes are found in all
Bilateria, but diverged rapidly in protostomes (such as C. elegans and Drosophila)
and deuterostomes (invertebrate chordates, vertebrates), undergoing multiple inde-
pendent gene duplication events (Kerner et al., 2009). There is evidence for Snail
and Scratch family genes in some animals outside of Bilateria, including cnidari-
ans and placozoans, but not in other metazoan lineages such as Porifera, suggesting
that the family may have originated in an ancestor common to all Eumetazoans
(Barrallo-Gimeno and Nieto, 2009; Kerner et al., 2009).
The most ancestral Snail family gene is most closely related to a single esg-like
gene in protostomes, which duplicated twice in the Drosophila lineage to produce
sna and wor (Figure 1.7; Barrallo-Gimeno and Nieto (2009)). In deuterostomes, the
proto-Snail gene went through whole-genome duplications twice to produce three
Snail family genes in mammals, Snail (Snai1 ), Slug (Snai2 ), and Smuc (Snai3 ;
Chiang and Ayyanathan (2013)). The Drosophila gene most related to the three
mammalian SF genes is esg, which has the most similarity to Slug (Barrallo-Gimeno
and Nieto, 2009; Kerner et al., 2009).
The SF genes have strong conservation of their functional domains, which gen-
erally include a repressor-interacting SNAG (Snail/Growth Factor Independent) do-
main at the N-terminus, at least one CtBP (C-terminal Binding Protein) binding
site, and four to six C2H2 type zinc fingers at the C terminus (Barrallo-Gimeno and
Nieto, 2009; Kerner et al., 2009; Chiang and Ayyanathan, 2013). SF genes bind to
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the consensus sequence 5’-CAGGTG-3’ (Fuse et al., 1994; Hemavathy et al., 2000;
Manzanares et al., 2001). This sequence is the same as the “E-box” that is rec-
ognized by basic helix-loop-helix (bHLH) proteins, another family of transcription
factors that play essential roles in development (Jones, 2004). At the N terminus is
the SNAG corepressor interacting domain. This domain is also found in the Scratch
gene family, which together with Snail genes compose the Snail/Scratch superfamily.
Multiple corepressors have been found to interact with the SNAG domain, including
histone deacetylases, lysine-specific demethylase 1, and the nuclear receptor core-
pressor (NCoR) (Chiang and Ayyanathan, 2013; Lin et al., 2014).
The Drosophila SF proteins share this general scheme (Figure 1.8), with a notable
difference: all Drosophila SF proteins lack the standard SNAG sequence (MRPS-
FLVK). In its place is a Y–CPLKKRP motif, originally labeled the “NT box” (Hema-
vathy et al., 2000), but later found to interact with Ebi (Qi et al., 2008), a Drosophila
homolog of the human transducing β-like 1 (TBL1), which is a part of the NCoR-
SMRT (silencing mediator for retinoic acid and thyroid hormone receptor) repressive
complex. This allows the NT box to carry out the same function as the SNAG do-
main, but perhaps makes it less flexible about which corepressors Drosophila SF
proteins can recruit.
Most of our understanding of the actual mechanisms by which SF proteins di-
rect gene expression has come through study of Snail. In regions of the embryo
which express Snail (see below), Sna acts by preventing RNA Polymerase II that is
paused at a promoter from being released, rather than interfering with any actively
transcribing RNA polymerases (Bothma et al., 2011). Sna also binds to upstream en-
hancer regions but prevents them from physically contacting the transcription start
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site, known as “repression by anti-looping” (Chopra et al., 2012). Snail also acts
with two transcriptional corepressors, CtBP (Nibu et al., 1998) and Ebi,1 which re-
cruits HDAC3 (histone deacetylase 3; Qi et al. (2008)). Other repressive complexes
that Snail has been observed to interact with include Polycomb repressive complex 2
(PCR2), multiple H3K9 methyltransferases, and lysine-specific demethylase 1 (LSD1;
Lin et al. (2014)).
1.3.2 Snail genes in development
Among the Drosophila SF genes, only sna has a major role in early embryonic
development. The early embryo has a single layer of cells on its surface, a state
known as the cellular blastoderm. A stripe of cells from along the anterior-posterior
axis has been programmed during oogenesis to be the ventral side, and some of
those cells will become mesoderm. To gastrulate and segregate into the three germ
layers, the prospective mesoderm must push upwards along the ventral midline to
form the ventral furrow, and the prospective endoderm will invaginate from each
end of that furrow (Gilbert, 2003). This process is an example of an epithelial-to-
mesenchymal transition (EMT), where epithelial cells detach from a flat layer to
become mobile mesenchymal cells. sna is activated in those prospective mesoderm
cells by maternally deposited Dorsal in the egg. Without Snail expression in the
prospective mesoderm, the embryo will not form the ventral furrow, not gastrulate
correctly, and thus have very few internal tissues (Grau et al., 1984). Similar failures
occur when the Snail family responsible for gastrulation is lost in chickens (Nieto
1Ebi was named by Dong et al. (1999), who observed that embryos lacking maternally deposited
ebi RNA had a curled-up shape, and named the gene after the Japanese word for shrimp, ebi.
Despite how this embryonic phenotype is nearly identical to that of snail, the connection between
these genes was not made until much later by Qi et al. (2008).
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et al., 1994), mice (Carver et al., 2001), and sea urchins (Wu and McClay, 2007).
The sna mutant embryo extends cells along the ventral midline that wrap around to
the top of the embryo, known as the germ band. Unlike in wild-type, the germ band
does not retract to form a flat larva (Figure 1.6A), but stays in the extended shape,
resulting in a curled embryo (Figure 1.6B; Hemavathy et al. (2000)). Snail is key to
forming surfaces on the ventral side of the embryo, which is why sna phenotypes are
referred to as “dorsalized”, having too much dorsal-side material because ventral-side
material was not specified. This function is unique to snail, requires interaction with
the corepressor CtBP, and cannot be performed by esg or wor (Hemavathy et al.,
2004).
1.3.3 Snail genes in cell death
Although there is not as much evidence for SF genes regulating programmed cell
death in Drosophila, there are clear examples of this occurring in nematodes and
mammals. The simplest example of SF control of death is in C. elegans, where a SF
gene controls the survival of two sister cells in the neuro-secretory motoneuron (NSM)
lineage (Thellmann et al., 2003; Hatzold and Conradt, 2008; Conradt et al., 2016).
When a precursor NSM cell divides asymmetrically to create two daughter cells, the
larger one normally differentiates into a serotonergic neuron, and the smaller one
dies. The survival of the larger NSM cell requires a Snail family member, cell death
selection abnormal-1 (ces-1 ; Metzstein and Horvitz (1999)). Gain-of-function muta-
tions or overexpression of ces-1 can prevent the death of the smaller cell, which also
occurs upon loss of the transcription factor ces-2, which represses ces-1 (Metzstein
et al., 1996; Metzstein and Horvitz, 1999).
24
ces-1 uses a multi-pronged approach to control the fates of the NSM daughter
cells. It helps regulate proliferation in these cells by repressing transcription of
cdc-25.2, required for cell cycle progression, although loss of ces-1 function alone
is insufficient to block cell cycle progression (Yan et al., 2013). CES-1 also blocks
transcription of the kinase encoded by pig-1, which directly regulates asymmetrical
division of the NSM mother cell (Wei et al., 2017). Lastly, CES-1 blocks death in the
larger sister directly by occupying the promoter of a pro-apoptotic Bcl-2 family (see
page 4) BH3-only gene, egl-1 (egg laying defective-1 ; Metzstein and Horvitz (1999)).
To do so, CES-1 has to outcompete a heterodimer of two bHLH transcription factors,
HLH-2 and HLH-3 (Thellmann et al., 2003). EGL-1 normally triggers cell death by
blocking activation of CED-9, a step on the way to activating the pro-apoptotic
pathway leading to CED-3 activation (see Figure 1.2A; Conradt and Horvitz (1998);
Conradt et al. (2016)).
One interesting example of SF genes causing cell death in the Drosophila eye
was described by Lim and Tomlinson (2006). These authors found that expression
of all three Snail family genes was induced by ectopic expression of Wingless in the
eye, and eliminated in null clones of Wingless pathway genes disheveled and arrow.
Excess Wingless signaling induces the death of ommatidia, leaving only pigment cells,
a phenotype which was mimicked by esg overexpression. esg-null clones had only
minor errors in the maturation of 2◦ and 3◦ pigment cells, but clones carrying null
alleles for esg and sna plus wor RNAi did show inappropriate survival of peripheral
ommatidial cells. These peripheral cells do not express SF genes, so this is non-
autonomous regulation of death – a different role compared to how SF genes function
anti-apoptotically in C. elegans.
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1.3.4 Snail genes and cancer
The study of Snail genes in cancer has always been intertwined with how Snail genes
prevent cell death and regulate the EMT. The anti-apoptotic effects of Slug were
discovered through the study of the fusion gene E2A-HLF, which prevents apoptosis
in B-cell lineage leukemias (Inaba et al., 1992). E2A-HLF is composed of the N-
terminal activator domain of E2A (a bHLH gene implicated in other oncogenic fusion
proteins), and the transcription factor HLF (hepatic leukemia factor; de Boer et al.
(2011)). HLF was noticed to have high similarity to ces-2, the C. elegans repressor of
ces-1 (Inaba et al., 1996; Metzstein et al., 1996). A search for mammalian targets of
E2A-HLF found Slug to be homologous to ces-1, which could protect from death to
the same extent as E2A-HLF when overexpressed (Inukai et al., 1999). Loss of Slug
in mice renders their hematopoietic progenitor cells more susceptible to radiation-
induced apoptosis (Inoue et al., 2002).
Even in tumors without E2A-HLF, Slug has important anti-apoptotic functions as
a target of the tumor repressor p53. In response to DNA damage, p53 decides whether
or not the damage merits the death of the cell and regulates targets accordingly
(Haupt et al., 2006). In response to γ-radiation in myeloid progenitor cells, p53
activates Slug, which represses the pro-apoptotic BH3-only Bcl-2 gene Puma (Wu
et al., 2005). Eliminating Puma allows cells to inappropriately resist lethal insults
to the same extent as loss of p53 (Jeffers et al., 2003). Mammalian Slug and Puma
are analogous to ces-1 and egl-1 in C. elegans. So far, no BH3-only genes have been
discovered in Drosophila, although other Bcl-2 homologs have been identified (debcl,
buffy).
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Resistance to cell death alone is only one way in which Snail family genes allow
oncogenic cells to acquire dangerous capabilities. In 2009, Kurrey and colleagues
used multiple in silico analyses plus chromatin immunoprecipitation on microchip
(ChIP-on-chip) to find targets of Snail and Slug (Kurrey et al., 2009). Of the human
genes containing E-boxes in a 3 kilobase region around their transcription start site
that were on the microarray, almost three-quarters of them were found to bind either
Slug, Snail, or both. From comparing lines where Slug and Snail were overexpressed
or cells that were irradiated with controls, they found two major programs besides
EMT being changed: pro-survival signaling via the p53 pathway and PUMA, as well
as derepression of a number of classic stem cell markers including NANOG, HDAC1,
KLF4, and OCT4. This connects several ways in which Snail family genes are so
dangerous in an oncogenic setting: overexpression of these genes, whether induced
through mutation, genetic manipulation, or in response to radiation or chemotherapy,
can activate all of the programs needed to create a self-renewing, mobile, death-
resistant population which could easily become cancer stem cells.
Gene expression analysis of in multiple mammalian cancer models expressing
SF genes has proven some of the predictions of Kurrey et al., including increased
mesenchymal-like characteristics (decreased E-cadherin, increased N-cadherin and
vimentin), resistance to apoptosis, resistance to chemotherapeutic drugs and radia-
tion, and the ability to give rise to cells with more self-renewal potential (Cano et al.,
2000; Moreno-Bueno et al., 2006; Mani et al., 2008; Hwang et al., 2011; De Craene
et al., 2014; Henderson et al., 2015). A metareview of Slug expression in nine types of
tumors found that Slug was frequently overexpressed in carcinomas including breast,
pancreatic, lung, and esophageal squamous cell carcinoma, and was associated with
aggressive tumors and a poor prognosis (Alves et al., 2009). Correspondingly, in vivo
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and in vitro cell populations with greater self-renewal and metastatic ability have
been found to have elevated expression of Snail and/or Slug (Wu et al., 2005; Boutet
et al., 2007; Alves et al., 2009; Kurrey et al., 2009; Uchikado et al., 2011; Ye et al.,
2015). Interestingly, recent findings suggest Snail and other transcription factors
that promote the epithelial-to-mesenchymal transition are essential to early stages of
metastasis, but their expression alone is not sufficient to achieve the mature stem-cell
state, which requires other regulators (Guo et al., 2012; Fabregat et al., 2016; Tang
and Weiss, 2017). Nevertheless, the effects of Snail family genes can be potently
oncogenic, and understanding more about the multifaceted effects these genes have
is of clinical importance.
1.4 Adult stem cells: niche maintenance and identity
Maintenance of tissues over the lifetime of an organism relies on self-renewing adult
stem cells to maintain cell numbers (Fuchs and Chen, 2013; Rue´ and Martinez Arias,
2015). Stem cell division rates and the fate of daughter cells must be carefully reg-
ulated to avoid depletion of the stem cell reserve, especially in tissues with high
turnover. If more stem cells are needed, they can be produced by symmetric divi-
sion, or dedifferentiation of daughter cells (Xie and Spradling, 2000; Song and Xie,
2002; Stine and Matunis, 2013). Many behaviors of stem cells are regulated by the
local microenvironment of surrounding cells, known as the stem cell niche (Hsu and
Fuchs, 2012). Intrinsic factors in the stem cells control their attachments to other
cells or a basement membrane. Dysregulation of these genetic programs leads to a
failure in maintaining the cell in its niche and loss of stem cell potency, leading to
differentiation.
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1.4.1 Role of Snail genes in maintaining stem cell identity
Genes in the Snail family have been implicated in preserving stem cell potency in
multiple tissues (Wu and Zhou, 2010). SF proteins diversified through gene duplica-
tion to perform a range of functions during development and in adults (Hemavathy
et al., 2000; De Craene et al., 2005; Barrallo-Gimeno and Nieto, 2009; Kerner et al.,
2009), enabled by having a more variable N-terminus which interacts with multiple
co-repressors (Chiang and Ayyanathan, 2013). This flexibility allows SF genes to
regulate functions critical to pluripotent stem cells, including enabling EMT, pro-
liferation, and cell fate commitment and maintenance (Barrallo-Gimeno and Nieto,
2005; Thiery et al., 2009; Wu and Zhou, 2010). For example, Snail is transiently
expressed in mesenchymal cells of mouse bone to commit them to the osteoblast
lineage (de Frutos et al., 2009). In mouse intestinal crypts, loss of Snail results in
the apoptotic death of crypt base columnar intestinal stem cells, which impairs the
crypt’s ability to regenerate intestinal epithelium after radiation damage (Horvay
et al., 2015). A double knockout of Snail and Smuc produced undersized mice, with
reduced numbers of committed B220+CD19+ B cells overall, and fewer immature
CD4+CD8+ T cells but excessive committed CD4+ cells in the thymus (Pioli et al.,
2013).
As in mammals, the Drosophila SF genes are essential to preserve stem cell po-
tency in multiple tissues. Neuroblasts begin to be specified in embryonic stages 9-11
(Homem and Knoblich, 2012). In new neuroblasts, sna and wor regulate the expres-
sion of Inscuteable and String, two proteins that allow asymmetrical cell division to
occur by controlling the intercellular localization of cell fate determinants (Ashraf
et al., 1999; Cai et al., 2001). During a later wave of neurogenesis in first instar
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larvae, wor prevents premature differentiation and promotes survival, polarization,
and cell cycle progression in neuroblasts. As a consequence, adult wor hypomorphs
have undersized brains (Lai et al., 2012).
Throughout larval development, abdominal histoblasts require esg to prevent
premature polyploidization, which occurs during pupation as the histoblasts give rise
to abdominal epidermis (Hayashi et al., 1993; Fuse et al., 1994). In the adult gut,
esg is expressed in intestinal stem cells and multipotent enteroblasts (reported by
Micchelli and Perrimon (2006), using one esg-Gal4 and one esg-lacZ insertion line).
There, esg promotes stemness and controls the fate of differentiating enteroblasts
(Micchelli et al., 2011; Korzelius et al., 2014; Loza-Coll et al., 2014).
1.4.2 esg in stem cells of the testis
A well-described example of esg controlling stemness is in the Drosophila testis (Fig-
ure 1.9). At the tip of the testis, germline stem cells (GSCs) are arranged in a ring
around a cluster of about 10 hub cells and enveloped by somatic cyst progenitor
cells (CySCs), also called somatic stem cells (Kiger et al., 2000; Voog et al., 2008;
Shim et al., 2013; Greenspan et al., 2015). Hub cells act as the niche for both the
GSCs and CySCs, and can leave the hub to replace the CySCs if they are lost (He´tie´
et al., 2014). When the GSC divides, the daughter closest to the hub cells retains
GSC identity, and the other daughter differentiates first as a gonialblast, then di-
vides into sixteen spermatogonia. Germline cells contain a specialized organelle, the
fusome, that is spherical in an undifferentiated cell, and then branches into each of
the cytoplasmic bridges formed between cells as the cyst divides (Tulina and Matu-
nis, 2001). The hub cells regulate the self-renewal of GSCs and somatic stem cells
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through the release of Unpaired, which activates JAK-STAT signaling (Tulina and
Matunis, 2001). Germline clones lacking the downstream JAK-STAT target Stat92E
are gone from the testis within 9 days of induction, indicating that a GSC lacking the
ability to transduce this signal cannot maintain itself (Tulina and Matunis, 2001).
The expression of esg in the male germline (by enhancer traps and in situ hy-
bridization) begins early in embryogenesis, once the germline and somatic compo-
nents of the gonad have come together (Streit et al., 2002). Before gastrulation, the
germline cells, known as pole cells, are larger than other somatic cells in the embryo.
During gastrulation they are moved to the interior of the embryo, and continue to mi-
grate towards the somatic gonad precursor cells. Male gonads undergo more mitoses
and become larger than female gonads during the first instar larval stage, indicating
that sex-specific developmental programs have been established. An enhancer-trap
line called mgm1 (male germline marker 1 ) or A507.2A2 was found to be expressed
in the gonads of male larvae, but not female larvae. (For a summary of escargot en-
hancer traps relevant to this work, please see Appendix A on page 172.) The mgm1
insertion was confirmed to be in the escargot gene. This report coincided with the
characterization of the viable esgshof allele in Margaret Fuller’s lab, which causes the
loss of male germ cells (Streit et al., 2002; Voog et al., 2014). In situ hybridization in
embryos found esg mRNA in “most animals having formed gonads, which suggests
that the expression is not restricted to gonads of one sex” (Streit et al., 2002), hinting
that the enhancer trap does not fully represent the esg expression pattern. Inter-
estingly, this group used a hs:esg heat-shock construct generated by Shigeo Hayashi
(Fuse et al., 1994) to attempt to block endoreplication during oogenesis, but saw no
defects in polyploidization or oogenesis in general.
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Loss-of-function analyses were used to determine which cells require esg for nor-
mal function. When pole cells from esg embryos were transplanted to agametic
oskar301 recipients, Streit et al. (2002) found that both sexes could incorporate the
donor pole cells and be fertile. In adults, they found anti-esg probe bound to somatic
cells in the male gonads, but they could not rule out that it could be expressed at
low levels in the germline.
The mechanism of esg action in the testis was first explored in detail by D. Leanne
Jones’ group (Voog et al., 2008, 2014). CySC clones of the null allele esgG66 were
lost within 10 days after clone induction, without any sign of death by apoptosis
or impairment of differentiated daughter cells, suggesting that esg is required for
CySC maintenance. By contrast, germline stem cells lacking esg were normal. Using
the esgshof allele and RNAi, they found that esg was required cell-autonomously for
maintenance of the hub cells, which were nearly gone and lacked Fas3 expression,
which marks hub cells (in Chapter 3, see Figure 3.2D on page 89; Voog et al. (2014)).
By using the G-TRACE lineage tracker (in Chapter 2, see page 51 and Figure 2.1C
on page 66) in hub cells expressing esg RNAi, they found that marked hub cells were
moving out of the hub and becoming functional, proliferating somatic cyst stem cells.
These findings were especially interesting in light of their earlier work (Voog et al.,
2008), where they found that esg was necessary for CySCs to contribute daughters,
surprisingly, to the hub (Voog et al., 2008). While making knockout clones of shotgun
(shg), which encodes the adhesion molecule E-cadherin, they found that over 15 days,
the frequency of clones in CySCs and SCs dwindled, but the hub saw an increase.
Knocking down shg in the hub had no effect, but when shg RNAi was expressed in
CySCs, the number of hub cells dwindled, and the entire hub could be lost. This
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new function for CySCs as the source of their own regulatory niche cells was found
to be dependent on esg, as esgshof clone SSCs did not contribute to the hub. A lack
of esg could also rescue the oskar phenotype, which causes SSCs to proliferate and
express hub markers: most double-mutant esg, oskar flies had normal-size hubs.
In summary, esg is required in both a niche cell type (the hub cells) and the
somatic stem cells (CySCs) autonomously to maintain their position, and in hub
cells to maintain their identity. Also, it is required in CySCs to maintain the correct
number of cells in the hub. Together, this explains why the esgshof loss-of-function
mutant is male sterile, and shows that esg controls maintenance and cell fate in the
somatic cells of the testis.
1.4.3 esg in stem cells of the ovary
Like the testis, the Drosophila ovary is an outstanding model for the study of stem
cell maintenance and dynamics (Lin, 2002; Jemc, 2011; Morris and Spradling, 2011;
Spradling et al., 2011; Gilboa, 2015). At the anterior tip, a region called the ger-
marium contains the germline and somatic stem cells that contribute to each egg
chamber (Kirilly and Xie, 2007), as well as cells that act in a niche capacity (Xie
and Spradling, 2000; Sahai-Hernandez and Nystul, 2013).
Despite the widespread requirement for SF genes in multiple stem cells in diverse
organisms, and the prominent role of esg in the Drosophila testis, less is known about
the role of Snail family genes in the ovary. During embryogenesis, anterior somatic
gonadal precursors can be identified by expression of esg (Boyle and DiNardo, 1995;
DeFalco et al., 2004). Early studies identified esg expression in embryonic gonads
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without noting any sex specificity by in situ hybridization (Boyle and DiNardo, 1995;
Streit et al., 2002), but others reported esg enhancer traps that expressed only in the
male germline in embryos and adults (Bellen et al., 1989; Staab et al., 1996; Streit
et al., 2002; Le Bras and Van Doren, 2006). Interestingly, high expression of esg was
found in two fly cell lines containing a mix of cell types from the ovary, fGS/OSS and
OSC, but not in a third cell line which contained only germline cells (modENCODE
Cell Line Expression Data, accessed through flybase.org). A recent report found that
the SF member sna is required for proliferation of follicle stem cells, but not for their
maintenance in the niche (Tseng et al., 2016). While this is a welcome start, more
work remains to be done to understand how Snail family genes function in the ovary.
1.5 Thesis rationale
Most tissues in the fly use the same proteins and pathways to initiate and carry out
cell death, usually starting with activation of the Reaper, Hid, and Grim proteins
(Hay and Guo, 2006). The Drosophila ovary is an important exception to this rule, as
it does not require the RHG proteins to initiate cell death (Foley and Cooley, 1998;
Peterson et al., 2007). Several genes controlling apoptosis initiation in the ovary have
been found, but they do not explain all cell death events in the ovary, and thus there
are more to be discovered. The non-canonical mechanisms that initiate and execute
PCD in the fly ovary are likely to be conserved in mammals, even if the proteins are
not identical.
To identify components of novel PCD pathways, the McCall laboratory carried
out an unbiased genetic screen. One of the strongest phenotypes found in the screen
was the result of overexpression of the transcriptional repressor escargot. esg is
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one of the few genes known that, when ectopically expressed in the germline, can
repress both a caspase-dependent form of death in mid-stage egg chambers, and
a developmentally-required form of death in late-stage egg chambers that is largely
independent of apoptosis and autophagy. Therefore, the mechanism of esg inhibition
of cell death does not fit neatly into one pathway, but may illuminate connections
between diverse processes to inhibit death. Moreover, since an esg homolog exists in
mammals (Slug) and other Bilaterian organisms, it is possible that roles for esg in the
fly could have broader implications. In Chapter 4, I describe a full characterization
of the cell death phenotype caused by escargot overexpression in the ovary.
To determine if esg normally regulates cell death in the germline, I analyzed its
loss-of-function phenotype. If excessive esg could prevent the germline from dying,
we hypothesized that lack of esg would make it more susceptible to death. The lack of
an obvious phenotype of different types of loss-of-function mutants of esg suggested
that another SF gene might be compensating for esg. To address this possibility, I
generated a mutant strain lacking all three Snail family genes, referred to as ∆SF.
Although ∆SF did not display any of the germline death phenotypes we antic-
ipated, it had an unexpected effect in somatic cells: follicle cells produced by clone
stem cells lacking SF genes did not persist at the same rate as their control counter-
parts. This effect could have been caused by death of the clone follicle stem cells, but
attempts to remedy it by blocking apoptosis failed, suggesting that another mecha-
nism is responsible for stem cell loss. Rescue experiments revealed that both esg and
wor but not sna could restore wild-type behavior, suggesting that there are functions
shared by multiple Snail family genes. Our results show that the ∆SF stem cells
fail to physically stay in their niche, their normal location where they receive critical
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regulatory signals from neighboring cells. A stem cell that has left its niche cannot
be a normal stem cell. Therefore, the maintenance of stem cells in their niche is as
critical to their function as survival.
The research presented in this dissertation investigates how the Snail family genes
affect cell death and the regulation of stem cell maintenance in the Drosophila ovary.
In Chapter 3 (page 69), the role of Snail family genes in regulating follicle stem cell
maintenance is described, and then in Chapter 4 (page 107), evidence is presented
detailing how ectopic escargot expression blocks multiple cell death events in the
germline.
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Figure 1.1: Structure of the Drosophila melanogaster ovary
Structure of the fly ovary. (A) Fly ovaries contain strings of ovarioles (arrow). (B)
Two ovarioles stained with DAPI to label DNA (cyan) and anti-Discs large (Dlg, red)
to label membranes. Each ovariole contains progressively developing egg chambers,
which mature as they are pushed towards the posterior of the ovary. G=Germarium,
NC=Nurse cell, FC=Follicle cell, O=oocyte. (C) Schematic showing different cell
types in a stage 10 egg chamber, with colors signifying the same elements as in (B).
(D) Diagram showing selected stages of egg chamber development where programmed
cell death events occur. Image in B produced by Allison Timmons. Diagram in D
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produced by Alla Yalonetskaya.
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Figure 1.2: Apoptotic pathways in nematodes, mammals, and flies
Schematic showing general pathways to apoptosis in the nematode C. elegans
(A), mammals (B), somatic tissues in Drosophila (C), and starvation-induced death
of germline tissue in Drosophila, with potential roles for Escargot marked (D). Con-
sistency of color and shape shows homologous or analogous proteins between species.
Asterisks marks activated caspases.
39
Figure 1.3: Death of supernumerary polar cells in early oogenesis
Schematic showing loss of polar cells (yellow cytoplasm) between stage 3 (left)
and stage 5 (right). Cells are drawn with nuclei in cyan, cell membranes in red, and
polar cell cytoplasm in yellow.
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Figure 1.4: Overview of starvation induced cell death during
mid-oogenesis
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(A-F) Mid-stage egg chambers from starved flies stained with DAPI (cyan) to
label DNA and anti-Discs large (Dlg, red) to mark the cell membranes. Arrowhead
indicates FC layer. (A) Healthy stage 8 wild-type (WT) egg chamber has large
NC nuclei surrounded by a thin layer of FCs. (B) Dying WT egg chamber has
condensed and fragmented NC DNA, and the surrounding layer of FCs has enlarged
and begun to engulf germline material. (C) Late dying WT egg chamber has few
NC nuclear fragments remaining and the FCs have completed engulfment. (D) An
undead egg chamber (arrowhead) where the NC nuclei have failed to condense and
fragment, and many of the surrounding FCs have disappeared (arrow), resulting from
overexpression of Diap1 in the NCs. (E) draper∆5 (null) mid-dying egg chamber
contains a thin layer of FCs (arrowhead) that have failed to enlarge (compare to
WT in B). (F) Late dying draper∆5 egg chamber (arrowhead) has lingering germline
material and pyknotic FCs (arrow). Scale bar = 50 µm. (G) Model of mid-stage
death, showing suppression of caspases by Diap1 (in gray) and potential regulatory
mechanisms for mitochondria and nutritional deprivation (dotted lines). (H) Model
of mid-stage engulfment, showing activation of Draper-Rac1-JNK pathway by an
unknown signal. Images in A-F produced by Allison Timmons.
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Figure 1.5: Overview of developmental programmed cell death during
late oogenesis
Egg chambers from well-fed flies stained with DAPI (cyan) to mark the DNA
and anti-Discs large (Dlg, red) to mark the cell membranes. (A) Stage 11 wild-
type (WT) egg chamber has several NCs that still contain cytoplasm. (B) Stage
12 WT egg chamber has completed dumping and retains NC nuclei. (C) Stage 13
WT egg chamber has begun to form dorsal appendages and has a few NC nuclei
remaining. (D) Stage 14 WT egg chamber has fully formed dorsal appendages and
no longer contains any NCs. (E) Overexpression of Diap1 in the NCs leads to a
weak persisting nuclei phenotype where stage 14 egg chambers still contain a few
NC nuclei (arrow). (F) deep orange (dor) transheterozygous (dor4/dor8) stage 14
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egg chamber has a strong persisting nuclei phenotype with many NC nuclei (arrow).
All images produced by Allison Timmons.
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Figure 1.6: Embryos mutant for snail have twisted shape
(A) A wild-type larva (WT) has a tubular, extended shape after normal embryo-
genesis is complete. (B) In a snail null larva, one of the developmental defects seen
is that the germ band fails to retract during embryogenesis. This results in a lethal
phenotype where the larva is severely curled into its dorsal side. Image reproduced
from Hemavathy et al. (2000).
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Figure 1.7: Independent duplication and evolution of SF genes across
Bilaterian animals
All Snail family genes originated as a “proto-Snail” gene in a Bilaterian ancestor
(center), and were duplicated independently in protostome (left) and deuterostome
(right) lineages. Drosophila have additional Snail family genes compared to other
protostomes, suggesting that those genes evolved independently. Image adapted from
Barrallo-Gimeno and Nieto (2009).
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Figure 1.8: The Drosophila Snail family genes share conserved structure
and domains
The closely related Drosophila Snail family genes share domains that interact
with corepressors (NT box / Ebi interaction domain, CtBP interaction domain) and
bind target DNA sites (C2H2 type zinc fingers). Overall protein length is to scale,
but length of domains is not. Phylogenetic analysis by multiple groups suggests that
wor and sna are more closely related to each other, but that esg is the most ancestral
and thus most similar to deuterostome Snail genes.
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Figure 1.9: Structure of the Drosophila melanogaster testis
In the tip of the fly testis, germline stem cells (GS) and cyst somatic stem cells
(CySC) surround the hub cells. Differentiating gonialblasts (GB) are surrounded by
somatic cyst cells (SC). The black structure connecting cells in the gonialblasts and
spermatogonia is the fusome, a branching structure formed of cytoskeletal compo-
nents and centrosomes (CS) which connects cells in the cyst. Figure adapted from
Shim et al. (2013).
CHAPTER TWO: MATERIALS & METHODS
2.1 Drosophila stocks
All stocks used in the main body of this work, with their sources, are listed in Table
2.1. Stocks used in Appendix B are listed in Table C.1 on page 190. An addi-
tional guide to Snail family alleles, grouped by allele type, is provided in Table 2.2.
Flies used in experiments were raised on standard cornmeal-molasses-agar food with
dry yeast sprinkles, unless a dietary treatment is noted as part of an experimental
protocol.
2.2 Dietary treatments
To increase the rate of egg production, flies were supplemented with yeast paste
for 2 days (new yeast each day). To induce mid-stage death, flies were moved to
protein-free apple juice agar vials (Protocols, 2011) for 1 or 2 days as noted. To
rescue the gene lace from ∆SF, flies were supplemented with C14-dihydrosphingosine,
produced by Dr. Lauren Brown at the Center for Molecular Discovery at Boston
University (see page 52). A range of concentrations mixed into standard fly food
was provided to lace2/lacek05305 flies, which showed fused dorsal appendage defects.
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Based on its ability to rescue the dorsal appendage phenotype in lace2/lacek05305, 10
mM was chosen as the dose to provide to ∆SF flies. ∆SF flies always received C-14
dihydrosphingosine, except in a reciprocal experiment where they were fed normal
food and control flies were fed C-14 dihydrosphingosine supplemented food.
2.3 Genetic techniques
The Gal4/UAS binary system (Brand and Perrimon, 1993; Phelps and Brand, 1998)
was used to generate offspring where the gene(s) of interest were expressed in a
spatially and temporally specific manner according to a specific gene’s promoter
(the “driver”; Figure 2.1A). Expression in the germline was driven by the ubiquitous
germline driver nanos-Gal4. Expression in cells that express esg was driven by
the esg-Gal4 line esgNP5130 provided by Norbert Perrimon (Micchelli and Perrimon,
2006), who obtained it from Shigeo Hayashi (see page 172). Target genes contain a
UAS response element insertion in the 5’ untranslated region of the gene: UASt for
somatic expression, UASp for germline (Rørth, 1998). EPgy2, also known as EY, is
effectively a UASp element (Bellen et al., 2004). A genotype containing both a driver
and a target gene may be written as driver>target.
To generate flies containing cells homozygous for certain lethal or otherwise dele-
terious mutations (“clones”), two systems were used: the mosaic analysis with a re-
pressible cell marker (MARCM) system for making positively marked somatic clones
(Lee et al., 1999), and the ovoD dominant female sterile system for making GLCs
(Chou and Perrimon, 1996). Both use heat-shock activated Flp recombinase (hs-
FLP).
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Somatic MARCM clones were generated by crossing flies carrying a FRT element
on the same chromosome arm as the mutation of interest (generally ∆SF or a vari-
ant) to the MARCM line hs-FLP y w UAS-mCD8-GFP ; tub-Gal80 neoFRT40A ;
tub-Gal4. Females carrying both constructs (plus sibling males) were raised to 1-2
days old and heat shocked in a 37◦C waterbath for 1 hour to induce clones. In
the waterbath, flies were placed in a tube containing a cotton ball moistened with
deionized water, as they often perished when in a completely empty tube. Flies
were then raised for a further 4, 7, or 14 days after clone induction before dissec-
tion and analysis. Performing heat-shock on adults avoided phenotypes caused by
generating ∆SF -null cells during development (Wang et al., 2012). This protocol
generally produced only one recombined FSC per ovariole, as has been shown by
other investigators (Nystul and Spradling, 2007).
Germline ovoD dominant female sterile clones were generated by crossing flies
carrying a FRT element on the same chromosome arm as the mutation of interest to
hs-Flp ; ovoD FRT40A/CyO males. Parents were moved to new food vials each day.
Larvae were heat-shocked in a 37◦C waterbath for 1 hour on days 4 and 5 post egg
laying to induce clones.
To generate and identify positively marked mutant clones in both the germline
and soma, we modified the MARCM system (Lee and Luo, 1999; Figure 2.1B). The
MARCM line hs-FLP y w UASt-mCD8-GFP; tub-Gal80 FRT40A; tub-Gal4 pro-
vides GFP expression predominantly in somatic cells, due to low levels of germline
expression from the UASt element (Rørth, 1998). To provide β-Gal expression in all
clone cells, mutant and control FRT lines were crossed to UASp-lacZ (a germline-
competent reporter) before crossing to the MARCM line. Heat-shocked progeny
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of these crosses showed β-Gal+ germline clones and GFP+/β-Gal+ somatic clones,
allowing for identification of any germline clones which could potentially influence
somatic cells. The control line al1 dpov1 b pr neoFRTry+ 40A was crossed to the
MARCM line and heat-shocked in the same waterbath as mutant samples, to act as
a positive control for heat-shock exposure.
To identify the current and past expression of a driver, we used the G-TRACE
tool, a line having the genotype w; UAS-RedStinger14, UAS-FLP, Ubi-p63-FRTSTOP
FRT - Stinger/CyO, to drivers including esg-Gal4 (Evans et al., 2009; Figure 2.1C).
In progeny, cells expressing that driver will have red fluorescence (RedStinger), and
activation of the Flp recombinase. Flp will enable recombination between the FRT
elements, causing the ubiquitous p63 promoter to drive green fluorescence (Stinger)
permanently, even if no Gal4 is present. Thus, green fluorescence indicates past
expression of that driver in a cell, or expression in a progenitor of that cell. For
simplicity, Stinger and RedStinger may be referred to as GFP and RFP respectively.
2.4 Generation and modification of ∆SF
To generate a deficiency uncovering all three SF genes, we performed recombination
between the FRT sites on P{XP}-esgd05415/CyO and P{XP}-laced03265 to generate
“∆SF ”, a deficiency uncovering 194 kbp (Figure 2.2). A second recombination with
w; al1 dpyov1 b1 pr1 FRT40A was performed between the deficiency and the cen-
tromere to add the FRT element.
During analysis of this initial version of ∆SF, we discovered that there was an
unanticipated lethal allele of l(2)gl on ∆SF. This mutation was present without
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any visible phenotype on P{XP}-esgd05415/CyO flies, and was carried into ∆SF (see
page 77 in Chapter 3 for more details). Only when making homozygous clones
did the l(2)gl phenotype become visible. This gene is near the terminus of the
2L chromosome, and has been reported to have a high spontaneous mutation rate
(Roegiers et al., 2009). All initial alleles of ∆SF were found to be lethal in trans
to l(2)gl. After recombination on the distal side with w; al1 dpyov1 b1 pr1 FRT40A,
multiple al ∆SF FRT 40A/SM1 lines that complemented l(2)gl were isolated. The
final stock used in all of the studies here is al ∆SF 4d8-Z1A-15 FRT 40A/SM1 (al
cn sp Cy). When balanced over SM1, al provides a convenient visible marker for the
∆SF chromosome.
All mutants used to generate MARCM clones were crossed to UASp-lacZ in order
to provide a way to identify any germline clones, as the GFP in the MARCM clone
line (described on page 49) does not express in germline. ∆SF and esgG66 rescue
strains were made by adding a third chromosome carrying UAS-driven overexpression
constructs for esg, wor, sna, Diap1, or p35. All of these rescue lines were established
as homozygous on the third chromosome, and thus progeny of each line crossed to
the MARCM line carried one copy of the rescue construct.
2.5 Validation and implementation of dietary rescue of lace
Of the non-SF genes, only lace is expressed in the ovary (Brown et al., 2014)
Crosses and progeny carrying ∆SF were kept on food supplemented with 10 µM
C14-dihydrosphingosine (prepared by Lauren Brown and John Porco at the Center
for Molecular Discovery at Boston University). This supplement is the fly-specific
product of the serine palmitoyltransferase enzyme encoded by the lace gene, which
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is uncovered in the ∆SF deficiency (Fyrst et al., 2004). This compound has been
shown to rescue defects in lace hypomorphs (Adachi-Yamada et al., 1999). C14-
dihydrosphingosine was provided in food by combining melted-down bottles of stan-
dard food, added at 1:10,000 from a 100 mM stock (original dehydrated product
dissolved in DMSO), and pouring into marked vials. This final concentration of 10
µM was chosen as the lowest that rescued defects in lace2/lacek05305 hypomorphs.
All MARCM progeny carrying the al ∆SF FRT40A chromosome were raised on sup-
plemented food, and all progeny without it were raised on normal food, except for
reciprocal experiments as noted with al ∆SF FRT40A progeny on normal food and
control progeny on supplemented food.
2.6 Staining techniques and imaging
The same dissection and fixation technique was used for all antibody and DAPI
staining of adult tissues. Before dissection, flies were anesthetized with CO2. To
remove ovaries, one female was transferred using forceps (Dumont #5, Fine Science
Tools) and transferred to a glass well containing Grace’s Insect Medium with L-
Glutamine (Lonza). While the fly was restrained with forceps at the thorax, the
exoskeleton was torn on the posterior end, and ovaries squeezed out with a second
pair of forceps. Dissected ovaries were transferred to a clean well containing Grace’s
Insect Medium, and ovarioles were separated slightly from each other while remaining
attached at the posterior end of the ovary. Ovaries were transferred with a glass
Pasteur pipette to a 1.5 mL Eppendorf tube. Dissections were limited to 20-minute
periods, to minimize degradation of the tissue.
Ovaries were fixed in a chemical hood by replacing media with Grace’s Fix: 375
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µl Grace’s Insect Medium, 250 µl heptane, 125 µl 16% paraformaldehyde (Electron
Microscopy Sciences). Samples were rotated for 20 minutes, where they were pro-
tected from light if they expressed any fluorescent protein. After 20 minutes, samples
were allowed to settle, and fix was removed. Samples were washed 3 times with PBT,
which is phosphate-buffered saline with 0.1% Triton-X 100 (Fisher).
Larval ovaries were dissected, fixed, and stained according to the protocol pub-
lished by Maimon and Gilboa (2011). Larval imaginal discs were dissected, fixed,
and stained according to the protocol published by de Saint Phalle (2004), except
that all staining was performed in uncoated 24-well culture dish plates (Fisher).
Primary antibodies used were rabbit anti-GFP at 1:1000 (Torrey Pines Biolabs),
mouse anti-β-Gal at 1:400 (Promega), mouse anti-Elav at 1:50 (DSHB), mouse anti-
Fas3 at 1:50 (DSHB), and mouse anti-Hts 1B1 at 1:100 (DSHB). Secondary antibod-
ies obtained from Jackson ImmunoResearch were goat anti-rabbit Alexa 488 used at
1:400, goat anti-mouse Cy3 at 1:200, and goat anti-mouse DyLight 647 at 1:75. All
stained tissue was mounted in Vectashield with DAPI (Vector Laboratories) to stain
DNA.
2.7 RNA extraction, cDNA synthesis protocol, RT-qPCR
For all purposes other than RNA-seq sample preparation, RNA was extracted via
RNeasy columns (Qiagen) according to the manufacturer’s instructions. Ovaries
from 20 flies were dissected in Ringer’s solution (130 mM sodium chloride, 4.7 mM
potassium chloride, 1.9 mM calcium chloride, 10 mM HEPES pH 6.9 in deionized
water, autoclaved) and moved to RNAlater (Invitrogen) in an RNase-free tube once
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dissected. Once all flies in a sample were dissected, RNAlater was removed and
replaced with 100 µl of RLT (including 1% β-mercaptoethanol). This mixture was
homogenized with an RNase-free pestle. 500 µl of RLT and 600 µl 70% ethanol were
added to the homogenate and mixed. 650 µl of lysate was moved to a spin column,
the sample was centrifuged for 15 seconds at 8,000g, the flowthrough was discarded,
and this process was repeated with remaining lysate. 650 µl of RW1 was added to
spin column, sample was centrifuged for 15 seconds at 8,000g, and flowthrough was
discarded. 500 µl of RPE was added to spin column, sample was centrifuged for 15
seconds at 8,000g, and then this was repeated but with 2 minutes of centrifugation.
Spin columns were moved to empty tubes and centrifuged for 1 minute at 15,000g.
Spin columns were moved to labeled collection tubes, and 30 µl of RNase free water
was added to column. Samples were centrifuged for 1 minute at 8,000g and then
stored at -80◦C.
cDNA was generated from RNA using 2 µg of RNA quantified using a Nanodrop
(Thermo Scientific) with First Strand cDNA Synthesis Kit (GE). RNA was mixed
with DEPC-treated water in RNase-free tube to reach 20 µl, which was held at 65◦ C
in the thermalcycler for 10 minutes. Tubes were snap-chilled on ice. To each reaction
was added 1 µl random hexamer primers, 1 µl dithiothreitol solution, and 11 µl of
mastermix solution. Samples were returned to the thermalcycler and held at 37◦ C
for 60 minutes. cDNA was stored at -20◦C.
Primers used for qRT-PCR were ordered from MWG Operon:
Dm Escargot fwd, 5’-CAG CAG CGA ACT CAA CTA CG-3’
Dm Escargot rev, 5’-AGC CGC CTA AGA GAG CTA GG-3’
INLAMF508 5’-GAT CGA TAT CAA GCG TCT CTG-3’
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INLAMR651 5’-GCC TGG TTG TAT TTG TTG TTC-3’
For RT-qPCR (reverse transcription quantitative polymerase chain reaction), es-
cargot (130 bp) and lamin (143 bp) amplicons were amplified from cDNA prepared
as above from w1118 flies, quantified using the Nanodrop, and diluted to form a 10
picogram to 10 attogram ladder used for absolute quantification. cDNA samples
were diluted 1:20 and run in triplicate along with a no-template control. Annealing
temperature in RT-qPCR protocol was 57◦C. RT-qPCR samples were prepared using
GoTaq qPCR Master Mix (Promega) and run in an ABI PRISM 7900HT Sequence
Detection System (Applied Biosystems).
2.8 Quantification techniques
Persisting nuclei were quantified in ranges (“bins”) of 0, 1-3, 4-6, 7-9, 10-12, and 13-
15 PN remaining in a stage 14 egg chamber, which was identified by having dorsal
appendages of mature length and thickness. To calculate the percentage of nuclei
expected to persist, we did the following calculation, developed by Allison Timmons
(Timmons et al., 2016): for each bin, percentage of all stage 14s in that bin × (the
mean number of the bin range divided by 15); and then those expected values were
summed.
MARCM clones were quantified by scoring the presence of GFP and β-Gal pos-
itive cells on an Olympus BX60 in four regions of each ovariole: germarium regions
2b-3, egg chambers at stages 1-5 (“early”), stages 6-9 (“mid-stage”), or stages 10-14
(“late-stage”) (King, 1970). Groups of samples paired with a control that showed no
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clones (failure of positive control) were excluded.
Data quantified directly from the Olympus BX60 was recorded by typing one
code letter per phenotype of interest (e.g. “f” for an ovariole with no GFP-positive
cells) into Microsoft Notepad with the Narrator tool active. Narrator audibly reports
what has been typed, providing a way to identify any mis-typed letters. The resulting
string was pasted into a “data” cell in Microsoft Excel, in a row with other identifying
information such as slide ID number and genotype. The number of a particular
letter in the data cell was counted by the following formula, where data is the
data cell and key is the cell containing the letter being counted: =LEN(data) -
LEN(SUBSTITUTE(SUBSTITUTE(data,key,′′ ′′),key,′′ ′′)).
2.9 Statistics
Statistical analysis and graph generation was performed with Prism 7 (GraphPad
Software). For MARCM clones, three individual samples were found to be outliers
with both the ROUT and two-sided Grubbs test (Extreme Standard Deviate) in
Prism, and were excluded from further analysis.
2.10 RNA-seq library generation
For RNA-seq, flies of four genotypes (Canton-S outbred control, y w/+ ; nos-Gal4 /+
inbred control, NGT/+ ; UASp-Diap1/nos-Gal4, and EY-esg/NGT ; nos-Gal4 /+)
were bred and raised in groups containing at least 15 females to 2 days post eclosion.
“Conditioned” samples were aged for two more days, then provided an additional
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2 days of yeast paste conditioning (new yeast each day). “Starved” samples were
provided yeast paste conditioning for 2 days, then starved on apple juice agar for 2
days. At 6 days post eclosion, ten females were selected randomly from each sample
for RNA extraction.
For RNA extraction, flies were processed with a combination of phenol-chloroform-
isoamyl alcohol extraction with QIAlysis (Qiagen; equivalent to TRIzol from In-
vitrogen) and RNeasy column kits (Qiagen). Flies were dissected in Grace’s In-
sect Medium, then moved after dissection to RNAlater (Invitrogen). After all flies
were dissected, ovaries were moved to 500 µl QIAlysis (Qiagen) and homogenized
with RNAse-free tube and pestle (item number 12-141-368, Fisher Scientific) in the
biosafety cabinet, using RNAse-free reagents and technique. Homogenized samples
received 200 µl chloroform (Fisher Scientific) and were vortexed twice for 15 seconds
with a 1 minute rest period between vortexings. Samples were centrifuged in table-
top centrifuge for 10 minutes at 15,000g. The top 200 µl of the aqueous fraction
containing RNA was moved to a new tube.
At this point, processing of samples followed the RNeasy kit protocol, with 700
µl of RLT and 500 µl 100% ethanol added to aqueous fraction to produce a lysate.
700 µl of lysate were moved to spin column, sample was centrifuged for 15 seconds
at 8,000g, flowthrough was discarded, and this process was repeated with remaining
lysate. 650 µl of RW1 was added to spin column, sample was centrifuged for 15
seconds at 8,000g, and flowthrough was discarded. 500 µl of RPE was added to spin
column, sample was centrifuged for 15 seconds at 8,000g, and then this was repeated
but with 2 minutes of centrifugation. Spin columns were moved to empty tubes and
centrifuged for 1 minute at 15,000g. Spin columns were moved to labeled collection
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tubes, and 40 µl of RNase free water was added to column. Samples were centrifuged
for 1 minute at 8,000g and then stored at -80◦C.
Quality of RNA was assessed using a Eukaryote Total RNA Nano kit for the
Bioanalyzer (Agilent Technologies), with the assistance of Nick Lodato in David
Waxman’s laboratory. Since the RIN (RNA Integrity Number) formula used by the
Bioanalyzer to determine RNA quality is less appropriate for insect RNA (Winnebeck
et al., 2010), samples were heated at 65◦C for 2 minutes as suggested by Winnebeck et
al (2010). Based on the Bioanalyzer’s microfluidic gel analysis, samples that strong
16S ribosomal peaks and no or very few degraded bands were chosen for further
RNA-seq processing. Samples chosen and their assigned adapter (containing the
barcode) are listed in Table 2.3. 3 µg of RNA was used for each sample.
Chosen RNA samples were processed via the Illumina TruSeq RNA kit according
to the manufacturer’s instructions. Briefly, there are 7 steps:
1. Apply RNA to beads, wash off anything not bound via poly-A tail to bead,
fragment RNA at 94◦C
2. First strand cDNA synthesis
3. Second strand cDNA synthesis
4. Blunt ends of all double-stranded cDNAs
5. Adenylate 3’ ends of fragments to allow adapters to ligate
6. Ligate adapters to double-stranded cDNAs
7. Selectively amplify adapter-bound cDNAs with PCR
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Samples were analyzed for quality and quantity of DNA with three methods:
Bioanalyzer (as described above), concentration determined by Qubit Fluoromet-
ric Quantitation (ThermoFisher Scientific), and by qPCR using adapter-directed
primers with the Kapa Biosystems Library Quantification Kit for Illumina (Kapa
Biosystems). The final concentrations were determined by the Library Quantifi-
cation Data Analysis worksheet provided by Kapa Biosystems. A portion of each
sample was diluted to produce 3 µl of 10 nM library and delivered to the Bauer Core
Facility at Harvard University’s FAS Center for Systems Biology. Samples were se-
quenced on an Illumina HiSeq as 50 bp single-end reads. An average of 27 million
reads were delivered per sample.
2.11 RNA-seq data processing
Sequenced reads in FASTQ format were stored on and processed on the BU Shared
Computing Cluster, accessed via the MobaXTerm X-Windows terminal (Mobatek).
All processes were done either directly via the command line, or by using Bash
shell scripting to request distributed computing jobs running on 8 OpenMP cores
via Sun Grid Engine (qsub). Raw reads were processed with FASTX-Toolkit (http:
//cancan.cshl.edu/labmembers/Gordon/fastx_toolkit/) with standard settings
to eliminate any remaining low-chastity reads that were not pre-filtered from the
original dataset. The Drosophila melanogaster genome version R6.16 was down-
loaded from Flybase (dmel-all-chromosome-r6.16.fasta, dmel-all- r6.16.gtf)
and indexed with STAR version 2.5.2b (https://github.com/alexdobin/STAR) us-
ing the option genomeGenerate (Dobin et al., 2013). Reads were aligned and counted
with STAR version 2.5.2b using the option geneCounts to generate counts per mil-
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lion read numbers for each gene. Analysis was performed with edgeR according
to the publishers instructions, using conservative instructions for datasets without
replicates (Robinson et al., 2010). Molecular function and biological process gene
ontology (GO) terms were downloaded from flybase.org.
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Table 2.1: Stocks used in this work: genotype and source
Genetic tools
w; al1 dpyov1 b1 pr1 FRT40A BDSC 5758
w ; UAS-RedStinger UAS-Flp Ubi-p63E (FRT.STOP)Stinger/CyO BDSC 28280
hs-FLP y w UAS-mCD8-GFP ; tub-Gal80 neoFRT40A ; tub-Gal4 BDSC 42725
P{ovoD1-18 neoFRT40A}/CyO BDSC 2121
Snail family genes
yw ; EPgy2EY 10592 BDSC 20190
yw ; P{EP}esgEU143 BDSC 30934
w; P{XP}-esgd05415 EHMS
UAS-esg.3xHA ZOP F000254
esgG66 FRT40A D. Leanne Jones
y w ; esg-sfGFP Norbert Perrimon
w1118 ; P{GD1437}v9793 VDRC v9793
w1118 ; P{GD1437}v9793 VDRC v9794
y v ; P(y+ v+ TRiP.HMS00025)attP2 TRiP HMS00025
y v ; P(y+ v+ TRiP.JF03134)attP2 TRiP JF03134
y sc v ; P(y+ v+ TRiP.GLC01862)attP2 TRiP GLC01862
UAS-sna.3xHA ZOP F000066
UAS-wor.3xHA ZOP F000155
Drivers
y w ; esg-Gal4 Norbert Perrimon
y w ; esg-Gal4 ; UAS-GFP Norbert Perrimon
w ; NGT ; nanos-Gal4 BDSC 4937
Cell death genes
w; UASp-Diap1 (Peterson et al., 2003)
UASp-Diap1 (Peterson et al., 2003)
w; UASt-Diap1 BDSC 6657
w; UASt-P35 BDSC 5073
w; UASp-fl-Dcp-1 (Laundrie et al., 2003)
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Dcp-1Prev (Laundrie et al., 2003)
Others
l(2)gl4 neoFRT40A BDSC 36289
Adhn7 lace2 cn1 vg1/CyO BDSC 3159
yw; lacek05305/CyO BDSC 12176
yw; P(XP)-laced03265 EHMS
Stocks were provided by stock centers including BDSC (Bloomington Drosophila
Stock Center, Indiana University, USA), EHMS (Exelixis Collection at Harvard Med-
ical School, Harvard University, USA), TRiP (Transgenic RNAi Project at Harvard
Medical School, Harvard University, USA), VDRC (Vienna Drosophila Resource
Center, Vienna, Austria) and ZOP (Zurich ORFeome Project, University of Zurich,
Switzerland; Bischof et al. (2013)), as well as the individual labs of D. Leanne Jones
(University of California Los Angeles, USA) and Norbert Perrimon (Harvard Medical
School, Harvard University, USA). Stocks produced by previous work in the McCall
lab are marked with the citation where the stock was first published.
Stocks used in Appendix B are located in Table C.1 on page 190.
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Table 2.2: Description of Snail family alleles by type used in this work
Name (official) Allele type Published by Notes
EY-esg
(EPgy2EY 10592)
conditional
expression
BDGP
(Bellen et al., 2004)
EP-esg
(P{EP}esgEU143)
conditional
expression
BDGP
(Bellen et al., 2004)
UASp-esg,
“+ esg”
(UAS-esg.3xHA)
conditional
expression
FlyORF
(Bischof et al.,
2013)
inserted at
attB site 86Fb
esgG66
(esgG66 FRT40A)
null allele Judith Kassis
(Whiteley et al.,
1992)
recombined with
FRT40A
esg-Gal4
(esgNP5130)
enhancer trap Shigeo Hayashi
(Goto and Hayashi,
1999)
provided by
Norbert Perrimon
esg-Gal4,
UAS-GFP
enhancer trap plus
reporter
Norbert Perrimon has different
expression patterns
when crossed
esg-sfGFP sfGFP fusion Norbert Perrimon
(unpublished)
sfGFP developed
by Pe´delacq et al.
(2006)
UASp-sna,
“+ sna”
(UAS-wor.3xHA)
conditional
expression
FlyORF
Bischof2013
inserted at
attB site 86Fb
UASp-wor,
“+ wor”
(UAS-wor.3xHA)
conditional
expression
FlyORF
Bischof2013
inserted at
attB site 86Fb
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Table 2.3: RNA-seq samples: ID, RIN, and adapter index
Sample ID Sample RIN RNA Adapter Index
Q12 esgS 7.9 2 (CGATGT)
Q13 esgC 9.2 4 (TGACCA)
Q21 DiapC 9.4 5 (ACAGTG)
Q22 CanC 9.4 6 (GCCAAT)
Q24 DiapS 7.6 7 (CAGATC)
Q25 ywC 7.6 12 (CTTGTA)
Q27 CanS 8.2 13 (AGTCAA)
Q28 ywS 8.3 14 (AGTTCC)
Samples used for RNA-seq sample preparation. RIN = RNA Integrity Number.
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Figure 2.1: Drosophila genetic tools: UAS/Gal4, MARCM, G-TRACE
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Diagrams showing the mechanism of three Drosophila genetics tools used in this
work. Protein-coding sequences are in sharp-cornered rectangles. Non-coding reg-
ulatory sequences are in rounded-corner rectangles. (A) Binary system UAS/Gal4
functions when a fly inherits one component from each parent: a “driver” that ex-
presses the yeast transcription factor Gal4 in the same pattern as the driver gene, and
a “target” gene preceded by UAS, the Gal4 response element. This system can be
blocked by the yeast transcriptional repressor Gal80, which prohibits Gal4 activity.
(B) MARCM (Mosaic Analysis with a Repressible Cell Marker) uses Gal80 to keep
UAS-mCD8-GFP repressed at all times. Only in cells where the Flp recombinase
has induced mitotic recombination at two of its FRT target sites, and one daughter
cell inherits no Gal80 sequences, can the GFP be expressed. (C) G-TRACE (Gal4
Technique for Real-time and Clonal Expression) must be present with a driver pro-
ducing Gal4 (not shown) to be activated, but once it is, it will produce RFP and
Flp, allowing for “Flp-out” activation of the ubiquitous GFP construct. Therefore,
GFP expression is permanent and heritable, even if the driver turns off.
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Figure 2.2: Snail family gene region
Region of Chromosome 2L showing P-element insertions used to make ∆SF via
recombination between them, and protein-coding genes in the deficiency. The two
FRT sites were specifically chosen to make the smallest possible deficiency removing
all SF genes, and to have the orientations that Flp recognizes to cut out a segment
of DNA.
CHAPTER THREE: LOSS OF SNAIL FAMILY GENES
DISRUPTS STEM CELL MAINTENANCE
IN THE DROSOPHILA GERMARIUM
3.1 Introduction
During the lifetime of an organism, many tissues experience normal cell death and
turnover of cells that need to be replaced by the production of new cells. This is
the role of adult stem cells: proliferative, multipotent cells that are directed by the
cells surrounding them, known as their niche, to produce daughter cells as necessary.
Many adult stem cells themselves have a finite lifetime, and need to be replaced by
symmetrical division of another stem cell, or dedifferentiation of a daughter cell (Hsu
and Fuchs, 2012; Stine and Matunis, 2013). To fulfill these demands, adult stem cells
employ signaling pathways distinct from their differentiating daughter cells, including
mechanisms to retain their stemness and maintain contact with the niche (Fuchs and
Chen, 2013; Rue´ and Martinez Arias, 2015).
In Drosophila, the Snail family genes snail (sna), escargot (esg), and worniu
(wor) are essential to preserve stem cell potency in multiple tissues. During a wave
of neurogenesis in first instar larvae, wor prevents premature differentiation and
promotes survival, polarization, and cell cycle progression in neuroblasts (Lai et al.,
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2012). Throughout larval development, abdominal histoblasts require esg to prevent
premature polyploidization, which occurs during pupation as the histoblasts give rise
to abdominal epidermis (Hayashi et al., 1993; Fuse et al., 1994). In the adult gut,
esg is expressed in intestinal stem cells and multipotent enteroblasts (Micchelli and
Perrimon, 2006), where it promotes stemness and controls the fate of differentiating
enteroblasts (Micchelli et al., 2011; Korzelius et al., 2014; Loza-Coll et al., 2014). In
the testis, a cluster of gonadal precursor “hub” cells express esg and promote stem
cell self-renewal in the surrounding somatic cyst stem cells (CySCs) and germline
stem cells, which also can express esg (Voog et al., 2008, 2014; Greenspan et al.,
2015). Hub cells can differentiate into CySCs if all CySCs are ablated, if they are
forced to re-enter the cell cycle (He´tie´ et al., 2014), or if they lose esg expression
(Voog et al., 2008, 2014). Thus, SF genes control multiple stem cell lineages in
Drosophila.
The Drosophila ovary is a well-established model for the study of stem cell main-
tenance and dynamics (Gilboa, 2015; Jemc, 2011; Lin, 2002; Morris and Spradling,
2011; Spradling et al., 2011). Each ovary is comprised of 15-20 ovarioles, tubes con-
taining an assembly line of developing egg chambers (King, 1970). An egg chamber
forms from a 16-cell germline syncytium, with one cell designated to become the
oocyte supported by 15 nurse cells, all surrounded by a layer of somatic follicle cells.
At the anterior tip, a region called the germarium contains the germline and somatic
stem cells that contribute to each egg chamber (Kirilly and Xie, 2007), as well as cells
that act in a niche capacity (Sahai-Hernandez and Nystul, 2013; Xie and Spradling,
2000).
Despite the widespread requirement for SF genes in multiple stem cells in diverse
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organisms, and the prominent role of esg in the Drosophila testis, less is known
about the role of esg in the ovary. During embryogenesis, anterior somatic gonadal
precursors can be identified by expression of esg (Boyle and DiNardo, 1995; DeFalco
et al., 2004). Early studies identified esg expression in embryonic gonads without
noting any sex specificity by in situ hybridization (Boyle and DiNardo, 1995; Streit
et al., 2002), but others reported esg enhancer traps that expressed only in the male
germline in embryos and adults (Bellen et al., 1989; Le Bras and Van Doren, 2006;
Staab et al., 1996; Streit et al., 2002).2 Interestingly, high expression of esg was found
in two fly ovarian cell lines, fGS/OSS and OSC (modENCODE Cell Line Expression
Data, accessed through flybase.org). A recent report found that the SF gene sna is
required for proliferation of follicle stem cells, but not for their maintenance in the
niche (Tseng et al., 2016).
Considering that multiple stem cells rely on esg for identity and maintenance,
we chose to investigate potential additional functions of esg or other SF genes in the
ovary. In this work, we demonstrate that esg is expressed in multiple cell types of
the ovary, and show a requirement for Snail family genes in maintaining follicle stem
cells (FSCs). FSCs lacking all SF genes are rapidly lost from the ovary, which can
be rescued by the expression of esg or wor, but not by the expression of sna, or anti-
apoptotic genes Diap1 or p35. Our findings demonstrate that FSC loss in a Snail
family deficient cell is due to a failure of stem cell maintenance. Therefore, Snail
family genes do have a role in the normal function of stem cells in the Drosophila
ovary.
2For a summary of enhancer trap lines used in these works, please see Appendix A.
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3.2 Somatic and germline stem cells reside in the Drosophila ovary
Stem cells reside in microenvironments known as niches. The Drosophila ovary,
both in larvae and adults (Figure 3.1), is a well-established model for studying stem
cell biology (Kirilly and Xie, 2007). The ovarian stem cells and their niches are
established and refined during the prepupal and early pupal stages of development
(Jemc, 2011). In the third larval instar (Figure 3.1A), a population of 8-9 disc-shaped
somatic progenitor cells begin to organize into a stack known as a terminal filament
(Godt and Laski, 1995). Germline cells in contact with the terminal filament will
become the germline stem cells (Asaoka and Lin, 2004), and anterior intermingled
somatic cells will migrate posteriorly to delineate individual germaria. In this process,
the follicle stem cells and their niche are formed.
In the adult ovary (Figure 3.1B), all stem cells are located in the germarium:
germline stem cells in region 1 and somatic follicle stem cells (FSCs) at the region
2a/2b boundary. As the germline cyst expands to reach across the width of the
germarium at the region 2a/2b boundary, it is met by pre-follicle cells produced by
both of the FSCs, which divide to form a monolayer epithelium of follicle cells (FCs)
covering the germline cyst (Nystul and Spradling, 2007). Defective or lost FSCs can
be replaced by a dedifferentiated daughter cell from the opposite FSC (Nystul and
Spradling, 2007).
3.3 esg-Gal4 expresses in germline niche
To determine where esg is expressed in the ovary, we used a esg-Gal4 line which
we received from Norbert Perrimon to drive expression of a reporter construct. It
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is likely esgNP5130, produced by Shigeo Hayashi (Goto and Hayashi, 1999; Hayashi
et al., 2002), which has been used as a marker for intestinal stem cells (Micchelli and
Perrimon, 2006; Micchelli et al., 2011). This is not the same esg-Gal4 line that was
used by D. Leanne Jones when she reported that there was no esg expression in the
ovary (Voog et al., 2014). Many Gal4 insertions with different expression patterns
have been reported at the escargot locus – see Appendix A on page 172 for reports
of other esg-Gal4 lines. The exact expression pattern of each insertion could vary
based on how enhancers are interrupted at the site of P-element insertion, which
could explain differences between this esg-Gal4 and others.
The esg-Gal4 enhancer trap drives G-TRACE reporter expression in both the
larval and adult ovary (Figure 3.2). G-TRACE produces RFP and Flp in a Gal4-
dependent manner, i.e., limited to cells where the driver is currently expressed. How-
ever, once Flp removes the FRT-flanked stop codon, permanent and heritable GFP
expression is activated. In late third instar (wandering) larvae, the apical intermin-
gled cells, anterior terminal filament progenitors (arrows in RFP GFP channel), and
scattered basal cells show current expression (Figure 3.2A, RFP channel). Additional
past expression is visible in all terminal filaments progenitors and more basal cells
(GFP channel). To identify germline and somatic cells, we used antibodies against
Fas3 and the Drosophila adducin homolog encoded by hu li tai shao (1B1 antibody),
which stain somatic membranes and the fusomes inside germline cells (α-Fas3/1B1
channel, arrowhead marking fusome). Neither the GFP nor RFP co-localized with
the germline cells, identifiable by having no 1B1 or Fas3 marked membranes, sug-
gesting that either esg-Gal4 does not express in the germline, or that G-TRACE
cannot express in germline, due to its having a UASt promoter (see page 49).
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In adults, esg-Gal4 drove current expression in the terminal filament and cap cells
(dotted circle in RFP GFP channel), but had evidence of expression in many but
not all somatic cells (Figure 3.2B). While all escort cells (arrowhead in RFP GFP
channel) were GFP-positive, only some of the follicle cells were. Of the ovarioles
shown in the image from left to right, they showed a range of GFP expression from
all follicle cells (first two on left), half of follicle cells (third from left), or none
(right). Because follicle cells would inherit G-TRACE GFP expression from their
stem cell, this suggests that not all cells that will eventually become follicle stem cells
in adults express esg in embryonic or young larval ovaries. There was no expression
in germline. When RFP expression is compared to the RFP expression driven by esg-
Gal4 ; UAS-GFP crossed to UAS-RFP in Figure A.1, there was consistent staining
in terminal filament cells and cap cells, but esg-Gal4 ; UAS-GFP showed RFP in
the escort cells, whereas esg-Gal4 in Figure 3.2B did not.
As positive controls, we wanted to ensure that G-TRACE and the esg-Gal4 driver
were working correctly. To verify that the lack of germline esg expression was not
because G-TRACE had UAS promoters which could not drive expression in the
germline (Rørth, 1998), we crossed G-TRACE to the germline driver nanos-Gal4.
As expected, nanos-Gal4 drove expression in the female germline (Figure 3.2C),
showing that G-TRACE is germline-competent. Next, we looked at the male siblings
of the adult females in Figure 3.2B. In the male esg>G-TRACE siblings, GFP and
RFP expression was visible in the hub (Figure 3.2D, dotted circle) and in a few
scattered cells. This is less expression in non-hub cells than was reported by Voog and
colleagues, but they used a different esg-Gal4 line (Figure 1B in Voog et al. (2014),
see also page 172). Therefore, because G-TRACE can function in the germline,
and because esg-Gal4 showed the same expression pattern in the testis as published
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in other reports, we think that the expression pattern seen in Figure 3.2A-B is an
accurate reflection of that particular Gal4 enhancer trap’s expression.
By examining ovarioles throughout the Z-dimension, we quantified the presence
or absence of G-TRACE-marked cells in two regions in detail. Using confocal mi-
croscopy, we saw frequent GFP and/or RFP expression in both terminal filaments
and cap cells (quantified in Figure 3.3A-B). Those that express only RFP might
have very recently turned on esg expression, or previously expressed it for too short
a time for G-TRACE to be activated yet. Using fluorescent microscopy to look at
ovarioles which expressed only GFP (past/inheried expression), we saw a range of
GFP+ patterns. Each egg chamber in an ovariole was assessed by eye and placed in
one of four categories (“bins”): all GFP+ cells, more than half GFP+ cells, less than
half GFP+ cells, and no GFP+ cells. By quantifying the fraction of GFP+ cells and
sorting them by whether or not they had GFP+ cells in each bin (Figure 3.3C-D),
we saw that only 26% of ovarioles had clear evidence of two GFP+ follicle cells. The
majority of ovarioles had egg chambers with a mixture of GFP+ and GFP+ cells,
indicating that at least one FSC had evidence of past esg expression.
3.4 Germline clones and RNAi knockdown of esg yielded no expected
phenotypes
Based on the inhibition of cell death seen when esg was overexpressed in the germline
(see Chapter 4), we chose to analyze the loss of escargot function via germline clones
of the null allele esgG66 and multiple RNAi knockdown constructs. However, we
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did not see a cell death phenotype from any of these approaches.3 Considering the
strength of the cell death failure phenotypes caused by overexpression of escargot,
we hypothesized that a more drastic phenotype in esg-null germline might have been
compensated for by another Snail family gene. At this point, we decided that a
knockout of the entire Snail family would be necessary to reveal phenotypes that
might be hidden by a single-gene knockout. It is likely that the three Drosophila
Snail genes arose via tandem duplication (Barrallo-Gimeno and Nieto, 2009), and
thus some ancestral functions could be retained in multiple genes. Since the SF
genes are so close together, it would be prohibitively time-consuming to attempt to
recombine null alleles of esg, sna, and wor on the same chromosome. Combining
RNAi lines onto one fly was possible, but attempting to confirm which RNAi line
was the most effective for each gene before combining them into one fly line was
complicated, and the effectiveness of each RNAi would be weakened as Gal-4 gained
more targets. At this time, CRISPR was not yet widely available, so the most readily
accessible way to make a triple Snail family knockout, especially because the genes
were close together, was to generate a deficiency.
3.5 Efforts to generate triple deficiency of SF genes affected by second-
site mutation and non-SF gene in deficiency
To examine phenotypes caused by the loss of all Snail family genes, we generated a
deficiency lacking all three Snail family genes (“∆SF ”), plus five other protein-coding
3RNAi lines can vary in effectiveness, and RNAi often works poorly in the germline. We do
believe that some of the esg RNAi lines were functional, however, as crossing them to esg-Gal4
yielded flies that survived pupation, but were too weak to climb out of their pupal case, where
they died. Only a few hatched fully, but died soon after. We believe this may be due to defects
in abdominal histoblasts (which express esg strongly) leading to insufficient muscle development,
making them unable to break free of the pupal case.
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genes (methods described on page 51, see also Figure 2.2 on page 68). Although
deficiencies are simple to make, they do have the problem of “collateral damage”
- genes that are in the deficiency that are not of interest. Four of these genes,
CG15258, CG44869, CG4161, and Tim17b2, have negligible expression in all adult
tissue except the testis (Brown et al. (2014), accessed via flybase.org). Only lace,
which encodes a serine acetyltransferase in the sphingosine biosynthesis pathway,
was expressed in the ovary, and thus could affect ∆SF phenotypes. There was also
a second-site mutation in one of the lines used to make ∆SF, carrying a defective
(likely deleted) copy of the cell polarity gene lethal (2) giant larvae. Both of these
mutations caused phenotypes unrelated to SF genes, and were rescued either by
recombination or dietary supplement.
3.5.1 Original ∆SF lines were mutant for lethal (2) giant larvae (l(2)gl)
Initially, the phenotype of ∆SF follicle cell clones appeared to be multi-layered
“piles” of follicle cells (Figure 3.5). Both negative (Figure 3.5A) and positive (Figure
3.5B) clone methods generated the same phenotype. The similarity of this phenotype
to published l(2)gl follicle cell clone phenotypes, as noticed by Horacio Frydman, led
me to the work of Roegiers and colleagues (Roegiers et al., 2009). They found that
l(2)gl, being the second-to-last gene on the 2L terminus, is prone to being lost from
stocks that already have a lethal mutation and are thus always in trans to a balancer
chromosome, including 13 out of 98 Bloomington stock center lines from the 2L defi-
ciency kit. Upon further research, we found phenotypes similar to those in Figure 3.5
in published l(2)gl 4 follicle cell clones (Li et al., 2008). Discouraged by those findings,
we placed multiple independent ∆SF alleles in trans to l(2)gl 4, and found that they
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did not complement. Therefore, the second-site mutation was likely carried over from
the distal-side stock used to make the Snail family deficiency, w; P(XP)-esgd05415 (see
Figure 2.2 on page 68). We replaced the 2L tip of ∆SF by recombination with w; al1
dpyov1 b1 pr1 FRT40A between al (aristaless) and dpy (dumpy ; see page 52). al is
closer to the centromere than l(2)gl, so any recombination including al must replace
l(2)gl as well. Once multiple independent recombination lines proved to complement
l(2)gl 4, we chose line 4d8-Z1A-15 to use for all future work as ∆SF.
3.5.2 Germline clones of ∆SF result in fused dorsal appendage pheno-
type due to loss of lace
Initial experiments that generated germline clones of ∆SF using the ovoD method led
to ventralized egg chambers with fused dorsal appendages, but no other noticeable
phenotypes (Figure 3.4A-B). This phenotype was found in germline clones of multiple
independently generated ∆SF lines, but not in their parent lines with ∆SF in trans
to the CyO balancer (Figure 3.4C). ∆SF GLCs were prepared with 0h and 24h
starvation, but nutritional state did not cause a significant difference between 0h
and 24h starvation samples either grouped (two-tailed t test, p=0.1791, t=1.386,
degrees of freedom=23) or tested by genotype. All GLC samples, conditioned or
starved, for each genotype are combined in Figure 3.4C. For three of the four lines,
the difference between GLC and parental line was statistically significant by a two-
tailed t test.
We determined that this ventralization4 was due to the loss of lace, a serine acetyl-
4Ventralization, the opposite of dorsalization (page 23), occurs when there is too little dorsal
material. The dorsal appendages merge together because there is not enough dorsal tissue between
them, bringing them closer together until they are one appendage. No dorsal appendages is an
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transferase in the sphingolipid metabolism pathway (Figure 3.4D) which is required
in the germline but not in follicle cells (Adachi-Yamada et al., 1999; Herr et al.,
2004; Pizette et al., 2009). We observed the same phenotype in lace hypomorphs,
and determined that the phenotype could be be rescued by feeding flies a 10 µM sup-
plement of the Lace product, C14-dihydrosphingosine (Fyrst et al., 2004). Pizette
and colleagues showed that two genes that act downstream of lace in the sphingolipid
synthesis pathway, brainiac and egghead, are required only in the germline to control
EGFR signaling from the germline to follicle cells (Pizette et al., 2009). This re-
sults in phenotypes reminiscent of EGFR loss-of-function mutants lacking spitz and
rhomboid (Wasserman and Freeman, 1998). Therefore, we think it is unlikely that
lace-deficient FC clones have a phenotype. To exclude the possibility of the lack of
lace contributing to other phenotypes generated by MARCM, we supplemented the
diet of MARCM clone progeny carrying ∆SF with C-14 dihydrosphingosine (Figure
3.4E). In lace hypomorphs, a 10 µM C14-dihydrosphingosine supplement reduced the
frequency of ventralized egg chambers. To avoid any potential confounding effect of
lace insufficiency, all ∆SF progeny were provided with 10 µM C-14 dihydrosphingo-
sine in their diet for all further experiments, except where noted.
3.6 Modified bi-color MARCM system detects and distinguishes be-
tween somatic and germline clones
To examine phenotypes of mutant cells in otherwise wild-type adults, we developed a
modified version of MARCM (mosaic analysis with a repressible cell marker) clones,
with a UASp-lacZ reporter added (see page 49). Mutant clones generated by the
extreme ventralized phenotype.
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MARCM technique in random somatic cells are positively marked with GFP (Lee
et al., 1999), but its UASt-mCD8-GFP marker cannot express in the germline. By
adding a germline-competent UASp-lacZ reporter (Rørth, 1998) to generate this “bi-
color MARCM” technique (Figure 3.6), we could ensure that any germline clones
generated would be detected, although this occurred very rarely. This technique was
used for all MARCM clones described from this point onwards.
3.7 Loss of SF genes increases loss of marked FSCs from germaria within
7 days
To examine the effect of the loss of SF genes on FSCs, we induced ∆SF MARCM
clones (Figure 3.7). The normal turnover and replacement of FSCs (Nystul and
Spradling, 2007; Sahai-Hernandez et al., 2012) can be traced with MARCM. FSCs
produce a constant stream of new progeny FCs that form a layer around germline
cysts starting at the 2b region of the germarium (Figure 3.7A). Replacement of FSCs
if they are lost ensures uninterrupted production of egg chambers.
When MARCM is induced in a heterozygous stem cell, only one of the progeny
remains as the stem cell (Figure 3.7A). If the non-mutant (+/+) “twin spot” cell
remains as the stem cell, the sister cell will differentiate into a single transient clone.
If the homozygous mutant (-/-) cell remains as the stem cell, all future daughter cells
of that stem cell will be marked non-transient clones (Figure 3.7A, B). When a FSC
is lost (Figure 3.7A, C, D), it and its progeny will leave the germarium (Fig. 3D), and
the FSC will be replaced by a dedifferentiated daughter cell from the opposite FSC
(Figure 3.7A, E). Clones that are induced by heat-shock in differentiated FCs outside
the germarium are transient, and will leave the ovary as part of an egg chamber within
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7 days (Margolis and Spradling, 1995; Song and Xie, 2002; Nystul and Spradling,
2007). If a FSC undergoes recombination and the mutant chromosomes remain in
the stem cell that stays in the niche, all future daughters will be “non-transient”
GFP+ clones.
Ovarioles containing GFP+/β-Gal+, non-transient clones were found in control
MARCM progeny (Figure 3.7B-E), as well as in mutant esgG66 (Figure 3.8A) and
∆SF (Figure 3.8B-C) MARCM progeny. We saw no instance of a fully GFP+ ovariole
in any genotype. ∆SF clones were seen at 4d after clone induction (ACI, Figure 3.8B)
and 7d ACI (Figure 3.8C), indicating that ∆SF FC and FSC clones are viable. esgG66
clones appeared to have a reduction in the number of GFP+ germaria, however it
was not statistically significant (Figure 3.8D). There was a significant reduction in
the percentage of ∆SF germaria containing marked cells between 4d and 7d ACI
(ANOVA, p=0.0290), whereas the percentage of germaria containing control clones
did not change significantly (Figure 3.8D).
3.8 ∆SF clone FSCs leave germaria faster than esgG66 or control clones
To investigate how the progeny of these mutant FSC survived in egg chambers, we
looked at marked clones in different regions of the ovariole (chain of developing egg
chambers) at 4d, 7d, and 14d ACI. We saw that transient clone ∆SF FCs at 4d
ACI functioned normally, including participating in engulfing germ cells expressing
cleaved Dcp-1 (Death caspase-1, an apoptotic protease) in a dying egg chamber
(Figure 3.9A; Meehan et al., 2015). By quantifying FC clones in germaria or in
early, mid-stage, or late-stage egg chambers (stages 1-5, 6-9, and 10-14 respectively)
of the vitellarium separately, it was possible to observe whether new non-transient
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clones replaced transient clones (Figure 3.9B-C). At 4d, late-stage egg chambers still
had transient clones, but younger early and mid-stage egg chambers only had non-
transient clones (Figure 3.9B). In control and esgG66, transient clones seen at 4d
ACI were replaced in nearly the same proportion as non-transient clones at 7d ACI,
resulting in a replacement rate close to 1 (Figure 3.9C). However, ∆SF had a much
lower replacement rate between 4d ACI and 7d ACI, indicating that transient clones
were not being replaced, suggesting that mutant ∆SF FSCs were not producing
new daughter cells. Taken together with the reduced number of marked cells in the
germaria (Figure 3.8D), these data suggest that most ∆SF clone FSCs leave the
germaria much sooner than their control or esg-null counterparts.
3.9 Expression of esg or wor, but not sna, rescues the ∆SF phenotype
To verify that one or more Snail family gene was responsible for the ∆SF defective
FSC phenotype, we attempted to rescue ∆SF with the three Snail family genes.
The expression of either esg or wor but not sna in the mutant clones was capable of
rescuing the phenotype (Figure 3.10). While MARCM clones containing each rescue
construct were detectable (Figure 3.10A-C), only esg or wor expression restored the
frequency of non-transient clones at 7d ACI. Overall, these results suggest that the
loss of the three Snail family genes impairs the ability of FSCs to produce daughter
cells, and that esg and wor are each sufficient to restore FSC function (Figure 3.10D).
The C-14 dihydrosphingosine supplement did not affect the frequency of clones in
∆SF (Figure 3.10D) or controls (one-way ANOVA of control vs. control fed C-14
dihydrosphingosine supplement, p=0.832). Together, these data indicate that both
esg and wor are capable of maintaining follicle stem cells in the ovary.
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3.10 ∆SF causes failure of stem cell maintenance, but does not induce
apoptosis or an arrested cell cycle
The loss of ∆SF clones at 7d ACI could be explained by several mechanisms: mutant
FSCs could die and be replaced by a wild-type dedifferentiated FC, mutant FSCs
could fail to divide further but stay in the niche, or mutant FSCs could leave the niche
(Wang et al., 2012). To test the first possibility, we expressed the anti-apoptotic genes
Diap1 and p35 (Figure 3.11A-C) in the ∆SF clones, to block caspase activation.
Neither of these had significantly more ovarioles containing mutant FCs than ∆SF
alone (Figure 3.11D), suggesting that the FSCs were not dying by apoptosis.
To investigate the two other possible explanations for the ∆SF phenotype, we
examined the rate of loss of marked cells in the germaria only, egg chambers (vitellar-
ium) only, or both. The frequencies of marked cells in these areas revealed whether
the mutant FSCs were staying in the germaria and not undergoing cycles of cell di-
vision, or whether they were leaving the niche. If ∆SF clone FSCs stopped dividing
but remained quiescently in the germarium, ∆SF ovarioles would more often con-
tain clones only in germaria. On the other hand, if a mutant FSC left the niche, we
expected to see an increase in ∆SF ovarioles containing clones only in egg chambers.
We found no evidence for ∆SF FSCs staying in the germaria without dividing
(Figure 3.11E, “germarium only”) at 7d ACI, and more evidence that mutant FSCs
were leaving the niche. Few ovarioles contained clones only in the germaria, and
this fraction was lower in ∆SF clones, and restored to control levels in the esg
and wor rescued flies (Figure 3.11E). Rather, in ∆SF we found that the fraction
of ovarioles where only egg chambers contained clones was slightly greater than
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the fraction of ovarioles containing clones in both regions (compare green to blue
bar segments). This indicates that more ovarioles show evidence of a FSC having
recently left the niche than a normally functioning FSC, and this is in the small
number of ovarioles that had clones at all. In control, esgG66, and the two rescued
genotypes ∆SF + sna and ∆SF + wor, ovarioles containing clones in both regions
far outnumbered ovarioles containing clones in egg chambers only. With death and
premature quiescence found to be unlikely explanations for the ∆SF phenotype, we
conclude that leaving the niche is the most likely fate for a ∆SF FSC.
3.11 Discussion
In contrast to earlier reports using different enhancer traps, esgNP5130shows that esg-
Gal4 insertions can drive expression in the Drosophila ovary, suggesting that esg has
a function in the ovary. Although we did not find a unique phenotype for esg, we
found that there is a requirement for at least one of the Snail family genes in somatic
stem cell maintenance in the Drosophila ovary, similar to the role of esg in the fly
testis and gut. When we removed all three Snail genes (∆SF ) from somatic stem
cells, the turnover rate of those cells was much faster than control or esg alone. We
considered three possible mechanisms for the FSC loss: failure to survive, proliferate,
and/or maintain their position in the niche. Since blocking apoptosis with Diap1 or
p35 did not ameliorate the phenotype, and the ∆SF FSC clones were not found to
be stalled in germaria, our results indicate that the ∆SF phenotype is a failure of
maintenance. Considering that the ∆SF phenotype was rescued by overexpression
of either esg or wor , and given the similarity between these genes, we suggest that
both esg and wor contribute redundantly to normal somatic stem cell maintenance
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in the ovary.
Remaining in the niche is an integral part of stem cell identity, and many genes
that affect FSC loss cause a failure of maintenance. For example, FSCs lacking
functional heterodimeric integrin receptors (βPS and the α-integrin subunits αPS1
or αPS2 ) or their ligand laminin A disconnect from the basal membrane, lose their
characteristic shape, quickly leave the niche and are replaced by WT FSCs (O’Reilly
et al., 2008). Interestingly, βPS FSCs can be found lingering quiescently in the center
of the germarium, producing only a few defective daughter cells (Hartman et al.,
2015). This demonstrates that connection to the niche can be disrupted without
causing the FSC to leave the germarium or lose all stem cell character.
In 2012, an unbiased EMS screen for genes on chromosome 2L groups that affected
FSC maintenance found 30 complementation groups (out of 13,000 mutagenized
chromosomes) and mapped 14 of them to known genes (Wang et al., 2012). They did
not identify any Snail family genes, which are located on chromosome 2L. The authors
found that most of their hits were not classical “stem cell identity” genes that prevent
differentiation, but rather genes that regulate attachment to neighboring niche cells
(in this case, escort cells), rapid response to signaling, mitochondrial function, and
proliferation. Interestingly, most of the genes required in FSCs were not required in
germline stem cells, indicating unique requirements for FSCs. This is consistent with
our data, as the ∆SF germline clones did not appear to have a germline phenotype.
Also, if esg and wor are each individually capable of maintaining FSCs, as our work
suggests, an EMS (ethyl methanesulfonate) mutagenesis would be unlikely to knock
out both genes on the same chromosome.
When adding back individual SF genes to determine if they altered the ∆SF FSC
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loss, we found that either wor or esg could rescue, but sna alone could not. This is
in agreement with a recent report showing that loss of sna affects the proliferation
of FSCs, but not maintenance in the niche (Tseng et al., 2016). Notably, the regula-
tion of proliferation by sna was independent of its frequent target DE-Cadherin, an
adhesion junction protein required to maintain FSCs in their niche (Song and Xie,
2002). Since the FSC clones had normal DE-Cadherin levels and remained in the
niche, albeit with a lowered cell division rate, maintenance was not affected by loss
of sna. If sna plays no role in FSC maintenance, it follows that it would not be able
to rescue the ∆SF phenotype, as we saw. We would expect ∆SF clones to have
the same impaired proliferation as the sna clones in Tseng et al. (2016), and this
would have been corrected in the ∆SF + sna clones, but have little effect on FSC
maintenance in those clones.
We found it interesting that esg and wor were both capable of restoring the ∆SF
phenotype. Although many functions of the Drosophila SF genes are unique to one
gene, redundancy between two is not unprecedented. For example, the wing imagi-
nal disc primordium fail to invaginate correctly in esg sna embryos, but this can be
rescued by overexpression of either gene (Fuse et al., 1996). In newly specified neu-
roblasts (embryonic stages 9-11), sna and wor promote expression of inscuteable and
string, which control the segregation of cell fate determinants needed for asymmetri-
cal division (Ashraf et al., 1999; Cai et al., 2001; Homem and Knoblich, 2012). This
segregation is defective in flies carrying the osp29 deficiency that uncovers all SF
genes, and can be rescued by expression of any of the three SF genes (Ashraf and Ip,
2001). In our work, both esg and wor could rescue the ∆SF phenotype. Therefore,
it is likely that the two function redundantly to promote FSC maintenance.
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Our study places the Drosophila ovary with other tissues where the Snail family
is required for stem cell function. Given the wealth of tools available for studying
stem cell interactions, the Drosophila ovary will provide a powerful system to further
dissect the function of Snail family genes in stem cell maintenance.
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Figure 3.1: Stem cells in the larval and adult ovary
Diagrams showing stem cells and their niches in the Drosophila ovary. (A)
Anatomy of third instar larval ovary. (B) Anatomy of adult fly germarium (anterior
tip of ovariole). Regions of germaria marked on the left.
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Figure 3.2: Current and past expression of esg in the ovary detected
with esg-Gal4 and G-TRACE lineage tracking reporter
Dynamic pattern of esg expression in gonads revealed with the G-TRACE (Evans
et al., 2009) lineage tracker (UAS-RFP, UAS-Flp, Ubi-p63-FRTSTOPFRT -GFP). Go-
nads expressing G-TRACE RFP (magenta) and GFP (green) were stained with
DAPI to mark DNA (cyan) plus antibodies against Fas3 and 1B1 (yellow) to mark
somatic cell membranes. G-TRACE expresses RFP and Flp at the site of current
esg-Gal4 activity. Flp excises the FRT-flanked stop codon upstream of GFP, caus-
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ing permanent, heritable expression of GFP. (A) Third instar larval ovary expressing
esg >G-TRACE. Developing terminal filament stacks are marked with arrows (RFP
GFP channel), and germline cell with arrowhead (anti-Fas3, 1B1 channel). (B) Adult
ovaries expressing esg >G-TRACE lineage tracker. Current esg expression (RFP)
is visible in terminal filament and cap cells (RFP GFP channel, dotted circle and
arrowhead). GFP channel (previous expression) shows expression in some but not all
follicle cells. (C) Adult ovaries expressing nanos >G-TRACE shows that G-TRACE
functions normally in the germline. (D) Testis tip expressing esg >G-TRACE shows
that esg-GAL4 expresses strongly in the hub (dotted outline).
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Figure 3.3: esg-Gal4 drives G-TRACE expression in the germline stem
cell niche and at least one FSC in most ovarioles
(A) Adult germarium expressing esg >G-TRACE lineage tracker (UAS-RFP,
UAS-Flp, Ubi-p63-FRTSTOPFRT -GFP/esg-Gal4 ). Current esg expression (RFP)
is visible in terminal filament, cap cells (arrow), and escort cells (arrowhead) of
germaria, as well as in follicle cells. (B) Quantification of G-TRACE expression
in terminal filaments and cap cells, which together comprise the germline stem cell
niche. (C) Distribution of GFP+ clone patches in egg chambers. Color patches in a
horizontal row all represent observations of the egg chambers in one ovariole. For 61
ovarioles, each egg chamber was placed in one of four bins: all FCs were GFP+, over
half of the FCs were GFP+, less than half of the FCs were GFP+, and no FCs were
GFP+. This shows how while only 25% of ovarioles had completely GFP+ FCs (at
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the top of the chart), and thus likely two GFP+ FSCs, most had at least one GFP+
FSC. (D) Sample egg chamber (stage 10) with partially GFP+ FCs.
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Figure 3.4: Ventralized egg chambers in flies lacking lace can be rescued
with C-14 dihydrosphingosine
(A) Wild-type dorsal appendage phenotype seen in l(2)gl ∆SF FRT40A/CyO
stage 14 mature egg chamber. (B) Fused dorsal appendage phenotype (ventral-
ized egg chamber) seen in l(2)gl ∆SF FRT40A/ovoD FRT40A germline clones. (C)
Quantification of the percentage of stage 14 egg chambers with normal dorsal ap-
pendages in four independent ∆SF lines. Two-tailed t test * p<0.05, **** p<0.001.
Mean of all GLC or CyO control samples marked with dotted line. (D) Biosynthetic
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reaction performed by Lace. (E) Quantification of the percentage of stage 14 egg
chambers with normal or ventralized appearance in Canton-S controls, ∆SF /SM1,
∆SF germline clones (l(2)gl ∆SF FRT40A/ovoD FRT40A), and lace hypomorphs
lace2/lacek05305 (written as lace2/lacek05). Flies were raised from embryos on food
containing the concentration of C-14 dihydrosphingosine listed below each genotype.
The thickness of the merged dorsal appendages was scored as “mild” if the merged
appendages were wider than one normal dorsal appendage, as in (B), and “severe” if
they were the same width or less than one normal dorsal appendage, or not present
at all. Data in (E) generated by Majed Abbas.
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Figure 3.5: l(2)gl ∆SF follicle cell clones form a multi-layered epithelium
Follicle cell clones of l(2)gl ∆SF form depolarized, multi-layered ephithelium,
similar to published l(2)gl clones (Li et al., 2008). (A) Negative clones (magenta
dashed outline) of l(2)gl ∆SF FRT40A / Ubi-GFP FRT40A show multiple layers of
most of the follicle cells of an egg chamber, excluding the border cells (green dashed
outline). (B) Positive clones of l(2)gl ∆SF FRT40A / MARCM, similarly showing
multiple layers of follicle cells.
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Figure 3.6: Modified bi-color MARCM detects germline and somatic
clones
The bi-color MARCM system labels somatic (GFP+/β-Gal+, white arrow) and
germline (β-Gal+, yellow dashed outline) clones in a germarium, surrounded by un-
marked wild-type (“twin spot”) cells. Depending on how the image focal plane
intersects a cell, and its surface area:volume ratio, either the membrane-bound GFP
or cytoplasmic β-Gal may be more prominent in images.
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Figure 3.7: Generating MARCM clone stem cell allows for identification
of daughter cells and FSC turnover
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(A) Schematic showing progress and eventual loss of MARCM clones from a
germarium over time. FSCs (outlined in yellow) in the germaria have a normal
turnover process, which can be observed if MARCM is induced and one GFP+ FSC
is generated, which will produce non-transient clones. FSCs homozygous mutant for
genes that are required for stem cell maintenance will have a higher turnover rate,
as FSCs will leave the niche faster. (B-E) Control (UASp-lacZ / + ; w; al
1 dpyov1 b1
pr1 FRT40A / hs-FLP y w UAS-mCD8-GFP ; tub-Gal80 neoFRT40A ; tub-Gal4 )
MARCM clones. Arrowheads point to region 2b. (B) Germarium with marked FSC
producing daughter cells. (C) Marked clones from an FSC that recently left the
niche. (D) Progressively fewer marked clones after a wild-type FSC replaces the
mutant one. (E) A completely wild-type, GFP− germarium after FSC replacement.
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Figure 3.8: Loss of all Snail genes reduces percentage of germaria
containing marked clones
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(A-C) Germaria with MARCM clones for the indicated genotype. All genotypes
were crossed to the MARCM line to produce progeny for analysis, resulting in off-
spring which all carry UASp-lacZ /hs-FLP UASt-GFP on the first chromosome. (A)
esg null (esgG66b FRT40A / tub-Gal80 FRT40A ; tub-Gal4/+) clones at 7d ACI (after
clone induction). (B-C) ∆SF (al ∆SF FRT40A/tub-Gal80 FRT40A; tub-Gal4/+)
clones at 4d (B) and 7d (C) ACI. (D) Percentage of germaria containing GFP+/β-
Gal+ cells at 4, 7, and 14 days after clone induction (ACI). Data are presented as
mean ± SD normalized to the value of the 4d ACI sample of that genotype (i.e., all
4d samples are set to 100). n is the number of experimental groups, and the ovarioles
per genotype scored is listed below each genotype in parentheses. * p=0.0290.
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Figure 3.9: ∆SF transient clones are viable, but FSCs do not replace
them with non-transient clones at rate of control or esgG66
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All genotypes were crossed to the MARCM line to produce progeny for analysis,
resulting in offspring which all carry UASp-lacZ /hs-FLP UASt-GFP on the first
chromosome. (A) ∆SF (al ∆SF FRT40A/tub-Gal80 FRT40A; tub-Gal4/+) clones
in a mid-stage egg chamber at 4d ACI. The egg chamber with the clones is un-
dergoing germline cell death, marked with cleaved Dcp-1 antibody (yellow). Inset
shows engulfing ∆SF clone FCs internalizing germline cytoplasm. (B) Frequency of
MARCM clones in different regions of the ovariole at 4d, 7d, and 14d ACI. Ovar-
ioles were scored in four regions (germarium, stage 1-5 early egg chambers, stage
6-9 mid-stage egg chambers, and 10-14 late-stage egg chambers) for the presence of
any marked cells. Germaria data (yellow bars) shown previously in Figure 3.8D. (C)
Ratio of 7d ACI / 4d ACI data for percentage of late-stage egg chambers from B (pur-
ple bars) containing marked clones. At 4d ACI, any marked clones in late-stage egg
chambers are transient (generated in an early-stage egg chamber and not in the stem
cell), whereas at 7d ACI, any clones in the same region are non-transient. Therefore,
the ratio of these would be 1 if the marked FSC was making new non-transient clones
did so at the same frequency as the initial heat-shock generated transient clones.
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Figure 3.10: Either esg or wor is sufficient for follicle stem cell
maintenance
All genotypes were crossed to the MARCM line to produce progeny for analysis,
resulting in offspring which all carry UASp-lacZ /hs-FLP UASt-GFP on the first
chromosome. (A) ∆SF + sna overexpression (OE) (al ∆SF FRT40A/tub-Gal80
FRT40A; tub-Gal4 / UASt-sna) clones at 7d ACI (after clone induction). (B) ∆SF
+ esg OE (al ∆SF FRT40A/tub-Gal80 FRT40A; tub-Gal4 /UASt-esg) clones at 7d
ACI. (C) ∆SF + wor OE (al ∆SF FRT40A/tub-Gal80 FRT40A; tub-Gal4 /UASt-
wor) clones at 7d ACI. (D) Percentage of ovarioles containing GFP+/β-Gal+ FCs at
7d ACI. Control, esgG66, and ∆SF data from same data set as Figure 3.9B. Data are
presented as mean ± SD, each point representing a group of 3-12 age-matched flies,
heat-shocked together. n is the number of groups, and the number of ovarioles scored
is listed below each genotype in parentheses. * p<0.05, ** p<0.01, *** p<0.001, ****
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p<0.0001.
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Figure 3.11: The ∆SF phenotype cannot be rescued by expressing
anti-apoptosis genes p35 or Diap1, and is most likely due to mutant
FSCs leaving the niche
All genotypes were crossed to the MARCM line to produce progeny for analysis,
resulting in offspring which all carry UASp-lacZ /hs-FLP UASt-GFP on the first
chromosome. (A) Control (UASp-lacZ / + ; w; al
1 dpyov1 b1 pr1 FRT40A/hs-FLP
y w UAS-mCD8-GFP ; tub-Gal80 neoFRT40A ; tub-Gal4 ) clones at 7d ACI. (B-
C) Addition of p35 and Diap1 overexpression (OE) to ∆SF. (B) ∆SF + p35 OE
(al ∆SF FRT40A/tub-Gal80 FRT40A; tub-Gal4 /UASt-p35 ) clones at 7d ACI. (C)
∆SF + Diap1 OE (al ∆SF FRT40A/tub-Gal80 FRT40A; tub-Gal4 /UASt-Diap1 )
clones at 7d ACI. (D) Percentage of ovarioles containing GFP+/β-Gal+ follicle cells
at 7d ACI. Control and ∆SF data from same data set as Figure 3.10D, but excluding
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samples that were not paired in a heat-shock with a ∆SF + Diap1 OE or ∆SF +
p35 OE sample. Data are presented as mean ± SD, each point representing a group
of 3-12 age-matched flies, heat-shocked together. n of the number of groups and
ovarioles scored is listed below each genotype. **** p<0.0001. (E) Fraction of
ovarioles containing marked clones in only the germarium, only in egg chambers, in
both regions, or in neither region at 7d ACI. Control, esgG66, ∆SF, and SF rescue
data from same data set as Figure 3.10D. All genotypes have an n of at least 791
ovarioles.
CHAPTER FOUR: OVEREXPRESSION OF ESCARGOT BLOCKS
MULTIPLE TYPES OF CELL DEATH IN THE DROSOPHILA
OVARY BY INTERRUPTING APOPTOTIC AND NON-APOPTOTIC
DEATH SIGNALING
4.1 Introduction
Programmed cell death (PCD) is an essential part of life for multicellular organisms.
PCD is needed during to remove unnecessary structures or cells, especially during
development, and eliminate injured or dangerous mutated cells (Hay and Guo, 2006;
Arya and White, 2015). Failure to enact PCD is a key factor in inflammatory
diseases like cystic fibrosis (Elliott and Ravichandran, 2010), autoimmune diseases
(Nagata and Tanaka, 2017), and especially in the initiation of carcinogenesis (Su
et al., 2015). Although there are many forms of cell death (Kroemer et al., 2009),
the three best-studied forms are apoptosis, characterized by proteolytic caspases
and the disassembly of cells (see Section 1.2.1 on page 3), autophagic cell death,
characterized by the degradation of intracellular contents, (see Section 1.2.2 on page
6), and necrosis, characterized by the swelling and lysing of cells (see Section 1.2.3
on page 6).
The Drosophila ovary is an excellent model for cell death because it has several
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completely different programmed cell death events, caused by different signaling pat-
terns, that occur without genetic or pharmacological manipulation in the life of a
wild female fly (Jenkins et al., 2013). In all normal egg chambers, the germline forms
a 16-cell cyst with one nucleus designated as the oocyte. The fifteen non-oocyte cells,
known as nurse cells (NCs), produce mRNAs, proteins, organelles, and other con-
tents that will be needed by the developing embryo. As the egg chamber reaches
maturity, nurse cells need to be removed, a process that requires the participation
of the surrounding somatic stretch follicle cells (see Section 1.2.6 on page 14). This
event happens in every normal egg chamber. An “optional” cell death can happen
in the germarium and in pre-vitellogenic midstage egg chambers if the fly is starved
of protein, or stressed in other ways (Pritchett et al., 2009). In response to signals
about poor nutritional availability, the ovary’s stem cells will reduce their rate of pro-
liferation (Drummond-Barbosa and Spradling, 2001; Laws and Drummond-Barbosa,
2016) and destroy some egg chambers in the germarium (Nezis et al., 2009) and in
the pre-vitellogenic stages of development, stage 7 through stage 9 (see Section 1.2.5
on page 9).
Different types of PCD are required for starvation-induced and developmental
death in the ovary. In starvation-induced death in the germaria and mid-stage egg
chambers, apoptosis is the main driver of death in the nurse cells (McCall and Steller,
1998; Peterson et al., 2003; Baum et al., 2007; Hou et al., 2008), although autophagic
death is also important (Nezis et al., 2009; DeVorkin et al., 2014). Developmental
cell death, on the other hand, can function almost normally when both of these types
of cell death are prevented (Peterson and McCall, 2013), and relies heavily on the
somatic stretch follicle cells to engulf and degrade nurse cell nuclei (Timmons et al.,
2016, 2017). While the pathways and mechanisms that drive these death events
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have been studied for many years, there is evidence that as-of-yet unknown genes
and pathways may be required, waiting to be discovered.
4.2 Transcription factor escargot identified in an overexpression screen
for modifiers of mid- and late-stage death
In a multi-year project, our lab performed an overexpression screen to look for mod-
ifiers of both mid-stage and late-stage failure of death phenotypes (see page 7). This
screen used the EY collection (Bellen et al., 2004), a group of transgenic lines created
by inserting a P-element carrying a germline-competent UASp into flies and isolat-
ing individual insertions. P-elements generally target promoters and the 5’ ends of
genes, resulting generally in lines which can overexpress the gene downstream of the
UASp, although this must be verified for each line.
To look at both types of death at once in this screen, each EY line was crossed
to the nos-Gal4 driver to generate offspring for study. Flies in standard vials were
provided yeast paste on day one, but not provided any additional food for three
to four days, during which time the yeast would dry out. Ovaries were dissected
and stained with DAPI to mark DNA before examination. The sudden reduction in
dietary protein as the yeast paste became inedible caused the same kind of protein
starvation induced death (Drummond-Barbosa and Spradling, 2001), and results
were verified by standard starvation on apple juice agar (see page 48).
It was expected that the screen would generate some phenotypes already known
from gain-of-function or loss-of-function mutations of cell death genes required for
midstage or late-stage death (Figure 4.1). In a living midstage egg chamber, NC
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nuclei are uncondensed, and surrounded by a layer of follicle cells (Figure 4.1A).
Normal mid-stage death phenotype (Figure 4.1B), called “degenerating”, is easily
characterized by condensed, fragmented NC DNA, and a smaller germline volume,
especially in later phases of death (Etchegaray et al., 2012). Failure of mid-stage
death includes excessive degeneration (a greater proportion of midstage egg chambers
are dying, but in a normal fashion), or a complete failure of midstage death, referred
to as an “undead” phenotype. Undead egg chambers contain uncondensed NC nuclei,
and few FCs (Figure 4.1C).
In a mature stage 14 egg chamber, dorsal appendages are visible on the anterior
tip, and all NC nuclei should have been removed (Figure 4.1D). Evidence of fail-
ure of late-stage death includes non-cleared, persisting NC nuclei (Figure 4.1E), or
“dumpless” egg chambers where some NC cytoplasm fails to stream into the oocyte
(Figure 4.1F).
These phenotypes were selected because they occur when known cell death genes
are overexpressed in the germline. Overexpression of the caspase Dcp-1 causes many
midstage egg chambers to degenerate at once, regardless of nutritional state (Figure
4.1G, see also Figure 1.5G on page 1.5). Overexpression of the inhibitor of apoptosis
protein Diap1 causes midstage egg chambers to become undead (Figure 4.1H), and
causes a mild persisting nuclei (PN) phenotype (Peterson and McCall, 2013) in stage
14 egg chambers (Figure 4.1I). A stronger PN phenotype can be caused by eliminating
expression of the phagocytosis receptor draper (Etchegaray et al., 2012; Timmons
et al., 2016). Dumplessness can be caused by knocking down Diap1 in the stretch
follicle cells, the group of FCs that surrounds the germline NCs between stages 11-13
(Timmons et al., 2016).
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Overall, 26 of the 1250 lines screened showed strong phenotypes. Among them
was line EY10592, which inserted a UASp upstream of the gene escargot (Figure 4.2).
The normal midstage death phenotype is a “degenerating” egg chamber characterized
by compacted clusters of DNA (Figure 4.2A, arrow). Overexpression of EY-esg
caused the appearance of undead midstage egg chambers (Figure 4.2B, arrowheads).
Undead egg chambers are extremely uncommon in wild-type ovaries, but are seen
when Diap1 is overexpressed in the germline, even in well-fed flies (Figure 4.1H).
Similarly, midstage egg chambers expressing esg showed the undead phenotype, but
only in starved flies.
In late-stage death, all NC nuclei will be removed. A normal mature stage 14 egg
chamber contains no remaining NCs at its anterior tip (Figure 4.2C). Overexpression
of EY-esg caused nuclei to persist in an otherwise complete stage 14 egg chamber
(Figure 4.2D). This phenotype was independent of nutritional state, and so was
assessed in well-fed flies to increase the number of egg chambers per ovary. Again, it
resembled the PN phenotype seen when UASp-Diap1 is overexpressed (Figure 4.1I).
Therefore, the overexpression of EY-esg caused failure of both starvation-induced
mid-stage death and developmental late-stage nurse cell death, in a manner similar
to the overexpression of UASp-Diap1. This was an unusual result in the screen, where
most of the hits affected only mid-stage or late-stage death. Because of this unusual
phenotype, EY-esg was selected to be investigated in detail.
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4.3 RT-qPCR verification of nos>esg overexpression
EY insertions generally cause overexpression of the affected gene, but can also disrupt
expression. To verify that nos>EY-esg was overexpressing esg, we performed qPCR
with primers for esg and, as a control, the housekeeping gene lamin. cDNA was
extracted from nos>EY-esg and Canton-S flies, both conditioned for 2 days. RT-
qPCR was performed using serially diluted standards of known amounts of each
amplicon for absolute quantification. RT-qPCR verified that nos>EY-esg ovaries
expressed esg mRNA higher when compared to Canton-S flies, while the quantity of
mRNA for the housekeeping gene lamin was similar in the (Figure 4.3).
4.4 Characterization of EY-esg overexpression phenotype in midstage
egg chambers
Given the similar appearances of the EY-esg and UASp-Diap1 overexpression phe-
notypes, we began to look in detail at how each genotype responded to starvation,
which induces mid-stage death. We compared nos>Diap1 and nos>esg flies to two
control genotypes: outbred wild-type control strain Canton-S, and inbred control y
w/+ ; NGT/+ ; nos-Gal4 /+. We also drove UASp-Diap1 and EY-esg with the
somatic follicle cell driver GR1-Gal4 to see if the phenotype could be induced by
expression in follicle cells. All flies received two days of yeast paste conditioning, and
then were starved for 0, 24, or 48 hours before dissection. Ovaries were stained with
DAPI to visualize DNA.
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4.4.1 Overexpression of EY-esg and UASp-Diap1 cause similar midstage
phenotypes, but with different kinetics
To compare the midstage death phenotypes of nos>esg to nos>Diap1 and control
genotypes, we counted the number of their living, degenerating, or undead midstage
egg chambers per 100 ovarioles (Figure 4.4). Presenting this type of data as per 100
ovarioles normalizes for how much tissue survived the staining process and how many
ovarioles each fly had, and is thus more reliable than presenting data as a per-fly
value. The number of living egg chambers per 100 ovarioles remained fairly constant
in all genotypes, with a small reduction in y w/+ ; nos-Gal4 /+ and nos>Diap1 flies
(Figure 4.4A). When the number of degenerating (normally dying) egg chambers was
counted, the two control genotypes showed a baseline level of death that increased
with starvation, but both overexpressed genotypes (nos>esg, nos>Diap1 ) had al-
most no degenerating egg chambers (Figure 4.4B). As expected, control genotypes
did not show any undead egg chambers (Figure 4.4C). The nos>Diap1 ovaries con-
tained undead egg chambers even in well-fed flies (0 hours of starvation), and more
when starved. Similarly, nos-Gal4/EY-esg showed undead egg chambers after 24 and
48 hours of starvation. However, for nos>esg the undead phenotype was completely
starvation dependent: no undead egg chambers were seen in well-fed flies.
This indicated that nos>esg ovaries must receive a death signal in order to dis-
rupt the normal midstage death process, making them fundamentally different from
nos>Diap1 ovaries. At 0 hours starvation, when nos>Diap1 already has undead
egg chambers, nos>esg has no undead egg chambers, and degenerating egg cham-
bers exist in a frequency similar to control. The number of nos>esg degenerating
egg chambers even increased slightly at 24 hours starvation, at the same time that
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the number of undead ones was rapidly rising5. Also unlike nos>Diap1, nos>esg
was capable of forming degenerating egg chambers. Therefore, nos>esg ovaries only
had a mutant phenotype when they received a death signal, and they changed the
fate of the fraction of egg chambers that were chosen to die more slowly than in
nos>Diap1 ovaries.
4.4.2 Undead midstage phenotypes caused by overexpression of EY-esg
and UASp-Diap1 are germline specific
To determine whether the undead phenotypes of nos>Diap1 and nos>esg were spe-
cific to the germline, we crossed EY-esg to the follicle cell driver GR1-Gal4 (Figure
4.5). GR1>esg and GR1>Diap1 ovaries both had slightly decreased numbers of
living and degenerating egg chambers (Figure 4.5A-B). Both GR1 -driven genotypes
had nearly zero undead egg chambers, like the control genotype y w/+ ; nos-Gal4 /+
(Figure 4.5C). Therefore, the undead phenotype as seen in nos>Diap1 and nos>esg
is a cell-autonomous phenotype, specific to the germline, which cannot be caused by
somatic overexpression in FCs.
4.5 Characterization of EY-esg overexpression phenotype in late-stage
egg chambers
To quantify the severity of the failure of late-stage death caused by nos>esg, we
compared it to nos>Diap1 and an inbred control genotype, y w/+ ; nos-Gal4 /+.
Previous work from our lab found that Diap1 overexpression alone or in conjunction
5This caused a mixed phenotype at 24 hours starvation, which led us to add the 48 hour time-
point.
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with hypomorphic alleles of the autophagy initiating gene Atg7 had only a modest
increase in PN compared to controls (Peterson and McCall, 2013). This is a much
milder defect than that seen in ovaries carrying hypomorphic alles of the lysosomal
fusion gene deep orange (see Figure 1.5F on page 42; Bass et al. (2009); Peterson and
McCall (2013)), or null alleles of the engulfment receptor draper (draper∆5; Timmons
et al. (2016)). Therefore, a pathway or pathways not dependent on Diap1 and Atg7,
and therefore not dependent on apoptosis and autophagy, must be involved in late-
stage death. Since EY-esg overexpression caused a strong PN phenotype in the
initial screen, we hypothesized that it might affect one of those other pathway(s).
To assess persisting nuclei, young nos>Diap1, nos>esg, and y w/+ ; nos-Gal4 /+
control flies received two days of yeast paste conditioning before dissection. Ovaries
were stained with DAPI to visualize DNA. The number of PN in each stage 14 egg
chamber was recorded by grouping into ranges of remaining nuclei (“bins”) of 0, 1-3,
4-6, 7-9, 10-12, and 13-15.
Both nos>Diap1 and nos>esg have a statistically significant distribution when
compared to control of their stage 14 egg chambers into bins, indicating that the PN
phenotype is more severe in these genotypes (Figure 4.6A). nos>esg also caused a
significantly more severe phenotype than nos>Diap1. When these data are converted
into percentage of nuclei expected to persist (as described on page 56), nos>esg stage
14 egg chambers have 25.58% of their NC nuclei remaining. While this is still not
as strong a phenotype as in dor4/dor8 or draper∆5 ovaries, it is significantly more
than nos>Diap1, suggesting that EY-esg overexpression might be affecting a non-
apoptotic pathway that regulates late-stage death.
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4.6 Epistasis analysis of esg and caspase Dcp-1 suggests that Esg acts
upstream of Dcp-1 activation
Based on the data from Figure 4.4, we hypothesized that esg might act in an apop-
totic pathway, repressing pro-apoptosis genes or activating anti-apoptotic genes.
While Esg is generally a repressive transcription factor, it could be acting on an-
other repressor to derepress a target, or it could be acting in an activating fashion
directly on a target. To analyze these possibilities, we performed epistasis analysis
with esg and the caspase Dcp-1. Overexpression of these genes has different effects:
nos>esg causes undead egg chambers when starved (Figure 4.2B, 4.4C), and Dcp-
1 causes excessive degeneration when conditioned or starved (Figure 4.1G, 4.4B).
Therefore, epistasis analysis, where both genes are overexpressed together to deter-
mine which phenotype is dominant, is appropriate. Since nos>esg blocks cell death,
a simple explanation would be that it inhibits caspase activation or activity (which
could be through direct transcriptional repression, or through other intermediaries),
and thus that it might be epistatic to nos>Dcp-1.
To test this, we generated double mutants EY-esg ; UASp-fl-Dcp-1 , crossed them
to the germline driver NGT ; nos-Gal4, and quantified death phenotypes (Figure 4.7).
Esg can only act at its binding sites (see page 21), so if there is one in the regulatory
region of Dcp-1, it could repress there (Figure 4.7A). However, Esg cannot act on the
UAS promoter in UASp-fl-Dcp-1, so that copy of Dcp-1 in the double mutant cannot
be repressed by Esg at all, even if the endogenous one can (Figure 4.7B). When driven
with germline driver nanos-Gal4, the double mutant had an intermediate amount of
degenerating egg chambers (Figure 4.7C, D). This could be due to that the same
amount of Gal4 is being split between two genes, or it could be that Esg is partially
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repressing caspase activity. The increased frequency of degenerating egg chambers in
control NGT /CyO ; nos-Gal4 /TM2 flies compared to controls in Figure 4.4B could
be due to the two balancers present on the siblings used as controls in this experiment.
When we quantified the frequency of undead egg chambers, the results became clear:
the double mutant acted like nos>Dcp-1, and showed very few undead egg chambers
(Figure 4.7D). Therefore, the caspase Dcp-1 is epistatic to Esg. As long as Dcp-1 can
be transcribed, the undead phenotype will not occur. If nos>esg is causing undead
egg chambers by blocking caspase transcription, then adding non-repressible UASp-
fl-Dcp-1 blocks this effect. It does mean that Esg could act upstream of caspase
activation, one of the later steps in apoptosis (see page 9), but it does not directly
block the activation or activity of Dcp-1 protein, as Diap1 does.
This result is interesting in light of a similar epistasis experiment previously pub-
lished by our lab in Peterson et al. (2003), where Diap1 and a truncated, constitu-
tively active version of Dcp-1 were both expressed in the germline. In the nos>Diap1,
truncated-Dcp-1 ovaries, midstage egg chambers fated to die showed the nos>Diap1
phenotype, undead egg chambers with undying germline cells and missing follicle
cells (Figure 2E in Peterson et al. (2003)). This is in contrast to our nos>esg, Dcp-1
flies (with a normal, not constitutively active Dcp-1 ), which have the excessive de-
generation phenotype associated with excess caspase activity. Therefore, the effects
that nos>esg has upstream of Diap1 are less effective in blocking Dcp-1 activity
than what Diap1 could do by itself in nos>Diap1 ovaries. nos>esg does not show
as high a frequency of undead egg chambers as nos>Diap1 and is slower to produce
them (Figure 4.4), so perhaps this is not surprising.
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4.7 Overexpresion of both EY-esg and Diap1 shows no additive effect,
suggests that esg acts in the same pathway or a parallel pathway to
Diap1
The similarity in phenotypes between nos>esg and nos>Diap1 led us to test whether
overexpressing both genes would result in an additive effect, causing more undead
egg chambers to form when starved, and more stage 14 egg chambers with persisting
nuclei. To do so, we bred FM6/UASp-Diap1 ; EY-esg/CyO flies and crossed them
to NGT ; nos-Gal4 (Figure 4.8). The nos>Diap1, EY-esg flies produced undead
egg chambers (Figure 4.8A-C) and stage 14 egg chambers with persisting nuclei
(Figure 4.8D-F) that looked similar to corresponding egg chambers in nos>Diap1
and nos>esg. There was not an additive effect of overexpressing both genes on the
number of degenerating versus undead egg chambers (Figure 4.8G-H), or on the
percentage of stage 14 egg chambers with persisting nuclei (Figure 4.8I).
Therefore, there was no additive effect of overexpressing both genes. This sug-
gested that Esg works in either the same pathway as Diap1, and possibly also in
a parallel pathway that feeds into a common pathway downstream. nos>esg did
reach a similar frequency of undead egg chambers when starved, but via different
kinetics (Figure 4.4), and has a more severe persisting nuclei phenotype in stage 14
egg chambers (Figure 4.6). Therefore, it is possible that when overexpressed, Esg
acts in the same pathway as Diap-1 to block starvation-induced death, but also acts
in an additional pathway to block late-stage developmental death.
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4.8 RNA-seq using multi-factorial experimental design isolates different
targets of esg, Diap1 in starvation-induced and developmental death
The differences in kinetics and dependence on death signaling and caspases between
undead egg chambers in flies overexpressing Diap1 versus overexpressing esg sug-
gested that similar outcomes were reached via different pathways that were both
upstream of Dcp-1 activation. Since esg encodes a transcription factor, we decided
to examine the transcriptome (sum of all mRNA; the current transcriptional state)
to find novel targets of esg through which it regulates cell death. Assessing the
transcriptome by RNA-seq could yield results that would be much harder to achieve
through classical genetic approaches without doing a large secondary screen for mod-
ifiers of the nos>esg phenotype.
We performed RNA-seq with a 4 x 2 matrix of genotypes and treatments, totaling
eight samples in singlicate (Table 4.1). Half of the treatments were conditioned with
yeast paste, which causes only a baseline level of cell death in midstage. The other
half were conditioned and then starved on apple juice agar for two days, which causes
elevated levels of normally dying egg chambers in wild-type and undead egg chambers
in the esg and Diap1 overexpressing flies. The genotypes of flies that were analyzed
included a true wild-type (Canton-S), an inbred background control (y w/+ ; NGT/+
; nanos-Gal4/+), esg overexpression in the germline (NGT/EY-esg ; nos-Gal4/+),
and Diap1 overexpression in the germline (nos-Gal4/UASp-Diap1 ). Samples will be
referred to by the abbreviations in Table 4.1.
The rationale for using both Canton-S flies and y w/+ ; NGT/+ ; nanos-Gal4/+
flies as controls is that although the inbred lines that went into generating the
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NGT/EY-esg ; nos-Gal4/+ and nos-Gal4/UASp-Diap1 flies are more similar to y
w/+ ; NGT/+ ; nanos-Gal4/+, inbred lines are can acquire background mutations,
and are not always identical to wild-type. This allowed us to compare the overex-
pressed samples to both controls, in case one was more appropriate than the other.
4.8.1 Stage distribution in RNA-seq samples
Before interpreting any RNA-seq results between the samples described in Table
4.1, we wanted to determine if there was a significant change in distribution of egg
chamber stages between genotypes. If there was a significant difference in the number
of egg chambers in a particular stage between samples, data from the fraction of
mRNAs that are expressed predominantly at that stage would be distorted. Since
we had both a true wild-type and an inbred control, we could learn whether one of
these is more similar to the overexpressed samples by a stage-distribution standpoint,
if not a genetic background standpoint. This analysis was done on siblings of the
flies that were used for the RNA-seq samples, which also provided a last check that
their phenotypes matched previous observations of these genotypes.
Looking at nos>esg and nos>Diap1 ovaries after 48 hours of starvation, we
saw that undead egg chambers were generally in ovarioles with few or no older egg
chambers in them, as older healthy egg chambers had already been laid. Therefore,
we expected more midstage egg chambers in starved versus conditioned samples.
However, we did not know if there would be a significant effect of genotype between
identically treated samples. To analyze the stage distribution, we stained ovaries
with DAPI from 5 flies of each genotype/treatment individually and mounted them
individually. Egg chambers were counted in bins of Stage 1-6 (very pre-vitellogenic),
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Stage 7-9 (pre-vitellogenic, susceptible to starvation-induced death), Stage 10-12
(vitellogenic egg chamber grows to full size, dumping begins), and Stage 13-14 (nurse
cell nuclei die and are cleared). A diagram showing egg chambers at these stages
is in Figure 1.1D on page 36. A two-way ANOVA test showed that there was no
significant effect of genotype (p = 0.556) on the distribution, although there was a
significant effect of egg chamber stage bin (p <0.001) on the distribution, meaning
that the bins did not all contain the same number of egg chambers.
After quantification, it was clear that the Canton-S samples were more similar to
both overexpressed genotypes than the y w/+ ; NGT/+ ; nanos-Gal4/+ samples,
suggesting that despite how the y w/+ ; NGT/+ ; nanos-Gal4/+ samples are closer
genetically to the background of the overexpressed samples, Canton-S samples might
be a better control (Figure 4.9). The average and standard deviation of 5 flies was
calculated and used to determine statistically significant differences between samples.
When identically treated samples were considered together, there was no significant
effect of genotype on the distribution of stages (two-way ANOVA: for conditioned
samples, genotype factor p=0.1861; for starved samples, genotype factor p=0.1219).
Next, we used Dunnett’s multiple comparison test with the Canton-S sample as the
control to look at each bin within each sample individually. Significant differences
were seen only between one pair of samples in the conditioned samples (CanC vs.
DiapC stages 7-9, p=0.0002), and between one pair in the starved samples (CanS
vs DiapS stages 7-9, p=0.0001). If y w/+ ; NGT/+ ; nanos-Gal4/+ samples are
used as the control in the same test, more pairs of samples are significantly different.
Therefore, from looking at the stage distribution alone, using Canton-S samples as
the “wild-type” control caused less distortion of the data.
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4.8.2 Biological coefficient of variation analysis shows that Canton-S
samples are less similar to all other samples
For the eight samples in the datasest, approximately 27 million reads were returned
for each. For all samples except for DiapS, the average percentage of reads success-
fully mapped by STAR was 93.24% with a standard deviation of 0.88%. For DiapS,
85.50% of reads were successfully mapped. Data analysis followed the edgeR protocol
for singlicate sample datasets.
To summarize variability between samples, we performed biological coefficient of
variation (BCV) analyses (Figure 4.10). As described by Robinson et al. (2010),
the total variation in a RNA-seq datasest would be a combination of technical and
biological variation. This plot reflects a summation of the biological coefficient of
variation, which is the standard deviation between two samples divided by the mean,
across all samples. In principle, the two most influential sources of variability should
be represented on the X and Y axes. This held true with our data in Figure 4.10A,
where the conditioned samples (non-outlined circles) were placed on the left side of
the X-axis, and the starved samples (outlined circles) on the right. Furthermore,
samples of the same genotype were placed roughly on the same point on the Y-axis.
Therefore, we considerd the X-axis to be variability caused by starvation, and the
Y-axis to be variability caused by genotype. In contrast to the conclusions of Figure
4.9, these data suggest that the y w/+ ; NGT/+ ; nanos-Gal4/+ samples are indeed
more similar to the overexpressed genotypes, despite differences in the egg chamber
stage distribution.
When the dataset was separated into conditioned (Figure 4.10B) and starved
(Figure 4.10C) samples only, a consistent trend appeared. In Figure 4.10B and C,
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the y w/+ ; NGT/+ ; nanos-Gal4/+ and nos-Gal4/UASp-Diap1 samples clustered
closely, together forming one corner of a roughly equilateral triangle with the Canton-
S and NGT/EY-esg ; nos-Gal4/+ samples. There was a greater overall distance
between the starved samples in Figure 4.10C versus the conditioned samples in Figure
4.10B (note differences in axis scales), which suggested that starvation amplified the
differences between genotype overall.
4.8.3 Isolating genes with expression changes that are triggered by Diap1
or EY-esg overexpression in starvation-induced and developmental
death
The two-variable setup of this experiment allowed us to isolate groups of genes that
were affected by genotype, treatment, or both. For these analyses, we chose to use
the y w/+ ; NGT/+ ; nos-Gal4/+ samples as controls, based on the results of
Figure 4.10. Our hypotheses were that Esg acts mostly (but perhaps not entirely)
in the same pathway as Diap1 to block mid-stage starvation-induced death, but in a
largely separate pathway from Diap1 to block late-stage developmental death (Figure
4.11). Pro-death siganls from the stretch follicle cells are required for death in late
oogenesis, and very few genes are required cell-autonomously in the nurse cells (see
Section 1.2.6 on page 14). Since esg blocked nurse cell death cell-autonomously, we
hypothesized that it might interfere with signaling between the stretch follicle cells
and nurse cells, or prevent received signals from being acted upon.
Based on these hypotheses, we wanted to isolate and analyze three groups of
genes: those that are uniquely Esg-triggered in starvation (red path in Figure 4.11A),
Diap1- and Esg-triggered in starvation (blue path in Figure 4.11A), and uniquely
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Esg-triggered in conditioned ovaries (green path in Figure 4.11B). Essentially, the
questions can be described as: what effects occur only when a specific gene is over-
expressed in a specific treatment?
To find interesting differences between our singlicate samples, we relied on fold-
change rather than differential expression as determined by a p-value. We chose
to look at genes that showed at least a four-fold change between samples (log2 fold
change = 2). Genes that were minimally expressed across all samples were removed
before computing fold-change values. When describing fold changes between two
samples, a change in A→ B with a positive number means that the gene had higher
expression in B compared to A, i.e. this is what happens when moving along the
edge from node A to node B, in network analysis language.
4.8.4 Subtraction of normally starvation-induced genes isolates unique
effects of Diap1 and EY-esg overexpression
To find genes that were affected by esg and Diap1 overexpression when starved,
we needed to eliminate genes that were affected by starvation in controls (Figure
4.12). First, we identified a set of 187 genes that had a 4-fold or greater change in
expression in the ywC → ywS comparison, which we considered to be “starvation-
triggered” genes. Then, we identified 552 genes that were differently expressed in
the ywS → esgS comparison (Esg-triggered) and 115 in the ywS → DiapS (Diap1-
triggered) comparison. All samples overexpressing genes (esgC, esgS, DiapC, DiapS)
did show overexpression of esg or Diap1 as expected, whereas controls did not. From
those two set we removed genes that were already in the starvation-triggered set, and
then looked at what genes the remainders had in common. Of the 29 genes changed
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in all three comparisons, all were downregulated in all samples, with the exception
of CG12699 and CG43351 (no gene ontology terms available for either), which were
upregulated in ywC → ywS.
When starvation-triggered genes were subtracted, 66 genes (115 minus 20 + 29
genes) were considered Diap1-triggered while starving, and 485 (552 minus 38 + 29
genes) were Esg-triggered when starving. 94 genes were found in both the Esg- and
Diap1-triggered when starving sets, and the direction of the fold change (positive
or negative) for these genes was always the same. This group will be referred to
as the “Diap1- and Esg-triggered while starving” gene set. Since both nos>Diap1
and nos>esg show undead egg chambers, the genes responsible for the change from
healthy to undead should be in that set. Table 4.2 lists the fold change for the 10
most upregulated and 10 most downregulated genes in this gene set in the ywS →
esgS and yw → DiapS comparisons.
When the 94 genes in the Diap1- and Esg-triggered while starving group were
subtracted from the 485 Esg-triggered while starving genes, 391 genes were left in
the “uniquely Esg-triggered while starving” gene set. Table 4.3 lists the average fold
change for the 10 most upregulated and 10 most downregulated genes in this gene
set in the ywS → esgS comparison.
The “uniquely Esg-triggered while starving” group and the “Diap1- and Esg-
triggered while starving” gene sets were selected for further analysis. These groups
are designed to isolate how egg chambers turn from healthy to undead, and what
differences there are in how nos>esg and nos>Diap1 ovaries produce undead egg
chambers. The color-coding of these gene sets in Figure 4.12 corresponds with the
colored arrows in Figure 4.11A.
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Another potentially interesting group is the 38 genes that are both changed by
starvation and by esg overexpression. Unlike the Diap1- and Esg-triggered while
starving group, 30 of 38 genes were regulated differently in each group, including
multiple genes involved in defense against bacteria or in the innate immune system
(Table 4.4). All 30 genes showed decreased expression in the ywS → esgS compari-
sion, but increased in the ywC → ywS comparison.
4.8.5 Subtracting Diap1 -induced from esg-induced genes in conditioned
flies isolates effects of esg in non-apoptotic pathways
Using a similar approach to that shown in Figure 4.12, we attempted to isolate the
effects of esg overexpression in late-stage egg chambers that were not attributable to
Diap1, and thus could be affecting non-apoptotic pathways that regulate late-stage
developmental death (Figure 4.13). As before, we chose genes with at least a 4-fold
(2-fold in log2) change in ywC → DiapC and ywC → esgC, which resulted in 68
and 154 genes respectively. When the 10 genes that those sets have in common were
subtracted, 144 genes were left in the “uniquely Esg-triggered while conditioned”
gene set. Table 4.5 lists the fold change for the 10 most upregulated and 10 most
downregulated genes in this gene set in the ywC → esgC comparison.
4.8.6 Gene ontology analysis highlights potential esg targets
To look at the three gene sets in more detail, we found all gene ontology (GO) terms
associated with each gene on Flybase, and then selected six GO labels (collection
of multiple closely related terms) to analyze further Figure 4.14. Genes that shared
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closely related GO terms were collected, and the fold change seen in each of the three
isolated gene sets (when compared to the appropriate control) was reported. The
three gene sets from left to right in each panel are Diap1- and Esg-triggered while
starving (Esg, Diap starving) gene set, uniquely Esg-triggered while starving (Esg
starving) gene set, and uniquely Esg-triggered while conditioned (Esg conditioned)
gene set. Genes associated with cell adhesion (Figure 4.14A) that were differently ex-
pressed include Integrin alphaPS5, which is normally expressed only in late oogenesis
(Meehan et al., 2015), but was upregulated in the Esg starving gene set.
Several genes associated with Wnt and Notch signaling were upregulated in the
Esg starving and Esg conditioned gene sets (Figure 4.14B). Wnt signaling is required
in the escort cells to maintain germline stem cells (Wang et al., 2015). One of
the most heavily upregulated genes, otk2, is a Wnt co-receptor that binds Frizzled
(Linnemannsto¨ns et al., 2014). Strong overexpression of otk2 in the genital disc
causes female sterility due to malformed oviducts. Since these RNA-Seq samples
were derived from whole ovaries, it is possible that this represents otk2 expression
in non-egg chamber tissue such as the oviduct.
A second signaling pathway that was frequently identified was the Notch pathway
(Figure 4.14C), which regulates several aspects of follicle cell morphogenesis (Song
et al., 2007). The Notch receptor has an extracellular domain which binds ligands
(Delta and Serrate, in flies) and releases its intracellular domain to translocate to
the nucleus and direct transcription of target genes (Murata and Hayashi, 2016). In
addition to its cell signaling functions, Notch genes promote cell-cell adhesion, such
as in C. elegans where GSCs express a Notch receptor, and their niche cells present
a Notch ligand (Chen et al., 2013). Similarly, in Drosophila the forced activation of
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Notch in the cap cells results in the formation of ectopic niches, and the expansion
of the GSC population (Song et al., 2007). These are the same cells that express
esg-Gal4 (see Figure 3.2 on page 89), so it is possible that esg helps regulate Notch
signaling there. Curiously, this result would contrast with a recent report showing
that escargot antagonizes Notch signaling in neural precursor cells (Ramat et al.,
2016), but it is possible that escargot acts differently in different tissues, or that
the sheer amount of Escargot available in nos>esg causes it to regulate targets
differently.
Genes related to autophagy and apoptosis appear in Figure 4.14E. We were sur-
prised to see reaper in the Esg starving gene set, as it is dispensable for apoptosis
in mid-stage egg chambers. An interesting gene is Mabiki, which is upregulated in
the Esg starving and Esg conditioned gene sets. In embryos, Mabiki knockdown
decreases cell death, and ectopic Mabiki causes increased cell death in the eye that
is not ameliorated by co-expressing p35 (Tanaka et al., 2014). Based on those data,
one would expect that esg would repress Mabiki, not upregulate it, but it could have
different effects in the germline.
Genes associated with exocytosis were upregulated in all gene sets (Figure 4.14F.
Synaptotagamin 4 (Syt4), better known for being on neuronal synapses than in
the ovary, was very highly upregulated. In flies, Syt4 promotes SNARE-mediated
membrane fusion in response to calcium (Wang and Chapman, 2010). Aberrant
activation of cell-cell signaling between the stretch follicle cells and nurse cells in late
oogenesis could interfere with pro-death signaling there.
While these analyses have pulled out some interesting possibilities, they do not
address the genes that had no associated GO terms, and do reflect our hypotheses.
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The potential for novel gene discovery is higher in unbiased methods like RNA-seq,
and genes without any GO terms in Tables 4.1 - 4.5 are equally worthy candidates
for further investigation.
4.9 Discussion
Overexpression of escargot in the female germline blocks cell death in mid-stage
and late-stage egg chambers, which use apoptotic and non-apoptotic pathways. In
midstage cell death, overexpression of the caspase Dcp-1 is epistatic to esg over-
expression. This indicates that esg affects a signaling process upstream of Diap1
activity, rather than the mechanics of apoptosis as the cell is being dismantled.
Further evidence for this is that without a death signal (starvation), ovaries over-
expressing esg have a normal baseline level of normally dying egg chambers and
no undead egg chambers. In contrast, Diap1 overexpression causes a baseline level
of undead egg chambers, even without a starvation signal. Escargot itself must be
acting downstream of a pathway that carries nutritional information to the egg cham-
bers, such as the insulin signaling pathway and AMP-activated protein kinase (AMP;
Drummond-Barbosa and Spradling (2001); Pritchett and McCall (2012); Laws and
Drummond-Barbosa (2016)). Learning more about the signaling that Escargot is
responding to might shed light on why particular egg chambers are selected to die
while others are spared, as Esg (when in excess) seems to still be responsive to
that decision. When unstarved or at 24 hours of starvation, the frequency of nor-
mally degenerating egg chambers in nos>esg is less than control, but not zero as
in nos>Diap1. Diap1 is repressing death at all times, but Esg only represses death
once it receives a starvation signal.
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As the egg chambers mature, non-oocyte germline nuclei are removed by a largely
non-apoptotic process. Overexpression of Diap1, which is highly effective at blocking
midstage death, causes only a few nuclei to fail to die in late oogenesis. Overexpres-
sion of esg causes a greater failure of developmental death, indicating that it affects
non-apoptotic death mechanisms as well. This was an unusual finding, made even
more so because there is little clear link between esg and the prevention of cell death
in Drosophila. Furthermore, most of the genes that are required for developmental
death are required in the stretch follicle cells, and not in the germline, like esg. Esg
could be causing the germline to ignore signals from the stretch follicle cells, or it
could be signaling directly to the SFCs and preventing them from sending pro-death
signals.
The wealth of genetic constructs for Drosophila would make it possible to discover
these pathways by driving esg in the germline and a different gene of interest, selected
from the RNA-seq results in the stretch follicle cells, to look for modifiers. It would
be possible to combine the stretch follicle cell driver PG150, which is on the first
chromosome, with NGT ; nos-Gal4 on the second and third. Then, lines carrying
EY-esg and an overexpression or RNAi knockdown allele with a UASt driver could be
combined, allowing for dual expression of esg in the germline, and a gene of interest
in the follicle cells. draper is required in the SFCs for NC developmental death
(Timmons et al., 2016), so perhaps overexpression of draper could help the SFCs
ignore effects caused by excess esg in the germline. It would also be interesting to
determine if Mabiki normally plays a role in late oogenesis death, or if dysregulation
of Mabiki can modify the nos>esg phenotype.
Overexpression of esg also increased expression of several genes known to be
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involved in neurogenesis and cell fate decisions in neurons. In the brain, neuroblasts
are derived from neuroepithelia, become transit-amplifying precursors that express
Deadpan and Asense, and then give rise to ganglion mother cells, which divide once
to produce neurons and/or glia (Ashraf and Ip, 2001; Apitz and Salecker, 2015).
The newly created neuroblasts required escargot to undergo EMT, and to express
the bHLH transcription factors Asense and Atonal once establishing the transit-
amplifying neuroblasts population (Apitz and Salecker, 2015). Both asense and
atonal were upregulated in the Uniquely Esg-triggered while starving gene set, 3.96-
fold and 6.77-fold respectively compared to ywS, as well as miranda, which encodes
a scaffolding protein necessary for asymmetric division in the neuroblasts (4.51-fold).
It is unclear what effect there might be of promoting genes promoting stemness in
the germline, which gives rise to all other cells in the fly, but it is interesting to see
this pathway recapitulated in a non-neural tissue.
Another interesting feature of the genes identified as uniquely regulated by Esg
in conditioned flies (Figure 4.13) is how many of those genes are upregulated. Much
of the work on how Snail family genes act as transcription factors has focused on
the repressive capacity of Snail (Bothma et al., 2011; Chopra et al., 2012). Newer
work has started to uncover how Snail can act as an activator of gene transcription
(Rembold et al., 2014). After using chromatin immunoprecipitation to find direct
targets of Snail, the authors found similarities in the enhancers for genes that were
activated by Snail, such as novel binding motifs in genes co-bound with Snail and
other transcription factors including Twist, Zelda, and Dorsal. While we cannot
assume that esg has identical capabilities, it is possible that esg shares some of
Snail’s gene activation capacity, and that some of those upregulated genes are direct
targets, rather than the result of escargot derepression of other repressors.
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Table 4.1: RNA-seq samples genotype/treatment matrix
Conditioned Starved 48h
Canton-S CanC CanS
y w/+ ; NGT/+ ; nos-Gal4/+ ywC ywS
NGT/EY-esg ; nos-Gal4/+ esgC esgS
nos-Gal4/UASp-Diap1 DiapC DiapS
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Table 4.2: Diap- and Esg-triggered while starving: 10 most upregulated,
downregulated genes
Upregulated
Gene ywS→esgS
FClog2
ywS→DiapS
FClog2
Summary of related
Gene Ontogeny terms
Tom (Twin of m4) 10.74 9.23 enhancer of split M4
family, Notch signaling
Cpr49Ac
(Cuticular protein 49Ac)
9.08 8.87 structural constituent
of cuticle
Brd (Bearded) 8.85 7.08 cell fate specication,
Notch signaling
E(spl)mgamma-HLH
(Enhancer of split mgamma,
helix-loop-helix)
8.22 6.64 Transcriptional repressor
CG3706 7.70 7.49
Ndg (Nidogen/entactin) 7.48 3.86 calcium ion binding,
cell-matrix adhesion
inaD (inactivation no
afterpotential D)
7.35 7.34 Scaolding protein in
photoreceptors
CG5255 6.89 8.59 serine-type endopeptidase
activity
CG12643 6.58 2.04
MFS3 (Major Facilitator
Superfamily Transporter 3)
6.39 3.25 transmembrane transport
Downregulated
Gene ywS→esgS
FClog2
ywS→DiapS
FClog2
Summary of related
Gene Ontogeny terms
CG16848 -7.50 -4.19 FAD biosynthesis,
oxidation- reduction
process
Vm26Ac (Vitelline
membrane 26Aac)
-6.21 -4.31 structural component of
vitelline membrane
CG13114 -5.67 -2.48 chorion
CG8646 -5.63 -4.72 sulfuric ester hydrolase
activity
Vm32E (Vitelline
membrane 32E)
-5.42 -4.30 structural component of
vitelline membrane
CG14309 -5.14 -3.64 glycosyl bond hydrolase
CG13032 -5.01 -3.27
yellow-g -4.96 -2.64 cuticle pigmentation
Ir7c (Ionotropic receptor 7c) -4.81 -3.87 ligand-gated ion channel
dati (datilografo) -4.61 -2.61 neuronal morphogenesis
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Table 4.3: Uniquely Esg-triggered while starving genes: 10 most
upregulated, downregulated genes
Upregulated
Gene ywS→esgS
FClog2
Summary of known
Gene Ontology terms
otk2 (off-track2) 12.12 Wnt signaling co-receptor
esg (escargot) 11.65 transcriptional repressor
CG32581 11.54 ubiquitin ligase activity
CG13532 11.51 component of extracellular region
CG11697 11.21
GstE10
(Glutathione S transferase E10) *
10.94 glutathione transferase,
detoxification enzyme
CG12851 10.35
E(spl)m4-BFM (Enhancer of split m4,
Bearded family member)
9.28 Notch signaling
Syt4 (Synaptotagmin 4) 9.06 calcium-binding vesicle fusion
regulator
dan (distal antenna) 8.79 transcription factor
Downregulated
Gene ywS→esgS
FClog2
Summary of related
Gene Ontology terms
Rpn12R (Regulatory particle
non-ATPase 12-related)
-10.21 proteasome regulation
CG9458 -8.31 fatty acid elongase activity
beat-Ib (beaten path Ib) -8.24 cell-cell adhesion,
axon guidance
CG9451 -8.06 dephosphorylation
CG13138 -7.66
CG18107 -7.55
Lectin-galC1 (Galactose-specific
C-type lectin)
-7.38 calcium-dependent cell-cell
adhesion, receptor
CG9928 -7.18
CG32640 -7.03 DnaJ co-chaperone,
heat shock protein
CG5687 -7.03 transmembrane transport
An asterisk indicates that this gene is also in the uniquely Esg-triggered while
conditioned set listed in Table 4.5.
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Table 4.4: Genes upregulated during starvation in control but
downregulated in nos>esg when starved
Gene ywS→esgS
average
FClog2
ywC→ywS
average
FClog2
Summary of known
Gene Ontology
terms
GNBP-like3 (GNBP-like 3) -7.25 7.28 defense
Odc1
(Ornithine decarboxylase 1)
-4.90 4.25 putrescine biosynthesis
SPR
(Sex peptide receptor)
-4.39 4.45 mating, G-protein
coupled receptor
Ance-4 (Ance-4) -3.89 2.99 proteolysis
CG9691 -3.56 3.23
CG42369 -3.32 3.39
Tps1 (Trehalose-6-phosphate
synthase 1)
-4.00 2.58 trehalose metabolism
CG15068 -3.65 2.75
IM2
(Immune induced molecule 2)
-3.70 2.62 defense
CG4716 -3.69 2.57
CG10680 -3.39 2.84
Npc2g (Niemann-Pick
type C-2g)
-3.43 2.67 cholesterol transport
CG14762 -3.16 2.75 neuron morphogenesis
CG7443 -2.79 3.05
IM3
(Immune induced molecule 3)
-2.82 2.88 defense
CG8586 -3.17 2.52 proteolysis
Spn43Ab (Serpin 43Ab) -2.81 2.79 serine-type
endopeptidase
CG15067 -2.25 3.30 oxidation-reduction
activity
lectin-28C -3.04 2.39
FASN2 (Fatty acid synthase 2) -3.40 2.01
CG31778 -2.46 2.78
CG13607 -2.24 2.98
frm (farmer) -2.76 2.38 chitin
IM4
(Immune induced molecule 4)
-2.83 2.31 defense
fon (fondue) -3.00 2.04 hemolymph
coagulation
Cyt-b5-r
(Cytochrome b5-related)
-2.33 2.39 lipid metabolism
Hf (Helical Factor) -2.27 2.34 innate immunity
CG18067 -2.04 2.56
CG12708 -2.40 2.13
Hml (Hemolectin) -2.02 2.47 wound healing
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Table 4.5: Uniquely Esg-triggered while conditioned genes: 10 most
upregulated, downregulated genes
Upregulated
Gene ywC→esgC
FClog2
Summary of known
Gene Ontology terms
otk2 (off-track2) * 12.06 Wnt signaling co-receptor
CG32581 * 11.28 ubiquitin ligase activity
esg (escargot) * 11.19 transcriptional repressor
GstE10
(Glutathione S transferase E10) *
10.98 glutathione transferase,
detoxification enzyme
mthl8 (methuselah-like 8) 10.17 G-protein coupled receptor
determination of adult lifespan
CG31683 9.32 lipid metabolism,
O-acetyltransferase activity
CG12851 * 9.21
Syt4 (Synaptotagmin 4) * 8.58 calcium-binding vesicle fusion
regulator
CG9192 8.47
CG18853 7.87 photoreactive DNA repair
Downregulated
Gene ywC→esgC
FClog2
Summary of related
Gene Ontology terms
Rpn12R (Regulatory particle
non-ATPase 12-related) *
-9.05 proteasome assembly
CG11034 -3.83 proteolysis,
serine-type peptidase
rtet (tetracycline resistance) -3.15 tetracycline transporter
CG12038 -3.11 expressed in larval nervous system
CG13982 -3.04
CG32302 -2.76 chitin metabolism and assembly
corolla -2.74 recombination during meiosis I,
synaptonemal complex
Hn (Henna) -2.68 tryptophan phenylalanine
hydroxylase, phagocytosis
obst-A (obstructor-A) -2.61 chitin metabolism and assembly
mt:ND4L (mitochondrial NADH-
ubiquinone oxidoreductase chain 4L)
-2.29 NADH dehydrogenase activity,
respiratory chain complex I
An asterisk indicates that this gene is also in the uniquely Esg-triggered while
starving set listed in Table 4.3.
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Figure 4.1: Normal and disrupted mid-stage and late-stage death
phenotypes
Healthy, normally dying, and abnormally undead egg chambers can be distin-
guished by visible nuclear phenotypes. (A-F) Cartoons of egg chambers, where cell
nuclei are drawn in cyan to represent DAPI-stained DNA. (A) Wild-type mid-stage
egg chamber. (B) Dying mid-stage egg chamber degenerating normally. Nurse cell
nuclei are condensed and fragmented, and germline volume has decreased as FCs en-
gulf. (C) Undead egg chamber, with no sign of NC death, and a reduction or absence
of follicle cells. (D) Mature stage 14 egg chamber, with visible dorsal appendages.
(E) Stage 14 egg chamber with persisting nuclei. (F) Dumpless stage 14 egg cham-
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ber, where NCs retain some cytoplasm and persist. (G-I) Egg chambers stained with
DAPI to show DNA. (G) Dying midstage egg chamber overexpressing full-length dcp-
1 in the germline (NGT/+ ; nos-Gal4/UASp-fl-Dcp-1 ). (H) Undead midstage egg
chamber overexpressing Diap1 in the germline (NGT/+ ; nos-Gal4/UASp-Diap1 ).
(I) Persisting nuclei (arrow) in mature egg chamber overexpressing Diap1 in the
germline (nos-Gal4/UASp-Diap1 ).
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Figure 4.2: Overexpression of esg disrupts apoptosis death in mid-stage
oogenesis and non-apoptotic death in late-stage oogenesis
Images of egg chambers stained with DAPI to show DNA. (A) Control (y w/+
; nos-Gal4 /+) ovariole from fly starved for 24 hours containing dying egg chamber
(arrow). (B) Ovarioles from nos-Gal4 /EY-esg fly starved for 24 hours, showing
undead egg chambers (arrowheads). (C) Mature stage 14 egg chamber from control
(y w/+ ; nos-Gal4 /+). (D) Stage 14 egg chamber from nos-Gal4 /EY-esg showing
persisting nuclei at the anterior tip. Scale bars are 50 µm.
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Figure 4.3: Overexpression of esg in nos>EY-esg verified by RT-qPCR
RT-qPCR using absolute quantification was performed on cDNA from nos>EY-
esg (NGT/EY-esg ; nos-Gal4/+) flies and Canton-S controls. Primers were designed
to amplify intron-spanning regions of escargot and lamin. Quantities of escargot
and lamin cDNA were quantified using seven serially-diluted standards of known
amplicon concentrations. Quantity of DNA was normalized to the Canton-S sample,
set as 1 (dotted line). Bars represent the average of three technical replicates.
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Figure 4.4: Fate of midstage egg chambers of starved flies altered
differently by germline overexpression of Diap1 and esg
Quantification of midstage egg chambers per 100 ovarioles in control genotypes
(Canton-S, y w/+ ; nos-Gal4 /+) and flies overexpressing UASp-Diap1 and EY-esg
in the germline (nanos-Gal4 driver). Adults were provided yeast paste for 48 hours,
then starved of protein (provided apple juice agar food) for 0, 24, or 48 hours. (A)
Quantification of living midstage egg chambers per 100 ovarioles, which controls for
how much tissue survives the staining process. (B) Quantification of degenerating
(normally dying) egg chambers per 100 ovarioles. (C) Quantification of undead egg
chambers per 100 ovarioles. Each data point represents 25-41 flies, and 288-432
ovarioles.
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Figure 4.5: Expression of Diap1 and esg in follicle cells does not cause
undead phenotype
Quantification of midstage egg chambers per 100 ovarioles in control genotype (y
w/+ ; nos-Gal4 /+) and flies overexpressing UASp-Diap1 and EY-esg in the germline
(nanos-Gal4 driver) and follicle cells (GR1-Gal4 driver). Adults were provided yeast
paste for 48 hours, then starved of protein (provided apple juice agar food) for
0, 24, or 48 hours. (A) Quantification of living midstage egg chambers per 100
ovarioles. (B) Quantification of degenerating (normally dying) egg chambers per
100 ovarioles, which controls for how much tissue survives the staining process. (C)
Quantification of undead egg chambers per 100 ovarioles. No data were collected
at the 48h timepoint for GR1-Gal4/UASp-Diap1. Data for nos-driven genotypes
previously shown in Figure 4.4. Each data point represents 10-26 flies, and 296-749
ovarioles.
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Figure 4.6: Germline expression of EY-esg causes failure of late-stage
death
Quantification of the severity of persisting nuclei phenotypes in stage 14 egg
chambers overexpressing UASp-Diap1 or EY-esg and controls. (A) Overexpressing
either UASp-Diap1 or EY-esg causes a more severe persisting nuclei phenotype than
control (y w/+ ; nos-Gal4 /+) flies. Differences in distribution of stage 14 egg cham-
bers in bins was tested by Chi-square: ** p=0.0011, **** p¡0.0001. All groups have
an n of at least 300 stage 14 egg chambers. (B) Expected percentage of persisting
NC nuclei in stage 14 egg chambers, based on binned data.
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Figure 4.7: Dcp-1 is epistatic to esg in mid-stage death
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(A-B) Predicted mechanism of epistasis experiment involving transcription fac-
tors Gal4 and Esg. (A) In nos>esg, Esg transcription factor is free to potentially
repress the endogenous Dcp-1 promoter, preventing production of the caspase Dcp-1.
(B) In nos>esg, Dcp-1, Esg could still potentially repress endogenous Dcp-1, but not
the UASp-fl-Dcp-1 construct, meaning that Dcp-1 will be highly expressed regard-
less of whether or not Esg is present. (C-D) Quantification of midstage egg cham-
bers per 100 ovarioles in control genotype (NGT /CyO ; nos-Gal4 /TM2 ) and flies
overexpressing Dcp-1 (NGT/+ ; nos-Gal4/UASp-fl-Dcp-1, overexpressing EY-esg
(NGT/EY-esg ; nos-Gal4/+), or both (NGT/EY-esg ; nos-Gal4/UASp-fl-Dcp-1 ).
Adults were provided yeast paste for 48 hours, then starved of protein (provided
apple juice agar food) for 0, 24, or 48 hours. (C) NGT/+ ; nos-Gal4/UASp-fl-Dcp-1
ovariole from a fly starved for 24 hours, stained with DAPI to show DNA. (D) Fre-
quency of degenerating egg chambers per 100 ovarioles. (E) Frequency of undead
egg chambers per 100 ovarioles. All timepoints have between 405 and 3103 ovarioles
counted (median = 1491).
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Figure 4.8: No additive effect of Diap1, EY-esg co-overexpression
suggest that they act in the same pathway
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(A-F) Egg chambers from flies overexpressing Diap1 (UASp-Diap1/+ ; NGT/CyO;
nos-Gal4/+), EY-esg (FM6/+ ; NGT/EY-esg ; nos-Gal4/+), or both (UASp-Diap1/+
; NGT/EY-esg ; nos-Gal4/+). (A-C) Ovarioles from flies of the listed genotype
which were conditioned, then starved for 48 hours, fixed and stained with DAPI to
mark DNA. Scale bar is 100 µm. (D-F) Stage 14 egg chambers from flies of the
listed genotype which were conditioned for 48 hours, fixed and stained with DAPI
to mark DNA. Scale bar is 50 µm. (G-H) Quantification of degenerating (G) and
undead (H) egg chambers in genotypes shown in A-C, plus sibling controls (FM6/+ ;
NGT/CyO ; nos-Gal4/+), after 0 hours or 48 hours of starvation. For each genotype
at a timepoint, between 136-395 ovarioles were scored (median = 200), except for
nos>Diap1, EY-esg where 1260 ovarioles were scored. (I) Percentage of stage 14 egg
chambers with persisting nuclei for the same genotypes as in G-H, conditioned for 48
hours. Persisting nuclei were not scored by bin as in Figure 4.6. For each genotype
between 27 and 367 stage 14 egg chambers were scored (median = 127).
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Figure 4.9: Distribution of egg chamber stages is not significantly
different between identically treated RNA-seq samples
In all RNA-seq samples, five flies were set aside for quantification of their egg
chambers by distribution, and the percentages of egg chambers in each of four ranges
(stage 1-6, stage 7-9, stage 10-12, stage 13-14) was averaged. The lack of stage 10-12
egg chambers in samples starved for 48 hours shows how the death signal efficiently
slows production of pre-vitellogenic egg chambers. Two-way ANOVA showed that
there was no significant effect of genotype on the number of egg chambers per bin (p
= 0.556). Sample names are as shown in Table 4.1.
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Figure 4.10: Biological coefficient of variation (BCV) between RNA-seq
samples shows dimensions of variability
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Biological coefficient of variation plots for RNA-seq samples. The two main
sources of variation are aligned on the X and Y axes. (A) Plot showing BCV for all
samples. X-axis appears to show effect of starvation, and Y-axis appears to show ef-
fect of genotype. (B) Plot showing BCV of only conditioned samples. X-axis appears
to show effect of inbred (ywC, DiapC, esgC) versus outbred (CanC) background. (C)
Plot showing BCV of only starved samples.
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Figure 4.11: Multi-factorial design allows for effects unique to the
overexpression of esg or Diap1 to be isolated, illuminating interactions
between pathways
Diagram showing how pathways towards starvation-induced death in midstage
(A) and developmental death in late-stage (B) egg chambers can be sectioned into
targets that are affected by nos>esg and/or nos>Diap1. (A) In starvation-induced
death, incoming starvation death signals result in the activation of caspases include
Dronc, Strica, and Dcp-1, causing the “starvation-triggered” changes (ywC → ywS)
circled in light blue. Overexpression of Diap1 causes gene expression changes, the
“Diap1-triggered during starvation” (ywS → DiapS) group. Overexpression of EY-
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esg causes the “Esg-triggered during starvation” (ywS → esgS) changes in gene
expression. Some of those changes are also seen in the Diap1-triggered group (blue
dashed arrow), and some of them are unique (red dashed anti-arrow). (B) In devel-
opmental death, critical pro-death signals come from the stretch follicle cells (SFCs),
but these could be responding to signals from the nurse cells. Overexpression of EY-
esg in nurse cells causes changes (green dashed anti-arrow) that blocks developmental
death of the nurse cells. Since overexpressing Diap1 causes only minimal inhibition
of developmental death, we removed changes that both Diap1 and EY-esg caused
(ywC → DiapC and ywC → esgC) and focused on those that occurred uniquely in
ywC → esgC.
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Figure 4.12: Identification of genes regulated differently by
overexpression of esg, Diap1 in starved flies
Venn diagram shows genes with at least a four-fold (log2 change = 2-fold) change
in expression in three pairs of samples. ywC → ywS identifies genes whose ex-
pression was changed by starvation (“starvation-triggered”). ywS → DiapS identi-
fies genes whose expression was changed by Diap1 overexpression (“Diap1-triggered
while starving”), and ywS → esgS identifies genes whose expression was changed
by esg overexpression (“Esg-triggered while starving”). By eliminating genes that
would have been triggered by starvation even without Diap1 or esg overexpression,
we isolated genes that were different in DiapS and esgS compared to ywS (“Diap1-
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and Esg-triggered while starving” gene set), or were uniquely different in ywS →
esgS (“uniquely Esg-triggered while starving” gene set).
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Figure 4.13: Identification of genes regulated differently by
overexpression of esg, Diap1 in conditioned flies
Venn diagram shows genes with at least a four-fold (log2 change: 2-fold) change
in expression in two pairs of samples. ywC→ ywC identifies genes whose expression
was changed by starvation (“Diap1-triggered while conditioned”). ywC→ esgC iden-
tifies genes whose expression was changed by esgoverexpression (“Diap1-triggered”),
and ywS → esgS identifies genes whose expression is changed by esg overexpression.
By eliminating genes that would have been triggered by starvation even without
Diap1 overexpression, genes that were uniquely different because of esg overexpres-
sion (“Uniquely Esg-triggered while conditioned” gene set) were identified.
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Figure 4.14: Genes associated with selected GO terms and their
fold-change compared to control in the three isolated gene sets
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Selected results of all differences in expression that were ± 2 (log2) in the listed
comparisons, organized by GO term metacategory attributed to all genes in that
group. For the “Esg, Diap starving” column, the fold change is the average of the
ywS→ esgS and yw→ DiapS comparisons for genes in the “Diap1- and Esg-triggered
while starving” gene set (see Figure 4.12). For the “Esg starving” column, the fold
change is the ywS → esgS comparison for genes in the “Uniquely Esg-triggered
while starving” gene set (see Figure 4.12). For the “Esg cond” column, the fold
change is the ywC → esgC comparison for genes in the “Uniquely Esg-triggered
while conditioned” gene set (see Figure 4.13). A red background indicates that the
gene was expressed more highly in the experimental sample, e.g. for the ywC →
esgC comparison, the esgC sample. A blue background indicates that the gene was
expressed less in the experimental sample. A blank cell indicates that the fold change
was not ± 2 (log2) in the listed comparison.
CHAPTER FIVE: DISCUSSION AND FUTURE DIRECTIONS
The study of the regulation of cell death and stem cell maintenance together can
illuminate not just how cells fail to fulfill their functions by dying, by failing to die
when necessary, or by ignoring signals from their neighbors. Dysregulation of cell
death and of stem cells can both contribute to cancer, autoimmune disorders, and
developmental defects. Understanding how cancer occurs and reoccurs, and how a
distinct population of cancer stem cells could resist death and drive tumor initiation
(O’Brien et al., 2010), requires understanding of both fields.
The fruit fly Drosophila melanogaster is an excellent model organism for the study
of both cell death and stem cells, as it is highly genetically tractable (St Johnston,
2002), and it has many cell death events and stem cells. The ovary provides an
outstanding opportunity to study both of these phenomena. It has stem cells and
daughter cells of both germline and soma. The germline cells, the most essential
stem cells in the body, have unique protections from pro-death signals that would
condemn cells in other tissues. Without proper functioning of the ovary’s stem cells,
a fly would fail at its most basic evolutionary goal, reproduction.
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5.1 Summary of findings: Loss of Snail family genes disrupts stem cell
maintenance in the Drosophila germarium
In this work, I have shown that in contrast to previous reports (Boyle and DiNardo,
1995; Staab et al., 1996; Streit et al., 2002; Le Bras and Van Doren, 2006), escargot
is expressed in the Drosophila ovary. Using the esgNP5130 enhancer trap to drive
expression of G-TRACE showed constant, strong esg expression in the terminal
filament and cap cells (the germline niche), and evidence of past expression in some
but not all follicle stem cells, which was inherited by follicle cells. Other enhancer
traps and reporters also showed esg expression in the ovary (see Appendix A on page
171).
Although we did not find a phenotype for esg loss-of-function in the ovary, the
removal of all Snail family genes (∆SF ) caused rapid loss of the follicle stem cells
from their niche. Overexpression of either esg or wor in the follicle stem cells lacking
SF genes rescued this phenotype, but overexpression of sna did not rescue. The FSC
loss phenotypes could not be rescued by the overexpression of Diap1 or p35 to block
apoptosis, suggesting that the ∆SF mutant FSCs were not dying apoptotically. We
also did not observe mutant FSCs lingering next to non-mutant FCs in the germaria,
suggesting that they were not remaining unproductively in the niche. Together, this
shows that Snail genes are needed for normal function in the ovary (beyond what
was reported by Tseng et al. (2016)), namely to maintain the follicle stem cells in
their niche, and that esg and wor are redundantly capable of rescuing the loss of all
Snail family genes.
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5.1.1 Open questions and future directions
A major question unanswered by this work is: in a wild-type FSC, which is respon-
sible for stem cell maintenance: worniu, or both escargot and worniu? Which one
performs the job normally? Since the esgG66 MARCM clones had a slightly reduced
but not significant change in duration of maintenance (see Figure 3.8A, D on page
99), it is possible that esg contributes slightly to FSC maintenance, and that wor is
responsible for the majority of FSC maintenance. The ∆SF + sna mutant lacked
both esg and wor (see Figure 3.10A, D on page 103), so it would be reasonable to
assume that the difference between esgG66 and ∆SF + sna is due to the lack of wor.
Thus, it could be worniu that is the gene largely responsible for FSC maintenance.
Without wor -null clones, however, it is not possible to know definitively. There does
not appear to be an available wor FRT40A line needed for clone generation, but it
would be possible to make with recombination, as described on page 51.
If wor is responsible for maintaining FSCs in a normal fly, this would also explain
why G-TRACE showed no current expression (RFP) and inconsistent past expression
(GFP) in follicle cells (see Figures 3.2-3.3 on pages 89-91). If all FSCs express esg
to maintain themselves in the niche, then there should be evidence of past esg-Gal4
activity in all follicle cells, which we did not observe. The inconsistent pattern of
the lineage-tracking GFP in follicle cells suggests that some pool of cells in young
larval ovaries express esg-Gal4 for long enough to trigger the Flp-based activation of
GFP. However, this pool is not marking cells that will eventually become FSCs, as
some cells that became designated as follicle stem cells later in development did not
show G-TRACE GFP. Investigation of G-TRACE activity or in-situ hybridization
in younger ovaries could help explain when and why esg is initially activated. We
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did examine some late 2◦ and early 3◦ instar ovaries (data not shown), but their G-
TRACE expression pattern was very similar to the older wandering 3◦ instar ovaries.
Our hypothesis that esg-Gal4 is activated for a process independent of FSC
specification in young larvae agrees with results presented in a poster at the 2016
Drosophila Research Conference by Abigail Fuchsman and Mark Van Doren (abstract
number 108). They found that the transcription factor castor, which is expressed
in FSCs and newly differentiated FC daughters in adults, begins to be expressed
in select somatic cells 9 hours after puparium formation. They believe this to be
the earliest evidence of FSC-specific gene expression marking individual cells being
specified as FSCs. Therefore, esg-Gal4 expression in younger larvae is probably
not related to FSC specification, and is evidence of some other, currently unknown
process.
We also do not know the specific mechanism by which ∆SF FSCs fail to stay
in the niche, and how esg and wor promote FSC maintenance. Some hints may be
found in the results of a forward genetics screen for genes affecting FSC maintenance
(Wang et al., 2012). The authors identified four major categories of proteins among
their hits: actin organization, Mediator-interacting, cell cycle progression and DNA
replication, and mitochondrial proteins. Interestingly, some of their hits could be
rescued by the expression of DE-cadherin, Cyclin E, or E2F and DP1 together –
more than were rescued by overexpression of Diap1 (see Supplementary Table S4 in
Wang et al. (2012)). DE-cadherin may seem unrelated to three cell-cycle regulators,
but previous work from these authors showed that overexpressing DE-cadherin could
rescue the failure to maintain FSCs in a mutant of Cyclin E, which controls the
G1/S transition along with Cdc2. Although Snail is better known for repressing E-
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cadherin (Peinado et al., 2004), fly embryos lacking esg have too little DE-cadherin
to correctly fuse branches of the trachea (Tanaka-Matakatsu et al., 1996), so a lack
of DE-cadherin or other adhesion molecules could be a symptom of the ∆SF defect.
On the other hand, Esg generally prevents endoreplication by blocking entry into an
endocyclic S-phase, and loss of esg can allow endocyclic S-phase entry (Fuse et al.,
1994; Hayashi, 1996). FSCs do not endocycle, and loss of esg alone had a minimal
effect on FSCs, but it is possible the loss of esg and wor derepresses some of the
pro-endocycling signaling that will be turned on in differentiated FCs (Lilly and
Spradling, 1996), and that causes the FSC to be defective. Attempting to rescue
∆SF with DE-cadherin, Cyclin E, or E2F and DP1 could identify whether these
inter-related pathways are involved, but if multiple genes rescue, their effects would
have to be carefully dissected.
5.2 Summary of findings: Overexpression of escargot blocks multiple
types of cell death in the Drosophila ovary by interrupting apoptotic
and non-apoptotic death signaling
In an unbiased overexpression screen for cell death effectors in the Drosophila ovary,
escargot blocked both the apoptotic starvation-induced death of mid-stage egg cham-
bers, and the non-apoptotic, non-autophagic developmental death of nurse cells in
late oogenesis. The esg overexpression phenotype was notable for several reasons: it
affected two different types of cell death in different locations, it phenocopied over-
expression the inhibitor of apoptosis Diap1, it was one of the few cell-autonomous
ways to block death in late oogenesis, and it was caused by a gene that was not
well known for inhibiting death in Drosophila. Through epistasis and co-expression
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analysis, we found that Esg acts upstream of the caspase Dcp-1, and is likely in the
same pathway as Diap-1, at least when it disrupts mid-stage death.
To find downstream targets of esg, we performed RNA-seq on conditioned and
starved flies of two control genotypes, plus nos>Diap1 and nos>esg flies. Although
examination of the frequency of egg chambers at specific stages suggested that the
outbred Canton-S flies were the better control, a coefficient of variation analysis per-
formed on the RNA-seq data showed that the inbred control line (y w/+ ; NGT/+;
nos-Gal4/+) was more similar to nos>Diap1 and nos>esg. Based on our hypothe-
ses about how esg could be affecting starvation-induced and developmental death
(Figure 4.11), we identified genes that changed due to reasons other than escargot
overexpression. By eliminating genes that were expressed differently in starved con-
trols, we created lists of genes that were uniquely changed by the overexpression of
just esg, or esg and Diap1. Similarly, in conditioned flies, we isolated genes that were
uniquely changed by overexpression of esg and not also changed by overexpression of
Diap1. Genes that regulate or make up the Wnt and Notch signaling pathways were
highly upregulated in the uniquely Esg-triggered while starving gene set, suggest-
ing that these pathways are involved in how Esg acts when overexpressed. Another
interesting gene identified was Mabiki, which promotes non-apoptotic death in the
eye. Candidate genes for future investigations can be chosen from this dataset. A
screen done for modifiers of the expression of esg in the eye, which found additional
candidates, is described in Appendix B (page A.2.2).
Overall, this evidence shows that escargot interacts with canonical and less-
understood cell death pathways in multiple systems. Given how esg overexpression
inhibited a non-apoptotic death in late oogenesis, it is possible that a lack of esg (or
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esg and wor) caused non-apoptotic death of the follicle stem cells (see Chapter 3)
that was not blocked by Diap1 or p35. Even though the mechanistic connections be-
tween esg and downstream targets are not certain, the strength of these phenotypes
makes it a worthy target for future studies.
5.2.1 Open questions and future directions
The most important unanswered question here is why does esg overexpression pre-
vent cell death in two different pathways? In starvation-induced death, it acts up-
stream of caspase activation, and not in an additive fashion with Diap1, but that
leaves many other possible mechanisms. There may be an unidentified pro-apoptotic
BH3-only Bcl-2 gene in flies that has not yet been found, equivalent to Puma in
mammals and egl-1 in C. elegans, that is repressed by esg. How nos>esg prevents
late-stage death is even more of a mystery, as it is more effective than the dual in-
hibition of apoptosis and autophagy (Peterson and McCall, 2013), but still works
autonomously.
The RNA-seq experiment was the first one performed in the McCall lab, using
singlicate samples in one sequencer lane. As the per-base price of sequencing falls
and the protocol becomes more accessible, future projects should consider having
duplicate or triplicate samples. While having both Canton-S and y w/+ ; NGT/+
; nos-Gal4/+ samples revealed a lot of differences between these two control back-
grounds, the Canton-S flies overall proved to be more different from any fly with one
NGT ; nos-Gal4 parent, and could perhaps be omitted. Overall, the experiment was
generally successful, and can be a resource for future projects in the lab.
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5.3 RNA-Seq results from nos>esg may shed light on mechanism of
overexpression phenotype and the loss of FSCs in ∆SF
The fact that esg was identified as a cell death effector via an overexpression screen
demonstrates how overexpression can identify mutant phenotypes that might not
be revealed by a loss-of-function screen, as one gene might compensate for the loss
of another. This is perhaps why Wang et al. (2012) did not find escargot in their
screen for genes that affect FSC maintenance – as we also found, loss of esg alone is
insufficient to cause a defect.
Comparing the degree to which escargot and Diap1 were found to be overex-
pressed in the RNA-Seq data suggests that there could be a feed-forward loop caus-
ing more escargot transcription. The increase in Diap1 transcripts between ywC and
DiapC was 4.78-fold (log2), far less than the 11.19-fold change for escargot in the
same comparison. The EY-esg and Diap1 overexpression lines were not constructs
engineered to have the same UAS element and be located in the same genomic site,
as the UAS lines from FlyORF used to rescue ∆SF were, so it is reasonable to sug-
gest that one could express more strongly than the other. However, the magnitude
of the increase in esg overexpression suggests that it could be promoting expression
of some transcription factor which is itself upregulating esg. Performing RT-qPCR
on flies expressing the FlyORF constructs for esg and Diap1 could reveal whether
this differences is simply an artifact of different UAS elements, or if esg appears
to be promoting its own overexpression. This could also explain the delay in the
escargot OE phenotype – there is an additional 0.628-fold increase in esg transcripts
between esgC and esgS. That difference between esg expression levels conditioned
and starved samples could be caused by further upregulation by slow mechanisms,
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such as upregulating other transcription factors which then promote esg transcrip-
tion. It might take 48 hours to accumulate sufficient esg to prevent the normally
dying egg chambers seen after 24 hours of starvation (see Figure 4.4, on page 141).
Furthermore, overexpression of a transcription factor could be causing some novel
effects. An overexpressed transcription factor could bind to more targets than nor-
mal, as sites with greater affinity become saturated, and excess transcription factor
moves to lower affinity targets. It could also then outcompete other transcription
factors at a binding site where previously it would not have been able to. Since SF
genes bind the same E-box DNA sequence as bHLH proteins, it is possible that in
nos>esg, escargot is repressing genes that are normally activated by bHLH proteins,
which could then be expressed more in response. For example, the bHLH genes
asense and atonal were upregulated specifically in esgS compared to ywS. While
this recapitulates the role of esg in the development of neurons (Ashraf and Ip, 2001;
Apitz and Salecker, 2015), it is not immediately clear if esg is causing upregulation
of those bHLH genes. It is possible that they are being upregulated in response
to increased competition at their normal binding sites from Esg. If an outcompeted
transcription factor cannot affect its downstream targets because of competition with
Esg, the gene encoding it could be upregulated by factors activating a gene which
appears to be insufficiently expressed, measured by its effect on target genes. This
could explain some of the increases in gene expression seen in nos>esg, and some of
the many transcription factors that were affected by esg expression.
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5.3.1 Comparison of RNA-Seq data with Wang et al. (2012) screen iden-
tifies potential targets of esg
The authors of Wang et al. (2012) performed an unbiased loss-of-function screen, plus
secondary candidate screens based on those findings, for genes that caused failure
of follicle stem cell maintenance. Since their screen used loss-of-function alleles, a
gene downstream of Esg that was found to be required for FSC maintenance would
presumably be upregulated by in nos>esg compared to controls. However, given
that esg overexpression may be causing dysregulation in a way that is not simply the
opposite of esg loss-of-function, these genes should be considered simply as targets
of overexpressed esg, rather than upregulated targets versus downregulated targets.
Comparing their list of genes required for FSC maintenance with our RNA-Seq data
(at a less stringent standard for fold change of 2-fold, or 1-fold as log2) revealed four
genes of interest: Cyclin E, basket, cutlet, and brunelleschi.
In previous work, those authors found that a hypomorphic allele of Cyclin E
caused a failure of FSC maintenance (Wang and Kalderon, 2009). We found that
when starved, nos>esg flies had a 1.8-fold reduction (log2) in Cyclin E transcripts
compared to ywS controls. Determining whether esgG66 or ∆SF clones have altered
levels of Cyclin E protein via antibody staining would help determine if, for some
reason, both strong overexpression of esg and a loss of esg cause reductions in Cyclin
E. Since Cyclin E is part of the G1/S phase checkpoint, examining proliferation rates
of esgG66 clones could also reveal defects.
basket, which encodes the c-Jun N-terminal kinase in Drosophila, has been studied
by previous members of our lab, but not with FSC maintenance in mind (Etchegaray
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et al., 2012; Timmons et al., 2016). In ywC→esgC it is increased 1.67-fold, and in
ywS→esgS it is increased 2.73-fold. Egg chambers lacking JNK pathway members in
SFCs have persisting nuclei above what is caused by blocking apoptosis (Timmons
et al., 2016), but our data suggest that the ovary (if not the FSCs specifically) have
more JNK signaling. Crossing the puckered-lacZ reporter into a nos>esg background
could determine whether the increase in JNK signaling is in the germline, or if esg
causes a non-autonomous increase in JNK signaling in follicle cells.
Loss of cutlet, which encodes a DNA replication accessory factor, results in slower
growth and increased apoptosis in developing structures in embryos and larvae, par-
ticularly the eye (Jaffe and Jongens, 2001). In comparison to starved controls, starved
nos>esg flies had a 1.8-fold reduction in cutlet, suggesting that cutlet expression
might be elevated in esgG66 and ∆SF clones. This could explain the phenotype
seen when esg is overexpressed in the eye (discussed in Appendix B on page 179),
but does not suggest a mechanism in FSCs. In Wang et al. (2012) cutlet mutants
were rescued by both Cyclin E and E2F/DP1 but not shotgun, underscoring how
the defects in cutlet that lead to FSC loss are cell-cycle based, rather than cell-cell
adherence based.
Lastly, brunelleschi (bru, referred to as CG2478 in Wang et al. (2012)) encodes
a component of the membrane trafficking transport protein particle (TRAPP) II
complex, which is required for contraction of the actin ring driving cleavage furrow
contraction and cytokinesis during spermatogenesis (Giansanti et al., 2004; Robi-
nett et al., 2009). Starved nos>esg ovaries show a 1.05-fold reduction compared
to starved controls. Despite that cell-type specific expression data on Flybase.org
shows moderate expression of bru in the ovary, there does not appear to be any work
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beyond Wang et al. (2012) on its function there. Robinett et al. (2009) generated a
line carrying bru-GFP on the third chromosome (BDSC stock number 66722), capa-
ble of rescuing a bru-null allele, which could be crossed into the ∆SF background to
see if it restores ∆SF as well.
5.4 Conclusion
In this dissertation, I have presented data showing that loss of the Snail family
genes (via the deficiency ∆SF ) causes somatic follicle stem cells in the Drosophila
ovary to be lost. This phenotype can be rescued by overexpression of escargot or
worniu but not snail, suggesting that esg and wor share a redundant function in
follicle stem cells. Because there are not quiescent ∆SF stem cells lingering in the
niche, and because expression of caspase inhibiting genes Diap1 and p35 did not
rescue the ∆SF phenotype, we believe that the ∆SF phenotype is a failure of stem
cell maintenance in the niche. Lineage tracking using esg-Gal4 showed much high
expression of esg in the terminal filament and cap cells of adults, and evidence of
past expression in many but not all of the ovarian somatic cells. Together, this shows
that the Snail genes have a normal function in the Drosophila ovary.
Overexpression of esg in the germline strongly inhibits two programmed cell death
events in the ovary: the starvation-induced death of mid-stage egg chambers, and
the developmentally mandated death of excess nurse cells in late oogenesis. The
starvation-induced death of mid-stage egg chambers is largely apoptotic. In late
oogenesis, developmental death does not rely on caspases or autophagy, but rather
on signals from the surrounding stretch follicle cells, and very few genes have a cell-
autonomous effect on developmental death from within the nurse cells. Germline
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expression of esg phenocopies expression of the caspase inhibitor Diap1, but differs
in that esg-expressing midstage egg chambers must receive a death signal before
they turn undead, and esg blocks developmental death more strongly. This puts esg
in the interesting position of being a gene that blocks death, as its homologs do in
mammals and C. elegans, but where we know little about how it does so. Snail family
proteins in mammals and C. elegans block death by repressing a pro-apoptotic BH3-
only Bcl-2 family protein, but no BH3-only gene has every been found in Drosophila,
so the mechanistic connection is not yet clear. Despite that, we believe that such a
strong phenotype must be indicative of an anti-death function for escargot, even if
it is only active when highly overexpressed.
APPENDIX A: VARIATION AMONG
ESCARGOT ENHANCER TRAPS
The P-element enhancer trap has been an invaluable tool in Drosophila gene dis-
covery and characterization. Native P-elements are transposons, found in wild fruit
flies, which act in germline cells of a developing embryo (Castro and Carareto, 2004).
In an early advance in Drosophila genetic technology, Rubin and Spradling injected
embryos with plasmids carrying a P-element with the sequence of the eye pigment
gene rosy, which integrated successfully onto the genome and was visible in the off-
spring (Rubin and Spradling, 1982). Multiple groups have used this technique to
randomly insert useful sequences via P-elements, including the Escherichia coli lacZ
gene, encoding β-galactosidase (Bellen et al., 1989), and the yeast transcription fac-
tor Gal4 (see page 49 and Figure 2.1A on page 66; Brand and Perrimon (1993)).
This provides a way of identifying genes by their expression pattern. The produc-
tion of such enhancer trap fly lines in large numbers has provided enormous benefit
to Drosophila researchers, and helped establish the fruit fly as a superb vehicle for
reverse genetics (Adams and Sekelsky, 2002).
An important caveat when using enhancer trap Gal4 lines is that although they
are often considered synonymous with true gene expression, the most that can be
concluded from a Gal4 line is that said line expresses in a particular pattern, which
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is not the same as the gene itself being expressed in that pattern. Even synthetic
promoter Gal4 lines, made when a characterized enhancer plus a Gal4 is inserted into
an unrelated location in the genome, can have varying expression depending on their
insertion site. Casas-Tinto´ and colleagues found that the same elav-Gal4 inserted
on the second or the third chromosome produced different expression patterns, and
even in the same animal, the expression pattern varied between left and right wing
disc (Casas-Tinto´ et al., 2017).
A.1 A history of escargot enhancer traps
Many P-element insertions from genetic screens have been found to be inserted at
the 5’ end of esg. Some of these lines carry Gal4, resulting in a great number of
lines which can be called esg-Gal4 (summarized in Table A.1). The earliest reports
using enhancer trap lines found esg expression only in the male germline (Staab
et al., 1996; Streit et al., 2002). Staab and colleagues studied the enhancer-trap
line A507.2M2 (originally generated by Hugo Bellen and colleagues, Bellen et al.
(1989)), which they called mgm1 for male germline marker 1. Further work by
Streit and colleagues mapped the reporter construct to 1258 bp upstream of the
proposed esg transcription start site. This line does have a reported background
mutation which could complicate its use in studying ovary phenotypes. In 1996,
John Roote notified Flybase that A507.2M2 was also mutant for the gene chiffon,
redefining the A507.2M2 insertion line as CyO, P[IArB]A057.2M2, chifA507/ b1 Adh
cn l(2) (FBrf0089995). chiffon hypomorphs insufficiently amplify chorion genes in
the follicle cells, causing thin chorions and female sterility. A pGT1 insertion in
chiffon was reported to drive GFP expression in male germline (Bunt et al., 2012).
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Two “esg-Gal4 ” lines were used in pioneering work on esg by Shigeo Hayashi
(Hayashi et al., 1993; Fuse et al., 1994, 1996). He isolated “P3” from Allen Spradling’s
P-element collection, originally called l(2)5729 (Spradling et al., 1999). Later,
Goto and Hayashi (1999) used esgNP5130, a Gal4 enhancer trap line inserted at 2L:
15,331,772-15,335,772 (Kyoto Stock Center line 104863, Flybase allele FBal0098823).
It was first described in the Gal4 Enhancer Trap Insertion Database (GETDB)
project by the Drosophila Genetic Resource Center at the Kyoto Institute of Technol-
ogy (Hayashi et al., 2002). esgNP5130 went on to gain popularity among researchers
examining gut development, as it expresses strongly in gut stem cells (Micchelli
and Perrimon, 2006). The esg-Gal4 used in the Chapter 3 of this dissertation was
provided by Dr. Norbert Perrimon, who has credited it to the Hayashi laboratory
(Micchelli et al., 2011).
In 1999, Michael Ashburner generated many P-element insertions in the region
near Alcohol dehydrogenase, including P{PZ}05730 in esg (Ashburner et al., 1999).
In 2003, Keisman, Christiansen, and Baker did P-element mediated replacement of
P{PZ}05730 with PGawB to convert it to a Gal4 driver (Keisman et al., 2001).
This generated a line now available on Bloomington as #26816 y w; P{PZ}esg05730
P{GawB}05730B/CyO. D. Leanne Jones uses a “esg-gal4, UAS-GFP” that she says
was a gift from Christiansen and Baker, which is presumably the same line (Loza-Coll
et al., 2014, see supplemental materials).
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A.2 Multiple lines used to identify esg expression produced differing
results
As a first step to understanding whether esg normally has a role in the ovary, we
began to identify whether and where esg is expressed in the ovary. Previous reports
have suggested that esg is not expressed in the ovary (Bellen et al., 1989; Staab
et al., 1996; Streit et al., 2002; Le Bras and Van Doren, 2006; Voog et al., 2014),
which we wanted to verify. To identify potential esg expression, we used three lines
obtained from Norbert Perrimon’s lab for identifying esg expression: enhancer-trap
line esg-Gal4, a combined esg-Gal4 ; UAS-GFP, and an endogenously expressing
GFP insertion, esg-sfGFP. Of these, only esg-Gal4 has no reporter built-in, so we
crossed it to the G-TRACE lineage tracking construct (see page 51). Expression
constructs like these can only show us what they were designed to show; thus their
use has to be interpreted in light of other evidence to determine the true expression
pattern of a gene. After finding the conflicting results produced, we decided to use
esg-Gal4, crossed to a reporter, to explore esg expression. Those results are shown in
Figures 3.2-3.3 on pages 89-91. Expression seen with the other two lines is described
below.
A.2.1 Combined esg-Gal4 ; UAS-GFP has an expression pattern that
cannot be replicated when crossed to UAS-RFP
The first line that we obtained from Norbert Perrimon, esg-Gal4 ; UAS-GFP, com-
bines an esg driver with a UAS-GFP on the third chromosome for convenience. This
line was found to express GFP in the regions 2a-3 of the germarium, including the
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most posterior escort cells, follicle stem cells, and follicle cells surrounding germline
cysts (Figure A.1, GFP in green). However, when this line is crossed to UAS-RFP,
the RFP does not express in the same place, as we expected, but in the terminal fila-
ment, cap cells, and escort cells. There is a small region of overlap around the 2a/2b
border (Figure A.1B, outlined). While this line might make a useful visual marker
for the 2a/2b border, the mechanism behind the conflicting expression pattern needs
further exploration.
A.2.2 esg-sfGFP expresses in escort cells, some germline cysts
As part of an unpublished project, Norbert Perrimon’s lab generated esg-sfGFP.
“Superfolder GFP” or sfGFP is a modified version of GFP which is more resistant to
chemical treatments, and can refold more rapidly if unfolded (Pe´delacq et al., 2006).
In contrast to the Gal4 lines, esg-sfGFP is clearly visible in germline cysts inside
the germarium (but not in germline cysts outside it), as well as in some escort cells
(Figure A.2).
These conflicting esg reporter lines cannot provide an unequivocal answer to
where escargot expresses in the adult ovary. Since the terminal filament and cap
cells were marked by both esg-Gal4 (Figure 3.2B) and by esg-Gal4 ; UAS-GFP/RFP
(Figure A.1), we chose to consider this as the esg expression pattern. Attempts to
identify esg expression by in situ hybridization were not successful.
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Table A.1: Published esg-Gal4 insertion lines described in this work
Name(s) Origin Notes Publication(s)
using this line
A507.2M2,
male germline
marker 1
Hugo Bellen
(Bellen et al., 1989)
Also mutant for
chiffon
(FBrf0089995)
Bunt et al. (2012)
l(2)5729, esgP3 Allen Spradling
(Spradling et al.,
1999)
Named P3 by
Hayashi
Fuse et al. (1994)
esgNP5130,
Kyoto Stock
Center line no.
104863
Shigeo Hayashi
(Goto and Hayashi,
1999; Hayashi
et al., 2002)
Micchelli and
Perrimon (2006),
this work
P{PZ}05730 Michael Ashburner
(Ashburner et al.,
1999)
Keisman et al.
(2001)
P{PZ}esg05730,
P{GawB}05730B
Bruce Baker
(Keisman et al.,
2001)
Made from
P{PZ}05730, given
to D. Leanne Jones
Loza-Coll et al.
(2014), see
supplemental data
for attribution
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Figure A.1: esg-GFP ; UAS-GFP drives GFP and RFP in different cells
Expression pattern of esg-Gal4; UAS-GFP combined line crossed to UAS-RFP.
Expected outcome based on the genotype was for GFP and RFP to completely
colocalized, which was not observed. (A) Z-stack of esg-Gal4 ; UAS-GFP/UAS-
RFP germarium. Each confocal slice is 5 µm apart. (B) Zoom of left panel of (A)
showing extent of GFP and RFP expression, outlined in GFP RFP merge panel.
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Figure A.2: esg-sfGFP expresses in germline cysts and escort cells in
germaria
Confocal Z-stack of a esg-sfGFP germarium. Ovaries were fixed and stained with
DAPI to mark DNA before imaging. Each confocal slice is 2.7 µm apart. In the left
panel, a sfGFP+ escort cell is labeled with an arrow. In the central panel, a sfGFP−
germline cyst in Region 2a (fills half of germarium width) is circled with a yellow
dotted line, and a sfGFP+ germline cyst in Region 2b (fills entire germarium width)
is circled with a white dotted line. esg-sfGFP flies were produced in the lab of Dr.
Norbert Perrimon at Harvard University.
APPENDIX B: SCREEN FOR MODIFIERS OF ESG
OVEREXPRESSION IN THE EYE
The discovery of esg as a potential cell death regulator via an overexpression screen
made us interested in whether a similar screen could be conducted in another tissue,
the eye. The Drosophila eye has always been an extremely popular site for mutant
discovery and performing genetic screens (St Johnston, 2002; Hay and Guo, 2006).
The large eyes are easy to score visually and have a variety of characteristics that
can change, including size, color, and texture. Eyes develop in the larvae as imaginal
discs, and those discs can be examined for phenotypes as well. Within the eye,
photoreceptors develop in clusters called ommatidia in a characteristic pattern, and
many genes critical to development have been found by how they affect the formation
of ommatidia (Simon, 1994; Kumar, 2012).
The overexpression of esg in the eye resulted in a small, glassy, highly pigmented
eye phenotype, as previously shown by Lim and Tomlinson (2006). However, the
eye was not as small as other published mutants, such as flies overexpressing the
IAP antagonist hid in the eye (Xu et al., 2006). Therefore, we had an intermediate
phenotype and a sensitized environment that could be easily exploited for genetic
screens. We first characterized the effect of esg overexpression in the eye. Then,
we undertook a two-part screen to look for modifiers of the eye phenotype: by us-
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ing candidate genes that affect different aspects of cell death and cell division, and
by performing a deficiency screen to look for modifiers of that phenotype. Under-
graduate student Angelica Chan worked with me to characterize the phenotype and
complete these screens.
B.1 Overexpression of esg in the developing eye causes a small, glassy
eye phenotype
Expressing esg in the eye produced a small, glassy eye (Figure B.1). GMR drives
expression (Figure B.1A, in magenta) in the region of the eye disc where cells begin
differentiating into photoreceptors (Kumar, 2012), from the posterior side of the
eye closest to the optic lobe (asterisk) to the morphogenic furrow (arrow). During
larval development the morphogenic furrow, an indentation between undifferentiated
and differentiated cells, marks the site of a wave of differentiation sweeping from
posterior to anterior (Figure B.1B; Greenwood and Struhl (1999)). The effects of
esg overexpression were easily seen in the eye (Figure B.1C-E). Whereas wild-type
Canton-S (Figure B.1C) and control GMR >GFP flies (Figure B.1D) had well-formed
eyes with visible ommatidia, GMR >esg eyes (Figure B.1E) were much smaller and
had a flat glassy surface.
Our initial hypothesis to explain the small eye was that esg promotes cell death in
the eye, unlike in the ovary where it blocks death. Overexpression of reaper, hid, and
grim in the eye causes small, rough eyes (Goyal et al., 2000). Surprisingly, initial
findings suggested that GMR >esg had less cell death in eye imaginal discs than
control (Figure B.2). Control flies showed anti-Dcp-1 staining (Figure B.2A, Dcp-
1 channel) in both the developing photoreceptors (Figure B.2A, Elav channel) and
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in the antennal disc. GMR >esg flies showed reduced anti-Dcp-1 staining (Figure
B.2B).
The published phenotype which most resembles GMR >esg is the Glazed gain-
of-function allele of wingless (wgGla), which also has a small diamond shape, lacks
hairs on the corners of ommatidia, and has a glassy appearance (Brunner et al.,
1999). wgGla can be phenocopied by expressing wg under the control of the sevenless
enhancer (Simon, 1994). GMR >esg also resembles the sparkling-poliert allele of
shaven (Kumar, 2012). Both sevenless and shaven are essential to eye development,
so it is possible that the small size of the GMR >esg eye is due to insufficient growth
or other developmental defects.
B.2 Screening for modifiers of GMR >esg
To perform the modifier screen, we generated flies overexpressing esg in the eye, and
then crossed that homozygous line to candidate modifier genes and deficiencies on
the second chromosome. The overexpression line EP-esg ; GMR-Gal4 (referred to as
GMR >esg), contains the GMR (glass multimeric reporter) driver, commonly used
to express targets in the eye, plus EP-esg, where EP contains a UASt response ele-
ment for Gal4 (see Figure 2.1C on page 66). This line was then crossed to candidate
modifier genes glass (to test for effects caused by the GMR driver), p35 (see page
5), Diap1 yorkie, Cyclin E, Cyclin A, shotgun (encoding E-cadherin), and a consti-
tutively active allele of the mouse glutamate ion channel GluR1A (causes necrotic
cell death when expressed in the eye, Yang et al. (2013)). To find modifiers in an
unbiased fashion, we crossed GMR >esg to each line in the second chromosome de-
ficiency kit: a set of lines where a known section of chromosome is removed from
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each, together removing most of the genes on a chromosome.
B.2.1 p35 and caspar are modifiers of the GMR >esg phenotype
From the candidate screen and the unbiased deficiency screen, one candidate gene and
three deficiencies modified the GMR>esg phenotype (Figure B.3). All other genes in
the candidate screen had no effect, except for GMR>esg, shotgun which was lethal.
None of the lines assayed showed an eye phenotype on their own as a heterozygous
deficiency. Compared to GMR>esg, two lines suppressed the GMR>esg phenotype
(Figure B.3A), resulting in a larger eye: overexpression of p35 (Figure B.3B) and the
deficiency 5330 (Figure B.3C). Since p35 inhibits capsase activity, and overexpression
of p35 in the eye prevents cell death and causes overgrowth (Hay et al., 1994), it is
possible that esg has some pro-apoptotic function in the eye which was prevented
by the expression of p35. It was surprising that p35 was a modifier but not Diap1,
as they both inhibit caspase activation.
The first deficiency found to affect the phenotype was deficiency 5330, which
produced a larger eye (Figure B.3C). This deficiency contains many genes, and the
exact gene causing the phenotype seen in Figure was not determined. The most likely
candidates are echinoid (ed) and friend of echinoid (fred), which encode adherens
junction components that control ommatidial rotation, a step in the maturation of
ommatidia in larvae and pupae (Fetting et al., 2009).
Two deficiencies (Figure B.3D, E) had the same unusual phenotype: a slightly
smaller eye with a mass of darker, thickened material on the surface with a divot
in the center (“coffee bean” phenotype). Unsurprisingly, there was an overlap be-
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tween these two deficiencies. Both contained the gene caspar (casp), which we then
tested as well (Figure B.3F). Caspar (vertebrate homolog: Fas-associating factor 1)
inhibits activation of Relish (an NF-κB family member) by blocking its cleavage
by the effector caspase Dredd (Hay and Guo, 2006; Kim et al., 2006). caspar -null
flies express the antibacterial gene diptericin constitutively, and thus have decreased
susceptibility to bacterial infection (Kim et al., 2006).
Intriguingly, Relish promotes a effector caspase-independent type of cell death
in the eye (Chinchore et al., 2012). In norpA flies, which have a defective copy of
an eye-specific phospholipase C protein, photoreceptors die upon exposure to light.
This death requires Dredd to activate the IκB kinase complex and then activate
Relish. It is not rescued by the expression of p35, which blocks activated caspases.
In our EP-esg/caspc04227 ; GMR-Gal4/+ flies, the reduction in caspar could relieve
repression of Relish, which might then participate in a death event similar to what
happens in the norpA mutants. Chinchore and coauthors showed that overexpression
of the N-terminal domain of Relish by GMR produced a smaller, unpigmented eye,
but it does not appear to have the “coffee bean” mass at the center (compare Figure
5E in Chinchore et al., 2012 with Figure B.1D-F).
184
Figure B.1: Expression of esg in the eye causes small glassy phenotype
(A) RFP reveals expression pattern driven by GMR (UAS-RFP/+, GMR-Gal4 /+)
in the differentiating photoreceptors of the eye from the morphogenic furrow (arrow)
towards the back of the retina, which is closest to the optic lobe (asterisk). (B)
Diagram showing development of the eye disc in third instar larvae. (C) Wild-type
Canton-S eye. (D) Control UAS-GFP/+, GMR-Gal4 /+ eye. (E) EP-esg ; GMR-
Gal4 eye has small, glassy phenotype. Images in B-E produced by Angelica Chan.
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Figure B.2: Caspase activation in developing eye reduced by expression
of esg
Confocal microscopy showing late third instar larval eye and antenna discs in the
same orientation as Figure B.1B. Larval imaginal discs were dissected and stained
for anti-Elav (marking neurons/photoreceptors) and anti-cleaved Dcp-1 (activated
caspase), as well as with DAPI to visualize DNA. (A) GMR-Gal4 eye and antenna
disc. (B) EP-esg ; GMR-Gal4 eye and antenna disc. Images produced by Angelica
Chan.
186
Figure B.3: Modifiers of the GMR>esg small eye phenotype
Results of the screens for modifiers of the EP-esg ; GMR-Gal4 small eye phe-
notype. EP-esg ; GMR-Gal4 flies were crossed to candidate genes (null alleles and
UAS-carrying overexpression constructs) to screen for modifiers. (A) EP-esg ; GMR-
Gal4 eye. Eyes that were not visually distinguishable from this were not considered
to be hits. (B) EP-esg/+ ; GMR-Gal4/UASt-p35 eyes are larger than in (A). (C)
EP-esg/+ ; GMR-Gal4/Df 5330 eyes are slightly larger. (D-F) Flies lacking one
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copy of caspar, whether through deficiencies or the hypomorphic allele caspc04227,
show the “coffee bean” enhanced phenotype. (D) EP-esg /Df 23691 ; GMR-Gal4/+
eye. (E) EP-esg/Df 8915; GMR-Gal4/+ eye. (F) EP-esg/+ ; GMR-Gal4/caspc04227
eye. Images produced by Angelica Chan.
APPENDIX C: SCREEN OF BASIC HELIX-LOOP-HELIX GENES
FOR OVARIAN PHENOTYPES
The Snail family proteins bind to transcriptional targets at the E-box sequence, 5’-
CAGGTG-3’ (see page 21), which is also the binding site for the bHLH transcription
factor superfamily. Competition for target sites has been observed between these
families of transcription factors. In C. elegans, the Snail family protein CES-1 re-
presses the pro-apoptotic BH3-only Bcl-2 gene egl-1 (see page 23). At the E-box in
the regulatory region of egl-1, it has to must compete with two bHLH transcription
factors, HLH-2 and HLH-3 to ensure the survival of the larger NSM daughter cell
(Thellmann et al., 2003). Although a BH3-only Bcl-2 gene has not yet been found
in Drosophila, there are many known bHLH genes.
During his rotation in the McCall lab, Albert Mondragon worked with me to
screen misexpressed alleles of selected bHLH genes, looking for ovarian cell death
irregularities (Table C.1). These alleles were chosen for ease of genetic manipulation
and availability, and were not an attempt to thoroughly screen these genes. One
bHLH gene allele had already been examined during the EY screen, EY-dimmed,
which caused a strong excessive degeneration phenotype (Jeremy Nguyen and Jeanne
Peterson, personal communication). EPgy2 enhancer trap lines and RNAi lines were
crossed to the germline driver NGT; nanos-Gal4. Their offspring, along with some
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flies carrying viable homozygous hypomorphic alleles, were conditioned, then starved
for 48 hours before dissection. Ovaries were fixed and stained with DAPI to mark
DNA.
Of the genotypes screened, only net1 showed an abnormal phenotype, moderately
excessive degeneration (Figure C.1A). The only phenotypes seen among these geno-
types were healthy and degenerating midstage egg chambers, with no undead egg
chambers. An unexpected phenotype came from the allele hairy1 (Figure C.1B, C),
whose egg chambers contained too many nurse cells. While this phenotype was not
quantified, it is possible that there was an extra round of cell division in the early
germline cyst. The nuclei also displayed the “five-blob” phenotype, where polytene
chromosomes remain condensed past stage 6, when they normally disperse (Dej and
Spradling, 1999). To my knowledge, this phenotype of hairy1 has not been described
in the literature.
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Table C.1: bHLH mutant stocks screened
Hypomorphs
hairy1 BDSC 513
Methoprene-tolerant1 BDSC 3472
net1 BDSC 354
taxi1 BDSC 625
EPgy2 conditional expression lines
y w ; P{EPgy2}extra macrochaetaeEY 03802/TM3, Sb1 Ser1 BDSC 20124
y w ; P{EPgy2}MondoEY 00908 6 BDSC 20102
y w ; P{EPgy2}tangoEY 03802/TM3, Sb1 Ser1 BDSC 15914
taxi1 BDSC 625
TRiP RNAi knockdown, Valium22 vector
y sc v; P{y+ v+ TRiP.GL01042}attP2 (tango RNAi) BDSC 38928
6Previously known as Mlx interactor (Mio)
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Figure C.1: bHLH screen shows abnormal phenotypes of net1 and hairy1
(A) Quantification of the percentage of degenerating egg chambers after 48 hours
of starvation in the listed genotypes. All egg chambers that were not degenerating
were healthy. y w/+ ; NGT/+ ; nos-Gal4/+ data taken from Figure 4.4 on page
141. (B) Ovariole from hairy1hypomorphs, starved 48 hours. Egg chambers have too
many nurse cells. (C) Ovariole from hairy1 hypomophs, starved 48 hours. Arrow
points to five-blob (condensed polytene chromosome) phenotype. Data in A and
images in B-C produced by Albert Mondragon.
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