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Résumé
Dans la théorie d’approximation figurent en particulier les problèmes d’approximation de compacts dans
les espaces fonctionnels par des familles analytiques. On y traite le cas des variétés algébriques qui est le
théorème de Vitushkin, auquel on donne une nouvelle démonstration fondée sur la méthode de Warren, avec
précision des constantes. Puis on considère le cas des variétés analytiques dans lequel on établit également
un résultat négatif d’approximation qui dit qu’une famille paramétrée analytiquement par N variables ne
peut pas approcher le compact Λl,s mieux qu’à l’ordre (N logN)−l/s , lorsque N augmente. On termine en
signalant des applications en problème inverse dans la théorie de Sturm–Liouville.
© 2006 Elsevier Inc. Tous droits réservés.
Abstract
In the theory of approximation there are some problems on approximation of compact sets in functional
spaces by analytic families. First, we deal with the case of algebraic varieties, the theorem of Vitushkin, in
which we give a new proof based on the method of Warren, with precision of constants. Next, we consider
the case of analytic varieties which is as well a negative result: we show that an analytic family with N
variables cannot approach the compact Λl,s better than order (N logN)−
l
s as N increases. We finish by
giving some applications in Sturm–Liouville inverse theory.
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On s’intéresse ici à un problème d’approximation de compacts dans certains espaces fonction-
nels par des sous-espaces non linéaires. Cette théorie est liée à l’étude d’entropie d’un compact
dans un espace vectoriel normé, concept défini par Kolmogorov comme étant le logarithme du
nombre minimal de boules de rayon ε pour recouvrir un compact K . Cette notion donne une idée
de la possibilité ou de la difficulté d’approximer un compact par un ensemble donné (cf. [8,11,
17]).
Si K est un compact d’un espace vectoriel normé L et F un sous-ensemble de L, on pose
D(K,F) = sup
y∈K
inf
z∈F ‖y − z‖
qui représente le défaut d’approximation de K par F . Les cas les plus étudiés sont ceux où L
désigne un espace de fonctions continues ou intégrables sur I s , et K = Λl,s désigne la boule
unité des fonctions de classe Cl sur I s , I = [0,1], ou encore la boule unité des restrictions de
fonctions analytiques bornées sur un voisinage de I s dans Cs .
Un des principaux exemples est celui de l’approximation linéaire, c’est-à-dire par des sous-
espaces vectoriels de dimension finie. Si n est un entier  1, on pose
Dn(K) = inf
Fn
D(K,Fn),
où Fn parcourt l’ensemble Ln des sous-espaces vectoriels de dimension n de L. Dn(K) est
appelé n-width du compact K . Dans la suite des travaux de Vitushkin (cf. [17]), Tihomirov
(cf. [16]) établit quelques propriétés générales des n-widths ainsi que des exemples de calcul
avec explicitation de Fn réalisant le minimum (cf. [13]).
On a en particulier, si Λl,s désigne la boule unité de Cl(I s)⊂ C0(I s),
c
n
l
s
Dn(Λl,s)
b
n
l
s
,
ce qui montre entre autres une minoration, donc un résultat négatif d’approximation.
Dans le cadre non linéaire, Vitushkin considère dans [17] le cas suivant : si n et d sont des
entiers  1, soient
Pn,d =
{
P(ζ ) =
∑
|k|d
ak(·)ζ k, ζ = (ζ1, . . . , ζn) ∈ Rn
}
, ak ∈ C0
(
I s
)
,
une variété paramétrée polynomialement avec n variables et de degré d , et
D(K,Pn,d)= sup
y∈K
inf
ζ∈Rn
∥∥y − P(ζ )∥∥.
On pose finalement
Dn,d(K) = inf
P
D(K,Pn,d),
n,d
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polynomialement de degré au plus d . On a comme résultat principal le théorème de Vitushkin
que l’on peut trouver dans [6,11,17,19] :
c
(n logd)
l
s
Dn,d(Λl,s)
b
(n logd)
l
s
,
ce qui est une généralisation du cas linéaire, et montre en particulier qu’augmenter la complexité
par le degré n’apportera pas d’amélioration significative. Vitushkin a montré cette estimation en
utilisant la théorie de variation of sets, sans en expliciter les constantes.
Plus tard, Warren a montré ce résultat dans [18], sans utilisation des variations of sets, en
explicitant les constantes, mais seulement dans des cas particuliers : Λω([0,1]) dans le cas
uniforme (où ω est un module de continuité), et Λα,s , 0 < α  1, dans le cas L1([0,1]s). La
méthode est différente, mais elle utilise comme Vitushkin une estimation du nombre de compo-
santes connexes d’un ensemble algébrique dans Rn, de Oleinik et Petrovskii (cf. [12]). Ce dernier
repose finalement sur le théorème de Bézout : une intersection de n ensembles algébriques
{ζ ∈ Rn, Pj (ζ ) = 0}, où degPj = pj , ne peut avoir plus de ∏nj=1 pj points, les ensembles
de zéros se trouvant en position générique (i.e. les coefficients de ces polynômes étant pris dans
un ouvert de Zariski).
Cela permet à Warren d’obtenir l’estimation suivante, écrite en détail dans [18] : si P1, . . . ,Pm
sont des polynômes sur Rn, de degré  d , alors le nombre de composantes connexes de l’en-
semble
Rn
∖ n⋃
j=1
{
Pj (ζ )= 0
}
ne peut dépasser ( 4edm
n
)n. On en déduit ainsi une estimation du nombre de suites ε =
(ε1, . . . , εm), εj = ±1, prises par la fonction : ζ ∈ Rn → (sgnP1(ζ ), . . . , sgnPm(ζ )). Il en ré-
sulte que si le compact K possède des fonctions qui oscillent suffisamment, il ne pourra pas être
partout bien approximé, ce qui permettra d’obtenir une minoration de Dn,d(K).
Notre premier but est de démontrer le théorème de Vitushkin dans la Section 3, dans le cas
général Λl,s et en explicitant la constante c :
Théorème 1.1. Soit Pn,d l’ensemble des familles polynomiales de C(I s) (respectivement
L1(I s)), i.e. de la forme
Pn,d =
{ ∑
|k|d
akζ
k, ζ = (ζ1, . . . , ζn) ∈ Rn
}
,
où ak ∈ C(I s) (respectivement L1(I s)). On a alors
Dn,d(Λl,s)
Cl,s
(n logd)
l
s
.
On donne en outre un calcul des constantes C∞(l, s) et CL1(l, s).
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tion rationnelle, que l’on peut trouver dans [15,17]. Ici aussi, passer du cas polynomial au cas
rationnel n’améliore pas essentiellement la précision.
En vue d’applications en problème inverse, on généralise l’approximation non linéaire sur une
classe assez naturelle de fonctions analytiques qui est celle des fonctions holomorphes de type
exponentiel, i.e. qui vérifient :
∀z ∈ Cn, ∣∣f (z)∣∣A exp(b‖z‖d1),
où ‖z‖1 = |z1|+· · ·+|zn|. Ce sera l’objet de la Section 2 où on considère un ensemble paramétré
analytiquement par N variables indépendantes, à valeurs dans C(I s) (respectivement L1(I s)),
soit une fonction de la forme
f (x, ζ )= f (x1, . . . , xs, ζ1, . . . , ζN ), x ∈ I s, ζ ∈ RN,
où, pour chaque ζ ∈ CN , f est continue (respectivement intégrable) par rapport à x, et pour
chaque x ∈ I s , f est entière de type exponentiel par rapport à ζ (condition qui se réécrit avec
‖f (·, ζ )‖∞). On doit néanmoins adopter une restriction sur le domaine de définition : la variable
ζ reste dans un compact dont la taille grandit avec N . Le résultat est alors le suivant :
Théorème 1.2. On considère pour N  2,
f (x, ζ )= f (x1, . . . , xs, ζ1, . . . , ζN ), x ∈ I s, ζ ∈ RN,
où f est entière par rapport à ζ ∈ CN et continue (respectivement intégrable) par rapport à
x ∈ I s . On suppose de plus que ∀ζ ∈ CN ,∥∥f (·, ζ )∥∥AeuNvebNt‖ζ‖d1 .
Alors il existe h ∈Λl,s tel que pour tout |ζj | BNr , j = 1, . . . ,N , on a
∥∥h− f (·, ζ )∥∥ C′
(N logN)
l
s
,
où C′ est une constante dépendant de l, s,A,u, v, b, t, d,B, r .
De façon équivalente, si EN désigne la classe de ces familles analytiques (avec constantes
fixées), alors
DN(Λl,s) := inf
f∈EN
sup
h∈Λl,s
inf|ζj |BNr
∥∥h− f (·, ζ )∥∥ C′
(N logN)
l
s
.
Ici aussi, on explicite les constantes C′∞ et C′L1 .
En s’inspirant de la méthode de Warren, une autre approche dans le cadre d’approximation
par des variétés analytiques serait d’estimer le nombre de composantes connexes d’un ensemble
analytique. Le théorème de Descartes, pour le cas algébrique, en est un exemple simple, mais
fondamental. Il dit en effet que, si
P(X)= a0 + a1X + · · · + anXn
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de changements de signes de la suite (a0, . . . , an). Il en résulte qu’un polynôme qui s’écrit avec
k monômes non nuls ne peut avoir plus de k− 1 racines positives (et donc au plus 2k− 1 racines
réelles), et ce quel que soit son degré. Une application de ce théorème donne un résultat négatif
que l’on prouvera également dans cette partie. On constatera alors que le Théorème 1.2 donne
une meilleure minoration, en plus d’être plus général, malgré la restriction nécessaire sur les
paramètres. On voit donc dans un cadre plus général qu’il est possible d’estimer le nombres de
composantes connexes d’un ensemble analytique, non pas par le degré, mais par la complexité
(qui correspond au nombre de monômes non nuls pour le cas d’un polynôme à une variable) :
J.-J. Risler a donné des exemples de calcul de complexité dans [14].
Dans le même esprit, l’utilisation du théorème de Bézout, afin d’estimer le nombre de com-
posantes connexes d’un ensemble algébrique, donne une motivation pour établir des résultats
analogues dans le cadre analytique : A.G. Khovanskii donne en effet dans [7] des estimations
de type Bézout pour des variétés dites de Pfaff. On regroupe ainsi une grande classe de variétés
analytiques qui se comportent de ce point de vue comme des variétés algébriques. De même,
A. Gabrielov donne dans [2] des estimations explicites pour des intersections non isolées de
variétés de Pfaff complexes.
On considère en particulier une classe de fonctions entières de type exponentiel, appelées
quasipolynômes et qui sont de la forme
P
(
ζ1, . . . , ζn, exp〈a1, ζ 〉, . . . , exp〈ak, ζ 〉
)
,
où ζ ∈ Rn, a1, . . . , ak ∈ Rn, 〈aj , ζ 〉 = a1j ζ1 + · · · + anj ζn. On peut obtenir des résultats négatifs
d’approximation de Λl,s par des familles non linéaires qui sont des quasipolynômes à coeffi-
cients dans L (= C(I s) ou L1(I s)), en utilisant la méthode de Warren et en se fondant sur les
estimations de Khovanskii. Si on considère un système
P1 = · · · = Pp = 0
de p équations quasi-polynomiales en ζ , où chaque Pj est de degré mj en les n + k variables
ζ1, . . . , ζn, y1, . . . , yk , avec yk = exp〈ak, ζ 〉, alors le nombre de cellules de la variété de dimen-
sion n− p sera majoré par (cf. [7, p. 91])
2
k(k−1)
2 m1 · · ·mp
(
p∑
j=1
mj + n− p + 1
)n−p[
(n− p + 1)
(
p∑
j=1
mj + n− p + 1
)
− n+ p
]k
,
ce qui donnera une estimation du même type pour le nombre de composantes de l’ensemble
Rn \⋃mj=1{Pj = 0}, et en particulier le résultat suivant que l’on prouvera dans la Section 4 :
Théorème 1.3. Soit Pn,k,d l’ensemble des familles de C(I s) de la forme
Pn,k,d =
{ ∑
cj ζ
j1
1 · · · ζ jnn ejn+1〈a1,ζ 〉 · · · ejn+k〈ak,ζ 〉, ζ ∈ Rn
}
,|j |d
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e〈ai ,ζ 〉 et de degré total d . On a alors
Dn,k,d(Λl,s) := inf
P∈Pn,k,d
sup
h∈Λl,s
inf
ζ∈Rn
∥∥h− P(ζ )∥∥∞  Cl,s
(k2n logn logd)
l
s
.
Ainsi, une famille quasi-polynomiale de C(I s) ne peut pas approcher le compact Λl,s mieux
qu’à l’ordre
1
(k2n logn logd)
l
s
.
Cependant la présence du terme k2 semble brutale, ce qui donne un résultat négatif relativement
faible. En revanche, on n’a ici aucune restriction sur les paramètres ζ1, . . . , ζn ∈ R.
Dans la Section 5 on donne une application du Théorème 1.2 à un problème inverse dans la
théorie de Sturm–Liouville sur la demi-droite R+. On considère l’équation
−d
2y
dx2
−ω2Qy = λy,
où −Q est un potentiel strictement négatif et suffisamment régulier, ω un paramètre grand. On
sait alors que l’opérateur − d2
dx2
− ω2Q admet N(ω) valeurs propres négatives −ξ2j (du même
ordre que ω, cf. [1]) et constantes caractéristiques Cj (définie par le carré de la dérivée en 0 de la
fonction propre associée). Le problème est le suivant : à partir des données ξj et Cj de l’équation,
il s’agit de reconstruire Q sur R+. Dans le cas d’équations de Sturm–Liouville sur la droite R,
Lax et Levermore donnent une formule du type Gelfand–Levitan–Kohn–Jost, qui réalise une
approximation vers le potentiel dans L2(R) (cf. [9]). D’autre part, motivés en particulier par
Lax–Levermore et par des problèmes de séismologie, G. Henkin et N. Novikova ont établi une
formule d’approximation sur la demi-droite R+ avec précision sur la vitesse de convergence : si
Q possède m+ 1 dérivées intégrables, il y a convergence uniforme sur tout intervalle [0,X] à la
vitesse (au moins) 1
ωm
.
La question que l’on se pose alors (cf. [4, p. 22]) est de savoir si on peut améliorer cette
approximation, i.e. montrer s’il existe une autre formule (et si c’est le cas, l’expliciter) qui donne
une convergence plus rapide vers le potentiel donné −ω2Q. Ainsi il y a deux cas auxquels nous
donnons une réponse : le premier avec 2 dérivées intégrables où il est dit qu’une famille de la
forme {(
x →
(
1
ψ
∂ψ
∂x
)
(x, ζ )
)
, ζj =O
(
ωr
)
, ∀j = 1, . . . ,N
}
,
avec N = O(ω), ne peut pas approximer en primitive tout potentiel mieux qu’à l’ordre 1
(ω lnω)3 .
On a en outre un résultat positif d’après [4], qui nous dit que le choix de la fonction de type
Gelfand–Levitan Ψ (x, ζ ) = detWj,k(x, ζ ) définie pour x ∈ R+ et ζ ∈ C2N(ω), par
Wj,k(x, ζ )= 2sh(ζj + ζk)x
ζj + ζk − (1 − δj,k)
2sh(ζj − ζk)x
ζj − ζk − δj,k(2x − exp ζj+N(ω)),
donne une vitesse (au moins) de l’ordre de lnω√ .
ω
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qui réalisent une approximation à l’ordre 1
ωm
. Ainsi une application du Théorème 1.2 et du résul-
tat positif donné dans [4] nous dit qu’on ne peut pas approximer n’importe quel potentiel mieux
qu’à l’ordre 1
(ω lnω)m+1 , avec comme résultat positif une formule d’approximation presque opti-
male à l’ordre 1
ωm
. Ces deux résultats sont prouvés dans [5] : en plus de l’utilisation des résultats
négatifs, on a besoin d’estimer les valeurs propres et constantes caractéristiques d’un opérateur
de Sturm–Liouville.
2. Approximation par variétés analytiques
2.1. Enoncé et preuve du théorème
On considère le compact Λl(I s), I = [0,1], s ∈ N∗, l > 0,
Λl,s =Λl
(
I s
)= {f ∈ Cl(I s), ∀j, 0 j m, ∥∥f (j)∥∥∞  1, ∥∥f (m)∥∥α  1},
où l =m+ α, m ∈ N, 0 < α  1 (m= −[−l] − 1), et
‖f ‖α = sup
x =y
|f (x)− f (y)|
‖x − y‖α ,
où ‖ · ‖ est la norme euclidienne usuelle (Λl(I s) est un compact de (C0(I s),‖ · ‖∞) et de
(L1(I s),‖ · ‖1)).
Avant d’énoncer et de démontrer le théorème de cette section, on a besoin d’introduire la
définition suivante.
Définition. On considère le domaine des paramètres d’approximation tout ensemble compact
ΩN,M de CN × {e z > 0}M de la forme
ΩN,M =
{
(ζ,w) ∈ RN × (R+)M, ∀j N, |ζj | B1(M +N)r1,
∀i M, |wi − ai | (1 − ε)ai
}
,
où pour tout i = 1, . . . ,M , ai  B2(M +N)r2 , avec B1,B2, r1, r2  1 et 0 < ε < 1.
ΩN,M est le produit d’un polydisque (réel) dont la taille grandit avec N +M et d’un autre qui
s’éloigne à l’infini : le choix d’un tel polydisque pour la théorie d’approximation est motivé par
certaines applications (cf. Section 5, Théorème 6).
Théorème 1. On considère, pour N  2 et M  0,
f (x, ζ,w)= f (x1, . . . , xs, ζ1, . . . , ζN ,w1, . . . ,wM), x ∈ I s, ζ ∈ RN, w ∈
(
R+
)M
,
où f est entière par rapport à ζ ∈ CN , holomorphe par rapport à w ∈ {e z > 0}M et conti-
nue (respectivement intégrable) par rapport à x ∈ I s . On suppose de plus que ∀(ζ,w) ∈
CN × {e z > 0}M , ∥∥f (·, ζ,w)∥∥Aeu(N+M)veb(N+M)t (‖ζ‖d1+‖w‖d1 ),
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‖ζ‖1 = |ζ1| + · · · + |ζN | (de même pour ‖w‖1). Considérons d’autre part un domaine des para-
mètres d’approximation ΩN,M .
Alors il existe h ∈Λl,s tel que pour tout (ζ,w) ∈ΩN,M , on a
∥∥h− f (·, ζ,w)∥∥∞  C′∞
((M +N) log[2](M +N))
l
s(
respectivement
∥∥h− f (·, ζ,w)∥∥
L1 
C′
L1
((M +N) log[2](M +N))
l
s
)
,
où C′ est une constante dépendant de l, s,A,u, v, b, t, d,B1,B2, r1, r2, ε (et pas de N,M).
De façon équivalente, si EN,M = EN,M(A,u, v, b, t, d) désigne la classe de ces familles ana-
lytiques, alors
DN,M(Λl,s)= inf
f∈EN,M
sup
h∈Λl,s
inf
(ζ,w)∈ΩN,M
∥∥h− f (·, ζ,w)∥∥ C′
((N +M) log[2](N +M))
l
s
.
On obtient en particulier comme corollaire, pour le cas M = 0, le théorème suivant formulé
dans l’introduction :
Théorème 2. On considère pour N  2,
f (x, ζ )= f (x1, . . . , xs, ζ1, . . . , ζN ), x ∈ I s, ζ ∈ RN,
où f est entière par rapport à ζ ∈ CN et continue (respectivement intégrable) par rapport à
x ∈ I s . On suppose de plus que ∀ζ ∈ CN ,∥∥f (·, ζ )∥∥AeuNvebNt‖ζ‖d1 .
Alors il existe h ∈Λl,s tel que pour tout |ζj | BNr , j = 1, . . . ,N , on a
∥∥h− f (·, ζ )∥∥ C′′
(N logN)
l
s
,
où C′′ est une constante dépendant de l, s,A,u, v, b, t, d,B, r .
De façon équivalente, si EN désigne la classe de ces familles analytiques (avec constantes
fixées), alors
DN(Λl,s)= inf
f∈EN
sup
h∈Λl,s
inf|ζj |BNr
∥∥h− f (·, ζ )∥∥ C′′
(N logN)
l
s
.
Dans la suite, on notera simplement log pour le logarithme binaire log[2] (ln désignera toujours
le logarithme néperien).
Démonstration. On commence par montrer le
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f (x, ζ,w)=
∑
|k|,|l|0
ck,l(x)ζ
k(w − a)l,
où k ∈ NN , l ∈ NM et ζ k = ζ k11 · · · ζ kNN , (w − a)l = (w1 − a1)l1 · · · (wM − aM)lM .
Alors on a : ∀(k, l) ∈ NN+M ,
‖ck,l‖Aeu(N+M)v e
b(2B2)dMd(N+M)dr2+t
al
(
ebd(N +M)d+t
|k|
) |k|
d
,
où ‖ · ‖ désigne la norme uniforme sur C(I s) (respectivement L1(I s)).
Démonstration. On commence par remarquer que, pour tout (k, l), la fonction x → ck,l(x), qui
donne le coefficient de Taylor du monôme ζ k(w − a)l au point (0, a) = (0, . . . ,0, a1, . . . , aM),
est bien définie, que ce soit dans l’espace C(I s) ou L1(I s). En effet, elle est donnée par la
formule de Cauchy qui utilise l’holomorphie de f par rapport à (ζ,w) :
ck,l(x)= 1
(2πi)N+M
∫
|ζj |=R0,|wi−ai |=Ri
f (x, ζ,w)
ζ k+1(w − a)l+1 dζ ∧ dw,
où (k + 1)= (k1 + 1, . . . , kN + 1) (de même pour l + 1).
Pour le cas continu, il s’agit d’une intégrale à paramètre d’une fonction continue par rapport
à x ∈ I s ; tandis que pour le cas L1, c’est le théorème de Fubini appliqué à la fonction f sur
l’ensemble I s × (bD(0,R0))N ×∏Mi=1 bD(ai,Ri), qui permet de définir sur I s (presque partout,
puis en prolongeant par 0) la fonction ck,l , qui sera alors dans L1(I s). On a donc : ∀x ∈ I s ,
‖ck,l‖ 1
(2π)N+M
∫
|ζj |=R0,|wi−ai |=Ri
‖f (·, ζ,w)‖
R
|k|+N
0 R
l1+1
1 · · ·RlM+1M
dζ dw,
soit (puisque c’est vrai pour tout Ri < ai )
‖ck,l‖ 1
(2π)N+M
∫
|ζj |=R0,|wi−ai |=Ri
Aeu(N+M)veb(N+M)t (‖ζ‖d1+(‖a‖1+‖w−a‖1)d )
R
|k|+N
0 R
l1+1
1 · · ·RlM+1M
dζ dw
Aeu(N+M)v e
b(N+M)t (NdRd0 +2d (a1+···+aM)d )
R
|k|
0 a
l
Aeu(N+M)v e
b(2B2)dMd(N+M)dr2+t
al
eb(N+M)d+tRd0
R
|k| .
0
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le membre de droite. On trouve Rmin = ( |k|bd(N+M)d+t )
1
d , ce qui donne
‖ck,l‖Aeu(N+M)v e
b(2B2)dMd(N+M)dr2+t
al
(
ebd(N +M)d+t
|k|
) |k|
d
,
et prouve le lemme. 
Nous pouvons commencer la preuve du théorème. On a : ∀(ζ,w) ∈ΩN,M ,
f (x, ζ,w)=
∑
|k|+|l|0
ck,l(x)ζ
k(w − a)l =
( ∑
|k|K,|l|0
+
∑
|k|>K,|l|0
)
ck,l(x)ζ
k(w − a)l
= fK(x, ζ,w)+RK(x, ζ,w),
où K est un entier > 0. Or d’après le lemme, on a pour tout (ζ,w) ∈ΩN,M :
∥∥RK(·, ζ,w)∥∥Aeu(N+M)veb(2B2)dMd(N+M)dr2+t
×
∑
|k|>K,|l|0
(1 − ε)|l|
(
ebd(N +M)d+t
|k|
) |k|
d ∣∣ζ k∣∣
Aeu(N+M)v e
b(2B2)dMd(N+M)dr2+t
εM
×
∑
n>K
(
ebdBd1 (N +M)d(r1+1)+t
n
) n
d (n+N − 1)!
(N − 1)!n! ,
la dernière inégalité provenant du lemme suivant :
Lemme 2. Pour tous p  1 et n 0,
card
{
k ∈ Np, k1 + · · · + kp = n
}= (n+ p − 1)!
(p − 1)!n! ,
et
card
{
k ∈ Np, k1 + · · · + kp  n
}= (n+ p)!
n!p! .
Démonstration. Pour la première égalité, le membre de gauche est le coefficient en Xn de la
série formelle ∑
k ,...,k 0
X
k1
1 · · ·X
kp
p ,1 p
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p∏
j=1
( ∑
kj0
X
kj
j
)
=
p∏
j=1
1
1 −Xj ,
qui après évalutation donne 1
(1−X)p . On a d’autre part :
1
(1 −X)p =
1
(p − 1)!
dp−1
dXp−1
(
1
1 −X
)
= 1
(p − 1)!
∑
k0
k(k − 1) · · · (k − p + 2)Xk−p+1,
dont le coefficient en Xn correspond à k = n+ p − 1, ce qui donne finalement
(n+ p − 1) · · · (n+ 1)
(p − 1)! ,
et prouve la première égalité.
La seconde s’en déduit par récurrence sur n 0 (c’est la dimension de l’espace des polynômes
de degré au plus n) : c’est immédiat pour n = 0, et si n 1, on a en séparant les |k| n − 1 et
les |k| = n,
card
{
k ∈ Np, k1 + · · · + kp  n
}= Cn−1n+p−1 +Cnn+p−1 = Cnn+p,
ce qui prouve le lemme. 
Par la suite, en utilisant les majorations suivantes(
n
e
)n√
2πn n!
(
n
e
)n
2πn,
on a, pour tout nN ,
(n+N − 1)!
n!(N − 1)! 
(
n+N − 1
n
)n(
n+N − 1
N − 1
)N−1
n+N − 1√
n(N − 1)
 eN−1
(
2n
N − 1
)N−1
2
(
n
N − 1
) 1
2

(
2en
N − 1
)N
.
On en déduit, à condition de prendre K N ,
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εM
×
∑
nK+1
(
ebdBd1 (N +M)d(r1+1)+t
n
) n
d
(
2en
N − 1
)N
Aeu(N+M)v e
b(2B2)dMd(N+M)dr2+t
εM
∑
nK+1
(
ebd24edBd1 (N +M)d(r1+1)+t
n
) n
d
,
puisque
(
2en
N − 1
) dN
n =
((
2en
N − 1
) 1
2en
N−1
) 2edN
N−1
 2
2edN
N−1  24ed .
On en déduit le
Lemme 3. Pour tout
K  ebdu2(4e+2)dBd1
(
1 + l
s
)2(
log
4A
C(1 − √1 − ε)
)(
1 + 1
log 11−ε
)2
(N +M)d(r1+1)+t+v
+ 2b(2B2)d
(
log
e
ε
)(
1 + 1
log 11−ε
)2
Md(N +M)dr2+t ,
où C est une constante  1, on a
∥∥RK(·, ζ,w)∥∥ C
4((N +M) log(K +K2)) ls
.
Démonstration. L’hypothèse entraîne qu’on a en particulier
K  ebdu2(4e+2)dBd1
(
1 + l
s
)2(
log
4A
C
)
(N +M)d(r1+1)+t+v
+ b(2B2)d
(
log
e
ε
)
Md(N +M)dr2+t .
On remarque d’abord que puisque
nK  ebd2(4e+2)dBd1 (N +M)d(r1+1)+t (N)
(les autres termes étant positifs ou  1), alors
(
ebd(24eB1)d(N +M)d(r1+1)+t ) 1d  1 ,n 4
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∥∥RK(·, ζ,w)∥∥ Aeu(N+M)v+b(2B2)dMd(N+M)dr2+t
εM4K
.
On a ensuite K  ( l
s
)2, ce qui donne
2K − l
s
log
(
log
(
K +K2))= 2K(1 − l
2s
log(log(K +K2))
K
)
 2K
(
1 − l
2s
1√
K
)
K,
la première inégalité provenant du fait que, pour tout x  6, log(log(x + x2))√x.
Il s’agit donc de montrer que
Aeu(N+M)v+b(2B2)dMd(N+M)dr2+t
εM4K
 C
4((N +M) log(K +K2)) ls
,
soit
2K − l
s
log log
(
K +K2)K
 log 4A
C
+M log 1
ε
+ l
s
log(N +M)
+ (log e)(u(N +M)v + b(2B2)dMd(N +M)dr2+t).
Or,
4u
(
1 + l
s
)2(
log
4A
C
)
(N +M)d(r1+1)+t+v
 4
(
1 + l
s
)(
log
4A
C
)
u(N +M)v
 2
(
log
4A
C
+ l
s
+ 1
)
u(N +M)v
 log 4A
C
+ l
s
log(N +M)+ (log e)u(N +M)v,
puisque logx
x
 1 (et tous les autres termes sont positifs ou  1). On a de même
b(2B2)d
(
log
e
ε
)
Md(N +M)dr2+1 = b(2B2)d
(
log
1
ε
+ log e
)
Md(N +M)dr2+1
M log 1
ε
+ b(log e)(2B2)dMd(N +M)dr2+t ,
ce qui prouve le lemme. 
On a d’autre part
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∑
|k|K,|l|0
ck,l(x)ζ
k(w − a)l
=
( ∑
|k|K,|l|L
+
∑
|k|K,|l|>L
)
ck,l(x)ζ
k(w − a)l
= PK,L(x, ζ,w)+RK,L(x, ζ,w),
et
∥∥RK,L(·, ζ,w)∥∥Aeu(N+M)veb(2B2)dMd(N+M)dr2+t
×
∑
|k|K
(
ebdBd1 (N +M)d(r1+1)+t
|k|
) |k|
d ∑
|l|>L
(1 − ε)|l|.
Or d’après le Lemme 2,
∑
|k|K
(
ebdBd1 (N +M)d(r1+1)+t
|k|
) |k|
d

(
ebdBd1 (N +M)d(r1+1)+t
)K
d
(N +K)!
N !K!
 (ebd)Kd BK1 (N +M)(r1+1+
t
d
)K(N + 1)K

(
2ebdB1(N +M)r1+t+2
)K
.
De même,
∑
|l|>L
(1 − ε)|l| =
∑
n>L
(1 − ε)n (n+M − 1)!
(M − 1)!n!

∑
n>L
(1 − ε)n(n+ 1)M,
et pour tout nLmax{20, ( 2M
log 11−ε
)2},
1
2
log(1 − ε)+ M
n
log(n+ 1)= −1
2
log
1
1 − ε +
M√
n
log(n+ 1)√
n
−1
2
log
1
1 − ε +
M√
n
 0,
donc
∑
(1 − ε)|l| 
∑(√
1 − ε )n = (1 − ε)L2
1 − √1 − ε ,|l|>L n>L
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∥∥RK,L(·, ζ,w)∥∥ Aeu(N+M)v+b(2B2)dMd(N+M)dr2+t (2ebdB1(N +M)r1+t+2)K1 − √1 − ε (1 − ε)L2 .
On montre alors le
Lemme 4. On a de même pour L=K2,
∥∥RK,L(·, ζ,w)∥∥= ∥∥RK,K2(·, ζ,w)∥∥ C
4((N +M) log(K +K2)) ls
.
Démonstration. On commence par remarquer que, puisque K  16, on a logK 
√
K et
L 20, et comme K  2ebdB1(N +M)r1+t+2, alors
K log
(
2ebdB1(N +M)r1+t+2
)
K 32 .
D’autre part, comme log log(K +K2)K , on a
K2
2
log
1
1 − ε −K log
(
2ebdB1(N +M)r1+t+2
)− l
s
log log
(
K +K2)
K2
(
1
2
log
1
1 − ε −
(
1 + l
s
)
1√
K
)
 K
2
4
log
1
1 − ε ,
à condition que K  (4(1 + l
s
)/ log 11−ε )
2
, ce qui est vrai par hypothèse sur K (cf. Lemme 3).
Pour prouver le lemme, il suffit donc de vérifier que
K2
4
log
1
1 − ε  log
4A
C(1 − √1 − ε) +
l
s
log(N +M)
+ (log e)(u(N +M)v + b(2B2)dMd(N +M)dr2+t),
soit, puisque K2 K et log(N +M) (N +M)v ,
K  4
log 11−ε
[
log
4A
C(1 − √1 − ε) + u(log e)
(
1 + l
s
)
(N +M)v
+ b(log e)(2B2)dMd(N +M)dr2+t
]
,
ce qui est encore vrai par hypothèse sur K . 
On obtient ainsi grâce aux lemmes précédents, pour tout (ζ,w) ∈ΩN,M ,
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|k|K,|l|K2
ck,l(·)ζ k(w − a)l
∥∥∥∥ ∥∥RK(·, ζ,w)∥∥+ ∥∥RK,K2(·, ζ,w)∥∥
 C
2((N +M) log(K +K2)) ls
.
Or la fonction
PK(·, ζ,w) := PK,K2(·, ζ,w)=
∑
|k|K,|l|K2
ck,l(·)ζ k(w − a)l
est un polynôme en (ζ,w) à coefficients dans l’espace C(I s) (respectivement L1(I s)), à N +M
variables et de degré au plus K +K2. D’après le théorème de Vitushkin (dont on redonnera une
preuve dans la Section 3), il existe h ∈Λl,s , tel que, ∀(ζ,w) ∈ RN+M,
∥∥h− PK(·, ζ,w)∥∥ C
((N +M) log(K +K2)) ls
,
où C = C(l, s) est une constante variant selon le cas continu ou intégrable. Il en résulte que, pour
tout (ζ,w) ∈ΩN,M ,
∥∥h− f (·, ζ,w)∥∥ C
2((N +M) log(K +K2)) ls
.
Pour terminer la preuve du théorème, il reste à obtenir
C′
((N +M) log(N +M)) ls
.
Pour cela, on choisit le plus petit entier K possible, soit
K  1 + ebdu2(4e+2)dBd1
(
1 + l
s
)2(
log
4A
C(1 − √1 − ε)
)
×
(
1 + 1
log 11−ε
)2
(N +M)d(r1+1)+t+v
+ 2b(2B2)d
(
log
e
ε
)(
1 + 1
log 11−ε
)2
Md(N +M)dr2+t
 2ebdu2(4e+2)d (B1B2)d
(
log
e
ε
)(
1 + l
s
)2(
log
4A
C(1 − √1 − ε)
)
×
(
1 + 1
log 11−ε
)2
(N +M)d(r1+r2+1)+t+v
donc (puisque K +K2  (2K)2)
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(
K +K2) 2(d(r1 + r2 + 1)+ t + v) log(N +M)
+ 2 log
[
4ebdu2(4e+2)dBd1 B
d
2
(
log
e
ε
)(
1 + l
s
)2
×
(
log
4A
C(1 − √1 − ε)
)(
1 + 1
log 11−ε
)2]
 2
(
d(r1 + r2 + 1)+ t + v
)
log(N +M)
× log
[
4ebdu2(4e+2)dBd1 B
d
2
(
log
e
ε
)(
1 + l
s
)2
×
(
log
4A
C(1 − √1 − ε)
)(
1 + 1
log 11−ε
)2]
,
car les deux termes de la somme sont  2, ce qui donne finalement : ∀(ζ,w) ∈ΩN,M ,
∥∥h− f (·, ζ,w)∥∥ C′
((N +M) log(N +M)) ls
,
avec
C′ = C
2[2(d(r1 + r2 + 1)+ t + v)] ls
× 1
[log(4ebdu2(4e+2)dBd1 Bd2 (log eε )(1 + ls )2(log 4AC(1−√1−ε) )(1 + 1log 11−ε )
2)] ls
,
ce qui achève la preuve du théorème. 
Remarque 1. La fonction h qui intervient pour obtenir la minoration dans le cas analytique,
est la même que dans le cas polynomial. On peut en particulier dans le cas s = 1 la prendre
identiquement nulle sur un sous-intervalle (par exemple [0, 120 ]) et supposer qu’elle vérifie (cf.
Corollaire 4, Section 3) :
(∗)
⎧⎪⎪⎨⎪⎪⎩
C∞(l,1)
((N+M) log(K+K2))l  |h(x)| = ‖h‖∞  2
lC∞(l,1)
((N+M) log(K+K2))l ,
h(x)PK(x, ζ,w) 0,
‖R˜K(·, ζ,w)‖∞  C∞(l,1)2((N+M) log(K+K2))l
(où R˜K(·, ζ,w) := RK(·, ζ,w)+RK,K2(·, ζ,w)).
D’autre part, comme on le constatera dans la partie suivante, la constante C ne dépend que
de l et s, ainsi C′ va dépendre de l, s,A,u, v, b, t, d,B1,B2, r1, r2, ε. On verra en particulier des
exemples d’estimation de C, et donc de calcul explicite de C′ (cf. Corollaire 3).
On obtient en particulier comme corollaire de la preuve le calcul des constantes dans le cas
de N paramètres :
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C′′ = 3C
4[(d(r + 1)+ v + t) log(2ebud2(4e+2)dBd(1 + l
s
)2 log 4A
C
)] ls
.
Démonstration. On commence par remarquer, en reprenant la preuve, que le développement de
f se réduit à f (·, ζ )= PK(·, ζ )+RK(·, ζ ), où PK est un polynôme à N variables et de degré au
plus K , tandis que pour tout |ζj | BNr ,
∥∥RK(·, ζ )∥∥ C
4(N logK)
l
s
,
où (en prenant M = 0 et ε → 1)
K  1 + ebdu2(4e+2)dBd
(
1 + l
s
)2(
log
4A
C
)
Nd(r+1)+t+v,
ce qui donne
logK 
(
d(r + 1)+ v + t) logN + log[2ebdu2(4e+2)dBd(1 + l
s
)2
log
4A
C
]
,
et achève le calcul de la constante. 
Remarque 2. Ici aussi, la fonction h provient du cas polynomial. On verra dans la section
suivante qu’on peut ici aussi la supposer identiquement nulle sur un sous-intervalle (cf. Co-
rollaire 4).
3. Théorème de Vitushkin par la méthode de Warren
3.1. Enoncé et quelques rappels
On se propose dans cette partie de retrouver le résultat suivant :
Théorème 3. Soit Λl,s ⊂ C(I s) (respectivement L1(I s)), l > 0, et soit
Pn,d =
{ ∑
|k|d
ck(x)ζ
k, ζ = (ζ1, . . . , ζn) ∈ Rn
}
,
où n 1, d  2 sont des entiers, et ck ∈ C(I s) (respectivement L1(I s)).
Alors il existe h ∈Λl,s tel que, pour tout ζ ∈ Rn,∥∥h− P(ζ )∥∥ C(l, s)
(n logd)
l
s
,
où ‖ · ‖ désigne la norme uniforme ‖ · ‖∞ (respectivement ‖ · ‖L1 ), C(l, s) = C∞(l, s) (respecti-
vement CL1(l, s)).
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L1(I s)) paramétrées avec n variables, polynomialement de degré (au plus) d , on a
Dn,d(Λl,s) := inf
P∈Pn,d
sup
h∈Λl,s
inf
ζ∈Rn
∥∥h− P(ζ )∥∥ C(l, s)
(n logd)
l
s
.
On a en outre le calcul des constantes :
C∞(l, s) = 1√
s2l+18 ls ([l] + 1)[l]+1(4(1 + e))s([l]+1)
,
et
CL1(l, s)=
(([l] + 1)!)2s
5
√
s2l+218 ls ([l] + 1)[l]+1((2[l] + 3)!)s(1 + e)s([l]+1)
.
La preuve de ce théorème utilise la même méthode que Warren dans [18]. Elle se fonde es-
sentiellement sur une estimation du nombre de composantes connexes d’un ensemble algébrique
de Rn. Plus précisément, on a :
Proposition 1. Soient p1, . . . , pq des polynômes réels à n variables de degré au plus d . Alors le
nombre de composantes connexes de l’ensemble
Rn
∖ q⋃
j=1
{
ζ ∈ Rn, pj (ζ )= 0
}
est fini, et est majoré par ( 4edq
n
)n.
L’idée est d’estimer le nombre de suites de ±1 atteintes par la fonction
ζ ∈ Rn → (sgnp1(ζ ), . . . , sgnpq(ζ ))
(en convenant que sgn 0 = 0), puisque la restriction de chaque pj sur chaque composante
connexe de Rn \⋃qj=1{ζ ∈ Rn, pj (ζ ) = 0} donne une fonction continue qui ne s’annule pas,
donc de signe constant. La démonstration du Théorème 3 repose alors sur le :
Corollaire 2. Si q  8n logd , alors il existe une suite ε = (ε1, . . . , εq), où εj = ±1, qui n’est
jamais atteinte par sgnP(ζ )= (sgnp1(ζ ), . . . , sgnpq(ζ )), ζ ∈ Rn.
De même, si q  18n logd , il existe une suite ε qui diffère de plus de q10 places de toute suite
sgnP(ζ ), ζ ∈ Rn.
Ces deux énoncés sont prouvées par H. Warren dans [18]. Il utilise les résultats de Oleinik et
Petrovskii sur l’estimation du nombre de composantes connexes d’un ensemble algébrique, qui
proviennent finalement du théorème de Bézout (cf. [12]).
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Avant de donner la preuve du théorème, on doit montrer la proposition suivante (qui est une
reformulation du calcul de la capacité de Λl,s ).
Proposition 2. Soient r un entier  1, q = rs , et ε = (ε1, . . . , εq) une suite de ±1. On définit
sur I s la fonction fε de la façon suivante : on considère le pavage (moyennant les bords) de
I s en les q = rs cubes Ki , i = 1, . . . , q . Si x ∈ Ki =∏sj=1[ti,j , ti,j + 1r ], alors x = ti + y, où
ti = (ti,1, . . . , ti,s), y ∈ [0, 1r ]s , et on pose
fε(x)= εi gl,s(ry)2rlMl,s ,
où gl,s est définie sur I s par
gl,s(x)=
s∏
j=1
(
xj (1 − xj )
)[l]+1
,
[l] étant la partie entière de l, et
Ml,s = √s(1 + e)s([l]+1)
([l] + 1)[l]+1.
Alors fε est bien définie et est un élément de Λl,s .
On commence par prouver le
Lemme 5. Soit la fonction définie sur [0,1] par
t → t [l]+1(1 − t)[l]+1.
Alors ∀k, 0 k  [l] + 1,∥∥∥∥ dkdtk (t [l]+1(1 − t)[l]+1)
∥∥∥∥∞  (1 + e)[l]+1([l] + 1)k.
Démonstration. ∀k, 0 k  [l] + 1, ∀t ∈ [0,1],
t [l]+1(1 − t)[l]+1 =
[l]+1∑
j=0
C
j
[l]+1(−1)j t [l]+j+1,
donc ∣∣∣∣ dkdtk (t [l]+1(1 − t)[l]+1)
∣∣∣∣ [l]+1∑
j=0
C
j
[l]+1
([l] + j + 1) · · · ([l] + j − k + 2)t [l]+j+1−k.
Or,
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)k

([l] + 1)k exp jk[l] + 1 ,
ce qui donne
∣∣∣∣ dkdtk (t [l]+1(1 − t)[l]+1)
∣∣∣∣ ([l] + 1)k [l]+1∑
j=0
C
j
[l]+1
(
e
k
[l]+1
)j
= ([l] + 1)k(1 + e k[l]+1 )[l]+1,
et prouve l’assertion. 
On en déduit le :
Lemme 6. Soit
gl,s(x)=
s∏
j=1
(
xj (1 − xj )
)[l]+1
,
alors gl,s
Ml,s
∈Λl,s .
Démonstration. On voit d’abord que gl,s ∈ C[l]+1(I s) ⊂ Cm(I s), en tant que polynôme (où
l =m+ α).
Il s’agit de montrer que, ∀k = (k1, . . . , ks), 0 |k| = k1 + · · · + ks m,∥∥∥∥∂ |k|gl,s∂xk
∥∥∥∥∞ =
∥∥∥∥ ∂ |k|gl,s
∂x
k1
1 · · · ∂xkss
∥∥∥∥∞ Ml,s,
et ∀k, |k| =m, ∥∥∥∥∂mgl,s∂xk
∥∥∥∥
α
Ml,s .
Pour la première estimation, prenons même k, |k| = k1 + · · · + ks  [l] + 1, et soit x =
(x1, . . . , xs) ∈ I s :
∂ |k|gl,s
∂xk
(x)=
s∏
j=1
∂kj
∂x
kj
j
(
x
[l]+1
j (1 − xj )[l]+1
)
=
s∏
j=1
(
dkj
dtkj
t [l]+1(1 − t)[l]+1
)
(xj ),
ce qui donne, par le lemme précédent puisque 0 kj  [l] + 1,
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∥∥∥∥∞ 
s∏
j=1
(1 + e)[l]+1([l] + 1)kj
= (1 + e)s([l]+1)([l] + 1)|k|
Ml,s .
Si l n’est pas entier, cela prouve l’estimation. Si l est entier, on a montré un peu plus puisque
[l] =m+ 1 : si |k| =m+ 1,
gl,s ∈ Cm+1
(
I s
)
et
∥∥∥∥ 1Ml,s ∂
m+1gl,s
∂xk
∥∥∥∥∞  1.
Pour la seconde majoration, on a par les accroissements finis et Cauchy–Schwarz :
∀k, |k| =m, ∀x, y ∈ I s,∣∣∣∣∂mgl,s∂xk (x)− ∂mgl,s∂xk (y)
∣∣∣∣ ∥∥∥∥−→∇ ∂mgl,s∂xk
∥∥∥∥‖x − y‖,
soit puisque ‖x − y‖ ‖x − y‖α ,
∥∥∥∥∂mgl,s∂xk
∥∥∥∥
α

(
s∑
j=1
∥∥∥∥ ∂∂xj
(
∂mgl,s
∂xk
)∥∥∥∥2∞
) 1
2
.
Puisque m+ 1 [l] + 1, on obtient d’après la première estimation,
∥∥∥∥∂mgl,s∂xk
∥∥∥∥
α

(
s∑
j=1
(
(1 + e)s([l]+1)([l] + 1)[l]+1)2) 12
= √s(1 + e)s([l]+1)([l] + 1)[l]+1,
ce qui prouve le lemme. 
On peut donc prouver la Proposition 2.
Démonstration. fε est effectivement bien définie sur I s car elle s’annule sur les bords des Ki .
D’autre part, gl,s ∈ C[l](I s) et toutes ses dérivées partielles jusqu’à [l] (qui sont continues sur
I s ) s’annulent sur le bord de I s , ce qui montre que fε construite par recollements est également
dans C[l](I s)⊂ Cm(I s).
On vérifie ensuite que la fonction définie sur [0, 1
r
]s par
x → 1
l
gl,s(rx)
,r Ml,s
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∂k1+···+ks
∂x
k1
1 · · · ∂xkss
(
gl,s(rx1, . . . , rxs)
)= rk1+···+ks(∂ |k|gl,s
∂xk
)
(rx),
et donc
1
rl
∣∣∣∣ ∂ |k|∂xk (gl,s(rx))
∣∣∣∣ Ml,srl−|k| Ml,s .
De même, si x = y, |k| =m, alors rx, ry ∈ I s , et :
1
‖x − y‖α
∣∣∣∣ ∂m∂xk (gl,s(rx))− ∂m∂xk (gl,s(ry))
∣∣∣∣= rα‖rx − ry‖α rm
∣∣∣∣(∂mgl,s∂xk
)
(rx)−
(
∂mgl,s
∂xk
)
(ry)
∣∣∣∣
 rlMl,s .
Il en résulte que fε a toutes ses dérivées d’ordrem bornées par 1 en norme uniforme sur I s ,
car ∀Ki , ∀|k|m, ∥∥∥∥∂ |k|fε∂xk
∣∣∣∣
Ki
∥∥∥∥∞ = 12Ml,s
∥∥∥∥∂ |k|gl,s∂xk
∥∥∥∥∞  12  1.
Reste à s’assurer que, ∀|k| =m, ∥∥∥∥∂mfε∂xk
∥∥∥∥
α
 1.
C’est immédiat si x et y sont dans le même cube Ki , et c’est même majoré par 12 . Sinon, on a
x ∈ Kix , y ∈ Kiy , avec ix = iy . Le segment [x, y] va donc respectivement couper les bords de
Kix et Kiy en zx et zy (si x est sur le bord de Kix , on prend zx = x ; sinon, l’élément zx est
bien défini ; de même pour y), ce qui donne, puisque ∂mfε
∂xk
(zx) = ∂mfε∂xk (zy) = 0, et ‖x − zx‖,‖y − zy‖ ‖x − y‖,
| ∂mfε
∂xk
(x)|
‖x − y‖α 
| ∂mfε
∂xk
(x)− ∂mfε
∂xk
(zx)|
‖x − zx‖α 
1
2
,
dans le cas où x = zx . Sinon, x est sur le bord de Kix , donc ∂
mfε
∂xk
(x) = 0, et la majoration est
triviale.
De même,
| ∂mfε
∂xk
(x)|
‖x − y‖α 
1
2
,
donc
| ∂mfε
∂xk
(x)− ∂mfε
∂xk
(y)|
α

| ∂mfε
∂xk
(x)|
α
+ |
∂mfε
∂xk
(y)|
α
 1,‖x − y‖ ‖x − y‖ ‖x − y‖
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Remarque 3. Comme on l’a vu auparavant, pour l entier  1, gl,s et fε sont toujours dans l’es-
pace Cl(I s) usuel : gl,s comme restriction d’un polynôme, et fε puisque ses dérivées partielles
sont continues sur chacun des Ki et qu’elles s’annulent sur les bords des Ki . En particulier,
fε ∈ Λl,s , car par définition, m = l − 1, α = 1, et fε admet des dérivées partielles continues
d’ordre l − 1, qui sont lipschitziennes. Ainsi, le Théorème 3 pourra également se formuler avec
le sous-ensemble Λl,s ∩Cl(I s).
3.3. Preuve du théorème de Vitushkin et quelques conséquences
On est maintenant en mesure de donner la preuve du Théorème 3.
Démonstration. Traitons dans un premier temps le cas continu, qui utilise la première assertion
du Corollaire 2. q étant donné, il s’agit de montrer qu’il existe η(q) tel que, pour toute suite
(ε1, . . . , εq), il existe f ∈Λl,s et q formes linéaires λj de norme  1 sur C(I s) qui vérifient
εjλj (f ) η(q), j = 1, . . . , q
(cette condition traduit la mesure d’oscillation arbitraire de Λl,s autour de 0 ; c’est une idée qui
rejoint la définition d’η-capacité, cf. [8]). Cela entrainera
Dn,d(Λl,s) η(q).
En effet, étant donné P ∈Pn,d , en prenant q  8n logd et ε comme dans le Corollaire 2, et η(q),
f , λ1, . . . , λq associés, on aura, puisque ‖λj‖ 1,
sup
h∈Λl,s
inf
ζ∈Rn
∥∥h− P(ζ )∥∥∞  infζ∈Rn∥∥f − P(ζ )∥∥∞  infζ∈Rn sup1jq∣∣λj (f )− λj (P(ζ ))∣∣.
Pour tout j , pj (ζ ) := λj (P (ζ )) est un polynôme réel à n variables de degré au plus d . D’après le
Corollaire 2, pour tout ζ ∈ Rn, la suite sgnP(ζ ) = (sgnp1(ζ ), . . . , sgnpq(ζ )) diffère de ε d’au
moins une place : ∃k, εk = sgnpk(ζ ) (sgnpk(ζ ) peut être nul). Dans ce cas,
sup
1jq
∣∣λj (f )− λj (P(ζ ))∣∣ ∣∣λk(f )− pk(ζ )∣∣ ∣∣λk(f )∣∣ η(q),
ce qui démontre l’inégalité cherchée pour P fixé. L’arbitraire sur P ∈ Pn,d nous donne finalement
la minoration voulue.
Choisissons alors un entier r  1, tel que q = rs  8n logd , donnons-nous la suite ε grâce au
Corollaire 2, ainsi que fε construite à partir du pavage de I s . On sait d’après la Proposition 2
que fε ∈Λl,s .
Prenons alors pour les λi les morphismes d’évaluation en les centres des Ki . On a
λi(fε)= εi‖fε‖∞ = εi gl,s(
1
2 , . . . ,
1
2 )
l
= εi 1s([l]+1) l .2r Ml,s 2Ml,s4 r
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1
r
 1
2(r − 1) 
1
2(8n logd)
1
s
,
soit
εiλi(fε)
1
2Ml,s4s([l]+1)2l8
l
s
1
(n logd)
l
s
,
ce qui permet de conclure pour le cas continu :
Dn,d(Λl,s)
C∞(l, s)
(n logd)
l
s
,
avec
C∞(l, s) = 1
2l+14s([l]+1)8 ls Ml,s
.
Traitons maintenant le cas intégrable (qui utilise la deuxième assertion du Corollaire 2).
Comme pour le cas continu, choisissons q = rs , r  2, tel que rs soit le plus petit entier
 18n logd .
Soient ε une suite, fε ∈Λl,s la fonction associée, et pour les λi , posons
λi(h) =
∫
Ki
h(x) dx.
On a alors
m∑
i=1
∣∣λi(h)∣∣ m∑
i=1
∫
Ki
∣∣h(x)∣∣dx = ‖h‖L1,
donc
m∑
i=1
‖λi‖L1(I s )  1.
D’autre part,
λi(fε)= εi 12rlMl,s
∫
[0, 1
r
]s
gl,s(ry) dy
= εi 12rlMl,srs
∫
s
s∏
j=1
(
xj (1 − xj )
)[l]+1
dx1 · · ·dxs[0,1]
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( 1∫
0
(
t (1 − t))[l]+1 dt)s .
On peut calculer cette intégrale par intégrations par parties successives, ce qui nous donne
1∫
0
(
t (1 − t))[l]+1 dt = (([l] + 1)!)2
(2[l] + 3)! ,
donc
εiλi(fε)
(([l] + 1)!)2s
2Ml,s((2[l] + 3)!)srlrs ,
ce qui montre une propriété analogue d’oscillation arbitraire de Λl,s autour de 0.
Soit alors P ∈ Pn,d : les pi(ζ ) = λi(P (ζ )) sont des polynômes réels à n variables de degré
 d . D’après le corollaire et par hypothèse sur q = rs , il existe une suite ε qui diffère d’au
moins q10 places de sgnP(ζ ) = (sgnp1(ζ ), . . . , sgnpq(ζ )),∀ζ ∈ Rn, ce qui entraîne, puisque∑q
i=1 ‖λi‖L1(I s )  1,
sup
h∈Λl,s
inf
ζ∈Rn
∥∥h− P(ζ )∥∥
L1  infζ∈Rn
∥∥fε − P(ζ )∥∥L1  infζ∈Rn
q∑
i=1
∣∣λi(fε)− λi(P(ζ ))∣∣.
Comme, pour au moins q10 indices i, on a∣∣λi(fε)− pi(ζ )∣∣ ∣∣λi(fε)∣∣,
il vient
inf
ζ∈Rn
∥∥fε − P(ζ )∥∥ q10 (([l] + 1)!)2srs2Ml,s((2[l] + 3)!)srl = (([l] + 1)!)
2s
20Ml,s((2[l] + 3)!)srl .
Enfin, le fait d’avoir ici encore
1
r
 1
2(18n logd)
1
s
et l’arbitraire sur P ∈ Pn,d aboutissent à
Dn,d(Λl,s)
CL1(l, s)
(n logd)
l
s
,
avec
CL1(l, s)=
(([l] + 1)!)2s
20Ml,s2l18
l
s ((2[l] + 3)!)s
,
ce qui achève la preuve dans le cas L1(I s), et prouve le théorème. 
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Corollaire 3. On a : pour le cas continu,
Dn,d(Λl,s)
C∞(l, s)
(n logd)
l
s
,
où
C∞(l, s)= 1√
s2l+18 ls ([l] + 1)[l]+1(4(1 + e))s([l]+1)
;
et pour le cas L1,
Dn,d(Λl,s)
CL1(l, s)
(n logd)
l
s
,
avec
CL1(l, s)=
(([l] + 1)!)2s
5
√
s2l+218 ls ([l] + 1)[l]+1((2[l] + 3)!)s(1 + e)s([l]+1)
.
En particulier, on trouve pour la constante C′ du Théorème 1 :
C′∞ =
1
√
s2l+216 ls ([l] + 1)[l]+1(4(1 + e))s([l]+1)[d(r1 + r2 + 1)+ t + v] ls
× 1
[log(4ebdu2(4e+2)dBd1 Bd2 (log eε )(1 + ls )2(1 + 1log 11−ε )
2)] ls
× 1
[log(log A
√
s2l+38 ls ([l]+1)[l]+1(4(1+e))s([l]+1)
1−√1−ε )]
l
s
,
et
C′
L1 =
(([l] + 1)!)2s
5
√
s2l+336 ls ([l] + 1)[l]+1((2[l] + 3)!)s(1 + e)s([l]+1)[d(r1 + r2 + 1)+ t + v] ls
× 1
[log(4ebdu2(4e+2)dBd1 Bd2 (log eε )(1 + ls )2(1 + 1log 11−ε )
2)] ls
× 1
[log(log 5A
√
s2l+418 ls ([l]+1)[l]+1((2[l]+3)!)s (1+e)s([l]+1)
(1−√1−ε)(([l]+1)!)2s )]
l
s
.
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C′′∞ =
3
√
s2l+38 ls ([l] + 1)[l]+1(4(1 + e))s([l]+1)[d(r + 1)+ v + t] ls
× 1
[log[2ebud2(4e+2)dBd(1 + l
s
)2 log(A
√
s2l+38 ls ([l] + 1)[l]+1(4(1 + e))s([l]+1))]] ls
,
et
C′′
L1 =
3(([l] + 1)!)2s
5
√
s2l+418 ls ([l] + 1)[l]+1((2[l] + 3)!)s(1 + e)s([l]+1)[(d(r + 1)+ v + t)] ls
× 1
[log[2ebud2(4e+2)dBd(1 + l
s
)2 log( 5A
√
s2l+418 ls ([l]+1)[l]+1((2[l]+3)!)s (1+e)s([l]+1)
(([l]+1)!)2s )]]
l
s
.
On peut par ailleurs imposer certaines restrictions sur la fonction h = fε intervenant dans les
Théorèmes 3, 1 et 2 :
Corollaire 4. Dans l’énoncé du Théorème 3, dans le cas continu avec s = 1, on peut de plus
prendre h nulle sur un sous-intervalle [0, δ] (ici [0, 120 ]), ce qui justifie en particulier ce qu’on a
dit dans la Remarque 1 (cf. [5]). La fonction h vérifie alors, pour tout ζ ∈ Rn :
(∗)
⎧⎪⎪⎨⎪⎪⎩
C∞(l,1)
(n logd)l  ‖h‖∞ = |h(x(ζ ))| 2
lC∞(l,1)
(n logd)l ,
h(x(ζ ))Pn,d (x(ζ ), ζ ) 0
h(x)= 0, ∀x ∈ [0, 120 ].
Démonstration. Il suffit juste de s’assurer que l’élément x(ζ ) peut être choisi dans l’intervalle
[ 120 ,1], ce qui découle de la seconde assertion du Corollaire 2 : si q  18n logd , il existe une
suite ε qui diffère de plus de q10 places de toute suite sgnP(ζ ), ζ ∈ Rn. Il existe donc au moins
une place pour x(ζ ) se trouvant en dehors de[
0,
1
q
]
∪ · · · ∪
[
k − 1
q
,
k
q
]
⊃
[
0,
1
20
]
,
k étant le plus grand entier  q10 . Il ne reste plus qu’à changer h en 0 sur [0, kq ]. 
4. Autres méthodes
Avec le Théorème 1, on a montré une impossibilité de bien approximer analytiquement cer-
tains compacts d’espaces fonctionnels. Comme on l’a vu, ce résultat utilise le théorème de
Vitushkin pour le cas polynomial, et le fait qu’une fonction entière de type exponentiel peut
être très bien approchée par des polynômes. Le problème est que tout doit converger : ainsi, en
plus des constantes qui interviennent pour définir la classe de telles fonctions, il faut borner les
paramètres ζj ,wi . On va étudier ici des résultats négatifs où on n’a plus besoin de cette condition.
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Comme on l’a signalé dans l’introduction, on pouvait s’inspirer de la méthode de Warren en
essayant d’estimer le nombre de composantes connexes de l’ensemble des zéros d’une fonction
analytique. De même que l’estimation de Warren donnée dans [18] remontait au théorème de
Bézout, il s’agirait ici d’établir des estimations du nombres de solutions non dégénérées d’un
système de fonctions analytiques. On aboutirait ainsi à des résultats négatifs analogues, mais
cette fois-ci sans avoir à borner les paramètres.
En s’inspirant de la formule (1) de type Gelfand–Levitan (cf. Section 5) qui utilise essen-
tiellement des fonctions exponentielles, on pouvait déjà s’interroger sur une classe relativement
simple de fonctions analytiques qui est celle des pseudo-polynômes, sous-classe des fonctions
entières de type exponentiel, et définis par
P
(
ζ1, . . . , ζn, exp〈a1, ζ 〉, . . . , exp〈ak, ζ 〉
)
,
où ζ ∈ Rn, a1, . . . , ak ∈ Rn, 〈aj , ζ 〉 = a1j ζ1 + · · · + anj ζn. Il existe effectivement des estimations
explicites données par A. Khovanskii dans [7], dont on peut déduire par exemple le résultat
suivant, signalé dans l’introduction :
Théorème 4. Soit, pour n,d  2, k  1,
Pn,k,d =
{ ∑
|j |d
cj ζ
j1
1 · · · ζ jnn ejn+1〈a1,ζ 〉 · · · ejn+k〈ak,ζ 〉, ζ ∈ Rn
}
,
une famille d’éléments de C(I s) paramétrée par un quasi-polynôme à coefficients cj ∈ C(I s), à
n variables ζi , k pseudo-variables e〈ai ,ζ 〉 et de degré total au plus d .
Alors il existe h ∈Λl,s tel que, pour tout ζ ∈ Rn,
‖h− Pn,k,d‖∞  C(l, s)
(k2n logn logd)
l
s
.
Ce façon équivalente, si Pn,k,d désigne l’ensemble des familles paramétrées par des quasi-
polynômes à n variables, k pseudo-variables et de degré total (au plus) d , on a
Dn,k,d(Λl,s) := inf
P∈Pn,k,d
sup
h∈Λl,s
inf
ζ∈Rn
∥∥h− P(ζ )∥∥∞  C(l, s)
(k2n logn logd)
l
s
.
En outre, la constante C(l, s) peut être calculée et vaut
1
√
s2l+138 ls ([l] + 1)[l]+1(4(1 + e))s([l]+1)
.
Remarque 4. Comme pour le cas polynomial, le résultat est aussi valable si on considère l’espace
L1(I s) muni de la norme ‖ · ‖L1 , avec les familles quasi-polynomiales à coefficients cj ∈ L1(I s)
(et une autre constante CL1(l, s)).
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de façon analogue le nombre de composantes connexes de l’ensemble des zéros d’un quasi-
polynôme en fonction de n, k, d . Le nombre de cellules d’une telle variété vaut au plus (cf. [7,
p. 91 avec p = 1])
2
k(k−1)
2 d(n+ d)n−1(n(n+ d)− n+ 1)k  2 k(k−1)2 dn+knn+2k.
En reprenant la même méthode que Warren dans [18], on obtient une estimation du nombre de
composantes de l’ensemble Rn \⋃mj=1{ζ, Pj (ζ )= 0}, qui est
n∑
j=0
2
k(k−1)
2 (2d)n+knn+2k2jCjm < 2
k(k−1)
2 (4emdn)n+2k,
où d = maxdj (cette fois les Pj étant quelconques, i.e. les {ζ, Pj (ζ ) = 0} pouvant être singu-
liers).
Pour m 38k2n logn logd , ce nombre est inférieur à 2m. Si r est le plus petit entier  2 tel
que rs  38k2n logn logd , alors il existe h ∈Λl,s tel que, pour tout ζ ∈ Rn,
∥∥h− Pn,k,d (ζ )∥∥∞  12Ml,s4s([l]+1)rl
 1√
s2l+138 ls ([l] + 1)[l]+1(4(1 + e))s([l]+1)
1
(k2n logn logd)
l
s
,
ce qui termine la preuve. 
Ce résultat présente cependant deux inconvénients : d’abord comme on l’a déjà dit dans l’in-
troduction, la minoration est relativement faible par rapport à k ; ensuite, c’est une classe trop
restreinte car, dans le cadre de la théorie d’approximation, on ne pourra considérer que des fa-
milles du type
∑
j=(j1,...,jn+k)
cj (x)ζ
j1
1 · · · ζ jnn
(
exp
(〈a1, ζ 〉))jn+1 · · · (exp(〈ak, ζ 〉))jn+k ,
où cj ∈ C(I s). En particulier, il n’y a pas moyen de l’appliquer aux fonctions du genre
exp(〈ζ, x〉) où les variables x ∈ I s et ζ ∈ Rn sont « mélangées » (comme celles qui intervien-
nent par exemple dans la formule (1) du type Gelfand–Levitan).
On pouvait dans le même esprit avoir recours à la conjecture de Kouchnirenko, qui est une
généralisation à plusieurs variables du théorème de Descartes, et qui dit qu’un système P1 =
· · · = Pn = 0 d’équations polynomiales à n variable, où mi est le nombre de termes de Pi , ne
peut avoir plus de (m1 − 1) · · · (mn − 1) racines positives non dégénérées. Elle aurait pu nous
être utile, mais elle a été récemment infirmée par B. Haas qui nous donne un contre-exemple
dans [3].
620 A. Irigoyen / Journal of Functional Analysis 244 (2007) 590–6274.2. Utilisation du théorème de Descartes
Si on s’intéresse à des résultats négatifs faisant intervenir des fonctions du type exp(〈ζ, x〉),
on montre le résultat suivant, qui est une application du théorème de Descartes :
Proposition 3. On considère la famille Ψn,p1,...,pn ⊂ C(I) définie par{(
t ∈ [0,1] →ψ(t, ζ )=
n∑
j=1
Pj (t) exp(ζj t)
)
, ζ = (ζ1, . . . , ζn) ∈ Rn
}
,
où Pj est un polynôme en t de degré  pj .
On considère également la fonction définie sur [0,1] =⋃n+1i=1 [ i−1n+1 , in+1 ], par
fε(x)= εi gl((n+ 1)x − i + 1)
Ml(n+ 1)l , x ∈
[
i − 1
n+ 1 ,
i
n+ 1
]
,
où εi = 1, si i pair, −1 sinon (gl définie comme dans la Section 3).
On a alors
inf
ζ∈Rn
∥∥fε −ψ(·, ζ )∥∥∞  Cl(n+ 1 +∑nj=1 pj )l .
Démonstration.
Supposons d’abord les ζj ∈ N et les Pj = cj constants. Par le théorème de Descartes, le
polynôme
∑n
j=1 cjXζj a au plus n − 1 racines > 0. Si ζ ∈ Zn, on factorise par X−k , k assez
grand. Enfin pour ζ ∈ Qn, on pose X = exp t
p
, p dénominateur commun des ζj , ce qui montre
que la fonction
t ∈ R →ψ0(t, ζ )=
n∑
j=1
cj exp(ζj t),
a au plus n− 1 zéros dans R (l’injectivité de la fonction exponentielle n’augmente pas le nombre
de zéros).
Or fε changeant de signe n fois sur [0,1] et ψ0(·, ζ ) s’annulant au plus n− 1 fois, il existe au
moins un sous-intervalle où fε et ψ0(·, ζ ) sont de signes contraires, ce qui implique, ∀ζ ∈ Qn,∥∥fε −ψ0(·, ζ )∥∥∞  Cl(n+ 1)l .
Enfin, l’assertion est encore valable pour ζ ∈ Rn par densité, la convergence étant uniforme sur
[0,1] (on reprend l’idée qu’une fonction qui ne s’annule pas beaucoup ne peut pas beaucoup
osciller autour de 0).
Considérons maintenant le cas général
ψ(t, ζ )=
n∑
Pj (t) exp(ζj t),
j=1
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uniforme sur [0,1] de expηt−1
η
, pour η → 0+. On a alors, pour tout m 0,
tm = lim
η→0+
(
expηt − 1
η
)m
= lim
η→0+
m∑
s=0
(−1)m−sCsm
ηm
exp(sηt).
Ainsi, chaque Pj (t) exp(ζj t) va être limite uniforme sur [0,1] d’une famille de fonctions de la
forme
pj∑
s=0
aj,s(η) exp(sη + ζj )t,
qui pour tout j , 1  j  n, possède au plus pj + 1 termes ; ce qui pour ψ(·, ζ ) donnera∑n
j=1 pj + n termes et aboutira, par limite uniforme, à∥∥fε −ψ(·, ζ )∥∥∞  Cl(n+ 1 +∑j pj )l . 
Remarque 5. On peut bien sûr prolonger le résultat sur tout intervalle [a, b] de R (à condition
qu’il soit compact pour assurer la convergence uniforme de exp(ηt)−1
η
vers t).
On a alors un résultat qui pourrait s’appliquer dans le cadre de notre problème inverse.
L’inconvénient est qu’ici aussi la minoration est trop faible : en effet, la formule de type Gelfand–
Levitan possède en tant que déterminant (cf. Section 5, formule (1)) tous les
exp 2(b1ζ1 + · · · + bNζN), bj ∈ {−1,0,1},
qui sont au nombre de 3N , sans compter ceux qui ont une partie polynomiale, ce qui ne donnera
pas mieux que Cl3lN , qui est déjà insuffisant.
En revanche, l’avantage ici est qu’on n’a pas besoin de borner les paramètres (ζ1, . . . , ζN ).
Ainsi de deux choses l’une : soit la Proposition 3 peut être nettement améliorée afin d’obtenir
une estimation voisine de celle donnée dans le Théorème 2. Soit au contraire elle n’est pas loin
d’être optimale, et la comparaison avec l’estimation en 1
(N logN)l montre que c’est alors pour des
grandes valeurs des paramètres ζ1, . . . , ζN (donc au-delà de la taille polynomiale) que l’approxi-
mation est meilleure.
De plus, la fonction fε est complètement explicitée, et ne dépend pas de la famille expo-
nentielle imposée au départ. Elle se trouve ainsi uniformément distante de toutes les familles
exponentielles à n termes. Ceci mis à part, le résultat donné par le Théorème 2 est préférable
pour la meilleure précision et pour sa forme plus générale qui ne concerne pas seulement les
familles exponentielles, mais toutes les fonctions entières de type exponentiel.
5. Applications en problème inverse
Commençons par donner quelques rappels et l’origine de la motivation du problème. On
considère l’équation de Sturm–Liouville sur la demi-droite R+
−y′′(x)−ω2Q(x)y(x) = λy(x),
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dérivées intégrables.
Pour tout ω assez grand, l’opérateur − d2
dx2
−ω2Q admet N(ω) valeurs propres discrètes néga-
tives λj = −ξ2j , 0 < ξ1 < · · · < ξN(ω), et N(ω) fonctions propres ϕj qui vérifient les conditions
aux bords :
ϕj (0)= 0 et
∞∫
0
∣∣ϕj (x)∣∣2 dx = 1.
En outre, N(ω) est du même ordre de grandeur que ω ; plus précisément, Q étant décroissant, on
a l’encadrement suivant (cf. [1]) :
ω
π
√
Q(0)
∞∫
0
Q(x)dx − 1
2
N(ω) 2ω
π
∞∫
0
√
Q(x)dx.
On considère ici un problème inverse : étant données les N(ω) valeurs propres
λj = −ξ2j
et constantes caractéristiques
Cj =
(
ϕ′j (0)
)2
,
j = 1, . . . ,N(ω), il s’agit de reconstruire Q sur R+. C’est un cas particulier d’un problème plus
général qui consiste, à partir de données sur les fonctions propres, à retrouver Q. On s’intéresse
essentiellement au cas où les informations sont données par la fonction de Weyl, définie par
j (k)= ϕ
′(0, k)
ϕ(0, k)
où mk > 0 et ϕ est une solution L2-intégrable de l’équation avec λ = k2. C’est une fonction
méromorphe dont les pôles sont exactement les ξj et les résidus sont (à 2iξj près) les constantes
caractéristiques Cj . La connaissance de cette fonction permet de déterminer la mesure spectrale
σ(dτ) de l’équation, qui est de la forme
σ(dτ)=
{
σ+(dτ), τ  0,∑N(ω)
j=1 Cjδ(τ + ξ2j ), τ < 0,
où σ+ est une mesure positive à densité et δ la mesure de Dirac. Grâce aux travaux de Gelfand et
Levitan (cf. [10]), on est capable de reconstruire Q.
On va ici considérer le cas où seuls sont connus les paramètres ξj et Cj , ainsi que Q et
ses premières dérivées en 0. On a pour cela les résultats de G. Henkin et N. Novikova dans [4,
Théorème 1, p. 21] : sous certaines hypothèses de régularité de Q (que l’on suppose avec m+ 1
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ωm
par une fonction Qω déduite du potentiel
qω(x)= −ω2Qω(x),
associé à la mesure spectrale explicite σω(dτ) construite à partir des ξj , Cj et des Q(s)(0),
s = 0, . . . ,m.
On dispose par ailleurs d’un potentiel entièrement explicite q0ω = −ω2Q0ω , défini par (cf. [4,
Théorème 2])
Q0ω(x)=
2
ω2
d2
dx2
ln
∣∣detWs,r(x)∣∣,
où
Ws,r(x)= 2sh(ξs + ξr )x
ξs + ξr − (1 − δs,r )
2sh(ξs − ξr)x
ξs − ξr − δs,r
(
2x − 4ξ
2
r
Cr
)
, (1)
s, r = 1, . . . ,N(ω), et qui vérifie, pour tout m 1 et uniformément sur tout [0,X],∣∣∣∣∣
x∫
0
Q(y)dy −
x∫
0
Q0ω(x)
∣∣∣∣∣=O
(
lnω√
ω
)
.
Une question alors assez naturelle concerne le problème de l’optimalité d’une telle formule
d’approximation : dans [4, p. 22], il y a une conjecture qui dit qu’une telle formule utilisant
2N(ω) paramètres (à savoir les ξj , Cj ) ne peut pas approcher uniformément une fonction en
position générale avec m dérivées bornées (soit le compact Λm), essentiellement mieux qu’à
l’ordre 1
ωm
. En d’autres termes, peut-on trouver, du moins prouver l’existence d’une formule qui
réaliserait une approximation meilleure ?
En supposant qu’une telle formule donnée s’écrit comme une fonction analytique en les pa-
ramètres ξj , Cj (et Q(s)(0)), et en faisant le lien avec les résultats négatifs donnés en première
partie, on obtient deux résultats que l’on va seulement formuler ici, mais qui sont démontrés
dans [5]. Le premier concerne le cas de deux dérivées :
Théorème 5. Considérons la classe des fonctions Q définies sur R+ qui ont 2 dérivées inté-
grables. Pour tout N = O(ω), soit ψ(x, ζ ) une fonction définie sur R+ × CN , de classe C1 par
rapport à x et entière de type exponentiel par rapport à ζ ∈ CN . Alors il existe Qψ tel que la
fonction ∫ x0 Qψ(t) dt ne peut pas être approximée par la famille{(
x →
(
1
ψ
∂ψ
∂x
)
(x, ζ )
)
, ζj =O
(
ωr
)
, ∀j = 1, . . . ,N
}
,
uniformément sur tout [0,X], mieux qu’à l’ordre
1
3 .(ω lnω)
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∫ x
0 Q(t) dt à l’ordre
lnω√
ω
est
valide par la formule de type Gelfand–Levitan :
Ψ (x, ζ )= det W˜s,r (x, ζ ),
avec
W˜s,r (x, ζ ) = 2sh(ζr + ζs)x
ζr + ζs − (1 − δs,r )
2sh(ζs − ζr )x
ζs − ζr − δs,r
(
2x − exp(ζr+N(ω))
)
,
s, r = 1, . . . ,N(ω), où N(ω) est le nombre de valeurs propres −ξ2j et constantes caractéristiques
Cj de l’opérateur − d2dx2 −ω2Q, dont les paramètres optimisants peuvent être ainsi choisis :
ζj (Q) = ξj (Q) et ζj+N(ω)(Q)= ln
4ξ2j (Q)
Cj (Q)
, j = 1, . . . ,N(ω).
Si on suppose en outre que Q′(0) = 0, les estimations |ξj (Q)|, | ln 4ξ
2
j (Q)
Cj (Q)
| = O(ωr) sont certai-
nement valides.
Ce théorème peut ainsi être interprété en terme de problème inverse : il n’existe pas de formule
analytique qui puisse donner une approximation meilleure que de l’ordre de 1
(ω lnω)3 , de tout
potentiel (avec deux dérivées) à partir de ses valeurs propres et constantes caractéristiques. Ainsi,
la formule d’approximation (explicitée) de type Gelfand–Levitan–Jost–Kohn donne un résultat
positif avec une vitesse au minimum de l’ordre de lnω√
ω
, ce qui donne une réponse, dans le cas
m = 1, à la question posée dans [4, p. 22], sur le problème d’approximation de Cm+1 par une
famille à ω paramètres. Si on se pose la question de savoir où se trouve l’optimalité entre ces
deux bornes, on pense que c’est 1
ω3
qui est optimal, ce qui impliquerait que l’estimation lnω√
ω
peut
être améliorée.
Il est d’autre part intéressant de constater que le choix de cette fonction optimisante n’a pas
été construite spécialement dans le cadre de la théorie d’approximation, puisqu’elle provient de
la théorie physique mathématique.
Remarquons par ailleurs que l’application du Théorème 2 n’est pas immédiate dans notre
cadre du problème inverse, on est confronté à deux difficultés : d’abord, il s’agit de prolonger
notre résultat négatif pour une fonction de la forme ∂2
∂x2
ln |ψ |, où ψ est entière de type exponen-
tiel. Ensuite, à cause de la restriction sur les paramètres ζj , on a besoin d’établir des encadrements
sur les valeurs propres et constantes caractéristiques : dans [5], on montre que si Q > 0 est in-
tégrable de classe C1 avec Q′(0) = 0, à décroissance polynomiale à l’infini, alors pour tout ω
assez grand et j = 1, . . . ,N(ω), on a
a
ωb
 ξj  cω et
1
α exp(βωγ )

4ξ2j
Cj
 α exp
(
βωγ
)
,
où les constantes a, c,α,β ne dépendent que de Q, et même plus précisément de tout compact
ΛQ contenant Q (cf. [5, Section 3]).
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pas explicites, mais qui donnent un résultat plus précis puisque l’approximation est de l’ordre de
1
ωm
(ici aussi, on pense que la vitesse pourrait être de l’ordre de 1
ωm+1 ). Dans le cas où Q a ses
dérivées qui s’annulent en 0, cette formule d’approximation est de la forme :
Qω = 2
ω2
(
− d
dx
Aω(x, x)+ d
2
dx2
detTω,j,k(x)
)
,
où
Tω,j,k(x) =
4ξ2j
Cj
δj,k + 4
x∫
0
(
sh(ξj t)+
t∫
0
Aω(t, s)sh(ξj s) ds
)
×
(
sh(ξkt)+
t∫
0
Aω(t, s)sh(ξks) ds
)
dt,
et Aω(x, y) est la solution pour tous 0 y  x de l’équation intégrale (cf. [4,10])
Aω(x, y)+
x∫
0
Aω(x, s)Φω(s, y) ds +Φω(x, y) = 0,
avec
Φω(x, y)=
∞∫
0
sin(x
√
τ)√
τ
sin(y
√
τ)√
τ
(√
τ +ω2Q(0)− √τ )dτ.
On sait (cf. [10]) que la solution Aω existe et est unique. Cependant, on a besoin, pour appliquer
nos résultats négatifs, de considérer Qω comme une famille de fonctions paramétrée analytique-
ment par la variable complexe ω, avec une domination exponentielle. On montre ainsi (cf. [5,
Section 4]) que Aω est holomorphiquement prolongeable sur le demi-plan {ew > 0} en une
fonction A˜(x, y,w), telle que l’application
x → A˜(x, y,w) ∈ L2y
([0, x])
est continûment différentiable (pour la topologie de L2([0, x])) et de type polynomial par rapport
à w. On prolonge de même Tω en T˜ pour (ζ,w) ∈ C2N(ω) × {e z > 0}, par
T˜j,k(x, ζ,w)= exp(ζj+N(ω))δj,k + 4
x∫
0
(
sh(ζj t)+
t∫
0
A˜(t, s,w)sh(ζj s) ds
)
×
(
sh(ζkt)+
t∫
A˜(t, s,w)sh(ζks) ds
)
dt.0
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Théorème 6. Considérons la classe des fonctions Q qui ont m+1 dérivées intégrables. Pour tous
N,M = O(ω), soit ψ(x, ζ,w) (respectivement k(x, ζ,w)) une fonction définie sur R × CN ×
{e z > 0}M , de classe C2 (respectivement continue) par rapport à x ∈ R+, et holomorphes de
type exponentiel par rapport à (ζ,w) ∈ CN × {e z > 0}M . Alors il existe Qk,ψ qui ne peut pas
être approximé uniformément sur tout [0,X] par la famille{(
x → k(x, ζ,w)+ ∂
∂x
(
1
ψ
∂ψ
∂x
)
(x, ζ,w)
)
, ζj =O
(
ωr
)
,
∣∣wi −ωr ∣∣<ωr},
mieux qu’à l’ordre
1
(ω lnω)m+1
.
Inversement, si Q est strictement positif avec m+ 1 dérivées intégrables qui s’annulent en 0,
l’approximation de Q à l’ordre 1
ωm
est valide avec le choix suivant :
k(x, ζ,w)= − ∂
∂x
A˜(x, x,w) et Ψ (x, ζ,w)= det T˜j,k(x, ζ,w)
pour (ζ,w) ∈ C2N(ω) × {e z > 0}, dont les paramètres optimisants peuvent être ainsi choisis :
ζj (Q)= ξj (Q), ζj+N(ω)(Q)= ln
4ξ2j (Q)
Cj (Q)
, j = 1, . . . ,N(ω), et w(Q)= ω2Q(0).
Si on suppose en outre que Q est décroissant, les estimations |ξj (Q)|, | ln 4ξ
2
j (Q)
Cj (Q)
| = O(ωr) sont
sûrement valides.
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