Abstract: DNA sequencing is a process of recognizing DNA sequences of genomes. The process consists in reading short sequences, that are subsequences of a genome, and merging them into longer sequences, preferably the whole genome. In the first phase even billions of short sequences are read at once. To simplify and speed up the second phase, we develop a pipeline of preprocessing the initial set of short sequences that is removing low quality reads and duplicated reads. We also propose a method for preliminary joining overlapping sequences, which resulted in decreasing the cardinality of initial sets to 13.9% and 27.8%. We also examine possible ways to store the huge amount of experimental data. We compare different compression methods, from which the best appeared to be DSRC, developed for special type of text files containing short sequences and their quality. We test the parameters for TCP data transferring to find the best transfer rate.
I. INTRODUCTION
Recognizing chains of nucleic acids: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) consists in reading the sequence of their molecules called nucleotides. The nucleotides are symbolically labelled with letters A, C, G and T (or U) and their sequences represent genetic information of an organism. The process of reading nucleotides, called sequencing, is performed with biochemical instruments (sequencers). With technological progress the next-generation sequencers have appeared, which are able to read in parallel simultaneously billions of short reads (DNA/RNA fragments) in one run. In order to recognize the whole genome, one has to merge these short reads into longer sequences (contigs) covering the genome. The reasons for obtaining several contigs instead of one continuous sequence are low genome coverage in some regions, sequencing errors, and characteristics of assembly algorithms. In case the genome has not been known yet, the process of merging the reads is called de novo assembling, can be considered as a more complex variant of the shortest common superstring problem [1] and is computationally hard. Computation time of the assembling problem can be significantly reduced if the preprocessing stage is applied, where a number of reads of low quality are rejected.
There are a series of approaches for assembling de novo: string-based algorithms which are mainly used for smaller genomes [2] [3] [4] , and graph-based ones that are designed for complex genomes [5] [6] [7] [8] [9] . In case of the latter we may distinguish methods based on so-called de Bruijn graphs and methods realizing the overlap-layout-consensus strategy. In the de Bruijn graphs nodes represent k-mers (words of k nucleotides, k much shorter than the length of reads) [6, 8] . Reads in such a graph are represented as paths through the graph. This approach saves memory due to a constant graph size; however, we lose the information about the reads (i.e. about the original order of k-mers) and thus the possibility of misassembly increases. On the other hand, the overlaplayout-consensus approaches [9] keep the information about reads which are represented as nodes in the overlap graph (the graph representing the relation of overlapping between reads), but as a result memory usage increases. Construction of a graph then requires calculation of alignments for all pairs of nodes (reads) from the instance. Due to a huge number of reads in an instance it is impossible to determine that in an exact manner. Thus, a fast heuristic is needed, which selects promising pairs of reads overlapping with high probability. For the selected pairs alignments are calculated and arcs are added to the graph where longest paths represent most valuable contigs.
A large amount of experimental data coming from the next generation sequencer, Illumina Genome Analyzer GAIIx, imposes strong necessity of efficient processing, transferring and archiving the data. Such sequencer is owned by the European Center of Bioinformatics and Genomics (ECBiG), a consortium of Poznan University of Technology and Institute of Bioorganic Chemistry, Polish Academy of Sciences. Usually the output of one experiment is of several hundreds GB. It consists of text files which contain reads together with their quality expressed numerically, and configuration files which are necessary to reproduce the whole experiment and repeat analyses. In the first part of the article we describe a possible pipeline for data preprocessing, which results in deleting low-quality reads, compressing reads, and preliminary merging of overlapping reads. Our preprocessing procedure allows for more efficient computing at the assembling stage.
Another problem is archiving the experimental data for further processing, especially if one plans to start again an analysis from raw data. The problem can be divided into steps: data compression/decompression, transfer and storage. Data can be compressed in two ways: text data only or the full set of files from the experiment. In the second part of the paper we present results of our work with several compressing algorithms, both specialized and of general purpose. Effective compression is necessary for efficient transfer, thus the quality and time of the compression is crucial. We have also tested a number of protocols for transferring the data to a storage server. For the storage we have chosen the Service Platform for E-Science PLATON-U4, where Polish scientists and Polish public institutions can safely store important data.
II. PREPROCESSING OF DATA FOR DE NOVO ASSEMBLY
Preprocessing, as a step of the DNA assembly process, can significantly shorten overall computation time of the latter.
Performed cautiously, it may result in considerable reduction of a volume of sequencing data, but without visible loss of quality of final contigs. This step consists mainly in purifying raw sequencing data by correcting, truncating or removing reads of low quality. The quality of reads can be given as a numerical data file provided by a sequencer, but it can also be estimated on the basis of nucleotide composition of reads, especially when N's are present. The preprocessing step, in addition to the data purification, may be supplemented with other procedures useful for further sequence assembly. In our approach such a procedure, leading to collecting so-called promising pairs of reads, has been applied. Our procedure is somewhat in the opposite to the well-known approach often applied at this step, which involves the dynamic programming algorithm of Smith and Waterman [10] .
The preprocessing algorithm that we propose takes at the input a FASTA/FASTQ file [11 -12] which is next processed according to the following sequence of procedures.
1) Rejection of reads with unspecified nucleotides (N's) 2) Addition of reverse complements of remaining reads 3) Data compression 4) Lexicographical sorting 5) Removal of duplicates 6) ∆-reads generating and sorting 7) Analysis of overlaps 8) Search for promising pairs In detail, these operations proceed as follows. Input reads are removed from further processing if they contain unspecified nucleotides, but one should be aware that it is not appropriate for any possible data source, where N's can appear in most of reads. The addition of reverse complementary counterparts of reads is a usual step which allows for representing data possibly coming from the other DNA strand. As a result, we obtain a doubled set of contigs at the end. Due to data compression, where every base is represented with the use of two bits, the volume of data is reduced fourfold. Note that we can apply such encoding model only in the case when reads are composed of specified nucleotides solely (A, C, G, T), which we have guaranteed after the second step. Further data reduction is obtained by leaving only one representative of multiplicated reads, which happens after sorting the data lexicographically.
CCATGTCAACCTC
(offset = 0) CATGTCAACCTC ATGTCAACCTC TGTCAACCTC GTCAACCTC TCAACCTC (offset = 5) Fig. 1 . The set of 6 ∆-reads generated for the read CCATGTCAACCTC and the maximal offset ∆ = 5
∆-reads are variants of reads with several offsets assumed. ∆ is a parameter meaning the maximal offset.
For one read, ∆+1 its ∆-reads are generated, and they are suffixes of the read starting at its i th nucleotide, i ∈ 1; ∆ + 1 , with the offset equal to i-1 (Fig. 1) .
After the generation of ∆-reads for all reads present at this step, ∆-reads are sorted lexicographically, and that gives us information which ones are prefixes of the others. A pair of ∆-reads, where one element is a prefix of the other having offset = 0, corresponds to a pair of reads overlapping without mismatches, with a shift between 1 and ∆. Such technical realization of the procedure of searching for ideal overlaps better fits to the architecture of GPU. It allows us to use a simple matching algorithm and compare only the reads that can overlap.
As one can easily imagine, coupling all matching reads on the way to selecting optimal junctions cannot end successfully. Even after some efficient data filtering, the remaining reads are too numerous and only selected pairs can be considered for their overlap. The answer which pairs (promising pairs) should be considered can be found in several ways, but we propose the following procedure. From possible covers of ∆-reads found in the previous step we select only the best ones, i.e. such pairs where one ∆-read is a longest prefix (from among the present ones) of the other ∆-read of zero offset. If there are two or more longest prefixes for a read, all of them are kept in memory. All the promising pairs of reads are the output of the preprocessing algorithm and next handled by the assembly algorithm.
Although all the procedures contribute to the reduction of majority of initial data, the algorithm would be not so useful when implemented entirely for CPU. GPGPU computing significantly shortens program execution time, but not every procedure may be implemented for that purpose. We encoded for GPU procedures realizing steps [3] [4] [5] [6] [7] . We had to divide huge input data sets into chunks to make them possible to be processed in GPU memory. The chunk size depends on GPU memory limit set as the program parameter. For the limit equal to 1024 MB, the chunk size is about 450 MB. The remaining part of memory is used for storing sorting data (keys and indexes) and results. For data sorting we used the SRTS algorithm described in [13] . We performed m/8 key-value MSB radix sort steps starting from the end of read (by assigning 4 bytes to key field of sorted record, value field holds read index). After the sorting step we performed a parallel comparison between every two neighboring records, one index per a GPU thread. Results are stored in a file which is then used for pair searching (step 8).
Pre-assembly
Although very helpful in further computations when an assembly algorithm is able to take advantage of information of such kind, the set of promising pairs at the output of our preprocessing sometimes cannot be used. Autonomous assemblers usually accept at the input only a set of nucleotide sequences, possibly of different lengths. Thus we provided the option of building preliminary contigs by aggregating promising pairs into bigger structures. The optional step of the preprocessing algorithm is as follows:
9) Building preliminary contigs
The step consists in augmenting unambiguous paths, starting from pairs of exactly overlapping reads, in two directions (left and right) as long as there are single neighbors to attach. The building of a contig is stopped at a first branching point (a contig is reported at the output even if the branching takes place after one read). Once used, reads are not further taken into account, except the following case. In order to make the final assembly easier, the branching points are also encoded as preliminary contigs: junction contigs.
The preprocessing algorithm can be run in two modes: SR, in which the output contains single reads and preliminary contigs, and NSR, where only preliminary contigs are provided.
Experimental results
In order to verify efficiency of the preprocessing algorithm, we performed tests on both artificial and real data sets. The artificial instance was generated on the basis of a real DNA sequence by cutting off overlapping reads of lengths 50, with shifts between neighboring reads from 1 to 10 nucleotides. No errors were introduced into the file. The instances coming from real experiments with an Illumina sequencer contained natural errors and represented genomes of Escherichia coli and Caenorhabditis elegans. The experimental data were obtained from the Short Read Archive [14] . The data for E. coli (ERR022075_1) contained 22720100 reads of length 100 and, to verify results, the reference genome (NC_000913.2 from NCBI database [15] ) of length 4639675 nucleotides. The average depth of coverage (defined as the total nucleotide count in the input file divided by the genome size) was 484. The C. elegans data (SRR065390_1) contained 33808546 reads of the same length and the reference genome (WS230 from WormBase [16] [17] ) of length 100286070 nucleotides, with the average depth equal to 33.
In tests on the artificial data the value of ∆ was set to 10 and the preprocessing algorithm supplemented with the optional step 9 returned one contig identical to the original sequence. For the real data the algorithm produced much more contigs, every one was mapped to the reference genome by Bowtie2-2.1.0 [18] using end-to-end alignment with thresholds of 1 error (of any kind) and 0 errors (perfect matches). After steps 1-5 the initial sets of reads were reduced to 32.84% (E. coli) and 86.02% (C. elegans) of their original cardinality (with reverse complementary reads). Results returned after all 9 steps are presented in Tables [1] [2] [3] [4] . We also compared our algorithm with other preprocessing methods, chosen for the reason of their high error correction quality (reported by their authors). They are the HiTEC preprocessor based on a suffix tree approach [19] and ECHO based Tab. 1. Results of the HiTEC and our preprocessing algorithm (steps [1] [2] [3] [4] [5] [6] [7] [8] [9] on a multiple sequence alignment (MSA) approach [20] . We have also included the String Graph Assembler [21] because its early processing stages called preprocess, index, correct and filter can be run separately (without running the assembly process).
Tests were run on a desktop computer running Windows 7 x64/Linux x64 (the latter for HiTEC and ECHO testing) with Intel Core i7-3820 @ 3.7 GHz, 16 GB of RAM @ 1866 MHz and NVIDIA Geforce GTX 670 with 2 GB of global memory.
The average contig lengths are related to regular contigs, not for the junction ones. The reduction of initial cardinality has been calculated as the sum of numbers of contigs, junction contigs and remaining single reads divided by the number of input reads. The reduction will be even more efficient if single reads are not reported at the output; they do not fit well. Actually, we checked the impact of such further reduction and we got very high coverage of the reference genome only by regular contigs. For our algorithm, for ∆ ≥ 3, we obtained over 99.9% of the genome coverage without using single reads, and the reduction of initial cardinality below 5% (for all cases). The program consumed less than 1 GB of RAM during all stages except building contigs, where it used 2.9 GB (mostly for caching reads in memory for faster access, for C. elegans consumed memory was less than 4 GB). Detailed results of alignment of reads and contigs are presented in Tab. 2. The HiTEC preprocessor was occupying 10 GB of RAM for over 6 hours, reduced cardinality only to 98.83% (although it is not intended to reduce dataset size) and achieved comparable quality. ECHO consumed up to 25 GB of memory and after almost 9 hours of processing was killed by the system on the NeighborJoin phase. SGA pipeline (preprocess, index, correct and filter) was performed using below 2 GB of RAM and took almost 5 hours.
Although the reduction obtained in tests on the data of C. elegans is not as impressive as before, it is quite satisfying for bigger values of ∆ (Tab. 3). The bigger the ∆, the higher the possibility that contigs are incorrectly assembled. However, our additional tests verifying the genome coverage by NSR-type output (contigs without single reads) have shown that in the case of ∆=10 it is equal to 98%, where the cardinality of the dataset is equal to 8.8% of its initial state. It should be mentioned that the size of a reduced dataset is crucial for assembling algorithms used after the preprocessing stage. Huge datasets make the assemblers fail due to enormous memory usage. Tab. 4 shows detailed quality information. Among other programs only SGA was able to handle provided data. It used less than 2 GB of RAM and over 7 hours of CPU time. Unfortunately, other preproces-Tab. 3. Results of our preprocessing algorithm (steps [1] [2] [3] [4] [5] [6] [7] [8] [9] sors did not finish processing. HiTEC consumed over 65 GB of memory and we stopped it after over 1000 minutes (of CPU time) when it was still processing the first iteration (out of nine) in the first processing split (out of six). We could not get ECHO to process the whole pipeline, either. Our experiment and results provided by authors of other preprocessors point out that the main difference between algorithm presented in this paper and current preprocessors is the output cardinality reduction. The mentioned preprocessors correct data quality (and produce more "perfect" reads) but do not reduce input size (except removing ambiguous reads). However, in contrast to specialized preprocessing programs, the SGA Assembler pipeline [21] can reduce input size significantly (close to our method run with ∆ = 1). While SGA produce more perfect matching reads, the overall coverage (E1) is lower than that achieved in our method. Moreover, our method performed over 12 times faster for C. elegans data and almost 24 times faster for E. coli.
III. COMPRESSION OF SEQUENCING DATA
Next-generation sequencers produce a huge amount of experimental data, thus users are obliged to regularly move the generated files to some external disk space in order to release the server for further experiments. Raw data from experiments are used mostly at the beginning for producing text files in the FASTQ format, containing reads with qualities of nucleotides. Further analysis, like for example preprocessing, resequencing, assembling de novo, or microRNA analysis, needs only FASTA/ FASTQ files. For most of the experiments no other attempt to re-run any analysis involving raw data is made. Thus, it seems quite reasonable to compress raw data and FASTQ files separately, because the latter are used much more often. In this section we analyze different tools available for compressing both types of data, and in the next section we describe protocols transferring data to a storage server.
We started the compression with putting the files created in the sequencing process, together with the original directory structure, into one single file with the TAR tool. Next, the compression was performed using gzip or bzip. We used it interchangeably due to the fact that the archive size was similar. The quality of compression is presented in Tab. 5.
The raw data are composed of several types of binary and text files. As we can see in Tab. 5, the efficiency of the compression is not very high. In our further comparison of compression quality of different programs we focused on FASTQ files, for which specialized algorithms exist. Below we shortly describe tested tools. [32] . This program is a specialized compression algorithm designed to compress the files in the FASTQ format. Authors noticed that a FASTQ file can be divided into three separate parts and it is possible to create separate data streams. The streams are processed almost independently by the algorithm. The hierarchical structure of the data allows for quick and easy access to data records. Input data are divided into blocks consisting of records (default 32), and these blocks are grouped into superblocks containing a specified number of blocks (default 512). This algorithm allows for an incremental creating of an output file. Each superblock is compressed independently. The program allows one to decompress a selected superblock without decompressing the entire archive. 5) KungFQ [33] . This tool is also dedicated to FASTQ files. The key step of this method is the conversion of a FASTQ file into an optimized binary format which was proposed by authors. The binary file is next compressed by standard tools (such as gzip or LZMA). This algorithm does not use additional files (for example, the reference genome) and scans the input file only once. An important advantage of the program is the fact that it has a constant memory usage. The program also allows for lossy compression. In Tab. 6 the programs described above are compared. For given five different datasets we present sizes of compressed FASTQ files, and compression and decompression time. It can be seen that the general-purpose programs, such as gzip, bzip, and 7-Zip, have much longer compression time and a similar or worse compression degree than the tested specialized algorithms. It is worth mentioning that the general-purpose programs allow to compress files of different formats, so they have much wider potential application. However, the nature of our work (DNA/RNA de novo sequencing) and the fact that the main and most commonly used file format is FASTQ direct our future work to designing a specialized compressing algorithm, with the emphasis put on maximization of the compression degree within acceptable time.
IV. ARCHIVING DATA FROM SEQUENCER
Each launch of the Illumina sequencer generates a significant amount of bioinformatic data. In a typical case, this is several hundreds of GB of information. Due to limited capacity of local drives and insufficient mechanisms protecting integrity of the data on a local computer, the resulting data cannot remain there and must be safely and effectively transferred to a dedicated data storage space guaranteeing the requested level of the Quality of Service (QoS).
Given the nature of the handled data as part of the work, we attempted to evaluate available solutions and find the optimal backup procedure taking into account three basic elements:
• data compression
Compressing the data The data obtained from the sequencer are stored in the form of a complex structure of files and directories which are difficult to manage and transfer. Additionally, as contents of most of the files consist of text strings that are relatively easy to compress, it was natural to use methods of integration and compression in order to reduce the complexity and data volume. After collecting main requirements an analysis of popular tools was performed. The final decision was to use bzip2 (based on the Burrows-Wheeler algorithm) and tar programs. By using these tools it was possible to reduce the size of data about 30%, while the complex structure of directories and files were put in an easy-to-use single tar.bz2 archive. The compressed file containing the data from a single sequencer run, and at the same time the basic unit for archiving, takes about 100-500 GB of memory.
Storage
The target space for storing generated data was defined in the early stages of cooperation between Poznań Supercomputing and Networking Center (PSNC) and the European Center of Bioinformatics and Genomics (ECBiG). We recognized as the best solution the PLATON-U4 service, in which Polish scientists and public institutions can securely store their data [34] . Under the term PLATON-U4 there are a number of advanced technologies, from which the most important are: 1) support for multiple protocols like SFTP, WebDAV, and GridFTP, 2) a logical file system, 3) automatic data replication (synchronous and asynchronous), 4) the use of advanced storage systems: disk arrays, file servers and tape libraries, 5) encrypted data transfer and access control based on X509 certificates, 6) geographical spread of access nodes and storage in 10 cities. For the purpose of gathering information generated by ECBiG the appropriate account was created in the PLATON-U4, for which the Service Level Agreement (SLA) contract with the list of necessary parameters was established. Among others, the created SLA contract specifies the limit on the size of the stored data equal to 10 TB and the principles of creating replicas.
Data transfer
The large size of the generated data volumes defines essential requirements when it comes to transfer of information between a computer located in ECBiG and storage space in the PLATON-U4 services. To reduce the complexity and length of network connections and thus increase the bandwidth, the basic action was to select the When performing basic tests, the time to transfer a 1 GB file between the selected two systems using SFTP was close to 40 s, giving a bandwidth˜27 MB/s. The response time of the access point (RTT) was below 2 ms.
The attempt was made to optimize the data transfer time using the GridFTP protocol [35] and its client tool named globus-url-copy. GridFTP is an extension of the standard FTP protocol, and is dedicated to efficient transfer of large amounts of data. It offers features not available in other tools, such as:
• parallel transfer using multiple TCP streams,
• the ability to transfer data in pieces simultaneously from multiple sources (so called stripped transfer), • transferring file fragments.
The optimization procedure aimed at finding the best possible values for the parameters corresponding to the number of connections (-p) and the TCP buffer size (−tcp − bs). Fig. 2 shows transmission time of the file of 1 GB size for the default TCP buffer and a variable number of streams. Fig. 3 shows transfer speed noted for this situation. It can be noticed that the best values were obtained for six and nine streams. The measured data transfer time in this case was near 20 s, the communication throughput was approximately 50 MB/s. In practice, using two streams allows to achieve satisfactory results, and using a larger number than 6 streams does not result in any improvement of transmission parameters. For 50 streams a significant drop in performance probably caused by memory constraints was noted. The next step in the optimization was to determine whether a modification to the TCP buffer size can have a positive impact on the data transfer time. In newer Linux operating systems, the size of the buffer is automatically optimized [36] [37] , and generally there is no need to manually adjust this parameter. However, in specific conditions the arbitrary setting of the buffer size may be advantageous.
According to the manual placed on the GridFTP website [38] , the optimal size buffer can be calculated using the following formula:
tcp − bs = bandwidth in Megabits per second (Mb/s) ×RTT in milliseconds (ms) × 1000/8.
As previously, the conducted RTT is ∼ 2 ms. The problem is to accurately estimate the bandwidth, but it can be initially assumed that the bottleneck is the bandwidth of the network card installed on the client computer -speed of 1000 Mb/s. After substituting these values into the formula we get:
tcp − bs = 1000 Mb / s × 2 ms × 1000/8 = 250000 B.
The calculated buffer size of 250 000 bytes was used as the median for the performed tests (Fig. 4) . Experimental results show that manipulation of the buffer size does not reduce the transit time below the value obtained by automatic optimization done by the operating system [36] . Therefore, there is no need to manipulate with tcp − bs.
Taking into account the results of the tests presented above, we conducted 5 attempts at uploading the actual 300 GB size file using SFTP and GridFTP with 6 TCP streams. The measured transfer time via SFTP was 11783 ± 498 s, which gives an average transfer rate of 27.34 ± 1.11 MB/s. Using GridFTP the time of transfer was cut to 7851 ± 497 s and the average transfer rate was increased up to 41.03 ± 2.44 MB/s. On the other hand, deterioration of the transfer performance was observed for the transfer of large files. This phenomenon was confirmed by subsequent tests and is clearly visible also for 10 GB files (Fig. 5) . Although the decrease of the speed is significant, GridFTP remains considerably more efficient than SFTP also for the real 300 GB files. Therefore, it is preferred for transferring such bioinformatic data.
V. CONCLUSIONS
In this article we have presented a possible pipeline for data preprocessing. This initial phase, preceding de novo assembly, reduces the cardinality of the input data set by removing reads with unspecified nucleotides, removing duplicated reads, compressing and sorting data, and merging reads without ambiguity in junctions into longer contigs. In case of E. coli dataset, the initial cardinality has been reduced to 14.8% if we allow merged reads to be shifted by one nucleotide only. By introducing ∆-reads, the method is able to find consecutive reads that are shifted by up to ∆ nucleotides and merge them as well. If ∆=10, the initial cardinality has been decreased to 13.9%. Further on, if we do not take into account single reads that do not fit well, reduction of the initial set is below 5%. A slightly lower reduction rate have been obtained for C. elegans dataset. In case of ∆=10, the data set is equal to 27.8% of its initial state (compare Tables 1-4 for the results). The preprocessing method has been sped up with the use of GPU processors.
Another important issue presented in the article is archiving experimental data coming from the Illumina sequencer. We have shown the necessity of storing FASTA/FASTQ files separately, because they are used more often in further analysis. We have compared several compressing methods: the general usage ones, and those specialized for FASTQ files. The latter one called DSRC has appeared to have the best compression rate and the shortest compression time. Its decompression time has been comparable to other general usage compression methods. In our computational experiments we have noticed that another method specialized for FASTQ files, KungFQ, has got extremely long decompression time, far behind other methods.
We have tested the parameters corresponding to the transfer of data to the PLATON-U4 service: the number of connections and TCP buffer size. We have observed the speedup of the transfer up to 6 TCP streams. For 50 streams a significant drop in performance most likely caused by memory constraints was noted. The buffer size is automatically optimized in the Linux operating system, and manual optimization has not improved the transfer time.
