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METRIC BEHAVIOUR OF THE MAGNUS EMBEDDING
ANDREW W. SALE
Abstract. The classic Magnus embedding is a very effective tool in the study of abelian
extensions of a finitely generated group G, allowing us to see the extension as a subgroup of a
wreath product of a free abelian group with G. In particular, the embedding has proved to be
useful when studying free solvable groups. An equivalent geometric definition of the Magnus
embedding is constructed and it is used to show that it is 2-bi-Lipschitz, with respect to an
obvious choice of generating sets. This is then applied to obtain a non-zero lower bound on
Lp compression exponents in free solvable groups.
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1. Introduction
The Magnus embedding is a valuable tool in the study of free solvable groups. If N is a normal
subgroup of a (non-abelian) free group F of rank r, whose derived subgroup is denoted N ′, then
the Magnus embedding expresses F/N ′ as a subgroup of the wreath product Zr ≀ F/N . The
embedding was introduced in 1939 by Wilhelm Magnus [15], and in the 1950’s Fox, with a series
of papers [8], [9], [10], [3], [11], developed a notion of calculus on free groups which enabled the
Magnus embedding to be further exploited. We will give a geometric definition for the Magnus
embedding, with which we show the following:
Theorem 1. The Magnus embedding ϕ : F/N ′ →֒ Zr ≀F/N is 2–bi-Lipschitz for an appropriate
choice of word metrics.
A consequence of this is that the Magnus embedding will be a quasi-isometric embedding for
word metrics coming from any choice of finite generating sets.
In the realm of solvable groups, the Magnus embedding proves to be a very useful tool. In
particular it provides a means to study free solvable groups. Given a free group F of rank r,
denote by F (d) its d–th derived subgroup. The free solvable group of rank r and derived length
d is the quotient
Sr,d = F/F
(d).
As its name suggests, the free solvable group Sr,d is the free group in the variety of r–generated
solvable groups of derived length d. Hence, any finitely generated solvable group is a quotient
of a free solvable group. As is well known, the Magnus embedding enables us to see Sr,d+1 as a
subgroup of Zr ≀ Sr,d.
We apply Theorem 1 to study the Lp compression exponents for free solvable groups. Com-
pression exponents were first introduced by Guentner and Kaminker [13], building on the idea
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of uniform embeddings introduced by Gromov [12] and G. Yu [18]. In particular we use re-
sults of Naor and Peres [16] and Li [14] to show that free solvable groups have non-zero Hilbert
compression exponent.
Theorem 2. For r, d ∈ N, r, d 6= 1, the Lp compression exponent for Sr,d satisfies
1
d− 1
max
{
1
p
,
1
2
}
≤ α⋆p(Sr,d).
Other applications of the Magnus embedding and Theorem 1 are developed in [17], where a
quantitative version of Max Dehn’s conjugacy problem is investigated in the setting of wreath
products and free solvable groups.
2. Preliminaries
2.1. Restricted Wreath Product. Let A,B be finitely generated groups. Denote by A(B) the
set of all functions from B to A with finite support, and equip it with pointwise multiplication to
make it a group. The (restricted) wreath product A ≀B is the semidirect product A(B) ⋊B. To
be more precise, the elements of A ≀B are pairs (f, b) where f ∈ A(B) and b ∈ B. Multiplication
in A ≀ B is given by
(f, b)(g, c) = (fgb, bc), f, g ∈ A(B), b, c,∈ B
where gb(x) = g(b−1x) for each x ∈ B. The identity element in B will be denoted by IdB, while
we use 1 to denote the trivial function from B to A.
We can paint a picture of A ≀B in a similar vein to the well-known picture for lamplighter groups
Zq ≀ Z. In the more general context where we consider A ≀ B, the problem of determining the
length of an element requires a solution to the travelling salesman problem on a Cayley graph
Cay(B,X) of B, with respect to some finite generating set X . Suppose we take an element
(f, b) ∈ A ≀ B. We can think of this as a set of instructions given to a salesman, who starts the
day at the vertex in Cay(B,X) labelled by the identity. The instructions comprise
• a list of vertices to visit (the support Supp(f));
• a particular element of A to “sell” at each of these vertices (determined by the image of
f at each vertex); and
• a final vertex b, where the salesman should end the day.
Intuitively, therefore, we would expect the word length of (f, b) to be the “quickest” way to do
this. In particular, the salesman needs to find the shortest route from the identity vertex to b in
which every vertex of Supp(f) is visited at least once. We will denote the length of such a path
by K(Supp(f), b), following the notation of [4].
The following Lemma formalises this idea. A proof of the Lemma, for a slightly more general
context, can be found in the Appendix of [4, Lemma A.1] and also in [6, Theorem 3.4]. We fix
a finite generating set X for B and for each b ∈ B denote the corresponding word-length as |b|.
We consider the left-invariant word metric on B, given by dB(x, y) :=
∣∣x−1y∣∣. Similarly, fix a
finite generating set T for A and let |·| denote the word-length. For f ∈ A(B), let
|f | =
∑
x∈B
|f(x)| .
Let AIdB be the subgroup of A
(B) consisting of those elements whose support is contained in
{IdB}. Then AIdB is generated by {ft | t ∈ T } where ft(IdB) = t for each t ∈ T and A ≀ B is
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generated by {(1, x) | x ∈ X} ∪ {(ft, IdB) | t ∈ T }. With respect to this generating set, we will
let |(f, b)| denote the corresponding word-length for (f, b) ∈ A ≀B.
Lemma 2.1 ([4, Lemma A.1]). Let (f, b) ∈ A ≀B, where A,B are finitely generated groups. Then
|(f, b)| = K(Supp(f), b) + |f |
where K(Supp(f), b) is the length of the shortest path in the Cayley graph Cay(B,X) of B from
IdB to b, travelling through every point in Supp(f).
2.2. Fox Calculus. In order to define and make effective use of the Magnus embedding we need
to understand Fox derivatives. These were introduced by Fox in the 1950’s in a series of papers
[8], [9], [10], [3], [11].
Recall that a derivation on a group ring Z(G) is a mapping D : Z(G)→ Z(G) which satisfies the
following two conditions for every a, b ∈ Z(G):
D(a+ b) = D(a) +D(b)
D(ab) = D(a)ε(b) + aD(b)
where ε : Z(G) → Z is the additive homomorphism that sends each element of G to 1.
Given a group homomorphism θ : G → H , we can naturally extend it to a ring homomorphism
θ⋆ : Z(G)→ Z(H). By composing a derivation D : Z(G)→ Z(G) with θ⋆ we obtain a derivation
D⋆ : Z(G)→ Z(H), satisfying:
D⋆(a+ b) = D⋆(a) +D⋆(b)
D⋆(ab) = D⋆(a)ε(b) + θ⋆(a)D⋆(b).
Suppose G = F , the free group on generators X = {x1, . . . , xr}. For each generator we can
define a unique derivation ∂∂xi which satisfies
∂xj
∂xi
= δijIdF
where δij is the Kronecker delta and IdF is the identity element of F . Any derivation D can be
expressed as a unique Z(F )–linear combination of these: for each D there exist unique elements
ki ∈ Z(F ) such that
D(a) =
n∑
i=1
ki
∂a
∂xi
for each a ∈ Z(F ).
Fox describes the following Lemma as the “fundamental formula” and it can be found in [8,
(2.3)]. The proof is straight-forward computation.
Lemma 2.2 (Fundamental formula of Fox calculus). Let a ∈ Z(F ). Then
a− ε(a)IdF =
r∑
i=1
∂a
∂xi
(xi − 1).
Fox derivatives also accept a form of integration, see [5, Ch.VII (2.10)]. In particular, given
β1, . . . , βr ∈ Z(F ) one can find c ∈ Z(F ) such that
∂c
∂xi
= βi for each i. The element c is unique
up to addition of scalar multiples of the identity.
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Given a normal subgroup N in F and a derivation D of Z(F ) we can consider the derivation
D⋆ : Z(F ) → Z(F/N), defined by the composition of the map D with θ⋆ : Z(F ) → Z(F/N), the
extension of the quotient homomorphism θ : F → F/N .
The following Lemma can be deduced from the Magnus embedding, but it also follows from [8,
(4.9)].
Lemma 2.3. Let g ∈ F . Then D⋆(g) = 0 for every derivation D if and only if g ∈ N ′ = [N,N ].
3. The Magnus embedding
3.1. Definition via Fox calculus. The Magnus embedding was first defined in [15]. The first
definition we give here is the same as that given by Magnus, though we use the language of Fox
derivatives.
Let F be the free group of rank r on the generators X = {x1, . . . , xr} and let N be a normal
subgroup of F . The Magnus embedding gives a way of recognising F/N ′, where N ′ is the derived
subgroup of N , as a subgroup of the wreath product M(F/N) = Zr ≀ F/N .
Consider the group ring Z(F/N) and letR be the free Z(F/N)–module with generators t1, . . . , tr.
We define a homomorphism
ϕ : F −→M(F/N) =
(
F/N R
0 1
)
=
{(
g a
0 1
)
| g ∈ F/N, a ∈ R
}
by
ϕ(w) =
(
θ(w) ∂
⋆w
∂x1
t1 + . . .+
∂⋆w
∂xr
tr
0 1
)
where θ is the quotient homomorphism θ : F → F/N . Magnus [15] recognised that the kernel of
ϕ is equal to N ′ and hence ϕ induces an injective homomorphism from F/N ′ to M(F/N) which
is known as the Magnus embedding. In the rest of this paper we will use ϕ to denote both the
homomorphism defined above and the Magnus embedding it induces.
Given w ∈ F , its image under the Magnus embedding can be identified with (f, b) ∈ Zr ≀F/N in
the following way: we take b = θ(w) and f will be the function f (w) = (f
(w)
1 , . . . , f
(w)
r ), where
for each i the function f
(w)
i : F/N → Z satisfies the equation
∑
g∈F/N
f
(w)
i (g)g =
∂⋆w
∂xi
∈ Z(F/N).
Let dF/N ′ denote the word metric in F/N
′ with respect to the generators determined by the
image of elements of X under the quotient map and let dM denote the word metric on M(F/N)
with respect to the generating set{(
θ(x1) 0
0 1
)
, . . . ,
(
θ(xr) 0
0 1
)
,
(
1 t1
0 1
)
, . . . ,
(
1 tr
0 1
)}
.
Note that this generating set is the same as that used for Lemma 2.1. The aim is to compare
the metrics dF/N ′ and dM . We will do this by giving an equivalent definition of the Magnus
embedding which is described by its geometric properties.
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3.2. Geometric definition. Define a multigraph Γ as follows. Let the vertex set of Γ be F/N .
For each g ∈ F/N and x ∈ X connect g to gx by an edge labelled by x. Denote this edge by
(g, x). In many cases Γ will be the Cayley graph Cay(F/N,X), where X is the image of X in
the quotient map. However, if, for example, there exist distinct x, y ∈ X such that xN = yN
then Γ will have two distinct edges from g to gx = gy, for each g ∈ F/N , while Cay(F/N,X)
will have just one.
Take a word w in F and construct the path ρw read out by this word in the multigraph Γ. Let
E be the edge set of Γ. Define a function πw : E → Z such that for each edge (g, x) ∈ E the
value of πw(g, x) is equal to the net number of times the path ρw traverses this edge — for each
time the path travels from g to gx along (g, x) count +1; for each time the path goes backwards,
from gx to g, along (g, x) count −1. Note that, since F is free, πw = πu whenever the words w
and u represent the same element in F .
Given w ∈ F we will use πw to define a function Pw : F/N → Z
r in the natural way:
Pw(g) =
(
πw(g, x1), . . . , πw(g, xr)
)
.
Define the geometric Magnus embedding to be the function ϕgeo : F → Z
r ≀ F/N such that
ϕgeo(w) = (Pw , θ(w)) for w ∈ F .
Theorem 3.1. The two definitions of the Magnus embedding, ϕ and ϕgeo, are equivalent.
Proof. To do this we need to show that for each w ∈ F the maps f (w) and Pw are in fact the
same. In particular we need that f
(w)
i (g) = πw(g, xi) for each edge (g, xi) in Γ.
We will prove this by induction on the word-length of w. If w = xj then
∂⋆w
∂xi
= δijIdF/N . The
path ρw consists of just one edge: (IdF/N , xj). Hence πw(g, xi) is zero everywhere except when
g = IdF/N and i = j, where it takes the value 1. Thus, in this case, f
(w) = Pw. If w = x
−1
j then
∂⋆w
∂xi
= −δijx
−1
j . The path ρw this time consists of the edge (x
−1
j , xj) and one can check that
Pw = f
(w) holds here too.
Now suppose w has length at least 2 and that the claim holds for all words shorter than w.
Suppose also that w is of the form w = w′xεj where w
′ is a non-trivial word and ε = ±1. Then
∂⋆(w′xεj)
∂xi
=
∂⋆w′
∂xi
+ θ(w′)
∂⋆xεj
∂xi
and it follows that f
(w)
i (g) = f
(w′)
i (g) whenever i 6= j. When i = j we get
f
(w)
i (g) =


f
(w′)
i (g) if ε = 1 and g 6= θ(w
′), or ε = −1 and g 6= θ(w),
f
(w′)
i (g) + 1 if ε = 1 and g = θ(w
′),
f
(w′)
i (g)− 1 if ε = −1 and g = θ(w).
Meanwhile, ρw is obtained from ρw′ by attaching one extra edge on to its final vertex, namely
the edge (w′, xi) is attached if ε = 1 or (w, xi) if ε = −1. Hence πw(g, xi) = πw′(g, xi) whenever
i 6= j and when i = j we get
πw(g, xi) =


πw′(g, xi) if ε = 1 and g 6= θ(w
′), or ε = −1 and g 6= θ(w),
πw′(g, xi) + 1 if ε = 1 and g = θ(w
′),
πw′(g, xi)− 1 if ε = −1 and g = θ(w).
Thus, applying the inductive hypothesis gives f
(w)
i (g) = πw(g, xi) and the equality of Pw and
f (w) therefore holds for all words w. 
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3.3. Metric behaviour of the Magnus embedding. We will use this geometric definition of
the Magnus embedding to show that its image is undistorted in M(F/N).
If w is a geodesic word for g ∈ F/N ′ then the length of ρw is equal to dF/N ′ (IdF/N ′ , g). We
need to compare its length with the size of ϕ(g) in the wreath product. We saw above how, if
ϕ(g) = (f (w), θ(w)), then the function f (w) describes the route which ρw takes, telling us the net
number of times ρw transverses each edge. From this we deduce a relationship between the size
of g and the size of ϕ(g).
In order to compare dF/N ′ and dM we will use an expression for word-lengths in F/N
′ given
by Droms, Lewin and Servatius [7, Theorem 2]. For this we will need the following notation:
Let Supp(πw) denote the subgraph of Γ containing all edges e such that πw(e) 6= 0. Consider a
new path σ(πw) which is a path travelling through every point in Supp(πw)∪ {IdF/N} so that it
minimises the number of edges not contained in Supp(πw). Let W (πw) denote this number.
Lemma 3.2 (Droms–Lewin–Servatius [7]). Let w be a word on generators X which determines
the element g ∈ F/N ′. Then
dF/N ′(IdF/N ′ , g) =
∑
e∈E
|πw(e)|+ 2W (πw).
Theorem 3.3. The subgroup ϕ(F/N ′) is undistorted in M(F/N). To be precise, for each g ∈
F/N ′
1
2
dF/N ′(IdF/N ′ , g) ≤ dM (IdM , ϕ(g)) ≤ 2dF/N ′(IdF/N ′ , g).
Proof. The upper bound is immediate since each generator in X is mapped under ϕ to the
product of two generators of M(F/N).
Let w be a geodesic word on X ∪ X−1 representing g ∈ F/N ′. Suppose ϕ(w) = (f (w), θ(w)).
From Lemma 2.1 the word-length in M(F/N) is given by
dM (IdM , ϕ(w)) = K(Supp(f
(w)), θ(w)) +
∑
y∈F/N
‖f (w)(y)‖
where ‖·‖ is the ℓ1–norm on Z
r. The expression of f (w) in terms of πw which comes from the
equality of Pw and F
(w) given by in Theorem 3.1 leads us to the equation
(1)
∑
y∈F/N
‖f (w)(y)‖ =
∑
e∈E
|πw(e)| .
Since an edge e is in Supp(πw) only if one of its ends is in Supp(f
(w)), we see that Supp(f (w))
is contained in the subgraph Supp(πw). Take a path q starting at IdF/N and travelling through
every point in Supp(f (w)), in particular we may take q to be a path realising K(Supp(f (w)), (w)).
Any edge in Supp(πw) which is not in this path must have one vertex lying in the path q. Adding
these edges to q (along with the corresponding backtracking) gives a new path q′ passing though
every point of Supp(πw) ∪ {IdF/N}. Note that every edge in q
′ that is not in Supp(πw) was
already in q. Hence the length of q is bounded below by the size of W (πw). In particular
W (πw) ≤ K(Supp(f
(w)), θ(w)) and hence, by equation (1) and Lemma 3.2,
1
2
dF/N ′(IdF/N ′ , g) ≤ dM (IdM , ϕ(g))
thus proving the result. 
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4. Compression Exponents
We can use the fact that the Magnus embedding is a quasi-isometric embedding to obtain a lower
bound for the Lp compression exponent of free solvable groups. The Lp compression exponent
is a way of measuring how a group embeds into Lp.
Let G be a finitely generated group with word metric denoted by dG and let Y be a metric space
with metric dY . A map f : G → Y is called a uniform embedding if there are two functions
ρ± : R≥0 → R≥0 such that ρ−(r)→∞ as r→∞ and
ρ−(dG(g1, g2)) ≤ dY (f(g1), f(g2)) ≤ ρ+(dG(g1, g2))
for g1, g2 ∈ G.
One can define the Lp compression exponent for a finitely generated group G, denoted by α⋆p(G),
to be the supremum over all α ≥ 0 such that there exists a Lipschitz map f : G→ Lp satisfying
CdG(g1, g2)
α ≤ ‖f(g1)− f(g2)‖
for any positive constant C. For p = 2, the Hilbert compression exponent, which is denoted by
α⋆(G), was introduced by Guentner and Kaminker [13].
Of particular interest to us is what happens to compression under taking a wreath product. The
first estimate for compression exponents in wreath products was given by Arzhantseva, Guba
and Sapir [1] where they show that the Hilbert compression exponent of Z ≀ H , where H has
super-polynomial growth, is bounded above by 1/2. More recently Naor and Peres have given a
lower bound for the compression of A ≀B when B is of polynomial growth [16, Theorem 3.1].
Theorem 4.1 (Naor–Peres [16]). Let A,B be finitely generated groups such that B has polyno-
mial growth. Then, for p ∈ [1, 2],
α⋆p(A ≀ B) ≥ min
{
1
p
, α⋆p(A)
}
.
Li showed in particular that a positive compression exponent is preserved by taking wreath
products [14].
Theorem 4.2 (Li [14]). Let A,B be finitely generated groups. For p ≥ 1 we have
α⋆p(A ≀B) ≥ max
{
1
p
,
1
2
}
min
{
α⋆1(A),
α⋆1(B)
1 + α⋆1(B)
}
.
We can deduce from the result of Naor and Peres that the L1 compression exponent for Zr ≀ Zr
is equal to 1. Hence the L1 compression exponent for free metabelian groups, using Theorem
3.3, is also equal to 1. Then, with the result of Li, induction on the derived length gives us that
α⋆1(Sr,d) ≥
1
d−1 . Finally, another application of Li’s result gives us the following:
Corollary 4.3. Let r, d ∈ N. Then
α⋆1(Sr,d) ≥
1
d− 1
and for p > 1
α⋆p(Sr,d) ≥
1
d− 1
max
{
1
p
,
1
2
}
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It would be interesting to determine an upper bound on α⋆p(Sr,d), in particular to check if it is
ever strictly less than 12 since no example of a solvable group with non-zero Hilbert compression
exponent strictly less than 12 is known. Austin [2] has constructed solvable groups with L
p com-
pression exponent equal to zero. His examples are modified versions of double wreath products
of abelian groups. Therefore to find such an example it seems natural to look in the class of
iterated wreath products of solvable groups and special families of their subgroups, such as the
free solvable groups.
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