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Abstract: One of the perennial questions faced by designers, researchers, and students of design is to what
extent they should develop a prototype in order to learn the most from it. In some cases, a simple paper
sketch is sufficient. In others, a fully functional version is necessary in order to adequately convey the core
concept. In this paper, we focus on the latter end of the spectrum, and propose that one way to quickly and
efficiently create these kinds of prototypes is to identify and use one of the publicly-available application
programming interfaces (APIs) that can be quickly found in API databases. In short, we seek to simplify
prototyping in the field of Interaction Design that appears complex and multidisciplinary with a lot of
moving pieces and formulate a way to streamline rapid prototyping. We argue that proper choice and use
of an API allows designers with minimal knowledge in information technology to skip the complexities
associated with multidisciplinary ideas and enables them instead to traverse different regions of the design
space. This helps prototyping, even in this fully-functional space, to take on additional roles such as a
generator of design ideas, stimulus for reflection, and influence on behaviors in order to discover and refine
design ideas. We ground our discussion in a case study focusing on design process of a language learning
prototype that accesses half a dozen APIs to analyze uttered speech and visualize lexical stress in real-time.
Keywords: application programming interface; API; prototype; interaction design; design space

1 Introduction
Design of digital artifacts, things built around information technology, is becoming increasingly complex in the field of
Interaction Design (Löwgren & Stolterman, 2004). Advent of new technologies coupled with evolving user needs has
resulted in messy situations in many design problems where there are ambiguous boundaries and unlimited degrees
of freedom for designers. Design researchers have introduced plenty of theoretical methods, frameworks and
approaches to help practitioners navigate complexity but studies show that designers, although familiar with these
methods, rarely use them (Stolterman, 2008; Rogers, 2004). Design practitioners have tended to employ tools that
prepare them for action than frameworks that guide them in action because it is often difficult to tailor a theoretical
method to a specific design context (Stolterman, 2008).
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One of the concepts that has proven to have stood the test of time is thoughtful design (Löwgren, 2004). Thoughtful
interaction designers have reflective minds that enable them to solve problems, think critically, and prepare for action
in complex situations. They examine the purpose, outcomes, and benefits of design which leads to “good” design
(Stolterman, 2008). As another key ingredient of a successful design, we highlight the influence of behavior in
prototyping (Kolko, 2010). Kolko et al. see design as a natural dialog between the user and the artifact rooted in
reaction and anticipation. Therefore, the role of designers is to assist users in experiencing a particular emotion and
understanding the context which goes beyond usability in interaction design.
Lim, Stolterman and Tenenberg (2008) view prototypes not only as a means for evaluating design but also as a
generative entity that enables designers to reflect on their design and analyze behavior. Given the distinction
discussed by Lim et al. (2008) and further elaborations by (Camburn, Viswanathan, Linsey, Anderson, Jensen &
Crawford, 2017), we can identify two types of prototypes widely used in interaction design practice and education:
1) The prototype is created to evaluate ideas and hypotheses by designers through an iterative trial-and-error
process. It is commonly applied in the design process in Human-Computer-Interaction (HCI) research. In this
category, prototyping helps in conducting usability testing and market research and follows distinct steps:
design, build, test, and analyze (Von Hippel, 2005) (Anderl, Mecke & Klug, 2007). Design is primarily focused on
developing specification-oriented prototypes rather than prototype-oriented specifications (Schrage, 1993).
2) The prototype is used to explore, generate, and brainstorm design ideas. Lim et al and others conceptualized
this new definition of prototyping as a means for a holistic discovery of the design space. Scaletsky et al. (2014)
described the design space as a tinkering space where designers understand users’ behavior (Bogers & Horst,
2014), generate ideas (Hess & Summers, 2013), and communicate the creative ideas (Barbieri, Angilica, Bruno
& Muzzupappa, 2013). In this category, prototyping falls under the research through design rather than
research for design (Scaletsky, 2014, p. 4). Such prototypes are effective tools in a designer’s arsenal to reflect
and understand user behavior in complex digital artifact design.

2 Prototypes as Generative Agents
Designers often use sketches as a quick and handy way to reflect and evaluate their design without employing
multidisciplinary teams and investing significant time and effort upfront to build a semi-functional prototype.
Sketches, while often useful as a first step, fall short of creating a real and comprehensive interactive experience
particularly in complex design problems. As further explored in our case study, modern design problems arise where
sketches are poor articulations of design because they are incapable of encompassing important design concepts such
as reflection and behavior-based communication that is the core of thoughtful interaction design.
A functional or at least a semi-functional prototype seems necessary to immerse both the designer and the user for
reflection and behavior respectively. Nevertheless, functional prototypes of modern digital artifact often prove
prohibitively expensive and time consuming to build. Moreover, modern digital artifacts that involve complex
activities such as emulating human response need multidisciplinary skills. Such functionalities are typical use cases of
features built using machine learning which take long and expensive development cycles to build.
The challenge is how to reach a point where the prototype affords sufficient functionality to enable the designer to be
reflective without investing significant time and capital. In this article, we argue that Application Programming
Interfaces (APIs) offer a solution that can help interaction designers create effective prototypes that have the
aforementioned merits.
The goal of this paper is primarily to advocate for the use of APIs as a form of design support aimed at improving
design process in interaction design practice and education. We show that APIs can help designers and students
traverse the design space in a holistic way through developing prototypes which leads to a thorough understanding of
design, concepts and meanings (Stolterman, 2008). Furthermore, through prototyping with APIs, designers can
understand behavior and track behavior-based changes over time (Kolko, 2010). The design space in our study has
two principal dimensions for developing prototypes: 1) the level of fidelity, and 2) the number of features that shows
how complete the prototype is (see Figure 1). Selecting the level of fidelity and the number of features in prototyping
influences users’ perception and reaction to the prototype which leads to different understanding of a design space
(Lim, 2008). As a result of this implementation, designers are able to navigate different regions of the design space
optimally with minimal cost and complexity. This helps prototyping meet its principle role as generator of design
ideas, stimulus for reflection, and influence on behaviors in order to discover and refine design ideas. Using APIs also
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allows designers to advance from the very early stage of ideation to a semi-functional prototype with higher breadth
of features at a faster pace compared to the situation where APIs are not used.

3 Application Programming Interfaces (APIs)
APIs have greatly benefited software development by compartmentalizing various disciplines of software design and
creating boundaries around different features to enable standardized and straightforward communication among
different functionalities without the need to fully understand the details of their implementations. During the
software development cycles, designers can embed features from other applications through APIs and gain access to
knowledge to leverage in their design. APIs provide designers with flexibility and efficiency in innovating and bringing
new ideas to fruition while simultaneously reducing complexity and saving time and resources (Red Hat, 2018).
In the literature, APIs have historically been leveraged by designers in the field of Human-Computer Interaction as a
means to provide quick access to knowledge and data (e.g., Twitter, Google Maps) (Ruecker, Hodges, Lokhadwala,
Ching, Windsor, Hudson & Rodriquez, 2015) that is otherwise time-consuming and expensive or even impossible to
come by. With the growth of Artificial Intelligence in recent years, APIs can now take a very different role and perform
intelligent activities on behalf of a human agent such as face recognition, object detection in images, transcribing
speech (Schalkwyk, Beeferman, Beaufays, Byrne & Chelba, 2010) and converting text to speech. Availability of such
functionalities via APIs make it possible to build functional multidisciplinary prototypes that were prohibitively
expensive to build just a few years ago. Moreover, with the emergence of advanced mobile devices and powerful
server-side infrastructure (cloud computing), many APIs are now built to be compatible with mobile programming and
facilitate 24/7 accessibility to API functionalities from virtually anywhere at any time.
Our case study focuses on the design process for a language learning prototype that analyzes uttered speech and
visualizes lexical stress in real-time. we will show that it proves difficult to evaluate design ideas and generate new
ideas when the early prototype does not actually respond to the user’s voice (a low fidelity prototype), because voice
inherently has a complex and dynamic nature. The prototype makes extensive use of various APIs both in the form of
accessing a knowledge base as well as emulating a human teacher in terms of real time feedback. The study serves as
an anecdote that shows the importance of APIs in simplifying, streamlining and refining a seemingly complex design
idea and building a semi-functional prototype with minimal time and effort. We have subsequently conducted user
research with 20 language learner students and made design iterations that introduced additional features.

Figure 1. Using APIs could enable designers to traverse a design space from point A to Point C at a faster pace. This
enables us to conduct extensive user studies at an early stage. Selecting the level of fidelity and the number of
features influences users’ perception and reaction which leads to different understanding of a design space.
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4 Case Study
Language learning has significant potential for innovation for several reasons: sparse access to human teachers,
advent of advanced mobile devices and innovations around human-computer interface (Godwin-Jones, 2011).
Although self-learning language tools are commonplace these days, there are certain aspects of language learning that
still require a human instructor for real-time feedback, such as pronunciations, correct placement of lexical stress on
the right syllables in some languages (such as English) as well as tonality (Celce-Murcia, Brinton & Goodwin, 1996). The
idea was to design a digital artifact that makes it possible for a learner to utter an expression and receive visual
feedback on the location of lexical stress as shown in Figure 2. The final design would employ machine learning to
analyze speech, find lexical stress, recognize speech and display the recognized speech with the stressed syllable
enlarged or emphasized.
Although a low-fidelity prototype (sketch) might seems useful as a first step, it proved tedious to familiarize the
learner with the idea during user studies. This was specially the case for learners whose native languages do not
employ a lexical stress mechanism to communicate meaning. For instance, native speakers of French or Farsi had no
concept of lexical stress in mind and were confused by the whole idea.
Building a functional prototype seemed prohibitively difficult at first sight because of all the complex tasks that it
needs to perform. It would have required multiple teams with various technical capabilities, a multi-cycle
development project, a significant amount of time as well as significant capital expenditure to build. However, as
detailed below, freely available APIs made it possible to build a functional prototype leveraging a minimal team of
designers with little knowledge in machine learning and computer science in a short amount of time, conduct user
studies and perform design iterations.
Another benefit of employing APIs is that they make it possible to use them without having complex and expensive
hardware on the user side. The machine Learning algorithms conduct live, complex analysis of user speech on servers
at the API provider’s premises and users can access them through a simple web connection from a handheld device
such as a smartphone – which creates the perfect platform for a self-learning language tool.

Figure 2. The uttered word is “geography” that has 4 syllables and the primary stress is located on the second
syllable. The pitch curve shows a peak value in this syllable (the pitch and the intensity were illustrated from Praat
Software (Boersma, 2002)).

Our experimental prototype conducts the following tasks (see Figure 3 that shows the workflows):
1)

The user/learner utters speech in the target language. The smartphone captures the speech and sends it to
Google’s speech-to-text API: Both Android and iOS operating systems provide easy access to device
microphones through software libraries and make it possible to collect, package and transfer speech data to
Google’s speech-to-text API via the web.

2) Google’s Speech-to-Text API transcribes the audio in the target language and returns text to the user:
Google’s Speech-to-text API (Google Cloud Speech-to-Text, 2018) accepts voice data in many languages. It is
capable of transcribing speech with high confidence even in noisy environments. It will then return the
4
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transcribed speech to the device in JSON format along with a confidence level. It can also provide alternatives
for the transcriptions with lower confidence levels. The longer the speech the higher the confidence for the
transcription because longer speech provides context and increases the confidence level. Transcription is
performed simultaneously with speech utterance. Therefore, the user can experience real-time response even
with modest internet connection speed.
3) The prototype sends transcribed speech to a syllable detection API (words API): Once the prototype receives
the transcription from Google’s speech-to-text API, it sends it to a syllable detection API. In order to identify
the stressed syllable, we need to segment the uttered word into its syllables. There is a freely available API for
this purpose as well. A quick search in RapidAPI (2018) which collects, hosts and manages millions of APIs, led
us to WordsAPI (2018) which is capable of receiving a word and returning its syllables. Now, we not only know
what the user has uttered but also have segmented the uttered word into its syllables. In the next step, we will
determine which syllable has been stressed by the user.
4) The prototype sends speech to a pitch detection API (built in-house): A considerable amount of research has
gone into techniques to detect lexical stress in speech. Many have identified pitch as an indicator of stress
(Tepperman & Narayanan, 2005). When a speaker places stress on a vowel, that vowel is uttered at a higher
pitch than the rest of the utterance (see Figure. 2). Open source software tools such as Praat (Boersma, 2002)
have implemented algorithms that determine and plot the utterance pitch. In order to use it in our prototype,
we have created an API, in house, that implements the same method (De Cheveigné & Kawahara, 2002) used in
Praat as an API with the addition of being compatible for use in a mobile application, Figure 4 (Left).
Simultaneous with the above steps, the prototype sends the speech data to a pitch detection API which returns
a plot of pitch variation during speech utterance.
5) The prototype overlays the detected pitch over the transcribed word and its syllables and finds the syllable
that is stressed: In this step, we overlay the pitch variation on the transcribed speech to detect which syllable is
stressed by the speaker. Now we know what the user has said, its syllables and the syllable that is stressed by
the speaker.
6) The prototype uses uppercase letters in a larger size for the detected stressed syllables and displays the
transcribed text to the user: During the ideation of this prototype, one aspect of the idea was to help users
visualize the stressed syllable. In general, for language teachers, it is difficult to teach concepts related to
speaking as they are quite cumbersome to communicate. Therefore, we decided to show lexical stress which is
an audio property via modified typography i.e. using large uppercase letters for the stressed syllable.
It is not exactly novel to express lexical stress using indicators such as uppercase letters for the stressed
syllables. What is novel about this is providing real-time feedback for uttered speech in this fashion. Now we
have displayed the user’s uttered speech with the stressed syllable in uppercase. In the next step, we display
the correct way to speak the same word next to the user’s version.
7) The prototype also shows the same text with the correct syllable to the users: WordsAPI discussed in step 3
not only gives us the syllables of a word but also returns the syllable that needs to be stressed. Using this
information, the prototype can display the correct version of the utterance along with the user’s version so
that the user can compare and correct themselves with practice.
8) Using a text-to-speech API to let the user hear the correct pronunciation: This step was originally absent from
our prototype but was added at a later iteration after user studies. While users enjoyed seeing how they have
placed lexical stress, most of them wanted to hear the correct version of the speech as well. APIs came to help
one last time as Google also provides a text to speech API (Google Cloud-Text-To-Speech, 2018) which can
receive text and return spoken words as an audio file. Therefore, invoking this API, the prototype not only
shows where the user has placed lexical stress and where it was supposed to be but also speaks the word
correctly in the end.
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Figure 3. The workflow for our method showing the following steps: 1) Smartphone captures speech and sends it to
Google’s speech-to-text API, 2) Google’s Speech-to-Text API transcribes audio in the target language, 3) Transcribed
speech is sent to a syllable detection API, 4) the prototype sends speech to a pitch detection API, 5) the prototype
overlays the detected pitch over the transcribed word, 6) the prototype uses uppercase letters for the detected
stressed syllables and displays the transcribed text to the user.

5 User Research
We conducted user studies on 20 English language learners in the age range of 18 to 40 with various native languages
such as Korean, Chinese, Farsi, Arabic, Hindi, Spanish, and Portuguese. We originally tried to conduct user research
using simple sketches. A human English language expert played the role of the machine and presented the learner
with sketches similar to Figure 4 (right) once the user uttered the requested expression. The first problem that arose
as a result of using sketches was that some native speakers of languages such as French and Farsi, who had no
concept of lexical stress in their native language, found the purpose of the design confusing. Verbal explanations
seemed to do little to describe the true meaning of lexical stress. Although a human expert was present to represent
the machine and simulate what the ultimate design would do, learners had a hard time understanding the design.
Using a human expert to represent the machine also seemed counterproductive since the main design idea was to use
machines to imitate a human teacher. As it immediately became apparent that a fully functional prototype was
inevitable to best articulate the design concept for user studies, APIs seemed to offer a quick way to build a functional
prototype without expensive development cycles. A functional prototype as detailed in previous section was built in
less than two months and user studies were resumed. Users now received instant responses from the prototype.
Think-aloud cognitive interviews (Given, 2008) showed that almost all users understood the intent of the design.
Repeated exposure of the learners to the prototype showed that the users could retrieve their previous responses and
gradually improve their responses over time. This was not possible to assess with original sketches. Some learners’
judgements were incorrect in their first responses in the sense that they took some time to realize that a combination
of loudness and higher pitch would best represent a stressed syllable but repeat exposure resulted in quick
improvements. During the Think-aloud sessions as well as verbal probes, users expressed interest in hearing the
correct version of the expression after every utterance. The good news was that there was an API for that as well. A
text-to-speech conversion was quickly added to the prototype and as predicted by learners, it significantly improved
users’ speed in improving their utterance. It was quickly demonstrated that APIs offered the possibility of quick design
iterations. Additional observations are listed below:
• Users were intrigued by the idea of visual feedback on their pronunciations as it related to lexical stress –
particularly language learners who were preparing for standardized tests for foreign language fluency (TOEFL)
since the only available alternative for them to seek feedback was a human teacher.
• Some users did not initially believe that they were mispronouncing the words in terms of lexical stress. For most
users, once they witnessed a visual representation of their utterance and compared it to the correct visual, they
became more interested in repeating the exercise and eventually getting it right.
• Many users were interested to see the pitch curve itself as shown in Figure 2. In a separate prototype, we made it
possible for the users to see the pitch curve if they elected to see it.
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• Users’ native language had a significant impact on their learning speed as well as their familiarity with lexical
stress. This was expected as lexical stress and tonality has no significance in some languages while it is extremely
important in other languages.
• In order to visualize the lexical stress, we prepared many mini-prototypes as seen in Figure. 4(right). We then
conducted separate user studies to choose which visual representation was most desirable and felt most natural
to users. Users overwhelmingly chose prototype #1 as it also appears in some language learning books and
material. This choice was likely related to learners’ familiarity with this visualization from such material.
Investigating other parameters in visualization such as color and typeface will be examined in our future
prototyping.

Figure 4. (Left) The functional prototype was built for iPhone iOS. (Right) mini-prototypes for finding the most
desirable visual representation for the users. The visualizations are listed in the order of users’ preference.

6 Conclusion
We have demonstrated a new role for modern APIs as entities that perform intelligent actions in prototypes beyond
their historical role as sources of data/ knowledge. Such design ideas are difficult to communicate with users when
implemented as low-fidelity prototypes. We have also shown that using APIs in this context can help build
multidisciplinary and high-fidelity prototypes that seem prohibitively expensive and time-consuming to build in the
absence of APIs. Our case study successfully implements a real-time feedback system for language learners which
visualizes speech properties such as lexical stress to help users identify inaccuracies in their stress placement and
improve upon them with practice. Furthermore, we have shown that using modern APIs can simplify subsequent
design tweaks during user research and significantly reduce time to solution and save designers time, cost and design
complexity.
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