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Singularity theory is applied for the study of the characteristic three-dimensional tensegrity-cytoskeleton
model after adopting an incompressibility constraint. The model comprises six elastic bars intercon-
nected with 24 elastic string members. Previous studies have already been performed on non-con-
strained systems; however, the present one allows for general non-symmetric equilibrium
conﬁgurations. Critical conditions for branching of the equilibrium are derived and post-critical behav-
iour is discussed. Classiﬁcation of the simple and compound singularities of the total potential energy
function is effected. The theory is implemented into the cusp catastrophe for the case of one-dimensional
branching of the buckling-allowed tensegrity model, and an elliptic umbilic singularity for compound
branching of a rigid-bar model. It is pointed out that singularity studies with constraints demand a quite
different mathematical approach than those without constraints.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
The concept of tensegrity was initially apprehended andmateri-
alized in the sculptures of the artist Kenneth Snelson in 1948 and
later patented by the architect R. Buckminster Fuller as a newmeth-
od for designing geodesic structures (Fuller, 1961). Tensegrities are
reticulated structures forming a highly geometric combination of
bars and strings in space. In fact, tensegrity is a portmanteau word
for ‘‘tension-integrity” referring to the integrity of structures as
being based in a synergy between balanced continuous tension
(elastic strings) and discontinuous compression (elastic bars) com-
ponents. Pre-existing tensile stress in the string members, termed
prestress, is required even before the application of any external
loading in order to maintain structural stability. There already ex-
ists an extensive literature regarding the mechanics and advanced
mathematics used for the integral description of these structures
(e.g., Roth and Whiteley, 1981; Motro, 1992; Connelly and Back,
1998; Skelton et al., 2002; Lazopoulos, 2005a; Pirentis and
Lazopoulos, 2006; Williams, 2007). The principal characteristics
of tensegrity architecture are: the fact that elastic bars bear com-
pressive load whereas elastic strings bear tensional load; prestress
provides structural stability (self-equilibrated system); structural
rigidity is proportionate to prestress; and the manifestation of
‘‘action at a distance” (Stamenovic´, 2006).ll rights reserved.
poulos).Almost three decades ago, the hypothesis that the cytoskeleton
(CSK) is organised according to the principles of tensegrity archi-
tecture was introduced (Ingber et al., 1981; Ingber and Jamieson,
1985). The CSK is the intracellular ﬁlamentous biopolymer
network whose constant remodelling directly affects almost all
functions of living cells (Suresh, 2007). In the course of several
years an ever increasing number of experimental observations
have established that adherent cell behaviour is controlled and
determined by its physical deformation and, especially, the defor-
mation of the CSK. In the cellular tensegrity model and in terms of
cell physiology, elastic bars correspond to microtubules while elas-
tic strings correspond to the actin and intermediate ﬁlaments net-
work (Stamenovic´, 2006, and references therein for an excellent
overview). It has been found that the aforementioned mechanical
properties of tensegrity systems are characteristic of the CSK as
well (Ingber, 1993, 1998, 2008; Volokh et al., 2000; Stamenovic´,
2006). Actually, some of these properties were initially predicted
by the tensegrity model and were later veriﬁed in laboratory
experiments as mechanical properties of the CSK (Ingber, 2008).
In a series of previous theoretical studies by the authors, several
aspects and properties of tensegrity architecture and CSK model-
ling have been discussed (Lazopoulos, 2005a,b; Pirentis and
Lazopoulos, 2006; Lazopoulos and Lazopoulou, 2006a,b). The par-
ticular tensegrity model of this study has been used time and again
during the last two decades for the investigation of the application
of tensegrity architecture in CSK mechanics (Ingber, 1993; Stame-
novic´ et al., 1996; Coughlin and Stamenovic´, 1997, 1998; Wendling
et al., 1999; Volokh et al., 2000; Wang and Stamenovic´, 2000).
Fig. 1. Symmetric conﬁguration of the tensegrity-cytoskeleton model.
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literature in order to address speciﬁc problems from a broad range
of phenomena related to the CSK (Stamenovic´, 2006; Ingber, 2008).
However, previous studies by the authors and others did not take
explicitly into account the fact that cells are almost incompress-
ible. Here, motivated by this observation and in order to mimic cel-
lular behaviour we integrated to the model a condition (constraint)
that prohibits volumetric change, albeit, allows deformation.
In its initial unloaded conﬁguration the tensegrity model under
examination presents three-dimensional symmetry. Under the
application of external equitriaxial loading and when the critical
value is reached, the structure loses symmetry similarly to the case
of Rivlin’s cube (Rivlin, 1948, 1974; Ogden, 1997; Golubitsky et al.,
1988). Two kinds of instabilities appear: the ﬁrst is related to the
global (overall) instability of the model and the second is due to lo-
cal Euler buckling of the bars; both will be discussed later in the
text along with the emergence of subsequent compound instabili-
ties. The current tensegrity model, although simple, is a system
with multiple degrees of freedom and presents a rich mechanical
response that cannot be described in its entirety by force equilib-
rium concepts alone. To this end, an integral study of the model
behaviour is effected by employing Singularity Theory for con-
strained systems – emerging from differential topology (Porteous,
1971, 1994). Even though formal branching theory demands such
difﬁcult tasks as the elimination of passive coordinates and the
normalization of the total potential energy function (Thompson
and Hunt, 1973; Vainberg and Trenogin, 1974; Troger and Steindl,
1991), the free coordinate bifurcation procedure elaborated here
does not set these requirements. Applying the presented theory
(Lazopoulos, 1994; Lazopoulos and Markatis, 1994), the various
singularities of the total potential energy function exhibiting sim-
ple or compound branching of its equilibrium paths, under the
inﬂuence of any constraints, can be investigated. In this formula-
tion, explicit formulae of the critical conditions for branching are
naturally derived and the classiﬁcation of singularities provides
the number and stability study of the post-critical equilibrium
paths. The current treatment is an extension of previous work on
the subject by including systems with constraints.2. The tensegrity CSK model and its total potential energy
function
The system under investigation comprises six inextensible elas-
tic bars interconnected with a total of 24 elastic strings in the fash-
ion shown in Fig. 1. Although the bars acquire an inextensible
elastic curve, they may be buckled. In absence of external loading
the initial geometrical conﬁguration is dominated by prestress;
speciﬁcally, the tensile forces carried by the strings are balanced
by compression in the bars (Stamenovic´ and Coughlin, 1999;
Lazopoulos and Lazopoulou, 2006b).
In the initial conﬁguration the self-equilibrated structure is
fully symmetric and the origin of the Cartesian coordinate system
is located in its centre. In fact, the three axes are aligned to the
directions of the three pairs of parallel bars while the length of
all string segments is the same. Following simple geometrical con-
siderations it is straightforward to show that both the length of the
string segments and the distance between the parallel bars are pro-
portionate to the length of the bars (or, respectively, their chord-
length if the bars are already buckled) (Kenner, 1976; Coughlin
and Stamenovic´, 1997). The structure is subjected to a general
three-dimensional loading such that forces of magnitude
TX=2; TY=2; TZ=2 are applied at the endpoints of the bars (AA)
and (A0A0), (BB) and (B0B0), (CC) and (C0C0), respectively (cf. Fig. 1).
Thus, the parallel bars in each pair are either pulled apart or
pushed towards each other, depending on whether the forces areextensive or compressive with respect to the overall system. Evi-
dently, this results to a concerted change in all length values (cur-
rent conﬁguration). In the current conﬁguration we call: sX ; sY ; sZ
the distances between the parallel bars (or chord-lengths) (AA)
and (A0A0), (BB) and (B0B0), (CC) and (C0C0), respectively; l1 the length
of the string segments (AB), ðA0BÞ; ðAB0Þ; ðA0B0Þ; l2 the length of the
string segments (AC), ðA0CÞ; ðAC0Þ; ðA0C0Þ; and l3 the length of the
string segments (BC), ðB0CÞ; ðBC 0Þ; ðB0C0Þ. Then, simple geometrical
arguments yield (Coughlin and Stamenovic´, 1997):
l1 ¼ 12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðL2  sXÞ2 þ s2Y þ L21
q
; ð1Þ
l2 ¼ 12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðL1  sZÞ2 þ s2X þ L23
q
; ð2Þ
l3 ¼ 12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðL3  sY Þ2 þ s2Z þ L22
q
; ð3Þ
where L1; L2 and L3 are the current chord-lengths corresponding to
the bars (AA) and (A0A0), (BB) and (B0B0),(CC) and (C0C0), respectively. If
the deﬂection of the given buckled bar is deﬁned by:
wiðsÞ ¼ fi  sin
p  s
L0
 
; i ¼ 1;2;3; ð4Þ
where s and L0 are the arc-length and length of the inextensible bar,
respectively, and fi  1, then the chord-length is expressed as:
Li ¼ L0  12
Z L0
0
dwiðsÞ
ds
 2
 1
4
dwiðsÞ
ds
 4 !
ds
’ L0  p
2  f2i
4L0
; i ¼ 1;2;3: ð5Þ
Now, if q denotes the curvature radius, the non-linear curvature is
approximated as:
1
q
 
i
’ d
2wiðsÞ
ds2
1þ 1
2
dwiðsÞ
ds
 2 !
; i ¼ 1;2;3: ð6Þ
Hence, the strain energy of each buckled bar is expressed as:
Wbi ¼ 12 kB
Z L0
0
1
q
 2
i
ds ’ kB  p
4  f2i
4L30
; i ¼ 1;2;3; ð7Þ
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segments, we consider non-linear strain energy functions of the
form:
Wj ¼ 12! k1
lj
l0
 1
 2
þ 1
3!
k2
lj
l0
 1
 4
þ 1
4!
k3
lj
l0
 1
 6
;
j ¼ 1;2;3; ð8Þ
where parameters k1; k2; k3 are elastic coefﬁcients of the strings
and l0 is their rest length.
Summarizing the results of the analysis hitherto, it is evident
that the strain energy of both bars and strings is a function of
the arguments sX ; sY ; sZ ; f1; f2; f3. Hence, the total potential en-
ergy of the tensegrity model is now formulated as:
V ¼ VðsX ; sY ; sZ ; f1; f2; f3; TX ; TY ; TZÞ
¼ 2
X3
i¼1
Wbi þ 8
X3
j¼1
Wj  TX  sX  TY  sY  TZ  sZ : ð9Þ
Further, in order to account for the incompressible material
behaviour of cells, we impose the restriction to the system that
the product of the distances between the parallel bars (or chord-
lengths) is always kept constant, i.e., sX  sY  sZ ¼ const. This is
mathematically translated to the constraint:
f1 ¼ sX  sY  sZ  c ¼ 0; ð10Þ
where c is the constant value.
3. Mathematical formulation and classiﬁcation of singularities
Just for convenience, the notation of the arguments in Eq. (9) is
changed in the fashion:
sX ¼ q1; sY ¼ q2; sZ ¼ q3; f1 ¼ q4; f2 ¼ q5; f3 ¼ q6;
TX ¼ t1; TY ¼ t2; TZ ¼ t3:
Then the total potential energy function is rewritten in the equiva-
lent form
V ¼ Vðqm; tnÞ; m ¼ 1; . . . ;6 and n ¼ 1;2;3; ð11Þ
where qm are the generalized coordinates and tn the control param-
eters of the problem in hand, respectively. Therefore, the energy
function is deﬁned in the ðR6  R3Þ space. The generalized coordi-
nates do not vary independently but are subjected to the constraint
of Eq. (10).
The principle of virtual work demands that for the state of equi-
librium the work of the imposed forces be zero, for any inﬁnitesimal
variation of the system which is in harmony with the given kinemat-
ical constraints (Lanczos, 1977).
Let us call the virtual generalized displacement vector dqm an
inﬁnitesimal vector in the tangent space of the constraint manifold
at an equilibrium point of the system. According to the principle of
virtual work:
dV ¼
X6
m¼1
oV
oqm
 
 dqm ¼ 0; ð12Þ
for any dqm. It is recalled that the virtual generalized displacement
vector should lie in the tangent space of the constraint manifold sat-
isfying the equations:
dfp ¼
X6
j¼1
ofp
oqm
 
 dqm ¼ 0; ð13Þ
where p is the number of equations of the constraints; apparently,
here p = 1. It is clear that the solutions dqm of the system expressed
by Eq. (13) should always satisfy the virtual work condition, Eq.(12). Therefore, Eqs. (12) and (13) have to be compatible; this
means that they are linearly dependent. Consequently, there exists
a vector:
a0 ¼ ½1 g1; ð14Þ
such that the equations:
oV
oqm
þ g1 
of1
oqm
 
¼ 0; ð15Þ
are satisﬁed for every m ¼ 1; . . . ;6. The coefﬁcient g1 is a Lagrange
multiplier. Now, the system of Eqs. (12) and (13) can be written in
compact matrix form as:
A  dq ¼ 0; ð16Þ
where the (2  6) matrix A is deﬁned as:
A ¼ oV
oqm
of1
oqm
 T
; ð17Þ
and dq is the virtual generalized displacement vector:
dq ¼ ½dq1 dq2 dq3 dq4 dq5 dq6T : ð18Þ
The kernel of A is of dimension: ðmmax  pmaxÞ ¼ ð6 1Þ ¼ 5
(Lazopoulos and Markatis, 1994). Hence, Eq. (16) should be satisﬁed
by ﬁve (5) independent solutions dq. The space of these solutions is
denoted by the matrix:
a ¼ ½dqmr ; m ¼ 1; . . . ;6 and r ¼ 1; . . . ;5; ð19Þ
that satisﬁes the equation:
A  a ¼ 0: ð20Þ
It is noted that the space spanned by a is exactly the space of the
generalized virtual vectors. Moreover, having deﬁned vector a0
and matrix A, Eq. (15) is written again in compact form as:
a0  A ¼ 0: ð21Þ
Therefore, theequilibriumcondition for theelastic systemisexpressed
by the two reciprocal equations (20) and (21). The mappings a and a0
are the kernel and co-kernel ofA, respectively, identifying linearmap-
pingswith their images (Porteous,1971, 1994). Evidently, thevaluesof
the elements of A depend on the equilibrium point.
Studying further the equilibrium of the system in the general-
ized six-dimensional coordinate space qm at the point q0m, under
the action of the three-dimensional control parameters t0n, we
denote by yðqm; tnÞ the nine-dimensional space of the generalized
coordinates and control parameters. If we consider y0ðq0m; t0nÞ to
be an equilibrium point, then the problem is now stated as: Per-
turbing the parameters t0n, so that tn ¼ t0n þ dtn (with jdtnj  1), ﬁnd
the new equilibrium generalized displacement vector qm ¼ q0mþ
dqm in the neighborhood of the equilibrium placement q
0
m. It must
be stressed that stable elastic systems are characterized by unique
incremental displacement vectors dqm; albeit, the critical states are
distinguished by the existence of multiple incremental generalized
displacement vectors. When, under the action of the incremental
loading parameters dtn, no dqm can be found, equilibrium breaks
down and dynamic response (motion) of the system is expected.
Since the perturbed equilibrium placement y satisﬁes the equilib-
rium equation, the Taylor expansion of Eq. (20) around the primary
equilibrium point y0 yields:
½A  ay ¼ ½A  ay0 þ ½B  ay0  dqþ ½A  day0 þ ½At  ay0  dtþ ðh:o:t:Þ;
ð22Þ
where
B ¼ oA
oq
¼ o
2V
oqroqs
" #
o2f1
oqroqs
" #" #T
; r; s ¼ 1; . . . ;6; ð23Þ
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o2V
oq1ot1
o2V
oq1ot2
o2V
oq1ot3
..
. ..
. ..
.
o2V
oq6ot1
o2V
oq6ot2
o2V
oq6ot3
26664
37775
o2 f1
oq1ot1
o2 f1
oq1ot2
o2 f1
oq1ot3
..
. ..
. ..
.
o2 f1
oq6ot1
o2 f1
oq6ot2
o2 f1
oq6ot3
26664
37775
26664
37775
T
: ð24Þ
Dropping the subscript notation and recalling that both the initial
y0 and the perturbed placement y satisfy Eq. (20), the governing
equilibrium equation is simpliﬁed to:
B  a  dqþ A  da ¼ At  a  dtþ ðh:o:t:Þ; ð25Þ
keeping in mind that it refers to the primary equilibrium placement.
The left-hand side (LHS) of equilibrium equation (25) is its linear
part with respect to (dq,da), whereas the right-hand side (RHS) is
the non-homogenous part, respectively. It is evident that a critical
state has been reached when the L.H.S accepts a solution (dq,da)
such that:
B  a  dqþ A  da ¼ 0: ð26Þ
Let us consider an incremental vector dq satisfying equilibrium
equation (16). As it was determined above, the vector dq lies in
the (6  5) space deﬁned by matrix a. Therefore, dq is a one-dimen-
sional vector in the ﬁve-dimensional space of a. Consequently, there
exists an injective linear map a1 : R1 ! R5 such that the image of
the composition ða  a1Þ is the space generated by the vector dq.
Hence, Eq. (26) may be written in the following form:
B  a  ða  a1Þ þ A  da ¼ 0: ð27Þ
Upon application of the co-kernel a0 to the last expression and
recalling equilibrium equation (21) emerges the relation:
L½dq ¼ L½a  a1 ¼ a0  B  a2  a1 ¼ 0: ð28Þ
Furthermore, solving Eq. (27) for:
da ¼ A1  ðB  a  ða  a1ÞÞ ¼ b  a1; ð29Þ
it can now be stated again as:
ðB  a2 þ A  bÞ  a1 ¼ 0; ð30Þ
where b : R1 ! LðR5;R6Þ is a symmetric bilinear map.
As it was demonstrated, the surface of critical points (Porteous,
1971, 1994), is deﬁned by the system of Eqs. (20) and (30). The for-
mer is the equation describing the manifold of the equilibrium
points in ðR6  R3Þ, whereas the latter is the critical condition
describing the submanifold of critical points. Differentiating the
system of Eqs. (20) and (30), the tangent space of the submanifold
(surface) is described by:
B  a  dqþ A  daþ At  a  dt ¼ 0; ð31Þ
ðC a2þB bÞ dq a1þB  ða a1Þ daþB da  ða1 aÞ
þA db a1þðB a2þA bÞ  a^1þðBt a2 a1þAt b a1Þ dt¼ 0; ð32Þ
where C ¼ oB=oq; a^1 ¼ da1, and:
Bt ¼ oBot ¼
o3V
oqroqsot1
h i
o3V
oqroqsot2
h i
o3V
oqroqsot3
h i
o3 f1
oqroqsot1
h i
o3 f1
oqroqsot2
h i
o3 f1
oqroqsot3
h i
264
375; r; s ¼ 1; . . . ;6:
ð33Þ
It is pointed out that the set of the submanifold critical points is
deﬁned when there exists a vector dq lying in the kernel space of
L, Eq. (28), satisfying Eqs. (31) and (32) with dt = 0 (Lazopoulos
and Markatis, 1994). Hence, the non-zero solution of the system:
B  a  dqþ A  da ¼ 0; ð34Þ
ðC  a2 þ B  bÞ  dq  a1 þ B  ða  a1Þ  daþ B  da  ða1  aÞ
þ A  db  a1 þ ðB  a2 þ A  bÞ  a^1 ¼ 0; ð35Þdeﬁnes the singular set of critical points. Recalling that dq ¼ a  a1
and applying the vector a1 and the co-kernel a0 to Eq. (35), a more
simpliﬁed form emerges:
a0  C  ða  a1Þ3 þ 3a0  B  ða  a1Þ  b  a21
  ¼ 0: ð36Þ
The critical points satisfying Eqs. (20) and (30) but failing to satisfy
Eq. (36) are classiﬁed according to Thom’s classiﬁcation theorem as
fold points ðA2Þ (Thom, 1975; Arnol’d, 1975). In addition, Eq. (35)
may be equivalently written in the form:
C  ða  a1Þ2  aþ 2B  ða  a1Þ  ðb  a1Þ þ B  ðb  a1Þ2  a
þ A  c  a21 þ ðB  a2 þ A  bÞ  a^1 ¼ 0; ð37Þ
where c : R! LðR; LðR5;R6ÞÞ. Applying vector a1 to the last equa-
tion, this is simpliﬁed to:
C  ða  a1Þ3 þ 3B  ða  a1Þ  ðb  a21Þ þ A  c  a31 ¼ 0: ð38Þ
Thus, the multilinear matrix c is deﬁned by Eq. (38). Considering the
higher than the fold singularities surface, we proceed to the classi-
ﬁcation of the cusp singularities. To this end, that surface is deﬁned
by the system of Eqs. (20), (30) and (37), where the last equation is
the cusp condition; all three equations describe the manifold of the
cusp points ðA3Þ (Thom, 1975; Arnol’d, 1975). By following the same
procedure, i.e., differentiating Eq. (37), the set of the cusp surface
singular points is located when this tangent space (dv,dt) accepts
a virtual vector (dv,0). Consequently, the singularity set higher than
the cusp is deﬁned by the system of Eqs. (20), (30) and (37) and:
a0 Dða  a1Þ4 þ 6C  ða  a1Þ2  ðb  a21Þ þ B  ðc  a31Þ  ða  a1Þ
n
þ2C  ða  a1Þ2  ða  a^1Þ þ 2B  ðb  a21Þ2 þ ðb  a21Þ  ðb  a1  a^1Þ
h
þða  a1Þðc  a31 þ b  a1  a^1Þ
	þ C  ða  a^1Þ  ða  a1Þ2
þB  ða  a^1Þ  ðb  a21Þ þ B  ðb  a1  a^1Þ  ða  a1Þ
þB  ða  a1Þ  b  a1  a^1ð Þg ¼ 0; ð39Þ
where D ¼ oC=oq. Since in this work only the simple singularities
will be considered, the reader is referred to the literature (Lazopo-
ulos and Markatis, 1994; Lazopoulos, 2006), for explicit formulae
concerning the higher singularities. In any case, the procedure fol-
lowed is the one that is outlined in the present paragraph.
Applying the co-kernel a0 directly to Eq. (25) and taking into ac-
count Eq. (21), the equilibrium equation is written again as:
a0  B  a2  a1 ¼ a0  At  a  dtþ ðh:o:t:Þ: ð40Þ
Eq. (40) deﬁnes the unknown mapping a1 uniquely if no solution
exists such that satisﬁes the linear homogeneous equation (28). In
this case, Eq. (40) yields:
a1 ¼ ða0  B  a2Þ1  ða0  At  a  dtÞ þ ðh:o:t:Þ; ð41Þ
which is the unique solution to the equilibrium problem. Neverthe-
less, when a non-zero solution a1 satisfying Eq. (28) exists, bifurca-
tion of the equilibrium path takes place. When the dimension of the
kernel space is equal to one the bifurcation is called simple, whereas
for higher than one-dimensional kernel the bifurcation is
calledcompound.
According to formal branching theory (Vainberg and Trenogin,
1974), for the simple or one-dimensional branching, the equilib-
rium path is deﬁned by:
dq ¼ n  ða  a1Þ þ oðnÞ: ð42Þ
Since ða  a1Þ represents the kernel space in the six-dimensional
space of q; n is a small parameter to be deﬁned by the higher order
terms of the Taylor expansion, Eq. (25), as a function of the
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the parameter n one gets (Lazopoulos, 1994):
n2 ¼  2a
0  At  a  a1  dt
a0  C  ða  a1Þ3 þ 3a0  B  ða  a1Þ  ðb  a1Þ2
: ð43Þ
Eq. (43) is valid only when the denominator has a different than
zero value and the RHS is positive; in the case of a negative signed
RHS equilibrium breaks down. As it was mentioned in the previous
section, the present singularity is classiﬁed as fold and in the case
that the aforementioned denominator is equal to zero, higher order
terms of the Taylor expansion should be considered as higher singu-
larities emerge.4. The compound branching problem
When the space a1 of the solutions to Eq. (28) is of dimension
two, compound bifurcation has been located where the interaction
of instability modes takes place. In this case, there exist two inde-
pendent solutions /1 and /2 of the aforesaid linear homogeneous
equation. If we call d this kernel then:
d ¼ ½/1 /2: ð44Þ
Moreover, any vector in the space d is deﬁned by the linear combi-
nation of the vectors /1 and /2, hence:
a1 ¼ n1  /1 þ n2  /2 ¼ d  c; ð45Þ
where
c ¼ ½n1 n2T: ð46Þ
The necessary condition for the existence of compound branching is
expressed as
a0  B  a2  d ¼ 0: ð47Þ
Furthermore, the branching equation (47) is equivalent to:
ðB  a2 þ A  bÞ  d ¼ 0: ð48Þ
The equivalent relations (47) and (48) depend on the linear terms of
the elastic system and yield the critical conditions for compound
bifurcation along with the instability modes a  /1; a  /2.
The deﬁnition of the post-critical equilibrium paths in the com-
pound bifurcation case is a complicated problem even for uncon-
strained systems due to interaction of the instability modes. As it
was brieﬂy mentioned in the introduction, standard mathematical
procedures require elimination of the passive coordinates and nor-
malization of the energy function; more advanced methods lift
these requirements, yet the problem is not simple and needs elab-
orate mathematical treatment. The tangent vector to the equilib-
rium path at the critical point lies in the space of the kernel of
the linear homogeneous problem. Considering the deﬁnition of a
critical curve, this is described by the simultaneous solution of
the equilibrium and branching equations. Indeed, the loading
parameters can be adjusted in order that every point of a curve
is critical with one-dimensional kernel that varies from point to
point in the neighborhood of a compound branching point. Once
again, the critical equilibrium paths are deﬁned by the equations:
ða0  AÞjy ¼ 0 or ðA  aÞjy ¼ 0; ð49Þ
ðB  a2 þ A  bÞjy  a1ðyÞ ¼ 0 or ða0  B  a2Þjy  a1ðyÞ ¼ 0; ð50Þ
where a1ðyÞ represents the one-dimensional variable kernel of the
linear homogeneous equation (50). It is evident that these critical
curves pass through the compound critical point (Lazopoulos,
1994). Any equilibrium path including a bifurcation point is tangent
to the critical curve and their common tangent lies in the kernel
a1ðqi; tjÞ.In order to deﬁne the tangent vector to the critical curves, dif-
ferentiation of Eqs. (49a) and (50a) yields:
B  a  dqþ A  daþ At  a  dt½ jy ¼ 0; ð51Þ
ðC  a2 þ B  bÞ  a1  dqþ ðBt  a2 þ At  bÞ  a1  dt


þð2B  a  daþ A  dbÞ  a1 þ ðB  a2 þ A  bÞ  db
	
y ¼ 0: ð52Þ
Now that a critical curve has been considered, all its points are
branching points and its tangent vector lies in the kernel corre-
sponding at that point. Further, substituting the appropriate expres-
sions for dq and da as outlined in Section 3 and upon application of
the co-kernel a0, Eq. (52) is simpliﬁed to:
a0  ðC  a2 þ B  bÞ  a1  a  a1 þ a0  ðBt  a2 þ At  bÞ  a1  dt


þa0  ð2B  a  b  a1Þ  a1jy ¼ 0: ð53Þ
When the point y of the critical curve reaches the compound critical
point y0, the tangent vector a1 lies in the two-dimensional kernel d
and is deﬁned at this equilibrium placement of compound bifurca-
tion by Eq. (45). Consequently, as the critical point, tracing the crit-
ical curve, reaches the compound bifurcation point, Eq. (53)
becomes:
a0  ðC  a2 þ B  bÞ  a  ðd  cÞ2 þ a0  ðBt  a2 þ At  bÞ  ðd  cÞ  dt
þ 2a0  B  a  b  ðd  cÞ2 ¼ 0: ð54Þ
This last expression yields the vectors c with respect to the incre-
mental loading dt. Nevertheless, a more convenient way for the def-
inition of c is revealed when Eq. (54) is multiplied by an auxiliary
vector ðd  nÞ, normal to ðd  cÞ in the sense that:
a0  ðBt  a2 þ At  bÞ  ðd  cÞ  ðd  nÞ  dt ¼ 0: ð55Þ
Accordingly, applying vector ðd  nÞ to Eq. (54) yields:
a0  C  a2  ðd  cÞ2  ða  ðd  nÞÞ þ a0  B  b  ða  ðd  nÞÞ  ðd  cÞ2
þ 2a0  B  ða  ðd  nÞÞ  b  ðd  cÞ  ðd  nÞ ¼ 0: ð56Þ
Algebraic equations (55) and (56) comprise a system whose solu-
tions with respect to the vector c deﬁne the tangent directions to
the equilibrium paths. Furthermore, the number of these solutions
classiﬁes the umbilic singularity: one solution-vector c corresponds
to hyperbolic umbilic ðDþ4 Þ, whereas two to parabolic ðD5Þ, and three
to an elliptic umbilic singularity ðD4 Þ (Arnol’d, 1975).5. Applications
In the preceding sections, a detailed free coordinate bifurcation
analysis of the constrained tensegrity model was provided for the
detection and classiﬁcation of the various singularities, as well as
the description of post-equilibrium paths. In this section, theory
is implemented by two applications focusing on the effects of the
instability modes. The structure loses stability either due to Euler
buckling of the bars (local instability), or as a result of the behav-
iour of the overall system (global instability). However, it may also
occur that the two instability modes interact and then compound
bifurcation emerges. In the general non-compound case, depend-
ing on the various geometrical, material and loading parameters,
the local instability may precede the global, or appear after it.
The presented study of the system in hand was performed un-
der the application of a general triaxial loading. Henceforth, it is
assumed that the external loading is equitriaxial (hydrostatic-
like). The current system under this type of symmetric loading
is similar to the case of Rivlin’s cube. It is recalled that when a
cube of incompressible material is subjected to equitriaxial load-
ing, it is deformed in such a way that it evolves into a rectangular
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(Rivlin, 1948, 1974; Ogden, 1997; Golubitsky et al., 1988).
Before we proceed to any numerical investigation of the model,
it is instructive to examine further the necessary conditions for
branching of its equilibrium that present a more complex behav-
iour than was initially expected. It is reminded that critical points
are located as solutions to the system of Eqs. (20), (21) and (28), or
its counterpart equation (30), under the inﬂuence of the constraint
of Eq. (10). Moreover, in the case of instability mode interaction the
kernel d is of codimension two, which according to what is known
from Algebra indicates that all minor determinants of matrix
ða0  B  a2Þ should be equal to zero; this secures the emergence of
compound bifurcation. For the system under consideration, it is re-
vealed that for any suitable choice of linearly independent general-
ized virtual vectors dq comprising matrix a and simultaneously
satisfying the aforementioned equations, e.g.:
a ¼
1 0 0 0 0
1 1 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
2666666664
3777777775
; ð57Þ
when used in order to construct the critical condition for branching:
detða0  B  a2Þ ¼ 0; ð58Þ
produce matrices of the form:
2h h 0 0 0
h 2h 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
26666664
37777775 ¼ 0: ð59Þ
It is evident that the value of the (2  2) minor:
det
2h h
h 2h
 
¼ 3h2; ð60Þ
is equal to zero only if h = 0. This, taken into account along with the
correspondence of the dqi in Eq. (57), suggests that the global insta-
bility mode accepts a two-dimensional kernel, and consequently,
for the interaction of instability modes a three-dimensional kernel
should be employed. In the following we provide speciﬁc examples
of how to treat the two distinct instability modes, whereas for a
three-dimensional kernel (interaction) the mathematical apparatus
demands further elaboration and the interested reader is referred to
the literature (Pignataro and Luongo, 1994).
5.1. One-dimensional branching
In this paragraph, the case of one-dimensional branching due to
local Euler buckling of the bars is presented. To this end, we con-
sider the structure of Fig. 1 with compression-bearing elements
that are allowed to buckle and geometric, material and loading
parameters relevant to CSK mechanics. Since bars are supposed
to correspond to microtubules and strings to the actin ﬁlament
network we assign the physiologically typical values L0 ¼
3 lm and l0 ¼ 1 lm for the inextensible curve of the bars and rest
length of the strings, respectively (Stamenovic´, 2008). Further-
more, the bending stiffness of the bars is assumed to be
kB ¼ 26 pN lm2 (Kamm and Mofrad, 2006), while the elastic mod-
uli of the strings are considered as: k1 ¼ 0:1005 pN lm; k2 ¼
30:7008 pN lm, and k3 ¼ 4:38489 pN lm. For these values and
c ¼ 3:375 lm3, the set of Eqs. (10), (20), (21) and (58) issolved simultaneously and produces the critical equilibrium
point: ðsX ¼ sY ¼ sZ ¼ 1:5 lm; f1 ¼ f2 ¼ f3 ¼ 0; TX ¼ TY ¼ TZ ¼
5:44686 pNÞ with g1 ¼ 2:42083. It is reminded that Eqs. (21)
express force equilibrium for the system under the constraint of
Eqs. (10) and (20) are the reciprocal equations to Eqs. (21) and
(58) is the necessary condition for branching of the equilibrium.
The fact that the symmetric conﬁguration represented by these
parameter values is critical for buckling can be independently ver-
iﬁed by simple analysis of force equilibrium at the end of the bars.
At this particular equilibrium point, the critical conditions for
buckling hold identically, i.e.:
o2 eV
of21
¼ o
2 eV
of22
¼ o
2 eV
of23
¼ 0; ð61Þ
where eV ¼ V þ g1  f1. Simple algebra reveals that Eqs. (61) are
equivalent to the equations (Coughlin and Stamenovic´, 1997):
F1
L1
l1
þ F2 L1  sZl2 ¼ kB
p
L0
 2
; ð62Þ
F3
L2
l3
þ F1 L2  sXl1 ¼ kB
p
L0
 2
; ð63Þ
F2
L3
l2
þ F3 L3  sYl3 ¼ kB
p
L0
 2
; ð64Þ
where F1; F2; F3 denote tensile forces in strings with lengths
l1; l2; l3, respectively. Eqs. (62)–(64) are static equilibrium equa-
tions of the model and their RHS represents the axial compressive
force exerted on each bar. It is straightforward that in this case
the compressive force is equal to the Euler critical load for buckling.
At the critical conﬁguration, matrix A is expressed as
A ¼ 5:44686 5:44686 5:44686
2:25 2:25 2:25
 
; ð65Þ
with the space a deﬁned by Eq. (57). Further, at the point we are
discussing the matrix ða0  B  a2Þ accepts a one-dimensional kernel:
a1 ¼ ½0 0 1 1 1T: ð66Þ
Consequently:
dq ¼ a  a1 ¼ ½0 0 0 1 1 1T : ð67Þ
Proceeding to the classiﬁcation of the singularity, the various ma-
trixes are evaluated at the critical equilibrium point and the cusp
condition – i.e., the LHS of Eq. (36) – yields:
a0  C  ða  a1Þ3 þ 3a0  B  ða  a1Þ  ðb  a21Þ ¼ 0: ð68Þ
Next, in order to investigate whether the singularity is higher than
the cusp we calculate the LHS of Eq. (39), which for convenience we
call U. The evaluation results to:
U ¼ 32497: ð69Þ
Therefore, the catastrophe is classiﬁed as cusp, ðA3Þ, according to
Thom’s classiﬁcation theorem (Thom, 1975; Arnol’d, 1975).
The total potential energy function in the neighborhood of the
cusp singularity can be expressed as (Gilmore, 1981):
eV ¼ V þ g1  f1
¼ U
4!
 n4 þ 1
2
 n2  o
3 eV
oqioqjota

q0m
dqidqjdta þ
o3 eV
oqioqjotb

q0m
dqidqjdlb
0@ 1A
þ n  o
2 eV
oqiota

q0m
dqidta þ
o2 eV
oqiotb

q0m
dqidlb
0@ 1A: ð70Þ
Variables ta and lb are general control parameters of the system,
which here we consider to be the loading parameters TX ; TY ; TZ ,
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perturbed, i.e., ta ¼ t0a þ dta and lb ¼ l0 þ dl0 with jdtaj; jdl0j  1,
the potential energy function of the problem becomes:
eV ¼ 32497
4!
 n4 þ 1
2
 n2  2075  dl0: ð71Þ
Hence, the equilibrium equation yields:
n ¼ 0; n ¼ 0:618961 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dl0
p
: ð72Þ
Upon examination of Eq. (71) it is noticed that the coefﬁcients cor-
responding to the loading increments ðdTX ;dTY ;dTZÞ vanish. This
observation is in contrast to the case of the unconstrained system
and it can be attributed to the effect of the constraint. Further, from
Eq. (72) it is evident that the zero solution for n corresponds to the
trivial case, whereas for the other two solutions special attention
must be paid in the sign of the quantity under the square root. Up
to this point of the analysis prestress has not been treated explic-
itly; albeit, it can be considered to be embedded in the terms
ðlj=l0  1Þ and thus controlled by the value of the rest length. Hence,
changing the rest length implies that, indirectly, the prestress is also
changed. Since the effect of the loading increments is eliminated by
the constrained, the axial compressive force at the end of the bars
depends on the pulling forces exerted by the strings. Apparently,
if all other parameters are kept constant, the pulling forces increase
– and cause buckling – when the rest length is decreased. Therefore,
the perturbation introduced to the rest length should be negative,
i.e., dl0 < 0. This certiﬁes that the quantity under the square root
in Eq. (72) is positive and provides a physical meaning for the
appearance of the negative sign. Now, the post-buckling equilib-
rium paths are determined as follows:
f1
f2
f3
264
375 ¼ 00
0
264
375 0:618961  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdl0p  11
1
264
375: ð73Þ
It is evident that buckling of the bars causes a small decrease in
the distance between their ends. In turn, this decrease suggests
that the distances between the parallel bars are changed contrary
to the assumption of the incompressibility constraint and Eq. (67).
Nevertheless, this small change is of higher order of magnitude
and may be neglected.
It is worthmentioning that this typical behaviour for the tenseg-
rity model is also observable in living cells. Following contraction
(increase in prestress) of the actin ﬁlament network by means of
biochemical agents, microtubules that initially appeared straight
in the relaxed state, now appear buckled (Wang et al., 2001).
5.2. Two-dimensional branching
In the following, we investigate the global instability mode of
the tensegrity model of Fig. 1; however, it is now assumed that
all the bars of the system are rigid. In this case, and in accordance
to what was mentioned in the beginning of this section, branching
of the equilibrium is two-dimensional. The analysis reveals that
after the critical value of the external equitriaxial loading the struc-
ture loses symmetry in the way Rivlin’s cube evolves into a rectan-
gular parallelepiped and the corresponding post-equilibrium paths
will be thoroughly described.
Upon considering the constrained tensegrity model with rigid
bars, the number of free coordinates is now reduced to three
ðsX ; sY ; sZÞ, instead of six in the general case. Hence, the total poten-
tial energy function of the structure is rewritten in the proper com-
pact form
V ¼ Vðqm; tnÞ; m ¼ 1;2;3 and n ¼ 1;2;3: ð74Þ
The general analysis exposed in Sections 3 and 4 holds as is, with a
corresponding reduce in matrix and mapping space dimensions.To this end, we consider a tensegrity CSK model, under the
constraint of Eq. (10), with the geometrical andmaterial characteris-
tics: L0 ¼ 5 lm; l0 ¼ 2 lm; k1 ¼ 0:169646 pN lm; k2 ¼ 5:5488 pN
lm; k3 ¼ 0:913319 pN lm. For c ¼ 15:625 lm3, Eqs. (10), (20),
(21) and (58) provide the critical equilibrium point:
ðsX ¼ sY ¼ sZ ¼ 2:5 lm; TX ¼ TY ¼ TZ ¼ 2:78108 pNÞ
with g1 ¼ 0:444973. At this conﬁguration, matrix A is expressed as
A ¼ 2:78108 2:78108 2:78108
6:25 6:25 6:25
 
; ð75Þ
with the space a deﬁned by
a ¼
1 2
1 1
2 1
264
375: ð76Þ
The branching condition yields
a0  B  a2 ¼ 0 0
0 0
 
; ð77Þ
wherefrom it is evident that a two-dimensional kernel should be
employed. Such an appropriate one is:
d ¼ 1 0
0 1
 
: ð78Þ
Further, the implementation of Eqs. (55) and (56) is required for the
deﬁnition of the tangents to the branching paths. To this end, we
call:
l ¼ n1
n2
and r ¼ n1
n2
; ð79Þ
and replace these ratios in the two equations. Next, we solve Eq.
(55) for r and replace it in Eq. (56); the result yields a cubic equa-
tion in l:
ð6:29107dTX þ 4:49362dTY Þ  l3 þ ð2:16788dTX
 1:54848dTY þ 5:39235dTZÞ  l2 þ ð3:71693dTX
þ 2:65495dTY þ 1:85818dTZÞ  l 3:18594dTZ ¼ 0: ð80Þ
It is evident that further investigation of the cubic equation is pos-
sible for various values of the loading increments ratios. In fact,
there exist different values of these ratios for which Eq. (80) accepts
three, two or one real solution. Thus, recalling that the applied
external loading is equtriaxial, we assume that dTX ¼ dTY ¼ dTZ .
Hence, Eq. (80) is now reduced to
1:79745l3 þ 1:67599l2 þ 8:23006l 3:18594 ¼ 0; ð81Þ
which accepts the three solutions: l1 ¼ 1:9248; l2 ¼ 0:370277;
l3 ¼ 2:48695, yielding the three tangent vectors:
f1
3:9248
0:924804
4:84961
264
375; f2 1:629721:37028
0:259445
264
375; f3 0:4869533:48695
3:97391
264
375: ð82Þ
Therefore, the singularity is classiﬁed as elliptic umbilic ðD4 Þ (Thom,
1975; Arnol’d, 1975). Now that the directions of the tangent vectors
to the equilibrium paths have been deﬁned, the analysis may con-
tinue further to describe the ﬁrst order post-critical paths by eval-
uating the parameters fi. Thus, substituting the results (82) in Eq.
(54), one gets,
f1 ¼ 0:0448669dTX  0:0320478dTY þ 0:0171125dTZ ;
f2 ¼ 0:0773882dTX þ 0:0552773dTY  0:0295163dTZ ;
f3 ¼ 0:0231706dTX þ 0:0165504dTY  0:00883739dTZ :
ð83Þ
Fig. 2. The three post-critical equilibrium paths of Eq. (84) corresponding to: (a) qIm , (b) q
II
m , and (c) q
III
m .
Fig. 3. Loss of symmetry past the critical loading (analogy to Rivlin’s cube). The edges of the cube in (a) correspond to the distances between the pairs of parallel bars of the
tensegrity model. Conﬁguration (a) represents the symmetric pre-critical state ðsX ¼ sY ¼ sZ ¼ 2:5 lmÞ. The rectangular parallelepipeds of (b), (c) and (d) have been
constructed in the same fashion as the cube, after substituting the value dTX ¼ dTY ¼ dTZ ¼ 0:5 pN in qIm; qIIm; qIIIm (Eq. (84)), respectively.
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the relations:
qIm ¼
2:5
2:5
2:5
264
375þð0:0448669dTX 0:0320478dTY þ0:0171125dTZÞ 3:92480:924804
4:84961
264
375;
qIIm ¼
2:5
2:5
2:5
264
375þð0:0773882dTX þ0:0552773dTY 0:0295163dTZÞ 1:629721:37028
0:259445
264
375;
qIIIm ¼
2:5
2:5
2:5
264
375þð0:0231706dTX þ0:0165504dTY 0:00883739dTZÞ 0:4869533:48695
3:97391
264
375;
ð84Þ
and they are graphically illustrated in Fig. 2. As already mentioned
in the beginning of the current paragraph and is evident from Fig. 2,
the structure is symmetric and undeformed until the external load-
ing reaches its critical value; symmetry here is mathematically
translated to sX ¼ sY ¼ sZ and l1 ¼ l2 ¼ l3. Any further absolute
increase of the loading increments results to loss of symmetry, as
described by Eq. (84), such that the distances between the pairs
of bars, and consequently the string lengths, become different with
respect to each other (Fig. 3).6. Discussion and conclusion
In this work, the singularities of a constrained tensegrity model
were discussed. Critical conditions for branching of the equilibrium
and classiﬁcation of the emerging singularities has been per-
formed. Further, a complete study of the mechanical response of
the system produced explicit formulae for the deﬁnition of the
post-critical equilibrium paths, yielding non-symmetric post-criti-
cal conﬁgurations of the tensegrity model.The unconstrained version of the model under study has been
extensively used in the past by several authors as a simpliﬁed
case-study to investigate the application of the principles of
tensegrity architecture in cytoskeletal mechanics. In this work, this
characteristic CSK model was extended by introducing a geometri-
cal constraint that is compatible to cell physiology, i.e., the obser-
vation that cells are incompressible. When the strings and bars of
the model were identiﬁed as actin ﬁlaments and microtubules,
respectively, and physiologically feasible geometric and material
properties values were attributed to them, the forces and deforma-
tions resulting from the analysis were of the same order of magni-
tude as those observed in living cells, i.e., forces of the order of pN
produce deformations of the order of lm (Coughlin and Stameno-
vic´, 1997; Boal, 2002). Further, although the model is an obvious
oversimpliﬁcation of CSK architecture, it is capable of reproducing
such mechanical behaviours as the buckling of microtubules in
response to cell contraction. This agreement between the model
and mechanical behaviour of the CSK suggests that tensegrity
may integrate fundamental mechanisms that control cellular
mechanics.
The analysis also revealed important differences between the
constrained and the unconstrained system. In contrast to the
behaviour of the unconstrained system which is deformed under
the action of any external loading, the incompressible system
remains undeformed from the unloaded state until the critical con-
ditions are met (Fig. 2). Moreover, in the case of the global instabil-
ity of the unconstrained system branching is one-dimensional
(Lazopoulos, 2005b), whereas for the incompressible system
branching is compound. As a consequence, in order to study the
interaction of instability modes of the constrained system a
three-dimensional kernel should be considered, rather than the
two-dimensional for the unconstrained. These differences can be
clearly ascribed to the effect of the constraint. Although the studied
tensegrity model is simple and presents three-dimensional sym-
A.P. Pirentis, K.A. Lazopoulos / International Journal of Solids and Structures 47 (2010) 759–767 767metry, it also exhibits a rich mechanical response. It is evident that
force equilibrium equations alone are not sufﬁcient to integrally
describe the overall behaviour of the system; however, under the
framework of the presented theory such kinds of complex response
are naturally revealed.
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