Integrated circuit implementations of new models of neural networks with scale-invariant properties are
Introduction
Neural networks are the most common type of intelligent system implementations. However, an actual problem is to study models of neural networks by using modern digital devices such as the field-programmable gate array (FPGA). This approach lets us simplify the structural realization and increases computational efficiency.
Some works [1] [2] [3] [4] [5] [6] [7] were devoted to the modeling of neuronal dynamics based on digital technology of the FPGA.
Qualitative and quantitative comparison of the FPGA with alternatives (for example, XC5VLX330T compared with Core2/3GHz and GT200/1.2GHz) were given in [1] [2] [3] [4] . In the case of solving complex problems we have a clear superiority of the approach in time and productivity. Thus, the implementation of neural networks on the Xilinx Virtex-5 FPGA demonstrates computational speed 24.3 times higher than that of the corresponding software [5] . A number of new properties of neuron oscillations, including existence of their hierarchical levels, were established in [8] . For example, in contrast to the equations used in recent papers [6, 7] , the dynamic system suggested in [8] contains a fractional power of variables. As is known, the FPGA does not include the operation of raising a random fractional power. The presented research is focused on the possibilities of integrated-circuit engineering realizations of scale-invariant models of neural networks, which takes into account fractional power. Notice that scaling means the self-similarity of the structural elements of the object of large and small scales.
Models of neural network elements and algorithms for their circuit realizations
The well-known models of neural oscillations [6, 7] (FitzHugh-Nagumo, Hindmarsh-Rose) and a scale-invariant model of neural networks [8] have been chosen as testing models of neural networks. The hardware part has been realized on the basis of the evaluation board ANVYL FPGA with an integrated circuit made by the XILINX company (set Spartan 6). The digital output signal has been obtained in the form of FPGA 8 bit code data.
We used the toolbox Simulink (MATLAB) for output of numerical and graphical data. * Correspondence: zhexebay92@mail.ru Equations for the description of oscillations of neurons according to the FitzHugh-Nagumo model [6] can be written as:v
where v is membrane potential; w is the variable of recovery; I ext is the current value of stimulus; parameters a ,b, τ > 0; andv is a derivative of the potential at time t.
Equations describing the Hindmarsh-Rose model [7] have the following form:
where I simulates the value of input current to membranes of biological neurons; b allows switching between bursting and spiking behaviors and controls the frequency of spikes; r controls the rate of variation of the slow variable z (i.e. efficiency of slow channels in exchanging of ions); parameters a, b, c, and d control the rate of change of variables x and y ; s governs adaptation; x R establishes resting potential of the system; andẋ,ẏ ,ż are derivatives at time t.
First we obtained experimental results based on the FPGA (Figures 1 and 2 ) for the systems in Eqs. (1) and (2), and we compared them with the corresponding numerical realizations of dynamic systems (Figures 3   and 4 ). We noticed that the experimental results corresponded to numerical results. Equations for scale invariance models of neural networks include the basic properties of neurons [8] . Three methods for simulation of neural networks have been considered. In the first case an external field affects every object under study as a modulation-periodic signal: where V i is the action potential of neurons, V 0 is the threshold excitation potentials, k is the ordinal number of a neuron, and i is the number of iterations necessary to determine value V (k) . The external field is taken as a modulation-periodic signal:
where A, B, and Ω are amplitude, coefficient of depth, and frequency modulation of neural oscillations, respectively, and γ k = D k − d k are fractional values. Here D k and d k are fractal and topological dimensions for the description of the geometry of a neuron with number k . 
In the second method we have taken into account that action potential of a neuron depends on a boundary neuron, and a modulation-periodic external field acts only on the first neuron (V (1) 
The third method takes into account the multilayer structure of neural networks with a hierarchical structure with order n :
where the number of brackets equal to n , V
n,i+1 is given by Eq. (3). A block diagram of circuit implementation according to Eq. (3) is shown in Figure 5 . The model consists of three interconnected neurons (dotted line). A modulation-periodic external field is applied on the neurons. Figure 6 shows the block diagram for a signal raised in arbitrary fractional power on digital logic elements. There are no blocks for exponentiation to an arbitrary fractional power in the FPGA, just properties of exact roots. An algorithm for computing the fractional power γ on the FPGA can be written as
where kkis the number of iterations and a k a k is equal to {0,1} . If the values of elements a k a k are defined, we can obtain any fractional power of signal xwith the desired accuracy: We can distinguish different types of physical phenomena with accuracy until 1% by using only one parameter, which is γ . Neural oscillations in certain ranges of parameters can be considered as chaotic processes with scaling regularities. Such processes can be classified by the following values of γ : γ 1 = 0.567, 1 − γ 1 ; γ 2 = 0.806, 1 − γ 2 ; γ 3 = 0.618, 1 − γ 3 [9, 10] .
Numbers γ 1 , γ 2 are the normalized values of fixed information and entropy, respectively. These values can be used as criteria of self-organization. The well-known Fibonacci number (γ 3 ) is the 'golden mean' of a dynamic measure and it follows from the theory for γ 1 and γ 2 . Table 1 shows that for the description of the various types of neural oscillations (signals from neural networks) it is sufficient to use nine iterations in Eq. (8). 
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Results and discussion
Numerical and circuitry analysis of Eq. (3) are given below. Figure 8 shows the possibility of a sufficiently accurate implementation of the dynamic system of Eq. (3) via the digital technology FPGA. The number of oscillations and amplitudes of peaks are the same in digital and circuit implementations. We have expressed voltage in millivolts and time in milliseconds. The curves in Figure 8 are fractal curves. Fractal dimensions of Hausdorff D t , calculated by the standard algorithm [11] . are equal to D t = 1.22 ± 0.01 for cases of numerical and circuit implementation.
Another type of oscillation described by Eq. (5) is also adequately implemented by our proposed digital technology (Figure 9 ). Implementation of a hierarchical three-layer neural network described by Eq. (6) is shown in Figure 10 . The network has three hierarchical layers with three neurons at each layer. Problems of this type of modeling of multilayer neural networks require a large memory capacity of the FPGA, so we used the integrated circuit family Spartan 6. It allows us to realize hierarchical levels of orders to n = 3 and degree of granularity in variations m = 1, 2. The experiment was done by calculating the duration of a quantitative comparison of the FPGA and software environment MATLAB R2012a in Intel Core i7-3770 CPU 3.40GHz RAM 8,00GB. The realization of Eq. (3) with N=1.5 × 10 6 points is chosen. With a computer we obtain results after 1.15 s and with FPGA Spartan 6 after 0.48 s. This is shown in Figure 11 , where the FPGA gives results 2.4 times faster. For implementations with more than 10 7 points, with a MATLAB score after 7.91 s and the FPGA after 1.0 s, it is about 8,0 times faster. Compilation results are given in Table 2 . 
Conclusions
In this work we have shown the results of electronic digital implementation of different models of the dynamics of neurons. By using the proposed digital technology we can generate signals of the neural network with different structures, spiking (single regular and irregular spikes by time), bursting (regular and irregular alternations of single and multiple bursts), according to the terms accepted in the literature, for example in [12] .
General models of neural networks have been considered by using the integrated FPGA circuitry in real time. The possibility of circuit simulation of neural networks described by fractional degrees of signals has been demonstrated. The structural element in the block for calculation of fractional power has also been developed. Using integrated circuit design is a simple way to implement complex tasks. Realization of neurodynamic models via the FPGA provides effectiveness in time, construction simplicity of devices, and a small size. Such implementation of neural network models can be used for creation of artificial neural networks different from existing analog systems. These models are maximally close to a system of biological neurons, which is a perspective problem in this direction.
