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THE FRACTIONAL POROUS MEDIUM EQUATION ON MANIFOLDS WITH
CONICAL SINGULARITIES
NIKOLAOS ROIDOS AND YUANZHEN SHAO
Abstract. We show R-sectoriality for the fractional powers of possibly non-invertibleR-sectorial
operators. Applications concern existence, uniqueness and maximal Lq-regularity results for so-
lutions of the fractional porous medium equation on manifolds with conical singularities. Space
asymptotic behavior of the solutions close to the singularities is provided and its relation to the
local geometry is established. Our method extends the freezing-of-coefficients method to the
case of non-local operators that are expressed as linear combinations of terms in the form of a
product of a function and a fractional power of a local operator.
1. Introduction
Let X0 be a complex Banach space and let A : D(A) → X0 be a closed linear operator that is
sectorial of angle θ ∈ [0, π), i.e. the resolvent (A + λ)−1 ∈ L(X0) is defined for λ ∈ Λθ = {z ∈
C\{0} | |arg(z)| ≤ θ} and moreover satisfies |λ|‖(A + λ)−1‖L(X0) ≤ K, λ ∈ Λθ, for certain K ≥ 1;
the class of such operators is denoted by S(θ). In this situation, by using the functional calculus of
sectorial operators, see, e.g., [2, Proposition III.4.6.10] or [26, Section 15 C] or [50, Lemma 2.3.3]
or Theorem 2.4 below, for each σ ∈ (0, 1) the fractional power Aσ of A is a well defined closed
linear operator in X0 which is moreover sectorial of angle π − (π − θ)σ.
In this paper we show that if in addition A+ c0 is R-sectorial of angle θ for certain c0 ≥ 0, i.e.
if for each λ1, ..., λN ∈ Λθ, x1, ...xN ∈ X0, N ∈ N\{0}, we have that
‖
N∑
k=1
ǫkλk(A+ c0 + λk)
−1xk‖L2(0,1;X0) ≤ C‖
N∑
k=1
ǫkxk‖L2(0,1;X0),
for certain C ≥ 1 and the sequence of the Rademacher functions {ǫk}
∞
k=1, then there exists some
c ≥ 0 such that Aσ + c is R-sectorial of angle π − (π − θ)σ. Hence, by denoting the class of
R-sectorial operators of angle θ by R(θ), our first result is the following.
Theorem 1.1. Let θ ∈ [0, π) and A ∈ S(θ) such that A+ c0 ∈ R(θ) for certain c0 ≥ 0. Then for
each σ ∈ (0, 1) there exists a c ≥ 0 such that Aσ + c ∈ R(π − (π − θ)σ); in particular c = 0 when
c0 = 0.
It is well known that R-sectoriality is deeply related to the solvability and the regularity theory
of linear and quasilinear parabolic problems, see, e.g., [7], [23], [33] and [56]. Hence, in particular
if the underlying space X0 is UMD and A has maximal L
q-regularity, i.e. the first order abstract
linear Cauchy problem is well possed in the Lq-setting, see Section 2 for details, then due to
standard theory, Theorem 1.1 implies that Aσ has maximal Lq-regularity as well.
Next, as an application we consider a non-local evolution equation on manifolds with conical
singularities. More precisely, let B be a smooth compact (n+1)-dimensional manifold, n ≥ 1, with
closed (i.e. compact without boundary) possibly disconnected smooth boundary ∂B of dimension n.
We endow B with a degenerate Riemannian metric g which in local coordinates (x, y) ∈ [0, 1)×∂B
on a collar neighborhood of the boundary is of the form g = dx2 + x2h, where h is a Riemannian
metric on the cross-section ∂B. We call B = (B, g) manifold with conical singularities or conic
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manifold; the boundary {0} × ∂B of B corresponds to the conical tips. The Laplacian induced by
g on (0, 1)× ∂B has the degenerate form
∆ =
1
x2
(
(x∂x)
2 + (n− 1)(x∂x) + ∆h
)
,(1.1)
where ∆h is the Laplacian on ∂B = (∂B, h).
We regard ∆ as a second order cone differential operator acting on weighted Mellin-Sobolev
spaces Hs,γp (B), p ∈ (1,∞), s, γ ∈ R, see Definition 3.1. It is well known that when ∆ is considered
as an unbounded operator in Hs,γp (B), it admits several closed extensions; each of these extensions
corresponds to a subspace of a finite dimensional space E∆,γ that is determined explicitly by the
metric h, see Section 3 for details. Moreover, if we denote by Cω the space of smooth functions
on B that are locally constant close to the singularities, see Definition 3.2, it is known that under
appropriate choice of the weight γ in terms of the dimension and the local geometry, the map
∆ : Hs+2,γ+2p (B)⊕ Cω → H
s,γ
p (B)
defines a closed extension ∆s of ∆ in H
s,γ
p (B) such that c0 − ∆s ∈ R(θ) for each c0 > 0 and
θ ∈ [0, π), see [37, Theorem 4.2] or [41, Theorem 6.7]. By studying the nature of the pole zero of
the resolvent of the above realization we show the following.
Theorem 1.2. Let p ∈ (1,∞), s ≥ 0 and
n− 3
2
< γ < min
{
− 1 + µ1,
n+ 1
2
}
, µj =
√(
n− 1
2
)2
− λj , j ∈ N,(1.2)
where ... < λ1 < λ0 = 0 stands for the spectrum of ∆h. Moreover, consider the closed extension
∆s : H
s+2,γ+2
p (B)⊕Cω → H
s,γ
p (B) of ∆ in H
s,γ
p (B), where Cω denotes the space of smooth functions
on B that are locally constant close to the singularities, see Definition 3.2. Then, for each θ ∈ [0, π)
we have that −∆s ∈ S(θ). Therefore, for each σ ∈ (0, 1), through the functional calculus of sectorial
operators, see, e.g., Theorem 2.4, the fractional power (−∆s)
σ : D((−∆s)
σ) → Hs,γp (B) is a well
defined closed linear operator that belongs to S(π − (π − θ)σ). The fractional Laplacian domain,
described in Theorem 2.4, satisfies⋃
ε>0
Hs+2σ+ε,γ+2σ+εp (B) ⊕ Cω →֒ D((−∆s)
σ) →֒
⋂
ε>0
Hs+2σ−ε,γ+2σ−εp (B) ⊕ Cω(1.3)
and if in addition
γ + 2σ − 1 /∈ ∪j∈N{±µj}(1.4)
then
D((−∆s)
σ) = Hs+2σ,γ+2σp (B)⊕ Cω.(1.5)
Furthermore, there exists a c > 0 such that (−∆s)
σ + c ∈ R(π − (π − θ)σ).
Note that the sum in (1.5) is either direct or we have Cω ⊂ H
s+2σ,γ+2σ
p (B), so that for simplicity
we use ⊕ instead of +.
Based on the above closed extension of the Laplacian we consider the fractional porous medium
equation
u′(t) + (−∆)σum(t) = 0, t ∈ (0, T ),(1.6)
u(0) = u0,(1.7)
where σ ∈ (0, 1), m > 0, T > 0 and u0 is some given initial data. Here (−∆)
σ is defined as
a fractional power of non-invertible sectorial operator as before. The problem (1.6)-(1.7) is a
fractional version of the usual porous medium equation which is obtained after replacing (−∆)σ
with −∆; concerning the usual porous medium equation, in order to avoid the large amount of
literature, we only refer to the monograph [54] and to the references therein. Due to the non-
locality of the fractional Laplacian (−∆)σ, (1.6)-(1.7) can model long range diffusive interaction.
As a consequence, the diffusion process described by (1.6)-(1.7) has applications to various fields,
as heat control, statistical mechanics etc., see, e.g., [3] and [20].
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The fractional porous medium equation has already been studied in Rn and the associated
mathematical theory has been developed in several directions and under many aspects, see, e.g., [3],
[8], [9], [10], [17], [18] and [52]. Note that in the above situations the fractional Laplacian is defined
either through its Fourier transform symbol or by the self-adjointness of ∆, so that it is always
a particular case of a fractional power of a sectorial operator (see, e.g., [2, Theorem III.4.6.7]).
Under this remark, in the present paper we present a different and more general approach to the
problem (1.6)-(1.7) based on the maximal Lq-regularity theory for sectorial operators; the method
we follow provides classical solutions with arbitrary high regularity and can be applied to various
domains.
In Theorem 6.2 we show that for each strictly positive function w that satisfies certain regularity
there exists some c > 0 such that the operator w(−∆0)
σ+c is R-sectorial. Our method extends the
standard freezing-of-coefficients method to the situation of non-local operators that are expressed
as linear combinations of terms of the form wAσ where A is a local operator. The key point here is
the observation that a commutator of the form [w,Aσ] is indeed of lower order in fractional sense.
In addition, in Theorem 6.3 we show that higher regularity in w implies R-sectoriality of
w(−∆s)
σ+c in higher order Mellin-Sobolev spaces. Here we use non-commutative operator valued
functional calculus theory for sectorial operators and in particular a theorem of Haller-Dintelmann
and Hieber concerning the H∞-calculus property for products of possibly non-commuting opera-
tors.
The above two results show maximal Lq-regularity for the linearization of (1.6) and are used
for showing short time existence, uniqueness and maximal Lq-regularity for solutions of (1.6)-(1.7)
by an abstract result of Cle´ment and Li. Smoothness in time through the maximal Lq-regularity
property is also shown by a theorem of Pru¨ss and Simonett. By denoting with (·, ·)η,q, η ∈ (0, 1),
q ∈ (1,∞), the real interpolation functor of exponent η and parameter q, we show the following
well-posedness result for the fractional porous medium equation.
Theorem 1.3. Let σ0 = max{0,
1
2 (
n+3
2 − µ1)} < σ < 1. Choose p, q ∈ (1,∞) such that q >
σ
σ+σ0
and n+1
p
+ 2σ
q
< 2σ and let γ > n+12 +
2σ
q
− 2σ satisfying (1.2) and (1.4). Then, the space
(H2σ,γ+2σp (B)⊕Cω ,H
0,γ
p (B)) 1
q
,q consists of continuous functions on B and for each strictly positive
u0 ∈ (H
2σ,γ+2σ
p (B)⊕ Cω,H
0,γ
p (B)) 1
q
,q ←֓
⋃
ε>0
H
2σ− 2σ
q
+ε,γ+2σ− 2σ
q
+ε
p (B) ⊕ Cω,(1.8)
there exists a T > 0 and a unique
u ∈ W 1,q(0, T ;Hs,γp (B)) ∩ L
q(0, T ;Hs+2σ,γ+2σp (B)⊕ Cω)(1.9)
solving (1.6)-(1.7), where s = 0. The solution also satisfies
u ∈ C∞((0, T );H2σ,γ+2σp (B)⊕ Cω)
∩
⋂
ε>0
C([0, T ];H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕ Cω) →֒ C([0, T ];C(B)),(1.10)
with s = 0. If in particular
u0 ∈
⋃
ε>0
H
ν+2+n+1
p
+ε,max{γ+2,n+3
2
}+ε
p (B)⊕ Cω(1.11)
for some ν ≥ 0, then the above u satisfies (1.9)-(1.10) with s = ν. In both situations, u is a
classical solution due to (1.5).
We point out that the restriction of the fractional exponent σ in Theorem 1.3 is necessary in our
Mellin-Sobolev space setup. This is due to the non-linearity and due to the weight appearing in
such spaces that describes the behavior of the functions close to the conical tips, in particular due
to the necessity that elements in the interpolation space act by multiplication as bounded maps
on the underlying space.
Theorem 1.3 provides us information concerning the asymptotic behavior of the solution u close
to the singularities. More precisely, by (1.10) we can decompose the solution as u = uH+uC, where
uH ∈ C
∞((0, T );Hν+2σ,γ+2σp (B)) and uC ∈ C
∞((0, T );Cω). Moreover, by a standard embedding
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properties of Mellin-Sobolev spaces, see, e.g., [38, Lemma 3.2], uH ∈ C
∞((0, T );C(B)) and, in
local coordinates (x, y) ∈ [0, 1)× ∂B on the collar part, we have
|uH(t, x, y)| ≤ cpx
γ+2σ− n+1
2 ‖uH‖Hν+2σ,γ+2σp (B), t ∈ (0, T ),
where the constant cp > 0 depends only on p and B. Therefore, the Mellin-Sobolev part of the
solution decays to zero close to the conical tips with certain rate that is determined by the local
geometry, the initial data, the dimension and the fractional exponent.
Concerning the situation of the usual porous medium equation, the problem has already been
considered on spaces with non-trivial geometry; we briefly mention the following contributions. In
[38] it was shown existence, uniqueness and maximal Lq-regularity for the short time solutions,
where in [39] this result was improved to long time existence and smoothness. Moreover, concern-
ing the case of singular manifolds in the sense of H. Amann [1], in [46] it was shown existence,
uniqueness and maximal continuous regularity for the short time solutions and in [47] global exis-
tence of L1-mild solutions; see also [48] and [49] for similar problems on such spaces. For the case
of the hyperbolic space, or more generally for Riemannian manifolds with nonpositive sectional
curvature, we refer to [15], [16], [19] and [53].
The paper is organized as follows: Section 2 contains abstract theory concerning the fractional
powers of possibly non-invertible sectorial operator as well as the maximal Lq-regularity property
for linear and quasilinear parabolic problems; a proof of Theorem 1.1 is also included. In Section 3
we recall some basic theory of the naturally appearing differential operators on conic manifolds and
in particular of the cone Laplacian. Section 4 is dedicated to the study of the model cone Laplacian,
i.e. the analogue of ∆ on the infinite cone ([0,∞)× ∂B, dx+ x2h). In Section 5 we prove Theorem
1.2, i.e. that a particular realization of the cone Laplacian is sectorial, and therefore we can define
its fractional powers. In Section 6 the fractional porous medium equation on conic manifolds is
studied through the theory of maximal Lq-regularity and Theorem 1.3 is proved therein. Some
elementary Lemmas are collected in the Appendix on Section 7.
2. Sectorial operators, functional calculus and maximal Lq-regularity
Let X1
d
→֒ X0 be a continuously and densely injected complex Banach couple.
Definition 2.1 (Sectoriality). Let P(K, θ), K ≥ 1, θ ∈ [0, π), be the class of all closed densely
defined linear operators A in X0 such that
Sθ = {λ ∈ C | | arg(λ)| ≤ θ} ∪ {0} ⊂ ρ(−A) and (1 + |λ|)‖(A+ λ)
−1‖L(X0) ≤ K, λ ∈ Sθ.
The elements in P(θ) = ∪K≥1P(K, θ) are called invertible sectorial operators of angle θ and for
each A ∈ P(θ) the constant inf{K |A ∈ P(K, θ)} is called the sectorial bound of A.
Furthermore, denote by S(K, θ) the supclass of P(K, θ) such that if A ∈ S(K, θ) then A is
injection,
Sθ\{0} ⊂ ρ(−A) and |λ|‖(A + λ)
−1‖L(E) ≤ K, λ ∈ Sθ\{0}.
The elements in S(θ) = ∪K≥1S(K, θ) are called sectorial operators of angle θ and for each A ∈
S(θ)\P(θ) the constant inf{K |A ∈ S(K, θ)} is called the sectorial bound of A.
Recall that P(K, θ) ⊂ P(2K + 1, φ) for certain φ ∈ (θ, π), see, e.g., [2, (III.4.6.4)-(III.4.6.5)],
and similarly for the class S(θ). Hence, whenever A ∈ P(θ) or A ∈ S(θ) we can always assume
that θ > 0. Moreover, for any ρ ≥ 0 and θ ∈ (0, π), let the counterclockwise oriented path
Γρ,θ = {re
−iθ ∈ C | r ≥ ρ} ∪ {ρeiφ ∈ C | θ ≤ φ ≤ 2π − θ} ∪ {re+iθ ∈ C | r ≥ ρ}.
We simply denote Γ0,θ by Γθ and Γ
±
θ = {re
±iθ ∈ C | r ≥ 0}. Furthermore, denote by Ω◦ the
interior of a domain Ω ⊂ C and let S◦,±θ = {λ ∈ S
◦
θ | ± arg(λ) ≥ 0}.
The holomorphic functional calculus for sectorial operators in the class P(θ) is defined by the
Dunford integral formula, see, e.g., [7, Theorem 1.7]. A typical example are the complex powers;
for Re(z) < 0 they are defined by
Az =
1
2πi
∫
Γρ,θ
(−λ)z(A+ λ)−1dλ,(2.12)
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where ρ > 0 is sufficiently small. The family {Az}Re(z)<0 together with A
0 = I is a strongly
continuous holomorphic semigroup on X0, see, e.g., [2, Theorem III.4.6.2 and Theorem III.4.6.5].
Moreover, each Az, Re(z) < 0, is injection and the complex powers for positive real part A−z are
defined by A−z = (Az)−1, see, e.g., [2, (III.4.6.12)]. By Cauchy’s theorem we can deform the path
in (2.12) and define the imaginary powers Ait, t ∈ R\{0}, as the closure of the operator
Ait =
sin(iπt)
iπt
∫ +∞
0
sit(A+ s)−2Ads in D(A),
see, e.g., [2, (III.4.6.21)]. For the properties of the complex powers of sectorial operators we refer to
[2, Theorem III.4.6.5]. Concerning the imaginary powers, the following property can be satisfied.
Definition 2.2 (Bounded imaginary powers). Let A ∈ P(0) in X0 and assume that there exist
some δ,M > 0 such that Ait ∈ L(X0) and ‖A
it‖L(X0) ≤ M when t ∈ (−δ, δ). Then, A
it ∈ L(X0)
for each t ∈ R and there exist some φ, M˜ > 0 such that ‖Ait‖L(X0) ≤ M˜e
φ|t|, t ∈ R; in this case
we say that A has bounded imaginary powers and denote A ∈ BIP(φ).
The following property, stronger than the boundedness of the imaginary powers, can also be
satisfied by operators in the class P(θ).
Definition 2.3 (Bounded H∞-calsulus). Let θ ∈ (0, π), φ ∈ [0, θ), A ∈ P(θ) and let H∞0 (φ) be
the space of all bounded holomorphic functions f : C\Sφ → C satisfying
|f(λ)| ≤ c
( |λ|
1 + |λ|2
)η
for any λ ∈ C\Sφ and some c, η > 0 depending on f .
Any f ∈ H∞0 (φ) defines an element f(−A) ∈ L(X0) by
f(−A) =
1
2πi
∫
Γθ
f(λ)(A + λ)−1dλ.(2.13)
We say that the operator A has bounded H∞-calculus of angle φ, and we denote by A ∈ H∞(φ),
if there exists some C > 0 such that
‖f(−A)‖L(X0) ≤ C sup
λ∈C\Sφ
|f(λ)| for any f ∈ H∞0 (φ).
We continue with the definition and the properties of the fractional powers of a possibly non-
invertible sectorial operator in the class S(θ).
Theorem 2.4 (Fractional powers). Let σ ∈ (0, 1), θ ∈ (0, π), φ ∈ [0, θ) and A ∈ S(θ) in X0.
Moreover, let
I±σ (λ) =
sin(πσ)
σ
∫
Γ±
θ
sσ
(sσ + λeipiσ)(sσ + λe−ipiσ)
(A+ s)−1ds, λ ∈ S◦,±
pi−(pi−φ)σ.(2.14)
Then, there exists a unique σ-dependent closed linear operator Aσ in X0, called σ-power of A, such
that Aσ ∈ S(π − (π − φ)σ) and (Aσ + λ)
−1 = I±σ (λ) for all λ ∈ S
◦,±
pi−(pi−φ)σ; if λ ∈ S
◦
pi(1−σ), then
I±σ (λ) = Iσ(λ), where
Iσ(λ) =
sin(πσ)
σ
∫ +∞
0
sσ
(sσ + λeipiσ)(sσ + λe−ipiσ)
(A+ s)−1ds, λ ∈ S◦pi(1−σ).(2.15)
In particular, if c > 0 then (A+ c)σ is given by the usual Dunford integral formula
(A+ c)σ =
sin(πσ)
π
∫ +∞
0
sσ−1(A+ c)(A+ c+ s)−1ds in D(A),(2.16)
and D((A + c)σ) = Ran((A+ c)−σ) with
(A+ c)−σ =
sin(πσ)
π
∫ +∞
0
s−σ(A+ c+ s)−1ds ∈ L(X0).(2.17)
Furthermore,
D((A+ c)σ) = D(Aσ) and ‖(A+ c)σu−Aσu‖X0 ≤Mc
σ‖u‖X0, u ∈ D(A
σ),(2.18)
for some M depending only on σ and the sectorial bound of A.
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Proof. The above result is contained in [50, Section 2.3.2]; see [50, Theorem 2.3.1 and Lermma
2.3.5]. The integral formula representation (2.14) for the resolvent can be seen as follows. Due to
[50, (2.40) and (2.44)] we have that (0,+∞) ⊂ ρ(−Aσ) and (Aσ + s)−1 = Iσ(s) when s ∈ (0,+∞).
Similarly to the proof of [2, Proposition III.4.6.10], for λ, λ0 ∈ S
◦
pi(1−σ) we have
Iσ(λ)− Iσ(λ0) =
sin(πσ)
σ
∫ +∞
0
Θ(λ, λ0, s)(A+ s)
−1ds,
where
Θ(λ, λ0, s) =
(λ0 − λ)s
σ(2sσ cos(πσ) + λ+ λ0)
(sσ + λeipiσ)(sσ + λe−ipiσ)(sσ + λ0eipiσ)(sσ + λ0e−ipiσ)
.
This shows the analyticity of Iσ(·) in S
◦
pi(1−σ).
Extension argument. For each δ ∈ (0, π(1− σ)) there exists a Kδ > 0 such that
‖Iσ(λ)‖L(X0) ≤ Kδ, λ ∈ Spi(1−σ)−δ\{λ ∈ C | |λ| < δ}.
Therefore, if we choose rδ =
1
2Kδ
, by
(Aσ + λ)Iσ(λ0) = I + (λ − λ0)Iσ(λ0),(2.19)
where λ0 ∈ [δ,∞) and |λ− λ0| ≤ rδ, we deduce that (A
σ + λ)−1 exists for each λ in
Ωδ =
⋃
λ0∈[δ,∞)
{λ ∈ C | |λ− λ0| ≤ rδ}.
The analyticity of Iσ(·) implies that (A
σ + λ)−1 = Iσ(λ) for each λ ∈ Ωδ. Hence, (2.19) holds
true even if λ0 ∈ Ωδ and |λ − λ0| ≤ rδ. After finitely many steps we can show that for each
λ0 ∈ Spi(1−σ)−δ\{λ ∈ C | |λ| < δ} we have {λ ∈ C | |λ−λ0| ≤ rδ} ⊂ ρ(−A
σ) and (Aσ+µ)−1 = Iσ(µ)
when µ ∈ {λ ∈ C | |λ−λ0| ≤ rδ}. Due to arbitrarity of δ, we conclude that S
◦
pi(1−σ) ⊂ ρ(−A
σ) and
(Aσ + λ)−1 = Iσ(λ) when λ ∈ S
◦
pi(1−σ).
Similarly for λ, λ0 ∈ S
◦,±
pi−(pi−φ)σ we have
I±σ (λ)− I
±
σ (λ0) =
sin(πσ)
σ
∫
Γ±
θ
Θ(λ, λ0, s)(A+ s)
−1ds,
so that I±σ (·) is analytic in S
◦,±
pi−(pi−φ)σ. Moreover, if λ ∈ S
◦
pi(1−σ) then we can deform the path of
integration in I±σ (λ) from Γ
±
θ to [0,+∞), so that I
±
σ (λ) = Iσ(λ) when λ ∈ S
◦
pi(1−σ). Finally, the
extension argument above, applied with S◦
pi(1−σ)−δ replaced by S
◦,±
pi−(pi−φ)σ−δ and Iσ(λ) replaced by
I±σ (λ), shows that S
◦,±
pi−(pi−φ)σ ⊂ ρ(−A
σ) and (Aσ + λ)−1 = I±σ (λ) when λ ∈ S
◦,±
pi−(pi−φ)σ. 
Consider the following abstract parabolic first order Cauchy problem
u′(t) +Au(t) = w(t), t ∈ (0, T ),(2.20)
u(0) = 0,(2.21)
where −A : X1 → X0 is the infinitesimal generator of an analytic semigroup on X0 and w ∈
Lq(0, T ;X0), q ∈ (1,∞), T > 0. The operator A has maximal L
q-regularity if for any w ∈
Lq(0, T ;X0) there exists a unique u ∈ W
1,q(0, T ;X0) ∩ L
q(0, T ;X1) solving (2.20)-(2.21); in this
situation u depends continuously on w and the above property is independent of q and T .
Definition 2.5 (R-boundedness). A set E ⊂ L(X0) is called R-bounded if for every T1, ..., TN ∈ E
and x1, ..., xN ∈ X0, N ∈ N\{0}, we have
‖
N∑
k=1
ǫkTkxk‖L2(0,1;X0) ≤ C‖
N∑
k=1
ǫkxk‖L2(0,1;X0),
for certain C > 0, where {ǫk}
∞
k=1 is the sequence of Rademacher functions. The infimum of all
such constants C > 0 is called the R-bound of E.
According to the above definition, next we recall the notion of R-sectoriality; a boundedness
property of the resolvent of a sectorial operator that is related to the maximal Lq-regularity.
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Definition 2.6 (R-sectoriality). Denote by R(θ), θ ∈ [0, π), the class of all operators A ∈ S(θ) in
X0 such that the set E = {λ(A + λ)
−1 |λ ∈ Sθ\{0}} is R-bounded. If A ∈ R(θ) then A is called
R-sectorial of angle θ and the R-bound of E is called the R-sectorial bound of A.
If we restrict to the class of UMD (unconditionality of martingale differences property, see, e.g.,
[2, Section III.4.4]) Banach spaces, then we have the following.
Theorem 2.7 (Kalton and Weis, [23, Theorem 6.5] or [56, Theorem 4.2]). If X0 is UMD and
A ∈ R(θ) in X0 with θ >
pi
2 , then A has maximal L
q-regularity.
If an operator is R-sectorial then this property is passed to its fractional powers as we can see
from the following.
Proof of Theorem 1.1. By extending the area of R-sectoriality, see, e.g., [7, Section 4.1], we can
assume that θ > 0 and that there exists some φ ∈ (θ, π) such that A ∈ R(φ).
(i) Assume first that c0 = 0. Let {λ1, ..., λN} = {r1e
iψ1 , ..., rNe
iψN } ∈ Spi−(pi−θ)σ\{0} and
x1, ..., xN ∈ X0, N ∈ N\{0}. Denote by {ǫk}k∈N the sequence of the Rademacher functions and
let φ(ψk) = sign(ψk)φ with the convention that φ(ψk) = φ when ψk = 0. If RA,φ is the R-sectorial
bound of A ∈ R(φ), then by (2.14) we estimate
σ
sin(πσ)
‖
N∑
k=1
ǫkλk(A
σ + λk)
−1xk‖L2(0,1;X0)
= ‖
N∑
k=1
ǫk
∫ +∞
0
s−σrke
i(ψk+(1−σ)φ(ψk))
(1 + s−σrkei(ψk+(pi−φ(ψk))σ))(1 + s−σrkei(ψk−(pi+φ(ψk))σ))
×(A+ seiφ(ψk))−1xkds‖L2(0,1;X0)
=
1
σ
‖
N∑
k=1
ǫk
∫ +∞
0
ei(ψk−σφ(ψk))( rk
y
)
1
σ eiφ(ψk)
(1 + yei(ψk+(pi−φ(ψk))σ))(1 + yei(ψk−(pi+φ(ψk))σ))
×(A+ (
rk
y
)
1
σ eiφ(ψk))−1xkdy‖L2(0,1;X0)
≤
RA,φ
σ
∫ +∞
0
‖
N∑
k=1
ǫk
ei(ψk−σφ(ψk))
(1 + yei(ψk+(pi−φ(ψk))σ))(1 + yei(ψk−(pi+φ(ψk))σ))
xk‖L2(0,1;X0)dy
≤ 2
RA,φ
σ
(∫ +∞
0
sup
ψ≤|pi−(pi−θ)σ|
1
|1 + yei(ψ+(pi−φ(ψ))σ)||1 + yei(ψ−(pi+φ(ψ))σ)|
dy
)
×‖
N∑
k=1
ǫkxk‖L2(0,1;X0),
where at the last step we have used Kahane’s contraction principle, see, e.g., [26, Proposition 2.5].
(ii) Let now that c0 > 0. Clearly A + c ∈ R(φ) for all c ≥ c0 and the R-sectorial bound of
A + c is uniformly bounded in c, see, e.g., [38, Lemma 2.6]. Moreover, by the estimate in (i), the
R-sectorial bound of (A+ c)σ ∈ R(π − (π − θ)σ) is uniformly bounded in c ≥ c0; in particular the
sectorial bound of (A + c)σ ∈ S(0) is also uniformly bounded in c ≥ c0. The same holds true for
(A+ c)σ + cσ+ε ∈ R(π − (π − θ)σ), where ε > 0 is fixed. By (2.18) we have that
‖((A+ c)σ −Aσ)((A+ c)σ + cσ+ε)−1‖L(X0) ≤Mc
σ Kc
cσ+ε
,
where Kc is the sectorial bound of (A + c)
σ ∈ S(0) and M depends only on σ and the sectorial
S(φ)-bound of A. Therefore, by writing
Aσ + cσ+ε = (A+ c)σ + cσ+ε +Aσ − (A+ c)σ
and taking c sufficiently large, we obtain the result by R-sectoriality perturbation, see, e.g., [27,
Theorem 1]. 
In practice sometimes we are interested in a subclass of H∞-calculus operators which satisfy
the following stronger condition.
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Definition 2.8 (R-bounded H∞-calculus). Denote by RH(θ), θ ∈ [0, π), the class of all operators
A ∈ H(θ) in X0 such that the set {f(A) | f ∈ H
∞
0 (θ), supλ∈C\Sθ |f(λ)| ≤ 1} is R-bounded. Any
A ∈ RH(θ) is said to have R-bounded H∞-calculus of angle θ.
We recall a bounded H∞-calculus perturbation result for operators in the class RH(θ); this
will be used later for R-sectoriality perturbation. The result is obtained from non-commutative
operator valued functional calculus theory of sectorial operators.
Theorem 2.9 (Haller-Dintelmann and Hieber, [11, Theorem 3.2]). Let A ∈ H(θA), B ∈ RH(θB),
θA + θB > π, such that (B + µ)
−1D(A) ⊆ D(A) for some (and hence for all) µ ∈ SθB and
‖[A, (B + µ)−1](A+ λ)−1‖L(X0) ≤
C
(1 + |λ|1−α)(1 + |µ|1+β)
, λ ∈ SθA , µ ∈ SθB ,(2.22)
for some α,C ≥ 0 and β > 0 satisfying α+ β < 1. Then, for each θ ∈ [0, θA+ θB − π) there exists
a c > 0 such that AB + c with domain {u ∈ D(B) |Bu ∈ D(A)} belongs to H(θ).
Next, we describe an abstract maximal Lq-regularity result for quasilinear parabolic equations.
Let q ∈ (1,∞), U be an open subset of (X1, X0) 1
q
,q, A(·) : U → L(X1, X0) and F (·, ·) : U×[0, T0]→
X0, for some T0 > 0. Consider the problem
u′(t) +A(u(t))u(t) = F (u(t), t) +G(t), t ∈ (0, T ),(2.23)
u(0) = u0,(2.24)
where T ∈ (0, T0), u0 ∈ U and G ∈ L
q(0, T0;X0). A Banach fixed point argument based on
maximal Lq-regularity property for the linearization A(u0) and on appropriate Lipschitz continuity
conditions, implies the following short time result.
Theorem 2.10 (Cle´ment and Li, [4, Theorem 2.1]). Assume that:
(H1) A(·) ∈ C1−(U ;L(X1, X0)).
(H2) F (·, ·) ∈ C1−,1−(U × [0, T0];X0).
(H3) A(u0) has maximal L
q-regularity.
Then, there exists a T ∈ (0, T0) and a unique u ∈ W
1,q(0, T ;X0) ∩ L
q(0, T ;X1) solving (2.23)-
(2.24).
Finally, we recall the following embedding of the maximal Lq-regularity space, namely
W 1,q(0, T ;X0) ∩ L
q(0, T ;X1) →֒ C([0, T ]; (X1, X0) 1
q
,q), T > 0, q ∈ (1,∞),(2.25)
see, e.g., [2, Theorem III.4.10.2].
3. The Laplacian on a conic manifold
We regard ∆ as a cone differential operator or a Fuchs type operator and recall some basic facts
and results from the related underlined pseudodifferential theory, which is called cone calculus,
towards the direction of the study of nonlinear partial differential equations. For more details we
refer to [6], [13], [14], [25], [28], [36], [37], [38], [39], [40], [41], [42], [43], [44] and [45].
An µ-th order, µ ∈ N, differential operator A with smooth coefficients in the interior B◦ of B
is called a cone differential operator of order µ ∈ N if its restriction to the collar part (0, 1)× ∂B
admits the form
A = x−µ
µ∑
k=0
ak(x)(−x∂x)
k, where ak ∈ C
∞([0, 1); Diffµ−k(∂B)).(3.26)
Such an operator is called B-elliptic if, in addition to the usual pseudodifferential symbol, its
rescaled symbol (see, e.g., [6, (2.3)] for definition) is also pointwise invertible; this is the case for
the Laplacian ∆.
Cone differential operators act naturally on scales of Mellin-Sobolev spaces. Let ω ∈ C∞(B)
be a fixed cut-off function near the boundary, i.e. a smooth non-negative function on B with
ω = 1 near {0} × ∂B and ω = 0 on B\([0, 1)× ∂B). Moreover, assume that in local coordinates
(x, y) ∈ [0, 1)×∂B, ω depends only on x. Denote by C∞c the space of smooth compactly supported
functions and by Hsp , p ∈ (1,∞), s ∈ R, the usual Sobolev space.
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Definition 3.1 (Mellin-Sobolev spaces). For any γ ∈ R consider the map
Mγ : C
∞
c (R+ × R
n)→ C∞c (R
n+1) defined by u(x, y) 7→ e(γ−
n+1
2
)xu(e−x, y).
Furthermore, take a covering κi : Ui ⊆ ∂B → R
n, i ∈ {1, ..., N}, N ∈ N\{0}, of ∂B by coordinate
charts and let {φi}i∈{1,...,N} be a subordinated partition of unity. For any p ∈ (1,∞) and s ∈ R let
Hs,γp (B) be the space of all distributions u on B
◦ such that
‖u‖Hs,γp (B) =
N∑
i=1
‖Mγ(1 ⊗ κi)∗(ωφiu)‖Hsp(Rn+1) + ‖(1− ω)u‖Hsp(B)
is defined and finite, where ∗ refers to the push-forward of distributions. The space Hs,γp (B), called
(weighted) Mellin-Sobolev space, is independent of the choice of the cut-off function ω, the covering
{κi}i∈{1,...,N} and the partition {φi}i∈{1,...,N}; if A is as in (3.26), then it induces a bounded map
A : Hs+µ,γ+µp (B)→ H
s,γ
p (B).
Finally, if s ∈ N, then equivalently, Hs,γp (B) is the space of all functions u in H
s
p,loc(B
◦) such that
near the boundary
x
n+1
2
−γ(x∂x)
k∂αy (ω(x)u(x, y)) ∈ L
p
loc
(
[0, 1)× ∂B,
√
det[h]
dx
x
dy
)
, k + |α| ≤ s.
Note that since the usual Sobolev spaces are UMD, by [2, Theorem III.4.5.2], the Mellin-Sobolev
spaces are also UMD.
Next we restrict to the case of the Lapacian ∆ and regard it as an unbounded operator in
Hs,γp (B), p ∈ (1,∞), s, γ ∈ R, with domain C
∞
c (B
◦). The domain of its minimal extension (i.e. its
closure) ∆min,s is given by
D(∆min,s) =
{
u ∈
⋂
ε>0
Hs+2,γ+2−εp (B) |∆u ∈ H
s,γ
p (B)
}
;(3.27)
in particular
Hs+2,γ+2p (B) →֒ D(∆min,s) →֒
⋂
ε>0
Hs+2,γ+2−εp (B).
If in addition the conormal symbol of ∆, i.e. the following family of differential operators
C ∋ λ 7→ λ2 − (n− 1)λ+∆h ∈ L(H
2
2 (∂B), H
0
2 (∂B)),
is invertible on the line {λ ∈ C |Re(λ) = n−32 −γ}, then we have preciselyD(∆min,s) = H
s+2,γ+2
p (B),
i.e.
D(∆min,s) = H
s+2,γ+2
p (B) iff ± µj 6= γ + 1, j ∈ N.
The domain of the maximal extension ∆max,s of ∆, defined by D(∆max,s) = {u ∈ H
s,γ
p (B) |∆u ∈
Hs,γp (B)}, is expressed as
D(∆max,s) = D(∆min,s)⊕ E∆,γ .(3.28)
Here
E∆,γ =
⊕
q
±
j ∈Iγ
E∆,γ,q±j
, q±j =
n− 1
2
± µj , j ∈ N, Iγ = (
n− 3
2
− γ,
n+ 1
2
− γ),(3.29)
and for each q±j , E∆,γ,q±j
is a finite dimensional space consisting of C∞(B◦)-functions that vanish on
B\([0, 1)× ∂B) and in local coordinates on (0, 1)× ∂B they are of the form ω(x)c(y)x−q
±
j logk(x),
where c ∈ C∞(∂B) and k ∈ {0, 1}. Note that q±j are precisely the poles of the inverse of the
conormal symbol of ∆ and for each q±j the exponent k runs up to the order of the pole.
Due to (3.28), there are several closed extensions of ∆ in Hs,γp (B); each one corresponds to a
subspace of E∆,γ . For an overview on the domain structure of a general B-elliptic cone differential
operator we refer to [14, Section 3] or alternatively to [43, Section 2.2 and Section 2.3].
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Definition 3.2. Recall that ∂B = ∪kBi=1∂Bi, for certain kB ∈ N\{0}, where ∂Bi are closed, smooth
and connected. Denote by Cω the space of all C
∞(B◦) functions c that vanish on B\([0, 1)× ∂B)
and on each component [0, 1)× ∂Bi, i ∈ {1, ..., kB}, they are of the form ciω, where ci ∈ C, i.e. Cω
consists of smooth functions that are locally constant close to the boundary. Endow Cω with the
norm ‖ · ‖Cω given by c 7→ ‖c‖Cω = (
∑kB
i=1 |ci|
2)
1
2 .
We close this section by recalling a particular close extension of ∆. Under a particular choice
of the weight γ, Cω becomes a subspace of E∆,γ and the realization of the Laplacian with domain
Hs+2,γ+2p (B)⊕Cω satisfies the property of maximal L
q-regularity as we can see from the following.
Theorem 3.3. Let p ∈ (1,∞), s ≥ 0 and γ be as in (1.2). Consider the closed extension ∆s of
the Laplacian ∆ in
Xs0 = H
s,γ
p (B)
with domain
D(∆s) = X
s
1 = H
s+2,γ+2
p (B)⊕ Cω.(3.30)
Then, for each c > 0 and θ ∈ [0, π), c−∆s ∈ R(θ).
Proof. This is [37, Theorem 4.2] together with [5, Theorem 4]. See also [41, Theorem 6.7]. 
4. The model cone Laplacian
Let us consider the differential operator
∆∧ =
1
x2
(
(x∂x)
2 + (n− 1)(x∂x) + ∆h
)
(4.31)
acting on smooth functions on the infinite half cylinder
∂B∧ = ([0,∞)× ∂B, dx+ x2h).
∆∧ is called the model cone Laplacian and ∂B
∧ the model cone of B.
Definition 4.1. Let κi : Ui ⊆ ∂B → R
n, i ∈ {1, ..., N}, N ∈ N\{0}, be a covering of ∂B by
coordinate charts and let {φi}i∈{1,...,N} be a subordinated partition of unity. For any p ∈ (1,∞)
and s ∈ R let Hsp,cone(R× ∂B) be the space of all functions u such that for each i ∈ {1, ..., N} we
have
(x, y) 7→ φi(κ
−1
i (
y
x
))u(x, κ−1i (
y
x
)) ∈ Hsp(R× R
n),
where x is a fixed smooth function that is equal to x in [− 12 ,
1
2 ], outside [−
1
2 ,
1
2 ] is nonzero and
outside [−1, 1] is constant. Moreover, if γ ∈ R let Ks,γp (∂B
∧) be the space of all functions v such
that
ωv ∈ Hs,γp (B) and (1− ω)v ∈ H
s
p,cone(R× ∂B).
The operator ∆∧ acts naturally on scales of Sobolev spaces K
s,γ
p (∂B
∧), i.e.
∆∧ ∈ L(K
s+2,γ+2
p (∂B
∧),Ks,γp (∂B
∧)), p ∈ (1,∞), s, γ ∈ R.
Remark 4.2. Let p ∈ (1,∞) and s, γ ∈ R. The scalar product in H02,cone(R× ∂B) and K
0,0
2 (∂B
∧)
identifies respectively the dual space of Hsp,cone(R× ∂B) and K
s,γ
p (∂B
∧) with H−sp′,cone(R× ∂B) and
K−s,−γp′ (∂B
∧), where 1
p
+ 1
p′
= 1.
Next, we show the following interpolation result concerning the spaces Hsp,cone(R× ∂B).
Lemma 4.3. Let p, q ∈ (1,∞), s ∈ R, ρ > 0 and θ ∈ (0, 1). For any ε > 0 we have
Hs+ρθ+εp,cone (R× ∂B) →֒ (H
s
p,cone(R× ∂B),H
s+ρ
p,cone(R× ∂B))θ,q →֒ H
s+ρθ−ε
p,cone (R× ∂B).
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Proof. Let κi : Ui ⊆ ∂B → R
n, i ∈ {1, ..., N}, N ∈ N\{0}, be a covering of ∂B by coordinate charts
and let {φi}i∈{1,...,N} be a subordinated partition of unity. If u ∈ (H
s
p,cone(R × ∂B),H
s+ρ
p,cone(R ×
∂B))θ,q, then by the definition of the real interpolation we have
‖u‖(Hsp,cone(R×∂B),H
s+ρ
p,cone(R×∂B))θ,q
=
∥∥∥t−θ inf { N∑
i=1
‖φi(κ
−1
i (
y
x
))v1(x, κ
−1
i (
y
x
))‖Hsp(R×Rn)
+t
N∑
i=1
‖φi(κ
−1
i (
y
x
))v2(x, κ
−1
i (
y
x
))‖
H
s+ρ
p (R×Rn)
| v1 + v2 = u, v1 ∈ H
s
p,cone(R× ∂B), v2 ∈ H
s+ρ
p,cone(R× ∂B)
}∥∥∥
Lq(0,∞; dt
t
)
.
Therefore, we estimate
N‖u‖(Hsp,cone(R×∂B),H
s+ρ
p,cone(R×∂B))θ,q
≥
N∑
i=1
∥∥∥t−θ inf {‖φi(κ−1i (y
x
))v1(x, κ
−1
i (
y
x
))‖Hsp(R×Rn)
+t‖φi(κ
−1
i (
y
x
))v2(x, κ
−1
i (
y
x
))‖
H
s+ρ
p (R×Rn)
|φi(κ
−1
i (
y
x
))v1(x, κ
−1
i (
y
x
)) + φi(κ
−1
i (
y
x
))v2(x, κ
−1
i (
y
x
)) = φi(κ
−1
i (
y
x
))u(x, κ−1i (
y
x
)),
φi(κ
−1
i (
y
x
))v1(x, κ
−1
i (
y
x
)) ∈ Hsp(R× R
n),
φi(κ
−1
i (
y
x
))v2(x, κ
−1
i (
y
x
)) ∈ Hs+ρp (R× R
n)
}∥∥∥
Lq(0,∞; dt
t
)
=
N∑
i=1
‖φi(κ
−1
i (
y
x
))u(x, κ−1i (
y
x
))‖(Hsp(R×Rn),H
s+ρ
p (R×Rn))θ,q
≥ C
N∑
i=1
‖φi(κ
−1
i (
y
x
))u(x, κ−1i (
y
x
))‖
H
s+ρθ−ε
p (R×Rn)
,
for certain C > 0, where we have used the analogous result in Rn+1, see, e.g., [2, (I.2.5.2)] together
with [29, Chapter 1, Theorem 7.1]. This shows the second embedding.
Since C∞c (R × ∂B) is dense in H
s
p,cone(R× ∂B) and H
s+ρ
p,cone(R× ∂B), by applying [51, Section
1.11.2 (3a)] to the above result we obtain
H−s−ρθ+εp′,cone (R× ∂B)
→֒ (H−sp′,cone(R× ∂B),H
−s−ρ
p′,cone(R× ∂B))θ,q′ = (H
−s−ρ
p′,cone(R× ∂B),H
−s
p′,cone(R× ∂B))1−θ,q′ ,
where 1
p
+ 1
p′
= 1, 1
q
+ 1
q′
= 1 and for the last equality we have used [2, (I.2.5.4)]. Then, the first
embedding follows by notting that −s− ρθ + ε = −s− ρ+ ρ(1 − θ) + ε. 
Similarly, concerning the spaces Ks,γp (∂B
∧) we have the following.
Lemma 4.4. Let p, q ∈ (1,∞), s, γ ∈ R, ρ > 0 and θ ∈ (0, 1). For any ε > 0 we have
Ks+ρθ+ε,γ+ρθ+εp (∂B
∧) →֒ (Ks,γp (∂B
∧),Ks+ρ,γ+ρp (∂B
∧))θ,q →֒ K
s+ρθ−ε,γ+ρθ−ε
p (∂B
∧).
Proof. For the first embedding, if u ∈ (Ks,γp (∂B
∧),Ks+ρ,γ+ρp (∂B
∧))θ,q, then
‖u‖(Ks,γp (∂B∧),Ks+ρ,γ+ρp (∂B∧))θ,q
=
∥∥∥t−θ inf {‖ωu1‖Hs,γp (B) + ‖(1− ω)u1‖Hsp,cone(R×∂B) + t‖ωu2‖Hs+ρ,γ+ρp (B)
+t‖(1− ω)u2‖Hs+ρp,cone(R×∂B)
|u1 + u2 = u, u1 ∈ K
s,γ
p (∂B
∧), u2 ∈ K
s+ρ,γ+ρ
p (∂B
∧)
}∥∥∥
Lq(0,+∞; dt
t
)
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so that we have
‖u‖(Ks,γp (∂B∧),Ks+ρ,γ+ρp (∂B∧))θ,q
≥
∥∥∥t−θ inf {‖ωu1‖Hs,γp (B) + t‖ωu2‖Hs+ρ,γ+ρp (B)
|ω(u1 + u2) = ωu, ωu1 ∈ H
s,γ
p (B), ωu2 ∈ H
s+2,γ+2
p (B)
}∥∥∥
Lq(0,+∞; dt
t
)
+
∥∥∥t−θ inf {‖(1− ω)u1‖Hsp,cone(R×∂B) + t‖(1− ω)u2‖Hs+ρp,cone(R×∂B) | (1− ω)(u1 + u2 − u) = 0,
(1− ω)u1 ∈ H
s
p,cone(R× ∂B), (1− ω)u2 ∈ H
s+ρ,γ+ρ
p,cone (R× ∂B)
}∥∥∥
Lq(0,+∞; dt
t
)
= ‖ωu‖(Hs,γp (B),Hs+ρ,γ+ρp (B))θ,q + ‖(1− ω)u‖(Hsp,cone(R×∂B),H
s+ρ
p,cone(R×∂B))θ,q
≥ C(‖ωu‖Hs+ρθ−ε,γ+ρθ−εp (B) + ‖(1− ω)u‖Hs+ρθ−εp,cone (R×∂B)),
for certain C > 0, where we have used [38, Lemma 3.5] and Lemma 4.3.
Recall that C∞c (∂B
∧) is dense in Ks,γp (∂B
∧) and Ks+ρ,γ+ρp (∂B
∧). By applying [51, Section 1.11.2
(3a)] to the above embedding and using [2, (I.2.5.4)] we get
K−s−ρθ+ε,−γ−ρθ+εp′ (∂B
∧)
→֒ (K−s,−γp′ (∂B
∧),K−s−ρ,−γ−ρp′ (∂B
∧))θ,q′ = (K
−s−ρ,−γ−ρ
p′ (∂B
∧),K−s,−γp′ (∂B
∧))1−θ,q′ ,
where as usual 1
p
+ 1
p′
= 1 and 1
q
+ 1
q′
= 1. Then, the result follows since −s − ρθ + ε =
−s− ρ+ ρ(1 − θ) + ε and −γ − ρθ + ε = −γ − ρ+ ρ(1− θ) + ε. 
Let us consider ∆∧ as an unbounded operator in K
s,γ
p (∂B
∧), p ∈ (1,∞), s, γ ∈ R, with do-
main C∞c (∂B
∧). The domain of its maximal extension ∆∧,max,s differs from the domain of its
minimal extension ∆∧,min,s by an s-independent finite dimensional space E
∧
∆,γ , which is also called
asymptotics space; E∧∆,γ is isomorphic to E∆,γ in (3.28) and has similar structure, see, e.g., [43,
Proposition 2.11], [41, Section 3] or [14, Theorem 4.7]. More precisely we have that
D(∆∧,max,s) = D(∆∧,min,s)⊕ E
∧
∆,γ = D(∆∧,min,s)⊕
⊕
q
±
j ∈Iγ
E∧
∆,γ,q±j
.(4.32)
Here, for the domain of the closure we have
D(∆∧,min,s) =
{
u ∈
⋂
ε>0
Ks+2,γ+2−εp (∂B
∧) |∆∧u ∈ K
s,γ
p (∂B
∧)
}
;
in particular
Ks+2,γ+2p (∂B
∧) →֒ D(∆∧,min,s) →֒
⋂
ε>0
Ks+2,γ+2−εp (∂B
∧)
and
D(∆∧,min,s) = K
s+2,γ+2
p (∂B
∧) iff ± µj 6= γ + 1, j ∈ N.(4.33)
Moreover, for each q±j , which is given by (3.29), E
∧
∆,γ,q±j
is a finite dimensional space consisting of
C∞((∂B∧)◦)-functions that vanish on [1,∞)× ∂B and in local coordinates on (0, 1)× ∂B they are
of the form ω(x)c(y)x−q
±
j logk(x), where c ∈ C∞(∂B) and k ∈ {0, 1}.
Lemma 4.5. Let p, q ∈ (1,∞), s ∈ R, γ ∈ (n−32 ,
n+1
2 ) and θ ∈ (0, 1). Then, the following
embeddings hold
Ks+2θ+ε,γ+2θ+εp (∂B
∧)⊕ Cω
→֒ (Ks,γp (∂B
∧),Ks+2,γ+2p (∂B
∧)⊕ Cω)θ,q →֒ K
s+2θ−ε,γ+2θ−ε
p (∂B
∧)⊕ Cω,
for every ε > 0.
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Proof. Concerning the first embedding, by standard properties of interpolation spaces (see, e.g.,
[2, Proposition I.2.3.2]) we have that
(Ks,γp (∂B
∧),Ks+2,γ+2p (∂B
∧))θ,q →֒ (K
s,γ
p (∂B
∧),Ks+2,γ+2p (∂B
∧)⊕ Cω)θ,q.
Therefore, by Lemma 4.4 we obtain
Ks+2θ+ε,γ+2θ+εp (∂B
∧) →֒ (Ks,γp (∂B
∧),Ks+2,γ+2p (∂B
∧)⊕ Cω)θ,q,
and the result follows by
Cω →֒ (K
s,γ
p (∂B
∧),Ks+2,γ+2p (∂B
∧)⊕ Cω)θ,q.
Concerning the second embedding, if u ∈ (Ks,γp (∂B
∧),Ks+2,γ+2p (∂B
∧) ⊕ Cω)θ,q, then in local
coordinates (x, y1, ..., yn) ∈ [0,∞) × ∂B we have that (x∂x)
2u, x∂xu and ∂yi∂yju, i, j ∈ {1, .., n},
belong to
(Ks−2,γp (∂B
∧),Ks,γ+2p (∂B
∧))θ,q →֒ K
s+2θ−2−ε,γ+2θ−ε
p (∂B
∧),(4.34)
for any ε > 0, where we have used Lemma 4.4. Therefore, by (4.31) u belongs to the maximal
domain of ∆∧ in K
s+2θ−2−ε,γ+2θ−2−ε
p (∂B
∧), i.e. to the right hand side of (4.32) with s replaced by
s+2(θ− 1)− ε and γ replaced by γ+2(θ− 1)− ε. Since the sum in (4.32) is direct, by the formula
x∂x(x
−q±j logk(x)) = −q±j x
−q±j logk(x) + kx−q
±
j logk−1(x), k ∈ {0, 1}, together with the regularity
of (x∂x)
2u given by (4.34) we conclude that the only asymptotics space component contributing
to the expression of u is the one that corresponds to q±j = 0, i.e. the space Cω. 
Next, we focus on dilation invariant extensions of the model cone Laplacian, as e.g. in [43,
Section 3.2 (E2)]. It is well known that if the spectrum is contained in a sector then such an
extension is necessarily sectorial.
Lemma 4.6. Let p ∈ (1,∞), γ ∈ R such that (4.33) is satisfied and according to (4.32), consider
a closed extension ∆∧ of the model cone Laplacian ∆∧ in K
0,γ
p (∂B
∧) with domain D(∆∧) =
K2,γ+2p (∂B
∧)⊕ E∧∆,γ, where E
∧
∆,γ is a subspace of E
∧
∆,γ. Assume that:
(i) E∧∆,γ is invariant under dilations, i.e. in local coordinates (x, y) ∈ (0,∞)× ∂B we have that if
u(x, y) ∈ E∧∆,γ then u(ρx, y) ∈ E
∧
∆,γ for each ρ > 0.
(ii)The spectrum of ∆∧ is contained in C\S
◦
φ, for some φ ∈ (0, π).
Then, −∆∧ ∈ S(θ) for any θ ∈ [0, φ).
Proof. Let κρ, ρ > 0, be the normalized dilation group action on functions on ∂B
∧ defined by
(κρu)(x, y) = ρ
ηu(ρx, y), (x, y) ∈ (0,∞)× ∂B, where η = n+12 − γ, see, e.g., [14, Definition 2.3] or
[25, Definition 5.12]. Then, similarly to [14, (7.1)] or [25, (5.18)], we have that
λ−∆∧ = ρ
2κρ(
λ
ρ2
−∆∧)κ
−1
ρ , λ ∈ C, ρ > 0.(4.35)
Note that κρ is an isometry on K
0,γ
p (∂B
∧) and moreover D(∆∧) is invariant under κρ. Therefore,
(4.35) still holds if we replace ∆∧ with ∆∧. Thus, by taking ρ =
√
|λ| we obtain
|λ|(λ −∆∧)
−1 = κρ(
λ
|λ|
−∆∧)
−1κ−1ρ , λ ∈ Sθ,
and hence −∆∧ ∈ S(θ). 
In particular, the model cone analogue of the closed extension (3.30) is sectorial.
Corollary 4.7. Let p ∈ (1,∞) and γ be as in (1.2). According to (4.32), consider the closed
extension ∆∧ of the model cone Laplacian ∆∧ in K
0,γ
p (∂B
∧) with domain
D(∆∧) = K
2,γ+2
p (∂B
∧)⊕ Cω.(4.36)
Then, −∆∧ ∈ S(θ) for any θ ∈ [0, π). In particular, 0 is a simple pole of (λ −∆∧)
−1.
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Proof. By returning to the conic manifold B, the closed extension ∆0 from Theorem 3.3 satisfies
the assumptions of [43, Theorem 5.6] and the conditions (i), (ii) and (iii) of [43, Theorem 5.7].
Therefore, according to [43, Theorem 5.6 and Theorem 5.7], see also [40, Theorem 2.9 and Remark
2.10], the closed extension ∆∧ satisfies the condition (E3) from [43, Section 3.2], i.e. its spectrum
is contained in (−∞, 0]. 
We close this section with a description of the domain of the complex powers of the model cone
Laplacian.
Corollary 4.8. Let c ≥ 0, z ∈ C with Re(z) ∈ (0, 1), p ∈ (1,∞), γ be as in (1.2) and let ∆∧ be
the closed extension of ∆∧ given by (4.36). Then,
Ks+2Re(z)+ε,γ+2Re(z)+εp (∂B
∧)⊕ Cω →֒ D((c−∆∧)
z) →֒ Ks+2Re(z)−ε,γ+2Re(z)−εp (∂B
∧)⊕ Cω,
for every ε > 0.
Proof. The result follows by [2, (I.2.5.2) and (I.2.9.6)], (2.18), Lemma 4.5 and Corollary 4.7. 
5. The fractional Laplacian on a conic manifold
The following result improves Theorem 3.3 from the sectoriality point of view and allows the
definition of the fractional powers of the conic Laplacian.
Theorem 5.1. Let p ∈ (1,∞), s ≥ 0, γ be as in (1.2) and let ∆s be the realization (3.30). Then,
−∆s ∈ S(θ) for any θ ∈ [0, π).
Proof. By Theorem 3.3, we know that σ(∆s) ⊂ (−∞, 0] and that |λ|‖(λ−∆s)
−1‖L(Xs
0
) is bounded
in {λ ∈ Sθ | |λ| ≥ r}, for any r > 0. Therefore we only have to check the behavior of (λ −∆s)
−1
when λ→ 0, λ ∈ Sθ\{0}.
The case of s = 0 and p = 2. We follow the gluing construction ideas in [31], see also [35,
Section 3]. Let M be a closed connected smooth Riemannian manifold such that (B\([0, 12 ) ×
∂B), g|B\([0,1
2
)×∂B)) is isometrically embedded into M. Denote by L
2(M) the space of the square
integrable functions on M with respect to the Riemannian measure. Let ∆M be the Laplacian on
M and denote by ∆M the unique self-adjoint extension of ∆M in L
2(M). By the spectral theorem
for self-adjoint operators we have that −∆M ∈ S(θ).
Let ω1, ω2 be two cut-off functions with values on [0, 1] such that ω1 = ω2 = 1 on [0,
1
2 )× ∂B,
ω1 = ω2 = 0 on B\([0, 1)× ∂B) and ω2 = 1 on supp(ω1). Moreover, let ω3 = 1 − ω1 and let ω4 be
a cut-off function such that ω4 = 0 on [0,
1
2 )× ∂B and ω4 = 1 on supp(ω3).
Consider the parametrix
Q(λ) = ω1(λ−∆∧)
−1ω2 + ω3(λ−∆M)
−1ω4, λ ∈ C\(−∞, 0],(5.37)
where ∆∧ is the close extension (4.36). Clearly, Q(λ) is a well defined map from X
0
0 to X
0
1 , where
the spaces X00 , X
0
1 are defined in Theorem 3.3. Moreover,
(λ−∆0)Q(λ) = I − P (λ), λ ∈ C\(−∞, 0],(5.38)
where
P (λ) = [∆∧, ω1](λ−∆∧)
−1ω2 + [∆M, ω3](λ−∆M)
−1ω4
= [∆∧, ω1](c−∆∧)
−η(c−∆∧)
η(λ−∆∧)
−1ω2
+[∆M, ω3](c−∆M)
−η(c−∆M)
η(λ−∆M)
−1ω4,(5.39)
for any c > 0 and η ∈ (12 , 1). Here the fractional powers of c − ∆M can also be defined by the
spectral theorem.
In (5.39) we regard the commutator [∆∧, ω1] as a first order cone differential operator on ∂B
∧
and the commutator [∆M, ω3] as first order differential operator onM. Note that [∆∧, ω1](c−∆∧)
−η
and [∆M, ω3](c−∆M)
−η are bounded operators that map to Hδ,δ2 (B) for certain δ > 0 sufficiently
small. Since Hδ,δ2 (B) →֒ H
0,0
2 (B) is compact, see, e.g., [45, Remark 2.1 (b)], and similarly for the
usual Sobolev spaces on M, we have that P (λ), λ ∈ C\(−∞, 0], is a family of compact operators.
Furthermore, since the residues of (λ − ∆∧)
−1 and (λ − ∆M)
−1 are of finite rank (see, e.g., [24,
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Chapter III, Theorem 6.29]), the residues of P (λ) are of finite rank as well. Moreover, by the
standard decay properties of the resolvent of a sectorial operator, see, e.g., [50, Lemma 2.3.3], we
have that ‖P (λ)‖L(X0
0
) → 0 as λ → +∞. Therefore, by the meromorphic Fredholm theory, see,
e.g., [34, Theorem XIII.13], (I−P (λ))−1 exists outside a discrete set of points in C. In combination
with [37, Theorem 4.1], we conclude that there exists a discrete set of points D such that due to
(5.38)
(λ−∆0)
−1 = Q(λ)(I − P (λ))−1, λ ∈ C\D.(5.40)
Next we argue that 0 is a simple pole of (λ −∆0)
−1. Let ∆F be the Friedrichs extension of ∆
in H0,02 (B). By [43, Section 5.3] its domain is given by
D(∆F ) =
{
D(∆F,min)⊕ Cω ⊕
⊕
q
±
j ∈I0,q
±
j <0
E∆,0,q±j
when n = 1
D(∆F,min)⊕
⊕
q
±
j ∈I0,q
±
j ≤
n−1
2
E∆,0,q±j
when n ≥ 2,
where q±j and E∆,0,q±j
are described in (3.29). Recall that I0 = (
n−3
2 ,
n+1
2 ), so that when n = 2,
the pole q±j = 0 is contained in I0. Therefore, Cω ⊂ D(∆F ) for n = 2. When n ≥ 3 then
Cω ⊂ D(∆F,min) due to (3.27). We conclude that for any n ≥ 1 we have
D(∆0) →֒ D(∆F ).(5.41)
Assume first that γ ≥ 0. For any λ ∈ C\(−∞, 0] according to (5.41) we have that
(λ−∆F )
−1 − (λ −∆0)
−1 = (λ−∆F )
−1(∆F −∆0)(λ−∆0)
−1 in H0,γ2 (B).(5.42)
The right hand side of the above equation is 0. Therefore,
(λ−∆F )
−1|H0,γ
2
(B) = (λ−∆0)
−1
when λ ∈ C\(−∞, 0]. This implies that the pole 0 of (λ−∆0)
−1 is simple.
Now assume that γ < 0. The scalar product 〈·, ·〉 of H0,02 (B) induces an identification of the
dual space of H0,γ2 (B) with H
0,−γ
2 (B). The adjoint ∆
∗
0 of ∆0, is defined as usual by
D(∆∗0) =
{
v ∈ H0,−γ2 (B) | ∃w ∈ H
0,−γ
2 (B) such that ∀u ∈ D(∆0) we have 〈v,∆u〉 = 〈w, u〉
}
,
see, e.g., [43, Section 5.3]. In particular, by [43, Theorem 5.3] we have precisely
D(∆∗0) =
{
H2,−γ+22 (B) ⊕ Cω when n = 1
H2,−γ+22 (B) when n ≥ 2.
We deduce that D(∆∗0) →֒ D(∆F ) and similarly to (5.42) we have
(λ−∆F )
−1 − (λ−∆∗0)
−1 = (λ−∆F )
−1(∆F −∆
∗
0)(λ −∆
∗
0)
−1 in H0,−γ2 (B).
Again, the right hand side of the above equation is identical to 0 and we conclude that 0 is a simple
pole of (λ −∆∗0)
−1. By [7, Proposition 1.3 (v)] we find that 0 is a simple pole of (λ −∆0)
−1 as
well.
The case of s = 0 and p ∈ (1,∞). Denote by Rp(λ) the resolvent (λ − ∆0)
−1 in the space
H0,γp (B). In [40, Proposition 3.1] it has been shown that ∆0 satisfies the ellipticity conditions (E1),
(E2) and (E3) of [43, Section 3.2]. Therefore, by [43, Theorem 4.1] for each p ∈ (1,∞) there exists
some r0 > 0 such that Rp(λ) exists for λ ∈ Sθ, |λ| ≥ r0, and is equal to R2(λ), in the sense that
Rp(λ) is the restriction of R2(λ) and vice versa. Furthermore, by [37, Theorem 4.2] we know that
Rp(λ) exists for all λ ∈ Sθ\{0} and that for each fixed δ0 > 0, ‖Rp(λ)‖L(H0,γp (B)) is uniformly
bounded by K0 when λ ∈ Sθ, |λ| ≥ δ0, for certain K0 > 0. Thus,
‖R2(λ0)‖L(H0,γp (B)) ≤ K0 when λ0 ∈ Sθ, |λ0| ≥ r0,(5.43)
and by Neumann series we get that
R2(λ) = R2(λ0)
∞∑
k=0
((λ0 − λ)R2(λ0))
k ∈ L(H0,γp (B)), λ, λ0 ∈ Sθ, |λ− λ0| ≤
1
2K0
, |λ0| = r0.
Therefore, by analyticity, i.e. by the identity theorem, we obtain that Rp(λ) = R2(λ) for all λ ∈ Sθ,
|λ| ≥ r0 −
1
2K0
. Then, (5.43) holds for λ0 ∈ Sθ, |λ0| ≥ r0 −
1
2K0
with the same bound K0. After
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finitely many steps we deduce that Rp(λ) = R2(λ) for all λ ∈ Sθ, |λ| ≥ 2δ0, and the result follows
since δ0 > 0 was arbitrary.
The case of s > 0 and p ∈ (1,∞). In the Step 1 of the proof of [37, Theorem 3.3] we have seen
that the resolvent of ∆s is the restriction of the resolvent of ∆0 to H
s,γ
p (B). Moreover, let B−1 be
the residue of (λ−∆0)
−1 at λ = 0.
Assume first that s ∈ [0, 2]. By Lemma 7.2 we have that
B−1 ∈ L(H
0,γ
p (B),D(∆0)) →֒ L(H
0,γ
p (B),H
2,γ
p (B)).
Therefore, B−1 ∈ L(H
s,γ
p (B)). Hence, the result follows by the previous result for the case of s = 0
and by [37, Theorem 4.1].
Next, let that s ∈ [2, 4]. Lemma 7.2 implies that
B−1 ∈ L(H
2,γ
p (B),D(∆2)) →֒ L(H
2,γ
p (B),H
4,γ
p (B)).
Hence, we have that B−1 ∈ L(H
s,γ
p (B)) and the result follows by the result for the case of s = 2
and by [37, Theorem 4.1]. Iteration then shows the assertion. 
We are now in a position to prove the main result of this section.
Proof of Theorem 1.2. The fractional Laplacian (−∆s)
σ is defined by Theorem 2.4 and Theorem
5.1. We denote
Xsσ = D((−∆s)
σ).(5.44)
By (2.18), Xsσ = D((δ−∆s)
σ) for any δ > 0, so that the embedding (1.3) follows by [38, Corollary
5.3]. Concerning the sharp description of the domain (1.5) under (1.4), it follows by [30, Lemma
4.5] and (2.18). The R-sectoriality for the fractional Laplacian follows by Theorem 1.1, Theorem
3.3 and Theorem 5.1.

6. The fractional porous medium equation
The starting point for the study of our fractional diffusion is the following observation, which
shows that the commutator between a function of certain regularity and the fractional Laplacian
is of lower order in a fractional sense.
Lemma 6.1 (Commutation). Let p ∈ (1,∞), s ≥ 0, γ be as in (1.2), c > 0, σ ∈ (0, 1), η ∈ (12 , 1),
µ > s+ 1 + 2η + n+1
p
, ξ > max{γ + 2, n+32 } and w ∈ H
µ,ξ
p (B)⊕ Cω. Then, for each
ν > σ + η − 1 and ρ ∈ [0, ρ0), ρ0 =
{
η − 12 when ξ ≥ γ + 2η + 1
ξ−γ
2 − 1 when ξ < γ + 2η + 1
,
we have
[w, (c −∆s)
σ] ∈ L(D((c −∆s)
ν),D((c −∆s)
ρ)).
Proof. In local coordinates (x, y) ∈ (0, 1)×∂B on the collar part the first order differential operator
[∆s, w] is of the form
[∆s, w] = 2(∂xw)∂x +
2
x2
〈∇w,∇·〉h +
(
(∂2xw) +
n
x
(∂xw) +
∆hw
x2
)
,
where 〈·, ·〉h and ∇ are respectively the Riemannian scalar product and the gradient on ∂B. Thus,
if we denote As = c−∆s and according to (1.3) write any u ∈ D(A
η
s ) as u = uH + uC with
uH ∈
⋂
ε>0
Hs+2η−ε,γ+2η−εp (B) and uC ∈ Cω,
then by the regularity of w and [38, Corollary 3.3] we conclude that
[∆s, w]A
−η
s ∈
⋂
ε>0
L(Xs0 ,H
s+2η−1−ε,τε
p (B)) where τε = min{γ + 2η − 1− ε, ξ − 2}.
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Therefore, by (2.16), in D(∆s) we have
wAσs −A
σ
sw
=
sin(πσ)
π
∫ +∞
0
xσ−1([∆s, w](As + x)
−1 +As[w, (As + x)
−1])dx
=
sin(πσ)
π
∫ +∞
0
xσ−1
(
[∆s, w]A
−η
s A
η−ν
s (As + x)
−1
+As(As + x)
−1[w,∆s]A
−η
s A
η−ν
s (As + x)
−1
)
Aνsdx.
Due to [50, Lemma 2.3.3] (alternatively see Lemma 7.1 in the Appendix) the right hand side of
the above equation belongs to L(D(Aνs ), X
s
0), so that [w,A
σ
s ] ∈ L(D(A
ν
s ), X
s
0).
Moreover, by (1.3) the integral∫ +∞
0
xσ−1
(
Aρs [∆s, w]A
−η
s A
η−ν
s (As + x)
−1
+As(As + x)
−1Aρs [w,∆s]A
−η
s A
η−ν
s (As + x)
−1
)
Aνsdx
converges absolutely, which implies that [w,Aσs ] ∈ L(D(A
ν
s ),D(A
ρ
s)). 
Next we show R-sectoriality (and hence maximal Lq-regularity) for the linearization of (1.6).
The above commutation property allows us to extend the freezing-of-coefficients method to our non-
local situation. The resulting method is applicable to the more general case of linear combinations
of terms each one being a product of a function and a fractional power of a local operator.
Theorem 6.2. Let p ∈ (1,∞), s = 0, γ be chosen as in (1.2), σ ∈ (0, 1) and (−∆0)
σ be the
fractional Laplacian defined in Theorem 1.2. If
w ∈
⋃
ε>0
H
n+1
p
+ε,n+1
2
+ε
p (B)⊕ Cω
satisfies w ≥ α > 0 on B, for certain α > 0, then for each θ ∈ [0, π) there exists a c > 0 such that
w(−∆0)
σ + c ∈ R(θ).
Proof. Step 1: R-sectoriality for w(c0 −∆0)
σ + c. By [38, Lemma 3.2] we have that⋃
ε>0
H
n+1
p
+ε,n+1
2
+ε
p (B)⊕ Cω →֒ C(B).
Let c0 > 0 and denote A = c0 −∆0. By the identity
λ(w(z0)A
σ + λ)−1 =
λ
w(z0)
(Aσ +
λ
w(z0)
)−1, λ ∈ Sθ\{0}, z0 ∈ B,
we deduce that w(z0)A
σ is R-sectorial and its R-sectorial bound is uniformly bounded in z0 ∈ B by
the R-sectorial bound of Aσ. Hence, due to [38, Lemma 2.6] the R-sectorial bound of w(z0)A
σ + c
is uniformly bounded in z0 ∈ B and c > 0.
Let r > 0 and choose an open cover of B consisting of balls Bj = Br(zj), zj ∈ B
◦, j ∈ {1, ..., N},
of radius r, together with a collar neighborhood B0 = [0, r) × ∂B. We assume that B 3r
2
(zj),
j ∈ {1, ..., N}, do not intersect {0} × ∂B. Let ω˜ : R → [0, 1] be a smooth non-increasing function
that equals 1 on [0, 12 ] and 0 on [
3
4 ,∞) and denote by d = d(z, z˜) the geodesic distance between
two points z, z˜ ∈ B with respect to the metric g. Fix some z0 ∈ {0} × ∂B and define
wj(z) = ω˜
(d(z, zj)
2r
)
w(z) +
(
1− ω˜
(d(z, zj)
2r
))
w(zj), z ∈ B, j ∈ {0, ..., N}.
Since ‖w(zj)−wj(·)‖C(B), and therefore the norm of w(zj)−wj(·) as a multiplier on X
0
0 , becomes
arbitrarily small when r → 0 (for j = 0 recall that by [38, Lemma 2.6] w is constant along the
boundary), by writing
wjA
σ + c = w(zj)A
σ + c+ (wj − w(zj))A
σ,
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from [27, Theorem 1] we see that for small values of r each wjA
σ + c becomes R-sectorial of angle
θ.
Moreover, by interpolation, see, e.g., [2, (I.2.5.2)], [2, (I.2.8.4)] and [2, (I.2.9.6)], for each 0 <
ξ0 < ξ1 < ξ2 < 1 and j ∈ {0, ..., N} we have that
D(Aσξ2 ) →֒ D((wjA
σ + c)ξ1) →֒ D(Aσξ0 ).(6.45)
Left inverse. Let φj ∈ C
∞(B), j = {0, ..., N}, be a partition of unity that is subordinated to
{Bj}j∈{0,...,N} and let ψj ∈ C
∞(B), j ∈ {0, ..., N}, with values on [0, 1] and supported in Bj such
that ψj = 1 on supp(φj). Recall the notation (5.44). If u ∈ X
0
σ, f ∈ X
0
0 and λ ∈ Sθ, then by
multiplying
(wAσ + c+ λ)u = f
with φj , j = {0, ..., N}, and notting that φjw = φjwj , we obtain
φjwjA
σu+ (c+ λ)φju = φjf,
and hence
(wjA
σ + c+ λ)φju = φjf + [wjA
σ, φj ]u.
By applying the resolvent of wjA
σ + c+ λ to the above equation we get that
φju = (wjA
σ + c+ λ)−1(φjf + wj [A
σ, φj ]u),
where by multiplying with ψj and then summing up we obtain
u =
N∑
j=1
ψj(wjA
σ + c+ λ)−1φjf +
N∑
j=1
ψj(wjA
σ + c+ λ)−1wj [A
σ, φj ]u.(6.46)
Fix η > 0 such that w ∈ H
n+1
p
+η,n+1
2
+η
p (B)⊕ Cω. Due to Lemma 6.1 we write
(wjA
σ + c+ λ)−1wj [A
σ, φj ] = (wjA
σ + c+ λ)−1wj(c0 −∆0)
−ρ(c0 −∆0)
ρ[Aσ, φj ]
for some ρ ∈ (0, η2 ) so that (c0 −∆0)
ρ[Aσ, φj ] ∈ L(X
0
σ, X
0
0 ). In addition, by (1.3) and (2.18)
D((c0 −∆0)
ρ) →֒
⋂
ε>0
H2ρ−ε,γ+2ρ−εp (B) ⊕ Cω.
Moreover, by [38, Lemma 3.3] each wj acts by multiplication as a bounded map on⋂
ε>0
H2ρ−ε,γ+2ρ−εp (B) ⊕ Cω.
Therefore, by (1.3), (2.18) and (6.45) we obtain that
wj(c0 −∆0)
−ρ ∈ L(X00 ,D((wjA
σ + c)ρ˜)),
for certain ρ˜ ∈ (0, ρ). Hence, from [50, Lemma 2.3.3], by taking c > 0 sufficiently large the L(X0σ)
norm of the second term on the right hand side of (6.46) becomes arbitrary small uniformly in
λ ∈ Sθ. We conclude that there exists some c˜ > 0 such that for c ≥ c˜ the operator wA
σ + c + λ
has a left inverse L that belongs to L(X00 , X
0
σ); in particular
L =
∞∑
k=0
Q(λ)kR(λ),(6.47)
where
Q(λ) =
N∑
j=1
ψj(wjA
σ + c+ λ)−1wj [A
σ, φj ] and R(λ) =
N∑
j=1
ψj(wjA
σ + c+ λ)−1φj .
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Right inverse. By notting that ψjw = ψjwj , j = {0, ..., N}, from (6.46) we obtain
(wAσ + c+ λ)L = I + w
N∑
j=1
[Aσ, ψj ](wjA
σ + c+ λ)−1φj
+
N∑
j=1
ψjwj [A
σ, φj ]L+ w
N∑
j=1
[Aσ , ψj](wjA
σ + c+ λ)−1wj [A
σ, φj ]L,(6.48)
where we have used the fact that ψjφj = φj and
∑N
j=1 φj = 1.
Let ν ∈ (σ, 1) and write
[Aσ, φi]ψj(wjA
σ + c+ λ)−1 = [Aσ, φi]ψj(wjA
σ + c˜)−ν(wjA
σ + c˜)ν(wjA
σ + c+ λ)−1;
here [Aσ, φi]ψj(wjA
σ + c˜)−ν ∈ L(X00 ) for all i, j ∈ {0, ..., N} due to Lemma 6.1 and (6.45).
Therefore, by writing
Q(λ)k = Q(λ)(c0 −∆0)
−ν(c0 −∆0)
ν · · · (c0 −∆0)
−ν(c0 −∆0)
νQ(λ), k ∈ N,
in (6.47) and using [50, Lemma 2.3.3] we see that ‖[Aσ, φj ]L‖L(X0
0
), j ∈ {0, ..., N}, becomes
arbitrary small uniformly in λ ∈ Sθ by taking c ≥ c˜ sufficiently large.
Similarly, we write
[Aσ, ψj ](wjA
σ + c+ λ)−1 = [Aσ, ψj ](wjA
σ + c˜)−ν(wjA
σ + c˜)ν(wjA
σ + c+ λ)−1, j ∈ {0, ..., N},
so that [Aσ, ψj ](wjA
σ + c˜)−ν ∈ L(X00 ) due to Lemma 6.1 and (6.45). Hence, by [50, Lemma 2.3.3]
the last three terms on the right hand side of (6.48) become arbitrary small, uniformly in λ ∈ Sθ,
by taking c ≥ c˜ sufficiently large. This provides us for large c > 0 a right inverse for wAσ + c+ λ
which belongs to L(X00 , X
0
σ).
R-sectoriality. Denote by K ≥ 1 the maximum of all R-sectorial bounds of wjA
σ + c, j ∈
{0, ..., N}; recall that due to [38, Lemma 2.6], K can be chosen independent of c ≥ c˜. Let
λ1, ..., λM ∈ Sθ\{0}, M ∈ N\{0}, v1, ..., vM ∈ X
0
0 and {ǫk}k∈N\{0} be the sequence of the
Rademacher functions. We have that
‖
M∑
i=1
εiλiR(λi)vi‖L2(0,1;X0
0
)
≤
N∑
j=1
sup(|ψj |)‖
M∑
i=1
εiλi(wjA
σ + c+ λ)−1φjvi‖L2(0,1;X0
0
)
≤ NK‖
M∑
i=1
εivi‖L2(0,1;X0
0
).(6.49)
Moreover, due to
[Aσ, φj ]ψk(wkA
σ + c)−1 = [Aσ, φj ]ψk(wkA
σ + c˜)−ν(wkA
σ + c˜)ν(wkA
σ + c)−1, j, k ∈ {0, ..., N},
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[50, Lemma 2.3.3] and (6.45), for each δ > 0 there exists a c ≥ c˜ such that ‖[Aσ, φj ]ψk(wkA
σ +
c)−1‖L(X0
0
) < δ. Hence, for each l ∈ N\{0} we estimate
‖
M∑
i=1
εiλiQ
l(λi)R(λi)vi‖L2(0,1;X0
0
)
≤
N∑
j=1
sup(|ψj |)‖
M∑
i=1
εiλi(wjA
σ + c+ λi)
−1wj [A
σ, φj ]Q
l−1(λi)R(λi)vi‖L2(0,1;X0
0
)
≤ NKmax
j
‖
M∑
i=1
εi[A
σ , φj ]
N∑
k=1
ψk(wkA
σ + c+ λi)
−1wk[A
σ , φk]Q
l−2(λi)R(λi)vi‖L2(0,1;X0
0
)
≤ δN2K(K + 1)max
k
‖
M∑
i=1
εi[A
σ, φk]Q
l−2(λi)R(λi)vi‖L2(0,1;X0
0
)
≤ δl−1(N(K + 1))lmax
k
‖
M∑
i=1
εi[A
σ, φk]R(λi)vi‖L2(0,1;X0
0
)
≤ Nδl(N(K + 1))l+1‖
M∑
i=1
εivi‖L2(0,1;X0
0
).
By taking δ < (2N(K + 1))−1, from (6.47), (6.49) and the above inequality we conclude that
for c > 0 sufficiently large wAσ + c is R-sectorial and its R-sectorial bound is bounded by NK +
N2(K + 1).
Step 2: R-sectoriality for w(−∆0)
σ + c. Let c1 > 0 be fixed and sufficiently large. By [38,
Lemma 2.6] and the estimate in the part (i) in the proof of Theorem 1.1, the R-sectorial bound
of (c − ∆0)
σ is uniformly bounded in c ≥ c1. By the Step 1 above and [38, Lemma 2.6], both
operators w(c−∆0)
σ + c1 and w(c−∆0)
σ + cσ+ξ are R-sectorial and their R-sectorial bounds are
uniformly bounded in c ≥ c1, where ξ > 1 is fixed. By (2.18) we estimate
‖(w(c−∆0)
σ − w(−∆0)
σ)(w(c −∆0)
σ + cσ+ξ)−1‖L(X0
0
)
≤ ‖w‖L(X0
0
)‖(c−∆0)
σ − (−∆0)
σ)((c −∆0)
σ + cσ+ξ)−1‖L(X0
0
)
×‖(c−∆0)
σ + cσ+ξ)(w(c −∆0)
σ + cσ+ξ)−1‖L(X0
0
)
≤ C0‖w‖
H
n+1
p
+η,
n+1
2
+η
p (B)⊕Cω
M0c
σ K0
cσ+ξ
×‖w−1‖L(X0
0
)‖w(c−∆0)
σ + cσ+ξ + (w − 1)cσ+ξ)(w(c −∆0)
σ + c1 + c
σ+ξ − c1)
−1‖L(X0
0
)
≤ c−ξC1‖w‖
H
n+1
p
+η,
n+1
2
+η
p (B)⊕Cω
‖w−1‖
H
n+1
p
+η,
n+1
2
+η
p (B)⊕Cω
×
(
1 + ‖w − 1‖
H
n+1
p
+η,
n+1
2
+η
p (B)⊕Cω
cσ+ξ
K˜0
1 + cσ+ξ − c1
)
for certain C0, C1,M0 > 0, where K0 is the sectorial bound of (c − ∆0)
σ ∈ S(0) and K˜0 is the
sectorial bound of w(c−∆0)
σ + c1 ∈ P(0). By taking c ≥ c1 sufficiently large we obtain the result
by perturbation (see [27, Theorem 1]) due to
w(−∆0)
σ + cσ+ξ = w(c −∆0)
σ + cσ+ξ + w(−∆0)
σ − w(c−∆0)
σ.

If the multiplication function has better regularity, then the above R-sectoriality result can be
extended to higher order Mellin-Sobolev spaces as follows.
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Theorem 6.3. Let σ ∈ (0, 1), p ∈ (1,∞), s ≥ 0, γ satisfies (1.2) and (1.4) and let (−∆s)
σ be the
fractional Laplacian defined in Theorem 1.2. If
w ∈
⋃
ε>0
H
s+2+n+1
p
+ε,max{γ+2,n+3
2
}+ε
p (B) ⊕ Cω
satisfies w ≥ α > 0 on B, for certain α > 0, then for each θ ∈ [0, π) there exists a c > 0 such that
w(−∆s)
σ + c ∈ R(θ).
Proof. Denote A = c0 − ∆s, c0 > 0, and let A
σ be defined by Theorem 2.4. By [41, Theorem
6.7] we have that A ∈ H∞(θ); in particular for each φ > 0 we have that A ∈ BIP(φ). Hence,
by [22, Corollary 7.5 (b)] the set E = {e−φ|t|Ait | t ∈ R} is R-bounded. Concerning the Pisier’s
Property (α) required in [22, Corollary 7.5 (b)] (see, e.g., [32, Definition 2.1] or [23, (3.4)] for the
definition of Property (α)), note that the Mellin-Sobolev spaces Hs,γ˜p (B), p ∈ (1,∞), s ≥ 0, γ˜ ∈ R,
satisfy this property as subspaces of the Lp-space H0,γ˜p (B), see [22, Notations] or [55, Theorem 7.4].
Moreover, concerning the γ-boundedness (see [22, Notations] for the definition of this property) of
the set E that is required in [22, Corollary 7.5 (b)], in our situation this property coincides with
the R-boundedness, see [22, Notations] or the proof of [22, Corollary 7.5 (b)].
By [26, Theorem 15.16] and [2, Lemma III.4.7.4] we obtain that Aσ ∈ BIP(σφ) and (Aσ)it =
Aiσt, t ∈ R. Therefore, we conclude that the set {e−σφ|t|(Aσ)it | t ∈ R} is also R-bounded. Hence,
[22, Corollary 7.5 (a)] (or [55, Theorem 7.4]) implies that Aσ ∈ H∞(θ).
Let the operator B : u 7→ wu, u ∈ Xs0 , which is bounded and invertible due to [38, Lemma 3.3].
Since in the situation of B the path in formula (2.13) can be chosen finite, by Kahane’s contraction
principle, see, e.g., [26, Proposition 2.5], we have that B ∈ RH∞(θ), see also [33, Theorem 4.5.4].
Moreover, w ∈ Hξ,ρp (B) ⊕ Cω for some ξ > s+ 2 +
n+1
p
and ρ > max{γ + 2, n+32 }, so that by [38,
Lemma 6.2]
(w + µ)−1 ∈ Hξ,ρp (B) ⊕ Cω for each µ ∈ Sθ.(6.50)
In addition, from (1.5) Xsσ = H
s+2σ,γ+2σ
p (B) ⊕ Cω. Therefore, BD(A
σ) ⊆ D(Aσ) and (B +
µ)−1D(Aσ) ⊆ D(Aσ), µ ∈ Sθ, due to [38, Lemma 3.3].
Choose ν ∈ (max{0, σ− 12}, σ) such that γ + 2ν − 1 /∈ ∪j∈N{±µj}. By (1.5) and (2.18) we have
that D(Aν) = Hs+2ν,γ+2νp (B)⊕Cω, so that if we denote by B˜ the restriction of B to D(A
ν ), by [38,
Lemma 3.3] we deduce that B˜ ∈ L(D(Aν)). Furthermore Sθ ⊂ ρ(−B˜) and (B˜+µ)
−1 = (w+µ)−1
when µ ∈ Sθ. Therefore, by [38, Lemma 3.3] we have
‖(B˜ + µ)−1u‖D(Aν)
≤ C1‖(B˜ + µ)
−1‖Hξ,ρp (B)⊕Cω‖u‖D(Aν) = C1
1
|µ|
‖(wµ−1 + 1)−1‖Hξ,ρp (B)⊕Cω‖u‖D(Aν)(6.51)
when |µ| ≥ 1, for certain C1 > 0. The set {wµ
−1 + 1 |µ ∈ Sθ, |µ| ≥ 1} is bounded in the space
Hξ,ρp (B)⊕Cω and moreover there exists some C2 > 0 such that |wµ
−1 +1| > C2 when µ ∈ Sθ and
|µ| ≥ 1. Hence, by [38, Lemma 6.3] the set {‖(wµ−1 + 1)−1‖Hξ,ρp (B)⊕Cω |µ ∈ Sθ, |µ| ≥ 1} is also
bounded and (6.51) implies that B˜ ∈ P(θ), i.e.
‖(B˜ + µ)−1‖L(D(Aν)) ≤
C3
1 + |µ|
, µ ∈ Sθ,(6.52)
for certain C3 > 0; when µ ∈ Sθ, |µ| ≤ 1 in (6.52) the norm ‖(B˜ + µ)
−1‖L(D(Aν)) is estimated by
‖(w + µ)−1‖Hξ,ρp (B)⊕Cω , which is bounded due to [38, Lemma 6.3].
By [2, Theorem III.4.6.13] we have Aν = (Aσ)
ν
σ so that from Lemma 7.1 we infer
‖Aν(Aσ + λ)−1‖L(X0) ≤
C4
1 + |λ|1−
ν
σ
, λ ∈ Sθ,
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for certain C4 > 0. Furthermore, by Lemma 6.1 and the regularity of w we have that [A
σ, B]A−ν ∈
L(Xs0). Hence, by taking into account (6.52) we estimate
‖[Aσ, (B + µ)−1](Aσ + λ)−1‖L(Xs
0
)
= ‖(B + µ)−1[Aσ, B](B + µ)−1(Aσ + λ)−1‖L(Xs
0
)
= ‖(B + µ)−1[Aσ, B]A−νAν(B˜ + µ)−1A−νAν(Aσ + λ)−1‖L(Xs
0
)
≤ ‖(B + µ)−1‖L(Xs
0
)‖[A
σ, B]A−ν‖L(Xs
0
)‖A
ν(B˜ + µ)−1A−ν‖L(Xs
0
)‖A
ν(Aσ + λ)−1‖L(Xs
0
)
≤
C5
(1 + |µ|1+η)(1 + |λ|1−
ν
σ )
,
for all λ, µ ∈ Sθ, all η ∈ (0, 1) and certain C5 > 0. We conclude that A
σ and B satisfy the Da
Prato and Grisvard commutation condition (2.22) and by Theorem 2.9 there exists some c > 0
such that AσB + c ∈ H∞(θ), where we have used the fact that θ can be chosen arbitrary close to
π. In particular, see [5, Theorem 4], AσB + c ∈ R(θ).
Recall that due to (6.50), w−1 ∈ Hξ,ρp (B)⊕ Cω so that by [38, Lemma 3.3] multiplication by w
or w−1 induces a bounded map on Xs0 . Moreover, by the regularity of w and [38, Lemma 3.3] we
have that BAσ ∈ L(Xsσ, X
s
0). Hence, by the formula BA
σ + c+ λ = B(AσB + c+ λ)B−1, λ ∈ Sθ,
we deduce that Sθ ⊂ ρ(−(BA
σ + c)) and (BAσ + c + λ)−1 = B(AσB + c + λ)−1B−1 for λ ∈ Sθ.
This resolvent representation together with [38, Lemma 3.3] and the definition of R-sectoriality
imply that BAσ + c ∈ R(θ). The result then follows by Step 2 of the proof of Theorem 6.2, i.e.
the same argument is applicable to the case of s > 0. 
Before we proceed to the proof of the main fractional porous medium equation result, we recall
certain embedding properties of the real interpolation between Mellin-Sobolev spaces.
Corollary 6.4. Let p, q ∈ (1,∞), s ≥ 0, γ be as in (1.2) and σ ∈ (0, 1). The following embeddings
hold ⋃
ε>0
H
s+2σ− 2σ
q
+ε,γ+2σ− 2σ
q
+ε
p (B)⊕ Cω
→֒ (Xsσ, X
s
0) 1
q
,q →֒
⋂
ε>0
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B) ⊕ Cω.(6.53)
If in addition s+ 2σ − 2σ
q
> n+1
p
and γ + 2σ − 2σ
q
> n+22 , then⋂
ε>0
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B) ⊕ Cω →֒ C(B).(6.54)
Proof. By reiteration, see, e.g., [12, Corollary 7.3], we have (Xs0 , X
s
σ)1− 1
q
,q = (X
s
0 , X
s
1)σ(1− 1
q
),q,
so that the first embedding follows by [2, (I.2.5.4)] and [38, Lemma 5.2]. The second embedding
follows by [37, Corollary 2.9]. 
Proof of Theorem 1.3. As a first step we apply Theorem 2.10 to
w′(t) +mw
m−1
m (−∆)σw(t) = 0, t ∈ (0, T ),(6.55)
w(0) = w0 = u
m
0 ,(6.56)
with A(·) = m(·)
m−1
m (−∆s)
σ, s ≥ 0, and the Banach couple Xs0 , X
s
σ. If u0 is as in (1.8) or (1.11)
then by [38, Lemma 6.2] and (6.53) we have respectively that w0 ∈ H
2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕Cω
for all ε > 0 small enough or w0 ∈ H
ν+2+n+1
p
+ε˜,max{γ+2,n+3
2
}+ε˜
p (B)⊕Cω for some ε˜ > 0. Therefore,
the maximal Lq-regularity of the linearized term follows by Theorem 2.7, Theorem 6.2, Theorem
6.3 and (6.53).
The Lipschitz continuity follows similarly to [38, (6.20)]. More precisely, let Br be an open ball
in (Xsσ, X
s
0) 1
q
,q of radius r > 0 centered at w0. Due to (6.54) choose r > 0 sufficiently small and
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let Γ be a finite closed path in {λ ∈ C |Re(λ) < 0} that surrounds ∪v∈BrRan(−v). For each η ∈ R
we have that
wη1 − w
η
2 = (w2 − w1)
1
2πi
∫
Γ
(−λ)η(w1 + λ)
−1(w2 + λ)
−1dλ, w1, w2 ∈ Br.(6.57)
Therefore, by the above formula, [38, Corollary 3.2], [38, Corollary 3.3], [38, Lemma 6.2], [38,
Lemma 6.3] and (6.53) we estimate
‖wη1 (−∆s)
σ − wη2 (−∆s)
σ‖L(Xsσ ,Xs0) ≤ C1‖w
η
1 − w
η
2‖L(Xs0)
≤ C2‖w1 − w2‖
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕Cω
×
∫
Γ
|λ|η
(
‖(w1 + λ)
−1‖
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕Cω
×‖(w2 + λ)
−1‖
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕Cω
)
dλ ≤ C3‖w1 − w2‖(Xsσ ,Xs0) 1
q
,q
,(6.58)
for certain C1, C2, C3 > 0 and all ε > 0 sufficiently small. By choosing η =
m−1
m
we conclude that
there exists a T > 0 and a unique
w ∈ W 1,q(0, T ;Xs0) ∩ L
q(0, T ;Xsσ)
→֒
⋂
ε>0
C([0, T ];H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B) ⊕ Cω) →֒ C([0, T ];C(B))(6.59)
solving (6.55)-(6.56), where s = 0 refers to (1.8) and s = ν to (1.11); note that by uniqueness
the solution for s = ν coincides (possibly in a smaller interval [0, T ]) with the solution for s = 0.
Moreover, in (6.59) we have used (2.25) and Corollary 6.4.
Similarly to (6.58), by Cauchy’s integral formula for ε > 0 sufficiently small we have
‖
1
w1 − w2
(wη1 (−∆s)
σ − wη2 (−∆s)
σ)− ηwη−11 (−∆s)
σ‖L(Xsσ,Xs0 )
≤ C4‖
1
w1 − w2
(wη1 − w
η
2 )− ηw
η−1
1 ‖
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕Cω
≤
C4
2π
∫
Γ
|λ|η‖(w1 + λ)
−1(w2 + λ)
−1 − (w1 + λ)
−2‖
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕Cω
dλ
≤ C5‖w1 − w2‖(Xsσ ,Xs0) 1
q
,q
∫
Γ
|λ|η‖(w1 + λ)
−1‖2(Xsσ ,Xs0) 1
q
,q
‖(w2 + λ)
−1‖(Xsσ,Xs0 ) 1
q
,q
dλ(6.60)
for certain C4, C5 > 0. This shows in particular that A(·) ∈ C
∞(Br;L(X
0
σ, X
0
0 )).
Moreover, if we choose r0 > 0 sufficiently small and restrict r ∈ (0, r0), then the constant bound
C3 in (6.58) can be chosen indepentently of r ∈ (0, r0). Therefore, by taking r > 0 small enough,
due to (6.58) and the perturbation result [27, Theorem 1], for each v ∈ Br we have that A(v) has
maximal Lq-regularity. Thus, by (2.25) we can restrict to a sufficiently small T > 0 such that
w(t) ∈ Br, t ∈ [0, T ], and in particular each A(w(t)), t ∈ [0, T ], has maximal L
q-regularity. Then
by [33, Theorem 5.2.1], in addition to (6.59) we have
w ∈ C∞((0, T );X0σ).(6.61)
By letting u = w
1
m , from (6.55)-(6.56) we see that u satisfies the original equation (1.6)-(1.7).
Hence, it suffices to show that u also satisfies the regularity (6.59) and (6.61). By (6.57), [38,
Corollary 3.2], [38, Lemma 6.2], [38, Lemma 6.3] and (6.59), similarly to the estimate (6.58), we
have that
u, u1−m, u
1−m
m ∈
⋂
ε>0
C([0, T ];H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕ Cω).(6.62)
Hence, u ∈ Lq(0, T ;Xs0). In addition, by the formula ∂tu =
1
m
w
1−m
m ∂tw, (6.59), (6.62) and [38,
Corollary 3.3] we also have u′ ∈ Lq(0, T ;Xs0), so that u ∈ W
1,q(0, T ;Xs0).
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Recall that from (1.5) and [38, Lemma 6.2] we have u(t) ∈ Xsσ for almost all t ∈ [0, T ]. Therefore
by (1.6), (6.62) and [38, Corollary 3.2] for ε > 0 small enugh we estimate∫ T
0
‖u(t)‖qXsσdt ≤ C6
∫ T
0
‖u1−m(t)‖q
H
s+2σ− 2σ
q
−ε,γ+2σ− 2σ
q
−ε
p (B)⊕Cω
‖um(t)‖qXsσdt
≤ C7
∫ T
0
(‖(−∆s)
σum(t)‖Xs
0
+ ‖u(t)‖Xs
0
)qdt = C7
∫ T
0
(‖u′(t)‖Xs
0
+ ‖u(t)‖Xs
0
)qdt
for certain C6, C7 > 0, and by the triangle inequality we conclude that u ∈ L
q(0, T ;Xsσ). Finally,
in the case of s = 0, (6.57), (6.61), the Banach algebra property of X0σ due to [38, Lemma 6.2],
[38, Lemma 6.2] and [38, Lemma 6.3] imply that u ∈ C∞((0, T );X0σ). 
7. Appendix
In this section we collect some elementary abstract results we have used previously. We recall
first the following decay property of the resolvent of a sectorial operator.
Lemma 7.1. If A ∈ P(θ), θ ∈ [0, π), in X0, then for any σ ∈ [0, 1] there exists a C > 0, depending
only on θ, the sectorial bound of A and σ, such that
‖Aσ(A+ λ)−1‖L(X0) ≤
C
1 + |λ|1−σ
, λ ∈ Sθ.
Proof. It is sufficient to consider the case of σ ∈ (0, 1) and show the estimate for |λ| > 1. Recall
that A ∈ P(φ), for some φ ∈ (θ, π). Thus, for any λ ∈ Sθ, |λ| > 1, by (2.12) and Cauchy’s theorem
we have
Aσ(A+ λ)−1 =
1
2πi
A
∫
Γφ
(−z)σ−1(A+ z)−1(A+ λ)−1dz
=
1
2πi
A
∫
Γφ
(−z)σ−1
λ− z
((A+ z)−1 − (A+ λ)−1)dz
=
1
2πi
A
∫
Γφ
(−z)σ−1
λ− z
(A+ z)−1dz −
1
2πi
A(A+ λ)−1
∫
Γφ
(−z)σ−1
λ− z
dz
=
1
2πi
∫
Γφ
(−z)σ−1
λ− z
(A+ z − z)(A+ z)−1dz
=
1
2πi
∫
Γφ
z(−z)σ−1
z − λ
(A+ z)−1dz.(7.63)
Hence,
λ1−σAσ(A+ λ)−1
=
1
2πi
∫
−Γφ
(λ
z
)1−σ
1 + λ
z
(A− z)−1dz
=
1
2πi
∫
−Γφ
( λ|λ|)
1−σw−σ
1 + λ|λ|w
(
|λ|
w
−A)−1
|λ|
w
dw,
and the estimate follows. 
We end up with a mapping property of the coefficients of the resolvent’s Laurent expansion.
Lemma 7.2. Let A : D(A)→ X0 be a closed linear operator in X0 such that 0 /∈ ρ(−A). Assume
that there exists some neighbourhood U of 0 such that
(A+ λ)−1 =
1
λ
B−1 +
∞∑
k=0
λkBk, λ ∈ U\{0},
for some Bk ∈ L(X0), k ∈ {−1} ∪ N. Then, Bk ∈ L(X0,D(A)), k ∈ {−1} ∪ N, and
AB−1 = 0, AB0 = I −B−1, ABk = −Bk−1, k ≥ 1.(7.64)
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Proof. If u ∈ X0, then
λ(A+ λ)−1u→ B−1u as λ→ 0(7.65)
and
λA(A + λ)−1u = λ(I − λ(A+ λ)−1)u→ 0 as λ→ 0.
Therefore, by the closedness of A we conclude that
B−1u ∈ D(A) and AB−1u = 0.(7.66)
Similarly we have
1
λ
(λ(A + λ)−1u−B−1u)→ B0u as λ→ 0.
Also, by (7.65) and (7.66) we obtain
1
λ
A(λ(A + λ)−1u−B−1u)
= u− λ(A + λ)−1u→ u−B−1u as λ→ 0.
Hence, the closedness of A implies that
B0u ∈ D(A) and AB0u = u−B−1u.(7.67)
Moreover,
1
λ
(
1
λ
(λ(A+ λ)−1u−B−1u)−B0u)→ B1u as λ→ 0
and by (7.66)-(7.67)
1
λ
A(
1
λ
(λ(A + λ)−1u−B−1u)−B0u)
=
1
λ
((u− λ(A + λ)−1u)− u+B−1u)
= −(A+ λ)−1u+
1
λ
B−1u→ −B0u as λ→ 0.
Thus, B1u ∈ D(A) and AB1u = −B0u.
Assume that for some ν ∈ N, ν ≥ 1, we have Bk ∈ L(X0,D(A)), k ≤ ν, and in addition (7.64)
holds for all k ≤ ν. We have that
1
λ
(
1
λ
(· · ·
1
λ
(
1
λ
(λ(A + λ)−1 −B−1)−B0) · · · )−Bν)u→ Bν+1u as λ→ 0.
Furthermore, by (7.64) we obtain
A
1
λ
(
1
λ
(· · ·
1
λ
(
1
λ
(λ(A + λ)−1 −B−1)−B0) · · · )−Bν)u
=
1
λν+1
A(
1
λ
(λ(A + λ)−1 −B−1)−B0)u −
ν∑
k=1
1
λν+1−k
ABku
=
1
λν+1
B−1u−
1
λν
(A+ λ)−1u+
ν−1∑
k=0
1
λν−k
Bku→ −Bνu as λ→ 0.
Hence, by the closedness of A, Bν+1u ∈ D(A) and ABν+1u = −Bνu.

Remark 7.3. By following the same proof, Lemma 7.2 can be generalized from 0 to an arbitrary
pole λ0 of order µ ∈ N\{0}. More precisely, let A : D(A) → X0 be a closed linear operator in X0
such that λ0 /∈ ρ(−A). Assume that there exists some neighbourhood U of λ0 such that
(A+ λ)−1 =
∞∑
k=−µ
(λ− λ0)
kBk, λ ∈ U\{λ0},
for some µ ∈ N\{0} and certain Bk ∈ L(X0), k ≥ −µ. Then, Bk ∈ L(X0,D(A)), k ≥ −µ, and
AB−µ + λ0B−µ = 0, AB0 +B−1 + λ0B0 = I, ABk +Bk−1 + λ0Bk = 0, k ≥ 1− µ, k 6= 0.
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Remark 7.4. Lemma 7.2 and Remark 7.3 can be alternatively shown by using first Cauchy’s
integral formula and then the identity A(A+ λ)−1 = I − λ(A + λ)−1, λ ∈ ρ(−A).
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