We tested the parallelization of explicit schemes for the solution of non-linear classical eld theories of complex scalar elds which are capable of simulating hadronic collisions. Our attention focused on collisions in a fractional model with a particularly rich inelastic spectrum of nal states. Relativistic collisions of all types were performed by computer on large lattices (64 to 256 sites per dimension). The stability and accuracy of the objects were tested by the use of two other methods of solutions: pseudo-spectral and semi-implicit. Parallelization of the Fortran code on a 64-transputer MIMD Volvox machine revealed, for certain topologies, communication deadlock and less-than-optimum routing strategies when the number of transputers used was less than the maximum.
I. Introduction and Motivation
Two models for the non-linear interactions of a complex scalar eld (r; t) were studied. We mainly investigated the spectroscopy and dynamics of states bound by a fractional potential V ( ) = j j 2? but we also considered states obeying a logarithmic potential V ( ) = 2 j j 2 ln 2 j j 2 . Stationary solutions (r; t) = e ?i t e im (r) were found in spatial dimensions D = 1; 2; 3 by Runge-Kutta and Numerov-Cowling techniques for both ground state (m = 0) and orbitally excited states (m > 0) and used further for relativistic collisions. In this investigation, such collisions were performed on a lattice and an attempt was made to match them with an underlying parallel architecture.
The static solutions found bear a striking resemblance to hadrons con ned to a region of space, either exactly (fractional model) or approximately (logarithmic model). They possess properties such as the concepts of relative parity, angular momentum in D 2 and a Regge trajectory. The existence of anti-particles is obtained by changing the sign of . In addition, the collisions of particles and antiparticles were found to be quite di erent and most collisions displayed a rich inelastic spectrum depending on model and parameters. This is again in accord with the dominance of inelastic channels in high energy hadronic collisions as demonstrated by p p el = p p tot ranging from .17 to .25 at high energies 1 . More details about the properties of such solitons can be found in reference 2.
This paper concentrates only on the collisions of such relativistically boosted solitons as they were performed in D = 1; 2; 3. This resulted in a plethora of inelastically produced nal states: undisturbed solitons (rarely), vibrationally excited solitons (often) and also new entities called "breathers" of complex time-dependence (often). Some results 3;4 have already been presented for such models but they have posed more questions than they have answered, particularly concerning the numerical stability and exactitude of the few collisions made. We resolve all those di culties and study many new phenomena especially in higher dimensions. This is the rst attempt to match the obvious parallelism of a collision on a lattice with an MIMD machine having su cient distributed memory to allow downloading of the whole program on each node.
A variety of numerical schemes were used to check the validity and accuracy of the physical results: explicit with the simplest stencil possible, a pseudo-spectral with aliasing removed and a semi-implicit scheme to allow larger time steps.
Parallelization was made for many of these schemes on di erent topologies and number of processors N of a Volvox 64-transputer machine (MIMD type) and compared to scalar machines such as IBM, VAX, Sun... Many topologies were studied: hypercube, trees, rings and meshes, with resulting performance sometimes predictable and sometimes unexpected.
We observed a con guration dependence on the speed of the simulation for 20 N 62 and communication deadlock in certain cases for N 46 when using Express 3L Fortran.
We achieved a moderate speedup of order 2-3 when compared to an equivalent sequential code on state-of-the-art workstations.
II. Two Models for the non-linear interactions of complex scalar elds: stationary solutions and inelastic collisions 
In higher dimensions, the form of the Laplacian operator prevents such a simple analytic solution in closed form. The ground states can easily be found by Runge-Kutta integration (with zero derivative at the origin) and the excited states by Numerov integration after an appropriate change of the dependent variable. Figure 1 shows the resulting radial pro les in D = 1; 2; 3 increasing in range and in central value as D increases, a result that is hinted at in (3) if the relevant k becomes smaller as D increases. It was also explicitly checked that the resulting solutions when put on the lattice obey the full equation (1) and are numerically stable over long periods of time. We should note that our de nition of soliton follows the more general concepts espoused by Makhankov's review 5 of computer experiments in soliton theory: solitons are solitary waves propagating in a system close to some integrable one, sometimes exhibiting complex inelastic collisions and ssion.
Collisions are started with two well-separated solitons approaching each other with a common velocity u such that the full eld reads, e.g. in D = 1 (x; t) = e ?i 1 Space-time is discretized on symmetric grids (2 p ; ; 2 p ) with typically p = 6; 7; 8 (smaller p for larger D). Energy E and charge Q are calculated explicitly from their known integral formulae and are naturally conserved during the colllision process. Boosted solitons as in equation (5) when inserted into the governing equation (1), were always seen to preserve their shape while propagating (before the collision) thus validating thr various numerical schemes used. Several hundred collisions were performed using an explicit time di erencing scheme for any D in order to study the parameter dependence of the collisions. All collisions produce \breathers" at rest except for the antisymmetric soliton-soliton case which is completely elastic. Isolated breathers obey a complicated (non-factorizable) time dependence as shown in gure 2 and can have widely di erent breathing frequencies depending on the collision chosen. The properties and analytic forms of all these entities are studied further in another publication 2 where the consequences of the observed inelastic spectra is compared further with that expected of high energy collisions of elementary particles. Asymmetrical collisions with solitons of di ering energies are seen to produce moving breathers. Breathers su er more rapid oscillations when solitons collide with antisolitons as should be expected in annihilation processes. Similar results hold for the massless case = 0 with slightly narrower breathers. Coupling constant variation a ects mostly the overall scale of the objects involved in the collision process.
The logarithmic model has in general a much higher inelasticity than the fractional model as can be seen in gure 3 for a symmetric soliton-soliton collision with the same energies, speeds and masses as in the fractional model (shown here for = 1; 2 = 0:5). This result is physically quite di erent from the numerical studies 6 done for collisions of solitonic solutions of the non-linear Schroedinger equation with a logarithmic non-linearity 7 . In that case, the Gausson collisions have an inelastic production more typical of our fractional model case. This strongly indicates that it is the form of time di erential operator used (our wave equation vs their rst-order time derivative of references 6 and 7) coupled to the non-linearity which is responsible for the character of the collisions. Indeed one should not expect a priori the solutions to a hyperbolic di erential equation to resemble those of a parabolic type even if the non-linearities are similar. In the linear case, it is well known 8 that the numerical methods to be used are themselves widely di erent.
In D = 2, several time slices of the collision process between two solitons show the generation of more complex breathers. Furthermore collisions of solitons with excited (m = 1; 2) states result in the desintegration of the excited states into many fragments (more fragments for higher m). The initial con guration of gure 4a produces the nal state in 4b while the one in 4c generates the nal state in 4d. In all cases, the incoming soliton has u = 0:5 and the excited states are at rest with all other parameter models being the same as the D = 1 case.
In D > 1, we have the possibility of colliding any stable solution (of radius r 1 ) with another (of radius r 2 ) at a given impact parameter b < r 1 
Whatever time-di erencing is used, large wave-vectors (large k) are magni ed by the rst term on the RHS of (7) (B) The semi-implicit approach involves the evaluation of the Laplacian at the advanced time t + t but leaves the interaction term Op( ) evaluated at t. The ensuing overhead encountered in the solution of the tridiagonal system at t+ t nearly cancels the expected reduction in the time step, hence this approach does not warrant a longer discussion. We note however that one obtains collision scenarios that are identical to the previous two methods up to the accuracy of the graphs. At regular time intervals, calculations of E(i) and Q(i) are combined from each transputer i via KXCOMB to explicitly check conservation of energy and charge throughout the collision process.
We have also studied three other standard topologies as a function of N: rings, meshes and trees. By rings, it is understood a nite line of N transputers with periodic boundary conditions which should match well the D = 1 problem at hand. However, it is to be noted that the internal communication between the number of chosen transputers is decided by the compiler and not the user. Meshes, on the other hand, are D = 2 square arrays of N transputers also with periodic boundary conditions (making it into a torus topology) subject to the same communication constraints. Finally binary trees communicate only with their immediate parents and daughters in the usual way.
In gures 6 and 7, we show that rings (circles), meshes (squares) and trees (triangles) give execution times within a few percent of each other and of the hypercube con guration, as long as N 16, justifying Express' claim that those functions are optimized to be topology-independent. The speedup is thus close to optimal and the e ciency close to 1.
However, the internal assignment of the communication routing for N 20 greatly a ects the execution time, with meshes being the fastest before communication deadlock occurs (at N = 46) and trees quickly exhibiting saturation (see gure 6).
Rings whose topology matches more closely the physical problem at hand (recall D = 1 with periodic boundary conditions) eventually produce the fastest simulation when N approaches the machine's limit but su er for less-than-optimum routing otherwise, as shown also in gure 6. We remark that these simulations proceed on a mesh with N = kN sites with k chosen so as to make N closest to 128 and the execution time is then renormalized to 128. The routing e ect at intermediate N diminishes somewhat as the lattice is doubled (to 256) because the evenly loaded transputers spend more time updating the sites than communicating with each other (see gure 7). We have not increased further the lattice size because the solutions are already accurate enough for our purpose. The Volvox computer that was used in our study has both a hardwired routing scheme due to two banks of 32 transputers each and a software settable one when less than the maximum number of transputers were used. There seems to be a mismatch or a poorly optimized choice of internal routings that cause ring topologies, which should be the best match to a problem de ned on a line with periodic boundary conditions, to actually require more processing time as one increases the number of transputers involved. This of course occurs only in a broad transient regime around 32 transputers.
Since an equivalent optimized code runs on a Sun SPARCstation in 20.4 seconds for 128 128 and 105 seconds for 256 256, the maximum speedups displayed in the gure are respectively about 2 and 3 when compared to state-of-the art workstations. The lack of optimization ags for the Fortran 3L running on the transputers prevents a more substantial speedup.
As the number of lattice sites are increased, the compilation times increase proportionally and, as the number of transputers is increased, the downloading time also increases linearly. This considerable overhead results in run times being actually only a fraction of the user's total time spent on any simulation. We therefore should use the transputers only in production runs with the only changes being read through an input le. These observations hold also when one considers collisions in D > 1.
V. Conclusions
Computer experiments on classical non-linear eld theories exhibiting inelastic production yields a rich spectrum of stationary states which, upon colliding with each other, produce a plethora of particles (solitons and breathers), depending on initial conditions, parameter values and dimensionality of the problem.
Upon varying the degree of space-time discretization of the problem and the algortihmic methods used for the collision process, we are convinced of the validity and accuracy of the results shown.
The parallelization of the code on a Volvox 64-transputer MIMD computer was successfully achieved on a variety of con gurations and resulted in a moderate improvement of the execution time.
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