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Abstract
For left-de&nite regular self-adjoint Sturm–Liouville problems we construct a function N () which counts
the number of positive eigenvalues less than  when  is positive and the number of negative eigenvalues
greater than  when  is negative. Based on this function we construct a code for the numerical computation
of the eigenvalues and illustrate its use with examples. The boundary conditions can be separated or coupled.
The code is available from www.mcs.le.ac.uk/∼mmarletta/programs.html.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
For regular, self-adjoint, left-de&nite (LD) Sturm–Liouville problems (SLP), with separated or
coupled boundary conditions, we develop a function N () with the following properties:
N () =
{
number of positive eigenvalues¡ if ¿ 0;
number of negative eigenvalues¿ if ¡ 0
and construct a code based on this function for the numerical computation of the eigenvalues. This
is based on Marletta’s code SL11F [11] for the computation of eigenvalues of regular Hamiltonian
systems having discrete spectrum which is bounded below. Since the spectrum of LD problems is
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not bounded below we extend the algorithm used in [11] and its numerical implementation to
cover the LD case studied here. Furthermore, our code uses the public domain linear algebra
package LAPACK instead of the commercial NAG software used by SL11F. Also a new user
friendly interface speci&cally designed for LD SLP is available from the authors. It is written for
FORTRAN 77.
The basic idea for the construction of the counting function is taken over from the right-de&nite
(RD) case and is due to Greenberg [9]. The “transfer” from the RD to the LD case is achieved with
the help of some recent results of Kong et al. [10]. The counting function N () is developed from
the Hamiltonian system representation of SLP. The basic theory of these systems can be found in
Atkinson’s book [1].
There is an extensive body of literature relevant to LD right-inde&nite problems; see the references
in [5] for some recent work on these problems. For an application of LD theory to the Everitt
inequality see Volkmer [14].
The contents of this paper are as follows. In the remainder of this section we introduce the notation
and relate the familiar “Naimark form” of the self-adjoint boundary conditions to the Hamiltonian
form used here and in our code. Section 2 contains the de&nition of the eigenvalue counting function
N () and the associated theorem. A description of a FORTRAN code for the numerical computation
of eigenvalues of LD SLP is given in Section 3, and Section 4 contains examples illustrating the
use of this code for both separated and coupled boundary conditions.
We study the LD SLP consisting of the diLerential equation
− (py′)′ + qy = wy on (a; b) = J; ∈C; −∞6 a¡b6∞; (1)
where
1=p; q; w∈L1(J;R); p¿ 0; w changes sign on J; |w|¿ 0; (2)
together with boundary conditions
A
[
y(a)
(py′)(a)
]
+ B
[
y(b)
(py′)(b)
]
= 0; (3)
where A; B are 2× 2 complex matrices satisfying
(A :B) is of full rank and AEA∗ = BEB∗; E =
[
0 −1
1 0
]
: (4)
Remark 1. In (2) p¿ 0 and |w|¿ 0 means that this holds a.e. on J ; and “w changes sign on J”
means that w takes positive and negative values; both on subsets of J of positive Lebesgue measure.
Conditions (2) ensure that all solutions of Eq. (1) can be continuously extended to the endpoints so
that the regular boundary conditions (3) are well de&ned. This for both &nite and in&nite endpoints
a; b. Conditions (4) on the boundary condition matrices A; B ensure that the (RD) SLP consisting
of (1); (2); (3) and (4)—but with w replaced by |w|—is self-adjoint in the Hilbert space L2(J; |w|);
see [9]. We follow the approach taken in [10] in which the self-adjoint LD boundary conditions
are a subset of the self-adjoint RD ones. For an approach to the study of “left-de&nite” problems
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which is independent of the RD theory (but modeled on it) see the recent paper of VonhoL [15]
and its references. This deals with regular and singular problems and builds on the work of many
authors including Bennewitz; Everitt; Littlejohn; Kamke; Krall; Loveland; Niessen; Pleijel; Schneider;
Schultze; VonhoL; Weyl and others. In this theory the boundary conditions; with some exceptions;
depend on the eigenparameter. Note that; in contrast with the work of many of these authors; we
make no restriction on the sign of q.
Remark 2. If w¿ 0 a.e. on J then the SLP (1)–(4) is RD and has been studied extensively. For
this case there is a well established code; SLEIGN2; [2] by Bailey; Everitt and Zettl for the numerical
computation of the eigenvalues and eigenfunctions. For this reason we concentrate here on the case
when the weight function w changes sign; although our approach also works for the case when it is
positive.
Remark 3. It is shown in [10] that all eigenvalues of regular self-adjoint LD SLP are real. Note
that eigenvalues of problem (1)–(4) are well de&ned without reference to operator theory. In this
paper we study only eigenvalues of these problems and make no reference to their “spectrum”. Such
a reference would involve a representation of the problem in terms of an operator acting in some
space; we plan to pursue this in a subsequent paper.
The boundary conditions (3) and (4) include the well known canonical form of the separated
conditions:
cos()y(a) + sin()(py′)(a) = 0; 06 ¡;
cos()y(b) + sin()(py′)(b) = 0; 0¡6  (5)
and the not so well-known [16] canonical form of the self-adjoint coupled boundary conditions:
Y (b) = exp(i)KY (a); −¡6 ; (6)
where K is a real matrix with determinant 1 and Y =
[
y
(py′)
]
.
It is clear that for separated boundary conditions all eigenvalues are simple, i.e., there is exactly
one linearly independent eigenfunction; in the coupled case there may be eigenvalues of geometric
multiplicity two.
2. Hamiltonian system formulation
In this formulation the boundary conditions (3) and (4) are transformed to an equivalent form
more suitable for the Hamiltonian theory:
C
[
y(b)
y(a)
]
− D
[
(py′)(b)
−(py′)(a)
]
= 0; (7)
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where C; D are 2× 2 complex matrices satisfying
(C + iD) is of full rank and CD∗ = DC∗: (8)
The relationship between the matrices A=(aij); B=(bij) in the Naimark formulation and the matrices
C=(cij); D=(dij) in the Hamiltonian formulation can be obtained by a straightforward but tedious
computation; it is given by
A=
[
c12 d12
c22 d22
]
; B=
[
c11 −d11
c21 −d21
]
; C =
[
b11 a11
b21 a21
]
; D =
[−b12 a12
−b22 a22
]
: (9)
For each solution y of (1), de&ne a 4-vector Y by
Y (x) =
[
u(x)
v(x)
]
; where u(x) =
[
y(x)
y(a)
]
; v(x) =
[
py′(x)
−py′(a)
]
(10)
then Y satis&es the Hamiltonian system[
0 −I
I 0
] [
u′(x)
v′(x)
]
=
[
S11 0
0 S22
] [
u(x)
v(x)
]
; (11)
where
S11 =
[
w − q 0
0 0
]
; S22 =
[
1=p 0
0 0
]
: (12)
Observe also that Y satis&es, for any ∈R, the boundary condition
A1u(a)− A2v(a) = 0; (13)
where
A1 =
[
0 0
1 −1
]
and A2 =
[
1 1
0 0
]
(14)
are matrices which satisfy the condition A1A∗2 = A2A∗1 . Moreover, y will satisfy boundary condition
(3)—and hence the boundary condition (7)—if and only if Y satis&es the boundary condition
Cu(b)− Dv(b) = 0: (15)
The system consisting of the diLerential equation (11) and the boundary conditions (14) and (15)
is thus easily seen to be a Hamiltonian system with separated boundary conditions whose eigen-
values coincide with those of the original problem whose boundary conditions may be separated or
nonseparated.
De&ne a 4× 2 matrix solution YL =
[
UL
VL
]
of (11) by the initial conditions
UL(a) = A∗2 ; VL(a) = A
∗
1 : (16)
Associated with this 4× 2 solution there is a 2× 2 unitary matrix
&L(x) = [VL(x) + iUL(x)][VL(x)− iUL(x)]−1; x∈ J:
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This matrix depends both on x and on . It is unitary at x=a because of the condition A1A∗2 =A2A∗1
and this unitarity is preserved for x¿a by the Hamiltonian structure of the diLerential equation
(11); see [1, Theorem 10.2.2].
In addition to &L we also de&ne a matrix B, which is a constant in x and , by
B= (C + iD)(C − iD)−1 (17)
and note that B is also a unitary matrix, inheriting this property from the self-adjointness condition
CD∗ = DC∗ on the boundary condition matrices C; D.
Because &L is a unitary matrix we may denote its eigenvalues by exp(i'1(x; )) and exp(i'2(x; )),
where the so-called phase angles '1 and '2 are diLerentiable functions of x and  (see [1], Chapter
10 and Appendix V) and are subject to the normalization condition
06 '1(a)6 '2(a)¡ 2: (18)
In (18) we have omitted  in the notation because &L, and hence its eigenvalues, do not depend
on  when x = a. Of course, condition (18) will generally not be satis&ed by '1(x; ) and '2(x; )
when x¿a.
Since B∗&L(b; ) is also a unitary matrix, we may denote its eigenvalues by exp(i!1()) and
exp(i!2()); but this time we choose to normalize the phase angles !1 and !2 by imposing the
condition
06!1()6!2()¡ 2 (19)
for all ∈R. This normalization forces the !j to be discontinuous functions of .
Finally, we denote the eigenvalues of B by exp(i)1) and exp(i)2), normalizing the phase angles
so that
0¡)16)26 2: (20)
Denition 4 (Counting function). We de&ne the function N () by
N () =
1
2
{('1(b; ) + '2(b; ))− ()1 + )2)− (!1() + !2())}+ 2: (21)
Observe that, modulo 2,
2(N ()− 2) ≡ arg[det(&L(b; ))]− arg[det(B)]− arg[det(B∗&L(b; ))];
from which it is clear that N () is an integer.
Our &rst objective is to show that N is discontinuous precisely at the eigenvalues of the original
problem. To this end we require the following Lemma.
Lemma 5 (Greenberg [9]). The number  is an eigenvalue of problems (11); (14) and (15) of
multiplicity m6 2 if and only if precisely m of the eigenvalues of B∗&L(b; ) are equal to 1.
Proof. See [9].
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The next lemma is also proved by Greenberg in the RD case for problems of order 2n. We exploit
this fact to establish the LD version given here.
Lemma 6. Suppose that exp(i!j) is an eigenvalue of B∗&L such that at some eigenvalue ∗;
!j(∗) = 0:
If ∗¿ 0 then exp(i!j()); moving on the unit circle; crosses through the point (1; 0) from the
lower to the upper half plane as  increases through ∗. As a consequence;
!j(∗ + 0)− !j(∗ − 0) =−2: (22)
If ∗¡ 0; then exp(i!j); crosses through the point (1; 0) from the upper half plane to the lower
as  increases through ∗; and
!j(∗ + 0)− !j(∗ − 0) = +2; (23)
then holds.
Remark 7. The statement for ∗¡ 0 does not hold in the RD case.
Proof. We introduce a two-parameter eigenvalue problem consisting of the original boundary
conditions and the diLerential equation
− (py′)′ + [q− w]y = ,|w|y on J: (24)
For &xed ; as an eigenvalue problem in , this is RD; so we will be able to use results from
[9] concerning the RD problem to describe the behavior of various quantities as functions of ,.
Consider &rst the case ∗¿ 0 and suppose that ∗ is the nth eigenvalue in the precise sense that the
nth eigenvalue ,n() of the RD problem (24) satis&es ,n(∗) = 0. Since the normalization of !j()
given in (19) will cause some !j() to have a jump discontinuity at  = ∗ we introduce a new
phase angle  which is continuous at  = ∗; satis&es  (∗) = 0 and is such that  () − !j() ≡
0 (modulo 2).
For the LD problem the eigenvalue ∗ is characterized by
 () = 0 when = ∗:
For the RD problem the phase angle  becomes a function of  and of ,, with the property
 (; ,) = 0 when ,= ,n() (25)
at least for all  suPciently close to ∗. DiLerentiating (25) with respect to  we obtain
 (; ,n()) +  ,(; ,n()),′n() = 0: (26)
Now from the RD theory we know that the eigenvalues of B∗&L(b; ; ,) move positively around
the unit circle with increasing ,: in other words, we know that  , ¿ 0. From Lemma 3.3 of Kong
et al. [10] we also know that ,′n()¡ 0 for ¿ 0, at least in a neighborhood of ∗. Combining these
results with (26) gives  (; ,n())¿ 0 for  in a neighbourhood of ∗. This means  (∗)¿ 0, and
so the eigenvalue exp(i ())=exp(i!j()) moves from the lower half plane, through the point (1; 0)
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on the unit circle into the upper half plane as  increases through ∗. Normalization (19) then forces
a jump discontinuity (22).
The result for ∗¡ 0 follows similarly, using the fact that ,′n()¿ 0 for ¡ 0.
Remark 8. At a simple eigenvalue; only one of the !j is discontinuous. At a double eigenvalue both
of the !j are discontinuous. The fact that the !j always “jump down” when ¿ 0 and “jump up”
when ¡ 0 means that these discontinuities combine rather than cancel in the de&nition of N ()
in (21). Since all the other terms in (21) are continuous functions of ; it follows from Lemma 5
that N () has discontinuities at; and only at; the eigenvalues of the problem. At a double eigenvalue
both of the !j jump; and so N () jumps by 2. At a simple eigenvalue only one !j jumps; and so
N () jumps by 1.
Theorem 9. Let (1); (2); (3) and (4) hold. Assume that the lowest eigenvalue of problems (1);
(2); (3) and (4)—but with w replaced by |w|—is positive; say ,0(0)¿ 0. Then problems (1); (2);
(3) and (4) is LD; its eigenvalues are all real; there are in7nitely many positive and negative
eigenvalues which can be ordered and indexed to satisfy
· · · −26 −16 −0 ¡ 0¡+06 16 26 · · · :
The counting function N () of De7nition 4 has the properties
N () =


number of positive eigenvalues¡ if ¿ 0;
number of negative eigenvalues¿ if ¡ 0;
0 if −0 ¡¡+0:
Proof. Here LD is in the sense of [10] and the equivalence between left-de&niteness and ,0(0)¿ 0
is given in that paper where the above ordering of the eigenvalues is also established and it is shown
that all eigenvalues are real.
In view of the foregoing discussion in Remark 6, in order to complete the proof it is suPcient to
show that N () = 0 for  in the interval (−0; +0). On this interval N () is constant because there
are no eigenvalues in (−0; +0). Therefore it suPces to compute N (0). There is a simple argument
based on the RD case which gives us the correct value for N (0).
Consider the RD problem of (24) with the same boundary conditions. When  = 0 all the
,-eigenvalues of this problem are strictly positive, because the original problems (1), (2), (3) and (4)
is LD. Now for &xed , the RD theory [9] tells us that the function which we shall call Nright(; ,),
computed from formula (21) but using the diLerential equation (24) in place of (1), gives the num-
ber eigenvalues ,n() which are less than ,. Putting = ,=0 tells us that Nright(0; 0) is the number
of eigenvalues of the equation
−(py′)′ + qy = ,|w|y on J;
which are ¡ 0. This number is zero since ,0(0)¿ 0. Hence Nright(0; 0)=0. However when =,=0
the LD Eq. (1) and the RD Eq. (24) are identical. In particular, therefore,
N (0) = Nright(0; 0) = 0:
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Remark 10. The counting function N () can be used to compute any eigenvalues of LD problems
with separated or coupled boundary conditions; with no danger of missing an eigenvalue. In the
next section we describe a code which is based on N () and which can be used; in principle; for
the numerical computation of the eigenvalues of any regular self-adjoint LD SLP. In the following
section examples are given to illustrate the use of the code.
3. Software for left-denite Sturm–Liouville problems
Before describing our software, we mention immediately—for the user who wishes to retrieve
it—that it is available from [12].
In [11], a code SL11F is described which computes eigenvalues of regular Hamiltonian systems
having eigenvalues
06 16 26 · · · :
In particular, SL11F assumes that there exists a lowest eigenvalue 0 which is not an accumulation
point of the spectrum.
In outline, SL11F is based on a subroutine which can compute, for any real  (of reasonable
size!) the quantities '1(b; ) + '2(b; ) and !1() + !2(). This is done by integrating an initial
value problem for the matrix &L(x; ) from the known initial condition at x = a given by
&L(a; ) = (A∗1 + iA
∗
2)(A
∗
1 − iA∗2)−1;
to obtain the value of &L(b; ). The diLerential equation for &L is nonlinear and has the form
d
dx
&L(x; ) = i&L(x; )3(x; ;&L);
in which the matrix function 3 is Hermitian. A special numerical integrator is used which preserves
the unitarity of &L under discretization. (Since SL11F was written, the subject of unitary integrators—
and more generally, of geometric integrators—has become a very active area of numerical analysis.
See [7] for a review.) This allows SL11F to compute N () for any real  and hence allows the
eigenvalues to be located by a root&nding process.
For the present problem, SL11F was adapted in two ways. Firstly, the root&nding process was
changed to take account of the fact that N () is monotone decreasing when ¡ 0. Secondly, the
code was rewritten to call the public domain linear algebra package LAPACK [6] in place of the
commercial NAG software package.
In addition to these changes a new user interface was written speci&cally for left-de&nite Sturm–
Liouville problems, to make the code easier to use. The resulting routine, in FORTRAN 77, is freely
available from the authors.
4. Examples
Example 1. Our &rst example is the simple equation
− y′′ + y = wy on (0; 1); (27)
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Table 1
Example 1, piecewise constant coePcients
TOL = 10−6 TOL = 10−9
k −k +k −k +k
0 −23.7381 23.7371 −23.73714998 23.73714990
1 −122.0849 122.0852 −122.0835218 122.0835245
2 −299.6733 299.6712 −299.6708621 299.6708647
in which w is the step-function
w(x) =
{
−1; 0¡x¡ 12 ;
+1; 12 ¡x¡ 1
with the Dirichlet boundary condition
y(0) = 0 = y(1):
For this problem it is clear that the eigenvalues have the property −k = −k . Some computed
eigenvalues are shown in Table 1. Running the code with a tolerance of 10−6 it is already clear
from the size of k + −k that the relative error in some of the eigenvalues is no better than 10−4.
This is probably due to the discontinuity in the coePcient w.
Example 2. Our second example is a RD version of the Legendre equation; it arises in the study
of electron transport theory; see Bethe et al. [4] and Beals [3].
− ((1− x2)y′)′ = xy; x∈ (−1; 1): (28)
There are two points to note here. The &rst is that this particular equation can be transformed by
the transformation
z(x) =
y(x)
log(1− x2) ;
to a weakly regular equation (that is; an equation with coePcients in L1(−1; 1) but not necessarily
bounded). (More general types of equation can be dealt with similarly using the transformation
described in [13].) This transformation suggests that one possible set of boundary conditions is
simply to insist that y remain bounded (and not have a logarithmic singularity) near both endpoints.
This is equivalent to the Friedrichs boundary condition when w(x) = x is replaced by w(x) = |x|.
A second point is that with this boundary condition the SLP is not LD; the “regularized” version
is also not LD. Both are only left-semi-de&nite. This is due to the fact that the corresponding RD
problem has  = 0 as an eigenvalue. Nevertheless; we applied our code to this problem; truncating
the interval to (−1 + 6; 1− 6) with 6= 10−5 and 6= 10−7; with a tolerance TOL = 10−9 and using
the boundary conditions
(py)′(±(1− 6)) = 0:
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Table 2
Example 2, left semi-de&nite singular problem. The code is unable to compute the eigenvalue  = 0
6 = 10−5 6 = 10−7
k −k +k −k +k
0 −2.83864 2.83864 −2.83858 2.83858
1 −16.7193 16.7193 −16.7177 16.7177
2 −44.2434 44.2434 −44.2360 44.2360
Table 3
Example 3, Mathieu equation with &xed  and variable q
TOL = 10−5 TOL = 10−7
k −k +k −k +k
0 −0.5000248 0.5000109 −0.5000010 0.5000009
1 −4.034919 4.034793 −4.034917 4.034919
2 −10.898758 10.898437 −10.898531 10.898528
The results in Table 2 show that the consequence of failing to satisfy the left-de&niteness hypothesis
strictly is simply that the code is unaware of the presence of the eigenvalue  = 0. This is a
consequence of the fact that N () does not have a discontinuity at = 0.
Example 3. For the third example we consider the Mathieu equation
− y′′ − y = q cos(x)y: (29)
(See Eastham [8; esp. pp. 34–35] for a discussion of this and similar equations.) Traditionally one
regards q as &xed and  as the eigenparameter; and it is known that when q =0 then; whatever the
value of ; not both of the solutions of the diLerential equation can have period  or 2: so; in
particular; imposing the periodic boundary condition
y(2) = y(0); y′(2) = y′(0); (30)
results in an eigenvalue problem all of whose eigenvalues are simple.
Here we have instead used a &xed  = −0:113785 and regarded q as the eigenparameter of the
corresponding non-RD problem. The fact that ¡ 0 means that the problem is LD, and of course
cos(2x) has both positive and negative values on sets of positive measure in [0; 2]. The particular
value of  chosen is close to the zeroth eigenvalue when q is &xed to have the value 0.5. Theorem
2.5.1 of Eastham [8, pp. 34–35] also implies that the q-eigenvalues will all be simple. Table 3 shows
the numerical results. Note that one way of viewing this table is as a set of values of the parameter
q for which  ≈ −0:113785 is an eigenvalue of the periodic Mathieu equation: for q ≈ ±10:89853,
for example,  ≈ −0:113785 is the third eigenvalue 2. Or, viewing the results another way, for
each &xed 7¡ 0 (no matter how large or small) there exist, for each integer k¿ 0, two distinct
M. Marletta, A. Zettl / Journal of Computational and Applied Mathematics 148 (2002) 65–75 75
values q=q±k for both of which k =7 is the kth eigenvalue of the corresponding periodic Mathieu
equation.
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