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A key consideration in the design of any solar cell is the reduction of reﬂectance
from the top surface. Traditional thin ﬁlm antireﬂection schemes are being chal-
lenged by new techniques that involve texturing on the subwavelength scale to
form ‘moth-eye’ arrays, so called because they are inspired by Nature’s answer to
unwanted reﬂections, the arrays of pillars found on the eyes and wings of some
species of moth. In this work, a new method is presented for the optimization of
thin ﬁlm coatings that accounts for the angular and spectral variations in incident
solar radiation from sunrise to sunset. This approach is then extended to silicon
moth-eye arrays to assess how eﬀectively these surfaces can provide antireﬂection
for silicon solar cells over a full day. The reﬂectance spectra of moth-eye sur-
faces are found to depend on the period of the arrays and the height and shape
of the pillars, and consequently these parameters can be optimized for the solar
spectrum. Simulations predict that replacing an optimized double layer thin ﬁlm
coating with a moth-eye array could increase the full day cell performance by 2%
for a laboratory cell and 3% for an encapsulated cell. Compared to a perfectly
transmitting interface, this corresponds to losses in short circuit current of only
5.3% and 0.6% for a laboratory and an encapsulated cell, respectively. Further-
more, fabrication of silicon moth-eye arrays by electron beam lithography and dry
etching leads to predicted percentage losses at peak irradiance, compared to an
ideal antireﬂective surface, of only 1%. The potentially more scalable technique
of nanoimprint lithography is also used to fabricate antireﬂective moth-eye arrays
in silicon, over areas as large as 1 cm2, demonstrating great potential for stealth
and antiglare applications in addition to photovoltaics.Contents
Declaration of Authorship . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
1 Introduction 1
1.1 The Importance of Photovoltaics . . . . . . . . . . . . . . . . . . . 1
1.2 Silicon Solar Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Losses in PV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Intrinsic Losses . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Extrinsic Losses . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2.1 Electrical Losses . . . . . . . . . . . . . . . . . . . 9
1.3.2.2 Optical Losses . . . . . . . . . . . . . . . . . . . . 10
1.4 Structure of Report . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Literature Review: Antireﬂection for Photovoltaics 15
2.1 Antireﬂection Mechanisms . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 Destructive Interference . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Multiple Reﬂections . . . . . . . . . . . . . . . . . . . . . . 16
2.1.3 Graded Index . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.4 Light Trapping . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.5 Mechanism Applicability . . . . . . . . . . . . . . . . . . . . 18
2.2 Digitizing Published Graphs . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Practical Thin Film Antireﬂection Coatings . . . . . . . . . . . . . 19
2.3.1 Optical Properties . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Surface Passivation . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Other Thin Film Considerations . . . . . . . . . . . . . . . 24
2.4 Micron-scale Texturing . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Anisotropic, Alkali Etching . . . . . . . . . . . . . . . . . . 27
2.4.1.1 Random Arrays of Pyramids . . . . . . . . . . . . 27
2.4.1.2 Regular Arrays of Pyramids . . . . . . . . . . . . 29
iCONTENTS
2.4.1.3 Alkali Texturing for Multicrystalline Silicon . . . . 31
2.4.2 Laser Scribing and Mechanical Grooving . . . . . . . . . . . 34
2.4.3 Isotropic Wet Etching . . . . . . . . . . . . . . . . . . . . . 36
2.4.3.1 Maskless Acidic Texturing . . . . . . . . . . . . . 36
2.4.3.2 Masked Acidic Texturing . . . . . . . . . . . . . . 38
2.4.4 Micron-scale Dry Etching . . . . . . . . . . . . . . . . . . . 44
2.5 Submicron-scale Texturing . . . . . . . . . . . . . . . . . . . . . . . 45
2.5.1 Subwavelength Structures for Antireﬂection in Nature . . . 47
2.5.2 Theoretical Studies of Subwavelength Texturing . . . . . . 48
2.5.3 Random Subwavelength Texturing . . . . . . . . . . . . . . 52
2.5.3.1 Maskless Submicron Texturing . . . . . . . . . . . 52
2.5.3.2 Masked Submicron Texturing . . . . . . . . . . . . 56
2.5.4 Experimentally-realized Artiﬁcial Moth-eye Structures . . . 62
2.6 Comparing AR schemes: Weighted Reﬂectance . . . . . . . . . . . 69
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3 Simulations of Thin Film ARCs 75
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.2 Simulation Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.1 Transfer Matrix Method . . . . . . . . . . . . . . . . . . . . 76
3.2.2 Refractive Index Data . . . . . . . . . . . . . . . . . . . . . 78
3.2.3 Spectral Calculations . . . . . . . . . . . . . . . . . . . . . . 80
3.2.3.1 Spectral Data for Encapsulated Cell . . . . . . . . 84
3.2.4 Internal Quantum Eﬃciency . . . . . . . . . . . . . . . . . 85
3.2.5 Average Short Circuit Current . . . . . . . . . . . . . . . . 86
3.3 Laboratory Cell Results . . . . . . . . . . . . . . . . . . . . . . . . 87
3.3.1 Single Layer ARCs (SLARs) . . . . . . . . . . . . . . . . . 87
3.3.1.1 SLARs: Surface Passivation Considerations . . . . 93
3.3.2 Double Layer ARCs (DLARs) . . . . . . . . . . . . . . . . . 94
3.3.2.1 DLARs: Surface Passivation Considerations . . . . 98
3.3.3 Sunrise to sunset vs. AM 1.5, normal incidence analysis . . 100
3.4 Encapsulated Cell Results . . . . . . . . . . . . . . . . . . . . . . . 100
3.4.1 Encapsulated Single Layer ARCs . . . . . . . . . . . . . . . 101
3.4.2 Encapsulated Double Layer ARCs . . . . . . . . . . . . . . 104
3.4.3 Sunrise to sunset vs. AM 1.5, normal incidence analysis . . 107
3.4.4 Southampton Roof-mounted Cell . . . . . . . . . . . . . . . 109
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
iiCONTENTS
4 Simulations of Moth-eye AR Surfaces 113
4.1 GD-Calc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.1.1 Silicon Moth-eyes in GD-Calc . . . . . . . . . . . . . . . . . 114
4.1.1.1 Specifying the Moth-eye Proﬁle . . . . . . . . . . 114
4.1.1.2 Convergence Tests . . . . . . . . . . . . . . . . . . 117
4.2 GD-Calc Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.2.1 Reﬂectance of Silicon Moth-eyes . . . . . . . . . . . . . . . 119
4.2.1.1 Changing Period and Height . . . . . . . . . . . . 119
4.2.1.2 Varying the Pillar Proﬁle . . . . . . . . . . . . . . 122
4.3 Optimization of Silicon Moth-eye Array . . . . . . . . . . . . . . . 124
4.4 Comparison of Silicon Moth-eye to Thin-ﬁlm ARCs . . . . . . . . . 126
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5 Silicon Moth-eye Arrays by E-beam Lithography 133
5.1 Process Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.2 E-beam Pattern Design . . . . . . . . . . . . . . . . . . . . . . . . 135
5.2.1 Pattern Design . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.3 Fabricated Silicon Moth-eye Surfaces . . . . . . . . . . . . . . . . . 138
5.3.1 Fabrication Problems . . . . . . . . . . . . . . . . . . . . . 138
5.3.1.1 Stitching Errors . . . . . . . . . . . . . . . . . . . 138
5.3.1.2 Incorrect E-beam Dose . . . . . . . . . . . . . . . 138
5.3.1.3 Proximity Eﬀects . . . . . . . . . . . . . . . . . . 138
5.3.1.4 Unwanted Residual Resist . . . . . . . . . . . . . . 141
5.3.2 Successful Fabrication . . . . . . . . . . . . . . . . . . . . . 141
5.4 Thin Film ARC Samples . . . . . . . . . . . . . . . . . . . . . . . . 142
5.5 Reﬂectance Measurements . . . . . . . . . . . . . . . . . . . . . . . 145
5.5.1 Reﬂectance Probe Measurements . . . . . . . . . . . . . . . 146
5.5.1.1 Method . . . . . . . . . . . . . . . . . . . . . . . . 146
5.5.1.2 Results for Best Moth-eye Samples . . . . . . . . . 149
5.5.1.3 Comparison of Performance of Experimental Moth-
eye Arrays with Thin-ﬁlm ARCs . . . . . . . . . . 151
5.5.1.4 Eﬀect of Changing the Period . . . . . . . . . . . 156
5.5.2 Matching Simulations to Experiments . . . . . . . . . . . . 159
5.6 Integrating Sphere Measurements . . . . . . . . . . . . . . . . . . . 164
5.6.1 Integrating Sphere . . . . . . . . . . . . . . . . . . . . . . . 164
5.6.2 Double-beam Operation . . . . . . . . . . . . . . . . . . . . 166
5.6.3 Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 166
iiiCONTENTS
5.6.4 Laser Beam Proﬁler . . . . . . . . . . . . . . . . . . . . . . 167
5.6.5 Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.6.6 Reﬂectance vs. AOI Results . . . . . . . . . . . . . . . . . . 170
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6 Nanoimprint Lithography 177
6.1 Experimental Method . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.1.1 Stamp Fabrication . . . . . . . . . . . . . . . . . . . . . . . 178
6.1.2 Imprinting, Etching and Shaping . . . . . . . . . . . . . . . 179
6.1.3 Plan of Work . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.2.1 Stage 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.2.1.1 Mask Designs . . . . . . . . . . . . . . . . . . . . . 181
6.2.1.2 Imprinting Problems . . . . . . . . . . . . . . . . . 182
6.2.1.3 Batch 1 . . . . . . . . . . . . . . . . . . . . . . . . 182
6.2.1.4 Batch 2 . . . . . . . . . . . . . . . . . . . . . . . . 183
6.2.1.5 Batch 3 . . . . . . . . . . . . . . . . . . . . . . . . 186
6.2.1.6 Batch 4 . . . . . . . . . . . . . . . . . . . . . . . . 189
6.2.1.7 Conclusions from Stage 1 . . . . . . . . . . . . . . 191
6.2.2 Stage 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.2.2.1 Mask Design . . . . . . . . . . . . . . . . . . . . . 193
6.2.2.2 Batch 1 . . . . . . . . . . . . . . . . . . . . . . . . 194
6.2.2.3 Batch 2 . . . . . . . . . . . . . . . . . . . . . . . . 197
6.2.2.4 Batch 3 . . . . . . . . . . . . . . . . . . . . . . . . 197
6.2.3 Stage 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
7 Conclusions and Future Work 211
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
7.2 Suggestions for Future Work . . . . . . . . . . . . . . . . . . . . . 215
8 Appendix 217
8.1 Conferences and Publications . . . . . . . . . . . . . . . . . . . . . 217
8.1.1 Journal Publications . . . . . . . . . . . . . . . . . . . . . . 217
8.1.2 Oral Presentations . . . . . . . . . . . . . . . . . . . . . . . 217
8.1.3 Poster Presentations . . . . . . . . . . . . . . . . . . . . . . 218
8.2 Equation for Reﬂectance at Normal Incidence . . . . . . . . . . . . 219
8.3 Transfer Matrix Method for Multilayer Thin Films . . . . . . . . . 222
ivCONTENTS
8.3.1 Deﬁnition of Problem . . . . . . . . . . . . . . . . . . . . . 222
8.3.2 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . 223
8.3.3 Phase Diﬀerence . . . . . . . . . . . . . . . . . . . . . . . . 223
8.3.4 Transfer Matrix . . . . . . . . . . . . . . . . . . . . . . . . . 225
8.3.5 Reﬂection and Transmission Coeﬃcients . . . . . . . . . . . 226
8.3.6 Reﬂectance and Transmittance . . . . . . . . . . . . . . . . 227
8.3.6.1 Irradiance . . . . . . . . . . . . . . . . . . . . . . . 227
8.3.6.2 Conservation of Energy . . . . . . . . . . . . . . . 230
8.3.7 Changes Required for TM (p) Polarization . . . . . . . . . 231
8.4 Calculation of Thickness of Silicon Consumed During Oxidation . 235
8.5 Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
8.6 Tilt Angle and Stretch Factor for Pillar Proﬁle Modelling . . . . . 238
vDeclaration of Authorship
I, STUART BODEN, declare that the thesis entitled
BIOMIMETIC NANOSTRUCTURED SURFACES FOR ANTIREFLECTION
IN PHOTOVOLTAICS
and the work presented in the thesis are both my own, and have been generated
by me as the result of my own original research. I conﬁrm that:
• this work was done wholly or mainly while in candidature for a research
degree at this University;
• where any part of this thesis has previously been submitted for a degree or
any other qualiﬁcation at this University or any other institution, this has
been clearly stated;
• where I have consulted the published work of others, this is always clearly
attributed;
• where I have quoted from the work of others, the source is always given.
With the exception of such quotations, this thesis is entirely my own work;
• I have acknowledged all main sources of help;
• where the thesis is based on work done by myself jointly with others, I have
made clear exactly what was done by others and what I have contributed
myself;
• parts of this work have been published as:
1. S. A. Boden and D. M. Bagnall, Tunable reﬂection minima of nanos-
tructured antireﬂective surfaces, Applied Physics Letters, 93, 133108,
2008.
2. S. A. Boden and D. M. Bagnall, Sunrise to Sunset Optimization of
Thin Film Antireﬂective Coatings for Encapsulated, Planar Silicon So-
lar Cells, Progress in Photovoltaics: Research and Applications, 17:241-
252, 2009.
3. S. A. Boden and D. M. Bagnall, Nanoimprinting for Antireﬂective
Moth-Eye Surfaces , Proc. 4th Photovoltaic Science Applications and
Technology Conference, Bath, April 2008.4. S. A. Boden and D. M. Bagnall, Bio-mimetic nanostructured surfaces
for near-zero reﬂection sunrise to sunset, Proc. 3rd Photovoltaic Sci-
ence Applications and Technology Conference, Durham, April 2007.
5. S. A. Boden and D. M. Bagnall, Bio-mimetic nanostructured surfaces
for near-zero reﬂection sunrise to sunset, Proc. 21st European Photo-
voltaic Solar Energy Conference, Dresden, September 2006.
6. S. A. Boden and D. M. Bagnall, Biomimetic subwavelength surfaces for
near-zero reﬂection sunrise to sunset, Proc. 4th World Conference on
Photovoltaic Energy Conversion, Hawaii, May 2006.
7. S. A. Boden, D. M. Bagnall, Application of subwavelength optical meta-
materials to solar cell anti-reﬂection and light-trapping schemes, Proc.
2nd Photovoltaic Science Applications and Technology Conference, Lou-
ghborough, April 2005.
Signed:............................................................................
Date:..............................................................................Acknowledgments
A special thank-you goes ﬁrstly to my supervisor, Prof. Darren Bagnall,
for oﬀering me this opportunity and providing invaluable guidance and support
throughout the project. His optimism and enthusiasm helped me through the dif-
ﬁcult times and his friendly approach, valuable advice and keen insights have been
essential in getting me to this stage, whilst making the journey here an enjoyable
one.
I would also like to thank the people at NIL Technology Ltd., notably Brian
Bilenberg and Ran Ji, and all those who were part of Innos Ltd., especially Brian
Davidson, Naser Afshar-Hanaee, Mir Mokhtari, Tony Blackburn and Enrico Gili
for fabrication of samples and advice on the design of the experimental batches.
Thanks also goes to Shuncai Wang for training me on the electron microscope
and to Pete Vukusic for our discussions on biomimetics and his help with optical
characterization techniques.
Special thanks go to Tristan and Owain, for being there from the start. Thanks
for all the technical help and for being such great friends to me. To the rest of
Darren’s group, both past and present, including Wen, Pete, Pat, Mehdi, Graham,
Farrah, Dyo, Claudia, Asa, Aris, and Adrian: It has been a pleasure to work with
you all. Thanks also to the rest of students, academics and secretaries in Nano
Group who have helped me over the years, in particular Gareth, Chris and Mikey
with whom I’ve enjoyed many chats, about work and life in general.
I would like to acknowledge the ﬁnancial support of the EPSRC through the
Supergen consortium, and the School of Electronics and Computer Science for
doing much to ease the diﬃculties caused by the ﬁre. Thanks also to the students
and staﬀ at the School of Engineering Sciences for taking us in and making us feel
welcome when our oﬃces and labs were destroyed.
Outside of work, thanks to my fellow 5-a-side football players and to the Tues-
day night runners- there’s no better way to escape from the stresses of life than
running around in the mud of the New Forest! Thanks also to my friends in
Southampton, from back home and from Oxford for your all your support over
the years. I’m especially grateful to Becky for her love, support and continuing
friendship, to Sus for always being there for me and to Hayley for the many great
times we’ve shared.
Finally, I would like to thank my family, especially Mum, Dad and Colin for
their unconditional love and all the support and encouragement they have given
me over the years.Chapter 1
Introduction
1.1 The Importance of Photovoltaics
Satisfying the world’s increasing demand for energy is one of the key challenges
we face as a society. The latest International Energy Outlook (IEO2008) predicts
that world energy demand will increase by 50% from 2005 to 2030 (see Figure
1.1), driven by increasing populations and growing economies, especially amongst
newly industrialized countries such as China and India [1]. Fossil fuels are ﬁnite
and the search for alternatives is motivated by increasing concern over the nega-
tive eﬀects on climate change caused by CO2 emissions. The photovoltaic eﬀect,
discovered by Becquerel in 1839, is the generation of a voltage in a material by the
absorption of light [2]. Directly harnessing the energy from the sun by exploiting
the photovoltaic eﬀect is one such clean and renewable alternative to fossil fuels.
The ﬁeld of photovoltaics (PV) has undergone dramatic growth in recent years, as
shown in Figure 1.2, with annual production capacities currently around 4 GW. A
recent survey of planned production capacity (Figure 1.3) reveals that this trend
will continue, exceeding 40 GW by 2012, making PV increasingly important in
the challenge to meet the growing energy demand.
To ensure PV becomes competitive in the energy market, the cost of solar
electricity must decrease from its current value (residential, as of Jan 2009) of
37.48 US cents per kWh (¢/kWh) [4] towards that of the electricity utility tariﬀ
of around 10 ¢/kWh [5]. There are two ways to achieve this:
1. Reduce production costs.
2. Increase device eﬃciency.
Research into the ﬁrst of these involves reducing the amount of semiconductor ma-
terial used in a cell by employing so-called “2nd generation” thin ﬁlm technologies,
11.1 The Importance of Photovoltaics
Figure 1.1: Chart of world marketed energy consumption for 1980-2030, from
IEO2008 [1] (BTU = British Thermal Unit, 1 BTU = 1055 J).
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Figure 1.2: World PV cell and module production from 1990 to 2007, from [3].
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Figure 1.3: World PV cell and module production 2006 and 2007, and
planned production capacity until 2012, from [3] (P=Production, C=Capacity and
PC=Planned Capacity).
as opposed to “1st generation”, silicon wafer-based devices. Production costs can
also be reduced by developing more eﬃcient manufacturing processes and by ex-
ploiting economies of scale. The alternative is to pursue device eﬃciency increases
by identifying loss mechanisms in existing technologies and working on ways to
minimise them.
The maximum possible eﬃciency of a solar cell can be estimated from a thermo-
dynamic viewpoint, by considering the conversion of heat from the sun, modelled
as a black body at a temperature of 6000 K, to the cell at 300 K. This results in
an eﬃciency of 95% (the Carnot eﬃciency), or, by a more detailed analysis, 93.3%
(the Landsberg eﬃciency) [6]. Real solar cells do not approach these theoretical
limits due to losses in the conversion process. To understand these losses, and so
develop methods of minimising them, we must ﬁrst understand how sunlight is
converted into electricity in a solar cell. Solar cells have been made from many dif-
ferent materials but the most important devices are currently wafer-based, silicon
solar cells, the ﬁrst of which was developed in 1954 [7], and which now constitute
approximately 90% of current PV production capacity [3].
31.2 Silicon Solar Cells
1.2 Silicon Solar Cells
The general features of a single crystal silicon solar cell are shown in Figure 1.4.
Key to the device operation is the junction between p-type silicon, which is doped
with acceptor impurity atoms so that it contains an excess of positively charged
carriers (holes), and n-type silicon, which is doped with donor atoms and so con-
tains an excess of electrons. The p-n junction is formed by diﬀusing a donor
species (e.g. phosphorus) into a p-type substrate. Electrons from the n-type ma-
terial diﬀuse into the p-type material and holes from the p-type material diﬀuse
into the n-type material, creating a region around the junction that is depleted of
carriers (depletion region). However, this exposes ﬁxed positive charges on the n
side and ﬁxed negative charges on the p side which leads to the creation of a ﬁeld
(built-in ﬁeld) that acts to oppose this diﬀusion current. An equilibrium is estab-
lished in which the diﬀusion current is exactly balanced by the drift of carriers in
the opposite direction due to the built-in ﬁeld (Figure 1.5).
Figure 1.4: Diagram showing the general features of a single crystal silicon solar
cell.
If electrical contacts are added and a voltage, V , is applied, the device ex-
hibits rectifying behaviour and the current, Id, passing through the device can be
described by the ideal diode equation:
Id = I0
 
eqV /kT − 1
 
, (1.1)
where I0 is the reverse saturation current, k is the Boltzmann constant and T
is temperature. The form of this equation is plotted as the red curve in Figure
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Figure 1.5: The band diagram of a p-n junction showing directions of diﬀusion
and drift of holes and electrons and generation of e-h pairs in both p and n sides
of the junction.
1.6a. Applying a forward bias opposes the built-in ﬁeld and so lowers the diﬀusion
barrier, resulting in an exponential increase in the diﬀusion current with applied
voltage. Conversely, applying a reverse bias adds to the built-in ﬁeld and so
increase the diﬀusion barrier. The diﬀusion current is reduced exponentially with
applied voltage, leaving only the drift current, which in the dark remains small as
it is limited by the diﬀusion of minority carriers, of which there are few, into the
depletion region.
A solar cell is eﬀectively an unbiased diode that is exposed to light from the
sun. This light is absorbed in the silicon by the excitation of an electron from the
valence band into the conduction band, which creates a mobile electron-hole pair.
The minority carriers diﬀuse to the depletion region where they experience the
built-in ﬁeld which sweeps them to the opposite side of the junction. Under open
circuit conditions, the separation of carriers leads to the build up of a voltage across
the junction, termed the open-circuit voltage (Voc). If the n and p regions are
connected by a resistance-free current path, a current will ﬂow, termed the short-
circuit current, Isc, to balance the ﬂow of minority carriers across the junction. If
a load is added to the circuit, power can be extracted from the device.
In eﬀect, the injection of minority carriers due to the absorption of photons
adds to the drift current and this can be incorporated into the diode equation as
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Figure 1.6: (a) Graph showing the I-V characteristics of an ideal solar cell in
darkness (red curve) and under illumination (green curve). The ﬁll factor is the
ratio of the areas of the blue and orange rectangles; (b) Equivalent circuit for an
ideal solar cell from [8], consisting of a current source producing a current IL, and
a diode through which a current Id ﬂows. The remaining current, I, ﬂows through
the load, driven by the voltage created by the separation of carriers at the junction.
an illumination current, IL. A solar cell can then be represented by an equivalent
circuit (Figure 1.6b) as a current generator and a diode, with I-V characteristics
described by
I = Id − IL (1.2)
= I0
 
eqV /kT − 1
 
− IL (1.3)
The illumination current shifts the I-V curve downwards, creating a region in
the bottom right-hand quadrant of the graph from which power can be obtained
(see Figure 1.6a). The open circuit voltage (Voc) and short circuit current (Isc) are
the intercepts of the green I-V curve with the voltage and current axes respectively.
The maximum power rectangle is deﬁned by the voltage and current values (Vp and
Ip) of the maximum power point, which is reached by optimizing the resistance of
the load to draw the maximum power from the circuit. The ratio of the area of
the maximum power rectangle to the area of the VocIsc rectangle is termed the ﬁll
factor (ff) and the closer this value is to unity, the better the quality of the solar
cell.
ff =
VpIp
VocIsc
(1.4)
The energy conversion eﬃciency, η, is ratio of the maximum electrical power
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obtained from the cell, Pp, to the incident light power, Pi i.e.:
η =
Pp
Pi
=
Vp.Ip
Pi
=
ff.Isc.Voc
Pi
(1.5)
1.3 Losses in PV
1.3.1 Intrinsic Losses
The method for converting solar radiation into useful electricity introduces intrin-
sic losses which result in eﬃciencies of real devices being much lower than the
Carnot or Landsberg thermodynamic eﬃciencies introduced in §1.1. Firstly, the
introduction of an energy gap into the process means that incident photons with
energies less than the band gap cannot excite valence electrons into the conduction
band and so this energy is lost. Secondly, the extra energy imparted to an elec-
tron by a photon with an energy above the band gap, is lost to the lattice through
thermalization, so that the useful energy contributed by each photon is only equal
to the band gap. Shockley and Queisser showed that this mismatch between the
solar spectrum experienced on Earth, which extends from wavelengths of about
300 nm into the near infra red (see Figure 1.7), and a single band gap cell, limits
the ultimate eﬃciency of a solar cell with an ideal band gap (of 1.1 eV) to 44% [9].
A third intrinsic loss is that of radiative recombination, which is the relaxation of
an electron back into the valence band, with the excess energy released as a pho-
ton. This radiative current subtracts from the current available for useful work.
When this is accounted for, together with a consideration of the size of the solar
disk as experienced from Earth, the eﬃciency limit for an ideal solar cell at 1 sun
intensity (i.e. no concentration) is calculated to be approximately 31% [9, 10]
So called “3rd generation” PV concepts aimed at tackling these intrinsic eﬃ-
ciency limits include the generation of multiple electron-hole pairs per incident
photon and extracting energy from “hot carriers” before they have chance to
thermalize with the lattice. They also include tandem cells and exploitation of
impurity PV eﬀects in multiband solar cells [12].
1.3.2 Extrinsic Losses
In practice, conventional single band gap solar cells suﬀer from other losses that
prevent them even reaching the Shockley-Queisser eﬃciency limit of 31%. These
extrinsic losses fall into two categories: electrical and optical losses.
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Figure 1.7: AM 1.5 Reference total solar spectrum (ASTM G173-03), from [11].
AM stands for “Air Mass”, and is a measure of the path length of sunlight through
the earth’s atmosphere, where AM = 1/cosθ and θ is the angle of the sun from
vertical, i.e. AM 1 is for when the sun is directly overhead. AM 1.5 is often used
for a standard terrestrial solar spectrum.
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1.3.2.1 Electrical Losses
The properties of real solar cells diﬀer from those represented in the ideal equiva-
lent circuit shown in Figure 1.6a due to non-ideal diode behaviour resulting from
recombination in the depletion region. This can be included in an equivalent circuit
representation by using two diodes to separate the contributions to current from
recombination in the neutral regions (∝ exp(qV/kT)) and from recombination in
the depletion region (∝ exp(qV/2kT)) [13], as shown in Figure 1.8. Resistors can
also be added to account for series (Rs) and parallel or shunt (Rp) resistances. Se-
ries resistance arises due to resistance of the silicon material, contact resistance at
the silicon-metal interfaces and resistance of the metal contacts. Shunt resistance
develops due to recombination of carriers, both at surfaces and in the bulk, before
they can contribute to the output current which could be caused by non-radiative
recombination and/or electrical shorts. The cell equation is modiﬁed accordingly
[8]:
I = Id1 + Id2 + Ir − IL (1.6)
= I01
 
e
q(V +IRs)
kT − 1
 
+ I02
 
e
q(V +IRs)
2kT − 1
 
+
V + IRs
Rp
− IL (1.7)
Alternatively, a single diode can be used, with a non-ideality factor, n, of between
IL
I
Id1 Id2
Rp
Rs
Ir
Figure 1.8: Equivalent circuit for an non-ideal solar cell, from [8].
1 and 2 in the denominator of the exponential term, leading to:
I = I0
 
e
q(V +IRs)
nkT − 1
 
+
V + IRs
Rp
− IL (1.8)
These parasitic resistances manifest as a decrease in the ﬁll factor of a cell and
careful cell design to maximise Rp and minimise Rs is crucial for achieving high
eﬃciencies.
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Recombination at the surface is of particular concern to solar cell designers.
The presence of a surface causes a departure from the symmetry of the crystalline
lattice, leading to non-terminated “dangling” bonds. These form defect states in
the band gap that act as trapping centres and so aid recombination of electrons
and holes [14]. Carriers that recombine before they are collected do not contribute
to the current produced by the cell and so minimising surface recombination is
essential in solar cell design. It can be shown, using the Shockley-Read-Hall theory
[15], that the surface recombination rate is proportional to
(a) the defect density at the surface and
(b) the concentration of free carriers at the surface.
Therefore, eﬀorts to reduce surface recombination tackle one or both of these
factors. For example, the addition of a thin layer of a passivating material such
as SiO2 will act to saturate the dangling bonds and so reduce the surface defect
density. Positive charges in the oxide layer will also repel positive carriers, de-
creasing the concentration of holes at the surface in a process known as ﬁeld-eﬀect
passivation [16]. For the back surface of a cell, an anneal is often performed to
allow the diﬀusion of aluminium from the back contact into the silicon, creating
a doping proﬁle and so an electric ﬁeld (called a back-surface ﬁeld) which forces
electrons away from the surface and hence reduces surface recombination [17].
1.3.2.2 Optical Losses
Optical losses have a direct eﬀect on the photogenerated current, IL, because they
reduce the number of electron-hole pairs created. The three sources of optical loss
in a solar cell are:
1. Shading by top contacts.
2. Incomplete absorption of light by material in the cell.
3. Reﬂectance from the top surface.
Research into minimizing shading losses focuses on reducing, or completely elim-
inating, the surface area covered by top contacts, whilst maintaining a low series
resistance. Examples include buried contact cells [18] and interdigitated back con-
tact cells [19]. Incomplete absorption, particularly a problem in thin ﬁlm silicon
cells, can be reduced through light-trapping schemes which involve texturing a
surface to force light to travel through more material per pass and to undergo
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multiple passes through a cell as a result of total internal reﬂection [20]. The
third optical loss, that of reﬂectance from the top surface, is the subject of this
thesis.
It can be shown using the Fresnel Equations that, for normal incidence, the
reﬂectance, R, from an interface between two materials with refractive indices of
n1 and n2 respectively is given by [21] (See Appendix 8.2 for derivation):
R =
       
n2 − n1
n2 + n1
       
2
(1.9)
For absorbing materials, the reﬂectance is given by replacing the n terms in equa-
tion 1.9 by a complex refractive index,   n, where
  n = n − ik (1.10)
The imaginary component, k, describes absorption in the material and is often
referred to as the extinction coeﬃcient. The reﬂectance is then given by:
R =
 
     
  n2 −   n1
  n2 +   n1
 
     
2
=
(n2 − n1)
2 + (k2 + k1)
2
(n2 + n1)
2 + (k2 + k1)
2 (1.11)
Equation 1.9 shows that the larger the diﬀerence between the refractive indices
of the two materials, the greater the reﬂectance at the interface between them.
This is analogous to impedance matching in electrical circuits whereby if the source
and load impedances do not match, some of the power is reﬂected from the load.
The real part of the refractive index for silicon, n, ranges from 3.5 to 6.9 over
wavelengths in the range 300 to 1200 nm, which is high compared to materials
such as glass and ethylene vinylacetate (EVA), that typically surround a solar
cell in a module (Figure 1.9), for which n is approximately 1.5 (see Figure 1.10).
This leads to a normal incidence reﬂectance for an air-silicon interface, which
is important for laboratory cells, of between 31 and 61% and for an EVA-silicon
interface, found in encapsulated cells, of between 16 and 46% (see Figure 1.11). As
will be shown in Chapter 3, the reduction in short-circuit current due to reﬂectance
losses if no antireﬂection (AR) scheme is employed is approximately 36.2% for a
laboratory cell and 19.5% for an encapsulated cell. These high values highlight
the need for eﬀective methods of reducing reﬂectance losses.
The focus of this thesis will be how to minimise the reﬂectance of silicon solar cell
materials and so potentially increase the photocurrent generated by a solar cell.
Traditional methods of antireﬂection include the use of destructive interference
in the form of thin ﬁlm coatings and the forcing of light to undergo multiple
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Figure 1.9: Cross section through a typical photovoltaic module, showing ethylene
vinylacetate (EVA) and glass encapsulant materials which provide protection from
moisture that would quickly corrode the contacts of a cell.
reﬂections by texturing on the micron-scale. These are being challenged by new
antireﬂection schemes, inspired by Nature’s answer to unwanted reﬂectance from
the eyes and wings of some species of moth. These so called biomimetic “moth-
eye” surfaces consist of arrays of pillars with dimensions below that of incident
light. They act as a graded index layer which smooths the transition between
two adjacent media, reducing reﬂectance to a very low level. The applicability
of such surfaces to solar cells is assessed by analysing how well reﬂectance of the
useful part of the solar spectrum is reduced. This analysis accounts for variations,
over the course of a day, of the angular and spectral properties of incident solar
radiation.
1.4 Structure of Report
In Chapter 2, a review of the literature on antireﬂective techniques used for so-
lar cells is presented. Simulations on traditional, thin-ﬁlm based antireﬂective
schemes are then described in Chapter 3, and a novel optimization procedure that
accounts for the variation in incident solar spectra throughout a day is presented.
This is followed, in Chapter 4, by simulations of arrays of biomimetic moth-eye
structures as alternatives to antireﬂective thin ﬁlms for silicon solar cells. Fab-
rication of such arrays using a technique based on electron beam lithography is
then described in Chapter 5, together with reﬂectance measurements and compar-
isons with theoretical results. Chapter 6 explores the use of the potentially more
scalable nanoimprint lithograthy process for silicon moth-eye fabrication, before
conclusions are drawn and areas for further work are highlighted in Chapter 7.
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Figure 1.10: The variation with wavelength of the real (n) and imaginary (k)
parts of the refractive index for various materials used in a solar cell module. The
silicon refractive index values were taken from [22] (the peak at around 370 nm is
attributed to the onset of direct transitions across the band gap [23]). Refractive
index values for EVA and B270 glass were taken from Nagel et al. [24]. The inset
shows the detail of the k curve for EVA. Note that n for glass and n for EVA are
almost identical and k for glass is negligible over this wavelength range.
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Figure 1.11: Reﬂectance spectra for various interfaces that are important in solar
cell design. Values were calculated using the Fresnel equation for normally incident
light, accounting for complex refractive indices (equation 1.11).
14Chapter 2
Literature Review:
Antireﬂection for Photovoltaics
In this literature review, various methods of achieving antireﬂection (AR) for solar
cells will be explored, from the conventional thin-ﬁlm antireﬂection coatings and
micron-scale surface texturing to more recent ideas of texturing on a scale below
the wavelength of light. Firstly however, the mechanisms by which these AR
schemes operate are described.
2.1 Antireﬂection Mechanisms
2.1.1 Destructive Interference
In electromagnetic wave theory, when two or more light waves overlap, according
to the principle of superposition, the resultant electric ﬁeld intensity is equal to
the vector sum of the intensities from each wave. Consequently, if two waves are
half a cycle out of phase with respect to one another, superposition results in the
canceling out of their electric ﬁeld intensities- the resultant intensity is zero. This
is called destructive interference and is the fundamental mechanism behind the
common usage of simple thin ﬁlm coatings to reduce reﬂection at an interface.
Thin ﬁlm antireﬂection coatings (ARCs), consisting of one (Single-layer ARC or
SLAR), two (Double-layer ARC or DLAR) or more than two (Multi-layer ARC)
thin ﬁlm layer(s) of materials with a refractive index in between those of the two
media either side of the interface, cause destructive interference between beams
reﬂected from each interface. This results in a minimising of the intensity in the
reﬂected beams of a particular wavelength for which the coating is designed.
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(a) (b)
Figure 2.1: Light reﬂected from one part of a textured surface is directed to a
diﬀerent part of the surface and so is incident more than once onto the surface of
the solar cell, resulting in more light being coupled into the cell: (a) for pyramid-
type texturing schemes; (b) for well-type texturing schemes.
2.1.2 Multiple Reﬂections
Texturing with either regular, geometric features, such as pyramids, or more ir-
regular, random features can lead to a reduction of reﬂection through a multiple
reﬂection mechanism. One manifestation of this occurs when light reﬂected from
one part of a textured surface is directed onto a diﬀerent part of the surface and so
is incident more than once on the surface of the solar cell, resulting in more light
being coupled into the cell (see Figure 2.1). When considering solar cell modules,
the presence of a glass cover can lead to another multiple reﬂection eﬀect: that of
total internal reﬂection (TIR) at the EVA-glass or glass-air interfaces as a result of
the larger propagation angle of light reﬂected from a textured surface compared to
a planar one (Figure 2.2). Light is directed back towards the cell by TIR, resulting
in greater transmission of light into the cell.
2.1.3 Graded Index
Removing the step change in refractive index at an interface by texturing it with
features on the subwavelength scale can be used to minimise reﬂection. Most of
the solar spectrum lies within the visible range (0.4 - 0.7  m). When light from
the sun interacts with structures of dimensions much below this range, it behaves
as if it were encountering a homogeneous medium whose optical properties are a
weighted spatial average of the proﬁle’s optical properties. If the subwavelength
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Figure 2.2: The angle at which the incident light is propagating is changed by
reﬂection from a textured surface such that it now undergoes TIR at the glass
interface and is directed back towards the cell.
features are regular in size and arrangement, we have what is known as a zero order
diﬀraction grating because all the higher orders are evanescent and only the zero
order propagates [25]. Consequently, a surface textured with ridges smaller than
the wavelength of light will interact with the light as if it had a single layer ARC
of refractive index governed by the ratio between the ridges and channels (Fig-
ure 2.3a). Likewise, a stepped proﬁle will act as a multilayer ARC (Figure 2.3b)
and a tapered proﬁle will behave as an inﬁnite stack of inﬁnitesimally thin layers,
introducing a gradual change in refractive index from one medium to the other
(Figure 2.3c). This eﬀectively smooths the transition between one medium and an-
other, ensuring that incident light does not encounter a sudden change in refractive
index which would cause a proportion to be reﬂected. Another way to understand
this is to imagine that the subwavelength-structured surface is an inﬁnite stack
of inﬁnitesimally thin layers, and so destructive interference between reﬂections
from each layer cancels out all reﬂected light, maximizing the proportion of light
transmitted.
A graded refractive index can also be achieved more directly in some material
systems, for example silicon oxynitride [26], by altering the gas ﬂow rates during
growth. However, the range of possible refractive indices is more limited than with
the subwavelength texturing approaches.
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Figure 2.3: Subwavelength proﬁles and their analogous refractive index proﬁles, as
experienced by incident light: (a) ridged proﬁle; (b) stepped proﬁle; (c) triangular
proﬁle.
2.1.4 Light Trapping
Even light that initially enters the cell can still be lost if it is not absorbed as it
passes through the cell. This becomes increasingly important for thin ﬁlm devices
and for higher wavelength light, which is poorly absorbed by silicon. A 1 cm
thick piece of silicon will absorb 99% of all light of wavelength 1.1  m but reduce
the silicon to a thickness of 35  m and only 2% of the light is absorbed [27].
This light is often the cause of a high reﬂectance value for the infrared part of the
spectrum. The solution to this is light trapping, in which, by refraction, diﬀraction
or scattering, light is forced to travel through more material per pass and to
undergo multiple passes through the cell as a result of total internal reﬂection.
Some AR techniques also lead to light trapping and so a further reduction in
reﬂectance in the infrared.
2.1.5 Mechanism Applicability
Destructive interference is the mechanism through which thin ﬁlm ARCs operate
and these will be reviewed in Section 2.3, before proceeding to texturing from
Section 2.4 onwards.
When discussing texturing, the scale of the features dictates which AR mech-
anisms are active. Figure 1.7 shows that the solar spectrum extends over a range
of wavelengths from 300 nm into the near infrared (≈ 4000 nm). Silicon solar
cell researchers are mainly concerned with the portion of this spectrum covering
energies greater than the band gap of silicon, at 1.12 eV. This corresponds to light
with wavelengths below 1.1  m. In this report, ﬁrstly, micron-scale texturing,
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which refers to features larger than the wavelength range of the solar spectrum
useful to silicon, will be explored. The AR mechanisms at work in this regime
are based on reﬂection and refraction. Light trapping is also achieved through the
altering of the angle at which the light propagates through the cell by virtue of
the inclined surfaces of the texture features. Sub-micron-scale texturing, which
describes features on the wavelength and sub-wavelength scales, will then by in-
vestigated. In this regime, scattering in reﬂection or transmission will occur for
wavelengths near to the feature size, whereas graded-index eﬀects will become
important for wavelengths signiﬁcantly larger than the feature size.
2.2 Digitizing Published Graphs
Quantitatively comparing the various antireﬂection schemes reported in the litera-
ture is complicated by the diﬀerences in characterization methods used by diﬀerent
authors. For example, one group may report a weighted reﬂectance of 10% for
a particular textured surface whereas another may state the absolute reﬂectance
within a certain wavelength range is < 5%. A graph presented in most papers
is that of hemispherical reﬂectance versus wavelength and this will be used as a
comparison between the various AR schemes discussed. These plots were traced
and converted into tables of values from which graphs from diﬀerent papers could
be grouped together and compared on the same set of axes. The tracing process is
illustrated in Figure 2.4. These compiled graphs are presented at the end of each
section and used for the calculations of weighted reﬂectance presented in §2.6.
2.3 Practical Thin Film Antireﬂection Coatings
2.3.1 Optical Properties
Practically all silicon solar cell designs incorporate some form of thin ﬁlm to act as
an antireﬂective coating by causing destructive interference of light reﬂected from
the interfaces in the layered structure. For a single layer ARC (SLAR) of refractive
index n1 and thickness d1 on silicon (See Figure 2.5), optimum antireﬂection for
light of wavelength λ, at normal incidence, is achieved when:
n1d1 =
λ
4
and n1 =
√
n0nSi (2.1)
where nSi is the refractive index of the silicon substrate at the design wavelength
and n0 is the refractive index of the surrounding medium. Note that in this
analysis, the complex nature of the refractive index has been neglected. The
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Figure 2.4: Process for digitizing reﬂectance vs. wavelength curves from the liter-
ature: 1. Copy graph into CorelDraw; 2. Trace around relevant curve and axes;
3. Export trace as a bitmap; 4. Use digitizing script in Matlab to obtain values of
reﬂectance vs. wavelength (the example graph used here was obtained from [28]).
optimization is usually performed for a wavelength corresponding to the peak in
the solar spectrum (≈ 600 nm), for which the extinction coeﬃcient for silicon is
small (k ≈ 0.02, see Figure 1.10) and so can be neglected. The ﬁrst condition
in equation 2.1 is derived by tuning the thickness so that light reﬂected from
the coating-silicon interface travels a distance equal to half a wavelength more
than light reﬂected from the air-coating interface. When the two waves meet
again, one will be 180◦ out of phase with the other and so they will destructively
interfere. The second condition in equation 2.1 is reached by noting that for
complete destructive interference, the amplitudes of the waves must be equal, i.e.
from equation 1.9:
n1 − n0
n1 + n0
=
n2 − n1
n2 + n1
(2.2)
Solving for n1 leads to the second condition in equation 2.1. This approach is anal-
ogous to impedance matching in electrical systems, in which quarter wavelength
transmission lines are used to join two components with diﬀerent impedances and
avoid reﬂections and so power loss [29].
DLARs operate on the same principles as SLARs but with the two minima in
the reﬂectance spectra, they can be designed to exhibit a low reﬂectance over a
broader wavelength range, with the added beneﬁt of AR performances that are
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Figure 2.5: Schematic of the operation of (a) single layer ARC and (b) double
layer ARC.
air-Si EVA-Si air-glass
SLAR n1 1.985 2.431 1.225
SLAR d1 (nm) 75.6 61.7 122.5
DLAR n1 1.580 2.070 1.145
DLAR n2 2.495 2.856 1.310
DLAR d1 (nm) 95.0 72.5 131.0
DLAR d2 (nm) 60.1 52.5 114.5
Table 2.1: Optimum refractive index and thickness calculations using equations
2.1–2.4 for SLARs and DLARs for air-silicon, EVA-silicon and air-glass interfaces
for light of wavelength 600 nm.
less sensitive to variations in layer thickness compared to SLARs. For a double
layer ARC (DLAR), it can be shown that the optimum refractive indices, n1 and
n2, where layer 1 is the top layer, are calculated using [30]:
n3
1 = n2
0nSi and n3
2 = n0n2
Si (2.3)
The corresponding optimum thicknesses, d1 and d2, are given by:
d1 =
λ
4n1
and d2 =
λ
4n2
(2.4)
For solar cell applications, the design wavelength is usually chosen to be at the
peak in the solar spectrum, i.e. ≈ 600 nm. Taking nSi at 600 nm to be 3.941,
the optimum refractive indices and thickness for SLARs and DLARs at an air-
silicon (n0 = 1) and a EVA-silicon (n0 = 1.5) interface have been calculated (see
Table 2.1).
Research in this area has been focused on growing materials with refractive
index values as close as possible to these optima. This is more diﬃcult for the air-
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glass interface because few suitable materials exist with the required low refractive
index. Fortunately, with a refractive index change of only ≈0.5, reﬂectance from
an air-glass interface is less of a problem than from the interface with silicon.
MgF2 is commonly used as it has a relatively low refractive index of 1.384 along
with a low absorption, high durability and high resistance to chemical attack [31].
For an air-Si interface, the optimum refractive index for a single-layer ARC is
approximately 1.99. Cerium oxide (CeO) is identiﬁed by Zhao and coworkers as
having a near optimum refractive index of 1.953 but no other data could be found
on this material. Cerium dioxide (CeO2) has a higher refractive index with values
of between 2.467 and 2.780 obtained for radio frequency sputtered ﬁlms at various
deposition temperatures [32]. It is therefore more suitable for the bottom layer
in DLARs. Similarly, zinc sulphide (ZnS), with a refractive index of ≈2.33 is also
used in DLARs [33], most notably in combination with MgF2 for the Passivated
Emitter and Rear Locally-Diﬀused (PERL) cell, which holds the world record for
eﬃciency of a single junction silicon solar cell at 24.7% [28, 34]. Absorption in the
UV is relatively high for ZnS, however it is still an eﬀective ARC material because
of the low solar irradiance in this part of the spectrum.
Stoichiometric silicon nitride (Si3N4), grown by Low Pressure Chemical Vapour
Deposition (LPCVD), has a refractive index between 1.91 and 2.17 over the 300-
1240 nm wavelength range [35]. It also has negligible absorption over this range, an
obvious additional requirement for any ARC, and is used in BP Solar’s buried con-
tact solar cell technology [36]. Depositing silicon nitride using Plasma-enhanced
Chemical Vapour Deposition (PECVD) oﬀers more ﬂexibility in refractive index.
By changing the NH3/SiH4 ﬂow ratio, Nagel et al. grew SiNx layers with refrac-
tive indices measured at 632.8 nm of between 2.62 and 1.85 [24]. Encouraged by
the wide range of refractive index values obtainable with this material, researchers
investigated the possibility of SiNx DLARs [37, 38]. Unfortunately, the extinction
coeﬃcient of the SiNx ﬁlms increases with increasing silicon content and so the
performance of such DLARs is limited by absorption in the bottom layer.
Another commonly-used ARC material with variable optical properties is ti-
tanium dioxide (TiO2). In this case, instead of varying the stoichiometry, the
refractive index can be tuned by altering the density and phase of the mate-
rial through diﬀerent deposition conditions and by post-deposition sintering [39].
TiO2 can exist as three diﬀerent phases: low deposition temperatures lead to an
amorphous ﬁlm; increasing the deposition temperature or annealing above 350 ◦C
results in the metastable crystalline phase of anatase, with a maximum (single
crystal) refractive index at λ=600 nm of 2.532 [40]. Sintering above 800 ◦C leads
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to the formation of the stable crystalline rutile phase, with a maximum refractive
index at λ=600 nm of 2.70 [41]. The ﬁlm density also increases with sintering
temperature and time, leading to an increase in refractive index. In the presence
of high concentrations of water vapour, porous ﬁlms with lower refractive index
values can be formed. Richards and colleagues used ultrasonic spray hydrolysis
to create an anatase TiO2 ﬁlm with a refractive index of 2.44, which is near op-
timum for a SLAR at an EVA-silicon interface [42]. Using Atmospheric Pressure
Chemical Vapour Deposition (APCVD), Richards has also shown that thin ﬁlms
of TiO2 with refractive indices (at λ=600 nm) varying from 1.52 for a porous ﬁlm
to 2.63 for a dense, rutile ﬁlm can be grown [39]. This remarkable range of refrac-
tive indices for one material inspired the design of a TiO2 DLAR, with a dense,
high n bottom layer and a porous, low n top layer. Near optimum values for an
air-silicon interface of n1 = 1.52 and n2 = 2.489 were achieved. For a encapsulated
cell, the optimum n2 is too high at 2.856 to be achieved with even the most dense
TiO2 layer and the best the authors obtained was a DLAR with n1 = 1.95 and
n2 = 2.63. The modelled weighted reﬂectance (which is the reﬂectance weighted
by the photon ﬂux density of the solar spectrum) of an encapsulated surface with
this DLAR is 7%, which is impressively low considering that this includes 4.3%
absolute reﬂectance from the glass cover.
Bendavid et al. report an even higher refractive index of 2.72 for a TiO2 layer
grown by ﬁltered arc deposition, showing potential for even better AR performance
in the form of a bottom layer of an all-TiO2 DLAR [43]. Some reports suggest
that TiO2 ﬁlms can suﬀer from high absorption in the UV [44], however Richards
argues that this is probably due to lack of oxygen during growth that results in non-
stoichiometric, TiOx ﬁlms and that in stoichiometric TiO2 ﬁlms, UV absorption
in the EVA encapsulant layer dominates over any absorption by the TiO2 [45].
Silicon dioxide is non-absorbing over the wavelength range 300–1240 nm but
it has a refractive index of 1.46 which is too low for good performance in encap-
sulated cells. However, it has been widely used as an SLAR for unencapsulated
laboratory cells, for example, the original buried-contact designs featured a SiO2
SLAR [46]. It also has a refractive index close to the optimum for the top layer
of a unencapsulated DLAR.
2.3.2 Surface Passivation
The main beneﬁt of using thermally grown SiO2 for an ARC is that it confers
excellent surface passivation to silicon. Defect states within the bandgap cause
recombination losses in silicon and the highest concentrations of defect states are
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found at the surface due to the presence of non-terminated, “dangling” bonds.
Growing a thermal oxide (or other suitable passivating layer) results in termination
of these defect states and so a reduction in recombination losses. An additional
mechanism also operates whereby positive charges within the oxide repel holes
from the surface and so hinder the recombination of carriers, which must involve
both electrons and holes [14].
Many of the other surfaces considered above, namely ZnS, TiO2 and Si3N4,
provide negligible surface passivation [24, 39, 47, 48] and so are often combined
with a thin layer of SiO2. Surface recombination velocities of less than 10 cm/s
have been reported for a silicon surface passivated with a thermally grown oxide
[49].
PECVD silicon nitride ﬁlms can also be very eﬀective for surface passivation,
with a record low value of surface recombination velocity of 4 cm/s being reported
[50]. Alas, the best passivating nitride ﬁlms are those with a high silicon content,
and so a correspondingly high extinction coeﬃcient which leads to unacceptable
absorption in the ﬁlm [24]. There are some reports of good passivation with silicon-
poor SiNx ﬁlms [51], but the authors concede that the ﬁlm suﬀers from a poor
thermal stability, with passivation properties degrading during high temperature
processing. A very thin layer of SiO2 can be used in conjunction to overcome this
problem [51, 52, 53].
2.3.3 Other Thin Film Considerations
A high chemical resistance is a requirement of thin-ﬁlm coatings for solar cells
because cleaning, etching and metal plating processes, involving a variety of acids
and bases, are often performed after the coating has been deposited. Most of the
ﬁlms mentioned above exhibit excellent chemical resistance, with notable excep-
tions being the susceptibility of SiO2 to HF and ZnS to any water-based solutions.
TiO2 is highly resistant to chemical attack in its crystalline phases of anatase
or rutile, but its amorphous phase exhibits poor chemical resistance [45]. Phase
changes and general thermal expansion coeﬃcient mismatches between layers can
also lead to stress-induced cracking and peeling of the ﬁlms during high temper-
ature processing. For industrial cells, cost also needs to be considered. Growing
high quality thermal oxide requires heating to around 1000 ◦C for extended periods
of time. In the BP Solar buried-contact process, Si3N4 is deposited at tempera-
tures of 700-800 ◦C for 0.5-1.5 hours per batch [54]. These massive thermal budgets
substantially increase the cost of the cell. Films that can be deposited at lower
temperatures, for example sputtered or PECVD deposited SiNx and TiO2 ﬁlms
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deposited by spray pyrolysis or APCVD are therefore advantageous.
Thin ﬁlm coatings are used throughout PV as a means of antireﬂection but
they are not a perfect solution. Optical properties of ﬁlms are heavily dependent
on deposition conditions and fabricating thin ﬁlms with the optimum refractive
indices and mechanical and thermal properties is tricky. The performance of single
layer ARCs is very wavelength dependent, and only optimum for the particular
wavelength to which the thickness of the coating is tuned. This does not pose a
problem for laser applications but for solar cells, which operate with light from a
broad frequency range, it is not ideal. The use of multilayer ARCs addresses this
issue but these coatings suﬀer from other problems: Thermal expansion coeﬃcient
mismatches and general poor interface properties can cause thin ﬁlms to detach
from the substrate, a problem that increases with increasing number of layers.
Another issue with layered ARCs is that diﬀusion of material can cause mixing
between the layer(s) and the substrate and so degradation of the ARC properties
and electronic properties of the cell.
Plots of reﬂectance versus wavelength from papers reporting various experi-
mentally-realized thin ﬁlm ARCs on planar silicon surfaces are presented in Fig-
ure 2.6. The SLARs clearly exhibit a single minimum, reaching near-zero for the
coatings for which the optimum refractive index is achieved (namely TiO2 [39]
and SiNx [55]), with reﬂectance rising steeply for wavelengths either side of this.
The DLARs exhibit double minima and so a broader band AR eﬀect, the best
performing examples aﬀording reﬂectances less than 5% over an large part of the
visible and near infra-red spectrum.
Thin ﬁlm ARCs are often combined with surface texturing on the micron-scale.
The next section will explore the various methods used to texture silicon on this
scale to reduce reﬂectance.
2.4 Micron-scale Texturing
Reﬂectance from a surface can be reduced by texturing with features on the mi-
cron scale and so enabling the mechanism of multiple reﬂections described in
§2.1.2. Texturing on this scale also results in refraction or scattering of the trans-
mitted light and so confers a light trapping eﬀect. For monocrystalline silicon,
anisotropic, alkaline etching is used to create arrays of geometric features (pyra-
mids and grooves). For polycrystalline silicon, isotropic etching and direct ablation
texturing methods are employed, resulting in more randomly-textured surfaces.
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Figure 2.6: Reﬂectance vs. wavelength plots, taken from literature, for thin
ﬁlm ARCs, Bouhafs98:[56]; Schnell00:[55]; Richards03a:[39]; Richards04:[45];
Chen93:[53]; Lee01:[32]; King91:[57]).
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Figure 2.7: Diagram of examples of <100> and <111> planes in a single crystal
silicon wafer with a <100> surface.
2.4.1 Anisotropic, Alkali Etching
The most common form of surface texturing for monocrystalline Si solar cells
involves forming arrays of micron-scale pyramids using an approach pioneered by
the University of New South Wales (UNSW) [58, 59]. For single crystal solar cells,
advantage can be taken of the diﬀering etch rates of certain crystal planes in a
process known as anisotropic etching (see Figure 2.7). A weak alkaline solution will
etch <100> planes much faster than <111> planes. Such an etch treatment on a
wafer with a <100> surface will result in the formation of facets on <111> planes,
creating pyramids, inverted pyramids or grooves, which, through the multiple
reﬂection mechanism, will aﬀord a reduction in the overall reﬂectance.
2.4.1.1 Random Arrays of Pyramids
The use of anisotropic etching for solar cells was ﬁrst reported by Haynos and
colleagues, who textured the top surface of Comsat cells [60]. Their texturing
scheme used hydrazine hydrate as a selective etchant and relied on random nucle-
ation, forming arrays of randomly-arranged micron-scale pyramids on the surface
(see Figures 2.8 and 2.9). They became known as “black cells” because of the
excellent antireﬂection properties conferred by pyramidal texturing through the
multiple reﬂection mechanism. These cells achieved energy conversion eﬃciencies
under standard terrestrial conditions of 17.2%.
The texturing scheme does not require expensive photolithography stages,
which, combined with the excellent antireﬂection and light trapping conferred
by this approach, led to it becoming the texturing scheme of choice for the com-
mercial cells developed after the black cells, including the screen printed [61] and
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Figure 2.8: Schematic of silicon surface textured using anisotropic etching without
a photolithography mask. A random array of micron-scale pyramids is formed.
10 m  
(a)
10 m  
(b)
10 m  
(c)
Figure 2.9: Scanning electron micrographs of silicon surfaces textured with ran-
dom pyramids using: (a) NaOH [63]; (b) NaOH with hydrazine monohydrate
(N2H4,H2O) [63] and (c) Na2CO3 with NaHCO3 [66].
buried contact cells [46]. A detailed study of using KOH for this purpose, by
King and colleagues, concluded that at a temperature of 70 ◦C with mechanical
mixing, the concentration of KOH was not a critical factor in obtaining a suitably
textured surface [57], making re-use of the etch solution possible and so reducing
cost [57]. Kim and colleagues report that the use of ultrasonic waves to enhance
the nucleation rate of the pyramids can result in suitably textured surfaces at re-
duced temperatures and etch times. By applying this technique to solar cells, the
group were able to lower the etch temperature and time by 10 ◦C and 10 minutes
respectively, and achieve a slight increase in cell eﬃciency from 13.8% to 13.92%
[62]. Both King and Kim groups use isopropyl alcohol (IPA) in their etching pro-
cesses. This is typically used to ensure good uniformity of pyramids by reducing
the interfacial energy and so improving the wettability of the surface [63], and by
acting as a complexing agent to dissolve the hydrous silica formed during the etch
reaction [64]. IPA is expensive and a pollutant, so methods of reducing or elim-
inating the need for IPA using hydrazine monohydrate (N2H4,H2O) (Figure 2.9
b) [63], K2CO3 [65], or Na2CO3 (Figure 2.9 c) [66] have been investigated in eﬀorts
to minimise cost.
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2.4.1.2 Regular Arrays of Pyramids
The positions of nucleation sites for the formation of pyramids can be controlled
using photolithography to deﬁne a mask through which anisotropic etching can
proceed. Pyramids can thus be formed in regular arrays and can be upright or
inverted depending on the mask geometry. Developed at UNSW, the Passivated
Emitter and Rear Locally-Diﬀused (PERL) cell, which holds the world record for
eﬃciency of a single junction silicon solar cell (at 24.7%) , employs a regular array
of inverted pyramids as a top surface texturing scheme [28, 34]. In addition to low
reﬂectance over a range of wavelengths, pyramidal schemes also confer excellent
antireﬂection over a range of incident angles up to as high as 80◦ [67]. Diﬀraction
has little eﬀect for these structures because the pyramids are 5–10  m in size and
so visible diﬀractive orders are within a few degrees of the zero order.
The UNSW group have used ray tracing to investigate the eﬀect of varying the
arrangement of pyramids, which inﬂuences the degree of light trapping conferred
by the texture but has little eﬀect on the AR properties of the surface [59, 68].
Encapsulated pyramidal schemes have also been studied and it has been shown
that tilted, non-symmetrical pyramids (See Figure 2.10a) lead to a dramatic re-
duction in reﬂectance compared to standard pyramids if the facets are tilted by
more than 14 ◦. This is due to more light undergoing total internal reﬂection at
the underside of the glass cover and being directed back onto the solar cell (See
Figure 2.10b). Campbell and colleagues describe a possible way of practically re-
alizing tilted pyramids by etching wafers with surfaces that are misaligned from
the crystallographic axes [69]. This could be achieved by slicing the wafers from
the ingot at an angle, however a departure from standard wafers is likely to involve
an increase in cost.
The texturing methods described so far in this section are all suitable for wafer-
based solar cells, i.e. solar cells a few hundred micrometers in thickness, but
problems can be envisaged for attempts to apply these schemes to thin ﬁlm solar
cells. Standard texturing methods cannot be used to form texture features on the
order of 10  m (such as the inverted pyramids on the PERL cells [28]) on thin
ﬁlm Si which is only a few micrometers in thickness. To tackle this issue, Brendel
and colleagues have developed an innovative technique known as the Perforated
Silicon, Psi- or Ψ-process [70, 71].
A monocrystalline wafer is textured using an alkali etch. The surface of this
wafer is then transformed into porous silicon by anodic etching with HF. Epitax-
ial p-type silicon is then grown onto the porous silicon to the desired thickness,
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Figure 2.10: (a) Illustration of a tilted pyramid. An array of these features eﬀec-
tively reduces reﬂection and enhances light trapping; (b)Mechanism of reﬂection
reduction using tilted pyramids in combination with a glass cover: (i) with non-
tilting pyramids, the light exits the cell after one reﬂection, (ii) with pyramids
tilted by ≥ 14 ◦, light undergoes total internal reﬂection at underside of glass cover
and is directed back towards the cell (from [69]).
conforming to the textured substrate. The emitter is formed by diﬀusion through
the top surface, which is then passivated. A metal grid is deposited and a glass
superstrate is attached. The thin ﬁlm solar cell mounted on the glass superstrate
can then be detached from the silicon wafer substrate at the weak porous silicon
layer. Residual porous silicon is removed by ultrasonic treatment and the textured
silicon wafer can be reused as a template for another cell. The cell is completed
by passivating and contacting the back surface. The resultant waﬄe-textured thin
ﬁlm solar cell is shown in Figure 2.11.
The novel cell geometry leads to a reduction in reﬂectance through the multiple
Figure 2.11: Scanning electron micrograph of resulting Si waﬄe made using the
Ψ process (from [71]).
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reﬂectance mechanism (§2.1.2) and an enhancement of light trapping. Modelling
indicates that a cell eﬃciency of 18% is achievable for a cell with a thickness
of only 3  m [72]. The group proceeded to fabricate a solar cell using the Ψ
process but with a random rather than a regular pyramid array to remove the
need for the expensive photolithography stage [73]. The 15.5  m thick device
they fabricated exhibited an eﬃciency of 12.2%, the main limitation being the low
back reﬂectance which caused much of the light to escape out of the back of the
cell after just one pass and so prevented the full potential of the light trapping
properties of the design from being achieved. This was improved to an eﬃciency
of 15.4% by 2003, for a 25.4  m thick device [74]. Cost is still an issue, mainly due
to the expensive epitaxy step; the authors admit that development of a cheaper
Si deposition technique is required before the Ψ process can be used to produce
commercially viable solar cells [75].
Reﬂectance versus wavelength plots from various papers on alkali texturing on
bare silicon are presented in Figure 2.12. Reﬂectances of between 10% and 20%
in the 400–1000 nm wavelength range are achieved, which is a signiﬁcant im-
provement on the 35–40% reﬂectances exhibited by a planar silicon surface. By
combining alkali texturing with thin ﬁlm ARCs, better antireﬂection properties
can be achieved, as shown in Figure 2.13. The minimum reﬂectance is lower com-
pared to textured bare silicon and reﬂectance reduction over a broad wavelength
range is improved compared to thin ﬁlm ARCs on planar surfaces.
Commercial implementation of the non-random pyramid schemes has been
hindered by the extra cost associated with the photolithography stages necessary
for deﬁning the patterns before etching. Consequently, regular arrays of pyramids
are only employed in the very high eﬃciency, high cost solar cell applications (such
as the PERL cell) and random arrays still dominate the low cost, bulk market.
2.4.1.3 Alkali Texturing for Multicrystalline Silicon
Unfortunately, alkali etching is not as eﬀective for light trapping and antireﬂection
on multicrystalline silicon because each grain has a diﬀerent orientation therefore
creating deep, dramatic surface relief is not possible. Consequently, this approach
does not tend to produce low reﬂectance surfaces, with most attempts reporting
little reduction in reﬂection compared to planar surfaces [80, 81]. However, some-
what against the trend, Gangopadhyay et al. report a NaOH textured multicrys-
talline silicon surface having a reﬂectance of between 10 and 20% for a wavelength
range from 450 to 1000 nm [82]. The anisotropic nature of an alkali etch also
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Figure 2.12: Reﬂectance vs. wavelength plots, taken from literature, for alkali
textured bare silicon surfaces, (King91: [57]; Nishimoto00: [66]; Abbott06: [76];
Stocks94: [77]; Papet06: [78]).
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Figure 2.13: Reﬂectance vs. wavelength plots, taken from literature, for alkali
textured silicon surfaces with various ARCs, (King91: [57]; Parretta99(2): [67];
Zhao91a: [33]; Tsuo93: [79]; Schnell00: [55]; Papet06: [78]).
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Figure 2.14: Scanning electron micrographs of multicrystalline silicon surfaces
textured using: (a) NaOH, showing large steps at grain boundaries and (b) NaOH
with NaOCl, showing a more uniform texture [82].
causes grain boundary delineation (large steps and crevasses at grain boundaries,
see Figure 2.14a), which increases surface recombination and so reduces cell per-
formance. This can be prevented using a mixture of NaOH and the oxidizing agent
NaOCl (Figure 2.14b). Large area (150 mm × 150 mm) silicon solar cells with
eﬃciencies of 14.5% have been reported, aided by the presence of chlorine which
helps in phosphorus diﬀusion gettering (removal of device-degrading impurities)
during emitter formation. Reﬂectance, however, still remains high, with averages
of ≈7%, even with a SiNx ARC [82].
2.4.2 Laser Scribing and Mechanical Grooving
Direct ablation texturing methods including mechanical grooving and laser textur-
ing have also been developed. Indeed, the ﬁrst allusion to using pyramids to reduce
reﬂection from the surface of a solar cell was made in a patent, by Rudenberg and
Dale in 1961, that suggests a mechanical texturing method [83].
These alternative texturing techniques involve cutting out a pattern using a
saw or a laser and then etching in an attempt to remove the damage whilst keep-
ing the desired texture. Micrographs of laser- and mechanical-scribed textures
are presented in Figure 2.16 [84, 85]. The main problem with these techniques
is that considerable damage is caused during texturing and the subsequent etch
step is unable to completely remove this. Surface recombination is therefore an
issue. Another drawback for laser scribing is the excessive groove depth at the
cross-over areas where the laser beam has to pass over twice during the texturing
process. Eﬀective doping of these deep wells has proven diﬃcult to achieve. Never-
theless, these processes are valid and useful texturing methods for polycrystalline
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Figure 2.15: Reﬂectance vs. wavelength plots, taken from literature, for alkali
textured multicrystalline silicon surfaces, (Gangopadhyay05: [82]; Macdonald04:
[80]; Nishimoto00: [66]; Schnell00: [55]).
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Figure 2.16: Scanning electron micrographs of (a) Laser scribed texturing ([84])
and (b) Mechanical scribed texturing ([85]).
cells, with eﬃciencies demonstrated at 16.7% [84] and 16.4% [86] for laser and
mechanical scribing respectively. Reﬂectivity behaviour similar to alkali-textured
monocrystalline cells can be achived as shown in Figure 2.17.
Recently, Abbott and coworkers have improved on the laser texturing approach
by incorporating several etches to clear away debris and remove damage [76].
Monocrystalline cell eﬃciencies of ≈18.5% were achieved, which is similiar to cells
textured with random arrays of pyramids using anisotropic etching, but with the
added advantage that the laser technique is applicable to multicrystalline cells.
2.4.3 Isotropic Wet Etching
As explained in the last section, anisotropic etching, whilst eﬀective for monocrys-
talline surfaces, does not confer very low reﬂectances for multicrystalline silicon
surfaces. This section describes research that aims to see if acidic, isotropic
etchants can do better.
2.4.3.1 Maskless Acidic Texturing
The cheapest, most industry compatible method of wet etching is performed with-
out masking, using the surface damage resulting from wafer sawing as seeds for
texturing. Mixtures of HF and HNO3 have been used, often with catalytic agents
such as CH3COOH or H3PO4 to control the etch rate [81]. This results in smooth,
bowl-like features, as shown in Figure 2.18. Unfortunately, the isotropic nature
of the etchants means that the resulting surfaces are not textured suﬃciently
to reduce reﬂectance to a low level. Indeed, Macdonald and coworkers report a
weighted reﬂectance for an acidic textured surfaces as being worse than that of a
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Figure 2.17: Reﬂectance vs. wavelength plots, taken from literature, for laser
textured and mechanically grooved Si surfaces. Results for a planar Si surface are
included for comparison. (Abbott06: [76]; Machida91: [86]; King91: [57]).
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Figure 2.18: Maskless anisotropic etching with HF/HNO3 mixture: (a) from [81];
(b) from [80].
bare, as cut silicon wafer [80]. It seems that this technique is only useful for dam-
age removal and is not eﬀective for reﬂection reduction, a conclusion supported by
results from Nishimoto and colleagues who show reﬂectances of between 20 and
30% in the wavelength range from 450 nm to 1050 nm [81] (see Figure 2.19).
There is disagreement in the literature over the relative cost beneﬁts of using
acids and alkalis for texturing silicon for solar cells. Macdonald and colleagues
claim that wet acidic etching has, “...the advantages of being relatively easy to
implement and low-cost.” [80], where as Gangopadhyay et al. comment that the
use of acid etchant, “...requires extremely high process cost for mass production..”
and , “..requires many safety measures to avoid hazardous eﬀects.” [82]. The
safety issue is equally applicable to both alkali and acidic etching because the
chemicals involved are hazardous and regulated disposal is required. It is diﬃcult
to ascertain which approach is cheaper to implement industrially as both require
the purchase of large amounts of chemicals. Acid etching may ultimately prove to
be cheaper because the reactions are exothermic where as alkali etchants require
heating to ≈ 70 ◦C, [57].
2.4.3.2 Masked Acidic Texturing
In an attempt to improve on the antireﬂectance performance possible with acid
texturing, researchers investigated ways of using masking techniques. One exam-
ple of this was reported by Stocks and colleagues who used an oxide mask and an
isotropic wet etch to create a square array of hemispherical tubs on a silicon sur-
face [77]. The mask, fabricated using photolithography, consisted of a square array
of holes with a diameter of 4  m and an inter-hole spacing of 10  m. Hemispher-
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Figure 2.19: Reﬂectance vs. wavelength plots, taken from literature, for isotropic
wet etched mc-Si surfaces. Results for a planar Si surface are included for com-
parison. (Macdonald04: [80]; Nishimoto99: [81]).
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Figure 2.20: (a) Schematic of square array pattern in oxide mask used to form
hemispherical tubs; (b) SEM micrograph of hemispherical tubs texture (From [77]).
ical tubs were then formed in the underlying silicon using a HF/HNO3/H3PO4
wet isotropic etch (see Figure 2.20).
These hemispherical tubs appear to be more shallow than the inverted pyramid
textures and so the multiple reﬂection mechanism will be less eﬀective. Instead,
this texturing scheme requires the cell to be encapsulated because it relies on an
enhancement of TIR on the underside of the glass cover, resulting in the light
being re-incident on the cell (see Figure 2.22a). This is supported by the dra-
matic reduction in reﬂection when the textured wafer is encapsulated, as shown
in Figure 2.21.
Both calculations and experiments show that silicon wafers with hemispheri-
cal tubs texturing and encapsulated in glass, as shown in Figure 2.22, exhibit re-
ﬂectance behaviour (Figure 2.23) comparable with encapsulated pyramid–textured
wafers for wavelengths up to approximately 1000 nm. For wavelengths above 1000
nm, reﬂectance is lower for the hemispherical tubs scheme. Silicon is a very poor
absorber in this range and so a lower reﬂectance indicates that light has been
trapped in the structure for many passes, gradually being absorbed by the back
contact. Therefore, a lower reﬂectance in this range is indicative of a good light
trapping scheme. The authors state that further improvements could be achieved
using thin ﬁlms ARCs in conjunction with hemispherical tubs.
A group at UNSW have employed a similar technique to enhance light trap-
ping and antireﬂection in a multicrystalline solar cell based on their PERL solar
cell design [88]. Photolithography was again used to deﬁne an array of holes
with diameters of 4  m in a layer of oxide but in this case, the holes were ar-
ranged in a hexagonal array, aﬀording a closer packing density. An isotropic etch
(HNO3 : HF = 50 : 1) was used to create hemispherical wells in a hexagonal array
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Figure 2.21: Reﬂectance vs. wavelength plots, taken from literature, for isotropic
wet etched mc-Si surfaces through masks. Results for a planar Si surface are
included for comparison. (Winderbaum97: [87]; Zhao98: [28]; Stocks94: [77];
Parretta99(2): [67]).
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Figure 2.22: Antireﬂection mechanisms employed in the hemispherical tubs surface
texturing scheme: (a) TIR from glass-air surface following reﬂection from textured
silicon-EVA interface; (b) refraction of light into more oblique angles by textured
surface, increasing the chance of TIR at silicon-EVA interface, causing light to
remain trapped for at least one more pass; (c) refraction of light on the way back
out of cell into a more oblique angle by textured surface, ensuring TIR at the
glass–air interface and so redirecting light back towards the cell.
Figure 2.23: Reﬂectance vs. wavelength for encapsulated wafers employing diﬀer-
ent light trapping schemes (from [77]).
422.4 Micron-scale Texturing
14  m
14  m 4  m
(a) (b)
Figure 2.24: Honeycomb structure consisting of a hexagonal array of hemispherical
wells (from [88]).
with spacings of 14  m on the silicon surface (see Figure 2.24). As expected,
the reﬂectance vs. wavelength measurements (Figure 2.21) show a signiﬁcant im-
provement in performance compared to a planar surface. This is attributed to the
multiple reﬂection mechanism (Figure 2.1). This is diﬀerent to the AR mechanism
described for the hemispherical tubs, which perhaps suggests that the honeycomb
array wells are steeper than those reported by Stocks and colleagues [77]. These
surfaces also exhibit a low reﬂectance at long wavelengths which indicates eﬀective
light trapping.
When compared to the inverted pyramids texturing scheme, which is used
on the PERL monocrystalline solar cells, the honeycomb array has ∼ 8% higher
reﬂectance, which is mainly due to the ﬂat areas at the base of the wells and at the
interstices. The group peformed ray-tracing calculations on this structure which
showed that the honeycomb structure would outpeform the inverted pyramids
design in terms of light trapping, with 85–90% of light remaining after two passes
compared to only 65% remaining with the inverted pyramids design.
With a multicrystalline solar cell based on the PERL design and employing
honeycomb surface texturing, the group achieved an eﬃciency of 19.8%, a world
record for multicrystalline cells until very recently (when it was outperformed by
a plasma textured cell from the Fraunhoﬀer Institute for Solar Energy Systems
(see § 2.4.4) [89]).
In another example, Bai and colleagues used a patterned photoresist layer as
an etch mask, eliminating the need for a patterned oxide layer [90]. One advan-
tage of this method is that etching is complete when the photoresist layer peels
oﬀ. However, the resulting proﬁles tend to contain more ﬂat areas, with surfaces
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parallel to the plane of the wafer, than the corresponding anisotropically etched
structures, especially in the troughs of the pattern. Light reﬂected from these
ﬂat areas is unlikely to be deﬂected by a suﬃciently large angle to be incident on
another part of the cell or undergo TIR at the underside of the glass cover and
so these areas are deleterious to the antireﬂective eﬀectiveness of the texturing
scheme.
The hemispherical tub texturing method requires a photolithography step and
so is more expensive than some of the other methods investigated. Nevertheless,
the light trapping and antireﬂection results achieved with hemispherical tubs sug-
gest that this is a promising texturing method for both mono- and poly-crystalline
solar cells.
2.4.4 Micron-scale Dry Etching
Reactive Ion Etching (RIE) employs chemical and physical mechanisms to se-
lectively and directionally remove material. For solar cells, it is used mainly to
texture on the sub-micron scale (see section 2.5) but it can also be used for form-
ing micron-scale features by employing an etch mask. It is mainly applied to
multicrystalline cells to achieve larger aspect ratio features than are possible with
wet etching, and so to increase the eﬀectiveness of the multiple reﬂection AR
mechanism.
Winderbaum and colleagues have employed the technique to form regular ar-
rays of pyramids and microgrooves at the micron scale (see Figure 2.25) [87].
They used a photolithographically-patterned nichrome etch mask and optimized
the process conditions to minimise the ﬂat area. AR performances are similar to
those achieved with anisotropic wet etching of single crystal cells, with the advan-
tage that RIE is equally applicable to multicrystalline cells. RIE causes damage
to the silicon surface and so could have a deleterious eﬀect on the performance of
a solar cell through an increase in surface recombination. Despite this, the group
report that when applied to multicrystalline silicon solar cells, RIE texturing re-
sulted in a 22% improvement in cell eﬃciency. A damage removal step may have
been employed, although the authors do not mention it. Vacuum requirements for
RIE cause it to be relatively expensive technique to implement on a large scale.
A group from Fraunhofer Institute of Solar Energy (ISE) [91] employ a SF6
plasma etch through a mask of similar design to that used by the UNSW group
to form the honeycomb hemispherical wells onto PERL cells (see Section 2.4.3.2).
The Fraunhofer group formed 14  m diameter wells to a depth of 16  m (after
a damage removal etch) which far exceeds the depth of only 6  m that they
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Figure 2.25: Micron-scale pyramids in silicon fabricated by RIE through a
nichrome etch mask [87]
achieved with acid etching through the same mask. Reﬂectivities similar to those
of monocrystalline wafers with inverted pyramids were demonstrated and a solar
cell eﬃciency of 16.3% was reported for mc-Si cells textured in this way. A similar
cell with a planar surface exhibited an eﬃciency of only 14.3%, indicating that
damage due to plasma etching does not hinder the cell performance if a suitable
damage removal step is included.
Hydrogen radicals have also been used in combination with an etch mask
made from particles of tungsten to form random arrays of inverted pyramids in
silicon [92]. The authors claim reﬂectances of less than 1% from 200–900 nm but
this is not supported by the graphs in the paper, which instead suggest reﬂectances
of, at best, between 1 and 7% over this wavelength range. This technique does
however have potential for eﬀective texturing of multicrystalline cells- good results
for (111) as well as (100) surfaces were reported.
The plots in Figure 2.26 show that micron scale dry etching can be used to
create broadband antireﬂective structures, that exhibit reﬂectances of < 10% in
the wavelength range of 400–1000 nm.
2.5 Submicron-scale Texturing
If the texture features have dimensions below 1 micron, they are in the subwave-
length regime for parts of the solar spectrum. Arrays of subwavelength features
cause a grading in refractive index, blurring the interface between two media, and
so lowering reﬂectance over a broad range of wavelengths (see Section 2.1.3). We
will look at how nature has employed this antireﬂection mechanism, and then
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Figure 2.26: Reﬂectance vs. wavelength plots, taken from literature, for mul-
ticrystalline silicon surfaces textured with micron-scale features by dry etching.
Results for a planar Si surface are included for comparison. (Winderbaum97:
[87]; Schultz03: [91]; Nagayoshi05: [92]).
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Figure 2.27: (a) and (b) SEM images of a nipple array on the cornea of a night-
ﬂying moth (from [93]); (c) SEM image of cornea of the Vanessa kershawi butterﬂy
(from [94]).
review attempts to develop subwavelength texturing for reﬂection reduction in
silicon solar cells.
2.5.1 Subwavelength Structures for Antireﬂection in Nature
The natural world is replete with examples of antireﬂective structures that employ
features on the subwavelength scale. Bernhard, in 1967, reported that the corneas
of certain moths were covered with “nipples” approximately 200 nm in height and
period [93] (see Figure 2.27). He suggested that, through evolution, the moth had
developed such a textured cornea to reduce reﬂection, making it less visible to
predators, and to increase transmission, thus improving the eyesight of the moth.
Bernhard showed that these structures were indeed antireﬂective by constructing
a larger scale model and performing reﬂectance measurements using microwaves.
He also compared spectrophotometric measurements of reﬂection from the smooth
corneas of a grasshopper with the nippled corneas of a night moth and showed
that the nippled corneas reﬂected less light. This conﬁrmed the antireﬂection
properties of the nippled array, which Bernhard postulated were due to a gradual
change in refractive index. Bernhard also compared mathematical models to show
that the moth-eye antireﬂection properties act over a broader band of wavelengths
than a single layer ARC. This makes the moth-eye structure particularly applica-
ble to solar cells, for which transmission of light into the active layer across the
whole visible spectral range is required. Other examples of antireﬂective structures
employing subwavelength features are found on the cornea of the Zalea minor ﬂy
472.5 Submicron-scale Texturing
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Figure 2.28: Plots showing how reﬂectance varies with the ratio of graded region
height (d or h) to wavelength (λ), (a) from [100], (b) from [101].
and the Vanessa kershawi butterﬂy (see Figure 2.27c) [94], and on the transparent
sections of the wings of hawkmoths [95, 96].
2.5.2 Theoretical Studies of Subwavelength Texturing
As noted in section 2.1.3, one way to begin understanding the operation of sub-
wavelength antireﬂection schemes is to think in terms of introducing a gradual
change in refractive index across the interface between one medium and the other.
This can be modelled by replacing the subwavelength-structured interface region
with a stack of many layers, each with an eﬀective refractive index in between those
of the media either side of the interface. This is the basis of an approach known as
eﬀective medium theory (EMT) or homogenization [97]. The eﬀective refractive
index depends on the relative amounts of each medium in each layer which is deter-
mined from the proﬁle of the graded index region. Studies of how the reﬂectance
varies with the height-to-wavelength ratio all show that if the graded index region
is thicker than approximately half the wavelength, reﬂectance is below 0.5% (see
Figure 2.28) [98, 99, 100, 101]. For EMT to apply, the features at the interface
must be suﬃciently small so that they cannot be resolved by the incident light. In
other words, the features should not be large enough to scatter light appreciably,
either incoherently, as with randomly arranged features, or coherently, as with
regular arrays of features such as those found on moth-eye surfaces. To analyse
coherent scattering from a 2D moth-eye type array, it is useful to treat it as a
diﬀraction grating with a period small enough so that all diﬀraction orders other
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Figure 2.29: Diagrams for the derivation of the arbitrary-angle grating equation
describing diﬀraction from a grating at the interface between two media of refrac-
tive indices n1 and n2, (a) in transmission and (b) in reﬂection.
than the zeroth are suppressed. To determine how small the period, d, must be for
a zero order grating, the well known grating equation for an arbitrary angle of in-
cidence can be used. This is derived by equating the path-length diﬀerence of two
rays incident on adjacent features with an integer number of wavelengths so that
they constructively interfere. In transmission this is given by (see Figure 2.29a)
n2AB − n1CD = mλ (2.5)
n2 sinθm − n1 sinθi =
mλ
d
(2.6)
where m is the order number (an integer), λ is the wavelength, θi is the angle
of incidence and θm is the outgoing propagation angle for order m. In reﬂection
(Figure 2.29b), light is only travelling in one medium so the grating equation
becomes
sinθm − sinθi =
mλ
n1d
(2.7)
If the incident medium is air, then n1 = 1. As d is decreased, we will look for
the last order to disappear, i.e. the last order for which θm = 90◦. At normal
incidence, θi = 0◦ and the last order to disappear is the ﬁrst order, m = 1 (or
m = −1). The zero order grating condition is then given by
d <
λ
n2
(2.8)
for the transmission grating and for the reﬂection case, it is given by
d < λ (2.9)
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Turing to oblique incidence, if the angle of incidence is positive, the −1 order
may still propagate even when d is suﬃciently small to suppress the +1 order.
Therefore, d has to be decreased further to suppress the −1 order. So for non-
normal incidence, the zero-order grating condition for reﬂected orders becomes
d <
λ
2
(2.10)
To also suppress transmitted orders other than the zeroth, the condition to be
satisﬁed is
d <
λ
n2 + 1
(2.11)
When working in the infra-red region, it is relatively easy to fabricate suﬃ-
ciently small features to satisfy these conditions and produce antireﬂective zero-
order gratings which can be analysed using EMT. Not only are the wavelengths
in this region longer but the refractive index of silicon is lower, at ≈ 3.4, than for
visible wavelengths. For this reason, EMT is a popular technique for analysing
subwavelength AR schemes working at infra-red wavelengths [25, 102, 103, 104].
For example, Gran and colleagues showed that a 3 level, two dimensional subwave-
length grating reduced reﬂections for wavelengths in the infra-red range 8–12  m
to less than 0.1% [102]. Fabricating a zero-order grating with d << λ to operate
in the visible range is more diﬃcult and so subwavelength AR schemes for visible
wavelength applications tend to have characteristic lengths closer to the operating
wavelengths. EMT breaks down as the resonance regime is approached. Haagens
and coworkers reported that the eﬀective refractive indices of the layers become
dependent on polar and azimuthal incident angles as d → λ [105]. Moving from
1D arrays (lamellar structures) to 2D arrays (pillars, such as those on a moth-eye
surface) introduces more complications. It was initially thought that averaging of
the zero-order 1D eﬀective indices would be a suitable way to deal with 2D arrays
[106] but Grann and colleagues later showed this to be inaccurate [102]. The diﬃ-
culty in applying EMT to moth-eye type arrays for operation in the visible region,
coupled with the increase in computational power available to researchers, led to
the rise in popularity of rigorous methods of modelling such structures, of which
the most commonly used is known as rigorous coupled wave analysis (RCWA)
[107].
Developed in the early eighties, RCWA, which is reviewed in [108], is a diﬀeren-
tial-based method to calculate eﬃciencies of orders in diﬀraction gratings. Dif-
ferential methods to Maxwell’s equations applied to diﬀraction gratings involve
expressing the ﬁeld in the grating region due to the periodicity present as a
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Fourier series representation, from which a set of diﬀerential equations are devel-
oped. RCWA uses an eigenvalue numerical technique to solve these for rectangular
grooves. More complicated proﬁles can be analysed using a staircase approxima-
tion, representing the shape as a series of blocks. By deﬁning the period to be
less than the wavelength and representing the feature proﬁle with a staircase ap-
proximation, RCWA can be used to model regular subwavelength arrays such as
moth-eye type structures. Despite long simulation times and complications intro-
duced by the staircase approximation, RCWA has been successfully used to model
subwavelength AR schemes with reasonable agreement between theory and exper-
iment. For example, Lalanne and colleagues modelled a silicon moth-eye type AR
array with a period of 260 nm and a height of 100 nm, and found it to have a re-
ﬂectance comparable to a single layer thin-ﬁlm AR coating. Toyota and coworkers
fabricated arrays of subwavelength pillars in fused silica and demonstrated that
reﬂectivity versus wavelength values calculated using RCWA are in good agree-
ment with those they measured experimentally [109]. In another example, a team
from the Toyota Technological Institute modelled an array of subwavelength-scale
pyramids using RCWA [110]. A staircase approximation of eight layers was used
for the square array of pyramids (see Figure 2.30) and reﬂectance was calculated
for a range of wavelengths, periods and ‘aspect ratios’ (d/λ). The results suggest
that the mean weighted reﬂectivity is below 1% for a wide range of periods if the
d/λ value is greater than 1. Their experimental work conﬁrms the predicted low
reﬂectivity of subwavelength-structured surfaces. However, a direct comparison
between theory and experiment in this case is not strictly valid because the fab-
ricated surfaces consist of randomly arranged spikes of diﬀerent sizes (see section
2.5.4 for details) rather than the regular square-array of pyramids used in the
simulation.
Another theoretical study, by Southwell, determined the ideal refractive index
proﬁle of a graded index ARC for minimum reﬂection over the broadest bandwidth
to be a quintic function (eq. 2.12) for all coatings with thicknesses, t, greater than
approximately half the wavelength of incident light [111]:
n = ni + (ns − ni)(10t3 − 15t4 + 6t5) (2.12)
where ni is the refractive index of the incident medium and ns is that of the
substrate. Southwell proceeded to calculate the surface-relief pattern that would
produce a refractive index proﬁle given by the quintic function, in eq. 2.12 [112].
From Figure 2.31, we can see that these ideal patterns are slight deviations from
perfect pyramids. Accurate fabrication of these shapes would be extremely diﬃcult
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Figure 2.30: Staircase approximation used by Sai and colleagues from Toyota
Technological Institute for modelling reﬂectance from arrays of subwavelength-scale
pyramids (from [110]).
Figure 2.31: Surface relief patterns that would give a quintic refractive index proﬁle
and so minimise reﬂection over the broadest bandwidth (from [112]).
and the paper does not explore possible methods for achieving this. The very low
reﬂectivities of the subwavelength textures in nature, and theoretical predictions
have inspired the development of artiﬁcial textures with subwavelength features.
These range from attempts to form randomly shaped and arrayed features on the
subwavelength scale to eﬀorts to mimic directly the regular arrays of pillar-like
structures found on moth-eyes.
2.5.3 Random Subwavelength Texturing
2.5.3.1 Maskless Submicron Texturing
Reactive ion etching (RIE) can be used without masking to form a silicon surface
that is randomly textured with submicron features. Chlorine-based plasmas were
ﬁrst used to texture silicon wafers in this way. Gittleman and colleagues reduced
the reﬂectance of a monocrystalline Si wafer to less than 5% in the wavelength
range of 300–1000 nm using a chlorine based plasma [113]. A year later, Craighead
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Figure 2.32: Reﬂection of silicon vs. wavelength for diﬀerent antireﬂective coatings
(ARCs) and surface textures. This shows that the“Black Silicon” formed by the
plasma RIE process even outperforms a double layer ARC [55].
reported the texturing of a thin ﬁlm of amorphous Si using RIE with a mixture of
CCl2F2, argon and oxygen gases, achieving similar reﬂectance results [114]. The
authors highlight the role of metal impurities (namely Al and stainless steel) that
sputter onto the surface from the cathode plates and act as a random etch mask,
enabling texturing as deep as 1  m. Inomata and co-workers applied chlorine
plasma RIE to replace an alkali wet etch through a mask for texturing multicrys-
talline solar cells, achieving an increase in the maximum eﬃciency from 16.4% to
17.1% [115]. This indicates that, in this case, damage caused by RIE does not
have a deleterious eﬀect on the cell, even though the authors do not mention a
damage-removal step.
The safety issues of working with chlorine (it is both toxic and corrosive) led
researchers to consider using ﬂuorine-based plasmas instead. Drawing on a method
for texturing silicon wafers using a SF6/O2 reactive ion etch reported by Wells and
co-workers [116], Schnell et al. developed a similar process for texturing of solar
cells and achieved a surface with a reﬂectance below 5% across the wavelength
range of 300–1000 nm (see Figure 2.32)[55]. Deep texturing is achieved through
the following mechanism: The surface is ﬁrstly covered with oxide and then etched
using SF6/O2. The etch perforates the oxide at random points and these areas
become more susceptible to the etch. Thus pits appear on the surface and the
walls of these pits quickly become covered with absorbed SixOyFz, which protects
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Figure 2.33: Schematic of the mechanism of formation of random needle-like tex-
ture by reactive ion etching using SF6/O2.
these areas from further etching (See Figure 2.33).
The resulting surface has a random, needle-like texture. The group achieved
an eﬃciency of 10.9% for a multicrystalline solar cell with a surface textured in
this way. A similar cell with a planar surface had an eﬃciency of only 8.5%. The
improvement in eﬃciency was expected to be greater when considering the vast
reduction in reﬂection that the texturing process brings. However, the increase
in surface area and damage caused by the texturing process increases surface re-
combination and so limits the performance of device. The authors also point to
problems with doping the wafer to form the emitter of the solar cell, subsequent
to the texturing process. The dip-etch, required to remove phosphosilicate glass
(PSG) which forms during the diﬀusion step, also removes almost all of the tex-
turing. Possible solutions to this problem are suggested, including the use of a
spin-on dopant and a rapid thermal processing (RTP) diﬀusion step, but this still
remains a problem. Ruby and colleagues have employed a similar RIE texturing
process but with an additional damage-removal etch that involves dipping into
a nitric and HF mixture [117]. The resulting surface texture, which has similar
reﬂectance properties to those reported by Schnell and colleagues, is shown in Fig-
ure 2.34. Improvements in eﬃciency of up to 7% over a planar cell are reported.
Recently, Yoo and coworkers reported the SF6/O2 plasma texturing of silicon with
a RF multi hollow cathode discharge system [118]. This new system produced an
order of magnitude increase in plasma density over a standard RF parallel plate
discharge system, resulting in a higher etch rate for the same power. The result-
ing texture, consisting of needle-like structures with diameters of between 50 and
100 nm and heights near to 500 nm (see Figure 2.35), showed zero reﬂectance
of light of wavelengths from 200 to 1000 nm. The group describe the successful
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Figure 2.34: SEM image of plasma-textured surface from Ruby et al.[117].
fabrication of 100 mm × 100 mm mc-Si and c-Si solar cells with cell eﬃciencies of
10.2% and 11.7% respectively. Considering that the texturing reduced reﬂectance
so dramatically, these eﬃciencies are quite low, especially for the monocrystalline
cell. Unfortunately, the group do not give any results for the same cells without
texturing, so it is diﬃcult to determine whether the low eﬃciencies are due to
damage caused by texturing, or due to an inherently poor cell design.
Another plasma-based texturing process resulting in excellent AR properties,
as reported by Huang and coworkers, uses an electron cyclotron resonance reactor
with a mixture of silane, methane, argon and hydrogen [119]. Nano-sized silicon
carbide clusters are formed in a reaction between silane and methane. These are
deposited onto the silicon surface, protecting the silicon directly underneath from
etching by the Ar/H2 plasma [120], and so leading to the formation of a dense
array of conical “nanotips”, uniformly over the surface of a six-inch wafer (Figure
2.36). Three etch depths were investigated: 1.6  m, 5.5  m and 16  m, which
are remarkably high compared with other similar studies but still considered as
subwavelength-scale textures because the lateral dimensions of the features are
only ≈200 nm at the base. Exceedingly low reﬂectances of <3%, <0.8% and
<0.6% over the entire wavelength range of interest (250 nm to beyond 1200 nm)
are reported for the 1.6  m, 5.5  m and 16  m samples, respectively [119]. The
authors also demonstrate excellent AR properties over a wide range of incident
angles, with low reﬂectances maintained up to angles of ≈70–80◦. However, ques-
tions remain over the compatibility of these texturing schemes to photovoltaic
applications. Such tall features are not suitable for thin ﬁlm devices, for which
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Figure 2.35: (a) Multicrystalline silicon textured with SF6/O2 RIE; (b) Normal
incidence spectral reﬂectance from textured surface shown in (a) and a polished
silicon surface for comparison, from Yoo et al.[118].
the layer thickness may be <1  m and even for thick, wafer-based solar cells, this
type of texturing may lead to an unacceptable increase in surface recombination
due to the vast increase in surface area and the damage caused by the plasma
etching process.
The reﬂectance versus wavelength plots in Figure 2.37 show that reﬂectances
approaching those of the best micron-scale textures combined with multilayer thin
ﬁlm ARCs (Figure 2.13) are readily achieved with maskless submicron texturing,
without the need for the addition of thin ﬁlm ARCs. Indeed, perfect antireﬂection
(0% reﬂectance) across a broad wavelength range is reportedly possible with sub-
micron texturing (from Yoo et al. [118]), although how well this particular process
transfers to solar cell production remains unclear. Nevertheless, texturing on a
scale below the wavelength of light for antireﬂection is an emerging research area
which holds great promise for future PV applications.
2.5.3.2 Masked Submicron Texturing
With micron-scale texturing, the use of an etch mask, whilst adding to the process
cost, introduces a greater degree of control. This is also true for sub-micron scale
texturing.
With the aim of scattering as much light as possible to achieve a high degree
of light trapping, a team from the Exxon Research and Engineering Company
used CF4 RIE through a mask consisting of polystyrene spheres [121]. The mono-
disperse polystyrene spheres can have diameters in the range of 300 ˚ A to 20  m
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Figure 2.36: (a) and (b) SEM images of silicon surface textured using Electron
Cyclotron Resonance plasma process from Huang et al. The feature height is 1.6
 m [119].
and can be either deposited electrostatically (for a random dispersion) or spin-
coated from a colloid to form ordered arrays. The etch acts on the silicon directly
underneath the interstices in the 2 dimensional lattice formed by a monolayer of
colloidal spheres, forming micro columnar posts.
The group used a calorimetric technique called photothermal deﬂection spec-
troscopy (PDS) to measure the absorption of light in a 0.85  m thick amor-
phous silicon ﬁlm grown on a glass substrate textured by dry etching through
a polystyrene sphere array. By comparing the results with theoretical calcula-
tions, they showed that a surface textured in this way behaves as a near-ideal
Lambertian scatterer, when the micro columnar posts have diameters close to the
wavelength of incident light [122]. The group made amorphous silicon solar cells
on glass textured in this way and demonstrated a 3 mA/cm2 increase in short
circuit current compared to an un-textured cell [123].
Unfortunately, no mention is made of any graded index eﬀects that would
surely be active for textures produced with some of the smaller polystyrene spheres.
Indeed, the authors indicate that they created arrays of micro columnar posts with
diameters of 50 nm and heights between 140 and 220 nm. Such a texture would
exhibit good antireﬂection properties but unfortunately, this is not explored.
Inspired by the encouraging results of the Exxon group, Nositschka and col-
leagues used a similar technique to pattern the top surfaces of both single crystal
and polycrystalline Si solar cells [124]. Silicon wafers were spin coated with colloids
of SiO2 (instead of polystyrene) spheres of diameters 250 nm, 500 nm and 1000
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Figure 2.37: Reﬂectance vs. wavelength plots, taken from literature, for mc-Si
surfaces textured by maskless dry etching schemes on mc-Si surfaces. (Schnell00:
[55]; Inomata97: [115]; Ruby02: [117]; Yoo06: [118]).
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Figure 2.38: Scanning electron micrograph of silicon wafers coated with a colloidal
solution of SiO2 spheres:(a) monocrystalline wafer coated with a colloid of diame-
ter of 250 nm; (b) polycrystalline wafer coated with a colloid of diameter 500 nm
[124].
nm. The spheres formed a densely packed, uniform monolayer on monocrystalline
Si wafers as shown in Figure 2.38a. However, the rough surface of the polycrys-
talline wafers (caused by sawing and the subsequent alkaline saw damage removal
etch) inhibits the spin coating of a homogeneous colloidal monolayer. The spheres
tend to accumulate in the “valleys” as can be seen in Figure 2.38b.
Nositschka and coworkers then proceeded to use a SF6/O2 reactive ion etch
(RIE) to transfer the pattern onto the silicon. By varying the concentration of
oxygen in the etch, the group could control, to a certain extent, the shape of the
micro columnar posts formed. SEM micrographs in Figure 2.39 show examples of
some of the surface textures obtained.
The group found that the best reduction in reﬂectance was obtained using a
mixture of 250 nm and 500 nm diameter colloids. A point to note is that the scale
of the features formed is subwavelength and so, although the group do not mention
it, graded index eﬀects may have contributed to the low reﬂectances achieved. In
a later paper, the group proceed to investigate the damage caused by the RIE
[125]. The group found that the RIE introduced a heavily damaged layer with
a thickness of approximately 50 nm. The defects created act as recombination
centres and so reduce the open circuit voltage of the cell, ultimately resulting in a
decrease in cell eﬃciency. This was found to cancel out any gain in eﬃciency due
to the antireﬂection and light trapping properties of the textured surface. To solve
this problem, a wet chemical isotropic etch was employed, consisting of HF and
HNO3 in H2O to remove the damaged layer. A small improvement in eﬃciency was
observed when the wet-etched devices were compared to devices not subject to a
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Figure 2.39: Examples of surface textures formed by dry etching through a mask
of SiO2 spheres with the following conditions: (a) no oxygen; (b) 2 standard cubic
centimetres per minute (sccm) oxygen; (c) 4 sccm oxygen [125]. Note that the
labels have been enhanced from the original to improve clarity.
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damage-removal etch. However, overall, only a 0.2–0.3% improvement in eﬃciency
over a non-textured device of the same design was achieved. This appears to be
a rather small improvement considering the extra processes involved in achieving
a textured surface. This may be due to defects remaining even after the damage
removal process, indicating that further damage removal may be necessary. There
is also a problem with incomplete coverage of the surface: The success of this
technique relies on the deposition of a monolayer of densely packed spheres over a
large area, a feat which is not easy to achieve. Even recently published papers on
nanosphere deposition mention problems with areas of “empty space” within the
array of nanospheres on a substrate [126]. Nevertheless, evidence exists that these
problems can be overcome, with a group at Corning Inc. reporting uniform cov-
erage of a four inch silicon with silica nanospheres using a spin coating technique
[127].
A novel texturing technique, reported in May 2006 by Koynov and colleagues,
involves wet etching through a discontinuous gold ﬁlm [128]. The gold is evapo-
rated onto a silicon surface to a thickness of 1–2 nm. The ﬁlm is suﬃciently thin
that metal clusters form on the surface and these act as a mask to wet etching
carried out with a HF:H2O2 mixture. The resulting surface is textured to depths
of between 200 and 300 nm with randomly arranged features of widths in the
50–100 nm range. The technique was successfully applied to c-Si, mc-Si and a-Si,
creating surfaces that appear black (see Figure 2.40). Hemispherical reﬂectance
measurements show that reﬂectance is reduced to below 5% in the wavelength
range 300–1000 nm. The authors attribute the low reﬂectance of these surfaces to
a grading in the refractive index caused by the subwavelength features. Although
requiring an evaporation stage, this technique should be cheaper than many oth-
ers because it does not require electron beam- or photo- lithography. The group
proceed to fabricate solar cells with this method of surface texturing and show an
improvement in short circuit current of up to 40% with respect to an untextured
reference cell [129]. This demonstrates that this texturing technique is compatible
with solar cell processes and the use of gold during the texturing processes is not
deleterious to the solar cell.
Overall, it seems that reﬂectances below 5% from 300–1000 nm are achievable
with masked submicron texturing (see Figure 2.41), as they are with the maskless
type. The advantage of masking is that it provides an extra degree of control, but
this is balanced by the extra costs involved.
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Figure 2.40: Photograph of monocrystalline (c-Si), multicrystalline (cast-Si) and
amorphous (a-Si:H) silicon sample textured by wet etching through a discontinu-
ous metal ﬁlm. The upper part of each sample (where reﬂections are visible) is
untextured[128].
2.5.4 Experimentally-realized Artiﬁcial Moth-eye Structures
The previous section explored techniques developed to produce random arrange-
ments of subwavelength features in surfaces for photovoltaic applications. An-
other approach takes masking a step further to directly mimic the ordered ar-
rays of subwavelength moth-eye-type structures found in nature. Such structures
have been fabricated in photoresist [130, 103, 131], in GaSb [132, 133], in quartz
[134, 135, 136, 109, 137], and in silicon [138, 104, 106, 139, 140, 141, 142, 143, 144],
and are commonly referred to as zero order diﬀraction gratings.
Clapham and Hutley used interference lithography to produce arrays consisting
of 200 nm high conical protuberances in photoresist on a glass substrate (see
Figure 2.42 a)[130]. They found that the, “...suppression of reﬂection over a wide
spectral range is comparable with the best multilayer coatings...” However, they
concede that the artiﬁcial moth-eye coatings are very delicate and the replacement
of multilayer coatings with these structures would require signiﬁcant development.
Nevertheless, this study was reported in 1973 and improvements in resist chemistry
and patterning since then oﬀer considerable hope that these structures could now
be considered as a practical alternative to multilayer ARCs.
In 1983, Enger and colleagues went a step further by transferring a periodic
pattern with subwavelength features into a quartz substrate using a CHF3 reac-
tive ion etch, following holographic patterning of photoresist [134]. The resulting
textured surface of the quartz consisted of corrugations with a period of ∼0.3  m
(see Figure 2.42b). This type of structure is referred to as a uniperiodic as opposed
to the moth-eye structure, which is biperiodic (periodic variations in two dimen-
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Figure 2.41: Reﬂectance vs. wavelength plots, taken from literature, for silicon
surfaces textured by submicron-scale masked dry etching schemes. (Nositschka03a:
[125]; Sai06: [110]; Koynov06: [128]).
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Figure 2.42: Artiﬁcial moth-eye structures in photoresist on glass (a) [130], in
quartz (b) [134], (c) [109], in GaSb [132] and in silicon (e) [139], (f) [138].
sions). The surface acted as a zero-order diﬀraction grating, reducing reﬂectance
for light at normal incidence to below 0.045% across the entire visible range. The
authors attribute the antireﬂective properties of the textures to the grading in
refractive index. An advantage of forming the pattern in quartz compared to in
photoresist is that the resulting grating is more durable. Indeed, the authors claim
that the surface could be rinsed with acetone or methanol without causing any
degradation in performance.
In another example, Toyota et al. used e-beam lithography to pattern an array
of micro disks in a thin ﬁlm of chromium on a fused silica substrate [109]. This
is used as an etch mask, with the micro disks gradually shrinking during etching
due to electric ﬁeld concentration at the edges of the disks. The resulting texture
in silica consists of tapered, conical shaped features with a height of 750 nm, in
an array with a period of 250 nm (see Figure 2.42c and d). Reﬂectivities of less
than 0.5% across the wavelength range of 400–800 nm were achieved.
An example of biomimetic moth-eyes in silicon was reported by Lalanne and
colleagues, who used interference lithography to pattern a silicon surface with a
biperiodic grating with a period of 260 nm (see Figure 2.42e)[139]. The pattern
in the resist was initially transferred into an intermediate oxide using CHF3/O2
RIE and then a Cl2/BCl3 RIE was employed to transfer the pattern onto the
silicon substrate. Reﬂectivity measurements showed that although the traditional
multilayer ARCs slightly outperformed gratings for the wavelength for which they
were optimized, the performance of the subwavelength gratings taken over the
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entire visible range was better. Strangely, the protuberances that form the grating
are only 80 nm high. Most other studies claim that the protuberance height should
be greater than 250 nm for optimum performance in the visible range [101].
In another example, Kanamori et al. used electron beam lithography and an
SF6 fast atom beam (FAB) to form a regular array of protuberances with a height
of 350 nm and a period of 150 nm (see Figure 2.42f) [138].The subwavelength
structure (SWS) exhibited very low reﬂectivities in the 200 to 1000 nm range.
Indeed, at 400 nm, the reﬂectivity of a Si substrate was reduced from 54.7% to
0.5% by texturing the surface with SWS. The paper refers particularly to the ap-
plicability of SWS to solar cells, although solar cell fabrication with this texturing
is not reported. The paper includes a graph of reﬂectivity vs. angle of incidence
for the SWS, demonstrating eﬀective antireﬂection over a large range of angles
(<5% reﬂectance up to 55◦ for s polarization and up to 65◦ for p polarization.
This is an important property for photovoltaic applications because sun light is
incident over a wide range of angles throughout the day.
Kanamori et al. proceeded to develop a method of forming SWS without the
need for expensive e-beam lithography. By employing an ordered anodic porous
alumina membrane [145] as an etch mask, they fabricated an array of 700 nm deep
holes with a period of 100 nm in silicon, which exhibited similar antireﬂection
properties to their e-beam patterned samples [141]. Despite eliminating the need
for e-beam lithography, the process still appears to be very time-consuming and
so expensive and diﬃcult to implement industrially. From the timings given in
the paper, each etch mask would take 16 hours 45 minutes to make and can only
be used once.
In an eﬀort to reduce the fabrication time the group modiﬁed the technique
so that the alumina mask (this time of a random arrangement of holes) is directly
fabricated on the silicon surface (not transfered as before). The resulting random
arrangement of subwavelength features leads to a reﬂectivity below 2% from 350
to 1000 nm. Reported at the 4th World Conference on Photovoltaic Energy Con-
version in Hawaii, this new technique was used to fabricate c-Si and mc-Si solar
cells, and in one case achieved an impressive 38% increase in eﬃciency (from 10.1
to 13.9%) compared to an untextured cell [110]. The authors show that although
an increase in surface recombination due to the texturing reduces the external
quantum eﬃciency for wavelengths less than 450 nm, overall there is a substan-
tial improvement in cell performance due to the low reﬂectance confered by the
texturing.
Another approach, proposed by Morf et al., involves hybrid thin-ﬁlm/subwave-
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Figure 2.43: Broadband antireﬂecting (BAR) structure (from [146]).
length grating designs called broadband antireﬂecting structures (BAR) [146]. The
motivation in this case was to reduce reﬂection from glass or plastic protective
covers for solar cells. This design consisted of a grating pattern in the glass or
polycarbonate cover, onto which a thin ﬁlm MgF2 coating was applied (see Fig-
ure 2.43). Rigorous calculations performed by Morf and colleagues showed that
for a grating period of 250 nm, optimum performance could be achieved with a
groove depth of 170 nm and a 100 nm thick MgF2 coating, with the structure
reﬂecting less than 0.52% of light at normal incidence in the range 300–2100 nm.
The limitations of available apparatus meant that the group could not fabricate
these structures with the optimum parameters. Instead, BAR structures were
made with a groove depth of 140 nm and a period of 340 nm. Interference lithog-
raphy and dry etching was used to pattern quartz with the required pattern. A
metal shim was formed by electroplating nickel onto this structure and this was
then used to emboss polycarbonate. A 100 nm MgF2 coating was then applied.
The resulting BAR structure had superior antireﬂection performance compared
to a double layer AR over the entire spectral range (0.6 % reﬂectivity compared
to 0.95% for best double layer ARC).
Ordered arrays can also be formed from a colloidal suspensions of spheres in
a polymer matrix. With a tight particle size distribution and by optimizing the
spin speed and pre-deposition surface treatment, Jiang and colleagues were able
to create a monolayer of non-close-packed submicron-sized silica spheres (i.e. an
ordered array with space between each sphere) in a polymer matrix over an entire
four inch silicon wafer (Figure 2.44a) [147]. The degree of uniformity and order
achieved exceeded that of the other colloidal sphere eﬀorts discussed in §2.5.3.2.
The polymer was etched away to leave an array of silica spheres on a (100) silicon
wafer [143]. Chromium was evaporated onto this and the spheres were then etched
away to leave an array of circular nanoholes in a chromium mask. Anisotropic
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KOH wet etching was then performed, attacking the silicon through the holes
in the Cr mask and an array of sub-micron scale inverted pyramids was formed
(Figure 2.44b). Subsequent reﬂectance measurements on the surface (following a
strip of the Cr) revealed that reﬂectance was reduced to ≈2% at λ = 400 nm but
only to approximately 10% for wavelengths greater than 600 nm. The performance
of this AR scheme is limited by the depth to which the pyramids could be etched.
The depth of an inverted pyramid with a base width of 360 nm is ﬁxed at 255 nm
by the 54.7◦ angle between the (100) and (111) crystallographic planes. Increasing
the templating sphere size would increase the depth of the resulting pyramids but
also cause the periodicity of the array to move out of the subwavelength regime. In
an eﬀort to circumvent this limitation, the group turned to dry etching of silicon
in the form of an SF6 RIE [144]. The silica particles could now be used as an etch
mask which removed the need for the chromium stage, and so lowered the cost of
the process. The resulting features more closely resembled the pillars observed on
natural moth-eye surfaces, and were much taller than the pyramidal structures,
with aspect ratios as high as 5:1 (Figure 2.44c). Reﬂectances less than 2.5% across
the entire measured wavelength range (350-850 nm) were achieved. The group also
report a similar technique for patterning GaSb (Figure 2.44d)[133], an important
material in thermophotovoltaics [148].
The authors present RCWA modelling of the structures but a closer inspection
of their method reveals that the simulation method used is based on EMT (see
§2.5.2). The features are modelled as a stack of thin ﬁlms, each with an eﬀective
refractive index given by the radius of the pillar at that speciﬁc height. RCWA
methods are then used to calculate reﬂectance from this thin ﬁlm stack. A true
RCWA should not require an EMT approximation of the array of pillars and
various software packages exist that would allow a more thorough modelling of
the structure created. The equation the authors use for calculating the eﬀective
refractive index, n(z), of the layer at height z,
n(z) = [f (z)n
q
Si + [1 − f (z)]n
q
air]
1/q (2.13)
with q = 2/3, is also questionable. It is taken from a study on moth-eye corneal
arrays by Stavenga et al [149], where it is implied that the use of q = 2/3 is only
applicable when the substrate refractive index is around 1.52 (i.e. chitin). This
equation may not be valid for use with silicon, for which the refractive index is
much higher than this. Nevertheless, from a practical viewpoint, the formation
of biomimetic, subwavelength nanostructures, uniformly across the surface of an
entire wafer is an impressive achievement.
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Figure 2.44: (a) SEM of non-close-packed (ncp) array of silica spheres with FFT
inset showing a high degree of order [147]. (b) Inverted pyramid array fabricated
by KOH etching through a Cr mask formed by evaporation through an ncp array
of nanospheres [143]. (c) Pillar array formed on GaSb by Chlorine RIE through
an ncp array of nanospheres [133]. (d) Pillar array formed in silicon by SF6 RIE
through an ncp array of nanospheres [144].
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Examining the reﬂectance properties of various biomimetic, submicron ordered
AR arrays on silicon (Figure 2.45) reveals reﬂectance behaviour approaching that
of the random submicron texturing is possible. Ordering allows greater control
over feature size, spacings and distributions, and so is useful from a research per-
spective. However, cost may ultimately lead to favouring of random subwavelength
features for commercial implementation.
2.6 Comparing AR schemes: Weighted Reﬂectance
Throughout this literature review, plots of reﬂectance versus wavelength traced
from papers have been presented to provide comparisons of the eﬀectiveness of
examples of AR schemes for an air-silicon interface. To allow a quantitative com-
parison of the best AR schemes of each type, their weighted reﬂectances, Rw,
have been calculated from the traced reﬂectance versus wavelength plots using
the following formula [39]:
Rw =
  λmax
λmin R(λ)IPFD (λ)dλ
  λmax
λmin IPFD (λ)dλ
(2.14)
where R(λ) is the reﬂectance from the traced plot and IPFD (λ) is the incident
photon ﬂux density calculated from the ASTM G173 terrestrial reference solar
spectrum [11] (available from [150]). The wavelength range was 400 nm to 1000
nm and the integral was performed as a summation over wavelength intervals of
1 nm. The results are presented in Figure 2.46 and are divided into schemes that
do not incorporate thin ﬁlm ARCs and those that do. For easy referencing in the
text, the bars in Figure 2.46 are numbered 1–20 from the bottom.
Studying the micron-scale uncoated schemes ﬁrst, it is clear that the isotropic
wet etching schemes (bars 5,6) exhibit the largest Rw at > 23%. Isotropic etching
tends to result in shallower features which are less eﬀective at causing the light
to undergo multiple reﬂections at the surface compared to anisotropic etching
schemes. However, this calculation of weighted reﬂectance does not measure the
behaviour when the surface is encapsulated, i.e. when a glass cover is present.
Isotropically etched surfaces perform much better under these conditions, where
they cause the light to undergo TIR at the underside of the glass cover (see Fig-
ure 2.22). Reﬂectances similar to those for inverted pyramid surfaces are possible
with encapsulated isotropically etched surfaces [77].
The assorted grain orientations present mean that anisotropic, alkali etching
(bar 3) is also not very eﬀective for mc-Si surfaces, with Rw of 15% being reported.
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Figure 2.45: Reﬂectance vs. wavelength plots, taken from literature, for silicon
surfaces with artiﬁcial moth-eye arrays:
A: Untextured mc-Si [55];
B: OAPA mask + FAB textured Si [141];
C: Interference lithography + SF6 etched Si (h = 120 nm) [142];
D: Interference lithography + SF6 etched Si (h = 190 nm) [142];
E: E-beam lithography + SF6 FAB textured Si [138];
F: Interference lithography + CHF3 RIE etched Si [139];
G: KOH etching to form inverted pyramids in Si through a Cr mask, evaporated
on a ncp nanosphere array [143];
H: SF6 etch of Si through an ncp nanosphere mask [144].
702.6 Comparing AR schemes: Weighted Reﬂectance
Alkali texturing of single crystal silicon (bar 2) gives a weighted reﬂectance of 10%,
but this is matched by laser texturing (bar 4) and halved by micron-scale dry
etching (bar 7), both of which are equally applicable to mc-Si. However, questions
still remain over the surface recombination enhancing damage that can be caused
by these more aggressive texturing methods.
When micron-scale textures are combined with thin ﬁlm ARCs, the various
schemes reported (bars 16, 17, 18, 19, 20) all exhibit Rw values of approximately
5%. The exception to this is the combination of alkali texturing (i.e. inverted
pyramids) with a double layer ARC (bar 15), which achieves < 1% weighted
reﬂectance. This impressively low value is owing to the vast amount of research
into perfecting this particular AR scheme, led by the team at UNSW, who employ
it for their world-record holding PERL cell [28, 34]. Groups reporting some of the
best performing uncoated micron-scale textures did not proceed to incorporate
a thin ﬁlm ARC: Winderbaum and colleagues achieved a notable 5% weighted
reﬂectance for an uncoated micron-scale dry etched surface, but did not proceed
to incorporate a thin ﬁlm ARC, which may have demonstrated Rw approaching
that of inverted pyramids. Instead, the best micron-scale dry etching/thin ﬁlm
ARC combination could only achieve an Rw of 5% (bar 20).
The weighted reﬂectance chart also reveals that a thin ﬁlm ARC on planar
silicon (bars 13, 14) can exhibit Rw values near to or even below those achieved
by ARCs on micron-scale texturing schemes. This may be a consequence of a
degradation in the eﬀectiveness of thin ﬁlm ARCs due to diﬃculties in achiev-
ing uniform and optimum thicknesses over textured compared to ﬂat surfaces.
However, these results conceal that planar surfaces cannot enhance light trapping
in a cell, whereas all micron-scale texturing schemes will produce changes in the
direction of propagating light and so increase the optical path length and aid
the trapping of light through TIR. Also, the study only assesses AR schemes for
normally incident light and textured surfaces are expected to outperform planar
surfaces for light incident at higher angles.
The weighted reﬂectance study shows that submicron-scale textures are com-
parable or superior to the best micron-scale textures, with the added advantages
of being applicable to mc-Si and thin ﬁlm silicon, without the need for additional
ARCs. Within the submicron category, the random, maskless schemes (bars 9,
10) slightly outperform, and are cheaper than, the regular, ordered subwavelength
patterns created using e-beam lithography or masking techniques (bars 11, 12).
The plasma texturing scheme recently reported by Yoo and coworkers exhibits
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perfect antireﬂection (zero reﬂectance) [118]. However, the roughness associated
with random subwavelength texturing results in a large surface area and so po-
tential problems of surface recombination when applied to solar cells: Yoo’s group
reported an eﬃciency of only 11.7% despite their perfect AR surface. Ordered
patterning using lithographic techniques allows a greater degree of control over
feature sizes and spacings, which is beneﬁcial from the perspective of research into
understanding and optimizing the optical properties of such structures. Careful
control over surface roughness using smoothing processes is likely to be easier
with ordered, regular subwavelength features. The cost issue still remains. Elec-
tron beam lithography is prohibitively expensive for use in large area patterning
required for commercial solar cell production. However, the fast-emerging ﬁeld of
nanoimprint lithography could provide a means of cheap and reliable fabrication of
ordered subwavelength structures over large areas [151, 152], and it is the success
of this that will dictate whether ordered or random subwavelength-scale texturing
is implemented commercially.
The weighted reﬂectance results show that for antireﬂection, submicron tex-
tures are superior to thin ﬁlm ARCs, micron-scale texturing and combinations of
the two. The larger submicron structures (e.g.those produced by natural lithog-
raphy, with sphere sizes of 500 nm [124] (see section 2.5.3.2) may scatter light
and provide a Lambertian type surface, resulting in good light trapping, but these
schemes are less eﬀective at reducing reﬂection than the truly subwavelength ar-
rays.
2.7 Conclusion
Reducing reﬂectance is a key consideration for any solar cell design and a consid-
erable amount of research has been aimed at eﬀectively achieving this.
Traditional approaches for antireﬂection involve the use of thin ﬁlm coatings
which exploit the destructive interference between light reﬂected from the diﬀerent
interfaces but only work eﬀectively for speciﬁc wavelengths and angles of incidence.
Thin ﬁlms are often combined with texturing on the micron-scale, which forces
the light to undergo multiple reﬂections and so increases the amount coupled into
the cell. However, many of these schemes are not suitable for thin cells due to the
relatively large size of the features and are often only applicable to single crystal
substrates. The rapid advance of nanoscale patterning technologies is leading to
the rise of subwavelength-scale texturing as a challenge to these more traditional
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Figure 2.46: Weighted reﬂectance results calculated from reﬂectance vs. wave-
length traces for the best performing AR scheme in each category (King91:
[57]; Abbott06: [76]; Gangopadhyay05: [82]; Nishimoto99: [81]; Stocks94: [77];
Winderbaum97: [87]; Tsuo93: [79]; Yoo06: [118]; Inomata97: [115]; Sai06: [110];
Kanamori99: [138]; Schnell00: [55]; Chen93: [53]; Zhao91: [33]; Machida91:
[86]; Macdonald04: [80]; Zhao98: [28]; Schultz03: [91]).
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AR approaches. Patterning a surface with features on the scale below the incident
wavelength to introduce a gradual change in the refractive index across an interface
has been shown both theoretically and experimentally to reduce reﬂection for a
wide range of wavelengths to levels not possible with the traditional thin ﬁlms.
Nature has chosen subwavelength patterning to reduce reﬂections from the eyes
and wings of some species of moth. Attempts to recreate such structures in silicon
and glass have produced surfaces with very good AR properties but there is still
scope for improvement by optimizing the proﬁle, spacing, size and arrangement of
the features. Texturing with randomly sized features using maskless techniques is
a promising alternative to the creation of regular biomimetic structures because,
although less controllable and more diﬃcult to characterize and optimize, the
substantial cost savings make this an attractive approach for solar cells.
The main inhibitor of subwavelength texturing for solar cell applications is the
current high cost of patterning on such a small scale. Cheaper production meth-
ods are available for patterning a surface with a random array of randomly-sized
features but reproduction of regular, biomimetic structures in silicon or glass in a
controllable way is only possible with expensive nanopatterning techniques such as
electron beam lithography. The use of electron beam lithography for the pattern-
ing of large areas needed for implementation of subwavelength-structured arrays
in commercial solar cells is not feasible. However, the rapid development of more
scalable technologies including nano-imprinting and nanosphere lithography could
pave the way for the more widespread introduction of these innovative ways of
achieving antireﬂection for solar cells.
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Simulations of Thin Film ARCs
3.1 Introduction
The literature review revealed that thin ﬁlm coatings (ARCs) are commonly used
to achieve antireﬂection in solar cells (§2.3).Materials are chosen with appropriate
optical properties and deposited to thicknesses which lead to destructive interfer-
ence between light reﬂected from the interfaces in the thin ﬁlm structure. Destruc-
tive interference reduces the amount of reﬂected light and so increases the amount
transmitted into the underlying cell. The amount of destructive interference and
therefore the reﬂectance and transmittance of a substrate coated with a thin ﬁlm
ARC is heavily dependent on the wavelength and incident angle of incoming light.
A solar cell experiences light of a wide range of wavelengths incident over a
broad range of angles throughout a day. Traditionally, device manufacturers have
characterized the performance of ARCs for normal incidence and for standard ir-
radiances (i.e. AM 1.5, see Figure 1.7) and as a consequence, most AR schemes
have been optimized for conditions that prevail for ﬁxed systems only for a part of
the day. Here, a method is presented for the assessment of antireﬂection schemes
that takes into account the full range of wavelengths and angles of incidence expe-
rienced by a ﬁxed solar cell from sunrise to sunset and then applied to both single
and double layer antireﬂective coatings (SLARs and DLARs).
The transmittance of a surface is combined with solar spectra for a range of
times in the day and internal quantum eﬃciency (IQE) data. This leads to a
prediction of the full day average short-circuit current which is then used as a
ﬁgure of merit with which to optimize the design of both single and double layer
antireﬂection coatings, ﬁrstly for an unencapsulated laboratory solar cell and then
for a cell encapsulated in an EVA and glass module structure. The optimized
ARC thicknesses are compared to those optimized by considering only the AM 1.5
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Figure 3.1: Terms used for derivation of transfer matrix for calculating reﬂectance
from a thin ﬁlm multilayer stack for TE polarization. The dot denotes the electric
ﬁeld vector pointing out of the page
spectrum at normal incidence. Finally, as an example of a real world application
of the technique, an optimization is carried out with spectral data for a module
positioned on a south-facing sloped roof in Southampton, UK.
3.2 Simulation Method
3.2.1 Transfer Matrix Method
There are various methods of calculating the reﬂectance and transmittance of a
thin ﬁlm coating and these are detailed in many optics textbooks [153, 154, 155,
156, 157]. Most involve matching of the tangential electric and magnetic ﬁelds
at the interfaces in the stack of layers that comprise the coating. The problem
can also be analysed by using the analogy with impedance matching in transmis-
sion lines, whereby Maxwell’s equations are recast into a form equivalent to the
Telegraph Equations, allowing multilayer coatings to be modelled as a series of
concatenated transmission lines [158]. In this work, the transfer matrix method
of Abel` es [159] is employed to determine the reﬂectance, and transmittance of a
thin ﬁlm multilayer as this method readily lends itself to analysis for ranges of
wavelength, angles of incidence, substrate and thin ﬁlm refractive indices and ex-
tinction coeﬃcients, numbers of layers and layer thicknesses. The main equations
used are summarized in the following section; a full derivation can be found in the
appendix (§ 8.3).
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Beginning with the electric ﬁeld vector (E) perpendicular to the plane of inci-
dence: By considering the diagram of a single layer thin ﬁlm in Figure 3.1, and
applying the boundary condition that the tangential components of the E and the
magnetic (B) ﬁelds are continuous across each interface in the multilayer stack,
we obtain the following equations for the magnetic ﬁelds at each interface:
Ba = γ0 (E0 − Er1) = γ1 (Et1 − Ei1) (3.1)
Bb = γ1 (Ei2 − Er2) = γs (Et2) (3.2)
where
γ0 = n0
√
ǫ0 0 cosθ0 (3.3)
γ1 = n1
√
ǫ0 0 cosθt1 (3.4)
γs = ns
√
ǫ0 0 cosθt2 (3.5)
Introducing the phase diﬀerence, δ, due to traversal of the thin ﬁlm where
δ = k0Λ1 =
 
2π
λ0
 
n1dcosθt1 (3.6)
leads to equations relating the E and B ﬁelds at interface a to those at interface
b, which can be written in matrix form:

 Ea
Ba

 =

 cosδ isinδ
γ1
iγ1 sinδ cosδ



 Eb
Bb

 (3.7)
The 2 × 2 matrix is the transfer matrix, M1 for the single layer thin ﬁlm coating.
For structures with multiple layers, a transfer matrix is needed for each layer
and the product, MT, of the transfer matrices describes the transmission of light
through the entire structure.

 Ea
Ba

 = M1M2M3 ...Mn

 En
Bn

 = MT

 En
Bn

 (3.8)
We can label the components of the transfer matrix, MT in the following way:
MT =

 m11 m12
m21 m22

 (3.9)
The reﬂection and transmission coeﬃcients, r and t, are given in terms of the
components of MT:
t =
2γ0
γ0m11 + γ0γsm12 + m21 + γsm22
(3.10)
r =
γ0m11 + γ0γsm12 − m21 − γsm22
γ0m11 + γ0γsm12 + m21 + γsm22
(3.11)
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The reﬂectance and transmittance, R and T are then given by:
R = rr∗ and T =
γs
γ0
tt∗ (3.12)
The equations for TM polarization (i.e. the E vector parallel to the plane of
incidence) are similar but with the following deﬁnitions for γ0, γ1 and γs:
γ0 =
n0
√
ǫ0 0
cosθ0
(3.13)
γ1 =
n1
√
ǫ0 0
cosθt1
(3.14)
γs =
ns
√
ǫ0 0
cosθt2
(3.15)
To account for absorption in the thin ﬁlms, we can specify a complex refractive
index in the form,
n − ik (3.16)
where n is the refractive index and k is the extinction coeﬃcient. The absorption
in the thin ﬁlms is then given by
A = 1 − R − T (3.17)
A complex refractive index can also be speciﬁed for an absorbing substrate, which
aﬀects the reﬂectance and transmittance of the layer-substrate interface. The
resulting transmittance is that of the light passing through into the substrate.
Using this method, a single or multilayer thin ﬁlm stack can be speciﬁed on any
substrate and surface plots of reﬂectance, transmittance and thin ﬁlm absorptance
can be produced for both TE and TM polarizations. We can assume that sunlight
is, on average, randomly polarized and this can be simulated by calculating the
averages of the results from TE and TM polarizations.
3.2.2 Refractive Index Data
Data for n and k for silicon over a range of wavelengths is obtained from [20]. For
SiO2, the Conrady dispersion formula from [160] is used, where n is given by:
n(λ) = N +
B
λ
+
C
λ3.5 (3.18)
where
N = 1.447, B = 0.00374, C = 0.00057 (3.19)
The complex refractive index data for the range of wavelengths of interest for
MgF2, TiOx, ZnS, and 5 compositions of SiNx are obtained from Nagel et al.
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[24]. The ﬁve SiNx ﬁlms, deposited by remote plasma-enhanced chemical vapour
deposition (RPECVD) have decreasing N:Si ratios, and correspondingly increasing
n and k values from ﬁlm #1 to #5. The authors parameterize their experimental
data using the dispersion equations for amorphous materials proposed by Forouhi
and Bloomer [161]:
n(λ) = D +
B0X + C0
X2 − BX + C
(3.20)
k(λ) =
A(X − E)
2
X2 − BX + C
(3.21)
with
B0 =
A
Q
 
−
B2
2
+ EB − E2 + C
 
(3.22)
C0 =
A
Q
  
E2 + C
  B
2
− 2EC
 
(3.23)
Q =
1
2
 
4C − B2
 1/2
(3.24)
X =
1239.85
λ
(3.25)
The ﬁtted parameters from Nagel et al. are given in Table 3.1.
A B C D E
MgF2 1.461 ×10−9 8.317 17.31 1.273 -1.203
TiOx 7.059 ×10−2 8.883 19.90 1.944 2.239
ZnS 8.395 ×10−2 8.661 19.32 2.119 2.162
RPECVD SiN #1 9.955 ×10−2 11.30 37.92 1.649 1.295
RPECVD SiN #2 7.995 ×10−2 9.655 25.12 1.743 1.112
RPECVD SiN #3 2.082 ×10−1 8.001 18.76 1.766 1.334
RPECVD SiN #4 4.039 ×10−1 7.460 17.20 1.618 1.206
RPECVD SiN #5 4.595 ×10−1 6.894 14.54 1.728 1.168
Table 3.1: Fitted parameters for calculations of n and k from Nagel and colleagues
[24]
Refractive index data for the encapsulation materials EVA and B270 Crown
Glass are also obtained from Nagel et al. [24], with n given by the following
equation and parameters in Table 3.2.
n(λ) = 1.56 − 5.75 × 10−5λ (3.26)
with λ in nm. Extinction coeﬃcient values for EVA and B270 Crown Glass are
given by
k(λ) =
A
W
 
π/2
exp
 
−2
 
λ − λ2
c
 
W2
 
(3.27)
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λc W A
B270 glass 249.1 56.70 6.07 ×10−3
EVA 277.1 77.11 1.195 ×10−1
Table 3.2: Fitted parameters for B270 glass and EVA from Nagel and colleagues
[24]
Refractive index data for the remaining materials are obtained by digitizing
graphs from the literature using the technique described in §2.2. Data for CeO2
deposited by a sol-gel spin coating process are obtained from ¨ Ozer [162]. Two other
commonly-used coating materials are considered in this study: Si3N4 deposited
by low-pressure chemical vapour deposition (LPCVD), which is the ARC material
used by BP Solar for their buried contact cell [36], and TiO2 deposited by spray
pyrolysis, which was used extensively for screen printed solar cells [42, 45] but has
now largely been superseded by PECVD SiNx. LPCVD Si3N4 refractive index data
is obtained from Djurisic et al. [35] and TiO2 data is obtained from Richards [45].
The real and imaginary components (n and k) of refractive index vs. wavelength
curves for all materials studied are shown in Figure 3.2.
It is important to note that the optical properties of thin ﬁlm materials vary
considerably with deposition method and conditions. For instance, Richards
showed that the refractive index of TiO2 ﬁlms can be varied by altering the
density and phase of the material through diﬀerent deposition conditions and
post-deposition sintering [39]. Likewise, Khawaja et al. report that diﬀerences
in the columnar microstructure of some CeO2 ﬁlms leads to variations in opti-
cal properties between ﬁlms deposited by evaporation under diﬀerent conditions
and even inhomogeneity in refractive index along the depth of a single ﬁlm [163].
Therefore, each ﬁlm studied here should be considered as a speciﬁc example and
not necessarily as representative of the material as a whole.
3.2.3 Spectral Calculations
Solar spectrum data provided by SPCTRL2 from National Renewable Energy
Laboratory (NREL) is used [164]. This program allows longitude, latitude and
slope to be speciﬁed along with a date and time (other inputs are listed Table
3.3). The direct and diﬀuse irradiances (in units of W/m2/micron interval) are
then calculated for a range of wavelengths for times in ﬁve minute intervals. In
this analysis, data are compiled from 6:08 am, which corresponds to an angle of
incidence (AOI) for direct light of 90◦ (sun at the horizon, dawn), until 12:08 am,
corresponding to an AOI of 0◦ (sun directly overhead, noon).
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Figure 3.2: Variation in the real (n) and imaginary (k) parts of the refractive index
with wavelength for materials used in thin ﬁlm ARC simulations. The legend in
(c) also applies to (a). The legend in (d) also applies to (b) Data obtained from
refs: [160, 24, 162, 35, 45].
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Equator Cell Southampton Cell
Latitude 0 50.93
Longitude 0 -1.40
Aerosol Optical Depth 0.27 0.27
Alpha 1.14 1.14
Albedo (surface reﬂectance) 0.2 0.2
Total Column Ozone (cm) 0.34 0.34
Total Precipitable Water Vapour (cm) 1.42 1.42
Slope (◦) 0 22.6
Surface Pressure (mB) 1013.25 1013.25
Day of the year 79 (Mar 20) 79 (Mar 20)
Table 3.3: Input parameters used in SPCTRL2 program [164]. The equator cell is
simulated on a horizontal surface. The Southampton cell is simulated as mounted
on a rooftop with a 5/12 slope (22.6◦ from horizontal).
An array of direct irradiances for a range of wavelengths and AOIs represent-
ing the direct solar radiation experienced by a horizontally-ﬁxed solar cell at the
equator is compiled Figure 3.3a. These data are then multiplied by the cosine of
the incident angle to account for the increase in projected area with AOI and then
integrated over the wavelength intervals using the trapezoid method to obtain
irradiance in units of W/m2 (Figure 3.3b).
Diﬀuse light is light scattered from the ground and from particles in the atmo-
sphere. SPCTRL2 provides diﬀuse spectral data for each time of day (Figure 3.3c)
but this does not correspond to particular AOIs. We can assume that diﬀuse ra-
diation is incident over all angles equally throughout the day. Again, we integrate
this using the trapezoid method to obtain irradiance in W/m2, sum the data for
each wavelength and divide by the number of time intervals to calculate an average
value of diﬀuse irradiance for each wavelength (Figure 3.3d).
The integrated diﬀuse (Figure 3.3b) and cosine-corrected direct spectra (Figure
3.3d) are summed to obtain the total irradiance, IT, incident on a cell over half a
day, as a function of wavelength and angle of incidence (Figure 3.3e). The total
photon ﬂux density, PFD, (photons/m2/s) (Figure 3.3f) is then given by dividing
by the energies of the photons, i.e.
PFD(λ,θ) =
IT (λ,θ)λ
hc
(3.28)
where λ is the wavelength, θ is the AOI, h is Planck’s constant, and c is the speed
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Figure 3.3: Spectral Data compiled from SPCTRL2 [164]: (a) Raw direct irradi-
ance, (b) cosine-corrected and integrated direct irradiance, (c)raw diﬀuse irradi-
ance, (d) integrated diﬀuse irradiance, (e) total irradiance, (f) total photon ﬂux
density (PDF)
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of light.
3.2.3.1 Spectral Data for Encapsulated Cell
When employed for power generation, solar cells are encapsulated in EVA and
glass to provide protection from moisture that would quickly corrode the contacts
and adversely aﬀect the performance of the cell. The optimum thicknesses and re-
fractive indices for encapsulated cell ARCs will be substantially diﬀerent to those
of a laboratory cell because of the change in the refractive index of the superstrate
material as we are now considering an EVA-silicon rather than an air-silicon in-
terface. Also, the wavelength and angular characteristics of the incident spectrum
of light will be altered by transmission through the encapsulant materials. To
account for this, reﬂectance at a planar glass surface, Rglass, is calculated. The
new propagation angle of light, φ, due to refraction at the air-glass interface is
given by Snell’s law. The path length, p, of light travelling through an EVA layer
of thickness t is then given by:
p =
t
cosφ
(3.29)
This is combined with the extinction coeﬃcient of EVA, kEVA, to calculate
transmission, TEVA, through a standard 0.45 mm thick [165] layer of EVA encap-
sulation using
TEVA (λ,φ) = exp
 
−4πkEVA (λ)
λ
p(φ)
 
(3.30)
The PFD incident over half a day on a cell beneath encapsulation, as a function
of wavelength and angle of incidence is then given by
PFDencap (λ,φ) = PFD(λ,θ)(1 − Rglass (λ,θ))TEVA (λ,θ) (3.31)
A comparison of PFD incident on the module surface with PFD incident on
the cell underneath encapsulation at normal incidence is shown in Figure 3.4a. A
surface plot of PFDencap (λ,θ) is presented in Figure 3.4b. Diﬀerences between
this and the PFD on the module surface include an overall decrease in PFD due
to reﬂectance at the air-glass interface; low values in the UV range are due to
absorption by EVA; a smaller angular range due to refraction at the air-glass
interface and the number of photons falling to zero at the largest angle because
this corresponds to light incident on the glass cover at close to 90◦, at which
reﬂectance from the glass cover is near to 100%.
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Figure 3.4: Total photon ﬂux density spectra for an encapsulated solar cell, where
angle of incidence is that at the EVA-cell interface. The wavelength interval is 1
nm. (a) normal incidence spectrum (solid line) with spectrum on module surface
(dotted line) for comparison. (b) angular spectral distribution for half a day.
The analysis assumes that there is no absorption in the glass layer, which is
justiﬁed by the negligible values of k for this material given by Nagel et al. [24].
Reﬂection at the glass-EVA interface is also considered to be negligible because of
the closely matched refractive indices of these two materials. The model also does
not account for multiple passes of light through the glass-EVA structure, however,
after the ﬁrst reﬂection at the EVA-silicon interface, any returning light will be at
least two orders of magnitude less intense.
3.2.4 Internal Quantum Eﬃciency
Internal quantum eﬃciency (IQE) is deﬁned as [8]:
IQE =
number of electrons collected
number of photons penetrating cell
(3.32)
For the unencapsulated laboratory cell simulations, the IQE data is obtained
from Wang et al. who modelled a Passivated Emitter Rear Locally-Diﬀused
(PERL) cell [166]. Well passivated front and rear surfaces ensure that this cell
exhibits a very high IQE across the whole spectral range. For the simulations in-
volving an encapsulated cell, the IQE curve for a typical screen-printed monocrys-
talline solar cell, obtained from Ebong et al., is used [167]. However, this includes
absorption in the thin ﬁlm ARC, which is a layer of PECVD SiNx with a thickness,
t, of 86 nm. To avoid counting ARC absorption twice, the eﬀect of this absorption
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is removed from the IQE data using
IQE (λ) = IQE0 (λ)exp
 
4πkSiNx (λ)
λ
t
 
(3.33)
Where IQE0 is the original IQE data and kSiNx is the extinction coeﬃcient
for the thin ﬁlm ARC. Extinction coeﬃcient data for the actual ﬁlm used are not
available and so k values for the RPECVD SiNx#2 ﬁlm from Nagel et al. are
used [24]. The original and ARC absorption-corrected IQE curves are presented
in Figure 3.5. Note that correction is not required for the laboratory cell IQE
because the calculated IQE used in this case does not include absorption in the
ARC.
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Figure 3.5: Internal quantum eﬃciency curves for silicon solar cells: A. High
eﬃciency PERL cell (used in laboratory cell simulations) [166], B. screen printed
cell [167], C. screen printed cell with eﬀect of absorption in ARC removed (used
in encapsulated cell simulations).
3.2.5 Average Short Circuit Current
A short-circuit current density, Jsc (mA/cm2), for each time interval between dawn
and noon is then calculated by combining the total photon ﬂux density, PFD, the
transmittance, T and the IQE, for each time of day from dawn until noon.
Jsc (θ) = q
  λ=1240nm
λ=300nm
[PFD(λ,θ) T(λ,θ) IQE (λ)]dλ (3.34)
Summing over all time intervals, multiplying this by the number of seconds
per time interval and dividing by the number of seconds in half a day gives us
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an average short circuit current density, JscAve. This is a good ﬁgure of merit
for which to optimize AR coatings, and is frequently used as a measure of optical
performance (e.g. [39]), because it is directly related to the amount of light that
penetrates into the cell and crucially, it accounts for how eﬀectively an underlying
solar cell can use the spectrum transmitted. This would not be the case if trans-
mittance, weighted to the solar spectrum, was used as a ﬁgure of merit instead. In
practice, a solar cell does not operate at the short circuit current (because then no
power could be extracted) but the operating current is proportional to the short
circuit current, and since JscAve is a device property which is independent of the
load, it is chosen as the ﬁgure of merit for this study.
The optimization scripts written for this study use a simplex-based search
method [168], where a line segment simplex for one variable or a triangle simplex
for two variables is reduced in size by replacing one vertex with a new point if the
value of the function at the new point is lower than at the vertex. This continues,
homing in on the minimum in 1/JscAve (thereby maximizing JscAve), until the
tolerance level is reached. It is also important to conduct parameter scans, in
which the general behaviour of the function is mapped out, to ensure that the
minimum found is a global and not just a local minimum.
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3.3.1 Single Layer ARCs (SLARs)
Results from the thickness optimization of various SLARs for the laboratory cell
are shown in Table 3.4. Results of a parameter scan to conﬁrm that the maxima
found are global maxima are shown in Figure 3.6.
Allowing the optimization script to vary the refractive index as well as the
thickness in its search for a maximum in JscAve leads to optimum values of nopt =
1.95 and dopt = 83.3 nm. The best coating, a 80.6 nm thick layer of LPCVD Si3N4,
owes its good performance to its average refractive index of 2.02 (see Figure 3.2)
which is close to nopt. It is also non-absorbing (k = 0) over the entire wavelength
range. Contour plots of reﬂectance and transmittance (absorptance = 0) for an
optimum Si3N4 ARC are presented in Figure 3.7 a and b.
Silicon dioxide is also non-absorbing but it has a lower refractive index of ≈
1.46 and so is not as eﬀective. The other coatings are partially absorbing in the
UV region. The worst coating is that of SiNx #5. The reﬂectance, transmittance
and absorptance contour plots for this coating at the optimum thickness are shown
in Figure 3.7 c–e. This has the highest silicon content of all the nitride coatings
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SLAR Material dopt JscAve %
(nm) (mA/cm2) loss
Ideal – 27.66 0.0
Si3N4 80.60 23.82 13.9
RPECVD SiN#1 88.82 23.67 14.4
RPECVD SiN#2 80.55 23.35 15.6
TiOx 70.44 23.20 16.1
ZnS 67.24 23.12 16.4
TiO2 65.65 22.93 17.1
SiO2 119.44 22.61 18.3
RPECVD SiN #3 74.41 22.53 18.5
CeO2 92.59 22.31 19.3
RPECVD SiN #4 68.68 21.09 23.8
RPECVD SiN #5 60.81 19.80 28.4
Bare Si with – 17.64 36.2
2nm native oxide
Table 3.4: Optimized parameters for SLARs at an air-silicon interface in an lab-
oratory solar cell (dopt is the optimized layer thickness). JscAve is the predicted
average short-circuit current produced by a coated cell over a whole day. “% loss”
is the predicted percentage reduction in JscAve if replacing an ideal ARC (i.e. 100%
transmission for all angles and wavelengths).
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Figure 3.6: Predictions of the variation, with coating thickness, of the average
short circuit current produced by a laboratory cell over a whole day with various
single layer ARCs.
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Figure 3.7: Calculated reﬂectance (R), transmittance (T) and absorptance (A) of
the best and worst SLARs on a silicon substrate: (a) R for Si3N4, (b) T for Si3N4,
(c) R for SiNx#5, (d) T for SiNx#5 and (e) A for SiNx#5. Absorptance is zero
for the Si3N4 ﬁlm because extinction coeﬃcient is negligible for this material.
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and so has the highest absorptance and the highest refractive index, which leads
to poor performance as an ARC. Indeed, the silicon content is so high that in-
layer absorption causes the coating to cease to confer a beneﬁcial eﬀect with layers
thicker than 110 nm. The same is true for nitride ﬁlm #4 at thicknesses over 144
nm. The other coatings tested are also absorbing in the UV region but less so,
and they have refractive indices closer to the optimum value, nopt, and so perform
better as ARCs. Coatings that absorb moderate amounts of UV radiation can
still operate eﬀectively as AR coatings for the solar spectrum because the solar
irradiance contains little UV light (see Figure 3.3).
We can see this more clearly by looking at reﬂectance, transmission and ab-
sorption spectra at normal incidence (Figure 3.8). UV Reﬂectance is reduced as
the silicon content in the SiNx ﬁlms is increased (Figure 3.8b). However, this is
due to increased absorption and so the transmittance is reduced with increasing
silicon content. The lower refractive index nitride ﬁlms have lower reﬂectance and
absorptance and higher transmittance for visible light where the peak in the solar
spectrum lies. This explains why cell performance improves from SiNx#5 to #1.
Moving to the coatings not formed of PECVD nitride, we see that the best
performing coating (Si3N4) has the highest reﬂectance in the UV (Figure 3.8a)
but the low level of solar irradiance in the UV, coupled with the lower reﬂectance
across the rest of the spectrum and its zero absorption means that Si3N4 still
outperforms the other coatings overall.
Taking the SLAR data as a whole, we see that Si3N4 at a thickness of 80.6 nm is
the best performing coating with a 13.9% loss in JscAve compared to an ideal ARC
(i.e. 100% transmission for all angles and wavelengths). The low silicon content
RPECVD SiNx ﬁlms also perform well, with losses of between 14.4 and 15.6 %
compared to the ideal, as do higher refractive index materials such as TiOx and
ZnS at 16.1% and 16.4%, respectively, despite absorbing a signiﬁcant amount of
UV light. The high silicon content RPECVD SiNx and CeO2 ﬁlms perform poorly,
with losses compared to the ideal of between 18.5% and 28.4%, because they are
highly absorbing and have far from optimal refractive indices. This analysis shows
that the AR coating that is most commonly employed in laboratory silicon solar
cells (SiO2) is not very eﬃcient, with losses calculated at 18.3% compared to an
ideal ARC. However, we must also consider surface passivation when assessing the
performance of thin ﬁlm coatings for solar cells.
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(a) (b)
Figure 3.8: Reﬂectance, Transmittance and Absorptance at normal incidence for
various single layer ARCs on a silicon substrate. Legends in absorptance plots
apply to reﬂectance and transmittance plots within the same sub ﬁgure.
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3.3.1.1 SLARs: Surface Passivation Considerations
As discussed in §2.3.2, a thin layer of SiO2 is often thermally grown onto the
substrate before the application of the ARC to provide passivation to the surface.
Nagel and colleagues suggest a 20 nm thick oxide layer [24] whereas other groups
report a 10 or even 5 nm layer thickness is suﬃcient in some cases to achieve
eﬀective surface passivation [47, 33, 51]. For certain cells such as the UNSW
PERC (passivated emitter and rear cells), an oxide thickness greater than 30
nm is required [169]. The variation in JscAve with thickness of a passivating
oxide included in the SLARs is shown in Figure 3.9a. The thickness of the top
layer was re-optimized for each oxide thickness tested (Figure 3.9b). Values of
the percentage drop in JscAve for a 20 nm oxide, calculated using the following
equation, are shown in Table 3.5.
% drop in JscAve =
JscAve|0nm − JscAve|20nm
JscAve|0nm
× 100 (3.35)
Passivating oxide thickness (nm)
0 20 40 60 80
O
p
t
i
m
u
m
 
S
L
A
R
 
t
h
i
c
k
n
e
s
s
 
(
n
m
)
0
20
40
60
80
100
CeO2
TiOx
ZnS
TiO2
SiNx#1 
Si3N4
TiO2*
(a) (b)
Passivating oxide thickness (nm)
0 20 40 60 80
A
v
e
r
a
g
e
 
J
s
c
 
(
m
A
/
c
m
2
)
22.0
22.5
23.0
23.5
24.0
24.5
Passivating
oxide
Si substrate
Air
SLAR
Figure 3.9: The eﬀect of including a passivating oxide between a SLAR and the
silicon substrate: (a) predicted average short circuit current produced by an SLAR
coated cell over a day as a function of passivating oxide thickness; (b) optimum
SLAR thickness variation with passivating oxide thickness. ∗TiO2 from Fertig and
Franklin [170].
The results show that there is a decrease in optical performance of the order
of 0.5% for LPCVD Si3N4 and the best RPECVD SiNx coating when a passivat-
ing oxide is added. Including a passivating oxide with the CeO2, ZnS and two
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SLAR Opt. d Opt. d JscAve no JscAve with % drop
no pass. with pass. pass. pass. in JscAve
(nm) (nm) (mA/cm2) (mA/cm2) with pass.
Si3N4 80.60 56.66 23.82 23.68 0.57
SiNx #1 88.82 66.30 23.67 23.54 0.52
ZnS 67.24 41.73 23.12 23.33 -0.93
TiOx 70.44 44.34 23.20 23.26 -0.25
TiO2 65.65 38.41 22.93 23.18 -1.12
CeO2 92.59 70.66 22.31 22.31 0.01
Table 3.5: The predicted percentage drop in average short-circuit current produced
by a laboratory solar cell with an optimized SLAR when a 20 nm passivating oxide
is added. Note that this only takes optical considerations into account and not any
improvements in electrical characteristics as a result of passivation.
titanium-based SLAR coatings actually slightly increases the JscAve of the cell,
with peaks at oxide thicknesses of around 8 nm for CeO2, 32 nm for ZnS, 28 nm
for TiOx and 36 nm for TiO2. At ﬁrst glance, this seems to contradict the report
by Fertig & Franklin, who found that AR performance of a TiO2 layer reduced
as the passivating oxide thickness increased [170]. However, a refractive index of
2.1, with k = 0 was used by Fertig & Franklin to model the APCVD TiO2 layers,
which is lower than the refractive index values for the titanium oxide layers used
in our analysis, which are given in [24, 42, 45]. Using n=2.1 and k=0 in our model
results in the curve shown in Figure 3.9a. The performance now decreases for all
SiO2 thicknesses above about 10 nm and so more closely matches the ﬁndings of
Fertig & Franklin. There is a steep decrease in performance for all coatings when
the passivating oxide is above around 40 nm. We also observe that the SLAR
optimum thickness decreases for all coatings as the passivating oxide thickness is
increased, tending to zero for high oxide thicknesses, where the optimum structure
becomes a simple SiO2 SLAR.
3.3.2 Double Layer ARCs (DLARs)
Double layer antireﬂection coatings (DLARs) can be designed to provide a broader
band AR eﬀect than SLARs. With two layers, more parameters are available for
optimization and destructive interference is optimized for more than one central
wavelength. Allowing the optimization script to vary the refractive index as well
as the thickness of the layers in its search for the maximum JscAve results in the
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values presented in Table 3.6. These indicate that an ARC with a air/low n/high
n/substrate conﬁguration would be most eﬀective, which is in agreement with
values calculated using the simpler optimization approach presented in §2.3.1,
Table 2.1.
n1 n2 d1 d2 JscAve % loss
(nm) (nm) (mA/cm2)
1.429 2.528 118.55 57.42 25.92 6.3
Table 3.6: Optimum parameters for DLAR coatings, determined by allowing the
optimization script to explore both refractive index and thickness parameter spaces
in the search for the maximum JscAve.
The results of simulations performed by introducing a second layer in the AR
coating for the laboratory cell and optimizing for both layer thicknesses to maxi-
mize JscAve as before are shown in Figure 3.10. Again, to ensure the optimizations
found global rather than local maxima, parameter scans across both layer thick-
nesses were carried out. These are presented for the four best DLARs in Figure
3.11. The optimum thicknesses and corresponding maximum JscAve values for
these DLARs are presented in Table 3.7.
DLAR Opt. d1 Opt. d2 JscAve %
(L1/L2) (nm) (nm) (mA/cm2) loss
Ideal – – 27.66 0
SiO2/TiO2 108.74 57.45 25.65 7.3
SiO2/ZnS 108.87 59.99 25.46 8.0
MgF2/TiO2 137.34 61.41 25.44 8.0
MgF2/ZnS 137.64 63.74 25.41 8.1
Table 3.7: Optimum parameters for the best DLARs on a laboratory cell. Layer 1
is the top layer, next to air. JscAve is the predicted average short-circuit current
produced by a coated cell over a whole day. “% loss” is the predicted percentage
reduction in JscAve if replacing an ideal ARC (i.e. 100% transmission for all
angles and wavelengths).
The best DLARs lead to only 7-8% reduction in JscAve compared to an ideal
ARC. This is a signiﬁcant improvement over SLARs, the best of which are still 13.9
% less eﬀective than an ideal ARC. The reﬂectance, transmittance and absorptance
plots for a SiO2/TiO2 DLAR are presented in Figure 3.12. The reﬂectance is
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Figure 3.10: Results for optimization of DLARs of various materials on a labora-
tory cell. Arrows indicate the four best coatings.
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(a) (b)
(c) (d)
Figure 3.11: Results for parameter scans across layer thicknesses of DLARs of
various materials: (a) SiO2/TiO2, (b) SiO2/ZnS, (c) MgF2/TiO2, (d) MgF2/ZnS.
Crosses mark the optimum designs.
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notably lower across a broader range of wavelengths and AOIs, compared to the
SLAR results. There is also less absorptance than in the absorbing SLARs because
of the reduced thicknesses of the absorbing layer.
R T
A
Figure 3.12: Reﬂectance (R), transmittance (T) and absorptance (A) for the op-
timized double layer SiO2/TiO2 coating on a silicon substrate, where the top layer
next to air is SiO2.
3.3.2.1 DLARs: Surface Passivation Considerations
The best DLARs looked at so far all have a non-passivating material adjacent to
the silicon substrate. Therefore, as with the non-passivating SLARs, a thin layer
of SiO2 should be included between the substrate and layer 2. Plots showing how
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JscAve of the laboratory cell is aﬀected by the inclusion of a passivating oxide are
presented in Figure 3.13. Table 3.8 gives values of the percentage drop JscAve with
the addition of a 20 nm thick passivating oxide.
(b) (a)
Figure 3.13: The eﬀect of including a passivating oxide between a DLAR and the
silicon substrate in a laboratory cell: (a) Predicted average short-circuit current
produced by an DLAR coated cell over a day as a function of passivating ox-
ide thickness; (b) variation of optimum DLAR thicknesses with passivating oxide
thickness.
Comparing DLAR values from Table 3.8 with those for SLARs shown in Table
3.5 indicates that the addition of a passivating oxide to a DLAR degrades the
performance of the cell to a greater extent than it did when adding one to an SLAR.
The MgF2–topped DLARs are less susceptible to the addition of a passivating
oxide than those with an SiO2 top layer. The MgF2/TiO2 DLAR is predicted to
lead to the highest JscAve for a passivating oxide thickness of over 20 nm so we can
conclude that this is the most eﬀective passivated DLAR coating of those studied
for the laboratory cell.
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DLAR L1 SiO2 SiO2 MgF2 MgF2
L2 TiO2 ZnS TiO2 ZnS
Opt. d (nm) no pass. d1 108.74 108.87 137.34 137.64
d2 57.45 59.99 61.41 63.74
Opt. d (nm) with pass. d1 109.40 109.53 138.64 139.35
d2 33.96 37.47 36.49 40.14
JscAve no pass. (mA/cm2) 25.65 25.46 25.44 25.41
JscAve with pass. (mA/cm2) 25.21 25.01 25.27 25.21
% drop in JscAve with pass. 1.71 1.77 0.66 0.79
Table 3.8: The predicted percentage drop in average short-circuit current produced
by a laboratory solar cell over a whole day with an optimized DLAR when a 20 nm
passivating oxide is added. Again, note that this only takes optical considerations
into account and not any improvements in electrical characteristics as a result of
passivation.
3.3.3 Sunrise to sunset vs. AM 1.5, normal incidence analysis
Thicknesses of thin ﬁlm coatings are usually optimized for PV applications by only
considering the AM 1.5 spectrum at normal incidence. Therefore, as a comparison,
optimizations for AM 1.5 at normal incidence have been performed and full day
JscAve values for solar cells with these new ﬁlm thicknesses have been calculated.
The reference AM 1.5 spectrum is taken from ASTM G173; the terrestrial global
37 degree south facing tilt values are used. The results of this analysis for SiO2
and Si3N4 SLARs, a SiO2/TiO2 DLAR and an MgF2/TiO2 DLAR with a 20 nm
passivating layer of silicon dioxide are shown in Table 3.9, where the full sunrise
to sunset optimization results are included for comparison.
Our analysis indicates that optimizing ﬁlm thickness whilst accounting for the
full range of spectral and angle of incidence changes throughout a day, rather than
simply AM 1.5 at normal incidence, results in increases of average short-circuit
currents generated by a cell of 0.29% for an SiO2 SLAR, 0.25% for a SiO2/TiO2
DLAR and 0.47% for an MgF2/TiO2 DLAR with 20 nm of passivating oxide. The
increase for a Si3N4 ARC is negligible.
3.4 Encapsulated Cell Results
Now we turn to considering encapsulated cells, in which the interface of interest
is that between silicon and EVA. The incident spectra are diﬀerent from that
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Coating SiO2 Si3N4 Si3N4 SiO2/TiO2 MgF2/TiO2
SLAR SLAR SLAR DLAR DLAR
pass. pass.
Opt. d (nm) Full d1 119.44 80.60 56.66 108.74 138.64
d2 – – – 57.45 36.49
Opt. d (nm) AM d1 109.54 77.81 53.93 97.78 117.29
1.5, norm. inc. d2 – – – 55.75 34.50
JscAve (mA/cm2) Full 22.61 23.82 23.68 25.65 25.27
JscAve (mA/cm2) AM 22.55 23.80 23.67 25.59 25.15
1.5, norm. inc.
% rise in JscAve using
full opt. rather than 0.29 0.05 0.06 0.25 0.47
AM 1.5, norm. inc.
Table 3.9: Comparison of full sunrise to sunset simulations with AM 1.5, normal
incidence simulations for the laboratory cell. JscAve is the predicted average short-
circuit current produced by a coated cell over a whole day.
incident on a laboratory cell because the light has to now pass through a glass
cover and an EVA intermediate layer. Details of the manipulation of the spectra
for encapsulated cell simulations are found in §3.2.3.1. To model a more realistic
commercial device in the ﬁeld, IQE data for a screen printed silicon solar cell from
Ebong and coworkers [167] are used (details in §3.2.4).
3.4.1 Encapsulated Single Layer ARCs
Optimizing for both refractive index and thickness results in values of 2.42 and
63.6 nm, respectively, which indicates that the higher refractive index materials
will be more eﬀective for AR in the encapsulated cell case. This is found to be true
as the results in Table 3.10 demonstrate, with the higher refractive index materials
such as TiO2, TiOx and ZnS predicted to be the most eﬀective. The JscAve values
are all between 80-95% of those for the laboratory cell which is expected because
of losses due to reﬂectance from the glass surface, absorption in the EVA and
poorer IQE properties of the modelled cell. The best SLAR is that of TiO2,
with a thickness of 62.5 nm. This represents a loss of only 4.6% when compared
with an ideal ARC (i.e. 100% transmission through the EVA-silicon interface for
all angles and wavelengths). Plots of JscAve versus layer thickness (Figure 3.14)
conﬁrm that global maxima were found in the optimizations.
The poor performances of CeO2 and the silicon-rich RPECVD SiNx examples
are due to a combination of non-optimal refractive index ranges and high levels of
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absorption. Reasonable levels of UV absorption, as exhibited by some of the best
performing ﬁlms (e.g. TiO2, TiOx and ZnS) are not necessarily detrimental for
solar cell applications because the solar irradiance is low in this region. However,
the worse-performing ﬁlms absorb at wavelengths beyond this, causing ﬁlms of
CeO2, SiNx#3, SiNx#4 and SiNx#5 to cease to confer an AR eﬀect for thicknesses
above 137 nm, 165 nm, 113 nm and 86 nm, respectively (see Figure 3.14).
SLAR Material dopt JscAve %
(nm) (mA/cm2) loss
Ideal – 22.36 0.00
TiO2 62.49 21.34 4.6
ZnS 65.08 21.25 5.0
TiOx 66.68 21.17 5.3
LPCVD Si3N4 77.45 20.76 7.1
RPECVD SiN #2 75.56 20.47 8.4
RPECVD SiN #3 67.92 20.34 9.0
RPECVD SiN #1 84.64 20.06 10.3
RPECVD SiN #4 59.11 19.58 12.4
RPECVD SiN #5 51.30 18.92 15.4
CeO2 74.25 18.87 15.6
Bare Si with – 18.00 19.5
2nm native oxide
Table 3.10: Optimized parameters for SLARs at an EVA-silicon interface in an
encapsulated solar cell (dopt is the optimized layer thickness). JscAve is the pre-
dicted average short-circuit current produced by a coated cell over a whole day. “%
loss” is the predicted percentage reduction in JscAve if replacing an ideal ARC (i.e.
100% transmission for all angles and wavelengths).
Silicon dioxide is of no use as an ARC for encapsulated cells because its refractive
index is too close to that of the EVA medium. However, as discussed in 3.3.1.1,
it is often used as a thin layer between the ARC and silicon to provide surface
passivation. Results of a study into the eﬀect of including a passivating oxide
between the ARC and the silicon (Figure 3.15) show that, in contrast to the
laboratory cell, all coatings are adversely aﬀected by the inclusion of an oxide.
Drops in JscAve (see Table 3.11) of between 0.5 and 1.6 % are predicted when a
20 nm thick oxide layer is included.
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Figure 3.14: Predictions of the variation, with coating thickness, of the average
short circuit current produced by an encapsulated cell over a whole day with various
single layer ARCs.
SLAR Opt. d Opt. d JscAve no JscAve with % drop
no pass. with pass. pass. pass. in JscAve
(nm) (nm) (mA/cm2) (mA/cm2) with pass.
TiO2 62.49 37.81 21.34 21.10 1.13
ZnS 65.08 41.48 21.25 20.99 1.20
TiOx 66.68 42.88 21.17 20.86 1.47
Si3N4 77.45 55.38 20.76 20.42 1.64
SiNx#2 75.56 53.35 20.47 20.19 1.37
CeO2 74.25 53.38 18.87 18.77 0.53
Table 3.11: The predicted percentage drop in average short-circuit current produced
by an encapsulated solar cell with an optimized SLAR when a 20 nm passivating
oxide is added (only optical considerations).
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Figure 3.15: The eﬀect of including a passivating oxide between a SLAR on an
encapsulated solar cell: (a) Predicted average short-circuit current produced by
an SLAR coated cell over a day as a function of passivating oxide thickness; (b)
optimum SLAR thickness variation with passivating oxide thickness
3.4.2 Encapsulated Double Layer ARCs
The results of the optimizations of encapsulated DLARs made with the mate-
rial combinations that exhibited an AR eﬀect are shown in Figure 3.16, with
the parameters of the best DLARs shown in Table 3.12. This analysis reveals
that only 3 combinations of the materials investigated (namely SiNx#1/TiO2,
Si3N4/TiO2 and ZnS/TiO2) combine to produce DLARs that outperform the best
SLAR (TiO2), with the best DLAR in the study (SiNx#1/TiO2) exhibiting a 3.5%
loss compared to an ideal AR interface. Parameter scans across the thicknesses of
both layers conﬁrm that the optimizations identiﬁed the global maxima in JscAve
(see Figure 3.17).
Passivation has also been considered for encapsulated DLARs: The variations
in JscAve and optimum layer thickness with thickness of oxide are plotted in Figure
3.18. Values for the percentage drop in JscAve when a 20 nm thick oxide is added
(Table 3.13) show that the performance of the DLARs decrease by between 1.2
and 2.3 %. For the SiNx#1/TiO2 coating, the optimium layer 1 thickness drops to
zero for oxide thicknesses above 20 nm, indicating that a passivated TiO2 SLAR
is most eﬀective. Performances of the other DLARs, once passivated, are also
predicted to be similar to that of a passivated TiO2 SLAR, with a percentage loss
compared to an ideal ARC of approximately 5.6 %. This suggests that the beneﬁts
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Figure 3.16: Results for optimization of DLARs of various materials on an en-
capsulated cell.
DLAR Opt. d1 Opt. d2 JscAve %
(L1/L2) (nm) (nm) (mA/cm2) loss
Ideal – – 22.36 0
SiNx#1/TiO2 66.11 56.13 21.59 3.5
Si3N4/TiO2 51.34 48.61 21.55 3.6
ZnS/TiO2 27.85 38.83 21.37 4.4
Table 3.12: Optimum parameters for DLARs in an encapsulated cell. Layer 1
is the top layer, next to air. JscAve is the predicted average short-circuit current
produced by a coated cell over a whole day. “% loss” is the predicted percentage
reduction in JscAve if replacing an ideal ARC (i.e. 100% transmission for all
angles and wavelengths). Only DLARs with predicted performances greater than
the best SLAR are shown.
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(a) (b)
(c)
Figure 3.17: Results for parameter scans across layer thicknesses of best DLARs
on an encapsulated cell: (a) SiNx#1/TiO2, (b) Si3N4/TiO2 and (c) ZnS/TiO2.
Crosses mark the optimum designs.
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of employing a second layer are largely lost when a passivating layer is taken into
consideration. This, in addition to the extra costs involved in depositing a second
layer, and potential compatibility problems of layer materials, means that SLARs
are currently the dominant ARC technology for commercial cells.
(a) (b)
Figure 3.18: The eﬀect of including a passivating oxide between a DLAR and
the silicon substrate in an encapsulated cell: (a) Predicted average short-circuit
current produced by an DLAR coated cell over a day as a function of passivating
oxide thickness; (b) variation of optimum DLAR thicknesses with passivating oxide
thickness.
3.4.3 Sunrise to sunset vs. AM 1.5, normal incidence analysis
A comparison of the full optimization model to one that considers only the AM 1.5
spectrum at normal incidence, as described in §3.3.3, was also carried out for the
encapsulated cell. The results, given in Table 3.14, suggest that there is very little
diﬀerence between the JscAve achieved by the two methods, with the maximum
diﬀerence of only 0.037% occuring with the passivated DLAR of Si3N4/TiO2. This
is a consequence of the refraction of light at the glass surface, which narrows the
angular range experienced by the underlying cell from 0-90 degrees to 0-40 degrees
as illustrated by Figure 3.4. Reﬂectance changes little with angle of incidence until
light is incident at angles greater than 60-70 degrees. Therefore, accounting for
the full angular distribution of light is less important for encapsulated cells than
it would be for non-encapsulated, laboratory type cells.
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DLAR L1 SiNx#1 Si3N4 ZnS
L2 TiO2 TiO2 TiO2
Opt. d (nm) no pass. d1 66.11 51.34 27.85
d2 56.13 48.61 38.83
Opt. d (nm) with pass. d1 0 18.61 11.09
d2 37.81 29.81 28.38
JscAve no pass. (mA/cm2) 21.59 21.55 21.37
JscAve with pass. (mA/cm2) 21.10 21.11 21.10
% drop in JscAve with pass. 2.26 2.01 1.24
Table 3.13: The predicted percentage drop in average short-circuit current produced
by an encapsulated solar cell over a whole day with an optimized DLAR when a
20 nm passivating oxide is added (only optical considerations).
Coating SiNx#2 TiO2 TiO2 Si3N4/TiO2 Si3N4/TiO2
SLAR SLAR SLAR DLAR DLAR
pass. pass. pass.
Opt. d (nm) Full d1 53.35 62.49 37.81 51.34 18.61
d2 – – – 48.61 29.81
Opt. d (nm) AM d1 50.63 61.50 36.10 48.75 15.27
1.5, norm. inc. d2 – – – 47.51 29.33
JscAve (mA/cm2) Full 20.19 21.34 21.10 21.55 21.11
JscAve (mA/cm2) AM 20.18 21.34 21.09 21.54 21.11
1.5, norm. inc.
% rise in JscAve using
full opt. rather than 0.034 0.006 0.030 0.007 0.037
AM 1.5, norm. inc.
Table 3.14: Comparison of full sunrise to sunset simulations with AM 1.5, normal
incidence simulations for the encapsulated cell. JscAve is the predicted average
short-circuit current produced by a coated cell over a whole day.
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3.4.4 Southampton Roof-mounted Cell
The above analysis considered the case in which an encapsulated cell was mounted
horizontally at the equator so that it experiences the maximum PFD at the time of
day when direct light is at normal incidence to the cell surface. In the real world,
modules are positioned at other locations and in some cases, mounted at non-
optimum angles, for example, on the sloped roof of a building. To demonstrate
the versatility of the model, ARCs have been optimized for, as an example, an
encapsulated cell mounted on a 5/12 (22.6◦ from horizontal) sloped, south-facing
rooftop in Southampton.
Spectra were obtained from SPCTRL2, at 5 minute intervals from dawn to
peak irradiance, using the input values given for the Southampton cell in Table
3.3. In this case, direct light is incident over a narrower range of angles because
the slope of the module, ﬁxed by the slope of the roof, is no longer optimal for
the position on earth. (As a rule of thumb, the optimum slope for year-round
operation is equal to the latitude at which the module is sighted as this ensures
that it is oriented so that when the sun is at its most intense, direct light is incident
as close as possible to normal incidence. If only winter operation is considered,
the optimum angle is latitude +15◦ and for summer operation, it is latitude -
15◦ [171]) Diﬀuse light can, however, be considered to be incident over all angles
equally. Therefore, the contributions to the short-circuit current at each time of
day of direct and diﬀuse parts of the incident spectra, which are plotted in Figure
3.19, are calculated separately. The two contributions are added before JscAve is
calculated.
The model was used to optimize SiNx#2 without passivation and a TiO2
SLAR and Si3N4/TiO2 DLAR, with and without a 20 nm passivating oxide. The
results (Table 3.15) reveal that the diﬀerences between the JscAve values for ARCs
optimized using the full model compared to those optimized using AM 1.5 at
normal incidence are larger than those for the module situated at the equator. This
arises from the change in the angular distribution of the light incident throughout
a day on a cell situated on a sloped roof in Southampton compared to a cell
orientated towards the sun. It is clear that the angular distribution of direct light
is not centred about normal incidence because of the new location and orientation
of the cell. However, the largest diﬀerence, which is seen with the passivated
DLAR, is still only a 0.18% increase in JscAve for full day compared to AM 1.5,
normal incidence optimization.
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Coating SiNx#2 TiO2 TiO2 Si3N4/TiO2 Si3N4/TiO2
SLAR SLAR SLAR DLAR DLAR
pass. pass. pass.
Opt. d (nm) Full d1 56.79 65.11 40.28 53.43 21.91
d2 – – – 50.48 31.04
Opt. d (nm) AM d1 50.63 61.50 36.10 48.75 15.27
1.5, norm. inc. d2 – – – 47.51 29.33
JscAve (mA/cm2) Full 15.23 16.06 15.89 16.21 15.91
JscAve (mA/cm2) AM 15.20 16.04 15.87 16.21 15.88
1.5, norm. inc.
% rise in JscAve using
full opt. rather than 0.159 0.075 0.167 0.040 0.185
AM 1.5, norm. inc.
Table 3.15: Comparison of full sunrise to sunset simulations with AM 1.5, normal
incidence simulations for the encapsulated cell mounted on a Southampton rooftop.
JscAve is the predicted average short-circuit current produced by a coated cell over
a whole day.
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Figure 3.19: The wavelength and angular distribution of photon ﬂux density ex-
perienced by a cell mounted on a sloped roof in Southampton: (a) direct light, (b)
diﬀuse light. The wavelength interval is 1 nm.
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3.5 Conclusion
In summary, for the laboratory cell, the best SLAR of the materials studied is
Si3N4 leading to an average short-circuit current which is 13.9% less than an ideal
AR surface with perfect transmission for all wavelengths and angles. Addition of a
20 nm thick passivating oxide layer decreases the optical performance by 0.57% for
this coating but was predicted to marginally increase the performance for TiOx,
TiO2 and ZnS SLARs. Forming a double layer coating improves performance
to within approximately 7–8% of the ideal, which can be achieved with several
coatings consisting of a low refractive index material as a top layer and a high
refractive index material as the bottom layer, the best being SiO2/TiO2. Addition
of a passivating oxide causes a larger reduction in performance than for SLARs
and a MgF2/TiO2 DLAR was identiﬁed as the best passivated ARC, at 8.7% less
than the ideal.
For the encapsulated cell case, the best SLAR is made from TiO2 and is pre-
dicted to result in a JscAve only 4.6% lower than that of a cell with an ideal AR
surface. This is further improved to only 3.5% of the ideal by a DLAR of RPECVD
SiNx#1 and TiO2. Decreases in performance of approximately 1% for SLARs and
approximately 2% for DLARs are predicted when a passivating oxide is consid-
ered. Passivation drags the performance of the DLARs down to a level that can
be achieved with a passivated SLAR, indicating that it may not be cost eﬀective
to employ a thin ﬁlm ARC consisting more than one layer for an encapsulated
cell.
Overall, the predicted gains in performance achieved by optimizing with the
full day as opposed to the AM 1.5, normal incidence approach are modest. Al-
though implementation only involves a change in the thicknesses of layers grown,
enabling any improvements to be realized at no extra cost to the manufacturer,
the enhancements may prove be too small to be of signiﬁcance in a practical sense,
when fabrication tolerances and thickness and composition uniformities are taken
into account. However, it is likely that other, more non-optimally positioned cells
would beneﬁt more from ARCs optimized using the proposed new method to ac-
count for the full spectral and angular distribution of light throughout a day. The
method could be employed to optimize the thickness(es) of layer(s) for a batch of
cells for which the desired location and tilt of a module array is known.
Extending the study to thin ﬁlm ARCs with more than two layers is expected
to confer a further increase in performance. However, the availability of materials
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with suitable mechanical as well as optical properties will ultimately limit this: If
a considerable thermal expansion coeﬃcient diﬀerence exists between the layers
and/or between layers and substrate, then cracking and delamination of the ﬁlms
could result, a problem that increases as the number of layers increases. In general,
it is a case of diminishing returns, with the additional costs involved in fabricating
each extra layer.
The model could also be extended from a one-day analysis to take into account
annual spectral and angular distributions of incident light experienced by a cell at
a speciﬁc location and orientation. This study has also only considered planar cells
but real cells and modules are often textured with features on the micron scale to
further reduce reﬂectance (see §2.4). Incorporating ray-tracing techniques into the
model would allow optimizations for textured cells to be performed by enabling
the multiple reﬂections from the facets of the texture features to be considered.
This analysis is also speciﬁc to silicon solar cells. The model could be extended to
consider cells made from other materials for which diﬀerent IQE and reﬂectance
properties would result in diﬀerent optimum thin ﬁlm parameters. Passivating
with materials other than SiO2 (e.g. SiNx) could also be studied.
The results from the optimized thin ﬁlms in this chapter will be used as a
comparison to the performance of subwavelength-structured ‘moth-eye’ type an-
tireﬂection schemes in the proceeding chapters.
112Chapter 4
Simulations of Moth-eye AR
Surfaces
The concept of reducing reﬂection by texturing a surface with features on the
subwavelength scale was introduced in the literature review (§2.5). We learned
that incident light cannot resolve the individual features on a subwavelength-
textured surface and so the patterns exhibit an eﬀective refractive index dependent
on the ratio of the substrate material to air. The shape of the features causes this
ratio to gradually increase from air into the substrate, leading to a gradual increase
in eﬀective refractive index. This eliminates the discontinuity in refractive index
at the interface and so minimises reﬂection. Studies show that these surfaces
exhibit low reﬂectivities over broad ranges of wavelength and angle of incidence
[130, 101] and so could be more eﬀective than thin ﬁlm ARCs for reducing reﬂection
over a day. We also discovered that subwavelength patterning is used for AR in
nature, speciﬁcally on the eyes and wings of some species of moth. These ‘moth-
eye’ surfaces have evolved to reduce reﬂection of sunlight, which makes them
particularly applicable to solar cells.
This chapter describes simulations of artiﬁcial moth-eye surfaces in silicon.
Rigorous Coupled Wave Analysis (RCWA) is implemented in the GD-Calc mod-
elling package [172] to calculate reﬂectance for a range of wavelengths and angles of
incidence. These results are then combined with spectral and IQE data to predict
the performance of a silicon solar cell employing such an AR scheme. Comparisons
to similar calculations for thin-ﬁlm ARCs presented in Chapter 3 are then made.
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4.1 GD-Calc
GD-Calc is a Matlab-based program from K. J. Innovation [172], which employs a
generalization of the rigorous coupled wave method (detailed in [108]) to calculate
the transmitted and reﬂected diﬀraction eﬃciencies of the diﬀracted orders from a
grating. The package was adapted to model subwavelength diﬀraction gratings in
the form of moth-eye surfaces. The total reﬂectance of the grating is obtained by
summing the eﬃciencies of the reﬂected orders. GD-Calc was chosen because it is
based on rigorous solutions to Maxwell’s equations that are applicable to any form
of grating. There are simpler and faster methods based on eﬀective medium theory
(EMT) but these make the assumption that the period of the array is suﬃciently
small to form a perfect eﬀective medium with properties that can be described
using the weighted average of the refractive indices of the substrate and surround-
ing medium. This issue was discussed in §2.5.2 where RCWA was introduced.
Taking our lead from Nature, we would like to model moth-eye patterns that have
periods of between 150 and 350 nm. These lengths may not be suﬃciently smaller
than the wavelength of incident light to be treated as an eﬀective medium and so
rigorous methods are required for accurate modelling of such structures.
The grating structure is speciﬁed in GD-Calc using a series of strata. Each
stratum can be divided into stripes to introduce periodicity in one direction. For
the two dimensional periodicity required for moth-eye surfaces, the stripes can be
divided further into blocks (see Figure 4.1). The permittivity of each partition
(stratum, stripe or block) is individually assigned. The incident ﬁeld is deﬁned in
terms of a wavelength and an incident angle.
4.1.1 Silicon Moth-eyes in GD-Calc
To model silicon moth-eyes in GD-Calc, blocks and stripes are speciﬁed to deﬁne
an approximation to a cylinder in each stratum, with the radius of the cylinder
decreasing in each stratum, beginning at the silicon substrate and moving upwards.
The evolution from cylinders on a single stratum to the silicon moth-eye grating
is illustrated in Figure 4.2.
4.1.1.1 Specifying the Moth-eye Proﬁle
A radius is speciﬁed for the cylinders in each stratum and the variation of this
through the stack of strata determines the overall proﬁle of the structures. A ta-
pering of the pillars is required to create a grading in the eﬀective refractive index.
There will exist an optimum variation of pillar width with height. As discussed
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Figure 4.1: Deﬁning a grating structure in GD-Calc: (a) a single homogeneous
stratum on a substrate, (b) a uniperiodic stratum showing periodicity deﬁned in
‘stripes’, (c) biperiodic stratum which periodicity deﬁned by ‘stripes’ which are
further dividing into blocks, (d) a biperiodic grating with two strata.
(b) (a)
(c) (d)
Figure 4.2: Evolution of the moth eye structure in Gd-Calc, by progressively adding
strata containing cylinders with decreasing radii: (a)single stratum structure, (b)2
strata (c)10 strata, (d)30 strata.
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§2.5.2, one suggested optimum proﬁle is described by a quintic function [111],
however, such a sharply-tipped proﬁle would be tricky to achieve with common
etch processes. A variety of proﬁles are observed in nature, and these tend to be
more rounded than the sharp-tipped quintic optimization (see Figure 4.3). The
approach taken in this study is to investigate biomimetic designs, for which the
gradient of the proﬁle tends to zero at the base and tip of the pillar. A sinusoidal
function also exhibits this property at the peaks and troughs and so a cosine-based
function (described below) is used to model a biomimetic design for the proﬁle of
the pillars in the majority of the simulations in this chapter. Other proﬁles are
brieﬂy explored and these will be introduced as required.
(a) (b)
200 nm 1 m µ
Figure 4.3: SEM images of proﬁles of AR structures on moth-wing surfaces in
nature: (a) SEM of wing of Cryptotympana aquila, taken at Southampton, (b)
hawkmoth wing surface from [96]. Inset scale bar is 100 nm.
The y = cosx+1 curve (Figure 4.4a) is used as a basis for the variation of radius
with height. The pillar is divided into L strata and the radius of the cylinders
in each stratum is determined by this curve. The stratum next to the substrate
consists of the largest cylinders. The cylinders are formed from blocks and stripes
(§4.1.1) which imposes a maximum limit on the radius of the largest cylinders: A
cylinder must not overlap with the tangent to cylinders in an adjacent row. As
we shall see later, this limits the extent to which a fabricated moth-eye surface
can be accurately modelled in GD-Calc. The critical condition is shown in Figure
4.4b, from which we can derive an expression for the maximum radius, rmax in
terms of the period, d. Firstly, a quadratic equation is formed using Pythagoras’
theorem:
d2 = (2(r + x))
2 = (r + x)
2 + (2r)
2 (4.1)
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which solves to give:
x = r
 
2
√
3
− 1
 
(4.2)
Substituting this into
d = 2(r + x) (4.3)
leads to
r =
√
3d
4
(4.4)
So the radius of the cylinders on the bottom stratum must be less than
√
3
4 d. The
peak in the proﬁle in Figure 4.4a is at y = 2. We must replace this with 2s
L where
s is the stratum number and L is the total number of strata. Introducing the limit
on r and dividing by π to correctly adjust the x axis scale leads to the following
expression for the radius of each stratum.
r =
√
3d
4π
cos−1
 
2s
L
− 1
 
(4.5)
The resulting proﬁle for 15 strata is shown in Figure 4.4c. However, this always
gives a radius of zero for the top stratum. Replacing s with s − 1, i.e.
r =
√
3d
4π
cos−1
 
2(s − 1)
L
− 1
 
(4.6)
solves this problem and produces the proﬁle shown in Figure 4.4d.
4.1.1.2 Convergence Tests
It is important with such calculations to test the convergence of parameters which
set the accuracy, and to use these tests to select parameters to give the required
level of accuracy in a reasonable calculation time. For GD-Calc, these parameters
are the number of strata, L and the maximum diﬀraction order index, mmax.
Increasing the number of strata produces a grating that more closely resembles one
with a smooth proﬁle (smaller stairs in the staircase approximation) but increases
the calculation time. The higher the mmax, the more orders are retained in the
calculation and so the more accurate the results but the longer the calculation
time. Figure 4.5 shows the convergence tests results for the reﬂectance versus
wavelength at normal incidence, of a moth-eye surface, where mmax is varied (a)
and where L is varied (b). Both graphs show convergence as the parameters are
increased. Values of 30 and 5 for L and mmax respectively, were chosen as a
compromise between accuracy and calculation time.
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Figure 4.4: Design of cosine-based moth-eye proﬁle: (a) initial function, (b) dia-
gram showing condition of maximum radius of cylinders, (c) ﬁrst attempt at radii
for each strata, but top strata always has r=0 (Equation 4.5), (d) ﬁnal cosine-based
radii variation with height (Equation 4.6).
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Figure 4.5: Convergence tests for moth-eye proﬁle in GD-Calc: (a) for number of
strata, L, (b) for number of diﬀraction orders, mmax.
4.2 GD-Calc Results
Calculations of reﬂectance for the full range of wavelengths and AOIs for silicon
moth-eye surfaces in GD-Calc are lengthy. To reduce the number of parameters,
the following simulations will involve a hexagonal arrangement of pillars, with the
pillar proﬁle speciﬁed by the cosine function (§4.1.1.1) unless stated otherwise.
4.2.1 Reﬂectance of Silicon Moth-eyes
4.2.1.1 Changing Period and Height
The plots in Figure 4.6 show that the normal incidence reﬂectance spectra exhibit
a series of local maxima with spectral positions strongly dependent on the period
of the array. A band of low reﬂectance exists, with reﬂectance increasing either
side of this band. As the period increases, the low reﬂectance band broadens and
shifts to longer wavelengths. This results in smaller period structures being more
eﬀective at reducing reﬂection for shorter wavelengths and vice versa. We also
observe that for the smaller pillar heights (h = 150 nm and 250 nm), increasing
the period causes an increase in the reﬂectance of the low reﬂectance band. This
eﬀect is less evident for the taller pillars (h = 400 nm and 500 nm).
To provide further insight into the properties of these surfaces, reﬂectance for a
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Figure 4.6: Reﬂectance vs wavelength at normal incidence. In each graph, the
pillar height, h, is held constant and the period, d is varied. The legend in the
bottom right hand ﬁgure applies to all four plots.
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range of wavelengths and periods is presented as a contour plot in Figure 4.7a. In
Figure 4.7b, only reﬂectances below 1% are plotted to highlight the low reﬂectance
band, which broadens and shifts to higher wavelengths as the period is increased
and is split at higher periods into two minima.
Figure 4.7: (a) Simulated parameter map of the variation of reﬂectance with pe-
riod and wavelength for the silicon moth-eye array. (b) Same as (a) but only
reﬂectances below 1% are plotted.
Further simulations were conducted to analyze the eﬀects of changing pillar
height. Calculations of reﬂectance were performed for diﬀerent pillar heights and
periods at a wavelength, λ, of 1000 nm (Figure 4.8). For small periods (i.e.
d << λ), the array of tapered pillars exhibits properties similar to those that would
be expected for an interface with a graded refractive index [100, 101]: At small
pillar heights, the reﬂectance is high as the interface appears abrupt to incoming
light. As the height is increased, there is a sharp drop in reﬂectance, which stays
low but with some low amplitude periodic variations. These are attributed to
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interference due to discontinuities in the refractive index proﬁle at the boundaries
of the graded index layer. For larger periods more complicated reﬂectance behavior
is observed as a result of the period being near to the wavelength of incident light.
Further investigation is required to develop more of an understanding of these
resonance eﬀects as the mechanisms at work in this regime are not currently
understood. In between these regimes we ﬁnd a valley in which a low reﬂectance
band appears at relatively modest pillar heights. This represents a “sweet-spot”
for the design of moth-eye surfaces because shorter pillars are easier to fabricate.
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Figure 4.8: Parameter scan of reﬂectance of light with a wavelength of 1000 nm
vs. height and period for a hexagonal array of pillars with the biomimetic moth-eye
proﬁle (inset). The silicon refractive index used for a wavelength of 1000 nm is
3.617 + 0.0041i [173]
In general, the taller the pillars, the lower the reﬂectance, however, in the case
of moths or solar cells it is clear that very tall features or large surface areas would
be costly. Given such constraints, it is generally a case of diminishing returns for
pillar heights beyond around half of the wavelength.
4.2.1.2 Varying the Pillar Proﬁle
Changing the shape of the moth-eye array pillars also has a dramatic eﬀect on the
reﬂectance behavior. The reﬂectance versus height and period contour plot for a
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moth-eye array with sharper pillars (Figure 4.9a) also exhibits a low reﬂectance re-
gion; however, this extends over a smaller period range than that of the biomimetic
moth-eye proﬁle shown in Figure 4.8. This would lead to a sharper minimum in
the reﬂectance spectrum and so a surface that is less suitable for broadband ap-
plications. There is also a more gradual decrease in reﬂectance with height and
so taller pillars are required to reach low reﬂectance.
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Figure 4.9: Parameter scan of reﬂectance of light with a wavelength of 1000 nm
vs. height and period for a hexagonal array of pillars with the pillar shapes shown:
(a) sharp, pointed pillars; (b) pillars with near-vertical side walls and ﬂat tops.
The silicon refractive index used for a wavelength of 1000 nm is 3.617 + 0.0041i
[173]
At the other extreme, pillars with near-vertical side walls and ﬂat tops (Figure
4.9b) exhibit rapid variations in reﬂectance with height and period. At small
periods, this can be attributed to the array acting as an eﬀective medium that
approximates a single layer thin ﬁlm. Interference of reﬂections from the top
and bottom of the layer causes the maxima and minima seen as pillar height is
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increased. This design is far from ideal for broadband applications because of
the sensitivity of antireﬂective performance to small changes in parameters. The
biomimetic design (Figure 4.8) exhibits properties closer to an optimum than the
two other designs investigated here.
It is important to note that many of these eﬀects including the shifting with pe-
riod of a low reﬂectance region are not predicted with eﬀective medium approaches.
Indeed, the variation in reﬂectance spectra with period cannot be analyzed using
an eﬀective medium theory because this approach assumes homogeneous in-plane
properties. It is therefore necessary to use rigorous solutions to Maxwell’s equa-
tions to accurately predict and therefore tailor the properties of moth-eye surfaces
with subwavelength-scale features.
4.3 Optimization of Silicon Moth-eye Array
It is evident that by tuning the pillar height and period, we can optimize the
antireﬂective properties of a silicon moth-eye surface for a speciﬁc part of the
spectrum. Therefore, it is possible to tailor the moth-eye design for optimum
performance as an AR scheme on solar cells. Previously we employed the average
short-circuit current produced by a cell over a day, JscAve as a ﬁgure of merit for
the optimization of the thicknesses and refractive indices of thin ﬁlm AR coat-
ings (§3.2.5). RCWA calculations of reﬂectance from a moth-eye array are much
more computationally demanding and therefore time consuming than the transfer
matrix methods used for the thin ﬁlm calculations and so a diﬀerent approach is
taken for optimization of the silicon moth-eye array parameters.
To reduce the number of variables, the biomimetic pillar proﬁle described by
Equation 4.6 is used. Reﬂectance is calculated for a range of periods and pillar
heights for a ﬁxed wavelength, chosen as the wavelength at which the peak in
the photon ﬂux density (PFD) occurs. This analysis is conducted for both the
laboratory and the encapsulated cells introduced in Chapter 3, for which the peak
in PFD occurs at a wavelength of 668 nm (see Figure 3.4). Contour plots of
reﬂectance at this wavelength for air-silicon and EVA-silicon interfaces as period
and pillar height are varied are shown in Figure 4.10. It is clear that a valley
in reﬂectance exists in which low reﬂectances (< 1%) can be achieved for modest
pillar heights. This represents a sweet spot for the design of moth-eye AR surfaces
because the larger the pillar height, the more diﬃcult (and so costly) fabrication
of the moth-eye array becomes. Larger pillar heights also mean a larger surface
area of silicon and so a possible increase in surface recombination which could
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negate any beneﬁts conferred by the reduction in reﬂectance.
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Figure 4.10: Parameter map showing the simulated variation of reﬂectance with
period and pillar height for a silicon moth-eye array at a wavelength of 668 nm,
which corresponds to the peak in photon ﬂux density spectrum (Figure 3.4): (a)
air-silicon interface, (b) EVA-silicon interface. The dashed lines show the cross-
sections taken when plotting the graph in Figure 4.11.
A pillar height of 400 nm (marked by the dashed lines on the contour plots on
Figure 4.10) was chosen as a compromise between low reﬂectance and fabrication
and surface area considerations. Plots showing cross-sections through Figure 4.10
at a height of 400 nm are presented in Figure 4.11.
The reﬂectance lies well below 1% for a pillar height of 400 nm in the low
reﬂectance region centred on a period of ≈ 250 nm for the air-silicon interface and
≈ 290 nm for the EVA-silicon interface. The simplest method for determining
optimum periods for moth-eyes on the laboratory and encapsulated cells would
be to choose the periods corresponding to the minima in Figure 4.11, but this
would be optimizing only for the peak wavelength in the solar spectrum. A truer
optimum period can be determined by optimizing for the entire solar spectrum
when the solar irradiance experienced by a cell is at its most intense (i.e. when
direct sunlight is incident normal to the surface so AOI = 0). This can be done by
calculating reﬂectance spectra at an AOI of 0◦ for a range of periods. Combining
these with IQE data (see §3.2.4) and the normal incidence PFD (Figure 3.4), the
maximum short-circuit current, Jsc, can be calculated:
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(a) (b)
Figure 4.11: Cross-sections through the contour plots in Figure 4.10 at a height
of 400 nm, showing reﬂectance as a function of the period of a silicon moth-eye
arrays, for a wavelength of 668 nm: (a) laboratory cell, (b) encapsulated cell. The
period ranges over which the optimizations were carried out are shown.
Jsc = q
  λ=1240nm
λ=300nm
[PFD(λ) (1 − R(λ)) IQE (λ)]dλ (4.7)
The optimum periods for each type of interface will be those resulting in the
highest values of Jsc. Reﬂectance spectra for the period ranges identiﬁed above
are presented in Figure 4.12. The variations in Jsc with period calculated using
these reﬂectance spectra are shown in Figure 4.13. The optimum period for the
laboratory cell is 280 nm and the optimum period for the encapsulated cell is 312
nm.
4.4 Comparison of Silicon Moth-eye to Thin-ﬁlm ARCs
To enable a direct comparison between moth-eye AR surfaces and the thin-ﬁlm
ARCs explored in Chapter 3, reﬂectance is calculated for wavelengths of 300 to
1240 nm and AOIs of 0 to 90◦ for the optimized silicon moth-eye designs. This
is combined with full day PFD data and IQE data to calculate the average short-
circuit current, JscAve produced by a cell over a day, using the procedure described
in §3.2.5, for both the laboratory cell and encapsulated cell positioned on a hor-
izontal surface at the equator. Reﬂectance variations with wavelength and AOI
for both types of cell are presented in Figure 4.14. Values for JscAve of the opti-
mized moth-eye surfaces, with optimized SLAR and DLAR values from Chapter
3 included for comparison, are presented in Table 4.1 (for the laboratory cell) and
4.2 (for the encapsulated cell). A graphical illustration of these values is shown in
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(a) (b)
Figure 4.12: Contour plot of simulated reﬂectance spectra as the period of the
moth-eye array is varied in 2 nm steps over the low reﬂectance ranges identiﬁed
in Figure 4.11. The height is ﬁxed at 400 nm. (a) laboratory cell, (b) encapsulated
cell.
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Figure 4.13: Calculated short-circuit current produced by a cell at peak solar in-
tensity as a function of period, with the optimum periods for each cell type shown,
(a) laboratory cell, (b) encapsulated cell.
Figure 4.15.
AR Scheme JscAve (mA/cm2) % loss
Ideal ARC 27.66 0
Si3N4 SLAR 23.82 13.9
SiO2/TiO2 DLAR 25.65 7.3
Optimized Moth-eye 26.18 5.3
Table 4.1: Performance of laboratory cell (air-silicon interface) employing various
AR schemes. JscAve is the average short-circuit current produced by the cell over
a day. “% loss” is the reduction in JscAve compared to an ideal ARC (100%
transmission for all wavelengths and AOIs).
Our calculations show that moth-eye arrays can outperform traditional thin
ﬁlm coatings: the optimized moth-eye designs are predicted to outperform the best
DLARs by 2% and 3% for the laboratory and encapsulated cells, respectively. The
predicted performance of the silicon moth-eye under encapsulation is particularly
remarkable as it exhibits losses of only 0.6% compared to an ideal AR surface
(100% transmission for all wavelength and angles). We have not considered the
passivation of moth-eye surfaces because of the diﬃculty of including a passivating
layer in the moth-eye gratings in GD-Calc. The moth-eye surfaces will need to be
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Figure 4.14: Calculated reﬂectance versus wavelength and angle of incidence for
optimized moth-eye designs, (a) laboratory cell (period=280 nm), (b) encapsulated
cell (period=312 nm). (b) and (c) give the reﬂectance spectra at normal incidence
for the laboratory and encapsulated cells, respectively.
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AR Scheme JscAve (mA/cm2) % loss
Ideal ARC 22.36 0
TiO2 SLAR 21.34 4.6
SiNx #1/TiO2 DLAR 21.59 3.5
Optimized Moth-eye 22.22 0.62
Table 4.2: Performance of encapsulated cell (EVA-silicon interface) employing
various AR schemes. JscAve is the average short-circuit current produced by the
cell over a day. “% loss” is the reduction in JscAve compared to an ideal ARC
(100% transmission for all wavelengths and AOIs).
% loss in  JscAve compared to ideal
0 2 4 6 8 10 12 14
 SLAR
DLAR
Moth-eye
Laboratory cell
Encapsulated cell
Figure 4.15: Comparison of optimized moth-eye surfaces with the best thin-ﬁlm
ARCs in terms of percentage loss in average short-circuit current produced by the
laboratory and encapsulated cell, compared to these cells with an ideal ARC. Values
are given in Tables 4.1 and 4.2.
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well-passivated otherwise any gain in terms of a reduction in reﬂection will be lost
due to increased surface recombination as a result of increasing the surface area
and introducing damage during the etch processes. Nevertheless, we saw that the
addition of a thin passivating layer had only a minimal eﬀect on the properties of
the thin-ﬁlm ARCs in §3.3.1.1 and §3.3.2.1 and so is unlikely to signiﬁcantly alter
the reﬂectance of moth-eye arrays. However, the concern remains as to whether or
not moth-eye surfaces can be adequately passivated practically to ensure minimal
surface recombination losses.
The complexity of the RCWA calculations has limited the number of param-
eters that can be optimized in a reasonable time and it is likely that further
optimizations will result in improved performance for moth-eye arrays. In partic-
ular, the proﬁle of the pillars in this study was rather arbitrarily chosen as one
that resembles a natural moth-eye surface, which had more desirable properties
than two other proﬁles shown in Figure 4.9. The study could be extended to con-
sider other pillar proﬁles, building on reports in the literature that, for example,
suggest a proﬁle described by a quintic function as an optimum (see §2.5.2 [111]).
As noted in §4.1.1.1, the GD-Calc simulation method is fundamentally limited
by the requirement that the cylinders in a stratum must not overlap with the
tangent to the cylinders in an adjacent row. Taking the eﬀective medium theory
analogy, this means that any pillar proﬁle modelled in GD-Calc will always ex-
hibit a discontinuity in the eﬀective refractive index proﬁle at the bottom of the
graded index region, which introduces interference eﬀects and ultimately limits
the performance of the AR structure. Experimentally, it is feasible that pillars
with touching bases could be fabricated, eliminating any discontinuity in the eﬀec-
tive refractive index proﬁle and resulting in even better AR properties than those
predicted from the optimization procedure presented in this chapter.
4.5 Conclusion
A simulation technique based on RCWA has been presented as a way of probing the
reﬂectance properties of artiﬁcial moth-eye surfaces in silicon. Our studies indicate
that in order to achieve the highest performance from a moth-eye antireﬂective
surface for a speciﬁc application, the pillar height, shape and array period should
be optimized for the speciﬁc wavelength range over which the surface is required
to operate. A low reﬂectance region in the simulated reﬂectance spectra was
identiﬁed and shown to be tunable by altering the period of the moth-eye array.
An optimization procedure has been carried out to design moth-eye arrays for
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eﬀective antireﬂective reduction for a laboratory cell (air-silicon interface) and an
encapsulated cell (EVA-silicon interface). Predictions of the full day performances
of these optimized moth-eye surfaces were compared with those of the thin-ﬁlm
coatings presented in Chapter 3. It was shown that the moth-eye arrays could out-
perform the best DLAR coatings by approximately 2% for the laboratory cell and
approximately 3% for the encapsulated cell, demonstrating that moth-eye arrays
show great promise as alternatives to standard AR schemes for photovoltaics.
In the following chapters, methods of experimentally realizing moth-eye struc-
tures in silicon will be explored. Reﬂectance properties of fabricated structures
will be investigated and compared to the simulations presented here to further
assess the potential of artiﬁcial moth-eye arrays for achieving good antireﬂection
for silicon solar cells.
132Chapter 5
Silicon Moth-eye Arrays by
E-beam Lithography
The literature review and simulation studies described in the preceding chapters
revealed that silicon surfaces patterned with arrays of moth-eye structures should
exhibit very low reﬂectances and be superior to the best single and double layer
thin-ﬁlm AR coatings. To test these ﬁndings experimentally, a range of silicon
moth-eye arrays were fabricated using electron beam lithography and dry etching.
All processing described in this chapter was carried out by engineers from Innos
Ltd. at the MiPlaza laboratories in Holland.
5.1 Process Design
The literature survey (§2.5.4) revealed that the most common ways of fabricat-
ing ordered artiﬁcial moth-eye arrays are interference or holographic lithography
[130, 134, 139, 146] and electron beam lithography [109, 138, 141]. Interference
lithography involves exposing a resist with the interference pattern formed by two
or more coherent laser beams. This enables relatively large areas to be patterned
quickly but allows little freedom in the design of individual features and arrays, and
variations within one pattern are impossible. In contrast, electron-beam lithogra-
phy allows precise control over individual features and greater variations in pattern
designs, but is a more expensive and time-intensive process that cannot feasibly be
used to pattern large areas. Nevertheless, it is conceivable that newly-developing
nanoimprinting techniques could oﬀer a route to scalable electron-beam deﬁned
patterns, and the greater scope in terms of design freedom that e-beam lithogra-
phy allows led us to choose this technique for fabricating moth-eye arrays for this
study.
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The process used to fabricate silicon moth-eye arrays is detailed below and
illustrated in Figure 5.1. The design of the process was carried out by the author
in discussion with engineers from Innos Ltd. The fabrication steps were performed
by Innos Ltd. engineers at the MiPlaza laboratories.
1. Clean monocrystalline Si wafer and spin on ∼100 nm thick HSQ/Fox-12
(Dow Corning) resist.
2. Pattern resist using e-beam lithography, then develop.
3. HBr/Cl2 dry polysilicon etch to form tapered proﬁle through Fox-12 mask.
4. Strip resist.
5. Dry oxidation, 20–40 nm thick, then oxide strip to remove damage and
further smooth proﬁle.
1. Spin on e-beam
resist.
2. E-beam exposure
and development.
3. Dry silicon etch.
4. Resist strip.
5. Dry oxidation for
damage removal and
smoothing of profile.
6. Oxide strip
Figure 5.1: Process listing diagram for 1st moth-eye development batch.
An anisotropic HBr/Cl2 reactive ion etch was chosen as it was available and
has a lower etch rate, making the depth more controllable than for other etches
such as SF6. Such an etch has been shown to produce vertical pillars in silicon,
with a slight tapering [174].
Reactive ion etching causes the formation of a damaged layer at the surface
of the silicon which would lead to high levels of recombination if the patterned
substrate was used to make a solar cell. An oxidation and oxide strip can be used
to remove this damaged layer, simultaneously smoothing and tapering the square
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proﬁle of the pillars so that they more closely resemble the moth-eye structures in
nature.
5.2 E-beam Pattern Design
The resist chosen is an e-beam-sensitive ﬂowable oxide from Dow Corning called
FOx 12. It is a negative resist so the areas of the resist that are to act as the etch
mask are exposed to the electron beam. It is a high resolution resist that allows
feature sizes of less than 100 nm to be accurately deﬁned. Unfortunately, FOx 12 is
relatively insensitive and so exposing it involves longer dwell times than with more
sensitive resists. This, coupled with the small scale and high densities of the desired
features leads to long electron beam write times for pattern areas suﬃciently large
to characterize optically and suﬃciently numerous to span a meaningful amount of
parameter space. To keep write times (and so costs) to an acceptable level, sample
areas of 1 mm × 1 mm were initially fabricated. Some 4 mm × 4 mm patterns
was also fabricated to allow accurate reﬂectance measurements to be taken for
non-normal angles of incidence using an integrating sphere.
The standard designs consist of hexagonally-arranged circles with diﬀerent pe-
riods (distance between centres of nearest neighbour pillars), d, and duty cycles,
c, where c = wf/d and wf is the ﬁnal width of the etched, oxidized and stripped
pillars (see Figure 5.2). As a consequence of the oxide growth and strip process,
the features deﬁned in the resist should be larger than the desired pillar widths.
It can be shown that growing a layer of SiO2 to a thickness t will result in the con-
sumption of silicon down to a depth of 0.44t (see Appendix §8.4 for calculation).
For vertical-sided pillars, the initial width of the features in the e-beam pattern,
wi is related to the ﬁnal width, wf, by:
wi = wf + 2t × (0.44)
= cd + 0.88t (5.1)
The corresponding e-beam feature separation, si is given by
si = d − wi
= d(1 − c) − 0.88t (5.2)
These dimensions are shown in Figure 5.2. In practice, the oxide thickness for
a given oxidation time will vary depending on the crystallographic orientation of
the surface; on a (100) wafer, vertical pillar walls are likely to be oxidized faster
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wi
si
t
d
wf
Final profile after oxidation
Initial profile, after etching but
before oxidation
Outline of oxide growth after
etching
Figure 5.2: Diagram of proﬁle of moth-eye structure in silicon, deﬁning dimen-
sions.
than a planar surface or the horizontal pillar tops. However, for this approximate
treatment, oxide growth rates are considered to be uniform over the surface of the
pillars.
5.2.1 Pattern Design
All patterns were designed by the author after consultation with Innos Ltd. en-
gineers as to the limitations of the e-beam process. By varying the period, d and
the duty cycle, c from pattern to pattern, the eﬀect these parameters have on the
reﬂectance properties can be probed. The parameter space can be reduced by
considering the limitations imposed by e-beam lithography process on wi and si.
Limiting the e-beam feature size to 60 nm and accounting for the 40 nm oxide
reduces the period–duty cycle parameter space to that shown in Figures 5.3a and
5.3c. Imposing a minimum feature separation of 20 nm reduces the parameter
space as shown in Figure 5.3b and 5.3d. The combination of these graphs gives
the allowed parameter space within which the designs must fall. Using this, de-
signs with periods ranging from 150 nm to 350 nm and with duty cycles from 0.2
to 0.65 were speciﬁed.
The mask designs, presented in Figure 5.4, are divided into two chips:
• Chip A: Standard hexagonal patterning with period varying along the rows
and duty cycle varying down the columns.
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Duty cycle
Period (nm)
Feature sep. (nm)
Duty cycle
Period (nm)
Feature size (nm)
Feature sep. (nm)
Period (nm)
Duty cycle
Feature size (nm)
Period (nm)
Duty cycle
(a)
(c)
(b)
(d)
Figure 5.3: Contour plots to illustrate how a consideration of the minimum fea-
ture size (a and c) and separation (b and d) limits the allowed period–duty cycle
parameter space for electron beam deﬁned silicon moth-eye arrays. Figures (c) and
(d) show the plots in Figures (a) and (b) rotated and to view down the z axis.
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• Chip B: Other types of arrays exhibiting diﬀerent rotational symmetries.
The work covering these arrays will not be included in this thesis.
5.3 Fabricated Silicon Moth-eye Surfaces
Fabrication of the moth-eye arrays in silicon was carried out by Innos at Philips
MiPlaza in Eindhoven. Several problems were encountered during fabrication and
these will be brieﬂy discussed before presenting images of successfully produced
samples.
5.3.1 Fabrication Problems
5.3.1.1 Stitching Errors
The area over which the electron beam can write (the write ﬁeld) is an inherent
limitation in all e-beam machines. Maximum write ﬁelds are typically 500  m ×
500  m and so to write a pattern over areas larger than this, the stage has to be
moved and the write ﬁeld area tiled. The boundaries between the ‘tiles’ are prone
to misalignment errors, creating areas of irregularity, as shown in Figure 5.5 (a)
and (b). These boundary areas may scatter light, but they constitute only a very
small fraction of the total patterned area and so are unlikely to have a signiﬁcant
eﬀect on the optical properties of the samples.
5.3.1.2 Incorrect E-beam Dose
The optimum e-beam conditions for a particular pattern will depend on density,
shape, size and separation of the features. When the dose conditions are not
optimum, over- or under- exposure can result, leading to larger than or smaller
than desired features, respectively (see Figure 5.5 (c) and (d)). To combat this we
incorporate a dose test wafer into each batch, on which smaller versions of each
pattern are repeated several times, allowing various dose conditions to be tested
to help determine the optimum for each pattern.
5.3.1.3 Proximity Eﬀects
Under-exposure, leading to smaller than desired features, often occurs at the edges
of the patterns because of proximity eﬀects (see Figure 5.6 (a) and (b)): The
features here are closer to the unpatterned area and so receive a lower dose from
the patterning of nearby surroundings than the features nearer the centre of the
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Figure 5.4: Chip designs for e-beam moth-eye batch with Innos
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1 m  
(a)
1 m  
(b)
200 nm
(c)
500 nm
(d)
Figure 5.5: SEM images of problems encountered during fabrication of moth-eye
arrays in silicon: (a) and (b) stitching errors due to misalignment at the ﬁeld
boundaries, (c) under-exposed pattern, (d) over-exposed pattern.
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pattern. Proximity correction software is available but it does not work well for
dense periodic patterns like moth-eye arrays. Fortunately, the underexposed areas
around the edge of the sample form only a small amount of the total area and so
should have little eﬀect on the reﬂectance properties of the sample.
5.3.1.4 Unwanted Residual Resist
SEM images of exposed and developed resist (see Figure 5.6 (c) and (d)), show
residual resist in areas between the pillars. To prevent this from interfering with
the etching, extra resist development was required but care was needed so as not
to destroy the features forming the pattern.
1 m   200 nm
500 nm 500 nm
(a) (b)
(c) (d)
Figure 5.6: SEM images of problems encountered during fabrication of moth-eye
arrays in silicon: (a) and (b) under-exposure due to proximity eﬀects at edges, (c)
and (d) unwanted residual resist can be diﬃcult to remove.
5.3.2 Successful Fabrication
Due to the problems outlined in the previous section, some wafer exposures were
more successful than others and some areas failed to be patterned at all. Neverthe-
less, patterns covering a range of periods, duty cycles, heights and pillar proﬁles
were successfully fabricated over areas of 1 mm2. A list of the wafers and their
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respective approximate pillar heights is presented in Table 5.1.
Wafer no. Pillar Height, h (nm)
W#3 350
W#4 200
W#5 450
W#6 150
W#7 400
Table 5.1: Table of pillar heights for each successfully fabricated wafer. These
represent the heights aimed for when choosing etch times. The actual heights of
the pillars vary from pattern to pattern but are within ≈20 nm of these values.
Scanning electron microscope images of patterned areas, presented in Figure
5.7, show that some of the patterns are similar to moth-eye arrays found in nature.
However, we are not limited to replications of the proﬁles found in nature: Varying
the period of patterns causes a variation in the proﬁle of the pillars. For shorter
pillars (W#4, h=250 nm) we observe a progression to squarer proﬁles as the
period is increased, with c held constant (Figure 5.8a). For taller pillars (W#7,
400 nm), we again see a broadening of the proﬁle as the period is increased but
the tips remain rounded and do not ﬂatten out. We expect that ﬂat tops will
result in a sharp interface, a step in refractive index and so higher reﬂectance and
the appearance of interference fringes in the resulting reﬂectance spectra.
5.4 Thin Film ARC Samples
Thin ﬁlm SLARs of thermally-grown SiO2 and LPCVD Si3N4 were also prepared
to provide an experimental comparison to the silicon moth-eye arrays. The sam-
ples were characterized using ellipsometry, a technique in which the change in the
polarization state of light upon reﬂection from the surface of a substrate covered
with a thin ﬁlm is measured. This yields two Stokes parameters, ∆ and Ψ, where
∆ is the phase shift and Ψ is related to the ratio of the amplitudes of the reﬂected
s and p components, Rs and Rp, where [175]:
Rs
Rp
= tan(Ψ)ei∆ (5.3)
Values of ∆ and Ψ are collected at each wavelength and ﬁtted to models to deter-
mine the thickness and refractive index of a thin ﬁlm. The ﬁts for the SiO2 and
Si3N4 samples are shown in Figure 5.9. Thicknesses of 125.3 nm and 85.6 nm were
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2 m  
2 m   500 nm
(a) (b)
(c) (d)
Figure 5.7: Successfully fabricated moth-eye arrays in silicon: (a) Photograph
of a sample array showing that all but the bottom left-hand patterned area was
successfully written and etched in this case. Each sample square measures 1 mm
× 1 mm; (b-d) SEM images of examples of successfully-fabricated moth-eye arrays
in silicon.
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(a) (b)
d = 200 nm
= 0.5 c
d = 250 nm
= 0.5 c
d = 300 nm
= 0.5 c
d = 350 nm
= 0.5 c
d = 150 nm
= 0.65 c
d = 200 nm
= 0.65 c
d
c
= 250 nm
= 0.65
d = 300 nm
= 0.65 c
d = 350 nm
= 0.65 c
Figure 5.8: SEM images of proﬁles of pillars as period is increased (a) W#4, h ≈
200 nm, (b) W#7, h ≈ 400 nm. All scale bars are 100 nm.
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determined for the SiO2 and the Si3N4 samples, respectively, using this method.
These thicknesses are not identical to the optimized values because the detailed
analysis presented in Chapter 3 had not been carried out when these samples
were designed. However, these thicknesses are close to the optimized thicknesses
for these SLARs and so these samples are good examples of standard thin ﬁlm
AR coatings.
(a) (b)
(c) (d)
Figure 5.9: Ellipsometry characterization of thin ﬁlm SLARs on silicon: Delta
(∆) and Psi (Ψ) versus wavelength for (a)Si3N4, (b) SiO2; calculated n and k
properties for (a)Si3N4, (b) SiO2.
5.5 Reﬂectance Measurements
Two techniques were used to characterize the reﬂectance of the silicon moth-eye
array samples:
1. A reﬂectance probe to measure reﬂectance at near-normal incidence for a
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range of wavelengths.
2. A single wavelength laser and integrating sphere to measure reﬂectance as a
function of angle of incidence.
5.5.1 Reﬂectance Probe Measurements
5.5.1.1 Method
A ﬁbre-optic based reﬂectance probe (Ocean Optics) was set up as shown in Figure
5.10. The sample is mounted on an x-y-z translation stage with the probe clamped
in a vertical orientation above the sample. The probe delivers light from a white
light source (tungsten-halogen, Ocean Optics) to the sample through six optical
ﬁbres. A central optical ﬁbre collects a proportion of light reﬂected from the
sample and delivers this to a spectrometer (USB2000 or HR4000, Ocean Optics).
The output from the spectrometer is processed in SpectraSuite (Ocean Optics), in
which the absolute reﬂectance of a sample, Rsamp, is calculated using the following
equation:
Rsamp =
Isamp (λ) − D(λ)
Istan (λ) − D(λ)
× Rstan (λ) (5.4)
Where:
Isamp (λ) = Intensity measured when probe is positioned above a sample area.
Istan (λ) = Intensity measured when probe is positioned above a reﬂectance stan-
dard of known reﬂectance, in this case, bare silicon.
D(λ) = Dark Intensity (i.e. measurement when sample removed and probe posi-
tioned above the light trap.)
Rstan (λ) = Reﬂectance of reﬂectance standard (theoretical calculation for bare
silicon).
The operation of the reﬂectance probe is illustrated in Figure 5.11 (a). To max-
imize the signal-to-noise ratio, the light collected from the sample is maximized
by positioning the sample at an optimum distance, s, from the probe tip. The
optimum situation is shown in Figure 5.11, where the illumination cones from the
outer ﬁbres just touch at the sample surface. However, we must also ensure that
only light from within the 1 mm2 sample areas is collected. If light is collected
from the surrounding bare silicon, the reﬂectance measurement will give an erro-
neously high result. The collection area is determined by the collection angle, (θ)
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x
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z
Light trap
Sample
x-y-z
translation
stage
Reflectance
Probe
Illuminator
optical fibres Collector
optical fibre
(a) (b)
Figure 5.10: Reﬂectance probe experimental set-up: (a) annotated diagram, (b)
photograph
of the central ﬁbre and the distance of the sample from the probe tip, s. Referring
to Figure 5.11b(i), we can see that if all the ﬁbres have a diameter, a, then the
diameter of the illumination cones at the sample is given by
b = a + 2stanθ (5.5)
It is also clear from this diagram that
2stanθ = a (5.6)
and therefore
b = 2a (5.7)
If the central ﬁbre is identical the the outer ﬁbres, then its collection cone is
identical to the illumination cones of the outer ﬁbres and so the diameter of the
collection cone is equal to b, as shown in Figure 5.11b(ii). The diameter of the
ﬁbres, a, is 400  m and so the collection area diameter, b, is 800  m when the
sample is positioned to give maximum intensity. This means that if s is adjusted so
that the reﬂectance signal is maximized, the collection area is less than the sample
area of 1 mm2 and so the measured reﬂected light will only be that which originates
from the patterned area. Therefore, for all measurements, the sample height, s is
set to give maximum reﬂected intensity. The manufacturers state that their ﬁbres
have a numerical aperture (NA), which is the sine of the acceptance/collection
angle, of 0.22. This gives an acceptance/collection angle of 12.7◦ and therefore a
value for s of 902  m.
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(i) (ii)
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s s
a
Probe tip
Sample
Figure 5.11: Operation of the reﬂectance probe shown in cross-section: (a) (i)
illumination from 6 outer ﬁbres, (ii) reﬂectance from sample (iii) only light within
collection cone of central ﬁbre is collected (b) cross-section for derivation of col-
lection area.
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This technique provides an accurate measurement of reﬂectance provided that
the sample is not highly scattering, i.e. the reﬂection is entirely specular with no
diﬀuse component. It is commonly used for characterization of thin ﬁlm ARCs
because these present a planar surface to incident light and so exhibit specular re-
ﬂection. This technique cannot be used for micron-scale texturing schemes because
the size of the texture features would cause a larger proportion of reﬂected light to
escape from the collector ﬁbre compared to the specularly reﬂecting reference sam-
ple, leading to a erroneously low measurement of reﬂectance. The measurement
technique is, however, applicable to silicon moth-eye arrays because the texture
features in this case are on a scale below the wavelength and so do not scatter
incident light. Therefore, the reﬂectance from such surfaces is entirely specular
and so the same proportion of reﬂected light will enter the collector ﬁbre as with
the reference sample. This was conﬁrmed by observation of the specular reﬂection
of a laser beam from the moth-eye array surfaces, where no diﬀuse component of
reﬂectance was detected.
Measurements are taken with two Ocean Optics USB2000 spectrometers: Spec-
trometer 1 with a grating optimized for the 340–1022 nm wavelength range and
Spectrometer 2 covering the range 640–1285 nm. The data was combined such
that for wavelengths less than 700 nm spectrometer 1 values were used and for
wavelengths greater than 700 nm, spectrometer 2 values were used. For some
measurements, the Ocean Optics HR4000 spectrometer was used, which accurately
covers the whole of the 400–1050 nm range. The sensitivity of the silicon detectors
in the spectrometers is low for the UV and post band-gap infra-red regions of the
spectrum and so measurements from these regions were subject to unacceptable
levels of noise. This restricted the available spectral range to 400–1050 nm and
data outside this range was discarded.
5.5.1.2 Results for Best Moth-eye Samples
Samples from wafer #5, on which the pillar height was the greatest at ≈450
nm, exhibited the lowest reﬂectance. Reﬂectance vs. wavelength measurements
for the best performing moth-eye surfaces on Wafer #5 are presented in Figure
5.12. Also included in this graph are measurements from a sample on wafer #4,
with a pillar height of ≈200 nm, and measurements taken from bare silicon. The
four moth-eye surfaces included in Figure 5.12 all exhibit much lower reﬂectances
than the bare silicon, across the entire wavelength range sampled. Plot (b) in
Figure 5.12 shows the detail of the reﬂectance spectra for the best performing
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Figure 5.12: Reﬂectance probe measurements results of best performing silicon
moth-eye samples. Other surfaces are also included for comparison. Plot (b)
shows the low reﬂectance range of plot (a) in more detail. Note that the legend is
applicable to both plots and the wavelength range has also changed for plot (b).
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silicon moth-eyes. As expected, the reﬂectance for the W#4 sample, with the
shorter pillars, is generally higher than those of W#5, although interestingly, the
minimum in reﬂectance for W#4 A23 at 600 nm is comparable with the reﬂectance
values of the W#5 samples at this wavelength. The W#4 sample exhibits a low
reﬂectance region between 600 and 800 nm, with the reﬂectance rising steeply
either side of this range. In contrast, the W#5 samples tend to exhibit broader
low reﬂectance regions. Looking back at the simulation results (Figure 4.6), we see
that the broadening of the low reﬂectance region in the low wavelength parts of the
spectrum as pillar height is increased was correctly predicted by GD-Calc but the
simulations failed to predict the same behaviour observed in the infra-red region.
The main ﬁnding of this experiment is the conﬁrmation that moth-eye arrays can
exhibit very low reﬂectances over broad ranges of wavelength, for example, the
W#5 A23 sample has a reﬂectance below 1% in the range 520–920 nm.
5.5.1.3 Comparison of Performance of Experimental Moth-eye Arrays
with Thin-ﬁlm ARCs
In §4.3, the performance of silicon moth-eye surfaces when applied to solar cells was
analysed by predicting the short-circuit current produced by a cell at peak solar
intensity. A similar analysis can be carried out with the experimental reﬂectance
spectra. Unfortunately, due to the limitations of the available spectrometers, the
wavelength range over which reﬂectance data was collected was narrower than that
used for the simulations in Chapters 3 and 4 (400–1050 nm rather than 300–1240
nm). Therefore, the solar spectra and IQE data had to be modiﬁed accordingly.
To prepare the reﬂectance data for combining with IQE and PFD data, it was
smoothed using a Matlab-based moving average smoothing program1. A simple
interpolation of the smoothed reﬂectance data was then performed to obtain values
at the wavelengths for which the solar spectra and IQE data were available. This
data manipulation is illustrated in Figure 5.13 for pattern W#5 A23.
The short circuit current produced by a laboratory cell at peak solar intensity
employing various AR schemes is then calculated using the method described
in §3.2.5, but at the time of day corresponding to peak solar intensity (normal
incidence) and with a reduced wavelength range. These results are presented in
Table 5.2 and Figure 5.14, along with results for the best theoretical surfaces,
recalculated with the reduced wavelength range.
Focusing ﬁrstly on the experimental results, the best moth-eye surface (W#5
1‘moving-average.m’, written by Carlos Adrian Vargis Aguilera and available from the web at
Matlab Central, http://www.mathworks.com/matlabcentral/.
1515.5 Reﬂectance Measurements
Wavelength (nm)
400 500 600 700 800 900 1000
R
e
f
l
e
c
t
a
n
c
e
 
(
%
)
0
1
2
3
4
Raw data
Smoothed Data
Reduced wavelength points
Figure 5.13: Manipulation of the raw reﬂectance data for W#5 A23 (as an ex-
ample) to enable it to be combined with solar spectra and IQE data for power
density calculations. The data is ﬁrst smoothed and then interpolated to match
the wavelengths points of the solar spectra and IQE data.
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AR Scheme Jsc % loss compared
(mA/cm2) to ideal
Ideal 39.6 -
W#5 A23 39.3 0.9
W#5 A24 39.2 1.0
W#5 A32 39.0 1.6
W#4 A23 37.8 4.6
Si3N4 SLAR, t=86 nm 36.4 8.1
SiO2 SLAR, t=125 nm 34.2 13.7
Bare silicon 25.8 34.8
Opt. SLAR Theory (Si3N4) 36.5 7.9
Opt. DLAR Theory (SiO2/TiO2) 38.8 2.0
Opt. Moth-eye Theory 38.6 2.4
(h=400 nm, d=280 nm)
Table 5.2: Predicted Jsc produced by a laboratory cell at maximum solar intensity,
employing various AR schemes. These values were calculated using measurements
of reﬂectance at normal incidence. Theoretical values for the best optimized SLAR
and DLAR from Chapter 3 and an optimized moth-eye surface from Chapter 4,
recalculated for the reduced wavelength range, are included for comparison. % loss
is the loss in Jsc compared to a cell employing an ideal AR coating.
1535.5 Reﬂectance Measurements
Figure 5.14: Predicted % loss in Jsc compared to an ideal coating for laboratory
cell employing various AR schemes. These values were calculated using measure-
ments of reﬂectance at normal incidence (red bars). Theoretical values for the
best optmized SLAR and DLAR from Chapter 3 and an optimized moth-eye sur-
face from Chapter 4, recalculated for the reduced wavelength range, are included
for comparison (green bars).
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A23) leads to loss in Jsc of only 0.9% compared to a cell with an ideal coating.
In comparison, the Si3N4 SLAR experimental sample is predicted to lead to a
loss of 8.1%, which means that replacing an optimum SLAR with the best of the
fabricated moth-eye surfaces is predicted to lead to a 7.8% increase in Jsc at the
time of day for which solar irradiance is maximum.
Again, it must be noted that the calculations do not include surface passivation
considerations; any moth-eye structure would have to be adequately passivated
with a thin ﬁlm coating and whether or not this could be made suﬃciently thin so
as not to detrimentally aﬀect the reﬂectance properties of the surface is unknown.
Nevertheless, to so greatly exceed the performance of a near optimum SLAR with a
moth-eye structure in this analysis demonstrates the potential of moth-eye arrays
for solar cell antireﬂection.
Turning to the theoretical results, the optimized SLAR gives a remarkably
similar performance to the experimental Si3N4 sample of around 8% loss com-
pared to the ideal. This is expected, because the parameters (refractive index and
thickness) of the experimental Si3N4 ﬁlm are very similar to those of the modelled
Si3N4 ﬁlm, but reassuring because it indicates that the reﬂectance probe technique
is acceptable for this type of characterization. More unexpected is that the the-
oretical optimized DLAR slightly outperforms the optimized simulated moth-eye
array for this analysis, whereas the opposite was the case in the analysis pre-
sented in §4.4. A study of the reﬂectance spectra in Figure 5.15 reveals that this
is mainly due to the reduced wavelength range in this analysis: The reﬂectance
of the DLAR increases dramatically below 400 nm whereas that of the moth-eye
stays low. When the full range of wavelengths is taken into account, the optimized
moth-eye outperforms the best DLAR as shown in §4.4.
The experimental moth-eye arrays are predicted to exhibit considerably bet-
ter performance compared to the optimized theoretical array, with the W#5 A23
design showing a 1.6% improvement in short-circuit current compared to the op-
timized simulated moth-eye design. This is due to the combination of slightly
taller pillars and a better pillar proﬁle, demonstrating that silicon moth-eye AR
performances exceeding even that predicted by the theoretical analysis in Chapter
4 could be possible. Additionally, the % loss values for the three W#5 samples
are remarkably similar, which indicates that these surface are relatively robust
and exact reproduction of a design is not needed to achieve eﬀective reﬂection
reduction.
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Figure 5.15: Normal incidence reﬂectance spectra for theoretically optimized
ARCs. Green vertical lines mark the boundaries of the reduced wavelength range
used in the analysis presented in this chapter.
5.5.1.4 Eﬀect of Changing the Period
The theoretical investigation presented in Chapter 4 revealed that the reﬂectance
minimum of silicon moth-eye arrays can be tuned by altering the period of the
array. The same behaviour is exhibited in the fabricated samples, as shown in
Figure 5.12 (b), where as the period is increased (A32→A23→A24), the mini-
mum in reﬂectance shifts to higher wavelengths. To investigate this further, the
reﬂectance spectra from four regular hexagonal patterns on Wafer #5: A32–A35
are now examined. The design periods for these patterns are 200, 250, 300 and
350 nm, but the actual periods of the pillars may be slightly diﬀerent due to fab-
rication errors. Therefore, to obtain accurate values for the periods within these
designs, the average of 12 periods is taken from SEM images of each sample (see
Figure 5.16). This is repeated 5 times for each sample, measuring periods along
diﬀerent orientations, the averages of which are taken as the values for the actual
periods of the arrays. The standard deviations of the 5 measurements gives an
estimation of the uncertainty in the period values. The results from this analysis
are presented in Table 5.3.
The reﬂectance spectra (and corresponding SEM images of the structures) are
shown in Figure 5.17a, where the curves are labelled with the corresponding av-
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Figure 5.16: Screen shot from Digital Micrograph (Gatan Inc.) showing method
used to measure the period of the moth-eye arrays from SEM images. Note that
the upper window shows the contrast proﬁle along the line marked in the image
and is not a depth proﬁle. It is simply used to identify the positions of the pillars
and enable a measurement of period and should not be interpreted as an accurate
portrayal the cross-sectional shape of the pillars.
Sample d1 d2 d3 d4 d5 Average d σ
(nm) (nm) (nm) (nm) (nm) (nm) (nm)
W#5 A32 192.7 192.3 193.7 193.0 193.5 193.0 0.5
W#5 A33 240.0 239.1 240.7 240.9 241.0 240.3 0.80
W#5 A34 289.9 288.8 290.3 289.5 289.6 289.6 0.53
W#5 A35 334.1 333.8 335.2 336.1 336.4 335.1 1.18
Table 5.3: Measurements of period from SEM images of patterns on Wafer 5.
1575.5 Reﬂectance Measurements
Wavelength (nm)
Reflectance (%)
d = ~193 nm
d = ~240 nm
d = ~290 nm
d = ~335 nm
Wavelength (nm)
Reflectance (%)
d = 200 nm
d = 250 nm
d = 300 nm
d = 350 nm
h
d
(b)
(a)
Figure 5.17: (a)Measured reﬂectance spectra for silicon moth-eye surfaces of dif-
ferent periods. The scale bars in the SEM images are all 100 nm. (b)Simulated
reﬂectance spectra for silicon moth-eye arrays with diﬀerent periods. The proﬁle
used is the biomimetic design shown, with a pillar height of 400 nm.
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erage period values from Table 5.3. We see that as the period is increased, the
curves shift to higher wavelengths. This behaviour is in good agreement with our
simulation ﬁndings, (illustrated in Figure 5.17b) and provides support for the idea
that moth-eye arrays can be optimized through a tuning of the reﬂectance minima
by altering the array period.
Despite the general behaviour of the reﬂectance spectra as the period is al-
tered being correctly predicted by the RCWA simulations, there are some obvious
diﬀerences between the simulated and measured reﬂectance curves. This is due
to diﬀerences in the average period of the fabricated structures compared to the
exact design used in simulations. The pillar proﬁle also diﬀers from the simulated
biomimetic design shown in Figure 5.17b. In the next section, we shall explore
methods of achieving a better match between experimental and theoretical re-
ﬂectance spectra.
5.5.2 Matching Simulations to Experiments
Although exhibiting similar general trends, the RCWA simulated reﬂectance spec-
tra shown in Figure 5.17a do not match well with the measured reﬂectance spectra
in Figure 5.17b. In an attempt to more accurately simulate fabricated arrays, a
method was developed to extract the proﬁle of the fabricated pillars from SEM
images and reproduce this proﬁle in the GD-Calc software (see Figure 5.18).
Firstly, a suitable SEM image is obtained by tilting the sample so that the tip
to base pillar proﬁle is visible (Figure 5.18a). Secondly, the period, d is measured
in the horizontal direction by averaging over the number of periods in the SEM
image. Thirdly, the distance, y, between two rows of pillars, separated by a row is
measured. The angle at which the sample is tilted from the sample plane is then
given by:
θt = sin−1
 
y
√
3d
 
(5.8)
The stretch factor, F, which is that ratio of the measured height to the actual
height of the pillars is given by:
F =
1
 
1 −
 
y √
3d
 2
(5.9)
(See Appendix 8.6 for derivations of these terms).
A representative pillar in the image is then chosen and the outline is traced
(Figure 5.18b). This outline is then elongated in the vertical direction by the
stretch factor to correct for the tilt of the sample and produce the actual pillar
1595.5 Reﬂectance Measurements
h
r
d x 4
y
(a) (b)
(c) (d)
Figure 5.18: Method for modelling fabricated pillars in GD-Calc. (a) measure-
ments needed for calculation of stretch factor, F, (b) Tracing of pillar proﬁle, (c)
slicing of proﬁle to determine a radius for each stratum, (d) fabricated moth-eye
reproduced in GD-Calc. All scale bars are 100 nm.
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proﬁle. This is then exported as a bitmap with a size in pixels equal to the size
of the pillar in nanometers. A Matlab script is used to slice the pillar proﬁle into
the appropriate number of strata, assigning a radius to each strata in the stack
(Figure 5.18c). The list of radii is then copied into the GD-Calc script so that an
array of pillars with the traced proﬁle can be simulated (Figure 5.18d).
(a)
(b)
(c)
Figure 5.19: (a) SEM image of fabricated W#5 A32 pillar array , (b) pillar
array reproduced in GD-Calc (scale bars are 100 nm), (c) measured and simulated
reﬂectance spectra for W#5 A32 sample.
A comparison of the simulated reﬂectance spectrum created using the above
method with the measured reﬂectance spectrum for one of the best silicon moth-
eye samples (W#5 A32) is shown in Figure 5.19. The simulation correctly predicts
the position of the minima but departs considerably from the experimental data
for wavelengths above 650 nm, predicting much higher reﬂectances than those
measured. It is clear that the agreement between experiment and theory in this
case is poor and two reasons are identiﬁed for this:
1. Proﬁles of pillars at edge of sample diﬀer from proﬁles of pillars situated
away from the edge.
2. Closely-spaced pillars cannot be deﬁned in GD-Calc modelling software.
The ﬁrst of these issues arises because the simulated pillar proﬁle is taken from
the edge of the sample area. The pillars at the edge may be considerably diﬀerent
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to the pillars in the centre because they are not surrounded on all sides by other
pillars. This diﬀerence in local environment can result in diﬀerent electron doses
during e-beam writing and diﬀerent etch conditions. Comparing images taken
from diﬀerent areas of the sample does indeed indicate that the pillars at the edge
(Figure 5.20a) appear to be thinner, with sharper tops than those away from edge
of the sample (Figure 5.20b). Unfortunately, the pillars in the samples of lowest
reﬂectance are very densely packed, preventing an image of an entire pillar proﬁle
from anywhere but the edge of the sample. Therefore, in this case, the simulated
pillar proﬁle is not representative of the sample as a whole and so the simulated
reﬂectance spectra does not match with the measurement.
(a) (b)
Figure 5.20: SEM images of fabricated W#5 A32 pillar array (a) from edge of
sample, (b) away from edge of sample. Scale bars are 100 nm.
The second issue is that even if a pillar proﬁle that was representative of the
sample as a whole could be identiﬁed, it may not be possible to reproduce this
in GD-Calc. As described in §4.1.1.1, the method for deﬁning pillars in GD-
Calc imposes a maximum limit on the radius of the cylinders in each stratum: A
cylinder must not overlap with the tangent to cylinders in an adjacent row. The
most densely-packed fabricated arrays are likely to have pillars that do overlap
with the tangent to pillars in adjacent rows towards the pillar bases. From an
eﬀective medium view-point, this would lead to the best AR properties because
the eﬀective refractive index would be graded with no discontinuities. However,
GD-Calc cannot model such structures. It is inherently limited to structures with
some ﬂat area between the pillars and so a discontinuity in the eﬀective refractive
index at the pillar base-substrate interface. This discontinuity leads to interference
eﬀects which manifest as larger maxima and minima in the reﬂectance spectrum.
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To test this, the same method can be applied to a sample fabricated with a
sparser array of pillars. Such a sample will exhibit a higher average reﬂectance
but should allow a tilted SEM image of a whole pillar away from the edge of
the sample, so representative of the sample as a whole, to be obtained. This
is illustrated in Figure 5.21, in which the pillars are less densely-packed than in
Figure 5.19. There is good agreement between simulated and measured reﬂectance
spectra across the whole of the wavelength range, demonstrating that GD-Calc can
be used to accurately model the reﬂectance properties of moth-eye arrays. This
exercise has, however, highlighted that not all possible pillar proﬁles (notably
those from the best performing samples) can be deﬁned in GD-Calc because of
the limitation imposed on the radius of constituent cylinders for a ﬁxed period by
the technique employed to deﬁne the structures in the software. This implies that
it is possible for fabricated moth-eye structures to exhibit lower reﬂectances than
the best of those modelled in GD-Calc.
(a)
(b)
(c)
Figure 5.21: (a) SEM image of less densely-packed fabricated pillar array, (b)
pillar array reproduced in GD-Calc (scale bars are 100 nm), (c) measured and
simulated reﬂectance spectra.
All the measurements presented in this section assume that the moth-eye array
surfaces are non-scattering and so their reﬂectance is entirely specular with no
diﬀuse component. It is possible that defects on the samples caused by errors
in fabrication could be suﬃciently large to scatter light but analysis of the SEM
images of the structures show that the such defects are rare and so scattering
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is not expected to be signiﬁcant. This is supported by the observation of the
specular reﬂectance of a laser beam from the samples and the good match between
experimental and simulated reﬂectance curves in Figure 5.21.
5.6 Integrating Sphere Measurements
Reﬂectance versus angle of incidence (AOI) measurements were performed using a
633 nm He-Ne laser (Thorlabs) and an integrating sphere with a centrally-mounted
sample holder (RTC-060-SF, Pro-lite (Labsphere)). Using a combination of linear
polarizers and a quarter waveplate, the polarization of the incident laser light
could be varied without substantially changing the intensity. Measurements were
carried out for two orthogonal polarization states (s (TE) and p (TM)) and then
the average was calculated as an indication of the behavior of the surfaces in
randomly polarized light.
5.6.1 Integrating Sphere
The integrating sphere is a hollow sphere coated on the inside with BaTiO3 which
creates a near-ideal lambertian diﬀuse reﬂector, scattering light in all directions
equally. This causes any light entering the sphere to uniformly illuminate the
sphere wall so that a detector can be placed at one of the holes (ports) in the
sphere and the signal measured will be a fraction of the total light in the sphere
given by the ratio of the detector area to the sphere wall area.
For reﬂectance measurements, light is directed through the sphere onto a sam-
ple that can be placed at one of the ports. All of the light reﬂected from the
sample will be uniformly scattered around the sphere and so can be measured
with a detector placed at another port. A second measurement with a reﬂectance
standard of a known reﬂectance is then made to allow the calculation of the abso-
lute reﬂectance of the sample. However, this approach only enables a reﬂectance
measurement at one angle of incidence to be taken. (This is usually at 8 degrees.
Normal incidence reﬂectance measurements cannot be made in the integrating
sphere because the specular reﬂection will be lost out of the input port). For
measurements of reﬂectance versus AOI, the sample can be mounted in the centre
of the sphere on a rotation stage (see Figure 5.22). The reﬂectance standard used
in this case is the empty holder and the known reﬂectance of this ‘standard’ is
100%. The measurements presented here were all taken in centre-mount mode.
To minimise the beam spot size on the sample, the laser was focused with an
achromatic doublet lens with a focal length of 200 mm.
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Figure 5.22: Apparatus for measurements of reﬂectance as a function of angle of
incidence.
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5.6.2 Double-beam Operation
The technique described for the centrally mounted sample involves a single beam
ﬁrstly illuminating the sample and recording the intensity reﬂected (Isamp). Then
the empty sample holder (the ‘standard’) is illuminated and the intensity recorded
(Istan). A dark measurement is then taken with no light (Idark). The absolute
reﬂectance of the sample Rsamp is then given by
Rsamp = Rstan
 
Isamp − Idark
Istan − Idark
 
(5.10)
Where Rstan is equal to 1 when we use the empty holder as the standard. However,
this technique introduces a substitutional error because the integrating sphere
throughput changes when the sample is removed for the standard measurement.
To account for this and remove the substitutional error, a secondary ‘reference’
laser beam (identical to the ﬁrst) is directed through another port onto the op-
posite wall of the integrating sphere, without hitting the sample or clip. Two
measurements are taken when illuminating the sphere with the reference beam:
one with and one without the sample mounted. The measurements are repeated
using the sample beam incident on the sample. The reﬂectance of the sample is
then given by
Rsamp = Rstan
 
Iref − Idark
Is − Idark
 
stan
 
Is − Idark
Iref − Idark
 
samp
(5.11)
Where
Rstan = Known reﬂectance of reﬂectance standard (=1 when empty holder is used
as a standard).
Iref = Intensity with reference beam.
Is = Intensity with sample beam.
Idark = Dark measurements with all lights extinguished.
The subscript ‘stan’ is used when the measurement is to be taken with the empty
sample holder; the subscript ‘samp’ when the sample is mounted.
5.6.3 Error Analysis
The uncertainty in the measurement for each intensity value was estimated to be
+/- 1 nW. Standard error propagation rules (See Appendix, §8.5) are used to
calculate uncertainties in the ﬁnal reﬂectance values and these are plotted as error
bars.
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5.6.4 Laser Beam Proﬁler
As with the reﬂectance probe measurements, it is important to ensure that only
light reﬂected from the patterned area is measured. In the integrating sphere
experiments, this means we must ensure that the incident light is focused so that
the beam spot size is much less than the 1 mm2 sample area.
(c) (d)
(a) (b)
Figure 5.23: Laser beam proﬁle ﬁgures: (a) Output from entire CMOS detector
area, (b) close-up of beam area, (c) Output trace along maximum pixel line in x
direction, showing Gaussian ﬁt, (d) Output trace along maximum pixel line in y
direction, showing Gaussian ﬁt
The proﬁle of laser beam can be modelled with a Gaussian probability dis-
tribution, with the standard deviation, σ, giving a measure of the width of the
beam. The Gaussian distribution is given by [176].
f (x) =
1
σ
√
2π
exp
 
−
1
2
 
x −  
σ
 2 
(5.12)
Where   is the mean value. By ﬁtting a Gaussian curve to a beam proﬁle we will
know that 68.3 % of the light is within +/ − σ of the centre point and 95.4 % is
within +/ − 2σ of the centre. It will also allow us to calculate the percentage of
light falling within the 1mm2 sample area.
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Laser beam proﬁlers that consist of a CCD or CMOS (or active-pixel sensor)
detector array and various ﬁlters are available commercially but are expensive.
Therefore, for this study, a beam proﬁler was constructed from the detector array
of a standard web cam (PC-Line, PCL-W310) and a set of neutral density (ND)
ﬁlters. The ND ﬁlters are required to attenuate the beam to below the saturation
level of the detector, whilst leaving the Gaussian beam characteristics unchanged.
The laser is focused onto the detector array through the ND ﬁlters and the row and
column with the highest pixel intensity sum are identiﬁed to locate the centre of
the beam spot (see Figure 5.23a). An area around the beam spot is isolated (Figure
5.23b) and then cross-sections in the form of intensities along the maximum row
and column are plotted (Figure 5.23 c and d). Gaussian curves are ﬁtted to the
beam proﬁles in the x and y directions, leading to two values of standard deviation
(σ1 and σ2). These values are converted from pixels to micrometers with one pixel
being a 7.8  m ×7.8  m square.
The two values obtained for (σ1 and σ2) are:
σ1 = 8.85 pixels = 69.0  m (5.13)
σ2 = 8.76 pixels = 68.3  m (5.14)
The probability that light falling with a circle of radius x  m, assuming the beam
is perfectly centred about the mean,  , is given by [176]
P (  − x < X <   + x) = Φ
 
  + x
σ
 
− Φ
 
  − x
σ
 
(5.15)
Where Φ is the cumulative probability function. But Φ(−z) = 1 − Φ(z) and
therefore
P (  − x < X <   + x) = 2Φ
 
  + x
σ
 
− 1 (5.16)
The average standard deviation is 68.7  m. Setting   = 0, and using the look up
table for Φ given in [176], we can calculate the percentage of light incident within
multiples of the average standard deviation.
P (−68.7 < X < 68.7) = 2Φ(1) − 1 = 68.3% (5.17)
P (−137.4 < X < 137.4) = 2Φ(2) − 1 = 95.4% (5.18)
P (−206.1 < X < 206.1) = 2Φ(3) − 1 = 99.73% (5.19)
P (−239.8 < X < 239.8) = 2Φ(3.49) − 1 = 99.96% (5.20)
So 99.96% of the laser beam falls within a circle of radius 240  m which is well
within the 1mm2 sample area. However, as the angle of incidence, θ, is increased,
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the beam spreads out according to the cosine rule, which leads to an increase in
the standard deviation of the beam, σ, given by:
σ =
σ0
cosθ
(5.21)
where σ0 is the standard deviation at normal incidence. The variation of multiples
of σ with the angle of incidence is plotted in Figure 5.24, with the 500  m cut-oﬀ
shown, above which the multiple of σ exceeds the sample area.
Figure 5.24: Cosine beam width spread with angle of incidence, characterized by
multiples of the standard deviation of a Gaussian ﬁt to the beam proﬁle. The
number in brackets gives the percentage of light falling within +/- the multiple of
σ.
This shows that below ∼60◦, 99.96% of the laser beam intensity falls within
the sample area. For higher AOIs, the beam spread becomes increasingly more
severe and a considerable amount of light will be incident on the unpatterned area
surrounding the sample, giving anomalously higher reﬂectances.
5.6.5 Samples
Reﬂectance versus angle of incidence was measured for the following samples, using
the centre-mount set-up.
Bare Silicon A section of polished silicon which will also have a thin (∼2 nm)
native oxide.
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Silicon + SLAR A ﬂat piece of silicon coated with a ∼ 100 nm thick layer of
SiO2 which acts as an SLAR.
Moth-eye array One of the best 1 mm2 moth-eye samples (W#5 A32). This
has a period of 193 nm and a pillar height of approximately 400 nm (See Figure
5.20).
Inverted Pyramids So far, moth-eye arrays have only been compared to thin
ﬁlm ARCs on planar surfaces but the literature review revealed another class of
AR schemes based on micron-scale texturing. In order to compare moth-eye arrays
with an example of an AR scheme from this class, an sample was obtained from
UNSW consisting of inverted pyramids with a base width of 10  m etched into
a silicon substrate and then coated with a SiO2 SLAR. The resultant textured
surface (Figure 5.25) is typical of the type used in the UNSW high eﬃciency cells
and reduces reﬂection through both the destructive interference (thin ﬁlm ARC)
and the multiple bounce mechanisms. The fabrication of this sample involved an
20 m   10 m  
(a) (b)
Figure 5.25: SEM images of inverted pyramids sample from UNSW.
anisotropic etch on a wafer with a (100) surface, which exploits the diﬀerent etch
rates of the crystallographic planes in silicon to form inverted pyramids with facets
on (111) planes (see §2.4.1). The angle between the surface and the pyramid facets
is (using the vector dot product) 54.7◦, which gives a depth of 7.07  m.
5.6.6 Reﬂectance vs. AOI Results
The results from the reﬂectance vs. AOI measurements, for both s and p polariza-
tions, carried out using the integrating sphere are presented in Figure 5.26. The
averages of the two polarizations are plotted in Figure 5.27.
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Figure 5.26: Reﬂectance vs. Angle of incidence integrating sphere measurements,
(a) s (TE) polarization, (b) p (TM) polarization.
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Figure 5.27: Reﬂectance vs. Angle of incidence integrating sphere measurements,
average of measurements taken with s and p polarized light. Parretta 99: [67]
Perhaps the most obvious diﬀerence between the s and p polarization curves
((a) and (b) in Figure 5.26) occurs with the bare silicon surface where the re-
ﬂectance increase with AOI for s polarization but decreases for p polarization.
This is a consequence of polarization by reﬂection from dielectric surfaces. With
s polarized light, the electric oscillations occur perpendicular to the plane of in-
cidence and so are parallel to the surface at any angle of incidence. This means
that when they induce oscillations at the surface, both reﬂected and transmitted
rays are generated for all angles of incidence. With p polarized light, the electric
ﬁeld oscillates parallel to the plane of incidence and so a component, the size of
which depends on the angle of incidence, of the oscillations is also directed in the
direction of the reﬂected beam. At a certain angle of incidence, the direction of
oscillation of the p polarized light is is entirely in the direction of the reﬂected light
and so cannot contribute to the reﬂected beam. This means that the reﬂection
of p polarized light falls to zero at a certain angle called the Brewster Angle, θp.
This occurs when the reﬂected and transmitted beams are at 90 degrees to one
another. From Snell’s law (see Figure 5.28)
n1 sinθp = n2 sinθt (5.22)
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and the Brewster condition, i.e. θt = 90 − θp, we obtain Brewster’s Law:
θp = tan−1
 
n2
n1
 
(5.23)
Figure 5.28: Diagram showing s and p polarized light incident at the Brewster
angle.
The refractive index of silicon at a wavelength of 630 nm is 3.872 and so the
resulting Brewster angle, where the reﬂectance of p polarized light should be zero
is, from Equation 5.23:
θp = 75.5◦ (5.24)
Unfortunately, our measurements only extend to 70◦ but an extrapolation of
the silicon reﬂectance curve in Figure 5.26b would lead to zero reﬂectance for
approximately this angle. We do not see the occurrence of a Brewster angle for
the other surfaces because the extra layers or texturing lead to more complicated
oscillation conditions at the surface. Consequently, the reﬂectance properties of
the other materials show little dependence on the polarization of the incoming
light.
Moving to the average reﬂectance results (Figure 5.27), we see that the moth-
eye surface out-performs the other AR schemes up to an angle of ∼60◦. Data
obtained from Parretta et al.[67] for a surface textured with a random array of
upright pyramids and coated with an SLAR is also included. This, along with the
UNSW pyramidal surface, are considered excellent AR surfaces for solar cells so it
is encouraging that the moth-eye surface exhibits a lower reﬂectance than both of
these surfaces. Above 60◦, the reﬂectance of the moth-eye sample increases sharply
compared to the others tested but this is probably due to the laser beam spreading
out on the surface and impinging on the surrounding silicon, as discussed in §5.6.4.
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This is supported by the theoretical curve for the W5A32 moth-eye array (also
shown in Figure 5.27), which matches well to the experimental values for small
angles of incidence but predicts lower reﬂectances than those measured for AOIs
greater than 50◦.
To enable reﬂectance measurements to be performed at higher angles of inci-
dence, moth-eye arrays covering 4 mm × 4 mm were fabricated. The integrating
sphere set up was used to measure the reﬂectance of the 4 mm × 4 mm sam-
ple shown in Figure 5.21. This sample consists of pillars that are not suﬃciently
densely packed for optimum AR performance- the large amount of planar silicon
between the pillars introduces a discontinuity in the eﬀective refractive index at
the base of the pillars. However, this sample is useful because the large pillar
spacing allows the accurate reproduction of this structure in GD-Calc, which is
not possible with the densely-packed, best AR moth-eye samples, as discussed in
§5.5.2. Reﬂectance versus AOI results for s and p polarizations are plotted in
Figure 5.29. Also plotted are the results from the simulations of this structure
which agree, within the experimental error, with the experimental results up to an
AOI of 80 degrees. In this case, the sample area is suﬃciently large to contain the
beam at high AOIs and this demonstrates that RCWA in GD-Calc can be used to
accurately simulate the reﬂectance behaviour of moth-eye arrays at angles away
from normal.
5.7 Conclusion
We have demonstrated that electron beam lithography and dry etching can be
used to fabricate moth-eye arrays in silicon that exhibit excellent AR properties
over a wide range of wavelengths and angles of incidence. From the measured
reﬂectance spectra at normal incidence, the best fabricated samples are predicted
to confer only a 1% loss in Jsc compared to an ideal AR surface. This is even
better than expected of the optimized simulated moth-eye arrays from Chapter 4,
indicating that the designs in Chapter 4 do not represent the best possible optima.
The main limitation of the modelling techique, as identiﬁed previously (§4.1.1.1),
is that the pillars must not overlap with the tangent to pillars in adjacent rows.
This means that densely-packed pillar arrays, in which the bases of the pillars
touch and which exhibit the best AR properties, cannot be accurately deﬁned
in GD-Calc. This limits the extent to which the structures can be optimized and
explains why some of the experimental samples out-perform the simulated optimal
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Figure 5.29: Measured and simulated reﬂectance vs. AOI results of the 4 mm ×
4 mm silicon moth-eye sample, for s and p polarizations.
designs. This is supported by good agreement between theory and experiment for
less dense arrays, which can be modelled accurately in GD-Calc.
Reﬂectance for a range of angles of incidence was also obtained from the fabri-
cated moth-eye samples using an integrating sphere and laser. Again, reﬂectances
below that of thin-ﬁlm ARCs and micron-scale texturing were demonstrated.
Problems arose with the beam impinging on surrounding, unpatterned silicon
at high AOIs as a result of the small sample size. A larger sample size overcame
this, and good agreement between experiment and simulation was demonstrated
for AOIs up to 80 degrees.
By matching theory to experiment in some cases, and explaining why limita-
tions in GD-Calc prevent accurate modelling in other cases, we have conﬁrmed
that RCWA is an accurate technique for modelling of moth-eye arrays of this type
and so the ﬁndings of Chapter 4 are valid. The experimental study presented in
this chapter also highlights that performances exceeding those predicted by simu-
lations are possible. Further experimental optimization of the pillar proﬁle could
lead to even greater enhancements in AR properties.
This study has also uncovered an inherent limitation in the e-beam approach
concerning the possible size of fabricated arrays. To enable accurate optical char-
acterization, the samples had to cover an area of at least 1 mm2. Even this was
a technical challenge because it involved the individual deﬁning of between 8 and
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44 million pillars per sample. Solar cell applications would require the patterning
of much larger areas, a feat that would be impossible to achieve in a commer-
cially viable way with e-beam lithography. In the next chapter, we will look into
a potentially more scalable method for silicon moth-eye fabrication, nanoimprint
lithography.
176Chapter 6
Nanoimprint Lithography
The electron beam lithography work presented in Chapter 5 highlighted the need
for a cheaper, more scalable fabrication technique for subwavelength pillar ar-
rays. Since the ﬁrst reported study in 1995 [177], nanoimprint lithography (NIL)
has frequently been cited as a promising alternative to e-beam lithography. A
stamp, fabricated by conventional nano-patterning techniques (e-beam or inter-
ference lithography), is pressed into a polymer ﬁlm on a heated substrate. After
cooling, the stamp is removed, leaving an imprint of the stamp in the polymer ﬁlm.
A dry etch is then performed, using the imprinted polymer ﬁlm as an etch mask, to
transfer the pattern into the substrate. Alternatively, metal is deposited and the
polymer ﬁlm is used as a lift-oﬀ mask, leaving a metal mask through which etch-
ing can proceed. Several reviews are available on the development of NIL and the
related technique of step-and-ﬂash imprint lithography, which involves the use of a
transparent stamp through which UV light is shone to cure the polymer [178, 179].
The process is scalable because the stamp can be reused many times; a protective
coating can be used so that any wear of the stamp can be repaired. Gourgon and
colleagues have demonstrated uniform imprinting of sub-100 nm features over a
200 mm diameter silicon wafer [152] and recently, roll-type nanoimprinting pro-
cesses have been developed for both rigid and ﬂexible substrates [180, 181], which
demonstrate the potential for transferring this technology to the industrial scale.
This chapter describes a study carried out in collaboration with NIL Technology
Ltd. into the use of nanoimprint lithography for fabricating antireﬂective moth-eye
arrays in silicon. All stamp designs were created by the author in discussion with
NIL Technology Ltd. engineers as to the limitations of the fabrication processes.
All stamp fabrication, e-beam lithography, imprinting and etching were carried
out by NIL Technology Ltd. engineers at DTU Danchip in Denmark. Optical
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characterization was carried out by the author in Southampton. Scanning electron
microscope characterization of the fabricated structures was carried out both by
NIL Technology Ltd. engineers in Denmark and by the author in Southampton.
6.1 Experimental Method
6.1.1 Stamp Fabrication
2. E-beam exposure and
development to form
array of holes.
1. Spin on e-beam resist
(ZEP-520).
3. E-beam evaporation,
15 nm Al.
4. Lift off.
5. Anisotropic dry etch to
a depth of 150 nm.
6. Removal of Al mask
and apply anti-adhesion
coating.
Figure 6.1: Stamp fabrication for NIL process.
The process for stamp fabrication is illustrated in Figure 6.1. A 105 nm thick
layer of ZEP 520 e-beam resist is spun onto a 4 inch silicon wafer. Electron beam
lithography is then used to pattern the resist with an array of disks. The resist is
developed to leave an array of holes in the resist, onto which 15 nm of aluminium
is deposited by electron beam evaporation (Wordentec QCL 800). The wafer is
placed into 80◦C resist stripper and sonicated for 10 minutes to remove the resist,
leaving only the aluminium that is directly adhered to the silicon wafer. This is in
the form of an array of circles and can now be used as an etch mask. An SF6/C4F8
dry etch (STS Advanced Silicon Etcher MESC Multiplex ICP, for details of etch
recipes see Table 6.1) is then used to form vertical-walled, 150 nm high pillars
in silicon. This employs the Bosch process which consists of alternating etch (by
SF6) and passivation (by C4F8) stages [182] to produce vertical pillar walls. A
standard wet aluminium etch is used to remove the Al mask and an anti-adhesion
coating is applied to complete the stamp. SEM images of a stamp are presented
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in Figure 6.2.
Anisotropic Etch Isotropic etch
(pxnano2) (pxiso1)
Machine STS ASE ICP STS RIE
Pressure (mTorr) 10 36
Power (W) 350 (passivation) 20
500 (etch)
Gases, ﬂow rate (sccm) C4F8, 50 SF6, 30
SF6, 50 CHF3, 10
O2, 30
Table 6.1: Etch recipes for anisotropic and isotropic etches used for NIL process.
(a) (b)
Figure 6.2: SEM images of areas of the stamp for patterns of diﬀerent packing
densities.
6.1.2 Imprinting, Etching and Shaping
The process followed for fabrication of the moth-eye samples is illustrated in Figure
6.3. The stamp is used to imprint a 170 nm thick layer of Polymethylmethacrylate
(PMMA) on a silicon wafer, forming an array of holes. The imprint process is
performed using an EVG520 hot embossing tool. The stamp is placed on top of
the PMMA covered wafer and loaded into the imprinter. The wafer is heated to
190◦ and then a pressure of 40 bar is applied for 5 minutes. Cooling is then initiated
and the pressure is released once the wafer has cooled to room temperature. The
wafer and stamp are then prized apart. The residual resist at the bottom of the
holes is removed by with an oxygen plasma etch in the STS ASE ICP machine
and then 15 nm of aluminium is deposited using e-beam evaporation. The lift-oﬀ
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1. Spin on e-beam resist
(PMMA, 170 nm).
2. Imprint with stamp.
3. Etch residual resist in
holes.
4. E-beam evaporation,
15 nm Al.
5. Lift off.
9. Dry oxidation for
damage removal and
further shaping.
6. Anisotropic dry etch to
a depth of ~400 nm.
7. Removal of Al mask.
8. Isotropic shaping etch
10. Oxide strip
Figure 6.3: Fabrication of AR silicon moth-eye samples with the NIL process.
procedure described above is performed to leave an aluminium mask consisting of
an array of circles on the wafer surface. The SF6/C4F8 dry etch described above
is used to form 400 nm high pillars in the silicon before the Al mask is stripped
oﬀ. A height of 400 nm was chosen as a balance between reducing reﬂectance and
keeping surface area, and so possible surface recombination, to a minimum.
To function as an eﬀective AR scheme, the pillars should be tapered so, from
an eﬀective medium view-point, the fraction of silicon to air varies smoothly from
a value of 1 at the base to 0 at the pillar tips. The anisotropic etch employed
to create the pillars results in vertical-walled pillars and so two processes were
investigated in an attempt to shape the pillars into a more desirable tapered cone
shape:
1. Isotropic, dry etching.
2. High temperature oxidation and oxide strip.
An SF6/CHF3/O2 reactive ion etch (STS RIE) is used as an isotropic etch
as this is commonly used by NIL Technology to alter the proﬁle of pillars from a
negative to a positive taper. The details of this etch are given in Table 6.1 and
etch time was used as the key variable in the development of the process.
The oxidation and oxide strip shaping process was taken from the e-beam
investigation described in Chapter 5, with oxidation time as the key variable in
the development.
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6.1.3 Plan of Work
Following discussions with NIL Technology engineers, a plan of work was drawn
up for the development of NIL process for producing large area (1×1 cm) moth-eye
arrays in silicon. This is detailed below.
Stage 1: A stamp containing 5 100×100  m sample areas used to imprint 20
wafers for development of shaping etch and oxidation step. Each sample area has
a diﬀerent packing density or arrangement of pillars. The aim is to determine the
pillar proﬁles possible with the available shaping techniques.
Stage 2: A stamp containing 36 samples, covering areas of either 2×1 mm or
1.4×1.4 mm, used to imprint 6 wafers. This sample set will allow variations in
packing density, array period and pillar arrangement. The patterns are suﬃciently
large for reﬂectance measurements to be carried out. Due to the vast number of
sample areas fabricated at this stage, not all samples will be described in this
work. The provision of 6 wafers at this stage allows for some variation in etch
conditions.
Stage 3: A stamp containing 1 sample area, measuring 1×1 cm, used to imprint
5 wafers. This is to provide a proof-of-concept for NIL as a scalable nanopatterning
technique, allowing easy characterization of reﬂectance, and demonstrating the
potential use of the technique for PV applications. An area of 1 cm2 was chosen
because it represents a widely accepted standard size for prototype laboratory PV
devices.
6.2 Results
6.2.1 Stage 1
6.2.1.1 Mask Designs
Details of the designs for the ﬁve 100×100  m squares on the stage 1 stamp
are presented in Table 6.2. The designs were drawn up before the optimizations
described in Chapter 4 and so a period of 250 nm was chosen as an arbitrary
subwavelength period for areas A, B and C. The packing density was varied to
test the versatility of the imprinting method. An array with a shorter period
(150 nm, area D) was also included to test how well smaller features could be
fabricated. The design for area E consists of an arrangement of domains, within
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which are hexagonal arrays of pillars with orientations that vary from domain
to domain. This is included to more directly mimic the appearance of natural
moth-eye surfaces but the body of work covering this will not be included in this
thesis due to time constraints. For a hexagonal array, the 2D packing density, p,
is related to the pillar radius, r, and period, d, as follows.
p =
2πr2
√
3d2 (6.1)
Pattern Pattern Period Packing Pillar Spacing
name type (nm) density (%) width (nm) (nm)
A hex 250 20 117.4 132.6
B hex 250 35 155.3 94.7
C hex 250 50 185.6 64.4
D hex 150 35 93.2 56.8
E hex 250 23 125.9 124.1
(domained)
Table 6.2: Parameters for designs in NIL development, stage 1.
The 20 wafers available for this stage were divided into 4 batches of 5 wafers.
Either the isotropic shaping etch time or the oxidation time was varied in each
batch and SEM characterization of the resulting structures was used to decide on
the parameters for the next batch.
6.2.1.2 Imprinting Problems
Following stage 1 stamp fabrication, 5 wafers were imprinted using the process
illustrated in Figure 6.3. Problems were encountered at this stage because of the
variation in pattern density across the stamp which leads to incomplete transferral
of some of the patterned areas, as illustrated in Figure 6.4. The density variations
cause variations in the pressure required for a successful imprint of a pattern which
means that complete transferral of all patterns is diﬃcult to achieve. Incomplete
patterning is acceptable for stage 1, but not so for the stage 2 samples, which will
be used for reﬂectance measurements, making it important that the full areas are
patterned.
6.2.1.3 Batch 1
After taking advice from NIL Technology engineers about their experience with
the pxiso1 etch, it was decided that for batch 1, the isotropic shaping etch time
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2 m   2 m  
(a) (b)
Figure 6.4: Tilted SEM images of all ﬁve patterned areas for stage 1, showing
errors in the imprinting process that result in incomplete transferral of some of
the patterned areas.
would be varied from 1 to 10 minutes, with no oxidation being carried out. The
results from this batch are rather inconclusive. Figure 6.5 shows area A from
each wafer in the batch, illustrating that it is diﬃcult to identify a trend in the
results. For example, the pillars etched for 1 minute (Figure 6.5a) appear to be
thinner than those etched for 3 minutes, an early indication of the reproducibility
problems that will be explored further in the proceeding sections. Nevertheless, it
is clear that only a moderate amount of tapering has been achieved, even for the
wafer etched for 10 minutes. Therefore, batch 2 was designed to test longer etch
times.
6.2.1.4 Batch 2
For batch 2, the isotropic etch times were increased to between 12 and 20 minutes.
SEM images of examples of the structures produced on area A, presented in Figure
6.6, show that the pillars are well-tapered and conical, as desired. There appears to
be a signiﬁcant diﬀerence in the pillars produced in this batch compared with those
from batch 1 (Figure 6.5) which points towards reproducibility problems between
etch runs. Also, at ﬁrst glance, there seems to be little diﬀerence between the
samples in this batch, despite the etch time varying from 12 to 20 mins.
In an attempt to uncover and quantify trends within this batch, the pillar
width and wall gradient at a position half way up each pillar was measured as
shown in Figure 6.7a. Measurements of all front-row pillars in each SEM were
taken and the averages were calculated and plotted in Figure 6.8. Standard de-
viations were also calculated as an indication of the variation in the parameters
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Figure 6.5: Tilted SEM images of samples from stage 1, batch 1, area NILT1-A:
Isotropic etch times are (a) 1 min, (b) 3 mins, (c) 5 mins, (d) 7 mins and (e) 10
mins.
200 nm
(a)
200 nm
(b)
200 nm
(c)
200 nm
(d)
200 nm
(e)
Figure 6.6: SEM images of samples from stage 1, batch 2, area NILT1-A: Isotropic
etch times are (a) 12 min, (b) 14 mins, (c) 16 mins, (d) 18 mins and (e) 20 mins.
Samples tilted 25 degrees from wafer plane.
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and these are displayed as error bars in Figure 6.8. Unfortunately, data for an
etch time of 18 minutes is unavailable for all but area A because defects at the
sample edges obscure the pillars from view, as shown in Figure 6.7b. A negative
correlation between pillar width and etch time is expected because more silicon
will be removed during the longer etches. There is a general negative correlation
in Figure 6.8a, however the 16 minute etch time appears to buck this trend for
all areas. This indicates that other conditions in the chamber may be varying be-
tween experiments. This may also be the reason for the unexplained edge defects
in the samples etched for 18 minutes, and in the noticeable diﬀerence between the
pillar shapes in batch 1 compared to batch 2. In addition, the large standard de-
viations (error bars) suggest that substantial variations between pillar sizes exist
which are probably due to subtle changes in local etch conditions at the wafer
surface. This may be due to metal contamination in the etch chamber, an eﬀect
exploited in a controllable way by Craighead et al. to texture silicon on the sub-
micron scale [114]. In our case, minute amounts of metal may be uncontrollably
sputtering onto the wafers, causing local changes in etch conditions and leading
to non-uniform pillar proﬁles. This is supported by the observed random etching
of the unpatterned silicon seen in the foreground of the SEM images.
Turning to the pillar wall gradient plots, we would again expect a negative cor-
relation with etch time as this pillars have near-vertical walls after the anisotropic
etch and the isotropic etch leads to tapering of the pillars and so a decrease in
pillar wall gradient. However, this not evident in Figure 6.8, where there is an
initial increase in pillar wall gradient up to 16 minutes. This appears to be due
to the pillars acquiring maximum taper (i.e. minimum wall gradient) after 12
minutes of isotropic etching, which is indicated by the pillars having sharp tips
even for this etch time (Figure 6.6a). Further etching attacks the silicon towards
the base of the pillars, leading to an increase in pillar gradient with etch time.
Strangely, the pillar wall gradients for a 20 minute etch do not follow this trend,
showing a drop in value. This may be because the cleave performed to prepare
these samples propagated through the patterned areas rather than near to them
and so the SEM images show pillars away from the edge of the sample. This is
evident in the SEM image of area A on the sample etched for 20 minutes (Figure
6.6e), which shows the cleaved edge in the foreground rather than the surrounding
wafer area as seen in the other SEMs in Figure 6.6. Pillars near the edge of the
patterned area may diﬀer from those in the bulk because of diﬀerent local e-beam
exposure and etch conditions as a result of not being surrounded on all sides by
other pillars. This could explain why the 20 minute sample does not follow the
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trend of increasing pillar wall gradient with etch time.
200 nm
(b)
w
h
2
δy
δx
200 nm
(a)
Figure 6.7: (a) Illustration of measurement of pillar width (w) and wall gradient
(δx/δy) at half of the pillar height; (b) example of a sample where measurement
of these parameters is hindered by defects at the sample edge. Samples tilted 25
degrees from wafer plane.
The large error bars in Figure 6.8 indicate that there are substantial variations
in pillar width and wall gradient and that a much larger number of pillars should be
included to give a more representative statistical analysis of the eﬀect of isotropic
etching on pillar proﬁle. The study could also be improved by measuring pillars
from the centre rather than the edge of the patterned areas as these pillars make
up the most of the area. However, the densely packed nature of the arrays prevents
the imaging of the full pillar proﬁle from all but the pillars at the edge. Cleaving
through the patterned areas solves this issue but remains a technical challenge
when the patterned areas are only 100  m2. The study has provided a quantitative
feel for the conditions that lead to desirable pillar proﬁles, however, reﬂectance
measurements from larger samples are required before any conclusions on the
optimal conditions can be drawn.
6.2.1.5 Batch 3
The third set of 5 wafers in stage 1 was used to study the eﬀect of oxidation on
the pillar proﬁles. The samples were dry oxidized at 1000◦ for 5, 10, 15, 20 and
25 minutes and then a HF oxide strip was performed to remove the oxide. The
aim was to achieve shaping of pillars whilst removing any damage caused by the
dry etch process.
Reﬂectometry measurements of the oxides thicknesses grown on a (100) wafer
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Figure 6.8: Results of measurements taken from SEM images of NILT work, stage
1, batch 2, in which the etch time is varied from 12 to 20 minutes: (a) Average
pillar width vs. etch time, (b) average pillar gradient vs. etch time.
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surface in times of 10, 15 and 20 minutes were used to calculate the thickness of
silicon consumed (method presented in Appendix 8.4). The side walls of the pillars
consist of higher order planes which are likely to be oxidized faster. To estimate
the thickness of silicon consumed from the pillar walls, the rate of oxidation for
(110) planes was taken as 1.45 times the (100) rate [183]. The results, plotted
in Figure 6.9, show a linear correlation between time and oxide thicknesses, as
expected for such thin oxides. Extrapolating to 5 and 25 mins shows that silicon
is consumed from the side walls by thicknesses of between 8 and 27 nm in this
batch.
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Figure 6.9: Thickness of silicon consumed during oxidation for various times in
NIL Technology Ltd. process.
Examples of the structures resulting from a 10 minute oxidation and strip on
areas A, B, C and D are shown in Figure 6.10. It is clear from these images
that oxidation does not have the desired eﬀect of tapering the pillars. Indeed,
the pillars appear to be developing an inverse taper (narrower at the base) and
rounding of the tops of the pillars is not observed. The same is true for longer
oxidations. From this we can conclude that oxidation may be useful as a damage
removal step but it cannot be used in isolation to shape and taper the pillars in
the desired way. Perhaps by combining an oxidation with an isotropic etch, we
can achieve a favourable pillar proﬁle whilst removing the etch induced damage.
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Figure 6.10: SEM images of samples from stage 1, batch 3, with an oxidation time
of 10 minutes (a) area A, (b) area B, (c) area C, (d) area D. Samples tilted 25
degrees from wafer plane.
6.2.1.6 Batch 4
The ﬁnal batch in stage 1 was used to investigate combinations of isotropic etching
and oxidation. The processing speciﬁed for the ﬁrst 3 wafers in this batch was as
follows:
1. Isotropic etch, 12 mins, oxidation, 5 mins, oxide strip.
2. Isotropic etch, 12 mins, oxidation, 10 mins, oxide strip.
3. Isotropic etch, 12 mins, oxidation, 15 mins, oxide strip.
An isotropic etch of 12 minutes was chosen as this led to the largest pillar width
and smallest wall gradient for all areas in batch 2 (see §6.2.1.4). These parameters
most closely resemble the biomimetic proﬁle shown in Chapter 4, Figure 4.8 which
simulations showed would outperform a ﬂat-topped or steep and spiky proﬁle.
Reducing the pillar width or increasing the wall gradient pushes the proﬁle towards
the less optimum designs shown in Chapter 4, Figure 4.9. Oxidations of 5, 10 and
15 minutes were chosen because the longer oxidations investigated in batch 3
resulted in too much thinning at the base of the pillars, in some cases making
them mechanically unstable.
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SEM images of area A from the ﬁrst three wafers in batch 4 are presented in
Figure 6.11, showing well-tapered pillars for all three oxidation times. There is
little to discern between the images so measurements of pillar width and pillar
wall gradient were taken, as described in §6.2.1.4, in an attempt to reveal any
trends with oxidation time. The results, presented in Figure 6.12, ﬁrstly show
that oxidation for 5 minutes causes a ∼40% decrease in pillar width compared to
an unoxidized sample. This is seen by comparing the pillar widths measured here,
which are around 98 nm, to those measured for area A of the 12 minute isotropic
etch sample from batch 2, which are around 163 nm. However, the variation with
oxidation time is much smaller. The results seem to indicate a slight decrease in
pillar width and increase in pillar wall gradient with oxidation time as expected,
but the standard deviations (shown as error bars) are too high to make these
conclusions. Again, variations from pillar to pillar are too large to enable trends
to be revealed with such a small sample size. We would expect a more linear
decrease in pillar width from no oxidation (batch 2, 12 minute isotropic etch)
through 5, 10 and 15 minute oxidations (batch 4). Instead, the results show a 40%
decrease in pillar width from batch 2 to batch 4 and a constant pillar width (within
experimental error) through batch 4. Oxidation alone could not have caused the
dramatic thinning between batch 2 and 4 because it far exceeds the calculated
thicknesses of silicon consumed from batch 3 (See Figure 6.9). Therefore, the
chamber conditions for the isotropic etch must have changed between batch 2 and
4, producing narrower pillars for batch 4 before oxidation, even though the etches
should have been identical. We shall see that reproducability remains a problem
throughout this study. We can conclude, however, that well-tapered pillars remain
after a damage-removal oxidation step.
200 nm
(a)
200 nm
(b)
200 nm
(c)
Figure 6.11: SEM images of samples from stage 1, batch 4, area A, with an
isotropic etch of 12 minutes followed by an oxidation for times of (a) 5 minutes,
(b) 10 minutes and (c) 15 minutes. Samples tilted 25 degrees from wafer plane.
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Figure 6.12: Results of measurements of average pillar width (red triangles) and
average pillar wall gradient (blue circles) taken from SEM images of NILT work,
stage 1, batch 4, area A, in which the oxidation time is varied from 5 to 15 minutes.
Similar measurements on other patterned areas for batch 4 were not possible
due to the defects at the edges of the pillar arrays, as shown in Figure 6.13. The
conditions for the ﬁnal two wafers in batch 4 were as follows:
1. Oxidation, 10 mins, oxide strip, isotropic etch, 10 mins.
2. Oxidation, 10 mins, oxide strip, isotropic etch, 12 mins.
As the oxidation is done before the isotropic etch, it will not remove the damage
caused by this etch. However, we were interested in how reversing the processes
in this way would aﬀect the pillar proﬁle. Examples of the resulting structures
from area C are presented in Figure 6.14. The pillars appear thinner, with steeper
side walls than the ﬁrst three samples in batch 4 and so are a move away from
the biomimetic proﬁle found to be eﬀective in simulations. This, coupled with the
remaining etch damage, leads us to rule out oxidation followed by isotropic etch
as an avenue for further exploration.
6.2.1.7 Conclusions from Stage 1
Stage 1 provided a proof-of-concept for the fabrication of silicon moth-eye arrays
using a NIL-based process. A stamp was successfully fabricated and used to create
arrays of holes in a PMMA on silicon. Metal deposition and lift-oﬀ was then used
to convert this to etch masks in the form of arrays of metal disks. Potential
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Figure 6.13: SEM images of samples from stage 1, batch 4, areas B to D, with an
isotropic etch of 12 minutes followed by an oxidation for times of 5 minutes, 10
minutes or 15 minutes. Measurements of pillar width and wall gradient were not
possible with these images because of the defective edges obscure the pillar proﬁles.
Samples tilted 25 degrees from wafer plane.
200 nm 200 nm
(a) (b)
Figure 6.14: SEM images of samples from stage 1, batch 4, area B: Oxidation, 10
mins, oxide strip then isotropic etch for (a) 10 mins, (b) 12 mins. Samples tilted
25 degrees from wafer plane.
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problems concerning imprinting with a stamp on which the pattern density varies
were uncovered, a solution to which must be found for stage 2 where density
variations are larger and complete pattern transferral is more important.
Anisotropic etching through the metal mask with an SF6/O2 Bosch-type pro-
cess to form vertical pillars, followed by an isotropic SF6/CHF3/O2 etch produced
arrays of tapered pillars as desired. The process was shown to be compatible
with a range of packing densities and array periods, with the same etch leading
to pillar arrays of densities between 20 and 50% and periods of 150 and 250 nm.
Statistical analyses of pillar widths and pillar wall gradients from SEM images of
the structures were attemped but signiﬁcant variations between adjacent pillars,
coupled with errors due to resolving the edges of pillars and the small number
of measurements meant that identifying trends was diﬃcult. An isotropic etch
time of 12 minutes was found to produce suﬃciently tapered pillars without too
much thinning towards the base. Oxidation alone was found to be unsuitable for
shaping the pillars in the desired way but it can be used, following an isotropic
etch, to remove damage and cause some thinning of the pillars.
The next stage is to produce samples that can be characterized optically so that
optimization with a more concrete and relevant ﬁgure of merit can be performed.
6.2.2 Stage 2
6.2.2.1 Mask Design
With 36 areas per wafer, stage 2 allows a wide range of patterns to be tested.
Unfortunately, as discovered in stage 1, the imprinting process is hindered when
using a stamp over which the pattern density varies because of the diﬃculty in
maintaining an even pressure over the whole stamp. After a few unsuccessful
attempts at imprinting with the stage 2 stamp, the NIL steps were replaced with
electron beam lithography. The new process involved fabricating a metal mask
on the silicon wafer as illustrated in steps 1 to 4 of Figure 6.1. The process
then continued as before from step 6 onwards in Figure 6.3. This enables the
development of an etch process on a variety of diﬀerent pattern densities in stage
2, which can then be used in stage 3, with NIL employed to form the metal mask
as the mask design for this stage is that of a single large area with no variation of
pattern density across the stamp.
The mask design for stage 2 is shown in Figure 6.15, with the parameters for
sets A, B and C given in Table 6.3. Each patterned area is either 2 mm × 1 mm
or 1.4 mm × 1.4 mm, the rectangular patterns designed to allow easier angular
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reﬂectance measurements (as they will accommodate more beam spread at higher
angles) and the square patterns for azimuthal angle measurements that are not
included in this report. Sets D, E and F are patterns designed to investigate
the eﬀect of changing the symmetry of the pillar array but this work will not be
described in this thesis. All patterns in sets A, B and C consist of hexagonal
arrangements of pillars.
50 mm
50 mm
A
B
D
E
F
1 2 3 4 5 6
4.6 mm
4.0 mm
1 2 3
C {
4 5 6
Figure 6.15: Stage 2 mask design.
6.2.2.2 Batch 1
For batch 1 of stage 2, the metal mask was formed on two wafers and the pxnano2
anisotropic etch was performed (see Table 6.1) to create 400 nm high, vertical
walled pillars as before. The wafers were then processed as follows:
• Wafer 1: Isotropic etch, 12 mins, oxidation, 15 mins, oxide strip.
• Wafer 2: Isotropic etch, 3 mins, oxidation, 15 mins, oxide strip.
The conditions for Wafer 1 were chosen because these formed well-tapered pillars
in batch 4 of stage 1, and they include a relatively long oxidation to remove
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Pattern Pattern Period Packing Pillar Spacing
name area (nm) density (%) width (nm) (nm)
A1 1×2 mm 150 20 70.4 79.6
A2 1×2 mm 200 20 93.9 106.1
A3 1×2 mm 250 20 117.4 132.6
A4 1×2 mm 300 20 140.9 159.1
A5 1×2 mm 350 20 164.4 185.6
A6 1.4×1.4 mm 250 20 117.4 132.6
B1 1×2 mm 150 35 93.2 56.8
B2 1×2 mm 200 35 124.2 75.8
B3 1×2 mm 250 35 155.3 94.7
B4 1×2 mm 300 35 186.4 113.6
B5 1×2 mm 350 35 217.4 132.6
B6 1.4×1.4 mm 250 35 155.3 94.7
C1 1×2 mm 150 50 111.4 38.6
C2 1×2 mm 200 50 148.5 51.5
C3 1×2 mm 250 50 185.6 64.4
C4 1×2 mm 300 50 222.8 77.2
C5 1×2 mm 350 50 259.9 90.1
C6 1.4×1.4 mm 250 50 185.6 64.4
Table 6.3: Parameters for designs in NIL development, stage 2.
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etch damage. The isotropic etch time was reduced to 3 minutes for Wafer 2 to
investigate the reﬂectance properties of less tapered pillars. Unfortunately, SEM
examination of the samples fabricated in this batch revealed the presence of a
strange residue on the patterned areas (Figure 6.16). The defective areas appear
brighter in the SEM images, which is usually due to charging of the sample and
indicates the presence of a insulating contaminant. The higher resolution images in
Figure 6.16 show that a substance is coating the pillars in these areas. Coalescence
of the pillars is also observed, perhaps due to over-thinning of the pillars at the
base during oxidation.
1 m  
200 m  
1 m  
200 m  
500 nm
200 m  
(a) (b) (c)
Figure 6.16: SEM images from stage 2, wafers 1 and 2, showing residue on pat-
terns and coalesced pillars. The bottom images are from areas shown by the red
circles in the top images. Samples tilted 30 degrees from wafer plane.
The residue may be some form of contamination from the anisotropic etch
machine, possibly a polymer because both etch processes involve gases containing
carbon. The pxnano2 recipe (Bosch process, anisotropic etch) relies on the de-
position of a passivating polymer layer formed from C4F8 to achieve high aspect
ratios [182]. Pang and coworkers mention the possibility of polymer deposition
during CHF3 etching [184] and Kay and Dilks reported the deposition of ﬂuoro-
carbon polymers from CHF3 gases [185], suggesting that polymer contamination
would be possible during the pxiso1 (isotropic) etch too. Therefore, the batch was
re-fabricated with a piranha etch (a mixture of sulphuric acid and hydrogen per-
oxide) included after each etch stage to remove any organic residue. It is unclear
why the polymer residue only appeared in this batch and was not observed in the
samples from stage 1.
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6.2.2.3 Batch 2
Batch 2 of stage 2 was a repeat of batch 1, with the added piranha clean stages.
The oxidation time was reduced to 10 minutes in an attempt to avoid undercut-
ting of the pillars that led to mechanical instabilities in batch 1. Therefore, the
following conditions were used for batch 2 (wafers 3 and 4):
• Wafer 3: Isotropic etch, 12 mins, oxidation, 10 mins, oxide strip.
• Wafer 4: Isotropic etch, 3 mins, oxidation, 10 mins, oxide strip.
Unfortunately, the results from this batch are not as expected. The features appear
to be severely over-etched and in many cases have collapsed or have been etched
away completely. Figure 6.17 shows the results on wafer 3, where the 12 minute
isotropic etch has left only the stumps of pillars for the 150, 200 and 250 nm period
patterns, and only very thin pillars in the 300 and 350 nm period patterns. Even
the 3 minutes isotropic etch on wafer 4 has caused severe undercutting of the all
pillars, leading to pillar collapse for pattern A1, A2 and B1 (see Figure 6.18). The
process steps used for wafer 3 are identical to those used for the second wafer of
batch 4 in stage 1 and patterns A3 and B3 have the same periods and densities
as patterns A and B, respectively. Comparing SEM images of these arrays from
stage 1 and stage 2 reveals huge diﬀerences between the pillar proﬁles (see Figure
6.19), even though the etch recipes were identical.
Clearly, something has changed in the etch chamber between the two stages.
The STS RIE machine (used for the pxnano2 isotropic shaping etch) underwent
a service between stages and this may have caused the observed increase in etch
rate. Consequently, the results from the development of the isotropic etch times
carried out previously are not applicable to the re-serviced etch machine. Batch
3 was designed to tackle this issue.
6.2.2.4 Batch 3
This batch was extended to six wafers to investigate shorter isotropic etch times.
In batch 2, even the 3 minute etched sample led to undercutting of the pillars and
so etching for longer than this is unlikely to yield good results. With this in mind,
the following conditions were speciﬁed for batch 3:
• Wafer 1: Isotropic etch, 60 s.
• Wafer 2: Isotropic etch, 90 s.
• Wafer 3: Isotropic etch, 120 s.
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Figure 6.17: SEM images from stage 2, wafer 3 (isotropic etch, 12 mins, oxidation
10 mins, oxide strip). Samples tilted 25 degrees from the wafer normal.
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Figure 6.18: SEM images from stage 2, wafer 4 (isotropic etch, 3 mins, oxidation
10 mins, oxide strip). Samples tilted 25 degrees from wafer normal.
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Figure 6.19: SEM images from arrays produced by the same etch recipe in stage 1
and stage 2: (a) period = 250 nm, density = 0.2 (pattern A or A3); (b) period =
250 nm, density = 0.35 (pattern B or B3). Samples tilted 25 degrees from wafer
normal.
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• Wafer 4: Isotropic etch, 150 s.
• Wafer 5: Isotropic etch, 180 s.
No oxidation steps were carried out for this batch.
This batch was more successful than the previous batches in stage 2, as shown
by the examples in Figure 6.20. The extra cleaning stages have eradicated the
residue found in batch 1 and the shorter etch times have resulted in moderate
tapering of the pillars rather than the extreme over-etching observed for batch 2.
The large number of patterns in stage 2 allows for many possible investigations
500 m   1 m   300 nm
(a) (b) (c)
Figure 6.20: Examples of SEM images from pattern C1 (period = 150 nm, density
= 50%) on wafer 2 (1 minute isotropic etch) showing (a) full pattern successfully
fabricated with no residue, (b) and (c) moderately tapered pillars.
but this study will focus on using this batch to decide on the best etch conditions
to use for the 1 cm × 1 cm stamp planned for stage 3. A period of 280 nm has
been chosen for the pillar array in stage 3 as simulations in Chapter 4 predicted
this to be the optimum for enhancing the performance of a laboratory solar cell
(see §4.3). Periods either side of 280 nm at 250 and 300 nm are included in the
mask design for stage 2 and will therefore be used to decide on etch parameters for
stage 3. This investigation will focus on the more dense patterns (i.e. densities of
35% and 50%) because less dense patterns will consist of larger ﬂat areas between
pillars, leading, from an eﬀective medium viewpoint, to larger step in eﬀective
refractive index and so a higher reﬂectance. This allows us to focus on patterns
B4, B6, C4 and C6.
SEM images of pillar proﬁles in pattern B4 (period = 300 nm, density =
35%) on each wafer in batch 3 are presented in Figure 6.21. They reveal a new
phenomenum not observed in previous batches: Some of the pillars (namely wafers
2, 4 and 5 in Figure 6.21) appear to have ﬂat tops where as others (e.g. W1 and
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W2) exhibit concave, hollowed-out pillar tops. The appearance of the two types
of pillar top does not correlate with etch time and a diﬀerent view of another
sample (Figure 6.22) reveals that some areas are predominantly one pillar top
type (e.g. wafers 1, 3 and 5 of Figure 6.22) and some are mixtures of the two (e.g.
W2 and W4). The suggestion that the ﬂat-topped pillars could be capped with
some remaining metal was dismissed when an additional aluminium etch resulted
in no change to the appearance of the samples. The cause of this phenomenum is
unclear at this stage, but it further demonstrates that the degree of control over
the etch conditions is lacking, leading to reproducibility problems, concealing any
trends in the development process.
200 nm 200 nm 200 nm
200 nm 200 nm
W1 W2 W3
W4 W5
Figure 6.21: SEMs of NILT stage 2, batch 3, pattern B4 (period = 300 nm, density
= 35%), wafers 1-5. Samples are tilted 5◦ from wafer plane.
Reﬂectance spectra were measured from these samples using the reﬂectance
probe technique described in §5.5.1. As an example, the spectra from pattern B4
on wafers 1 to 5 are presented in Figure 6.23. The spectra show that some degree
of antireﬂection is being conferred by all of the patterns, but the positions of the
maxima and minima varied wildly from wafer to wafer and clear trends cannot
be identiﬁed. This is also the case for the patterns B6, C4 and C6 (spectra not
included).
In an attempt to evaluate the AR performance of each sample, the short circuit
current (Jsc) produced at peak solar irradiance by a laboratory solar cell employ-
ing each sample was predicted using the analysis technique described in §5.5.1.3.
The results for the four patterns of interest (B4, B6, C4 and C6) are plotted in
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Figure 6.22: SEMs of NILT stage 2, batch 3, pattern C6 (period = 250 nm, density
= 50%), wafers 1-5. Samples are tilted 20◦ from wafer normal.
Figure 6.24. Unfortunately, there is no obvious correlation between etch time and
predicted short circuit current, which is perhaps due to other conditions in the
chamber randomly varying between wafers. For example, there is an anomalous
drop in predicted Jsc for all patterns on wafer 3 which was etched for 120 s. This
has been a problem throughout this development process and highlights the need
for tighter control over the etch parameters to ensure that all but one variable is
held constant between runs.
Wafers B (90 s) and D (150 s) contain patterns exhibiting the largest predicted
Jsc in 3 of the 4 patterns examined. Considering this, and the plan to include an
oxidation step which will reduce pillar width further, an isotropic etch time of 90 s
was chosen for stage 3. A density of 50% was chosen for the stage 3 stamp design,
despite the 35% patterns (B4 and B6) generally outperforming the 50% patterns
in this analysis, because the oxidation step planned for stage 3 will reduce the
pillar width further, which would result in too much thinning of the less densely
packed pillars.
6.2.3 Stage 3
The ﬁnal stage of the NIL development work concerns the fabrication of an opti-
mized moth-eye array over an area of 1 cm × 1 cm. A stamp was fabricated with
a hexagonally-packed array of cylinders, with a period of 280 nm and a density of
50%, as described in §6.1.1. A period of 280 nm was chosen as this was the result
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Figure 6.23: Reﬂectance spectra from reﬂectance probe measurements from stage
2, batch 3, pattern B4 (period = 300 nm, density = 35%). The times shown are
the isotropic etch times for each wafer. SEM images showing the corresponding
structures, taken at a tilt angle of 5◦ from the plane of the wafer, are included to
the right of each plot (all scale bars are 400 nm).
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Figure 6.24: Results from stage 2, batch 3 showing the variation of predicted short
circuit current (Jsc) produced at peak solar irradiance by a laboratory solar cell
employing various moth-eye patterns.
of the theoretical optimization in §4.3 for a laboratory cell (air-silicon interface).
The stamp was then used to form a metal mask of the pattern on 5 wafers, as
described in §6.1.2. The pxnano2 anisotropic etch was used as before to form
vertical-walled, 400 nm high pillars. The metal mask was stripped and the wafers
were processed in the following ways:
• Wafer 1: Isotropic etch (pxiso1) for 90 s.
• Wafer 2: Isotropic etch (pxiso1) for 90 s, oxidation 5 mins, oxide strip.
• Wafer 3: Isotropic etch (pxiso1) for 90 s, oxidation 10 mins, oxide strip.
• Wafer 4: Isotropic etch (pxiso1) for 90 s, oxidation 15 mins, oxide strip.
• Wafer 5: Isotropic etch (pxiso1) for 90 s, oxidation 20 mins, oxide strip.
Fabrication was successful and antireﬂective arrays were formed by nanoim-
printng over areas of 1 cm × 1 cm, as demonstrated in Figure 6.25a. Uniformity
across the patterned area was generally good, except at the very edges of the sam-
ples, where some defects can be seen due to pressure diﬀerences during imprinting
(Figure 6.25b). SEM images of the samples from stage 3, presented in Figure
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250 m  
Figure 6.25: (a) Photograph of a sample from stage 3, showing a 1 cm × 1 cm
antireﬂective moth-eye area; (b) Optical microscope image of corner of a sample
from stage 3.
6.26, show that the pillars are slightly tapered after the isotropic etch and that
further tapering is achieved through oxidation. The pillars in the four oxidized
samples (W2-W5) look similar, with some evidence of thinning at the pillar bases
for the samples oxidized for longer times. Reﬂectance probe measurements (Figure
6.27) reveal that the oxidized samples exhibit reﬂectance spectra characteristic of
classic moth-eye arrays, with an region of low reﬂectance, as seen in simulations
and the e-beam moth-eye samples from previous chapters. The tapering of the
pillars has eradicated the rapid variations in reﬂectance with wavelength that are
characteristic of samples with vertical walled and ﬂat-topped pillars that induce
a step change in refractive index and so lead to interference eﬀects. The Wafer
3 spectrum exhibits a region of low reﬂectance over wavelengths around 650-800
nm, which is close to that of the simulated biomimetic moth-eye array with the
same period (Figure 4.14c). However, the other samples exhibit low reﬂectance
regions at shorter wavelengths of around 500-650 nm, even though all samples
were designed with a period of 280 nm. Clearly, as indicated by simulations, the
features of the reﬂectance spectra are not solely dependent on period and subtle
variations in pillar proﬁle lead to dramatic variations in the reﬂectance properties
of the sample.
The reﬂectance spectra can again be assessed in terms of the short-circuit
current a cell employing such an AR coating will generate, using the method
described in §5.5.1.3. Results from the analysis on the samples from stage 3 are
plotted in Figure 6.28. The samples oxidized for 5 and 10 minutes are predicted
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Figure 6.26: SEMs of NILT stage 3, period = 280 nm, density = 50%, wafers 1-5.
Samples are tilted by 45◦.
to lead to the best performance and it is tempting to conclude that there exists an
optimum oxidation time, below which the pillars are too wide and not suﬃciently
tapered and above which the pillars become too thin, especially around their base.
However, comparing the reﬂectance spectra does not support this because Wafer 3
(10 mins oxidation) exhibits anomalous behaviour compared to the other samples,
indicating again that the random ﬂuctuations in process conditions between runs
are too large to conduct a precise optimization.
The best predicted Jsc value corresponds to a loss of approximately 6.5% com-
pared to an ideal AR coating. This represents an improvement over the optimized
Si3N4 SLAR from Chapter 5, which exhibited around an 8% loss, but is substan-
tially poorer than the experimental moth-eye arrays fabricated by e-beam lithog-
raphy, the best of which exhibited only a 1% loss compared to an ideal AR coating
(See Table 5.2). This suggests that improvements are possible through further op-
timization of the pillar proﬁles, either by additional tweaking of the conditions in
the current etch and oxidation processes or by trialing diﬀerent etching techniques.
Nevertheless, the results from this stage prove that antireﬂective moth-eye arrays
can be fabricated in silicon using nanoimprint lithography and a combination of
dry etching and oxidation.
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Figure 6.27: Reﬂectance spectra from reﬂectance probe measurements of stage 3
samples. The times shown are the oxidation times for each wafer. SEM images of
the corresponding structures, taken at a tilt angle of 45◦, are included to the right
of each plot (all scale bars are 200 nm).
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Figure 6.28: Results from stage 3, showing the variation of predicted short circuit
current (Jsc, red triangles) produced at peak solar irradiance by a laboratory solar
cell employing various moth-eye patterns. Also shown are the values for % loss
compared to a cell with a perfect AR coating (blue circles).
6.3 Conclusions
In this chapter, development of a process for fabricating antireﬂective moth-eye
arrays on silicon using a scalable NIL-based technique is described. The develop-
ment took place in three stages, beginning with small 100  m × 100  m patterned
areas in stage 1, progressing to 1 mm × 2 mm areas in stage 2 and ﬁnally demon-
strating the technique over 1 cm × 1 cm areas in stage 3.
The development was plagued with reproducibility problems from one batch
to another, probably due to the heavy use of the etch machine for many diﬀer-
ent materials, which led to contamination of the chamber and changes in etch
conditions. The largest shift in etch rates was observed between stages 1 and 2,
where a 12 minute etch produced well-tapered pillars in stage 1 but etched most
of the pillar structures away in stage 2, leaving only stumps. This change was
attributed to a servicing on the etch machine. The corollary of this is that an etch
scheme resulting in structures with an AR eﬀect as good as the e-beam-fabricated
arrays from Chapter 5 was not developed. However, silicon moth-eye arrays were
fabricated over an area of 1 cm × 1 cm using the more scalable technique of NIL
in combination with dry etching and oxidation, with a predicted loss in Jsc of
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only 6.5% compared to an ideal coating. This represents a decrease in the Jsc
percentage loss of 20% compared to an optimized Si3N4 SLAR coating. Further
improvements in AR are predicted if better control over the pillar proﬁle can be
exercised.
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Conclusions and Future Work
7.1 Conclusions
The recent rapid growth in the photovoltaics industry has been driven by both the
need to satisfy the increasing energy demand of the world and concerns over global
warming due to carbon emissions from the burning of fossil fuels. However, for
PV to begin to challenge the dominance of non-renewable forms of energy, solar
cells must be made cheaper. One way to pursue a cost reduction is to increase the
eﬃciency of solar cells by identifying and reducing losses in existing cell designs.
One such loss is reﬂectance from the top surface of solar cells, which has a direct
eﬀect on the photogenerated current of a cell and has been the topic of this thesis.
A review of the literature revealed that traditional thin ﬁlm coatings are of-
ten employed in solar cell design to achieve antireﬂection (AR), either on pla-
nar surfaces or combined with micron-scale texturing in the form of grooves or
pyramids. However, these more traditional AR methods are being challenged
by subwavelength-scale texturing, inspired by moth-eye AR surfaces in Nature.
Reports show that subwavelength-scale texturing on solar cell materials such as
silicon and glass can signiﬁcantly outperform other types of AR across a wide
range of wavelengths. However, the cost of such small-scale patterning over large
areas is the main inhibitor here and new, more scalable techniques are needed for
this to become a commercially feasible option.
To accurately and fairly assess novel forms of antireﬂection, it is important to
have an understanding of how eﬀective the more traditional methods, when opti-
mized, can be. Therefore, a detailed approach to material selection and optimiza-
tion of the thickness of single and double layer ARCs was carried out, accounting
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for the spectral and angular variations in the solar spectrum throughout a day
and the spectral response of an underlying solar cell. As a stand-alone study, this
provides a new method with which a solar cell manufacturer can optimize the
thickness of thin ﬁlm ARCs. However, the diﬀerences in predicted performances
compared to optimization with the AM 1.5 spectrum at normal incidence were
found to be small, especially with the encapsulated cell, and so may be insignif-
icant when fabrication tolerances and uniformities are considered. Nevertheless,
the study was instructive as an exploration of the optimization factors that need to
be considered in thin ﬁlm ARC design and it provided a quantitative set of values
for performance that can be directly compared with those of subwavelength-scale
texturing schemes.
The approach was then adapted to model subwavelength-scale silicon moth-
eye arrays, showing that reﬂectance is heavily inﬂuenced by the period of the
array as well as the height and shape of the individual pillars, such that these
parameters can be optimized for particular applications. Optimizations predicted
a percentage loss in short-circuit current over a day of 5.3% and 0.6% for the
laboratory cell and encapsulated cell, respectively. This represents an increase in
cell performance over a whole day, compared to an optimized double layer thin
ﬁlm coating, of 2% for the laboratory cell and 3% for the encapsulated cell. A
limitation of the simulation software was identiﬁed which prevents the accurate
modelling of densely-packed pillar arrays, suggesting AR properties even better
than those predicted here are possible.
The experimental portion of this work began with the development of a fab-
rication method based on electron beam lithography and dry etching. Normal
incidence reﬂectance measurements of the resulting samples demonstrated that
excellent AR properties could be achieved this way, with predicted losses in short-
circuit current at peak solar irradiance of only ∼1% compared to an ideal AR
coating. This represents a large improvement on the 8% predicted loss for a fabri-
cated Si3N4 ﬁlm with an optimum thickness. The performance also exceeds that
from the theoretically optimized designs, which supports the claim that further
optimization is possible.
The shifting of the low reﬂectance region of the moth-eye reﬂectance spectra,
which was predicted theoretically, was conﬁrmed experimentally. A technique
was also developed to accurately determine the pillar proﬁle of moth-eye samples
from SEM images and deﬁne this in the modelling software. The limitation of
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the software concerning dense pillar arrays was conﬁrmed, with good matching
between experimental and theoretical reﬂectance curves for less dense arrays.
Results from an integrating sphere study into the angular reﬂectance prop-
erties of silicon moth-eye arrays demonstrated reﬂectances below that achieved
with thin ﬁlm ARCs up to an angle of incidence of 60◦. Above this angle, the
moth-eye reﬂectance rises more steeply than simulations predict but this was as-
signed to the beam spreading outside of the patterned area. This was conﬁrmed
by the good agreement between experiment and theory for larger area moth-eye
arrays. Perhaps even more exciting is that the silicon moth-eye also outperformed
a micron-scale inverted pyramidal sample up to 60◦, the type of AR scheme used
on the most eﬃcient solar cells. A full comparison between moth-eye arrays and
micron-scale texturing schemes is beyond the scope of this thesis, however this
result demonstrates that subwavelength texturing can compete with AR schemes
more advanced than thin ﬁlms coatings.
Electron beam lithography proved to be a useful tool for fabricating samples to
allow the investigation of the properties of moth-eye arrays but it is far too expen-
sive and time consuming to be applied to commercial solar cells. With this in mind,
a process based on the potentially more scalable technique of nanoimprint lithog-
raphy was developed. The development process was plagued with reproducibility
problems however, despite this, it culminated in the fabrication of uniform moth-
eye arrays over areas of 1 cm2, that exhibited antireﬂective properties. The best
sample showed a 6.5% loss in peak irradiance short-circuit current compared to
an ideal coating, outperforming that of the best single layer ARC by ∼20%.
Subwavelength texturing in the form of artiﬁcial moth-eye arrays in silicon is
a promising alternative to thin-ﬁlm ARCs for reducing reﬂectance from the top
surface of silicon solar cells. The main hindrance is whether such dense arrays of
nanoscale features can be transferred to a suﬃciently large area, in a cost eﬀective
way so as to make this commercially viable for solar cells. We have demonstrated
that patterning over 1 cm2 areas is possible through nanoimprint lithography
but moving to larger areas than this remains a challenge. A 1 cm2 stamp costs
many thousands of pounds due to the electron beam lithography required and
so fabrication of a larger stamp in this way is not feasible. One possibility is
to develop a step-and-repeat process in which one stamp is used to imprint many
adjacent areas on a substrate. A truly commercial process would probably have to
involve roll-to-roll technology and it is possible to envisage a roller patterned with
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regular arrays of nanoscale features, but manufacture of this may be prohibitively
expensive. For solar cells covering square meters, regular arrays of nanoscale
features will most probably not provide a cost eﬀective solution to reﬂectance. If
subwavelenth texturing is to be employed for such products, it is likely that it will
be in the form of more random, maskless patterning. Biomimetic moth-eye arrays,
as studied in this work, are more likely to ﬁnd PV applications in concentrator
cells, for which the active area is much smaller.
Aside from the photovoltaic applications focused on in this study, moth-eye ar-
rays could be useful in other technologies where reﬂectance needs to be minimised.
Photodetectors in military applications, for which signal strength is vital to per-
formance, may be improved by the use of a moth-eye array on the front surface,
carefully designed to minimise reﬂectance for the wavelength range of interest.
The stealth properties of such devices would also be improved by coating the re-
ﬂective surface with a moth-eye array. Subwavelength AR coatings could also be
used to reduce glare from small screens for both military and civilian technologies.
In conclusion, the main contributions of this work are ﬁrstly a thorough anal-
ysis of the factors to consider in the design of thin ﬁlm AR coatings and the
development of a new optimization method that can be readily applied by cell
manufacturers, albeit for only modest gains in performance. Secondly, this study
provides an in-depth assessment, through simulations and experiment, of the opti-
cal performance of subwavelength biomimetic moth-eye arrays in silicon, in terms
of their applicability to solar cells. This demonstrates that such surfaces can trans-
mit more light than surfaces with traditional AR schemes and so can potentially
be of great beneﬁt to photovoltaics. Thirdly, the fabrication of silicon moth-eye
arrays over areas of 1 cm2 using the potentially scalable method of nanoimprint
lithography provides a route for possible commercialization of this technology.
It is possible to envisage a silicon moth-eye surface that is fully optimized to
virtually eliminate top surface reﬂectance of the solar spectrum. If this can be
done suﬃciently cheaply, without deleteriously aﬀecting the electrical properties
of the underlying cell, then the cost (in terms of ¢/kWh) of PV could be reduced.
Combined with other eﬃciency improvements and cheaper raw materials, PV costs
could be reduced to levels that allow it to compete with fossil fuels as a major
supplier of energy, providing a clean and sustainable contribution to satisfy the
growing world energy demand.
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The work presented here could be extended in many diﬀerent directions but it is
useful to focus on areas for further development that are likely to yield the best
results.
The thin-ﬁlm simulations developed for this study currently deal with only
planar surfaces but the investigation could be extended to include micron-scale
textured surfaces. Beginning with a grooved surface, light could be traced through
multiple reﬂections from the angled slopes of the grooves with the reﬂectance
calculated for the speciﬁc angle of incidence at each reﬂection. This could then
be extended to model reﬂectance of a grooved surface with thin-ﬁlm ARCs, and
then to other types of micron-scale texturing including pyramids. The literature
review revealed that the best solar cells all employ this type of texturing and so
a comparison of biomimetic moth-eye arrays with micron-scale texturing would
provide further insight into the potential applicability of these surfaces.
This work has dealt with silicon surfaces but the simulation approaches could
be readily adapted to model other commonly used PV material systems such as
cadmium telluride (CdTe), cadmium sulphide (CdS), copper indium diselenide
(CIS) and copper indium gallium diselenide (CIGS). Moth-eyes on transparent
materials such as glass could be investigated, as could materials used in concen-
trator cells and photodetectors, to extend the applicability of this technology.
Limitations of the GD-Calc software used for RCWA of moth-eye surfaces
could be addressed by moving to a diﬀerent software package. Several packages
are now available that allow reﬂectance modelling of densely-packed arrays of
subwavelength structures. For example, RSoft Design Group’s DiﬀractMODTM
uses the same Rigorous Coupled Wave Analysis approach as GD-Calc but with
the addition of a CAD-type grating layout interface which allows easy deﬁnition
of complex structures [186]. Further optimization of the pillar shape could then
be carried out.
The moth-eye simulations presented in this report do not take account of in-
creased surface recombination due to the increase in the surface area and the
introduction of defects through the dry etch process. The fabrication process in-
cludes an oxidation and oxide strip which will remove most of the damage caused
by the dry etch but the surface will ultimately have to be well passivated, proba-
bly through the growth of a thin oxide layer after texturing. The issue of whether
or not the surface can be adequately passivated to ensure good cell performance,
without overly degrading the reﬂectance properties of the surface could be in-
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vestigated through lifetime measurements on textured samples and ultimately, of
course, by using a moth-eye textured substrate as the starting material for fabri-
cation of a solar cell.
Further investigation is required into appropriate etch schemes for moth-eye
fabrication. The current techniques do not enable suﬃcient control to be exerted
over the pillar proﬁle. A dedicated etch machine would help avoid chamber con-
tamination issues. Additionally, although encapsulated cells were modelled, no
experimental work was carried out on EVA-silicon interfaces. To address this,
reﬂectance could be measured from silicon moth-eye samples coated with EVA.
Another fabrication approach that could be considered is that of using a metal
island ﬁlm as an etch mask. When a thin layer (a few nm) of metal is deposited
onto a surface and then annealed, the ﬁlm fragments into nanoscale islands [187].
Careful selection of the type of metal, ﬁlm thickness and annealing conditions used,
would result in metal islands of an appropriate size and density to be suitable as
an etch mask to form moth-eye type features in a substrate. This is potentially
a cheap way of patterning relatively large areas with a random arrays of features,
although control over feature size will be diﬃcult.
In the near term, further characterization could be carried out on existing
samples. Reﬂectance versus angle of incidence of the large samples from stage
3 of the NIL development work could be measured using the integrating sphere
experiment described in section 5.6. Existing samples also include those with
non-hexagonal pillar arrangements. The inherent symmetry of regular hexagonal
arrays of pillars leads to diﬀractive orders emerging when the sample is illuminated
at particular angles of incidence and azimuth. Experiments investigating how
breaking the symmetry of the patterns leads to suppression of these diﬀractive
orders are currently underway. Whilst this may not be crucial for solar cells,
because the total amount of light reﬂected seems to be unchanged, controlling the
distribution of this light may be important for stealth and antiglare applications.
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8.2 Equation for Reﬂectance at Normal Incidence
The one-dimensional wave equation describes the propagation through a contin-
uous medium, in the z direction, of a disturbance with a ﬁxed shape at constant
velocity [188]:
∂2f
∂z2 =
1
v2
∂2f
∂t2 (8.1)
where v is the velocity of the wave. One possible solution to equation 8.1 is in the
form of a sinusoidal wave:
f(z,t) = Acos[kz − ωt + δ] (8.2)
where k, the wave vector, is given by k = 2π/λ (λ is the wavelength), ω is the
angular frequency (ω = kv), t is time, δ is the phase constant and A is a constant.
Using Euler’s formula, eiθ = cosθ + isinθ, equation 8.2 can be expressed as:
f(z,t) = ℜ
 
Aei(kz−ωt+δ)
 
(8.3)
where ℜ refers to the real part of the complex number in brackets. Alternatively,
this can be expressed as the complex wavefunction:
  f(z,t) =   Aei(kz−ωt) (8.4)
where   A = Aeiδ and f(z,t) = ℜ
 
  f(z,t)
 
.
Now consider this wave incident on a boundary between two media with dif-
ferent refractive indices, as shown in Figure 8.1. The boundary is at z = 0 and so
for z < 0 the refractive index, n, is equal to n1 and for z > 0, n = n2.
Some fraction of the incident wave is transmitted and some is reﬂected at the
boundary, therefore:
Incident wave :   fI(z,t) =   AIei(k1z−ωt) (8.5)
Reﬂected wave :   fR(z,t) =   ARei(−k1z−ωt) (8.6)
Transmitted wave :   fT(z,t) =   ATei(k2z−ωt) (8.7)
A minus sign is included before the k1 term for the reﬂected wave because the
wave is travelling in the negative z direction.
2198.2 Equation for Reﬂectance at Normal Incidence
z
z=0
n1 n2
f(z,t) I
f (z,t) R
f (z,t) T
~
~
~
Figure 8.1: Diagram showing the incident, reﬂected and transmitted sinusoidally-
varying waves at a boundary between two media.
The net disturbance either side of the boundary is given by the superposition
of the relevant waves, which gives:
for z < 0 :   f(z,t) =   AIei(k1z−ωt) +   ARei(−k1z−ωt) (8.8)
for z > 0 :   f(z,t) =   ATei(k2z−ωt) (8.9)
At z = 0 the displacements must be equal, so equating equations 8.8 and 8.9 at
z = 0 and cancelling the exponential terms leads to the ﬁrst boundary condition:
  AI +   AR =   AT (8.10)
Also at the boundary, the diﬀerentials of the displacements must be equal. Dif-
ferentiating equations 8.8 and 8.9 and equating the results at z = 0 leads to the
second boundary condition:
k1   AI − k1   AR = k2   AT (8.11)
If k2 < k1, then the wave undergoes a π phase change upon reﬂection, so that
δR + π = δT = δI. The complex amplitude is deﬁned as   A = Aeiδ. The real
amplitude of the incident beam is given by:
ℜ
 
  AI
 
= ℜ
 
AeiδI
 
= Acos(δI) (8.12)
Likewise, the real amplitude of the reﬂected wave is given by:
ℜ
 
  AR
 
= ℜ
 
Aei(δI−π)
 
= Acos(δI − π) = −Acos(δI) (8.13)
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So the amplitude of the reﬂected wave is negative, therefore in terms of the real
amplitudes, equations 8.10 and 8.11 become:
AI − AR = AT (8.14)
k1AI + k1AR = k2AT (8.15)
Solving equations 8.14 and 8.15 leads to the following expressions for the trans-
mitted and reﬂected waves:
AR =
 
k2 − k1
k1 + k2
 
AI and AT =
 
2k1
k1 + k2
 
AI (8.16)
Now k ∝ 1/v and v ∝ 1/n and therefore k ∝ n. Therefore, equations 8.16 become:
AR =
 
n2 − n1
n1 + n2
 
AI and AT =
 
2n1
n1 + n2
 
AI (8.17)
The intensity is proportional to the square of amplitudes (see §8.3.6.1) and the
reﬂectance is given by the ratio of the reﬂected intensity to the incident intensity,
therefore:
R =
 
     
AR
AI
 
     
2
=
 
     
n2 − n1
n2 + n1
 
     
2
(8.18)
When dealing with a complex refractive index,   n = n − ik, the deﬁnition of
the modulus of a complex number is used, i.e.
|x + iy| =
 
x2 + y2 (8.19)
Therefore:
R =
 
     
  n2 −   n1
  n2 +   n1
 
     
2
=
 
     
(n2 − ik2) − (n1 − ik1)
(n2 − ik2) − (n1 − ik1)
 
     
2
=
|(n2 − n1) − i(k2 + k1)|
2
|(n2 + n1) − i(k2 + k1)|
2 =
(n2 − n1)
2 + (k2 + k1)
2
(n2 + n1)
2 + (k2 + k1)
2 (8.20)
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This section describes the mathematics behind the Matlab model developed for
calculations of reﬂectance at various wavelengths and angles of incidence for a
multiple layers of thin ﬁlms on a substrate. The transfer matrix theory used was
adapted from Chapter 22 of [157].
E
a
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n1
ns
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E E
E E
E
B
B
B
B
B
θ0
θt1
θt2
d
E0 Er1
Et1 Ei1
Er2 Ei2
Et2
θ0
Figure 8.2: Diagram to deﬁne terms used for derivation of transfer matrix for
calculating reﬂectance from a thin ﬁlm multilayer stack. The dot denotes the
electric ﬁeld vector pointing out of the page
8.3.1 Deﬁnition of Problem
An electromagnetic wave of monochromatic light is incident on a thin ﬁlm covering
a substrate, with the electric ﬁeld vector, E, perpendicular to the plane of incidence
(also known as s or TE polarization, see Figure 8.2). The magnitude of the electric
and magnetic ﬁelds are related by the wave speed ν.
E = νB (8.21)
The wave speed, ν is related to the speed of light in a vacuum, c, through the
refractive index, n.
n =
c
ν
(8.22)
The speed of light is related to the permittivity and permeability of free space, ǫ0
and  0 in the following way.
c =
1
√
ǫ0 0
(8.23)
Therefore, we can relate B to E in the following way.
B =
E
ν
=
 
n
c
 
E = n
√
ǫ0 0E (8.24)
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8.3.2 Boundary Conditions
From Maxwell’s equations, we know that the tangential components of the electric
and magnetic ﬁelds either side of each interface in the multilayer stack must be
equal. The E vector is everywhere tangential to the interface for TE polarization
so the boundary conditions for the electric ﬁeld are given by
Ea = E0 + Er1 = Et1 + Ei1 (8.25)
Eb = Ei2 + Er2 = Et2 (8.26)
The magnetic ﬁeld vectors have both tangential and perpendicular components
and so we equate the tangential components either side of the interfaces using the
cosine of the appropriate angles.
Ba = B0 cosθ0 − Br1 cosθ0 = Bt1 cosθt1 − Bi1 cosθt1 (8.27)
Bb = Bi2 cosθt1 − Br2 cosθt1 = Bt2 cosθt2 (8.28)
Now we use equation 8.24 with equations 8.27 and 8.28 to give,
Ba = n0
√
ǫ0 0 cosθ0 (E0 − Er1) = n1
√
ǫ0 0 cosθt1 (Et1 − Ei1) (8.29)
Bb = n1
√
ǫ0 0 cosθt1 (Ei2 − Er2) = ns
√
ǫ0 0 cosθt2 (Et2) (8.30)
which can be written as
Ba = γ0 (E0 − Er1) = γ1 (Et1 − Ei1) (8.31)
Bb = γ1 (Ei2 − Er2) = γs (Et2) (8.32)
where
γ0 = n0
√
ǫ0 0 cosθ0 (8.33)
γ1 = n1
√
ǫ0 0 cosθt1 (8.34)
γs = ns
√
ǫ0 0 cosθt2 (8.35)
Now we need the relationships between the various E terms in equations 8.31 and
8.32. Ei2 diﬀers from Et1 due to the phase diﬀerence developed with one traversal
of the thin ﬁlm. The same is true for the relationship between Ei1 and Er2.
8.3.3 Phase Diﬀerence
Referring to ﬁgure 8.3, the optical path diﬀerence, Λ, between reﬂected beams 1
and 2 due to beam 2 passing through the thin ﬁlm twice is given by
Λ = n1 (AB + BC) − n0AD (8.36)
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Figure 8.3: Diagram to explain terms used in derivation of phase diﬀerence be-
tween beams 1 and 2 due to two traversals of the thin ﬁlm.
Using the following geometric relationships from ﬁgure 8.3
AB = BC =
d
cosθt1
(8.37)
AD = AC sinθ0 (8.38)
and Snell’s law of refraction
n0 sinθ0 = n1 sinθt1 (8.39)
we can show that
AD = AC
 
n1
n0
 
sinθt1 (8.40)
and
AC = 2dtanθt1 (8.41)
so that
Λ =
 
2n1d
cosθt1
 
− 2n1dtanθt1 sinθt1
=
 
2n1d
cosθt1
  
1 − sin2 θt1
 
(8.42)
= 2n1dcosθt1 (8.43)
where we have used the identities
tanφ =
sinφ
cosφ
and 1 − sin2 φ = cos2 φ (8.44)
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This is the path length diﬀerence for two traversals of the thin ﬁlm. It follows
that for one traversal, the path length diﬀerence is given by
Λ1 =
Λ
2
= n1dcosθt1 (8.45)
The corresponding phase diﬀerence, δ, is given by multiplying the path length
diﬀerence with the propagation constant, k0.
δ = k0Λ1 =
 
2π
λ0
 
n1dcosθt1 (8.46)
8.3.4 Transfer Matrix
We can related Ei2 to Et1 and Ei1 to Er2.
Ei2 = Et1e−iδ (8.47)
Ei1 = Er2e−iδ (8.48)
Now we combine equations 8.47 and 8.48 with equations 8.26 and 8.32 to eliminate
Ei2 and Er2.
Eb = Et1e−iδ + Ei1eiδ = Et2 (8.49)
Bb = γ1
 
Et1e−iδ − Ei1eiδ
 
= γsEt2 (8.50)
Solving the left equalities of equations 8.49 and 8.50 simultaneously for Et1 and
Ei1 gives
Et1 =
 
γ1Eb + Bb
2γ1
 
eiδ (8.51)
Ei1 =
 
γ1Eb − Bb
2γ1
 
e−iδ (8.52)
Now we substitute equations 8.51 and 8.52 into equation 8.25.
Ea =
 
γ1Eb + Bb
2γ1
 
eiδ +
 
γ1Eb − Bb
2γ1
 
e−iδ
=
γ1Eb
 
eiδ + e−iδ
 
+ Bb
 
eiδ − e−iδ
 
2γ1
= Eb cosδ + Bb
 
isinδ
γ1
 
(8.53)
where we have used the following relationships.
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sinφ =
1
2i
 
eiφ − e−iφ
 
and cosφ =
1
2
 
eiφ + e−iφ
 
(8.54)
Next we substitute equations 8.51 and 8.52 into equation 8.31.
Ba = γ1
  
γ1Eb + Bb
2γ1
 
eiδ −
 
γ1Eb − Bb
2γ1
 
e−iδ
 
=
γ1Eb
 
eiδ − e−iδ
 
+ Bb
 
eiδ + e−iδ
 
2
= Eb (iγ1 sinδ) + Bb cosδ (8.55)
Write equations 8.53 and 8.55 in matrix form.

 Ea
Ba

 =

 cosδ isinδ
γ1
iγ1 sinδ cosδ



 Eb
Bb

 (8.56)
The matrix relating the electric and magnetic ﬁelds at interface a to those at b is
called the characteristic matrix for that layer, M1.
M1 =

 cosδ isinδ
γ1
iγ1 sinδ cosδ

 (8.57)
For a multilayer stack, each layer has its characteristic matrix and the product of
these matrices, MT, is the transfer matrix for the entire structure. So for an stack
of n layers:

 Ea
Ba

 = M1M2M3 ...Mn

 En
Bn

 = MT

 En
Bn

 (8.58)
We can label the components of the transfer matrix, MT in the following way:
MT =

 m11 m12
m21 m22

 (8.59)
8.3.5 Reﬂection and Transmission Coeﬃcients
We now return to equations 8.25, 8.26, 8.31 and 8.32, taking the equalities that
we have not yet used, i.e.
Ea = E0 + Er1 (8.60)
Eb = Et2 (8.61)
Ba = γ0 (E0 − Er1) (8.62)
Bb = γsEt2 (8.63)
2268.3 Transfer Matrix Method for Multilayer Thin Films
With these, we can re-write equation 8.56 as

 E0 + Er1
γ0 (E0 − Er1)

 =

 cosδ isinδ
γ1
iγ1 sinδ cosδ



 Et2
γsEt2


=

 m11 m12
m21 m22



 Et2
γsEt2

 (8.64)
Multiplying out equation 8.64 gives
E0 + Er1 = m11Et2 + M12γsEt2 (8.65)
γ0 (E0 − Er1) = m21Et2 + M22γsEt2 (8.66)
Now we deﬁne the reﬂection and transmission coeﬃcients, r and t as:
r =
Er1
E0
t =
Et2
E0
(8.67)
so that dividing equations 8.65 and 8.66 by E0 gives:
1 + r = m11t + m12γst (8.68)
γ0 (1 − r) = m21t + m22γst (8.69)
We can then solve equations 8.68 and 8.69 simultaneously for r and t.
t =
2γ0
γ0m11 + γ0γsm12 + m21 + γsm22
(8.70)
r =
γ0m11 + γ0γsm12 − m21 − γsm22
γ0m11 + γ0γsm12 + m21 + γsm22
(8.71)
8.3.6 Reﬂectance and Transmittance
To derive expressions for the reﬂectance, R, and the transmittance, T, of a mul-
tilayer stack, we must consider the energy of an electromagnetic wave.
8.3.6.1 Irradiance
An electromagnetic wave consists of varying electric and magnetic ﬁelds. The vec-
tors describing these ﬁelds point perpendicular to one another and to the direction
of propagation (see Figure 8.4). The variations in the electric and magnetic ﬁeld
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Figure 8.4: An electromagnetic wave
vectors (  E and   B) can be described by the following harmonic wave equations,
where   E0 and   B0 are the amplitudes.
  E =   E0 sin
 
  k    r − ωt
 
(8.72)
  B =   B0 sin
 
  k    r − ωt
 
(8.73)
From Maxwell’s equations, for a wave in free space we have the following relation-
ships:
E0 = cB0 E = cB c =
1
√
ǫ0 0
(8.74)
The energy densities of the electric and magnetic ﬁelds (uE and uB) in units of
J/m3 are given by:
uE =
1
2
ǫ0E2 (8.75)
uB =
1
2
 
1
 0
 
B2 (8.76)
We can see that the total energy, u is divided equally between the electric and
magnetic ﬁelds by substituting the relations 8.74 into either equation 8.75 or 8.76,
so now we have
u = ǫ0E2 =
 
1
 0
 
B2 (8.77)
Now we consider the energy passing through an area, A, in a time, ∆T. This is
eﬀectively the energy passing through a cuboid of volume, ∆V with a length c∆T.
power =
energy
∆T
=
u∆V
∆T
=
uAc∆T
∆T
= ucA (8.78)
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This leads to the power per unit area, S:
S = uc (8.79)
Now using equations 8.74 and 8.77
u =
√
u
√
u = (
√
ǫ0E)
 
B
√
 0
 
=
ǫ0 √
ǫ0 0
EB = ǫ0cEB (8.80)
Therefore
S = ǫ0c2EB (8.81)
We can assign a propagation direction to S as the direction perpendicular to both
  E and   B. This deﬁnes the Poynting vector,   S as
  S = ǫ0c2  E ×   B (8.82)
The irradiance, I is deﬁned as the time average of the power per unit area and
has units of W/m2. Substituting equations 8.72 and 8.73 into equation 8.82 gives
  S = ǫ0c2
 
E0B0 sin2
 
  k    r ± ωt
  
(8.83)
The time average of sin2 φ over one period is 1
2, so the irradiance, I is given by:
I =
1
2
ǫ0c2E0B0 (8.84)
Then, using 8.74 this becomes
I =
1
2
ǫ0cE2
0 (8.85)
When travelling through a medium of refractive index n,
ǫ0 −→ ǫǫ0 = n2ǫ0 (8.86)
and
c −→ ν =
c
n
(8.87)
so that equation 8.85 becomes
I =
1
2
ǫ0cnE2
0 (8.88)
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8.3.6.2 Conservation of Energy
From the law of energy conservation, the incident power, P0, is equal to the sum
of power reﬂected, Pr and the power transmitted, Pt, i.e.
P0 = Pr + Pt (8.89)
We can deﬁne the reﬂectance, R and the transmittance, T as:
R =
Pr
P0
and T =
Pt
P0
(8.90)
Therefore,
1 = R + T (8.91)
The reﬂectance, R, is just the modulus of the reﬂection coeﬃcient squared, i.e.
R =
Pr
P0
=
Ir
I0
=
 
     
Er
E0
 
     
2
= |r|
2 = rr∗ (8.92)
where r∗ is the complex conjugate of r.
To derive an expression for the transmittance, we must consider the change
in speed and cross-sectional area of the transmitted beam as it passes into the
substrate medium. As mentioned before, the irradiance is the power per unit area
so that equation 8.89 can be written as (with reference to ﬁgure 8.5):
IiAi = IrAr + ItAt (8.93)
The cross sectional area of each beam in ﬁgure 8.5 is related to the area the beams
intersect on the interface by the cosine of the relevant angles.
I0 (Acosθ0) = Ir (Acosθr) + It (Acosθt) (8.94)
But, of course, θ0 = θr and so
I0 = Ir +
 
cosθt
cosθ0
 
It (8.95)
Now we substitute equation 8.88 into equation 8.95 to give
1
2
ǫ0cn0E2
0 =
1
2
ǫ0cn0E2
r +
1
2
ǫ0cns
 
cosθt
cosθ0
 
E2
t
E2
0 = E2
r +
ns
n0
 
cosθt
cosθ0
 
E2
t (8.96)
Dividing equation 8.96 through by E0 and using our deﬁnitions for r and t gives
1 = |r|
2 +
ns
n0
 
cosθt
cosθ0
 
|t|
2 (8.97)
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Figure 8.5: Area terms in the derivation of irradiance.
Now by comparing equation 8.97 with 8.91 and by using equation 8.92, we obtain
the following deﬁnition for the transmittance, T:
T =
ns
n0
 
cosθt
cosθ0
 
|t|
2 =
ns
n0
 
cosθt
cosθ0
 
tt∗ (8.98)
Finally, ﬁtting equations 8.70, 8.33 and 8.35 into equation 8.98 gives us a
formula for the transmittance, T.
T =
γs
γ0
tt∗ (8.99)
where t∗ is the complex conjugate of t.
8.3.7 Changes Required for TM (p) Polarization
The previous equations were valid for when   E is perpendicular to the plane of
incidence (TE or s polarization). Fortunately, the equations for TM or p polar-
ization are mostly the same but with the following alternative deﬁnitions for γ0,
γ1 and γs.
γ0 =
n0
√
ǫ0 0
cosθ0
(8.100)
γ1 =
n1
√
ǫ0 0
cosθt1
(8.101)
γs =
ns
√
ǫ0 0
cosθt2
(8.102)
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Figure 8.6: The situation for TM or p polarization. A dot denotes the magnetic
ﬁeld vector pointing out of the page, a cross denotes it pointing into the page.
To see why this is the case, we should go back to the start and develop the
equations along the same lines but with   E now pointing in the direction of the
original   B vector (i.e. parallel to the plane of incidence), and the new   B vector
rotated accordingly, as shown in ﬁgure 8.6. Equations 8.25 to 8.28 now become:
Ba = B0 − Br1 = Bt1 − Bi1 (8.103)
Bb = Bi2 − Br2 = Bt2 (8.104)
Ea = E0 cosθ0 + Er1 cosθ0 = Et1 cosθt1 + Ei1 cosθt1 (8.105)
Eb = Ei2 cosθt1 + Er2 cosθt1 = Et2 cosθt2 (8.106)
Now, as for TE polarization, we substitute equation 8.24 into equations 8.105 and
8.106 to give:
Ea =
cosθ0
n0
√
ǫ0 0
(B0 + Br1) =
cosθt1
n1
√
ǫ0 0
(Bt1 − Bi1) (8.107)
Eb =
cosθt1
n1
√
ǫ0 0
(Bi2 + Br2) =
cosθt1
ns
√
ǫ0 0
(Bt2) (8.108)
Substituting our new deﬁnitions for γ0, γ1 and γs into equations 8.107 and 8.108
gives
Ea =
B0 + Br1
γ0
=
Bt1 + Bi1
γ1
(8.109)
Eb =
Bi2 + Br2
γ1
=
Bt2
γs
(8.110)
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The phase diﬀerence calculations are identical to the TE case so that the TM
equivalents of equations 8.47 and 8.48 are:
Bi2 = Bt1e−iδ (8.111)
Bi1 = Br2e−iδ (8.112)
Substitute equations 8.111 and 8.112 into equations 8.104 and 8.110 to give:
Bb = Bt1e−iδ − Bi1eiδ = Bt2 (8.113)
Eb =
 
Bt1e−iδ + Bi1eiδ
 
γ1
=
Bt2
γs
(8.114)
Solve the left hand equalities of equations 8.113 and 8.114 simultaneously for Bt1
and Bi1:
Bt1 =
 
γ1Eb + Bb
2
 
eiδ (8.115)
Bi1 =
 
γ1Eb − Bb
2
 
e−iδ (8.116)
Substituting equations 8.115 and 8.116 into 8.103 and 8.109 and using the following
relationships
sinφ =
1
2i
 
eiφ − e−iφ
 
and cosφ =
1
2
 
eiφ + e−iφ
 
(8.117)
leads to the following equations for Ba and Ea.
Ba = γ1Ebisinδ + Bb cosδ (8.118)
Ea = Eb cosδ +
Bbisinδ
γ1
(8.119)
These can be written in matrix form to give a transfer matrix identical to the
equivalent matrix for TE polarization (equation 8.56). This justiﬁes the use of the
new deﬁnition of γ1 for TM polarization.

 Ea
Ba

 =

 cosδ isinδ
γ1
iγ1 sinδ cosδ



 Eb
Bb

 (8.120)
Now, just as before, we need to use to transfer matrix to derive expressions for r
and t. We return to equations 8.103, 8.104, 8.109 and 8.110 and use the parts we
did not use before, i.e.
Ba = B0 − Br1 (8.121)
Bb = Bt2 (8.122)
Ea =
B0 + Br1
γ0
(8.123)
Eb =
Bt2
γs
(8.124)
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Now equation 8.120 takes the form


B0+Br1
γ0
B0 − Br1

 =

 cosδ isinδ
γ1
iγ1 sinδ cosδ




Bt2
γs
Bt2

 (8.125)
Expanding the matrix 8.125 into separate equations, using Mxx for the components
of the transfer matrix, leads to
1
γ0
(B0 + Br1) =
Bt2
γs
m11 + Bt2m12 (8.126)
B0 − Br1 =
Bt2
γs
m21 + Bt2m22 (8.127)
Next we divide equations 8.126 and 8.127 by B0 and use the following deﬁnitions
of r and t
r =
Br1
B0
and t =
Bt2
B0
(8.128)
to give
1
γ0
(1 + r) =
m11
γs
t + m12t (8.129)
1 − r =
m21
γs
t + m22t (8.130)
Solve equations 8.129 and 8.130 simultaneously for r and t:
t =
2γs
γ0m11 + γ0γsm12 + m21 + γsm22
(8.131)
r =
γ0m11 + γ0γsm12 − m21 − γsm22
γ0m11 + γ0γsm12 + m21 + γsm22
(8.132)
This equation for r (8.132) is the same as that for r in TE polarization (equation
8.71), which justiﬁes our deﬁnitions of γ0 and γs for TM polarization given in
equations 8.100–8.102. The reﬂectance is then just given, as for TE polarization,
by
R = rr∗ (8.133)
The equation for t (equation 8.131) is diﬀerent from the equivalent TE equation
for t (equation 8.70) in that the numerator now contains a γs term instead of γ0.
However, if we ﬁt our new deﬁnitions of γ0 and γs given in equations 8.100-8.102
to our deﬁnition of the transmittance, T, given in equation 8.98 we ﬁnd that T is
now given by:
T =
γ0
γs
tt∗ (8.134)
making the deﬁnitions of T for the two polarizations identical when their corre-
sponding equations for t are inserted.
Table 8.1 summarizes the results of the derivations in this section.
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TE or s polarization TM or p polarization
γ0 = n0
√
ǫ0 0 cosθ0 γ0 =
n0
√
ǫ0 0
cosθ0
γ1 = n1
√
ǫ0 0 cosθt1 γ1 =
n1
√
ǫ0 0
cosθt1
γs = ns
√
ǫ0 0 cosθt2 γs =
ns
√
ǫ0 0
cosθt2
r =
γ0m11+γ0γsm12−m21−γsm22
γ0m11+γ0γsm12+m21+γsm22
t =
2γ0
γ0m11+γ0γsm12+m21+γsm22 t =
2γs
γ0m11+γ0γsm12+m21+γsm22
R = rr∗
T =
γs
γ0tt∗ T =
γ0
γstt∗
Table 8.1: Summary of derived equations for both polarizations.
8.4 Calculation of Thickness of Silicon Consumed Dur-
ing Oxidation
Assume that a volume, Vox, of SiO2 has been grown on a silicon surface. The
mass, mox of this layer is given by:
mox = ρoxVox (8.135)
The number of moles, nox of SiO2 in this layer is given by:
nox =
mox
Mox
(8.136)
=
ρoxVox
Mox
(8.137)
where Mox is the molecular weight of SiO2. The formula for the reaction is:
Si + O2 −→ SiO2 (8.138)
Therefore:
nox = nSi,
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where nSi is the number of moles of silicon consumed. The mass of silicon con-
sumed is given by:
mSi = nSiMSi (8.139)
(8.140)
=
ρoxVoxMSi
Mox
(8.141)
Therefore, the volume of silicon consumed, VSi is given by:
VSi =
mSi
ρSi
(8.142)
(8.143)
=
ρoxVoxMsi
MoxρSi
(8.144)
So the ratio of the volumes of Si and SiO2 is given by:
VSi
Vox
=
ρoxMSi
ρSiMox
(8.145)
Using values from Table 8.2, we have:
Material Density (g cm−3) Molecular Weight
Si 2.328 28.09
O2 - 16.00
SiO2 2.200 60.09
Table 8.2: Table of densities and molecular weights for silicon and silicon dioxide
VSi
Vox
=
2.2 × 28.09
60.09 × 2.328
(8.146)
= 0.44 + / − 0.00016 (8.147)
Therefore, when a silicon oxide layer of thickness t is grown on a silicon sub-
strate, silicon is consumed down to a depth equal to 0.44t. (The error stated was
calculated using the error propagation rules in §8.5)
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8.5 Error Analysis
The following four rules were used to analyse the propagation of errors, where δ
is the uncertainty in a particular value [189].
Rule 1 “If you add or subtract x and y, the absolute uncertainty on x+y or x-y
is obtained by adding the absolute uncertainties dx and dy in quadrature.”
δ (x − y) = δ (x + y) =
 
(δx)
2 + (δy)
2
  1
2 (8.148)
Rule 2 “If you multiply or divide x and y, the fractional uncertainty of x times
y or x/y is obtained by adding the fractional uncertainties dx/x and dy/y in
quadrature.”
δ (xy)
xy
=
δ
 
x
y
 
 
x
y
  =
  
δx
x
 2
+
 
δy
y
 2  1
2
(8.149)
Rule 3 “The fractional uncertainty on x to a power n is just n times the frac-
tional uncertainty of x.”
δ (xn)
(xn)
= n
 
δx
x
 
(8.150)
Rule 4 “The absolute uncertainty on an arbitrary function of x is obtained by
taking the derivative of that function, evaluating it at the value of your mea-
surement, taking the absolute value, and multiplying the result by the absolute
uncertainty on x.”
δf (x0) =
 
     
dF
dx
 
     
x=x0
δx0 (8.151)
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8.6 Tilt Angle and Stretch Factor for Pillar Proﬁle
Modelling
The following derivations are employed in the method for determining the pillar
proﬁle from an SEM image presented in §5.5.2. Viewing the hexagonal array of
pillars from above (Figure 8.7a), the actual distance, p, between two aligning rows
of pillars is given by:
p = 2dcosφ (8.152)
φ = 30◦ and therefore
√
3d (8.153)
When the sample is tilted, The distance p =
√
3d is related to the measured
distance between aligning rows of pillars, y, through the tilt angle, θt, by (see
Figure 8.7b)
sinθt =
y
√
3d
(8.154)
The stretch factor, F, is the ratio of the measured height, q, to the actual
height of the pillars, h, is given by (see Figure 8.7c and d):
F =
h
q
=
1
cosθt
(8.155)
Now, using cos2 θt + sin2 θt = 1, we have:
F2 =
1
1 − sin2 θt
(8.156)
Substituting for sinθt from above leads to:
F =
       
1
1 −
 
y √
3d
 2 (8.157)
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Figure 8.7: Diagrams for the derivation of the tilt angle and the stretch factor for
pillar proﬁle determination from SEM images.
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