Clinicians and researchers alike are increasingly interested in how best to personalize interventions. A dynamic treatment regimen (DTR) is a sequence of pre-specified decision rules which can be used to guide the delivery of a sequence of treatments or interventions that are tailored to the changing needs of the individual. The sequential multiple-assignment randomized trial (SMART) is a research tool which allows for the construction of effective DTRs. We derive easy-to-use formulae for computing the total sample size for three common two-stage SMART designs, in which the primary aim is to compare two embedded DTRs using a continuous repeated-measures outcome collected over the entire study. We show that the sample size formula for a SMART can be written as the product of the sample size formula for a standard two-arm randomized trial, a deflation factor that accounts for the increased statistical efficiency resulting from a repeated-measures analysis, and an inflation factor that accounts for the design of a SMART. The SMART design inflation factor is typically a function of the anticipated probability of response to first-stage treatment. We review modeling and estimation for DTR effect analyses using a repeated-measures outcome from a SMART, as well as the estimation of standard errors. We also present estimators for the repeated-measures covariance matrix for a variety of common working correlation structures. Methods are motivated using the ENGAGE study, a SMART aimed at developing a DTR for increasing motivation to attend treatments among alcohol-and cocaine-dependent patients.
Introduction
Dynamic treatment regimens (DTRs) are sequences of pre-specified decision rules leading to courses of treatment which adapt to a patient's changing needs. 1 DTRs operationalize clinical decisionmaking by recommending particular treatments or intervention components to certain subsets of patients at specific times. 2 Consider the following example DTR which was designed to increase engagement with an intensive outpatient rehabilitation program (IOP) for patients with alcohol 1 and/or cocaine dependence: "Within a week of the participant becoming non-engaged in the IOP, provide a phone-based session focusing on helping the patient re-engage in the IOP. At week 8, look back at the participant's engagement pattern over the past eight weeks. If the participant continued to not engage, provide a second phone-based session, this time focusing on facilitating personal choice (i.e., highlighting various treatment options the patient can choose from in addition to IOP). Otherwise, provide no further contact." 3 Notice that the DTR recommends intervention strategies for both engaged and non-engaged participants at week 8. Alternative names for DTRs include adaptive treatment strategies 4, 5 and adaptive interventions, 6,7 among others.
Scientists often have questions about how best to sequence and individualize interventions in the context of a DTR. Sequential, multiple-assignment, randomized trials (SMARTs) are one type of randomized trial design that can be used to answer questions at multiple stages of the development of high-quality DTRs. 8, 9, 10 The characteristic feature of a SMART is that some or all participants are randomized more than once, often based on previously-observed covariates. Each randomization corresponds to a critical question regarding the development of a high-quality DTR, typically related to the type, timing, or intensity of treatment. SMARTs have been employed in a variety of fields, including oncology, 11, 12, 13 surgery, 14, 15 substance abuse, 16 and autism. 17 Most SMARTs contain "embedded" DTRs; that is, by design, participants in a SMART may be assigned to treatments which are consistent with recommendations made by one or more DTRs. The comparison of two embedded DTRs is a common primary aim for a SMART. 7 There exist data analytic methods for addressing this aim when the outcome is continuous, 7 survival, 18 binary, 19 cluster-level 20 and longitudinal. 21, 22 A key step in designing a SMART, as with any randomized trial, is determining the sample size needed to be able detect a desired effect with given power. However, there is no existing method for determining sample size for such a comparison when the outcome is continuous and longitudinal.
The primary contribution of this manuscript is the development of tractable sample size formulae for SMARTs in which the primary aim is to compare two embedded DTRs using a continuous, longitudinal outcome. Additionally, we present estimators for parameters in the working covariance matrix used in the analysis methods developed by Lu et al. 21 In section 2, we provide a brief overview of three common SMART designs and introduce a motivating example. Section 3 reviews the estimation procedure introduced by Lu et al., and extends it by developing estimators for various working covariance structures. 21 In section 4, we develop and present sample size formulae for SMARTs in which the primary aim is a comparison of two embedded DTRs which recommend different first-stage treatments using a continuous repeatedmeasures outcome. The sample size formulae are evaluated via simulation in section 5.
Dynamic Treatment Regimens and Sequential Multiple-Assignment Randomized Trials
A DTR is a sequence of functions ("decision rules"), each of which takes as inputs a person's history up to the time of the current decision (including baseline covariates, adherence, responses to previous treatments, etc.) and outputs a recommendation for the next treatment. 10 Covariates which are used to recommend subsequent treatment are called "tailoring variables". Consider the example DTR in section 1. The recommended first-stage treatment is a phone-based session with a focus on re-engagement with the IOP. At week 8, each participant's history of engagement is assessed, and an appropriate second-stage treatment is recommended. For participants who have shown a pattern of continued non-engagement, the recommended second-stage treatment is a second phone-based session focusing on personal choice. For all other participants, the DTR recommends no further contact. The tailoring variable is an indicator as to whether or not the participant demonstrated a pattern of continued non-engagement prior to week 8. We consider two-stage SMARTs in which the primary outcome is continuous and repeatedly measured in participants over the course of the study. Our examples refer to trials in which at least one observation of the outcome is made in each stage, though that is not required for the method presented here. For simplicity, we refer to the tailoring variable as response status to first-stage treatment, and, in the second stage, we describe participants as "responders" or "non-responders". We denote a DTR embedded in a SMART with a triple of the form (a 1 , a 2R , a 2N R ), where a 1 is an indicator for the recommended first-stage treatment, a 2R an indicator for the second-stage treatment recommended for responders, and a 2N R the second-stage treatment recommended for non-responders.
We introduce three common two-stage SMART designs in figure 1 which vary in the subsets of participants who are re-randomized after the first stage.
In design I, all participants are re-randomized. There are eight DTRs embedded in this design: for example, the DTR which starts by recommending A, then recommends C for responders and F for non-responders. Using the notation in figure 1, this DTR would be written (1, 1, -1). SMARTs of this form have been run in the fields of drug dependence, 23, 24 smoking cessation, 25 and childhood depression, 26 among others.
SMARTs using design II restrict the second randomization to only non-responders; that is, only participants who have a certain value of the tailoring variable (here, "non-response") are rerandomized. This is perhaps the most common SMART design, and it has been utilized in the study of ADHD, 27 adolescent marijuana use, 28 alcohol and cocaine dependence 3 , and more. There are four embedded DTRs in this design. Because responders are not re-randomized, a 2R is set to zero for all embedded DTRs.
In design III, re-randomization is restricted to only non-responders who receive a particular first-stage treatment. SMARTs of this type have been used to investigate cognition in children with autism spectrum disorder 17, 29 and implementation of a re-engagement program for patients with mental illness. 30 There are three DTRs embedded in this design. Note that, as in design II, responders are not re-randomized, so a 2R is set to zero for all embedded DTRs. Furthermore, a 2N R is set to zero when a 1 = −1, as non-responders to treatment B are not re-randomized.
For more information on various SMART designs and case studies for each type, see Lei, et al. 31 To illustrate our ideas, we use ENGAGE, a SMART designed to study the effects of offering cocaine-and/or alcohol-dependent patients who did not engage in an IOP phone-based sessions either geared toward re-engaging them in an IOP or offering a choice of treatment options. 3 The study recruited 500 cocaine-and/or alcohol-dependent adults who were enrolled in an IOP and failed to attend two or more sessions in the first two weeks. ENGAGE is modeled on design II. In the context of figure 1, treatment A was two phone-based motivational interviews focused on reengaging the participant with the IOP ("MI-IOP"); treatment B was two phone-based motivational interviews geared towards helping the participant choose and engage with an intervention of their choice ("MI-PC"). Participants who exhibited a pattern of continued non-engagement after eight weeks were considered non-responders, and re-randomized to receive either MI-PC (treatments D and G) or no further contact (treatments E and H). Responders were provided no further contact (treatments C and F). Following the coding in figure 1 , the example DTR from section 1 is labeled (1, 0, 1).
An important continuous outcome in ENGAGE is "treatment readiness". This is a measure of a patient's willingness and ability to commit to active participation in a substance abuse treatment program. The score ranges from 8-40 and is coded so that higher scores indicate greater treatment 
Non-Responders
Responders Non-Responders (II) The second randomization is restricted to only non-responders. readiness. Measurements are taken at baseline, and 4, 8, 12, and 24 weeks after program entry.
Estimation
We extend the work of Lu and colleagues by offering more detailed guidance on the estimation of model parameters used in computing quantities of interest on which to compare two embedded DTRs. 21 We first review the method below.
Marginal Mean Model
Consider a SMART design with embedded DTRs labeled by (a 1 , a 2R , a 2N R ). Suppose we have a repeated-measures outcome Y = (Y t 1 , . . . , Y t T ) observed such that Y t is measured for all participants at each of T time points t j : j = 1, . . . , T ; t 1 < . . . < t T . We do not require that these time points be equally-spaced. Define t * ∈ t j to be the time of the measurement taken immediately before the second randomization. In ENGAGE, for example, T = 5, t j = {0, 4, 8, 12, 24}, and t * = t 3 = 8. Let X be a vector of mean-centered baseline covariates, such as age at baseline, sex, etc.
We
, the marginal mean of Y (a 1 ,a 2R ,a 2NR ) at time t under DTR (a 1 , a 2R , a 2N R ) conditional on X. This is the mean outcome at time t had all individuals with characteristics X been offered DTR (a 1 , a 2R , a 2N R ). Recall that a DTR recommends treatments for both responders and non-responders; therefore,
We impose a modeling assumption on E[Y
is a marginal structural mean model with unknown parameters θ = (η, γ). As discussed by Lu and colleagues, the sequential nature of treatment delivery in SMARTs may suggest constraints on the form of µ (a 1 ,a 2R ,a 2NR ) t (X; θ). 21 The form of µ t will depend, in part, on the design of the SMART. For instance, in ENGAGE, at time t = 0, no treatments have been assigned, so all DTRs share a common mean. At times t = 4 and t = 8, the four embedded DTRs differ only by recommended first-stage treatment; thus there are two means of Y (a 1 ,a 2R ,a 2NR ) t at each timepoint. Finally, for times t > t * = 8, each DTR has a different mean Y (a 1 ,a 2R ,a 2NR ) t . An example marginal structural mean model for ENGAGE is
where ½ {E} is the indicator function for the event E.
Using contrast coding, i.e., A i ∈ {−1, 1} for i = 1, 2, based on model (1),
for example, represents the difference in slopes of expected treatment readiness in the first stage of the SMART between DTRs starting with different first-stage treatments. We present example models for designs I and III in the online supplement. For more on modeling considerations for repeated-measures outcomes in SMARTs, see Lu et al. 21 
Observed Data
Suppose we have data arising from a SMART with n participants. Let A 1,i ∈ {−1, 1} denote the first-stage treatment randomly assigned to participant i, and let
to be the randomly-assigned second-stage treatment. In design II, since only non-responders are re-randomized, we set A 2,i = 0 for responders; similarly for design III. We observe a continuous outcome Y t,i for each participant at each of T timepoints. In general, the data collected on the ith individual over the course of the study are of the form
where Y i is a length-T vector consisting of all values of the outcome observed for the i th participant.
Estimating Equations
Our goal is to estimate and make inferences on θ. Let D be the set of DTRs embedded in the SMART under study; for instance, in design II, D = (a 1 , a 2R , a 2N R ) :
) be a weight associated with participant i and DTR d ∈ D defined as
where
Note that the form of I (d) (A 1,i , R i , A 2,i ) depends on the particular SMART design under study; for each of the designs in figure 1, these expressions are shown in table 1.
is an inverse-probability-of-treatment weight used to correct for known imbalance in the proportion of responders and non-responders consistent with each DTR. 7, 32, 2 In design II, for example, only nonresponders to first-stage treatment are re-randomized; if all randomizations are with probability 0.5,
we discuss this quantity in detail in section 3.4. We estimate θ by solving the estimating equations
We call the solution to equation (4)θ.
Under usual regularity conditions for M -estimators and given data from a SMART,θ is asymptotically consistent for θ (see appendix A). Furthermore, √ n θ − θ has an asymptotic multivariate normal distribution:
and
with Z ⊗2 = ZZ ⊤ . Note thatθ is consistent for θ regardless of the choice of V (a 1 ,a 2 ) (X i ; τ ); however, we conjecture that choices closer to the true matrix will yield more efficient estimates.
Estimation of the Working Covariance Matrix
Decisions regarding the form of
, should be made by the scientist according to existing knowledge regarding the within-person correlation structure of Y (d) . In general, for an
t T , and R (d) (ρ) is a working correlation matrix for Y (d) . Note that this notation allows for different working covariance structures for each DTR, as well as non-constant variances in the repeated-measures outcome.
We propose the following procedure to estimate V (d) (X i ; τ ). First, estimate θ by solving equation (4) using the T × T identity matrix as V (d) (X i ; τ ) for all d ∈ D. Call the solutionθ (0) . Next,
where p is the dimension of θ. If the scientist believes that this variance is constant over time for each DTR, the estimate in equation (7) 
Sample Size Formulae for End-of-Study Comparisons
The estimation procedure presented in section 3 is general. The marginal structural mean model µ (d) (X i ; θ) can take any form appropriate for the SMART under analysis, data can be observed at any number of timepoints, and the working covariance matrix can have arbitrary structure. 21 is shorthand for
We now sample size formulae for SMARTs in which the primary aim is to compare the mean end-of-study outcomes for two embedded DTRs that recommend different first-stage treatments and which satisfy certain design constraints. In particular, we restrict our focus to two-stage SMARTs in which the outcome is observed at three timepoints -baseline, just prior to the second randomization, and at the end of the study -and in which all randomizations occur with probability 0.5. Additionally, we consider a saturated, piecewise-linear mean structure µ (d) (X i ; θ) similar to model (1).
Let c be some contrast vector so that the null hypothesis of interest takes the form
which we will test against an alternative of the form H 1 : c ⊤ θ = ∆. To compare mean end-ofstudy outcomes between two embedded DTRs which recommend different first-stage treatments, the estimand of interest is
for some choice of a 2R , a ′ 2R , a 2NR , and a ′ 2NR . For example, to test equality of mean end-ofstudy outcomes for DTRs (1, 0, 1) and (-1, 0, -1) in design II under model (1) (assuming no X, t j = {0, 1, 2}, t * = 1), c is given by the linear combination c ⊤ γ, where c ⊤ = (0, 0, 2, 0, 2, 2, 0). We employ a 1-degree of freedom Wald test. The test statistic is
Under the null hypothesis, by asymptotic normality of √ n θ − θ , the test statistic follows a standard normal distribution.
Define δ to be the standardized effect size as described by Cohen for an end-of-study comparison, i.e.,
where σ = Var(Y (d) t ) (see working assumption S2 below). 34 The sample size formulae will require the response rate P (R (a 1 ) = 1) = r a 1 . In order to simplify the form of σ c and obtain tractable sample size formulae, we make two working assumptions: S1 Constrained conditional covariance matrices for DTRs under comparison.
(a) The variance in the outcome among non-responders after the second randomization is not too much larger than the corresponding variances in responders; in particular, for t > t * and d ∈ D under comparison,
where a 1 is the first-stage treatment recommended by d and r a 1 is the probability of response to a 1 .
(b) The covariance between the end-of-study measurement and the measurements prior to the second stage among responders is less than or equal to the same quantity among nonresponders:
for all embedded DTRs d ∈ D and t = 0, 1. An additional, related assumption is given in appendix C. Under working assumptions S1 and S2, the minimum-required sample size to detect a standardized effect size δ with power at least 1 − β and two-sided type-I error α is
where DE is a SMART-specific "design effect" for an end-of-study comparison (see table 3 ). Note that the first term in formula (10) is the typical sample size formula for a traditional two-arm randomized trial with a continuous end-of-study outcome and equal randomization probability. The middle term is due to the within-person correlation in the outcome, and is identical to the corresponding correction term for GEE analyses sized to detect a group-by-time interaction when there is no baseline group effect (see, e.g., Fitzmaurice et al., ch. 20 35 ). The sample size formula presented in formula (10) is conservative, particularly in settings in which ρ is close to (1 + √ 5)/2 ≈ 0.62. A sharper formula is available in appendix C; however, we emphasize formula (10) as it is more immediately intepretable. We examine the performance of the sharp estimator in the supplement. Table 3 : Design effects for the sample size formulae in formula (10) . r a 1 is the response rate to first-stage treatment a 1 .
Design
Design effect Conservative design effect
Working assumptions S1 and S2 may be seen as overly simplifying; however, we will see in sections 5 and 6 that formula (10) is robust to moderate violations of working assumption S1 and that inputs to the formula can be adjusted in a way to accommodate violations of working assumption S2. A working assumption similar to S1(a) is commonly made in developing sample-size formulae for SMARTs using end-of-study outcomes. 36, 19, 20 Working assumptions S1(b) and S2 are necessary for the extension to the setting of a repeated-measures outcome.
Working assumption S1 arises specifically as a consequence of unequal weights in equation (4) (i.e., when there exists imbalance between responders and non-responders, by design); therefore, the assumption is not necessary in design I, and can be relaxed to apply to only the two DTRs in which non-responders are re-randomized in design III. See appendix C for more details on how this assumption is used. Furthermore, working assumption S2 cannot be satisfied in design I if all eight embedded DTRs have unique means. We investigate robustness to this in section 5.
Simulations
We performed a variety of simulations to assess the performance of the proposed estimators and sample size formula. In particular, we focus on four types of scenarios: first, when no assumptions are violated; second, when each of working assumptions S1(a) to S2 are violated. In each scenario, we are interested in the empirical power of a comparison of the DTR which recommends only treatments indicated by 1 and the DTR which recommends only treatments indicated by −1. Sample sizes are computed based on nominal power 1−β = 0.8 and two-sided type-1 error α = 0.05. Each empirical result is based on 5000 simulated data sets.
For each simulation, the true marginal mean model is as in model (1) for design II; analogous models are used for designs I and III -see the supplement for examples. We do not include baseline covariates X; this is a conservative approach, as adjustment for prognostic covariates typically will increase power. 37 Estimates of marginal means from ENGAGE were used to inform a reasonable range of "true" means from which to simulate, though the scenarios presented here are not designed to mimic ENGAGE exactly. All simulations take T = 3 and values of γ are chosen to achieve δ = 0.3 or δ = 0.5 ("small" and "moderate" effect sizes, respectively). Data were generated according to a conditional mean model which, when averaged over response, yields the marginal model of interest. Outcomes Y i were simulated from a multivariate normal distribution with means suggested by the conditional model, and covariance matrices which, when averaged over response, produce the DTR-specific marginal variance structure of the form in working assumption S2. Additional details of the generative model used for simulations can be found in appendix B.
Simulated data sets were analyzed using the method described in section 3, using an exchangeable working covariance structure with correlation ρ and variance σ 2 in all scenarios. ρ and σ are treated as common across time and DTR for the purposes of estimation. The estimation procedure for γ and τ described in section 3 was iterated until the norms of the estimates were within 10 −8 of the previous estimates' norms.
Simulation Results
Simulation results are compiled in table 4. We find that the sample size formula presented in formula (10) performs as expected when all assumptions are satisified. Empirical power is not significantly less than the target power of 0.8, per a one-sided binomial test with level 0.05. The sample size is, as expected, slightly conservative, particularly when within-person correlation is high. There may be some concern that, for high within-person correlation, formula (10) is overly conservative; should this concern arise, we recommend use of the sharper formulae presented in the supplement.
Violation of working assumption S1(a) was induced by lowering the end-of-study variance among responders relative to that among non-responders, while keeping the marginal variance fixed. In particular, the results shown in table 4 correspond to approximately a 25% reduction in responders' variance relative to the non-responders' variance minus the correction in working assumption S1(a) for all DTRs.
As conjectured in section 4, violating working assumption S1(a) does not impact empirical power in design I, since the assumption arises as a consequence of imbalanced numbers of responders and non-responders consistent with a particular DTR (see appendix C). For design II, empirical power is consistently less than the nominal value when working assumption S1(a) is violated. However, while the empirical power is often significantly less than 0.8, the observed loss of power is relatively small. For design III, we notice small reductions in power relative to scenarios in which both working assumptions S1 and S2 are satisfied, though the conservative nature of formula (10) appears to protect against more severe loss of power. This suggests that our sample size formula is moderately robust to "reasonable" violations of S1(a).
Violation of working assumption S1(b) was induced by choosing Cor(Y | R = 0) ≥ 0 for t = 0, 1. These constraints vary with ρ. The empirical power results shown in table 4 were generated by choosing Cor(Y
| R (a 1 ) = 1) is the midpoint between the minimum covariance for which the assumption is violated and the maximum covariance allowed by the aforementioned constraints. Simulation results show that our sample size formula is quite robust to violations for low-to-moderate within-person correlations; at high correlations, the empirical power is significantly less than 0.8. However, as with working assumption S1(a), the observed reduction in power is not unreasonable. Furthermore, when within-person correlation is high, sample size becomes rather small. Since the method presented here is based on asymptotic normality, we caution the reader that small sample sizes (e.g., n < 100) provided by formula (10) may be quite sensitive to violation of the working assumptions.
The final columns of table 4 suggest that formula (10) is highly sensitive to violations of working assumption S2 in regards to the true correlation structure. In particular, when the true correlation structure is not exchangeable with correlation ρ and is instead AR(1) with correlation ρ, empirical power is substantially lower than the target of 0.8, particularly as ρ increases. This is unsurprising: under an AR(1) correlation structure, less information about the end-of-study outcome is provided by, say, the baseline measure than under an exchangeable correlation structure. Since, by using formula (10) , we have assumed more information is available from earlier measurements than is actually the case, we will be underpowered. As our assumed ρ increases, the difference between the Table 4 : Sample sizes and empirical power results for an end-of-study comparison of the DTR recommending only treatments indexed by 1 and that which recommends only treatments indicated by −1. δ is the standardized effect size defined in equation (9) . Bolded results are significantly less than 0.8 at the 0.05 level.
Empirical power
Violation of S1 Violation of S2 Design δ r ρ n S1 and S2 satisfied S1(a) S1(b) True AR (1 assumed and actual correlation between the end-of-study measurement and earlier measurements increases, leading to more severe loss of power.
In figure 2 , we examine the effect on empirical power of misspecifying the within-person correlation. Analytically, we see from formula (10) that if the assumed ρ is smaller than the true within-person correlation, the sample size will be conservative. On the other hand, when the assumed ρ in formula (10) is larger than the true correlation, the sample size will be anti-conservative. Figure 2 shows plots of empirical power against the difference between the assumed within-person correlation ρ guess and the true ρ. For small ρ guess , formula (10) appears to be quite robust to misspecification of ρ; however, as ρ guess increases, the formula becomes highly sensitive to such a violation of working assumption S2. This is supported analytically, since formula (10) is a function of ρ 2 guess .
Discussion
We have derived sample size formulae for SMART designs in which the primary aim is a comparsion of two embedded DTRs that begin with different first-stage treatments on a continuous, repeatedmeasures outcome. We derived the formulae for three common SMART designs. The sample size formula is the product of three components: (1) the formula for the minimum sample size for the comparison of two means in a standard two-arm trial (see, e.g., Friedman et al., 38 page 147), (2) a deflation factor of 1 − ρ 2 that accounts for the use of a repeated-measures outcome, and (3) a SMART-specific "design effect", an inflation factor that accounts for the SMART design.
The SMART design effect can be interpreted as the cost of conducting the SMART relative to conducting a standard two-arm randomized trial of the two DTRs which comprise the primary aim. The benefit of conducting a SMART (relative to the standard two-arm randomized trial) is the ability to answer additional, secondary questions that are useful for constructing effective DTRs. For example, such questions may focus on one or more of the other pairwise comparisons between DTRs, on whether the first-and second-stage treatments work synergistically to impact outcomes (e.g., a test of the null that γ 6 = 0 in model (1)), or may focus on hypothesis-generating analyses that seek to estimate more deeply-tailored DTRs. 39, 40, 41 The formulae are expected to be easy-to-use for both applied statistical workers and clinicians. Indeed, inputs α, β, and ∆ are as in the sample size formula for a standard z-test. Furthermore, estimates of ρ, r a 1 , and σ are often readily available from the literature or can be estimated using data from prior studies (e.g., prior randomized trials, or external pilot studies).
We make a number of recommendations concerning the use of the formulae; in particular, how best to use the formulae conservatively in the absence of certainty concerning prior estimates of ρ, r a 1 , and/or the structure of the variance of the repeated measures outcome. First, in designs II and III, if there is uncertainty concerning the response rate (e.g., response rate estimates are based on data from smaller prior studies), one approach is to err conservatively by assuming a smallerthan-estimated response rate. In both designs, the most conservative approach is to assume a response rate of zero.
Second, as in standard randomized trials in which the primary aim is a pre-post comparison, the required sample size decreases as the hypothesized within-person correlation increases. 42 Therefore, if the hypothesized ρ is larger than the true ρ, the computed sample size will be anti-conservative, resulting in an under-powered study. Indeed, we see this in the results of the simulation experiment (see figure 2 ). Here, again, one approach is to err conservatively towards smaller values of ρ.
Finally, working assumption S2 (concerning the variance of the repeated measures outcome) may be seen as overly restrictive in the imposition of an exchangeable correlation structure. For example, studies with a continuous repeated measures outcome may observe an autoregressive correlation structure. However, the exchangeable working assumption can be employed conservatively in the following way: If the hypothesized structure is not exchangeable, one approach is to set ρ in formula (10) to the smallest plausible value (e.g., the within-person correlation between the baseline and end-of-study measurements for an autoregressive structure). Because this approach utilizes a lower bound on the value of the true within-person correlations, it is expected to yield a larger than needed (more conservative) sample size. Similarly, if the true within-person correlation is expected to differ by DTR, one approach is to employ the smallest plausible ρ. As with the third recommendation, these recommendations are not unique to SMARTs; indeed, these strategies may also be used to size standard two-arm randomized trials with repeated measures outcome.
In the case where Var(Y (d) t ) varies with time and/or DTR, we conjecture that power will suffer if a pooled estimate of σ 2 is used when the variance decreases with time. To see this, consider that the standardized effect size δ defined in equation (9) has as a denominator the pooled standard deviation of Y across the groups under comparison. Should the estimate of pooled standard deviation be larger than the true value, the variance of c ⊤θ will increase; since the estimate will be less efficient than hypothesized, power will be lower than expected. Conversely, we also conjecture that when Var(Y (d) t ) increases with t, the sample size will be conservative using similar reasoning. There are a number of interesting ways to build on this manucript in future methodological work. First, some scientists may be interested in a primary aim comparison that involves other features of the marginal mean trajectory, such as the area under the curve (AUC). Future work could develop formulae for these other primary aim comparisons. An important challenge here is in whether and how to define the standardized effect size δ. Second, an interesting extension of this work is to better understand the cost-benefit trade-off between adding additional sample size versus adding additional measurement occasions to the SMART design. The formulae presented here employ the rather simplistic working assumption that there are T = 3 measurement occasions (at baseline, the end of the first stage, and the end of the second stage). Based on limited simulation experiments, sample sizes based on our formulae are expected to perform conservatively when T > 3. Future work could develop rules of thumb for how best to allocate additional sample size versus additional measurement occasions given budget constraints (e.g., a fixed total study cost and fixed costs for an additional participant and additional measurement occasion). Third, as the field moves toward simulation-based approaches for sample size calculation, there is a clear need for the development of software that would allow applied statistical workers and clinicians to make fewer (or more flexible) assumptions concerning many of the features of the SMART, or to be more flexible with respect to the design of the SMART. An important challenge here is to make the software general enough to be used across a number of different types of SMART designs (e.g., three stages of randomization), yet not so flexible that it is difficult to use. The benefits of this is the ability to examine the power for various different scientific questions given a single data generative model and for many other types of SMARTs. 
The factor of 1/2 for responders in designs II and III accounts for the fact that these participants are consistent with two DTRs. For example in design II, if R j = 1 for some j, Y 
A Identifiability Assumptions
We make the following assumptions in order to show that equation (4) has mean zero.
I1 Positivity. The probabilities P (A 1 = 1) and P (A 2 = 1 | A 1 , R) are non-zero.
I2 Consistency. 43 A participant's observed responder status is consistent with the participant's corresponding potential responder status under the assigned first-stage treatment; i.e.,
. And a participant's observed repeated measures outcomes are consistent with the participant's corresponding potential repeated measures outcomes under the assigned treatment sequence; see Table 5 .
I3 Sequential randomization. At each stage in the SMART, observed treatments A 1 and A 2 are assigned independently of future potential outcomes, given the participant's history up to that point. That is,
Identifiability assumptions I1 and I3 are satisfied by design in a SMART (see, e.g., Lavori and Dawson 44 ); identifiability assumption I2 is connects the potential outcomes and observed data, and is typically accepted in the analysis of randomized trials.
B Description of Simulation Framework
For each simulation experiment, data were generated as follows:
The estimands of primary interest are marginal over response to first-stage treatment; how-
