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a domain an author’s signature can be derived from, in loose terms, the au-
thor’s missing popular words and frequently used infrequent-words. We devise
a method, termed Latent Personal Analysis (LPA), for finding such domain-
based personal signatures. LPA determines what words most contributed to
the distance between a user’s vocabulary from the domain’s. We identify the
most suitable distance metric for the method among several and construct
a personal signature for authors. We validate the correctness and power of
the signatures in identifying authors and utilize LPA to identify two types
of impersonation in social media: (1) authors with sockpuppets (multiple) ac-
counts; (2) front-user accounts, operated by several authors. We validate the
algorithms and employ them over a large scale dataset obtained from a social
media site with over 4000 accounts, and corroborate the results employing
temporal rate analysis. LPA can be used to devise personal signatures in
a wide range of scientific domains in which the constituents have a long-tail
distribution of elements.
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1 Introduction
The near-Zipfian nature of word frequencies is a well known and highly re-
searched universal law. A communicative optimization explanation for its ori-
gin builds upon the principle of least effort (Zipf, 1949; Ferrer-i Cancho and
Sole´, 2003). The principle is rooted in a trade-off arising from the use of words.
Frequent words (as reflected by their count in large corpora) are easier to
choose, produce and use (Brown and McNeill, 1966; Akmajian et al., 2017).
On the other hand, the more frequent a word is, the more meanings it has,
and the more ambiguous it is, resulting in a need to enrich the communication
with uncommon, contextual words (Ferrer-i Cancho and Vitevitch, 2018; Hahn
et al., 2020).
Semantics strongly influences word popularity, as meaning is a substantial
determinant of frequency (Piantadosi, 2014; Calude and Pagel, 2011; Hahn
et al., 2020). Across domains, popular words may vary in meaning, and hence
in frequency. This variance in word frequency was utilized as an underlying
factor in topic modeling and latent semantic analysis (Blei et al., 2003; Du-
mais, 2004). Within a domain, then, words’ distribution can be described as
having a head, consisting of popular domain words, and a long tail of a support-
ing vocabulary of infrequently used words. Personal language usage, however,
varies between and within categories. As such, it has been frequently used for
authorship attribution and verification. People vary in the richness of their
vocabulary, choice of words, and style (Brinegar, 1963; Argamon et al., 2009;
Schwartz et al., 2013). Often overlooked, though, is the question of which
words they do not choose.
The missing, not conveyed, is an integral part of the whole. ”Music is the
silence between the notes” described Debussy; Freud coined negation as the
dual process to affirmation, an expulsion from one’s perception of reality. The
part that is present, yet not recognized: ”It is now no longer a question of
whether something perceived (a thing) shall be taken into the ego or not, but
of whether something which is present in the ego as an image can also be
re-discovered in perception (that is, in reality)” (Freud, 1925). In language,
we claim, style is the silence between the words. Domain-popular words that
are not used should contribute to personal characterization. We maintain that
considering not only the words users choose to use but also those they do not
use, would help in identifying their style. A choice to omit a domain-popular
term is just as characteristic of personal style as a choice to include a domain-
infrequent one.
Building on the above observation, we hypothesize that personal signatures
in a domain can be derived by defining how a person’s usage differs most from
the domain. But how does one determine this difference? If we negatively
assume that there are no personal differences, then the writings of a specific
person could be considered a random sample from the domain. This would
yield a minimal information loss when measured by a relative entropy distance,
e.g., a Kullback-Leibler Divergence (KLDε) (Bigi, 2003). In contrast, personal
differences are the elements that contribute most to the distance measured
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between a person’s writing and the domain. To find the distance metric best
suited for the task, we compare the resulting distance distributions from four
chosen distance metrics over a very large corpus. The examined metrics are
drawn from different worlds: The first two are used to measure the similarities
between texts and indefinite ranked lists. Both are then adapted to measure
distance; The other two are the Euclidean distance and the KLDε distance. We
apply three selection criteria which help us distinguish quantitatively between
the four distance metrics, yielding KLDε as the chosen distance metric. We
then construct authors’ signatures by choosing the elements contributing most
to their KLDε distance from the domain corpus.
Our method, termed Latent Personal analysis (LPA), is domain-centered.
As elements, we chose the Noun class of part-of-speech. While the choice is
somewhat arbitrary, it is rooted in the descriptive nature of the class. We re-
frain from taking the entire text to avoid evaluation words, per the Pollyanna
effect. The effect refers to the universal human tendency to use positive words
more frequently (Jing-Schmidt, 2007). We validate that the distance of au-
thors from their own writings is significantly closer than to texts written by
others. We then devise LPA-signatures for authors utilizing the top words that
contribute to their KLDε distance from the domain. A personal signature con-
sists of elements distinguishing the author: overused or underused words, and
their relative sign (plus or minus). We validate the signatures can be used to
identify authors and show that the method outperforms a baseline. LPA is
fast, efficient, and creates slim personal signatures most suitable to work with
big-data applications.
Two points should be noted regarding LPA’s authors’ signatures: i) A
signature is not a trait of a particular text, but of a text relative to another
text. A signature is constructed out of the top words, which most differentiate
a given text from a given corpus. So while we will use the terms author’s
signature and text signature here, they should always be understood as relative
to a specific corpus. ii) A signature might contain words not in the author’s
vocabulary. If a certain word is very popular in the collection but completely
absent from the writings of an author, that tells as much about the author as
if a certain word was very infrequent in the collection but very popular in the
author’s writings.
We proceed to utilize the LPA-signatures to identify social media imper-
sonation. In recent years, social media and User Generated Content (UGC)
have revolutionized our lives and habits (Kaplan and Haenlein, 2010). Users
are no longer passive consumers of content but active and contributing par-
ticipants. They create, share, and engage with online content (Kaplan and
Haenlein, 2010; Van Dijck, 2009). Strangers’ opinions are considered at times
more important and influential than those obtained from close friends and rep-
utable sources (Kietzmann et al., 2011). The coupling of this tendency with
the anonymity offered by online platforms has led to the rise of false and fake
information, promoted by bots, fake accounts, and impersonation (Ferrara
et al., 2016; Vosoughi et al., 2018). We identify two types of impersonations
in social media. One form of impersonation is the prevalent case of multiple
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accounts belonging to a single author, thus allowing a user to have multiple
online identities (”sockpuppets”). The second one is what we term front-users.
Front-users are online accounts that are used by a group of users that utilizes
the account as a front user persona. Front-users accounts were found in the
case of political and influence groups, for example. Here, we demonstrate that
LPA can be used for authorship attribution and show that it outperforms a
similarity-based baseline. We devise algorithms that utilize the LPA-signatures
to identify these two types of impersonations. We verify their correctness over a
labeled dataset of books and apply them to a very large dataset obtained from
IMDb reviews, comprised of over one million reviews written by over 4000. We
identify several hundred sockpuppet accounts and front-user accounts. The list
of sockpuppet accounts was sampled and validated qualitatively; Accounts sus-
pected of being front-users were analyzed for their temporal activity patterns
for validation. Analytical and visual results are given which corroborate our
findings.
Our contributions are as follows:
– We suggest the use of terms distinguishing an author in a domain to char-
acterize the author. Among these are also popular terms the author does
not use.
– We define LPA, a domain-based method for identifying accounts’ KLDε dis-
tance from the domain. We utilize LPA to find a small and compact au-
thor’s signature which represents the difference between the author and the
habitual term usage in the specific domain. The signature can contain terms
the author under-uses in the domain. The signature is domain-specific and
does not form a global form of author identification.
– The signature can be used to find several users within a domain that are
suspicious of being the same author.
– The signature can be further used to find unique accounts that are suspi-
cious of being front-names for groups, for example when commercial entities
employ accounts. Such accounts are also known to have been used by terror
groups.
– LPA is easy to implement and creates slim and easy to use personal
signatures. Hence, it is suited for big-data analysis.
Here, we have used LPA in the context of text analysis and social me-
dia impersonation. Yet, it can be used in a variety of domains and subjects
in which the constituting parties have a long-tail distribution of elements.
Examples vary: Signatures of songs and videos consumption per areas or pop-
ulations; signatures of sub-areas’ fauna and flora; signatures of personal-social
characteristics or traits in a social domain.
2 Related Work
Social media text introduces specific challenges as it is often short, unstruc-
tured, and informal (Krippendorff, 2018). Still, it has been the focus of much
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research in the last decade, primarily in the context of opinion mining for a
variety of applications (Pang and Lee, 2008; Liu, 2012; Bollen et al., 2011;
Ganu et al., 2009; Levi et al., 2012; McAuley and Leskovec, 2013; Timoshenko
and Hauser, 2019).
The prevalent anonymity within the cyber world enables unethical behav-
iors such as impersonation, utilizing multiple online identities, and spreading
false information. The problem of online anonymity in the cyber world is ad-
dressed by employing authorship analysis and attribution techniques (Zheng
et al., 2006; Abbasi and Chen, 2008; Iqbal et al., 2013).
2.1 Social media authorship attribution
Authorship attribution is the science of inferring an author’s characteristics
from the characteristics of text written by that author (Juola et al., 2008).
Authorship attribution methods famously brought quandaries to a conclusion:
they distinguished the different authors of the Federalist papers (Mosteller and
Wallace, 1964) and established that the Chinese history book ’Dream of the
Red Chamber’, originally thought to be written by a single author, was the
product of a collaborative work (Hu et al., 2014).
Authorship analysis, rooted at stylometry, is the process of examining the
characteristics of a piece of writing to conclude its authorship. Authorship
identification determines the likelihood of a piece of writing to be produced
by a particular author, by examining other writings by that author (Zheng
et al., 2006). Until the late 1990s, research was dominated by attempts to de-
fine stylometry through writing style features. Holmes (1998) explored the use
of text length and vocabulary richness to identify a unique writing style per
author. Burrows (1987) found that the 100 most frequent words can represent
the style of an author. Classification-based authorship attribution methods
learn the style of each author according to a predefined feature-set and deter-
mine the author of a new text accordingly. Morton and Michaelson (1990)
devised CUSUM (also termed QSUM) to measure the average and cumulative
word and sentence lengths as a property of an author’s style. Sebastiani (2002)
developed word frequency vectors, which allowed him to build a topic-based
text classifier using support vector machines (SVM). Koppel et al. (2007) in-
creased the feature-set size of this method. Juola et al. (2008) surveys further
solutions to the closed candidate set problem.
However, online social media poses a challenge to traditional authorship
attribution methods, as detailed by Koppel et al. (2009). The needle-in-a-
haystack problem is the determination of authorship of texts from a large
set of candidates with limited writing samples for each. We review this in
more detail in the next paragraphs. In essence, stylometry-based methods of
authorship analysis in social media examine which features contribute most
to the authorship verification problem of short texts (Brocardo et al., 2013;
Roffo et al., 2013; Zhang et al., 2014; Neal et al., 2018). As each work builds
upon previous findings, the feature set grows with time and is quite large. It
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is customary to either sample the set and use some of the features, or evaluate
how different sub-sets perform. Zhang et al. (2014) design a framework which
analyzes the text to define features and then reduces dimensions before per-
forming the classification. The work in (Roffo et al., 2013) studied authorship
modeling and verification in chats in a novel manner that ignored the content
of the conversation itself. Instead, they created a feature set describing the
conversational nature of the exchange. Some of the features they considered
were turn-taking rhythm and style of the exchange, such as the use or lack of
use of greetings and emoticons.
Detecting deception in social media: The primary application of our method
is finding unethical behavior of impersonations in online social networks, en-
abled by anonymity. Malicious behavior in such crowd-sourcing platforms is
widespread and used for both fun and profit (Wang et al., 2012). For example,
Barbon et al. (2017) suggest to extract baseline style features for an account
and compare the style of new content in the account to determine if it was
compromised. Our primary interest is in detecting authors that maintain mul-
tiple accounts, also termed sockpuppets (Kumar et al., 2017), and front-users,
or single accounts operated by several authors. While the latter has gained
little attention, the former, i.e., detection of sockpuppets, has attracted much
attention.
”Authorship attribution in the wild” is how Koppel et al. (2011) describe
the challenges of large scale real-world social media datasets. They define the
following challenges: (1) the authorship set is very large, and is open, i.e.,
the author of the anonymous text might not be in the set; (2) there exists
only a limited amount of text for each known author. The large candidate-set
introduces a scalability problem. A single classifier cannot be trained to classify
to N >> 1 (10,000 authors in their case) classes, even with a small feature set.
A one vs. all solution with N binary classifiers is also not feasible. Instead,
they repeatedly choose a fraction of the feature-set and find top matching
candidates using cosine similarity. The candidate that is chosen most times as
a top match is selected as the author of the anonymous text.
Narayanan et al. (2012) show that traditional classification methods for
authorship analysis do not perform well over large real-world corpora of small
texts. For example, Linear Discriminant Analysis does not perform well due to
the sparsity of the data, while simple classifiers perform better. They further
demonstrate that it is challenging to scale classification beyond a few hundred
authors. They further find that having short texts aggravates the problem, as
classifiers lack training data. Rocha et al. (2016) review authorship analysis
methods for detecting online deceptions and impersonations in open source
coding authorship, social networks, and social media, and discuss the limita-
tions of classification-based methods.
The above works determine that similarity-based methods perform better
than classification for a very large author set. Indeed, LPA works well for
thousands of authors. We conducted an all vs. all experiment for over 4000
authors, yielding 16 million comparisons, to detect authors of multiple social
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media accounts. However, while the works above considered any online text,
and hence included a very large set of supporting features, we merely work
with used text frequencies and require that all text samples will relate to a
specific domain.
Similarity-based text analysis methods for social media analysis Stamatatos
(2009) divides methods for automated authorship attribution to similarity-
based and learning-based (the latter also termed the machine learning paradigm).
In similarity-based methods, which are closer to our method, the distance be-
tween representations of unknown documents is measured in order to assess
whether the same writer authored them. As in the works described above,
Stamatatos (2009) finds that similarity-based methods are more natural than
learning-based methods for a large candidate set.
For social media forensics, Abbasi and Chen (2008) defines that the sim-
ilarity detection task is to compare texts of one ID against other anonymous
texts of other IDs and assess the level of similarity. When the similarity level
crosses a predefined threshold, the IDs are considered to belong to the same
author. They devise a detection framework with a large feature set. Similar
features increase similarity, while unique features decrease similarity. Koppel
and Winter (2014) follow a similar line of thought while using similarity meth-
ods. They claim that naive similarity approaches do not work well when the
text is short, and the candidate set is large, as is in our case. Instead, they
suggest to add impostors from the same domain and repeat the similarity test
over a different subset of the features. The writer that scores highest on the
majority of the tests is chosen as the author.
In this work, we identify impersonation without identifying the identity of
an author nor their writing style. I.e., we do not use a large set of different
features to describe an author. In this sense, our work is closer to Plagiarism,
which measures the distance between texts to establish whether a single au-
thor has written them, but makes no attempt to identify or characterize the
author (Clough, 2000; Vani and Gupta, 2018). Another field in which promi-
nent works utilize similar methods is text categorization. Bigi (2003) used a
back-off probability model to categorize texts in large corpora by measuring
the KLD distance between the probability distribution of a document and
the probability distribution of each category. Latent Semantic Indexing (LSI)
analysis algorithm (Deerwester et al., 1990) is a document indexing method
used to optimize search engines. The method considers: synonyms that do not
appear in the text yet might appear in other texts; polysemy and multiple-
meaning terms in different contexts. LSI aggregates all synonyms under the
same term with the idea of reducing dimensions in the search process. In our
method, we do not aggregate synonyms, as we see the use of a specific term
and not another as a signature usage.
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2.2 Temporal analysis
The application suggested in our work for the online signatures we find is
to identify accounts suspected as being inauthentic. We then corroborate our
findings by looking at their online temporal activity. In the following, we give
a short review of online temporal activity patterns and anomalies.
2.2.1 Normal activity patterns
Users are not expected to be consistently active. Baraba´si and Albert (1999)
found increasing evidence that a wide range of human activities shows bursts
of extensive activity, separated by long periods of inactivity. Hence, we will
consider an account with a very consistent activity pattern to be suspicious.
Ferraz Costa et al. (2015) characterized the distribution of user postings’ inter-
arrival times, and found four categories of behaviors that show repetitive pat-
terns. They suggested a Rest-Sleep-and-Comment (RSC) generative model
that accommodates these categories for modeling users’ online behavior on so-
cial media sites. Viswanath et al. (2014) studied the behavior of black-market
activity in social media networks (purchase of Facebook likes). Their study
found that a granularity of a single day gave the best results. While they con-
sidered the number of likes per-day, they also remarked that the same could
be applied to any other user behavior. For our temporal method, we use the
number of published reviews per day as our user activity baseline.
2.2.2 Analytic visualization
Social media data visualization has become a conventional method to analyze
and summarize information (Schreck and Keim, 2013). Visualizations exist
for information flow (Chen et al., 2016), sentiment divergence (Cao et al.,
2015) and early flood detection (Johnson and Shneiderman, 1991). Visual
techniques are used for anomaly detection in a variety of settings: Internet
security utilizing Border Gateway Protocol data (Steiger and Schmitz, 2014);
GPS data (Kietzmann et al., 2011); Local events on Twitter; Sensor networks
(Snijders, 2001). Here, we present and employ a tree-map visualization specifi-
cally designed to highlight the characteristics we are interested in - consistency
and intensity of posting periods.
3 Data used in this research
In order to validate and test our method, we need large corpora of written
texts. These corpora, our domains, must be large enough for statistical tests
and must be composed of the writings of a large number of people. We use two
such datasets: 1) the Books dataset, composed of 30 English language books,
and 2) the Social media dataset, composed of the collected reviews of 3,969
IMDb accounts. The Books dataset is a set of labeled data, which we will use
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in order to validate our method. It is comprised of 30 English language books,
taken from the Gutenberg projects most popular books list. The IMDb dataset
is an example of the kind of data our method was designed to handle, and we
will use it to demonstrate its applicability. It contains 1,406,000 movie reviews,
spanning the period of July 1998 - June 2016. Each review contains a text, a
timestamp, and an account ID. The original obtained IMDb dataset contained
467, 961 accounts. To have a large enough sample of text for each account, we
extracted only accounts which published at least 30 reviews. 3, 969 accounts
met this criterion. Appendix A details the characteristics of the datasets.
Table 9 lists relevant statistics for the IMDb dataset. Figure 1(a) details
the distribution of written reviews per account. Figure 1(b) shows the distri-
bution of vocabulary sizes, with the dashed vertical line denoting the average
vocabulary size. The contribution of the number of reviews per accounts is
right-skewed, with the majority writing less than 200 reviews.
(a) Reviews per account (b) Accounts’ vocabulary size
Fig. 1: IMDb dataset statistics: (a) Distribution of the number of reviews per
account. (b) Distribution of accounts’ vocabulary sizes. The vertical dashed
line denotes the average vocabulary size
3.1 Missing popular terms
Our method will also consider popular terms that are missing from an author’s
vocabulary. To motivate the use of missing terms, we detail here relevant
statistics over the IMDb film domain. Figure 2(a) shows the distribution of
missing domain-popular terms from the vocabularies of accounts. The figure
was calculated for accounts who contained more than 30 reviews, and it depicts
the distribution of the number of popular terms, out of the most popular
1000 terms in the domain, that is missing from their vocabulary. Figure 2(b)
shows the percentage of missing terms, normalized by vocabulary size. The
vast majority of accounts do not use all terms in the top 1000 in the domain.
The number of missing popular terms decreases as the account’s vocabulary
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increases. However, there is no linear relationship between them, and most
accounts with 2000 and more terms in their vocabulary miss only 25% of the
popular terms or less. This indicates that popular terms are prevalent in the
use of most users. Hence, the lack of such a prevalent term should be indicative
and distinct.
(a) % of missing terms from the head (b) % of missing terms normalized by vocab-
ulary size
Fig. 2: IMDb dataset: missing terms in accounts’ vocabulary: (a) Distribution
of missing top 1000 domain terms from accounts vocabularies. (b) Distribution
of missing top 1000 domain terms normalized by accounts’ vocabulary size.
4 Domain-based Latent Personal Analysis method
Our domain-based authorship attribution method is based on finding an au-
thors signature, i.e., what makes them unique, what sets them apart from
others. We describe here the method as follows: First, we describe the setup of
the domain vector and authors’ vectors. Then, we choose a distance metric out
of four possible ones according to a set of three criteria. We validate that an
author’s distance from their own writings is significantly closer than to others’
writings, for arbitrarily lengths of texts chosen. We then devise LPA-signatures
for authors utilizing the top words that contribute to their distance from the
domain and validate that it suffices to use the signatures to identify authors.
4.1 LPA setup
In here, we use the following definitions. Each author (of a book or a review
in our case) is termed ’author’. Author’s writings are aggregated to form an
author’s document. Considering the used datasets, described in Section 3:
When referring to the Books dataset, an author’s text is a book, or a chapter,
according to need. In the case of the social media dataset IMDb, hereto referred
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to as Social Media dataset, a user’s text is the aggregation of all the reviews
written using a single account. The collection of all the texts by all authors in
each dataset is termed a collection document. Each author’s aggregated text
is termed an author’s document. We take a Bag of Words (BoW) approach to
deal with the unstructured text: tokenization; case folding and normalization;
punctuation and stop-words removal; stemming; part of speech tagging. We
then choose only nouns. We create a weighted vector for the collection and each
author. The weighted collection vector is termed Domain Vector Rates (DVR).
Each weighted author’s vector is termed Personal Vector Rates (PVR).
DVR construction: To construct the DVR, we list the nouns (POS=NN) and
compute the relative weight of each noun as its relative frequency out of all
nouns in the domain. For example, a noun which took up 10% of all users’
bag of nouns is assigned a weight of 0.1. In the following toy example, we take
a small part of the Social Media dataset to demonstrate the method setup.
Table 1 depicts the elements, their global frequency in the collection, and their
corresponding DVR weights for The most popular noun is ranked first in this
list, etc.
Table 1: Toy example of a domain vector construction
Noun Global frequency Global probability
term in collection in collection
Film 1276332 0.0212
Movi 1117427 0.0184
Charact 406469 0.0067
Time 379878 0.0062
Stori 339747 0.0056
PVR construction: Similarly, we construct a weighted frequency vector per
author. It should be noted that most authors use a smaller vocabulary than
the entire set of authors in the corpus. That is, most authors do not use every
word in the DVR. However, we would like in our method to find which words,
or terms, are missing from their vocabulary. We, therefore, construct authors’
vectors as sparse vectors, containing null coordinates for words existing in the
corpus but not in the author’s own writings. An author’s PVR, therefore, is
usually very sparse. An example of a few such random rows (with the terms)
for our toy example is shown in Table 2.
4.2 Distance metric selection
Distance metrics attempt to formalize the natural properties of spatial dis-
tance. They are generally used to introduce a geometric structure to more
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Table 2: Toy example of an author vector construction
Word Probability
favorite 0.546
drama 0.318
film 0.136
boat Null (0)
brother Null (0)
abstract sets. For this research, however, we are not interested in such a ge-
ometric structure. Specifically, as we are always interested in the distance
between two distinct points, and not in the shortest way to reach one from
the other, we are willing to consider functions which do not satisfy the Trian-
gle inequality. Such functions are called semi-metrics. However, here, we will
informally use the term metric. We define here the distance metrics we chose.
In Appendix B we prove that each of our selected metrics is indeed a distance
metric.
4.2.1 Distance metrics considered
Reviewing past research in the subject and related areas, we selected four can-
didates to serve as our metrics. In the extended version of the paper, we show
that each is a distance metric, i.e., fulfills the following criteria: non-negativity,
symmetry, and identity of indiscernibles (proofs provided in Appendix B).
Rank Biased Overlap Rank Biased Overlap, or RBO (Webber et al., 2010),
assigns a similarity value to non-conjoint lists, i.e., lists which do not neces-
sarily have the same items. RBO assigns a similarity value to two such lists by
calculating their overlap over various segments of the lists. It is rank-biased in
the sense that overlap at the head of the lists contributes to the similarity value
more than overlap at the tail. RBO itself is not a metric but a similarity mea-
sure. However, we can derive a metric from it by defining RBD = 1− RBO.
To calculate the RBO value of two lists V1, V2, we first consider the size of the
intersection between the lists over the first d terms, i.e., how many elements
appear in the first d terms of both lists. We call this value Xd. We then define
Ad, the agreement between the two lists over the first d terms, as Ad =
Xd
d .
Note that Xd ≤ d and therefore Ad ≤ 1. Then the RBO similarity measure of
the two lists V1, V2 is defined as follows:
RBO(V1, V2, p) = (1− p)
∞∑
d=1
pd−1 ·Ad (1)
Where p is a parameter in the range 0 < p < 1 which determines the weight
given to the head of the lists - the closer p is to zero, the greater the bias
towards the head. The distance between the two lists is then RBD = 1−RBO.
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Similarity Cosine similarity between two vectors V1, V2 is defined as follows:
D(V1, V2) =
V1 · V2
‖V1‖ × ‖V2‖ (2)
Where · is the standard dot product, × is the standard multiplication and
‖v‖ is the standard L2 Euclidean norm. We show in Appendix B that cosine
similarity fulfills three properties: non-negativity, symmetry, and identity of
indiscernibles.
L1−Norm The L1−Norm has been in use since at least 1757 when Roger
Joseph Boscovitch used it for regression analysis. Since then, it has often been
used in assessing the difference between discrete frequency distributions, mak-
ing it a good candidate for our needs. For V1(x), V2(x) frequency vectors, we
used a modified version of L1−Norm distance such that the maximal distance
between the lists is 1. Let V1 and V2 be non-conjoint lists, then
L1(V1, V2) =
1
2
∑
x∈X
|V1(X)− V2(X)| (3)
Kullback-Leibler Divergence (KLD) with a back-off The Kullback-Leibler Di-
vergence (KLD) (Kullback and Leibler, 1951) is a familiar statistical method
for measuring the difference between two distributions V1 and V2. For two
distributions, V1, V 2, of a set of elements X, KLD is calculated by:
D([V1‖V2]) =
∑
x∈X
[[
V1(x)− V2(x)
]
log
[V1(x)
V2(x)
]]
(4)
KLD was designed for two distributions of the same set of elements, as it
assumes that for every X both V1(x), V2(x) are non-zero. In our case, however,
most authors do not use the domain’s entire vocabulary. That is, for some
elements x ∈ X we have V1(x) = 0. In LPA, we consider missing popular
terms and existing rare terms, so we are particularly interested in such cases.
We therefore use a variant, the KLD with a back-off model, defined in (Bigi,
2003). This variant solves the issue of missing terms by assigning missing words
a constant value . This value is chosen to fulfill two requirements: it must be
less than the frequency of a single word in the entire domain (corpus), and it
must be large enough so that KLD still gives results in the range [0, 1]. In effect,
we expand the author’s vector from a sparse vector to one containing a positive
value in every coordinate. This, however, also means that the extended vector,
Ve is no longer a probability vector - the sum of all coordinates is now larger
than 1. We correct this by multiplying all non- frequencies by a normalization
coefficient β. This normalization coefficient is given by the formula β = 1−N,
where N is the number of missing words. Thus, an extended frequency vector
Ve is defined by:
Ve(tk‖dj) =
{
βV1(tk‖dj) tk ∈ dj
ε otherwise
}
(5)
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Where dj is the original vector before the extension, not containing missing
words. We can verify that this is indeed a frequency vector: let X be the set
of all indices in the vector, K ⊂ X the set of all non- indices, i.e. those that
had non-zero value in the original vector and N the number of missing words,
i.e. how many coordinates have an  value. We then have∑
x∈X
Ve(x) =
∑
x∈K
Ve(x) +
∑
x 6∈K
Ve(x) =
∑
x∈K
βV1(tk‖dj) +
∑
x 6∈K

but since V1 is a frequency vector,
∑
x∈K V1(tk‖dj) = 1 and we therefore have∑
x∈X
Ve(x) = β
∑
x∈K
V1(tk‖dj) +N = (1−N)× 1 +N = 1
We refer hence-forth to the (Bigi, 2003) version as KLDε.
4.2.2 Selection criteria
We compare here the performance of the distance metrics according to three
criteria. A distance metric used in our method should:
1. Provide a wide distribution of results when calculating authors’ distance
from the domain, indicating that the metric is sensitive enough to small
differences between authors. We used Kurtosis as an indicator of the distri-
bution’s width. Kurtosis is a statistical measure that defines how the tails
of a given distribution differ from the tails of a normal distribution. A wide
distribution should have relatively small Kurtosis Excess.
2. Missing popular words should contribute to the distance. Borrowing from
Debussy’s ”music is the silence between the notes”, we understand that
popular words an author does not use characterize them as much as those
they do choose to use.
3. The distance function should be more sensitive to differences at the head
of the vector than at its tail. a text’s rank-frequency distribution tends to
be a long tail one, and this criterion ensures that many minor differences
in the tail would not overshadow the few, more significant, differences at
the head.
Criterion 1: small kurtosis excess of distances from the DVR: We calculate
each author’s distance from the DVR in each of the four proposed metrics.
Table 3 depicts the distance distribution statistics for each of the distance
metrics. The distribution is the distribution of authors’ vectors’ distances from
the DVR. Of the four, RBD has the highest kurtosis excess and the narrowest
distance distribution. We therefore reject RBD and continue with the other
three: 1− Cosine similarity, L1−Norm and KLDε.
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Table 3: Criterion 1 results: distance distribution statistics including Kurtosis
for each of the distance metrics used
Metric Min Max Average Std. Median kurtosis Excess
RBD 4.49E-08 02.05E-06 8.481E-08 2.819E-08 7.95E-08 6.51
1− Cosine similarity 0.00034 0.04561 0.003039 0.00246 0.00249 2.8
L1−Norm 0.237383 0.775756 0.435991 0.069562 0.433481 -1.2
KLDε 0.035 0.861 0.223 0.114 0.203 1.48
Criterion 2: contribution of missing popular items to the distance Within
the domain, the popular words are prevalent, readily available for produc-
tion (Kempen and Huijbers, 1983; Hahn et al., 2020) and likely to be used
by the majority of authors (Ferrer-i Cancho and Sole´, 2001), and thus reside
at the head of the DVR. To measure the contribution of missing words at
the head we select the most popular 1,000 words in the domain. We then
calculate each author’s distance from the domain based solely on these 1,000
terms and then only the contribution of each author’s missing words to that
distance. Clearly, 1− Cosine similarity fails to measure this contribution, as
only terms that appear in both vectors with values greater than zero add to
the distance. Hence, we reject here the use of 1 − Cosine similarity, and are
left with L1−Norm and KLDε.
Criterion 3: distance function sensitive to differences in the head and less
sensitive to differences in the tail: To test the compatibility of the remaining
metrics with this criterion, we took the complements of the vectors from the
previous one - here we only considered the terms after the 1, 000 most popular
ones. Figure 3 depicts the distributions for this criterion. The results show that
Fig. 3: Criterion 3: the contribution of missing words in the tail to overall
distance under KLDε and L1−Norm.
L1−Norm is biased to the right (larger distance). This is consistent with the
fact that it is correlated with the author’s vocabulary size - an author with a
large vocabulary will have fewer missing words, and therefore will be closer to
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the DVR. As L1 − Norm assigns a high value to missing words in the tail,
it fails this criterion and therefore KLDε, which provides a wide distribution
and a balanced average, is our chosen metric.
4.2.3 Utilizing KLDε as the distance metric
We then wrap-up the construction of the method by utilizing KLDε as the
chosen metric. We compute for all the authors their KLDε distance from the
DVR. Computing the distance will enable us to create personal signatures for
authors that are comprised by how they differ from the domain, by finding
the terms that contributed most to their KLDε distance.
4.3 LPA as a measure of attribution
The above selection process yielded KLDε as the chosen metric. We would like
to verify that a sample text by an author is significantly closer to other texts
of that author than to texts written by others. We use the Books dataset to
validate our method. This set of labeled data allows us to experiment with our
method and draw conclusions regarding its strengths and weaknesses with la-
beled domain data. Each book is thus a domain, and the chapters are snippets
drawn from the domain. To validate that chapters are closer to the book they
were taken from, we also create virtual books constructed by randomly chosen
chapters from a variety of books written by different authors. We construct
each book as a DVR and its sample chapters as PVR’s. We hypothesize that
the mean distance between the chapters’ PVR and the authentic book DVR is
significantly smaller than that of chapters’ PVR and virtual books’ DVR. This
will indicate that a sample of an author’s writing is significantly closer to a
larger document written by them than to a document written by several peo-
ple, i.e. that their choice of words is consistent. We perform a sequence of three
experiments, controlling first for the book and chapter lengths, and with each
experiment, we relax length restrictions, to see the validity of the method for
texts of different sizes, adding a sensitivity test. Table 4 depicts our results.
The results are averaged over 30 real books and 30 virtual books. Each real
book contains between 7 to 61 chapters. Virtual books were created with a
randomly chosen number of chapters from the pool of real books. Each virtual
book contains 19 to 31 chapters. Our null hypothesis is that there will be no
statistically significant difference between the mean distance of a chapter to a
real book written by the author, and the mean distance of a chapter to a virtual
book. The corresponding values of independent two-sided t-tests are the fol-
lowing: Normalized baseline: T(18)=3.2326, p=0.0046; Normalized chapters:
T(58)=13.004, p=0.0001; No Normalization: T(58)=5.228, p=0.0001. Hence,
we can reject the null hypothesis: the distance of chapters’ PVR from their
authentic books DVR is significantly smaller (p < 0.005) than their distance
to the virtual books. This also holds when text length is not normalized. We
proceed to find personal signatures utilizing the KLDε metric.
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Table 4: Validation and sensitivity: Books dataset
Experiment Description Average Median Std.
Normalized baseline Distance of a 1,000 words chapter from a 10-chapter authentic book 0.306 0.304 0.057
Distance of a 1,000 words chapter from a 10-chapter virtual book 0.717 0.511 0.398
Normalized chapters Distance of a 1,000-words chapter from an authentic book 0.369 0.379 0.061
Distance of a 1,000-words chapter from a virtual book 0.78 0.654 0.162
No normalization Distance of a chapter from an authentic book 0.474 0.453 0.121
Distance of a chapter from a virtual book 0.667 0.654 0.162
5 LPA signatures
LPA calculates a distance between two weighted vectors not just to determine
whether they are close, but also as a means to find the elements where an
author’s vector is significantly different from the collection’s vector, i.e., what
makes authors unique, and sets them apart from others in the domain. Utilizing
the author’s PVR distance from the DVR we continue to form an author’s
signature as the N-words which contribute most to this distance. Two points
should be noted regarding this definition: i) A signature is not a trait of a
particular text, but of a text relative to another text. A signature is constructed
out of the N-words which most differentiate a given text from a given collection.
So while we will use the terms author’s signature and text signature here, they
should always be understood as relative to a specific collection. ii) A signature
might contain words not in the author’s vocabulary. If a certain word is very
popular in the collection but completely absent from the writings of an author,
that tells as much about the author as if a certain word was very infrequent
in the collection but very popular in the author’s writings.
5.1 Working set size
Works using word frequency vectors share a common difficulty in determining
the working set’s size. (Bigi, 2003), in her KLD back-off model work, used a
working set of 500 terms for text categorization. (Baker and McCallum, 1998),
likewise working on text classification, have achieved 66% accuracy with the
top 500 words per text. Researching corpus similarity measures, (Kilgarriff
and Rose, 1998) have achieved the best results when using the 320-640 most
popular terms. (Ntoulas et al., 2006) used the most frequent 500 words to
detect spam webpages. They Found that 500 words were enough to extract 75%
of the relevant information. By the very definition of a signature, the N-words
which contribute most to an author’s distance from the DVR, each additional
word should have diminishing returns on the distance. We, therefore, want to
use as few words as possible, while still retaining the important characteristics
reflected by the distance. We proceed to show that N = 500 indeed justifies
these claims.
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5.2 Signature properties
We analyzed two datasets, the Books and the Social Media dataset. Table 5
details the average calculated contribution of the top 50, 100, 500, and 1,000
words to the distance in two datasets. In both datasets, the top 500 words
contribute around 50% of the distance. A further increase, to the top 1,000
words, yields an increase of only 10% of the total distance. When considering
the diminishing return of additional words, we find that around the 100th word
the diminishing return was less than one percent. The exact length of the
signature is then a trade-off between computing effort and precision. Based
on the above-described findings, we also set the signature size to 500, i.e.,
N = 500. We further see that the first N = 500 terms contribute to the
Table 5: The average contribution of the top 50, 100, 500 and 1,000 words to
an author’s vector distance from the DVR
Dataset 50 100 500 1,000
Social Media 16.32% 22.70% 45.84% 55.11%
Books 19.87% 29.28% 56.80% 66.20%
distance differently for different authors. For some, the top N words contribute
more than 70% of the measured distance. To others, the top N words contribute
less than 50%. Specifically, we find that the top N words contribute less to
the distance of authors closer to the DVR and more to distant authors. In
other words, the more distinct an author’s style is, the more their signature is
representative of that style. This result implies that taking the top N terms
gives a robust result across all authors.
5.3 Evaluating the contribution of latent terms
As mentioned, one of the main differences between our approach and pre-
vious approaches is that we consider not only the words authors choose to
use, but also those they don’t use. We understand that a choice to omit a
domain-popular term is just as characteristic of style as a choice to include
a domain-infrequent term. Using our books dataset, we create signatures for
1,118 chapters, relative to the entire dataset. We measure the distance of these
signatures from the DVR and examine what percentage of each signature’s
distance is contributed by words existing in the author’s vocabulary and what
percentage is contributed by words missing from it. Figure 4 shows the cor-
relation. As expected, the results show a clear downward trend. That is, for
author farther away from the DVR, a larger percentage of the distance was
contributed by missing words.
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Fig. 4: Correlation between author’s distance from the DVR and the contri-
bution of missing words to the distance
5.4 Validation and evaluation
After devising domain-based personal signatures utilizing LPA, we continue to
show its validity. Namely, a signature that encapsulates how an author differ
from a domain indeed encompasses the author’s style. To that end, we show
that the distance of a signature from the domain is the result of a personal
style rather than an artifact of sampling from a distribution. We show that the
distance between an author’s text and the DVR (collection) is significantly
greater than that of a random text of the same length from the DVR. We use
the Social Media dataset. We choose 210 accounts, each contributed 100 to 120
film reviews of different lengths. We term them authentic accounts. We then
create 210 virtual accounts, whose text was chosen randomly from the dataset.
We select randomly for each virtual account between 100 to 120 reviews at
random from the dataset. We then create signatures for both authentic and
virtual accounts and compute the distances. Let fn be the distribution of
distances of authentic accounts from the DVR. Let fv be the distribution of
distances of virtual accounts from the DVR. Our null hypothesis, then, is that
there is no significant difference between fn and fv. We use an independent-
sample t-test to compare the two distributions and find a significant (t(418)=-
59.05, p=0.00) difference between authentic accounts (M=0.459, SD=0.11)
and virtual accounts (M=0.919, SD=0.14). This allows us to reject the null
hypothesis and confirm that authentic accounts’ distance distribution is indeed
significantly different than that of a randomly selected text of similar size.
5.4.1 Evaluation compared to a baseline
We continue to show that (1) signatures of texts authored by the same person
are much closer to each other than to those of texts written by others, and (2)
that our method outperforms the baseline.
Koppel et al. (2013) defined four attribution problems. The fourth, termed
the ”fundamental problem” of authorship attribution, is ”determining the au-
thorship of two (possibly short) documents written by either the same or two
different authors”. The problem is fundamental in the sense that solving it
implies solving many other attribution problems. We follow the methodology
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used in the follow-up work by Koppel and Winter (2014), and compare to a
similarity-based TFIDF baseline1. We randomly choose 1000 accounts, each
having between 4000 to 7300 words in all of their reviews combined from
IMDb. The text of 10 randomly chosen accounts out of the 1000 is halved,
and two accounts are created from it for each of the chosen ten, resulting in
1010 accounts. In the baseline method, we create the TFIDF vectors for all
1010 accounts and compute the cosine similarity between all the vectors.
In our method, we create a DVR from the text of the 1010 accounts and
compute their signatures. We then compare all accounts signatures to each
other (510050 comparisons). Note, that in our method, signatures have both
weights and signs. That is, a term that is missing from the DVR can be highly
important in an account’s signature, resulting in a high absolute weight, but
with a negative sign, indicating that it is missing. When comparing, we would
like to take the sign into account. Consider two accounts who have the same
term in a high place in their signature; One uses it more than the typical
domain usage, and the other never uses it; This difference should contribute
significantly to their distance. Hence, to compare, we add one to all the ab-
solute weights that reference a term with a positive sign in the signature and
subtract one from the absolute weight of terms that have a negative sign in the
signatures, and then compute the distances using the simple L1−Norm met-
ric.
Accounts with relatively close vectors or signatures are then considered to
have the same author. To define what relatively close means, we first compute
for each method the average distance between all the accounts and the stan-
dard deviation. We use these for our threshold calculation. Previous works that
utilized similarity-based methods did not set a strict threshold and reported
results for different thresholds (Abbasi and Chen, 2008; Koppel and Winter,
2014). A lower threshold increases the precision but decreases the recall. Here,
we also give the results for several threshold, although the trade-off is lower in
our case.
Table 6: Authorship Attribution: LPA vs. baseline
Threshold Baseline Our method
Prec. Recall F1 Prec. Recall F1
Avg - 1 std. 0.96 0.5 0.65 0.87 1 0.93
Avg - 2 std. 0.98 0.68 0.8 0.96 1 0.98
Avg - 3 std. 0.98 0.77 0.86 0.99 1 0.99
Avg - 4 std. 0.99 0.83 0.9 0.99 1 0.99
Table 6 details the results of the comparisons for both the baseline method
and our method for four different threshold values. Our method outperforms
the baseline in all cases. It always correctly identifies the accounts whose text
1 The work in (Koppel and Winter, 2014) uses 4-grams of the entire text. We use canonical
nouns in our method, and hence also in the baseline
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was halved as being the same author, with very low false-positive values, i.e.,
it rarely identifies different authors as the same one.
6 Applications: impersonations in social media
We demonstrate the capabilities of LPA by identifying two types of inauthen-
tic users in social media. One is multiple virtual personas (recently referred to
as Sockpuppets Kumar et al. (2017)), which are multiple accounts operated
by the same person; the other is what we termed front-users, a single vir-
tual persona operated by multiple people. Building on LPA’s characteristics
found previously we make the following corollaries: (a) Sockpuppets accounts
belonging to the same author would have relatively close signatures. In other
words, signatures can be used to identify multiple personas. (b) Front-users’
signatures would be close to the DVR.
6.1 Multiple personas (Sockpuppets)
Multiple virtual personas are a number of accounts operated by the same per-
son, also termed Sockpuppets. As such, we expect them to have relatively close
signatures. In Section 5.4.1, we have established that the signatures of texts
written by the same author are significantly closer to each other than to those
of arbitrary texts and described how we compute the distance. We employ
the method described in Section 5.4.1 to find multiple personas that belong
to the same author on the Social Media dataset. Our dataset contains 3969
accounts with more than 30 reviews each, yielding 7, 874, 496 comparisons.
Table 7 details the number and percent of accounts our method identifies as
multiple personas - i.e., whose signatures are close to each other. We use four
different thresholds: one std, two std, and up to four std below the average
distance. In Section 5.4.1 we found that our method is able to identify that
Table 7: Social media dataset Sockpuppets results
Threshold Pairs of accounts suspected as Sockpuppets Percent
Avg - 1 std. 1,180,261 14.988%
Avg - 2 std. 336,173 4.269%
Avg - 3 std. 86,975 1.104%
Avg - 4 std. 21,996 0.279%
two accounts belong to the same author with an F -measure of 0.99 when
the threshold taken is average - 4 Std. We conducted manual verification for
a randomly chosen number of suspected accounts from this group (Avg - 4
std.). We found corroborating evidence from their personal information that
the accounts are operated by the same person.
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6.2 front-users
The second kind of impersonation we are trying to identify is front-users. A
front-user is one virtual persona operated by multiple people. Each of these
people would have a unique writing style and, theoretically, a unique frequency
vector. We have no access to these hypothetical vectors, but we do know that
the front-users actual vector will be a weighted average of these vectors. Such
a weighted average would tend to decrease personal idiosyncrasies of single
writers and increase common habits. In other words, imagine five people are
writing under the same pseudonym, and imagine each contributes roughly
an equal share of the text. While each of them would have a personal style
and would tend to use specific words more frequently, such differences would
average out when considering the entire text as a whole. This is the exact
same process, albeit on a much smaller scale, as when constructing the DVR.
We therefore expect a front-users vector to be relatively close to the DVR.
We first validate our method on a set of labeled data comprised of 30 English
language books. Each book was written by one author and hence simulates
an authentic author. To simulate front-users, we construct virtual books. We
create virtual books by selecting chapters at random from books in our books
dataset. For each such virtual book, we create a signature relative to the entire
books dataset (As the DVR is constructed in a bag-of-words approach and
the virtual books are composed of chapters from the authentic books, both
DVRs, for the virtual books and for the authentic books, are identical). We
then compare the distances of authentic books from the DVR to that of the
virtual books. Figure 5 shows the distribution of distances from the DVR for
both virtual and authentic books. We find that the virtual books are both
Fig. 5: Distances from the DVR for both authentic and virtual authors com-
puted over the Books dataset
much closer to the DVR and present a much narrower distribution. This
indicates that distance alone can be a good indicator of whether an account
is authentic or a front-user.
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6.2.1 Finding front-users in the Social media dataset
We now employ the same process on a real-life dataset, our Social media
dataset. To identify front-users, we compare the signatures of the same sample
of 3970 accounts to the DVR. We expect a front-users signature to be relatively
close to the DVR. To define what we mean by relatively close, we calculate all
authors’ signatures distances from the DVR. We then define a lower threshold,
e.g., 2 standard deviations under the mean. Any author whose signature has a
distance lower than this threshold is considered a possible front-user. Figure 6
shows the distribution of distances
Fig. 6: Distribution of Social media accounts’ distances from the DVR
We find that the average distance is 0.223 (Median: 0.203), with a stan-
dard deviation of 0.114 (the distance distribution is right-skewed). We consider
accounts whose distance is not more than one standard deviation below the
average, that is whose distance from the DVR is below 0.109, as suspected
front-users. In our sample, 532 accounts fit this criterion. To find evidence
supporting our findings, we explore the temporal rate of these accounts utiliz-
ing both visual temporal analysis and temporal measures.
6.2.2 Temporal analysis
We now quantify temporal deviations from normal behavior patterns in order
to validate our findings. In particular, we are interested in two parameters: i)
number of active days, and ii) maximum posts per day. As we are interested
only in active days we disregard periods of inactivity. This allows us to depart
from a timeline view and present a view concentrated on periods of activity.
We can thus easily detect peaks of extreme activity, which indicate inauthentic
usage. Imagine, for a example, that we find on the Social media dataset an
account which hasnt been active for two months, and then posted 60 reviews
in one day. While the average would be one review per day, which is not
suspicious in itself, it is obvious that the user had not watched and reviewed
60 movies in one day. Alternatively, imagine an account who has been active
completely consistently every day, posting exactly one review every day. That,
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too, is inconsistent with normal human behaviour, which is characterized in
bursts of activity (Barabasi, 2005). We are therefore interested in two kinds
of accounts - those who consistently post a large number of reviews, or those
with extreme peak activity.
We start by visualizing the suspected front-users activity utilizing Ac-
tivemap (Ben-Shoshan and Mokryn, 2018), a Treemap visualization designed
to highlight two types of outliers on social media: accounts with extremely
large amount of contributions, or those with extreme activity peaks. In our
dataset this would translate to accounts that are either consistently posting a
large number of reviews, or with an extreme peak of activity. Figure 7 depicts
Fig. 7: ActiveMap of the 532 Social media accountss identified as potential
front-users
the temporal activity of the above found 532 Social media accounts as suspect
front-users, with distance of less than 1.09 from the DVR. The visualization
includes only days in which the accounts were active, and in which they post
at least five different posts. Accounts are separated by thick white lines, and
activity days are separated with internal thin white lines. Each Activemap
branch of the tree denotes an account, and each leaf is a single day. The leaves
show a double mapping of both size and color - days with high activity are
both larger and darker. accounts are arranged in order of number of active
days, with accounts with least active days at the bottom-right corner and ac-
counts with most active days in the upper left. This visualization allows us to
quickly identify that many of these accounts show either a larger than normal
activity volume over the entire period or during specific days. Taking into ac-
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count these are reviews for films, it is highly unlikely, for example, for one user
to write fifty such reviews during a single day, as is the case for some accounts.
Fig. 8: temporal analysis of the daily activity of the Social media site users
We continue to analyze the temporal activity analysis. Figure 8 demon-
strates our findings. We find that on average, every account posts 1.44 posts
per active day (standard deviation: 1.4) and the average maximal posts (burst)
per day is 6.16 (standard deviation: 7.57). Of the 532 accounts we identified,
we flag accounts who are one standard deviation above the average in either
of these criteria.
Fig. 9: Temporal activity of Account X
Let us drill down to the account circled in Figure 8, termed here Account
X. Account X’s signature has a KL distance of 0.058 from the domain, and
thus was flagged for further inspection as a possible front-user. Account X does
not meet the first temporal criterion of posting more than 2.85 posts per active
day (barely below it, with 2.839 posts per active day). However, Account X
far exceeds the second criterion, as there is a single day in which it has posted
114 posts (reviews for films), way above the already high 14 reviews per-day
threshold. Another similar example is an account we term Account Y with
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distance of only 0.03, less the 2 standard deviations below the average, and a
day in which the user posted 31 film reviews.
7 Discussion
In this work we have developed and presented LPA, a method for finding latent
personal signatures of authors in a domain. The method utilizes the least-effort
principle as manifested in the words’ rank-frequency distribution in texts to
characterize the difference between the writings of a specific author and a base-
line domain, composed of the aggregated writings of many authors. LPAuses
an appropriate distance metric (chosen for its sensitivity, its ability to process
sparse vectors and its bias towards the head of the distribution) to calculate
each author’s distance from that of the domain. It then creates a slim and easy
to handle personal signature of that author, composed of the words which sets
the author apart the most. The result is a small set of data which tells us not
only how distinctive an author’s word-selection is, but in what ways. Unlike
traditional authorship analysis methods, LPAis context-sensitive. It does not
consider the characteristics of a text in isolation, but in relation to a domain.
This allows us to extract more case-relevant information. In our IMDb dataset,
for example, we expect the word ’movie’ to be very common, and would there-
fore like to disregard prevalent use of it and highlight rare usage of it. In our
books dataset, the opposite is true. As the method is based on comparison to
a domain, these considerations do not need to be made consciously, but are
a natural result of the domain selection and the comparison process. This al-
lowed us to utilize LPAin finding front-user accounts in social media, by finding
accounts whose word-choice deviated from that of the domain in a suspiciously
similar manner. While the method was devised to produce authors’ signatures,
we found that for some applications, the distance between the user and the
domain is enough. For example, while single authors tend to have distinctive
rank-frequency distributions, the rank-frequency distributions of even small
groups tend to be very similar to that of the entire domain. We utilized this
observation to find front-users by highlighting accounts whose distance from
the domain was suspiciously small. LPA is a relatively low-resource method,
which creates slim author signatures that can be used to compare how and in
what ways one author’s word-selection differs from that of another, in a given
domain. LPAcan be further used merely utilizing its distance measure for a
variety of applications. Within the domain discussed in this work, LPAcan
help in determining authorship disputes. We demonstrate this by exploring
Shakespeare’s authorship utilizing LPA. We have shown that LPAfinds a typi-
cal distance of a writer’s writing from the domain, consisting of all its writing.
Interestingly, we can see from Figure 10 (a) that while the majority of Shake-
speare’s books are indeed close to the domain’s frequency vector, two books
are rather distant. Figure 10 (b) details the calculated distance per each of
Shakespeare’s books, revealing that the books Various and Lover’s complaint
LPA: Latent Personal Analysis 27
are significantly more distant (0.56, 0.71, respectively). Indeed, Shakespeare’s
authorship is debated for both2.
(a) Distribution of books’ distances (b) Distance per book
Fig. 10: Shakespeare’s authorship debate: (a) the distribution of distances of
books from the domain, consisting of all the books. (b) The actual distance of
every book. Shakespeare’s authorship for the two distant books is debated by
the literature community. Our results support the hypothesis that they were
not written by him.
While LPAwas originally devised to detect impersonations through text
analysis, it can be further applied to a variety of problems and domains in
which the constituents have a long-tail distribution of elements. We consider
some of these examples for our future work: different usages of languages across
areas; Music listening habits in different countries; and more.
8 Conclusions
We have developed and demonstrated a method for finding how an author dif-
fers in their usage of the language from the domain. We considered four differ-
ent distance metrics for establishing this difference and chose KLDε. Building
on this finding we devised personal signatures for authors within a domain,
termed LPA. LPA-signatures encompass the difference between the frequency
of terms used by authors and their frequency in a domain, constructing an
authors personal signature from the terms that most contribute to their dif-
ference, as measured by our method. We then show LPA-signatures can be used
to identify multiple accounts operated by the same user (”sockpuppets”), and
that it outperforms a TFIDF baseline. we also show that the PVRof accounts
operated by many users (such as the case of our virtual books) would be very
close to the domain’s vector. We utilized these findings to find users with
multiple personas and front-users in social media. In future works we plan to
apply the method to other domains, and to investigate the possible interplay
2 Details on the debate concerning Shakespeare’s authorship of Lover’s complaint can be
found in Wiki entries corresponding to the book’s name.
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between the distance distribution of the constituents from a domain and how
they contribute to the domain.
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Appendix A - Datasets details
Books dataset:The Books dataset is comprised of 30 English language books, taken from
the Gutenberg projects most popular books list. Each book is divided into chapters, varying
from 7 to 61 chapters per book. We included only chapters that contain more than 150
words in the text and omitted words that appear less than five times in the book to avoid
the extreme consequences of a very long tail. Each text snippet is labeled with an author’s
name, and belongs to a book, and more specifically to a chapter in the book. In the Validation
section, we use this subdivision to validate whether our method is able to distinguish between
two texts written by the same person and two texts written by different people. We also test
its ability to distinguish between a text written by one person and a text written by several,
by collecting a number of chapters from different books to one virtual book. Table 8in
Appendix A lists the book names and relevant statistics.
IMDb reviews dataset:IMDb (Internet Movie Database) is among the world’s most pop-
ular and authoritative sources for movie, TV and celebrity content. It offers a searchable
database of more than 185 million data items, including more than 3.5 million films. This
dataset contains 1,406,000 movie reviews, spanning the period of July 1998 - June 2016.
We use their movie reviews text as our dataset for demonstrating the applications of our
method. We define a user/author (contributor) as a registered person who published a movie
review on IMDb. Each author is identified by a unique user id and alias. Each review con-
tains a text, a timestamp, and an author ID. The original obtained IMDb dataset contained
467, 961 users. To have a large enough sample of text for each user, we extracted only users
who published at least 30 reviews. 3,969 users met this criterion. We defined n = 30 (num-
ber of different reviews per user) as our lower threshold to achieve statistical inference. The
choice of n = 30 for a boundary between small and large samples is already used as a rule
of thumb in many research areas: ”The number 30 seems to have arisen from the under-
standing that with fewer than 30 cases, you were dealing with small samples that required
specialized handling with small-sample statistics instead of the critical-ratio approach we
have been taught” (Cohen, 1990).
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Table 8: Books datasets characteristics
# Book Name Unique Nouns Chapters NNs/Chapter
Terms (Total) (Avergae)
1 A Study in Scarlet , Doyle, Arthur Conan 3314 16,388 14 1,207
2 A Tale of Two Cities , Dickens, Charles 4881 51,519 39 1,578
3 Adventures of Huckleberry Finn ,Twain, Mark 2941 39,066 43 994
4 Alice’s Adventures in Wonderland , Carroll, Lewis 1462 9,066 12 760
5 Anne of Green Gables,Montgomery, L. M. (Lucy Maud) 3925 41,005 38 1,170
6 Emma , Austen, Jane 3537 57,185 55 1,118
7 Great Expectations ,Dickens, Charles 5260 68,069 59 1,276
8 Grey Town ,Baldwin ,Gerald 3294 22,934 24 1,016
9 Gulliver Of Mars ,Arnold ,Edwin 4069 25,898 27 1,294
10 Gulliver’s Travels, Swift, Jonathan 3918 39,117 39 1,071
11 Jane Eyre: An Autobiography ,Bronte¨, Charlotte 5698 76,612 39 2,224
12 Little Women ,Alcott, Louisa May 4943 73,266 47 1,661
13 Notes from the underground, Dostoevsky, Fyodor 2773 13,501 14 643
14 Oliver Twist ,Dickens, Charles 5043 61,895 53 1,250
15 Peter Pan ,Barrie, J. M. (James Matthew) 2724 17,095 17 1,063
16 Poll (The Lively), Ballantyne, R.M. 2455 12,240 13 875
17 Pride and Prejudice, Austen, Jane 3177 43,722 61 802
18 Sense and Sensibility, Austen, Jane 3217 42,478 50 928
19 The Adventures of Sherlock Holmes, Doyle, Arthur Conan 4182 34,559 7 4937
20 The Adventures of Tom Sawyer , Twain, Mark 3826 27,077 35 875
21 The Devil-Tree of El Dorado, Aubrey, Frank 4216 39,409 40 1,094
22 The Following of the Star, Barclay ,Florence 3874 31,335 32 803
23 The King in Yellow, Chambers, Robert W. (Robert William) 4009 30,425 28 1,296
24 The Life and Adventures of Robinson Crusoe, Defoe, Daniel 3600 41,598 20 2,122
25 The Picture of Dorian Gray ,Wilde, Oscar 3497 29,947 20 1,676
26 The Time Machine ,Wells, H. G. (Herbert George) 949 13,068 12 1,275
27 The Souls of Black Folk, DuBois, W.E.Burghardt 4062 27,046 29 1,931
28 Treasure Island ,Stevenson, Robert Louis 3295 25,451 32 836
29 Wuthering Heights ,Bronte¨, Emily 4451 47,183 34 1,587
30 Frey and His Wife, Hewlett, Maurice Henry 1887 9278 10 464
Total 108,479 1,067,432 943 1,328
Table 9: IMDb dataset characteristics
IMDb dataset property Value
Start date July 1998
End date June 2016
Number of unique movies 7,696
Users with more than 30 reviews 3,969
Reviews 474,961
Unique Nouns 273,025
Avg unique nouns per user 2,925
Avg number of reviews per movie 61.7
Stdev number of reviews per movie 71
Avg number of reviews per author 119.6
Stdev number of reviews per author 205
Appendix B - Distance Metrics
A distance metric d on a set X is a function d : X×X → [0,∞). I.e., it receives two elements
in the set and gives the distance between them as a real, non-negative number. To be a true
metric, such a function needs to fulfill the following four criteria:
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Non-negativity: d(x, y) ≥ 0. The distance between any two elements is greater or equal
to zero.
symmetry: d(x, y) = d(y, x). Distance is independent of starting point - for any two
elements x,y in the set, the distance from x to y is the same as the distance from y to x.
Identity of indiscernibles: d(x, y) = 0 ↔ x = y. Two elements have a zero distance
from each other if and only if they are the same element.
Triangle inequality: d(x, z) ≤ d(x, y) + d(y, z). The shortest path is a direct one - given
two elements, x,z in the set, it is never shorter to go through a third one, y.
We show here that each of our selected metrics, as described in Section 4.2.1, is a semi-
metric by the definition given in Section 8. Specifically, we show that the discussed distance
metrics in 4.2.1 all satisfy the following three properties: Non negativity, Symmetry and
Identity of indiscernibles.
RBD distance metric
Non negativity: We first notice that
∑∞
d=1 p
d−1 is the sum of the geometric progression
pd−1 and is therefore equal to 1
1−p . since Ad ≤ 1, we get
∞∑
d=1
pd−1 ·Ad ≤
1
1− p
and therefore
(1− p)
∞∑
d=1
pd−1 ·Ad ≤ (1− p)
1
1− p = 1
As p is in the range [0, 1] and Ad is non-negative we also get
(1− p)
∞∑
d=1
pd−1 ·Ad ≥ 0
Hence RBO is always in the range [0, 1]. As RBD = 1−RBO it is also in that range.
Symmetry: For two lists, V1, V2, Ad is defined by the intersection of the lists over the
first d terms. This is a symmetrical property - the intersection of S with T is the same
as the intersection of T with S. p is an independent parameter, and we therefore have
RBO(V1, V2, p) = RBO(V2, V1, p), and hence this also holds for RBD.
Identity of indiscernibles: Let us consider V1 = V2, that is for every term d, V1(d), V2(d).
Then ∀d,Xd = d and Ad = 1. We then have
∞∑
d=1
pd−1 ·Ad =
∞∑
d=1
pd−1
As before, this is the sum of the geometric progression pd−1 and is equal 1
1−p . Therefore,
for V1 = V2 we get RBO(V1, V2, p) = 1 and RBD(V1, V2, p) = 0.
Now, consider two distinct lists. that is, for some term d, V1(d) 6= V2(d). For that term we
have Xd < d and Ad < 1. We therefore have
∞∑
d=1
pd−1 ·Ad <
1
1− p
and therefore RBO(V1, V2, p) < 1 and RBD(V1, V2, p) > 0.
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Cosine Similarity
Non negativity: First we would like to show that V1·V2‖V1‖×‖V2‖ is in the range [0, 1]. We
remember that the name cosine similarity stems from the fact that if we consider V1, V2
to be vectors in the <n Euclidean space than they have some angle θ between them and
furthermore cosθ = V1·V2‖V1‖×‖V2‖ .
As we are dealing with frequency vectors all coordinates are non negative. All vectors are
therefore in the first orthant and the angles between them are in the range [0, pi/2] radians
and therefore cosθ is in the range [0, 1] and so is 1− cosθ.
Symmetry: Both the dot product and the standard multiplication are commutative oper-
ations and therefore D(V1, V2) =
V1·V2
‖V1‖×‖V2‖ =
V2·V1
‖V2‖×‖V1‖ = D(V2, V1), and therefore also
1−D(V1, V2) = 1−D(V2, V1).
Identity of Indiscernibles: First, we note that for vectors of length n, the standard
dot product V1 · V2 is defined as
∑n
i=1 V1i × V2i and the standard euclidean norm is
defined as
√∑n
i=1(Vi)
2. Assume V1 = V2, i.e. for every i V1(i) = V2(i). We then have
V1 ·V2 =
∑n
i=1 V1(i)×V2(i) =
∑n
i=1 V1(i)×V1(i) =
∑n
i=1 V1(i)
2. We also have ‖V1‖ = ‖V2‖
and therefore ‖V1‖×‖V2‖ = ‖V1‖2 =
√∑n
i=1 V1(i)
22 =
∑n
i=1 V1(i)
2. Therefore for V1 = V2
we have D(V1, V2) =
V1·V2
‖V1‖×‖V2‖ =
∑n
i=1 V1(i)
2∑n
i=1 V1(i)
2 = 1 and 1−D(V1, V2) = 0.
Assume 1 − D(V1, V2) = 0, that is D(V1, V2) = 1. As we’ve seen when proving non-
negativity, this implies that the angle θ between V1 and V2 is zero. Since both vectors are
frequency vectors, i.e. ‖V1‖ = ‖V2‖ = 1 they have the same direction and the same length,
and therefore re the same vector.
L1 Norm
Non negativity: It’s enough to prove non negativity for each element of the sum, but that
is assured by the absolute value.
Symmetry: Again, it’s enough to show symmetry for each element of the sum. We note
that (V1(x)−V2(x)) = −(V2(x)−V1(x)) and therefore |(V1(x)−V2(x))| = |(V2(x)−V1(x))|
Identity of indiscernibles: Assume V1 = V2, i.e for every x ∈ X we have V1(x) = V2(x).
Then V1(x)− V2(x) = 0 and we have L1(V1, V2) = 0.
Assume V1 6= V2 i.e. for some x ∈ X we have V1(x) 6= V2(x). For that x we have
[
V1(x) −
V2(x)
]
> 0 and as all elements in the sum are non negative we have L1(V1, V2) > 0.
KL divergence
Non negativity: It is enough to show that each element in the sum is non negative. For
every x ∈ X either V1(x) < V2(x), V1(x) > V2(x) or V1(x) = V2(x). If V1(x) < V2(x) then
V1(x) − V2(x) < 0 and log V1(x)V2(x) < 0. Therefore
[
V1(x) − V2(x)
]
log
V1(x)
V2(x)
> 0. If V1(x) >
V2(x) then V1(x) − V2(x) > 0 and log V1(x)V2(x) > 0 and again
[
V1(x) − V2(x)
]
log
V1(x)
V2(x)
> 0.
Lastly, if V1(x) = V2(x) then V1(x) − V2(x) = 0 and log V1(x)V2(x) = 0 and we have
[
V1(x) −
V2(x)
]
log
V1(x)
V2(x)
= 0
Symmetry: We note that (V1(x) − V2(x)) = −(V2(x) − V1(x)) and likewise log V1(x)V2(x) =
−log V2(x)
V1(x)
and therefore (V1(x)− V2(x))log V1(x)V2(x) = (V2(x)− V1(x))log
V2(x)
V1(x)
. Again, this is
true for each element in the sum and therefore holds for the entire sum.
Identity of indiscernibles: Assume V1 = V2, i.e for every x ∈ X we have V1(x) = V2(x).
Then V1(x)− V2(x) = 0 and log V1(x)V2(x) = 1 and we have
[
V1(x)− V2(x)
]
log
V1(x)
V2(x)
= 0.
Assume V1 6= V2 i.e. for some x ∈ X we have V1(x) 6= V2(x). For that x we have
[
V1(x) −
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V2(x)
]
log
V1(x)
V2(x)
> 0 and as all elements in the sum are non negative we have D([V1‖V2] =∑
x∈X
[[
V1(x)− V2(x)
]
log
[
V1(x)
V2(x)
]]
> 0
