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Abstract
In this thesis we consider different problems arising in the context of planning the
movement of objects. The common aspect of these problems is the interaction of
spatial and temporal constraints.
The three main problems analyzed are:
∙ The first problem is a pursuit-evasion problem where some lions have the task to
clear a grid graph whose nodes are initially contaminated. The contamination
spreads one step per time unit in each direction not blocked by a lion. A vertex
is cleared from its contamination whenever a lion moves to it. Brass et al. [21]
showed that 푛2 lions are not enough to clear the 푛×푛-grid. We consider the same
problem in dimension 푑 > 2 and prove that Θ(푛푑−1/
√
푑) lions are necessary
and sufficient to clear the 푛푑-grid. Furthermore, we consider a 2-dimensional
problem variant where the movement of the lions is not restricted to the edges
of the grid. Lions are allowed to jump from grid vertices to non-adjacent grid
vertices. For this problem variant we can show that the number of lions needed
to clear the 푛× 푛-grid is at least 푛2 and at most 푛2 +푂(
√
푛).
∙ The second main problem is to determine suitable meeting times and locations
for a group of participants wishing to schedule a new meeting subject to already
scheduled meetings possibly held at a number of different locations. Each par-
ticipant must be able to reach the new meeting location, attend for the entire
duration, and reach the next meeting location on time. We apply the concept
of LP-type problems which leads to a randomized algorithm with expected lin-
ear running time. We also analyze several variants of the original problem and
provide lower bounds for their solutions.
∙ The third main problem is the path planning for a traveller in an environment
which contains moving carriers. While using carrier 퐶, the traveller can walk
on 퐶 at innate speed 푣 ≥ 0 in any direction, like a passenger on board a vessel.
Whenever his current position on 퐶 is simultaneously contained in some other
carrier 퐶 ′, the traveller can change from 퐶 to 퐶 ′, and continue his tour by 퐶 ′.
Given initial positions of the carriers and of a start position 푠 and a goal po-
sition 푔, is the traveller able to reach 푔 starting from 푠? If so, what minimum
travel time can be achieved?
In dimension 8 and higher, the problem is undecidable. An interesting case
is in dimension 2. We prove that the problem is NP-hard, even if all carriers
are vertical line segments. It turns out that an 푠-to-푔 path of finite duration
may require an infinite number of carrier changes. Despite this difficulty, we
can show that the two-dimensional problem is decidable if the carriers are lines
or line segments. In addition, we provide a pseudo-polynomial approximation
algorithm for the case that the carriers are bounded.
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Chapter 1
Introduction
1.1 Problems in path planning
Designing suitable paths for movable objects is a crucial task in many scenarios.
Motion planning involves such diverse aspects as computing collision-free paths among
possibly moving obstacles, coordinating the motions of several robots, and planning
sliding and pushing motions to achieve precise relations among objects. An overview
of motion planning is given in the books by Latombe [46] and LaValle [47].
A simple example for one basic problem in motion planning is to find the shortest
path from a source to a destination in a scene given by a simple polygon [49].
Many different variations of such problems are possible which leads to a rich number
of interesting problems. Let us mention only a few possible variants:
∙ Are all information given in advance or does the robot achieve further informa-
tion while moving? Corresponding problems are called offline in the first case
and online in the second case. In this thesis our focus is on the offline problems.
∙ How is the movement of the robot modeled?
∙ Is the shape of the robot given by a point or by a more complex object?
∙ Are obstacles changing during time?
∙ Are there any devices (such as escalators or ferries) supporting the movement
of the robot?
∙ Does the movement of the robot change the surrounding scene as it is the case
in the well known game “Sokoban” [26]?
∙ Is the number of robots whose paths have to be planned greater than one?
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In case of multiple robots additional arising questions might be:
∙ Is there any influence between the movement of the different robots?
∙ Is it required that the robots keep a certain distance from each other?
∙ Or, in the contrary, do they have to meet at a common point?
Possible objective functions for the motion planning could be:
∙ Minimize the travel time until the (last) robot reaches its goal.
∙ If the robots change the surrounding scene, can they achieve a certain goal
configuration? If yes, what is the minimum time needed to do so?
∙ Maximize the safety distance between the robots and/or the obstacles.
∙ Maximize the number of robots which can be moved simultaneously.
∙ If the task is that all robots meet at a common point, how to choose this point?
The above listing does not at all claim to be complete. However, it allows combina-
tions leading to the three main problems analyzed in this thesis.
1.2 Overview of this thesis
This work considers three main problems. These main problems fit into the context
“Path Planning with spatial and temporal Constraints”. Apart from this, they are
only loosely connected. In particular, it is possible to read the corresponding chapters
in arbitrary order.
In Chapter 2 we consider a pursuit-evasion problem where some lions have the task
to clear a grid graph whose nodes are initially contaminated. The contamination
spreads one step per time unit in each direction not blocked by a lion. A vertex is
cleared from its contamination whenever a lion moves to it. Brass et al. [21] showed
that 푛2 lions are not enough to clear the 푛 × 푛-grid. We consider the same problem
in dimension 푑 > 2 and a modified version in dimension 2.
For dimension 푑 > 2, we present a solution which lets the lions sweep the grid vertices
layer by layer, where the 푟-th layer is defined as the set of vertices having 퐿1-distance 푟
from the origin. The number of lions needed to clear the grid this way can be upper
bounded by two times the size of the middle layer of the grid. On the other hand, we
can also show that any successful clearing strategy requires a number of lions which
is at least 16 times the size of the middle layer.
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Furthermore, we consider a 2-dimensional problem variant where the movement of
the lions is not restricted to the edges of the grid. Lions are allowed to fly from grid
vertices to non-adjacent grid vertices. For this problem variant we can show that the
number of lions needed to clear the 푛× 푛-grid is at least 푛2 and at most 푛2 +푂(
√
푛).
We published these results first in [13, 12].
Chapter 3 deals with a meeting scheduling problem. We consider the problem of
determining suitable meeting times and locations for a group of participants wishing
to schedule a new meeting subject to already scheduled meetings possibly held at
a number of different locations. Each participant must be able to reach the new
meeting location, attend for the entire duration, and reach the next meeting location
on time. In contrast to both other main problems of this thesis, it turns out very
helpful for this problem to think of the time as an additional geometric dimension.
Then the problem can stated as finding a vertical segment of maximum length in the
intersection of certain cones. Our approach to solve it uses the concept of LP-type
problems [73]. We establish that our meeting scheduling problem can be regarded as
an LP-type problem whose combinatorial dimension equals 4. This observation leads
to a randomized algorithm with expected running time 푂(푛) improving the previously
known 푂(푛 log 푛) result by [43]. Our 푂(푛) solution also applies for the case that the
participants are allowed to travel at different speeds. We published these results first
in [16, 17].
Additionally, we investigate some variants of this problem. We show that the prob-
lem to determine a meeting of maximum duration for all except 푘 participants is
3SUM-hard , see [32] for the definition of the class of 3SUM-hard problems, and give
an 푂(푛3 log 푛) algorithm for this problem variant. Furthermore, we prove the prob-
lem to find the optimum meeting for 푛 participants at 푘 different meeting locations
to be NP-hard. On the other hand, if only one meeting location is required, but
every participant has up to at most 푘 meetings already scheduled, then a solution
with running time 푂(푘푛2) is possible.
In Chapter 4 we introduce a Traveller’s Problem. A traveller is planning a tour from
some start position 푠 to a goal position 푔 in 푑-dimensional space. Transportation is
provided by 푛 carriers. Each carrier is a convex object that results from intersecting
finitely many closed half-spaces; it moves at constant speed along a line. Different
carriers may be assigned different velocity vectors. While using carrier 퐶, the traveller
can walk on 퐶 at innate speed 푣 ≥ 0 in any direction, like a passenger on board a
vessel. Whenever his current position on 퐶 is simultaneously contained in some other
carrier 퐶 ′, the traveller can change from 퐶 to 퐶 ′, and continue his tour by 퐶 ′.
Given initial positions of the carriers and of 푠 and 푔, is the traveller able to reach 푔
starting from 푠? If so, what minimum travel time can be achieved?
We will establish that the complexity of Traveller’s Problem arises from two different
points of view. The first one is an analytical complexity, caused by the following
surprising fact. There are very simple scenes in two-dimensional space where the goal
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can be reached in finite time, but only by an infinite number of carrier changes. The
situation is even worse in three-dimensional space where the set of carrier change time
points may require infinitely many accumulation points for the traveller to reach his
goal. The other big challenge besides the analytical complexity is the combinatorial
complexity of the problem. The hardness results mentioned in the following still hold,
even if the number of carrier changes is restricted to be finite.
In dimension 8 and higher, Traveller’s Problem is undecidable. Our undecidability
proof uses a recent result by Bell and Potapov [10] who showed that the problem
whether a given rational point in the plane can be mapped to another one by a finite
product of affine mappings from a given set is undecidable.
An interesting case is in dimension 2. Using a reduction from the Partition problem,
we prove that the two-dimensional Traveller’s Problem is NP-hard, even if all carriers
are vertical line segments. Despite the difficulty of infinitely many carrier changes,
we can show that the two-dimensional problem is decidable if all carriers are lines or
line segments. In addition, we provide a pseudo-polynomial approximation algorithm.
This algorithm works by discretising time and space. It outputs a path in a relaxed
model where the traveller’s innate speed and the extensions of the carriers are slightly
increased.
We presented our discoveries about Traveller’s Problem first in [14, 15].
Each Chapter 2, 3 and 4 starts with an introduction which summarizes its content.
1.3 Related work
Most related work is mentioned in the introductions of the following chapters. The
purpose of this section is to mention some other known results on motion planning
questions resulting from the listing of variants on pages 1 and 2.
Lee and Preparata [49] showed that the shortest path between two points in a simple
polygon with 푛 edges can be computed in time 푂(푛). Guibas and Hershberger [37]
provided an algorithm to preprocess a simple polygon such that afterwards the length
of the shortest path between two arbitrary points of the polygon can be computed
in time 푂(log 푛). Even for polygons with holes, a logarithmic query time can be
achieved if one accepts a high preprocessing time and high space usage, see [24].
Schwartz and Sharir [70] established that general motion planning problems are de-
cidable, if they can be answered by analyzing the connectedness of a semialgebraic
configuration space.
Hopcroft et al. [38] proved that the motion planning problem for a collection of disjoint
two-dimensional rectangular objects constrained to move within a two-dimensional
rectangular box is PSPACE-hard.
Canny and Reif [22] showed that the problem to find a shortest path between two
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points amid polyhedral obstacles in 3-dimensional space is NP-hard. The situation
is different if we are given a polyhedral surface and seek a path which is constrained
to lie on this surface. For this case Mitchell et al. [57] presented an algorithm to
determine the length of a shortest path in logarithmic query time after 푂(푛2 log 푛)
preprocessing. For their algorithm, they developed the continuous Dijkstra paradigm,
which we will also apply to solve a special case of Traveller’s Problem.
Our next example is the well known computer game “Sokoban”. This game is a
transport puzzle, in which the player pushes boxes around a maze, viewed from
above, and tries to put them in designated locations. Despite its simple description,
Culberson proved Sokoban to be PSPACE-complete [26]. It is a common aspect of
many motion planning problems that they have high complexity though they seem
to be very simple and innocent at first glance.
The user playing Sokoban is doing the motion planning, while his computer only
checks whether his moves are allowed by the rules of the game and displays the result.
Nowadays, many computer games themselves perform motion planning tasks. This
brings us to one motivation to consider motion planning problems. In many computer
games, entities need to move around in natural ways and plan their routes amidst
obstacles and other moving entities. Motion-planning techniques that originate from
robotics have been adapted and effectively applied in the development of computer
games, see e.g. [59].
Finally, let us mention an example of an undecidable motion planning problem. Un-
decidability was shown for frictional mechanical systems by Reif and Sun [67]. For
frictional mechanical systems, a set of objects in 3-dimensional space is given. Each
surface patch is either frictional or sliding. The robot can move an object not only
by grasping or pushing it, but also by using the friction between the object and the
surrounding objects. The question is whether an initial configuration can be changed
to a goal configuration.
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Chapter 2
How many Lions are needed to
clear a Grid?
2.1 Introduction
Pursuit-evasion problems have a long history in mathematics and computer science,
and many different models have been studied. At SoCG’07, Dumitrescu et al. [27]
introduced a variant that has, apparently, not received much attention before.
There are two different ways to consider this problem. The first approach, used by
Dumitrescu, is to regard it as a pursuit-evasion problem. Then, the situation is that
we have a pride of lions prowling among the vertices and edges of a 푑-dimensional 푛×
. . .× 푛 grid. If their paths are known in advance, is it possible to design a safe path
for a man that avoids all lions, assuming that man and lion move simultaneously
and at the same speed along the graph edges? To be more precise, let 퐺 denote
the 푑-dimensional 푛 × . . . × 푛 grid with vertex set 푉 . A path 휋 visiting 푝 ∈ 푉 at
time 푡 ∈ {0, . . . , 푇 − 1} may visit a direct neighbor 푞 of 푝 at time 푡 + 1, or remain
at 푝. Two paths 휋1, 휋2 are said to avoid each other if they never occupy the same
vertex at the same time 푡 and, in their transition from 푡 to 푡+ 1, never traverse the
same grid edge from opposite sides. Now the problem is the following. What is the
maximum number 푘 = 푘푑(푛) such that for all possible sets of 푘 “lion” paths with
arbitrary length 푇 in 퐺 one can construct a “man” path that avoids them all?
For such games there are many different denotations for the pursuer and the haunted
in the literature. Besides lion and man, also cop and robber or offline searcher and
target are common terms. However, we prefer to take the lion and man notation used
by Dumitrescu.
The second approach to the problem above even makes the man unnecessary. Instead
of the path of one man, let us consider the set푊 (푡) of all vertices where this man could
be at time 푡. That is, 푊 (0) equals 푉 minus the lions’ start positions, and 푊 (푡+ 1)
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consists of all vertices 푝 of 푉 that
∙ belong to 푊 (푡) and are not visited by a lion at time 푡+ 1, or
∙ are not occupied by a lion at time 푡+ 1, and have a direct neighbor 푞 in 푊 (푡)
that is not visited at time 푡+ 1 by a lion coming directly from 푝.
Now, let us side with the lions! We may consider푊 (푡) as the set of locations that are,
at time 푡, contaminated by some evil force that spreads one step per time unit in each
direction not blocked by a lion. In this model the lions’ task is to fight contamination.
A lion clears a contaminated vertex by visiting it. Once the lion is gone, the vertex
may become recontaminated, according to the rules stated above.
These definitions give rise to the following observation. A group of 푘 lions is able to
catch a man independently of how he moves if and only if they can shrink the set of
contaminated vertices 푊 (푡) until it becomes the empty set. With this interpretation,
our problem can be stated as follows:
How many lions are needed to clear an initially contaminated 푛× . . .× 푛 grid?
This problem differs from the classical man-and-lion problem introduced by Rado, see
Littlewood [51, pp. 114–117] or Alonso et al. [2], where one lion knows the position of
the man and moves in continuous time and space to catch him. A recently analyzed
problem variant where unmanned air vehicles are used for searching one or more
evading targets moving in a predefined area is described in [3]. Our problem also
differs from the classical graph search problem introduced by Parson [61], where the
contamination is allowed infinite speed. The literature of graph searching is much
too broad to be summarized here, see Bienstock [18] for a survey.
It it is not clear how to adapt to our problem the proof of LaPaugh’s [45] result that
a searchable graph can be searched optimally without recontamination. Considering
our problem on arbitrary graphs instead of grid graphs, Penninger [62] found a planar
graph where indeed allowing recontamination reduces the number of necessary lions
in our setting.
Our problem at hand also differs from the cop-and-robber games investigated by
Nowakowski and Winkler [60], in that they consider the online situation where the
lions can adapt their paths to the escape maneuvers of their prey.
Clearly, 푛 lions are able to clear the 2-dimensional grid, by performing a left-to-right
sweep in column formation. More generally, 푂(푛) lions are sufficient to clear any
planar graph over 푛2 vertices. Namely, due to Lipton and Tarjan [50] there exists
a 푐⋅푛 vertex separator where one group of lions can be positioned, while the remaining
subgraphs are recursively cleared one by one.
One could think it obvious that 푛 lions are necessary to clear a two-dimensional 푛×푛
grid, on the belief that a line sweep is the best way to do so. By the same reasoning,
one could conjecture that it takes 푛푑−1 lions to decontaminate a 푑-dimensional grid
of size 푛, because a hyperplane sweep seems the best possible way to do so. While the
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two-dimensional situation is still open, the above conjecture for 푑-dimensional grids
is wrong, as we shall show.
We introduce necessary formal definitions in Section 2.2, and prove in Section 2.3
that 푛2 lions are unable to clear the two-dimensional 푛 × 푛 grid. This result [13]
was obtained independently and simultaneously with the Brass et al. [21] group of
researchers. It improves on a previous 푂(
√
푛) lower bound by Dumitrescu et al. [27].
In Section 2.4, we first demonstrate how 8 lions, rather than 푛푑−1 = 32 = 9, can
clear the 3×3×3 grid. This is a simple counterexample to the above conjecture that
it takes 푛푑−1 lions to decontaminate a 푑-dimensional grid of size 푛. More generally,
we prove that the minimum number of lions needed to clear a 푑-dimensional grid of
size 푛 equals the number of grid vertices of 퐿1-distance ⌊푑(푛−1)2 ⌋ to the origin, up
to a constant factor. Since no closed formula for this number seems to be known,
we employ a folk-theorem that establishes an asymptotic estimate by means of the
central limit theorem. As a consequence, we obtain that the 푑-dimensional grid of
size 푛 can be cleared by Θ(푛
푑−1√
푑
) many lions.
In Section 2.5, we consider a two-dimensional problem variant where the movement
of the lions is not restricted to the grid. Lions are allowed to fly from grid vertices to
non-adjacent grid vertices. For this problem variant, we can show that the number
of lions needed to clear the 푛× 푛-grid is at least 푛2 and at most 푛2 +푂(
√
푛).
We published our results first in [13, 12].
2.2 Definitions
We define [푛] := {0, . . . , 푛 − 1}. Let 퐺푑푛 = (푉 푑푛 , 퐸푑푛), or 퐺 = (푉,퐸), denote the
integer grid of size 푛 in dimension 푑. The vertex set 푉 푑푛 equals [푛]
푑 and the edge
set 퐸푑푛 is given by the pairs of vertices having 퐿1-distance 1 from each other. For
any vertex 푣 ∈ 푉 we denote the 퐿1-distance from 푣 to the origin 0 as ∣푣∣. The closed
neighborhood of 푣 is defined as 풩 (푣) := {푤 ∈ 푉 ∣ ∣푣 − 푤∣ ≤ 1}. Accordingly, for
every 퐴 ⊆ 푉 we define the closed neighborhood of 퐴 as
풩 (퐴) := {푣 ∈ 푉 ∣ ∃푤 ∈ 퐴 : ∣푣 − 푤∣ ≤ 1}.
Paths 휋 in 퐺 are parameterized by time. Vertex 휋(푡+ 1) may be equal to 휋(푡), or to
one of its direct neighbors in 퐺. For a given set of 푘 lion paths 휋푗, let 푊 (푡) denote
the set of vertices contaminated at time 푡.
That is,푊 (0) contains all vertices of 퐺 except the lions’ start positions, and푊 (푡+1)
consists of all vertices 푝 ∕∈ {휋1(푡+ 1), . . . , 휋푘(푡+ 1)} that
∙ belong to 푊 (푡), or
∙ have a direct neighbor 푞 in 푊 (푡) that is not visited at time 푡 + 1 by a lion
coming directly from 푝.
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Clearing question in 퐺푑푛. Given 푘 lion paths over {0, . . . , 푇} in 퐺푑푛, does there exist
a time 푡 ∈ {0, . . . , 푇} such that푊 (푡) = ∅? We say that 퐺푑푛 has clearing number 푘푑(푛),
if
∙ for arbitrary large 푇 and arbitrary 푘푑(푛)− 1 lion paths, we have 푊 (푡) ∕= ∅ for
all 푡 ∈ {0, . . . , 푇}, and
∙ there exist 푘푑(푛) lion paths and a time 푡 such that 푊 (푡) = ∅.
Let us now consider 푘 arbitrary paths 휋1, . . . , 휋푘 : {0, . . . , 푇} → 푉 . If, for some
time 푡 ∈ {0, . . . , 푇}, we have 푣 ∕∈ 푊 (푡), then we call the vertex 푣 cleared at time 푡.
Figure 2.1 shows an example. Let 풞(푡) denote the set of cleared vertices at time 푡.
As Dumitrescu et al. [27] observed for 푑 = 2, it is easy to verify that
푘푑(푛) ≤ 푛푑−1
holds, by sweeping the grid with a hyperplane manned with 푛푑−1 lions.
There are different types of cleared vertices depending on their neighborhood. A
cleared vertex 푣 ∈ 풞(푡) is a cleared interior vertex if all of its neighbors are also
cleared, i.e., 풩 (푣) ⊆ 풞(푡). Otherwise it is a cleared boundary vertex. More generally,
for any vertex set 퐶 ⊂ [푛]푑 we define the set of boundary vertices as
∂퐶 := {푣 ∈ 퐶 ∣ 풩 (푣) ∩퐶 ∕= ∅}
where 퐶 := [푛]푑 ∖ 퐶 denotes the complement of 퐶.
1
t = 0
2 3
3
2
1
t = 1 t = 2 t = 3
lion non-cleared cleared boundary vertex (cleared)
0
0
1 2 3
2
1
0
0
3
1 2 3
2
1
0
0
3
1 2 3
2
1
0
0
3
Figure 2.1: 푘 = 3 lions try to decontaminate a 2-dimensional 푛×푛-grid, where 푛 = 4.
(In this illustration the vertices are cells, and edges exist between neighbor cells.)
2.3 Results in dimension 2
In this section, we consider the two-dimensional case and prove the following result
which was first shown in [21, 13].
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Theorem 2.1. 푛2 lions are not capable of clearing a 2-dimensional grid of size 푛. In
other words, 푘2(푛) >
푛
2 .
In the following the variable 푘 always denotes the number of lions. As a first step we
mention the following simple Lemma which holds because each lion can only clear one
vertex within each step. The proof of Lemma 2.3 is slightly more involved. Observe
that both, Lemma 2.2 and Lemma 2.3, hold for arbitrary graphs.
Lemma 2.2. The number of cleared vertices cannot increase by more than 푘 within
one time step.
Lemma 2.3. If there are at least 2푘 boundary vertices in 풞(푡), then the amount of
cleared vertices cannot increase in the following step.
∣∂풞(푡)∣ ≥ 2푘 ⇒ ∣풞(푡+ 1)∣ ≤ ∣풞(푡)∣.
Proof. We assume ∣∂풞(푡)∣ ≥ 2푘 for arbitrary, but fixed 푡. We define the set
퐶1 := 풞(푡) ∖ ∂풞(푡)
as the set of cleared interior vertices at time 푡. Notice that ∣퐶1∣ = ∣풞(푡)∣ − ∣∂풞(푡)∣.
Let 푣 ∈ ∂풞(푡) be a boundary vertex with 푖 non-cleared neighbors. If there are at
least 푖 lions located on 푣 at time 푡 and these lions move in such a way that they use
every edge leading to a non-cleared neighbor, then 푣 remains cleared. In this case,
we say that 푣 is protected from recontamination by leaving lions. For example the
vertex (0, 0) is protected by a leaving lion in the first step (푡 = 0) of Figure 2.1.
We define the set 퐶2 as the set of grid vertices which:
∙ are occupied by a lion at time 푡+ 1, or
∙ are belonging to ∂풞(푡) and are protected from recontamination in the following
step by leaving lions.
Both numbers, the number of vertices occupied by a lion at time 푡+ 1 as well as the
number of vertices protected from recontamination by leaving lions, are at most 푘.
We conclude that ∣퐶2∣ ≤ 2푘. Using 퐶(푡 + 1) = 퐶1 ∪ 퐶2, we obtain ∣퐶(푡 + 1)∣ =
∣퐶1 ∪ 퐶2∣ ≤ ∣퐶1∣+ ∣퐶2∣ = ∣풞(푡)∣ − ∣∂풞(푡)∣ + ∣퐶2∣ ≤ ∣풞(푡)∣.
Next, we will establish that every set 퐶 ⊂ 푉 2푛 of approximately 푛
2
2 cleared vertices
has at least 푛 boundary vertices. This isoperimetric inequality is by Bolloba´s and
Leader [20]. For convenience, we include a direct proof in dimension 2. Its Lemma 2.4
and an analogue to Lemma 2.5 were also used by Galtier [33].
We introduce the fall-down transformation (Bolloba´s and Leader [20] call those trans-
formations compressions and Galtier [33] calls it pushing process.) which enables us
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Figure 2.2: The fall-down transformation does not increase the number of boundary
cells (=vertices).
to concentrate on situations where the cleared vertices are spread in a monotone way,
cf. Figure 2.2. The idea is to turn on a kind of gravity which tows all cleared ver-
tices downward towards the 0-level of a particular coordinate 푖, and to execute this
transformation for every coordinate 푖 ∈ {1, . . . , 푑}.
More formally, let 퐶 ⊆ [푛]푑 be an arbitrary subset of the grid-vertices. Let 푖 ∈
{1, . . . , 푑} be arbitrary, and let
푛푖,퐶(푣1, . . . , 푣푖−1, 푣푖+1, . . . , 푣푑) := ∣{(푣1, . . . , 푣푖−1, 푎, 푣푖+1, . . . , 푣푑) ∈ 퐶 ∣ 푎 ∈ [푛]}∣
denote the number of vertices of 퐶 in the column over the vertex (푣1, . . . , 푣푖−1,
0, 푣푖+1, . . . , 푣푑). For simplicity, we will often omit the 퐶 in 푛푖,퐶(푉 ). The fall-down
transformation with respect to coordinate 푖 is defined by
푇푖(퐶) := {(푣1, . . . , 푣푑) ∣ 푣푖 < 푛푖(푣1, . . . , 푣푖−1, 푣푖+1, . . . , 푣푑)} .
The general fall-down transformation is a concatenation of all such transformations,
푇 : 풫([푛]푑)→ 풫([푛]푑), 푇 (퐶) := 푇1 ∘ 푇2 ∘ . . . ∘ 푇푑(퐶).
Note that changing the order in this concatenation can alter the result but not the
monotonicity of the result. A set 퐶 ⊆ [푛]푑 is said to be 푖-monotone, 푖 ∈ {1, . . . , 푑}, if
∀(푣1, . . . , 푣푖−1, 푣푖, 푣푖+1, . . . , 푣푑) ∈ 퐶 : 푣푖 > 1
⇒ (푣1, . . . , 푣푖−1, 푣푖 − 1, 푣푖+1, . . . , 푣푑) ∈ 퐶.
The set 퐶 is monotone if it is 푖-monotone for every 푖 ∈ {1, . . . , 푑}.
Lemma 2.4. The result of the fall-down transformation is monotone.
Proof. By definition it is clear that the result of each 푇푖 is 푖-monotone.
It remains to show that for every 푖, 푗 ∈ {1, . . . , 푑}, 푖 ∕= 푗, and for every 퐶 ⊆ [푛]푑
which is 푗-monotone the transformed set 푇푖(퐶) is still 푗-monotone. To this end, let
us assume that 퐶 ⊆ [푛]푑 is 푗-monotone, 푖 ∕= 푗.
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Let 푣 = (푣1, . . . , 푣푑) ∈ [푛]푑 be an arbitrary vertex satisfying 푣푗 > 0. Then, we have
푛푖(푣1, . . . , 푣푖−1, 푣푖+1, . . . , 푣푑) (2.1)
= ∣{(푣1, . . . , 푣푖−1, 푎, 푣푖+1, . . . , 푣푗−1, 푣푗 , 푣푗+1, . . . , 푣푑) ∈ 퐶 ∣ 푎 ∈ {1, . . . , 푑}}∣
≤ ∣{(푣1, . . . , 푣푖−1, 푎, 푣푖+1, . . . , 푣푗−1, 푣푗 − 1, 푣푗+1, . . . , 푣푑) ∈ 퐶 ∣ 푎 ∈ {1, . . . , 푑}}∣
= 푛푖(푣1, . . . , 푣푖−1, 푣푖+1, . . . , 푣푗−1, 푣푗 − 1, 푣푗+1, . . . , 푣푑)
because the 푗-monotonicity of 퐶 implies that for every (푣1, . . . , 푣푖−1, 푎, 푣푖+1, . . . , 푣푑)
∈ 퐶 also the vertex (푣1, . . . , 푣푖−1, 푎, 푣푖+1, . . . , 푣푗−1, 푣푗 − 1, 푣푗+1, . . . , 푣푑) belongs to 퐶.
We want to prove
∀(푣1, . . . , 푣푑) ∈ 푇푖(퐶) : 푣푗 > 0 ⇒ (푣1, . . . , 푣푗−1, 푣푗 − 1, 푣푗+1, . . . , 푣푑) ∈ 푇푖(퐶).
We assume that the preconditions are fulfilled. By (2.1) we can conclude
푣푖
푣∈푇푖(퐶)≤ 푛푖(푣1, . . . , 푣푖−1, 푣푖+1, . . . , 푣푗−1, 푣푗 , 푣푗+1, . . . , 푣푑)
(2.1)
≤ 푛푖(푣1, . . . , 푣푖−1, 푣푖+1, . . . , 푣푗−1, 푣푗 − 1, 푣푗+1, . . . , 푣푑).
By definition of 푇푖(퐶) this proves (푣1, . . . , 푣푗−1, 푣푗 − 1, 푣푗+1, . . . , 푣푑) ∈ 푇푖(퐶).
Lemma 2.5. The number of boundary vertices does not increase by the fall-down
transformation.
Proof. Obviously it suffices to prove the statement for each 푇푖. First, we figure out
how many boundary vertices exist in each column of 푇푖(퐶) where 푖 ∈ {1, . . . , 푑}
and 퐶 ⊆ [푛]푑 are arbitrary. Let 푣 ∈ [푛− 1]푑 be an arbitrary vertex. We consider the
column on top of (푣1, . . . , 푣푖−1, 0, 푣푖, . . . , 푣푑−1), i.e. the set
{(푣1, . . . , 푣푖−1, 푎, 푣푖, . . . , 푣푑−1) ∣ 푎 ∈ [푛]} .
It contains 푛푖(푣) = 푛푖,푇푖(퐶)(푣) = 푛푖,퐶(푣) many vertices of 푇푖(퐶) and the same number
of vertices of 퐶.
It is not difficult to see that the number of boundary-vertices of 푇푖(퐶) in this column
equals
max
(
max
푤∈풩 (푣)
푛푖(푣)− 푛푖(푤), 휒1≤푛푖(푣)≤푛−1
)
(2.2)
where
휒1≤푛푖(푣)≤푛−1 :=
{
1 if 1 ≤ 푛푖(푣) ≤ 푛− 1
0 otherwise
First, let us consider the case where Expression (2.2) equals zero. Then, either we
have 푛푖(푣) = 0 or we have 푛푖(푣) = 푛 and also 푛푖(푤) = 푛 for every 푤 ∈ 풩 (푣). In both
cases the column of 푣 does not contain any boundary vertices of 퐶 either.
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Now suppose that Expression (2.2) does not equal zero, but still the maximum is
attained by 휒1≤푛푖(푣)≤푛−1. In this case the column of 푣 is neither full nor empty,
neither with respect to 푇푖(퐶) nor with respect to 퐶. Hence, there must also exist at
least one boundary vertex of 퐶 in this column.
Finally, suppose the maximum is attained by max푤∈풩 (푣) 푛푖(푣)−푛푖(푤). And let 푤 be a
neighbor vertex which maximizes 푛푖(푣)−푛푖(푤). In this case we must have 푛푖(푣) > 푛푖(푤).
The column of 푤 contains exactly 푛푖(푤) vertices of 퐶 and the column of 푣 contains
exactly 푛푖(푣) vertices of 퐶. Thus, at least for 푛푖(푣) − 푛푖(푤) vertices of 퐶 in the 푣-
column the corresponding neighbor in the 푤-column does not belong to 퐶. They are
boundary vertices of 퐶.
We have shown that for each column the number of boundary vertices of 퐶 cannot
be less than the number of boundary vertices of 푇푖(퐶). This proves the claim.
Now, we are ready to prove the following Lemma.
Lemma 2.6. Any vertex set 퐶 ⊂ 푉 2푛 satisfying 푛
2
2 − 푛2 < ∣퐶∣ < 푛
2
2 +
푛
2 has at least 푛
boundary vertices.
Proof. Due to Lemma 2.5 it suffices to prove the claim for monotone sets 퐶 ⊂ 푉 2푛 .
Note that in the two-dimensional setting, 푛1(푗) denotes the number of vertices of 퐶
in the 푗-th row and 푛2(푖) denotes the number of vertices of 퐶 in the 푖-th column.
Because of the monotonicity we have
푛1(0) ≥ 푛1(1) ≥ . . . ≥ 푛1(푛− 1) and 푛2(0) ≥ 푛2(1) ≥ . . . ≥ 푛2(푛− 1).
And clearly
∑푛−1
푗=0 푛1(푗) =
∑푛−1
푖=0 푛2(푖) = ∣퐶∣ holds.
6 =
n2(0)
< n
2 =
n2(n− 1)
> 0
(a)
n2(0)
= n
n2(n− 1)
= 0
(b)
Figure 2.3: Two simple cases with at least 푛 boundary vertices.
Consider Figure 2.3(a). If all the columns are neither completely full nor totally
empty, i.e., 푛2(0) < 푛 and 푛2(푛 − 1) > 0, then every column contains at least
one boundary vertex, and the proof is complete. Otherwise, we have 푛2(0) = 푛
or 푛2(푛− 1) = 0.
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We consider the first case, 푛2(0) = 푛. Note that in this case 푛2(푛 − 1) = 0 would
imply that all the rows are neither completely empty nor completely full and the
proof would be complete, cf. Figure 2.3(b). Hence, it suffices to consider 푛2(0) = 푛
and 푛2(푛− 1) > 0.
(a)
n2(0)
= n
(b)
n2(i) =
n− i
i
′ = 3
3 = n2(i
′) < n− i′ = 5
i
i + 1
n2(i)−
n2(i + 1)
Figure 2.4: (a) There exists a column satisfying 푛2(푖
′) < 푛−푖′. (b) Column 푖 contains
at least 푛2(푖)− 푛2(푖+ 1) boundary vertices.
Consider Figure 2.4(a). There must be a column 푖′ satisfying 푛2(푖′) < 푛−푖′. Otherwise
we had
∣퐶∣ ≥
푛−1∑
푖=0
(푛− 푖) = 푛2 −
푛−1∑
푖=0
푖 = 푛2 − 푛(푛− 1)
2
= 푛2 − 푛
2
2
+
푛
2
=
푛2
2
+
푛
2
.
For such a column 푖′ we have
푖′−1∑
푖=0
푛2(푖) − 푛2(푖+ 1) = 푛2(0)− 푛2(푖′) ≥ 푛− (푛− 푖′) + 1 = 푖′ + 1.
However, each column 푖 ∈ {0, . . . , 푖′ − 1} contains at least 푛2(푖)−푛2(푖+1) boundary
vertices, see Figure 2.4(b). Hence all these columns contain at least 푖′ + 1 boundary
vertices. And the remaining columns 푖′+1, . . . , 푛−1 contain at least 푛−푖′−1 boundary
vertices. This completes the proof for the case 푛2(푛) > 0. The case 푛2(푛 − 1) = 0
can be treated analogously.
Now we are able to prove Theorem 2.1.
Proof. If 푘 = ⌊푛2 ⌋ lions were able to clear 퐺2푛, they would have to extend the set of
cleared vertices until ∣풞(푇 )∣ = 푛2. By Lemma 2.2 we know that ∣풞(푡 + 1)∣ − ∣풞(푡)∣ ≤
푘 ≤ 푛2 for every 푡. Hence, there had to be a time 푡 such that 푛
2
2 − 푛4 ≤ ∣풞(푡)∣ ≤ 푛
2
2 +
푛
4
and ∣풞(푡+1)∣ > ∣풞(푡)∣. But, by Lemma 2.6, there would be at least 푛 boundary vertices
of 풞(푡) at time 푡, and Lemma 2.3 shows that ∣풞(푡+ 1)∣ ≤ ∣풞(푡)∣, a contradiction.
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2.4 Results on 푑-dimensional grids
2.4.1 Upper bound
As mentioned in the introduction, one could conjecture 푘푑(푛) = 푛
푑−1. However, this
does not even hold for 푑 = 3, see Figure 2.5. The movement can be done such that
only one lion changes its location within each time step. All remaining lions can stay
at their current positions and protect the cleared vertices. Even if the moving lion
needs several steps to reach its destination, no problem arises.
· · ·
x3
x1
x2
lions contaminated cleared
· · ·
Figure 2.5: Eight lions (rather than 푛푑−1 = 9) suffice to clear the 3 × 3 × 3-grid. If
two lions occupy the same vertex at the same time, this is indicated by two crosses
of different orientation.
The idea is to sweep the vertices layer by layer, where the 푟-th layer is the set of
vertices of 퐿1-distance 푟 to the origin. It is denoted by
퐿(푟, 푛, 푑) := {푣 ∈ [푛]푑 ∣ ∣푣∣ = 푟}.
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For 푟 ≤ 푑(푛− 1) the value of ∣퐿(푟, 푛, 푑)∣ can be computed recursively by:
∣퐿(푟, 푛, 푑)∣ =
min(푟,(푑−1)(푛−1))∑
푖=max(푟−푛+1,0)
∣퐿(푖, 푛, 푑 − 1)∣ (2.3)
As start of the recursion, we can use ∣퐿(푟, 푛, 1)∣ = 1 for 0 ≤ 푟 ≤ 푛 − 1. To the best
of our knowledge, no closed formula for ∣퐿(푟, 푛, 푑)∣ is known.
Lemma 2.7. ∣퐿(푟, 푛, 푑)∣ is increasing in 푟 for 0 ≤ 푟 ≤ 푑(푛−1)2 .
Proof. We use induction on 푑. For 푑 = 1, we have ∣퐿(푟, 푛, 1)∣ = 1 for 0 ≤ 푟 ≤ 푛−12 ,
which is monotonously increasing.
Now, let us assume, we already showed for dimension 푑 that ∣퐿(푟, 푛, 푑)∣ is increasing
in 푟 in the range of 0 ≤ 푟 ≤ 푑(푛−1)2 . Our task is to prove the monotonicity for
dimension 푑+ 1.
Due to the symmetry ∣퐿(푟, 푛, 푑)∣ = ∣퐿(푑(푛 − 1) − 푟, 푛, 푑)∣, the induction hypothesis
implies that ∣퐿(푟, 푛, 푑)∣ decreases monotonously in 푟 in the range of 푑(푛−1)2 ≤ 푟 ≤
푑(푛 − 1). This symmetry ∣퐿(푟, 푛, 푑)∣ = ∣퐿(푑(푛 − 1) − 푟, 푛, 푑)∣ holds, because all
grid points with distance 푟 to the origin have distance 푑(푛 − 1) − 푟 to the grid
point (푛− 1, . . . , 푛 − 1) and vice versa.
Clearly, ∣퐿(푟, 푛, 푑+1) is monotonously increasing for 0 ≤ 푟 ≤ 푛−1. For the remaining
range 푛− 1 ≤ 푟 ≤ (푑+1)(푛−1)2 − 1, we have 푟−푛+1 ≥ 0 and 푟+1 ≤ 푑(푛− 1). Hence,
Formula 2.3 leads to
∣퐿(푟 + 1, 푛, 푑+ 1)∣ − ∣퐿(푟, 푛, 푑 + 1)∣ =
min(푟+1,푑(푛−1))∑
푖=max(푟−푛+2,0)
∣퐿(푖, 푛, 푑)∣
−
min(푟,푑(푛−1))∑
푖=max(푟−푛+1,0)
∣퐿(푖, 푛, 푑)∣
= ∣퐿(푟 + 1, 푛, 푑)∣ − ∣퐿(푟 − 푛+ 1, 푛, 푑)∣
=: 푥(푟, 푛, 푑)
We will prove the monotonicity of ∣퐿(., 푛, 푑 + 1)∣ by showing 푥(푟, 푛, 푑) ≥ 0.
If 푟 + 1 ≤ 푑(푛−1)2 , then 푟 − 푛 + 1 as well as 푟 + 1 are in the increasing part of 푠 7→
∣퐿(푠, 푛, 푑)∣, hence 푥(푟, 푛, 푑) ≥ 0 and the monotonicity holds. For 푑(푛−1)2 < 푟 + 1 ≤
(푑+1)(푛−1)
2 , the term 푥(푟, 푛, 푑) is monotonously decreasing in 푟, since 푟 + 1 is in the
decreasing part of 푠 7→ ∣퐿(푠, 푛, 푑)∣, while 푟 − 푛 + 1 ≤ 푑(푛−1)2 − 푛+12 is still in the
increasing part. But even if we choose 푟 = ⌊ (푑+1)(푛−1)2 ⌋ − 1, which is the maximum
value for 푟 we have to consider, we can still show 푥(푟, 푛, 푑) ≥ 0:
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If 푑 is odd or 푛 is odd, we obtain 푥(푟, 푛, 푑) = ∣퐿(푑(푛−1)2 + 푛2 − 12 , 푛, 푑)∣−∣퐿(푑(푛−1)2 − 푛2 −
1
2 , 푛, 푑)∣, which equals ∣퐿(푑(푛−1)2 − 푛2 + 12 , 푛, 푑)∣−∣퐿(푑(푛−1)2 − 푛2 − 12 , 푛, 푑)∣ ≥ 0 due to the
symmetry. This shows that the monotonicity of ∣퐿(., 푛, 푑)∣ implies the monotonicity
of ∣퐿(., 푛, 푑+1)∣ within the range needed for Lemma 2.7. Accordingly, if 푑 is even and 푛
is even, we obtain 푥(푟, 푛, 푑) = ∣퐿(푑(푛−1)2 + 푛2−1, 푛, 푑)∣−∣퐿(푑(푛−1)2 − 푛2−1, 푛, 푑)∣ ≥ 0.
Lemma 2.7 and the symmetry ∣퐿(푟, 푛, 푑)∣ = ∣퐿(푑(푛−1)−푟, 푛, 푑)∣ imply that themiddle
layer , 퐿(⌊푑(푛−1)2 ⌋, 푛, 푑), is the biggest, which will be important for our estimates.
The strategy from Figure 2.5 can be generalized to grid graphs of arbitrary size and
dimension. We sweep the grid 퐺푑푛 layer after layer. No vertex of 퐿(푟 + 1, 푛, 푑) is
cleared before the last vertex of 퐿(푟, 푛, 푑) has been.
Let us consider two consecutive layers 퐿(푟, 푛, 푑) and 퐿(푟+1, 푛, 푑), and let us assume
that the former has been completely cleared, while the latter is still completely con-
taminated. Together they form a bipartite graph where every vertex has degree at
most 푑. How many lions are needed to clear 퐿(푟 + 1, 푛, 푑) without recontamination?
Lemma 2.8. Assume that the set {푣 ∈ [푛]푑 ∣ ∣푣∣ ≤ 푟} is already cleared. At
most ∣퐿(푟, 푛, 푑)∣ + ∣퐿(푟 + 1, 푛, 푑 − 1)∣ lions are needed to clear 퐿(푟 + 1, 푛, 푑) without
recontamination, if 푟+1 ≤ (푑− 1)(푛− 1). In the remaining case, if (푑− 1)(푛− 1) <
푟 + 1 ≤ 푑(푛− 1), we need only ∣퐿(푟, 푛, 푑)∣ lions.
Proof. First, we notice that for every (푥1, . . . , 푥푑) ∈ 퐿(푟 + 1, 푛, 푑) with 푥푑 ∕= 0,
(푥1, . . . , 푥푑−1) lies in 퐿(푟, 푛, 푑). Furthermore, if there is an edge connecting (푥1, . . . , 푥푑)
∈ 퐿(푟, 푛, 푑) and (푦1, . . . , 푦푑) ∈ 퐿(푟 + 1, 푛, 푑), and (푦1, . . . , 푦푑) ∕= (푥1, . . . , 푥푑 + 1),
then 푦푑 = 푥푑.
Now, to clear 퐿(푟 + 1, 푛, 푑) we proceed as follows: Initially, we place one lion at
each vertex of 퐿(푟, 푛, 푑). To do that, we obviously need ∣퐿(푟, 푛, 푑)∣ lions. If 푟 + 1 ≤
(푑 − 1)(푛 − 1), in addition, for every 푦 = (푦1, . . . , 푦푑) ∈ 퐿(푟 + 1, 푛, 푑) with 푦푑 = 0,
we place one lion on a vertex 푥 = (푥1, . . . , 푥푑) ∈ 퐿(푟, 푛, 푑) with 푥푑 = 0, so that there
exists an edge (푥, 푦) ∈ 퐸푑푛. For that, ∣퐿(푟+1, 푛, 푑−1)∣ lions are needed. The following
algorithm shows that no further lion is necessary to clear 퐿(푟 + 1, 푛, 푑).
In the first step each additional lion moves to its assigned vertex 푦 = (푦1, . . . , 푦푑−1, 0).
Now all vertices in 퐿(푟+1, 푛, 푑) of this form have been cleared. Because every vertex
of 퐿(푟, 푛, 푑) is still occupied by a lion, no recontamination has occurred.
Next, we move lions from 퐿(푟, 푛, 푑) to 퐿(푟 + 1, 푛, 푑) without causing any recontam-
ination. Beginning with 푖 = 0, we repeat the following action until 푖 equals 푛 − 1
or 푟: Move every lion that is placed on a vertex of the form (푥1, . . . , 푥푑−1, 푖) to
(푥1, . . . , 푥푑−1, 푖+ 1).
After this loop, every vertex of 퐿(푟+1, 푛, 푑) is occupied, as follows from the remarks
at the beginning of this proof. Moreover, no recontamination was possible during
the loop, because every lion left his vertex via the only edge that led a contaminated
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vertex.
Note that in the case of 푟+1 > (푑−1)(푛−1) the layer 퐿(푟+1, 푛, 푑) does not contain
any vertex 푣 with 푣푑 = 0. We can do the same as above with ∣퐿(푟, 푛, 푑)∣ lions. No
additional lions are needed.
As a consequence, we obtain the following upper bounds.
Lemma 2.9.
푘푑(푛) ≤ ∣퐿(⌊푑(푛 − 1)
2
⌋, 푛, 푑)∣ + ∣퐿(⌊푑(푛 − 1)
2
⌋+ 1, 푛, 푑− 1)∣
≤ 2∣퐿(⌊푑(푛 − 1)
2
⌋, 푛, 푑)∣
Proof. From Lemma 2.8 we can conclude
푘푑(푛) ≤ max
⎛⎜⎝ max0≤푟<(푑−1)(푛−1) ∣퐿(푟, 푛, 푑)∣ + ∣퐿(푟 + 1, 푛, 푑 − 1)∣
max
(푑−1)(푛−1)≤푟<푑(푛−1)
∣퐿(푟, 푛, 푑)∣
⎞⎟⎠
≤ max
0≤푟<푑(푛−1)
∣퐿(푟, 푛, 푑)∣ + ∣퐿(푟 + 1, 푛, 푑 − 1)∣.
For 푟 + 1 ≤ (푑− 1)(푛 − 1), the recursive formula for ∣퐿(푟, 푛, 푑)∣ implies
∣퐿(푟, 푛, 푑)∣ + ∣퐿(푟 + 1, 푛, 푑− 1)∣ =
푟+1∑
푖=max(0,푟−푛+1)
∣퐿(푖, 푛, 푑− 1)∣.
We will establish that
∑푟+1
푖=max(0,푟−푛+1) ∣퐿(푖, 푛, 푑 − 1)∣ obtains its maximum for 푟 =
⌊푑(푛−1)2 ⌋. The above sum contains at most 푛+1 consecutive elements of the sequence:
(∣퐿(푖, 푛, 푑 − 1)∣)0≤푖≤(푑−1)(푛−1)
By Lemma 2.7 and its proof, we know that this sequence is monotonously increasing
for 푖 ≤ (푑−1)(푛−1)2 , monotonously decreasing for 푖 ≥ (푑−1)(푛−1)2 and symmetric with
respect to 푖 = (푑−1)(푛−1)2 . Hence, the sum is maximized if 푛+ 1 consecutive sequence
indices are chosen as symmetrically as possible around (푑−1)(푛−1)2 .
If 푛+1 is odd and 푑 is odd, a maximum sum arises if 푟+1− 푛2 = (푑−1)(푛−1)2 . If 푛+1
is odd and 푑 is even, a maximum sum arises if 푟 + 1 − 푛2 = (푑−1)(푛−1)2 + 12 . In the
third case, if 푛+ 1 is even, a maximum sum is obtained for 푟 − 푛2 + 12 = (푑−1)(푛−1)2 .
In all three cases, the sum
∑푟+1
푖=max(0,푟−푛+1) ∣퐿(푖, 푛, 푑−1)∣ obtains its maximum for 푟 =
⌊푑(푛−1)2 ⌋. This proves the first inequality of the Lemma. The second one is a simple
but not very tight estimate.
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2.4.2 Lower bound
Now, that we found an upper bound on 푘푑(푛) in terms of the size of the middle layer,
we want to prove that 퐿 := ∣퐿(⌊푑(푛−1)2 ⌋, 푛, 푑)∣ also determines a lower bound.
The proof is based on a result by Bollaba´s and Leader [20] which uses the following
simplicial order < on [푛]푑. For every two vertices 푣,푤 ∈ [푛]푑 we have
푣 < 푤 :⇔ ∣푣∣ < ∣푤∣ ∨
(∣푣∣ = ∣푤∣ ∧ ∃푗 ∈ [푛] : (푣푗 > 푤푗 ∧ ∀푖 < 푗 : 푣푖 = 푤푖))
Let 푣1 := 0 := (0, . . . , 0), 푣2 := (1, 0, . . . , 0), 푣3 := (0, 1, 0, . . . , 0), . . . denote the
vertices in simplicial order. And for every 푖 ∈ {1, . . . , 푛푑} let 퐴푖 := {푣1, . . . , 푣푖} be
the set of the first 푖 vertices with respect to the simplicial order. Then, ∣∂퐴푖∣ denotes
the number of boundary vertices of 퐴푖.
With this notation we can formulate the following important kind of isoperimetric
inequality.
Lemma 2.10. For every given size 푚 ∈ {1, . . . , 푛푑} the set 퐴푚 attains the minimum
number of boundary vertices, i.e.
∀퐶 ⊆ [푛]푑 : ∣퐶∣ = 푚 ⇒ ∣∂퐶∣ ≥ ∣∂퐴푚∣.
Proof. Remember that 풩 (퐴) denotes the closed neighborhood of 퐴 which is defined
as 풩 (퐴) = {푣 ∈ 푉 ∣ ∃푤 ∈ 퐴 : ∣푣 − 푤∣ ≤ 1}. Theorem 8 in [20] states that every
퐶 ⊆ [푛]푑 of 푚 := ∣퐶∣ vertices satisfies ∣풩 (퐶)∣ ≥ ∣풩 (퐴푚)∣. This can be translated
into our Lemma 2.10 as follows:
∣∂퐶∣ = ∣풩 (퐶)∣ − ∣퐶∣ = ∣풩 (퐶)∣ − ∣퐴푚∣ ≥ ∣풩 (퐴푚)∣ − ∣퐴푚∣ = ∣∂퐴푚∣
Now we can prove a lower bound in terms of the middle layer.
Lemma 2.11. 푘푑(푛) ≥ ⌊16퐿⌋.
Proof. Let us consider the paths of 푘푑(푛) lions successfully clearing the grid. By
Lemma 2.2, the number of cleared vertices increases by at most 푘푑(푛) within each
step. Consequently, there must be some moment 푡 such that 푛
푑
2 −푘푑(푛) ≤ ∣풞(푡)∣ ≤ 푛
푑
2
and ∣풞(푡+ 1)∣ > ∣풞(푡)∣. Thanks to Lemma 2.3, we obtain
푘푑(푛) ≥ 1
2
∣∂풞(푡)∣.
Thus we have to lower bound the number of boundary vertices of a subset of the
grid with size ∣풞(푡)∣. By Lemma 2.10, the fewest boundary vertices for such a set are
obtained by the set 퐴∣풞(푡)∣. Thus, 푘푑(푛) ≥ 12 ∣∂퐴∣풞(푡)∣∣.
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Let us assume there exist 푛, 푑 such that 푘푑(푛) < ⌊16퐿⌋. Then both nodes 푣⌊
푛푑
2
⌋−푘푑(푛)
and 푣⌊
푛푑
2
⌋ are contained in the middle layer, 퐿(⌊푑(푛−1)2 ⌋, 푛, 푑). We want to estimate
the number of boundary vertices of 퐴∣풞(푡)∣ in the middle layer. Let us first consider
the situation for the set 퐴⌊푛푑
2
⌋, which contains half the number of all grid vertices.
If 푑(푛 − 1) is even, half of the vertices of the middle layer are contained in 퐴⌊푛푑
2
⌋.
If 푑(푛 − 1) is odd, 퐴⌊푛푑
2
⌋ contains all vertices of the middle layer and no vertex of
the neighboring layer with distance ⌈푑(푛−1)2 ⌉ to the origin. In both cases, there are at
least ⌊12퐿⌋ boundary vertices of 퐴⌊푛푑
2
⌋ in the middle layer of the grid.
Since 푛
푑
2 − 푘푑(푛) ≤ ∣풞(푡)∣ ≤ 푛
푑
2 and 푘푑(푛) < ⌊퐿6 ⌋, the sets 퐴⌊푛푑
2
⌋ and 퐴∣풞(푡)∣ differ
in at most 푘푑(푛) middle layer vertices. We conclude that 퐴∣풞(푡)∣ contains at least
⌊12퐿⌋ − 푘푑(푛) boundary vertices in the middle layer. Hence,
푘푑(푛) ≥ 1
2
∣∂퐴∣풞(푡)∣∣ ≥
1
2
⌊
퐿
2
⌋
− 1
2
푘푑(푛) >
1
2
⌊
퐿
2
⌋
− 1
2
⌊
퐿
6
⌋
≥
⌊
퐿
6
⌋
To verify the last inequality, we notice that the value of 12
⌊
퐿
2
⌋− 32 ⌊퐿6 ⌋ depends only
on 퐿 mod 6, thus it is sufficient to check the cases 0 ≤ 퐿 ≤ 5. What we obtained is
a contradiction to our assumption 푘푑(푛) < ⌊퐿6 ⌋.
2.4.3 Asymptotic estimate
We have given upper and lower bounds on 푘푑(푛) in terms of the size of the middle
layer, thereby proving 푘푑(푛) ∈ Θ(퐿(⌊푑(푛−1)2 ⌋, 푛, 푑)∣). But how does this size grow?
Unfortunately, we are not aware of a closed formula for ∣퐿(⌊푑(푛−1)2 ⌋, 푛, 푑)∣ in gen-
eral. But the following folklore result [74, sequence number A077042] describes an
asymptotic estimate.
Lemma 2.12. ∣퐿(⌊푑(푛−1)2 ⌋, 푛, 푑)∣ ∈ Θ(푛
푑−1√
푑
)
Proof. Let us consider 푑 independent and identically distributed random variables푋1,
. . . ,푋푑 each of which can take any integer value from 0 to 푛 − 1 with equal proba-
bility. Each 푋푖 has expectation
푛−1
2 and variance
푛2−1
12 . Therefore, the random vari-
able 푆푛푑 := 푋1+ . . .+푋푑 has expectation
(푛−1)푑
2 and variance
푑(푛2−1)
12 . By the central
limit theorem, the distribution of
푆푛
푑
− (푛−1)푑
2√
푑(푛2−1)
12
converges towards the standard normal
distribution. This means, that the probability of the event 푆푛푑 =
⌊
푑(푛−1)
2
⌋
asymptot-
ically behaves like 1√
2휋
∫ 1/(2√푑(푛2−1)/12)
−1/(2
√
푑(푛2−1)/12) exp(−
푡2
2 )d푡. For increasing 푛 and/or 푑, the
integration domain shrinks around 0, hence the integrand stays in an interval [1−휀, 1]
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where 휀 ↘ 0. The probability lies in the interval
[
(1− 휀)
√
6
휋푑(푛2−1) ,
√
6
휋푑(푛2−1)
]
.
Multiplying this by 푛푑, which is the number of all vertices in the grid, leads to the fact
that the number of vertices in the middle layer asymptotically behaves like Θ(푛
푑−1√
푑
).
We can combine Lemmas 2.9, 2.11 and 2.12 to
Theorem 2.13. 푘푑(푛) ∈ Θ(∣퐿(⌊푑(푛−1)2 ⌋, 푛, 푑)∣) = Θ(푛
푑−1√
푑
).
2.5 Flying lions in the 2-dimensional grid
We are not aware of any strategy with fewer than 푛 lions to clear the two-dimensional
푛 × 푛-grid. Indeed, we conjecture that 푛 is the clearing number of the 푛 × 푛-grid.
In this section, we will establish that fewer than 푛 lions are sufficient, if the lions are
able to fly.
To be more precise, we consider the problem variant where the movement of the lions is
not restricted to the edges of the grid. If a lion moves from a grid vertex to an adjacent
grid vertex, this still prevents the contamination from using the corresponding edge
in the other direction. However, if a lion flies from a grid vertex to another vertex
which is not adjacent in the grid, no edge is protected.
Our proof of Theorem 2.1 in Section 2.3 does not take any advantage of the fact
that the movement of the lions is restricted to grid edges. This means that the lower
bound of 푛2 is still valid for the case of flying lions.
Our main result is that 푛2 + 푂(
√
푛) flying lions can clear the 푛 × 푛-grid. However,
we start with showing the weaker result that 23푛+푂(1) lions are enough in order to
illustrate the idea of our method in a simpler case.
For ℎ := 2⌈푛3 ⌉, we denote the grid vertices with 푥-coordinate at most ℎ− 1 as the left
part of the grid, while the vertices with 푥-coordinate at least ℎ+1 are the right part.
The vertices with 푥-coordinate equal to ℎ are called separator vertices. Our strategy
guarantees that the set of lions occupying separator vertices stays the same all the
time. Lions belonging to this set are called separator lions.
We will establish a strategy enabling ℎ + 11 lions to clear one row of the grid after
the other.
Suppose, we are given a situation where the 0th, 1st, . . ., 푣-th row of the grid are free
of contamination, where 5 ≤ 푣 ≤ 푛 − 6. The vertices (0, 푣), (1, 푣), . . . , (ℎ − 1, 푣) as
well as the separator vertices (ℎ, 푣 − 5), (ℎ, 푣 − 4), . . . , (ℎ, 푣 + 5) are occupied by the
lions.
The movement of the lions is illustrated in Figure 2.6. The 11 lions located on the
separator vertices keep their position until all of them move one row upwards when
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the complete (푣+1)-th row and everything below is free of contamination. The first 5
steps are used to move the lions in the left part of the grid upwards. Afterwards, all
lions from the left part fly to the right part, where they occupy all vertices of the
(푣 − 5)-th and (푣 − 4)-th row. In the following 3 steps, the lions move upwards in
the right part of the grid. Within each step, they gain two rows in the right part
of the grid. For each such step, the upper lion in each column uses the grid edge
to move one row upwards, while the lower lion flies to its new location three rows
upwards. This kind of movement avoids any recontamination in the right part of the
grid. Afterwards, all lions of the right part of the grid fly into the left part again,
namely into the (푣 + 1)-th row. What we obtained is the initial situation with 푣 + 1
instead of 푣. Or, to say it with other words: the lions gained one row.
v
(v + 1)
(v + 2)
(v + 3)
(v + 4)
(v + 5)
(v + 6)
(v − 1)
(v − 2)
(v − 3)
(v − 4)
(v − 5)
v
(v + 1)
(v + 2)
(v + 3)
(v + 4)
(v + 5)
(v + 6)
(v − 1)
(v − 2)
(v − 3)
(v − 4)
(v − 5)
row number:
stands for a row with
2⌈n
3
⌉ lions in the left part
one separator lion
n − 2⌈n
3
⌉ − 1 cleared vertices in the right part
Figure 2.6: Flying lions gain one row. The vertical black line segments partition the
grid with ratio 2:1. The vertices corresponding to the black segments are occupied by
lions, hence no contamination crosses them. Red circles are contaminated vertices,
green boxes are cleared vertices and blue crosses are lions.
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Notice that, if 푣 < 5 or 푣 > 푛− 6, the situation is even better for the lions. Starting
from the 0th row, they can consecutively clear one row after the other. After each
gained row, all separator lions move one row upwards during the next time step. This
happens simultaneously to the lions in the left part of the grid moving upwards. The
total number of lions needed for this strategy is ℎ+ 11 ∈ 23푛+푂(1).
Lemma 2.14. 23푛+푂(1) flying lions can clear the 푛× 푛-grid.
For a strategy in the above manner, the speed ratio between the upwards moving
lions in one part of the grid and the downwards moving contamination in the other
part does not have to be 2. If we save some lions, the speed advantage of the lions
compared with the contamination gets smaller than 2, but the algorithm can still
be performed. However, if we save too many lions, the problem is that the speed
advantage gets so small that the number of separator lions dominates. It will turn
out that a total number of 푛2 + Θ(
√
푛) lions results in the best tradeoff between the
number of lions operating in one part of the grid and the number of separator lions.
How does the speed advantage depend on the number of lions? Let us consider a
grid with 푠 columns and sufficiently many rows. As Figure 2.7 shows, 푠+2 lions can
gain 푠 rows in 푠− 1 steps.
Figure 2.7: Speed advantage for the lions: they gain 6 rows in 5 steps.
This observation can be generalized to the following Lemma.
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Lemma 2.15. Suppose, we are given a grid with 푠 columns and sufficiently many
rows. For 2 ≤ 푟 < 푠, there is a strategy enabling 푠 + 푟 lions to gain ⌈ 푠−푟푟−1⌉ + 2 rows
in ⌈ 푠−푟푟−1⌉+ 1 steps.
Proof. The statement is restricted to a grid with 푠 columns. No contamination from
outside of these 푠 columns has to be taken into account. The lions are using the
strategy from Figure 2.7. We assume their start locations to be the 푠 vertices of
the 푣-th row and the 푟 leftmost vertices of the (푣 + 1)-th row. Our strategy ensures
that, at any time, there are only 2 rows containing lions. These rows are called active
rows. Let 푤 be the rightmost vertex occupied by a lion in the upper active row.
All lions in the upper active row move one row upwards. Also, all lions in the lower
active row which are right of 푤 or directly under 푤 move one row upwards. We still
have 푟 − 1 lions left. These lions fly to vertices two rows upwards such that no gaps
in this target row arises.
We repeat such moves until the upper active row is completely filled up with lions.
Since each step increases the number of cleared vertices in the upper active row
by 푟− 1, exactly ⌈ 푠−푟푟−1⌉ steps are needed. Afterwards, one more step is used to move
all lions in the upper active row upwards, while the other lions fly three rows upwards
to the leftmost positions.
Now, we are ready to prove that 푛2 + 푂(
√
푛) flying lions are sufficient to clear the
grid. This time, we choose the left and the right part of the grid of equal size.
The initial situation we consider is that the grid is cleared from the 0-th row up
to the 푣-th row. We have 푛2 lions located in the complete left part of the 푣-th row
and ⌈√푛⌉ lions on the leftmost vertices of the (푣+1)-th row. In terms of Lemma 2.15,
we have 푠 = 푛2 and 푟 = ⌈
√
푛⌉. For these values of 푠 and 푟, it can be easily verified
that ⌈ 푠−푟푟−1⌉+ 1 ≤ ⌈
√
푛⌉ for all 푛 ≥ 2.
Hence, by Lemma 2.15, we conclude that, if the lions in the left part of the grid move
upwards for 3⌈√푛⌉ steps, they can gain 3⌈√푛⌉+ 3 rows there. During this time, the
cleared area in the right part of the grid shrinks only by 3⌈√푛⌉ rows.
Now, the lions fly to their appropriate positions in the right part of the grid. Af-
terwards, 3⌈√푛⌉ + 2 rows remain gained in the left part—compared with the initial
situation. In the right part, the lions occupy the complete (푣 − 3⌈√푛⌉ − 1)-th row
and the ⌈√푛⌉ leftmost vertices of the (푣 − 3⌈√푛⌉)-th row.
In the following, the lions in the right part of the grid move upwards for 3⌈√푛⌉ steps.
Comparing the situation afterwards with the initial situation, 2 rows are gained in
both parts of the grid. Then, if the lions fly from right to left again, we have the
initial situation with 푣 + 1 instead of 푣. Or, to say it with other words, the lions
gained one row.
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Besides the 푛2+⌈
√
푛⌉ lions operating either on the left or the right part of the grid, we
also need the separator lions. The maximum vertical boundary they have to protect
occurs when the lions are flying from left to right. A number of 6⌈√푛⌉+ 3 separator
lions is sufficient. This means that the total number of all lions involved in this
strategy is 푛2 + 7⌈
√
푛⌉+ 3.
Finally, we obtain:
Theorem 2.16. In the case of flying lions in the 2-dimensional grid, the clearing
number is at least 푛2 and at most
푛
2 +푂(
√
푛).
2.6 Conclusion
We conclude that the number of flying lions needed to clear the 푛×푛 grid is between 푛2
and 푛2 + 푂(
√
푛). Which better lower or upper bounds can be proved? Another
interesting question is whether this clearing strategy can be generalized to higher
dimensions.
If the lions’ movement is restricted to the edges of the grid, the two-dimensional
clearing number is between 푛2 and 푛. Unfortunately, we could not reduce this gap
although we spent much effort in trying to do so. Without any strong evidence, it
feels to us that the search number in this case is indeed 푛 and that concepts from
graph theory (like path-width or tree-width) might help to show new results.
Chapter 3
Meeting Scheduling respecting
Time and Space
3.1 Introduction
We consider the following problem: a set of people, called participants, would like
to schedule a meeting. The participants are located at different sites and would like
to find a common point (not necessarily one of the sites) for the meeting to be held.
These sites are rather far from each other, so that the travel times to the meeting
point are important. We assume that the travel distances between locations can be
measured using the Euclidean distance in the plane.
Participants have individual schedules which specify: the earliest possible time they
can leave their current location and the latest possible time they must arrive at their
next location. We wish to solve the problem of finding a meeting point so that the
time for all participants to meet is maximized.
Our general objective for this research is to derive efficient algorithms for solving
general meeting scheduling problems, to find approximate solutions, where appropri-
ate, to implement our solutions, and to integrate them into applications that allow
users who are connected over a network to schedule meetings. Most current meeting
scheduling systems take into consideration only time and not location/geometry, see
e.g. [11, 39, 71, 72]. The systems in [25, 40] apply distributed meeting scheduling
algorithms. Rasmussen and Trick [66] define the timetable constrained distance min-
imization problem, which is a sports scheduling problem applicable for tournaments
where the total travel distance must be minimized. They use integer programming
and constraint programming formulation for the problem. Integer programming is
also applied by Wang et al. [75] for scheduling meetings among students and teachers
in universities. For another scheduling approach to school meetings (between teachers
and parents), Rinaldi et al. [68] set weights and build directed graphs based on the
time slots, then they search shortest paths in the resulting graphs.
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Some meeting scheduling systems allow as input a list of possible meeting locations
and then select, from that list, one location based on different optimization criteria
(such as time to meeting or cost of meeting). Examples of such work include: [5,
69, 34]. The algorithms used in these papers are relatively simple. They repeatedly
execute a minimum cost algorithm for each of the preselected locations and then
select the best option. Here, we are dealing with the more complex problem instance,
where we are not given preselected locations, but rather have to compute an optimum
location which could be anywhere on the plane.
Chapter 3 is structured as follows.
In Section 3.2 we introduce the formal problem definition. The meeting problem is
converted to a computational geometry one in Section 3.3. In Section 3.4, we establish
that the corresponding computational geometry problem can be regarded as an LP-
type problem whose combinatorial dimension equals 4. This observation leads to a
randomized algorithm with expected running time 푂(푛) improving the previously
known 푂(푛 log 푛) result by [43]. We published these results first in [16, 17].
The following sections deal with some variants of the original problem. The problem
to determine a meeting of maximum duration for all except 푘 participants is analyzed
in Section 3.5. Afterwards, in Section 3.6, we consider the problem to maximize the
number of participants for a common meeting. An NP-hardness proof for the problem
variant where 푛 participants shall meet as long as possible at 푘 different locations is
given in Section 3.7. Finally, in Section 3.8, we consider the problem variant where
the number of previously scheduled meetings for each participant may be greater
than 2.
3.2 Problem definition
We assume a situation where all participants can travel at the same constant speed 푣
in the plane. Since the precise value of 푣 is not critical, we may as well assume
that 푣 = 1 holds. Then, the time it takes to travel from location 푙 to location 푙′ is
given by the Euclidean distance ∥푙′ − 푙∥.
Let 푀 := {푀1, . . . ,푀푛} denote the set of participants. The 푖th participant 푀푖 has a
previous meeting at location 푙
pre
푖 ∈ ℝ2 that lasts until time 푡pre푖 ∈ ℝ. He is due for
a subsequent meeting that starts at time 푡sub푖 ∈ ℝ at location 푙sub푖 ∈ ℝ2.
We want to schedule a meeting of longest possible duration in between the previ-
ous and subsequent meetings of all participants (or report that no such meeting is
possible).
To solve our problem, we have to find a location 푥 ∈ ℝ2 such that the time interval
between the arrival of the last participants from their previous meetings at time
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푆(푥) := max
1≤푖≤푛
(
푡
pre
푖 + ∥푙pre푖 − 푥∥
)
and the departure of the first participants to their subsequent meetings at time
퐸(푥) := min
1≤푖≤푛
(
푡sub푖 − ∥푙sub푖 − 푥∥
)
is maximized.
We define 푓(푥) := 퐸(푥)−푆(푥) and are interested in finding a location 푥 for which 푓(푥)
is maximum. Of course, no common meeting is possible if the maximum value of 푓 is
negative. If we add the same number 푐 to all parameters 푡sub푖 , then the value of 푓(푥)
increases by 푐 for any location 푥, but the maximum location does not change. Hence,
we can assume that there is a solution 푥 with 푓(푥) > 0 in the following.
As an example for the meeting scheduling problem, we consider the following instance,
where every participant has to return to the point of his previous meeting. To be
more precise, we have ∀푖 : 1 ≤ 푖 ≤ 푛:
∙ 푙pre푖 = 푙sub푖 ,
∙ 푡pre푖 = 0, and
∙ 푡sub푖 = 1 + 2max2≤푗≤푛 ∥푙pre1 − 푙pre푗 ∥ =: 퐶.
The way we have chosen 퐶 ensures that 푓(푙
pre
1 ) = 1, hence there are feasible locations
for the new meeting. The best one can do for this instance is to find a location where
the participants can arrive earliest, because of the symmetry this is also a location
where they can stay longest.
Every participant can reach the location 푥 at time 푆(푥). This means that all 푙
pre
푖 are
within a disk with midpoint 푥 and radius 푆(푥). The center of the smallest enclosing
disk of the 푙
pre
푖 corresponds to the optimum solution.
There is a randomized algorithm for computing the smallest enclosing disk of 푛 points
in the plane with expected running time 푂(푛), see Welzl [76]. LP-type problems,
introduced by Sharir and Welzl [73], build an abstract and more general framework
for Welzl’s algorithm for the smallest enclosing disk. We will use this concept of
LP-type problems for our solution in Section 3.4.
3.3 Geometric interpretation of the problem
The possible locations participant 푀푖 can reach, once his previous meeting has
ended, are given by a system of circles centered at 푙
pre
푖 that start expanding at
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time 푡
pre
푖 . If we use the time as a third coordinate, the expanding circles for par-
ticipant 푀푖 form a vertical cone PRE 푖 with apex angle
휋
2 whose bottommost point
is its apex ((푙
pre
푖 )푋 , (푙
pre
푖 )푌 , 푡
pre
푖 ). Let SUB 푖 denote the corresponding cone for the
subsequent meeting, so SUB 푖 is a vertical cone whose uppermost point is its apex
((푙sub푖 )푋 , (푙
sub
푖 )푌 , 푡
sub
푖 ).
We define PRE := ∩푛푖=1PRE 푖, SUB := ∩푛푖=1SUB 푖 and 퐹 := PRE ∩ SUB .
l
pre
1
l
pre
2
x
y
T
t
pre
1
Figure 3.1: PRE is the intersection of upward cones with apex angle 휋2
We call 퐹 the set of feasible points because (푙푋 , 푙푌 , 푡) ∈ 퐹 means that all participants
can meet at location 푙 at time t. Observe that 퐹 is convex as the intersection of
convex sets. A meeting at location 푙 is possible from time 푡1 to 푡2, where 푡1 ≤ 푡2, if
and only if the vertical line segment with endpoints (푙푋 , 푙푌 , 푡1) and (푙푋 , 푙푌 , 푡2) is fully
contained in 퐹 . Consequently, we have to find a vertical line segment of maximum
length contained in 퐹 .
In [43], the authors present a sweep algorithm to compute such a segment. Their
algorithm uses the fact that the projection of the cones in PRE on the 푋푌 -plane is a
furthest site Voronoi diagram of circles, see [65, 55], and leads to the following result.
Theorem 3.1. One can compute a meeting of longest duration (or determine that
no meeting is possible) for a set of 푛 participants in time 푂(푛 log 푛).
Proof. The proof can be found in [43, 16, 17].
3.4 LP-approach
In this section, we provide a solution to the meeting scheduling problem using the
concept of LP-type problems. We will show that the problem can be stated as an
LP-type problem and that its dimension equals 4. This enables us to compute a
meeting of longest duration for 푛 participants in expected time 푂(푛).
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3.4.1 General framework of LP-type problems
LP-type problems were introduced by Sharir and Welzl [73]. Here we will follow
the slightly modified description by Matousˇek [53]. For convenience, we describe the
problem as a maximization problem.
A maximization problem is a pair (퐻,푤), where 퐻 is a finite set, and 푤 : 2퐻 →푊 is
a function with values in a linearly ordered set (푊,≤). The elements of 퐻 are called
the constraints, and for a subset 퐺 ⊂ 퐻, 푤(퐺) is called the value of 퐺. Intuitively,
the value 푤(퐺) for a subset 퐺 of constraints stands for the largest value attainable
by a certain objective function while satisfying all the constraints of 퐺. The goal is
to find 푤(퐻). The set 푊 is assumed to possess a largest element denoted by ∞ (in-
tuitively, it stands for ‘optimum undefined’) and usually also a smallest element −∞
(with intuitive meaning ‘no feasible solution exists’).
The maximization problem (퐻,푤) is called an LP-type problem if the following two
axioms are satisfied:
Axiom 1. (Monotonicity) For any 퐹,퐺 with 퐹 ⊂ 퐺 ⊂ 퐻, 푤(퐹 ) ≥ 푤(퐺).
Axiom 2. (Locality) For any 퐹 ⊂ 퐺 ⊂ 퐻 with 푤(퐹 ) = 푤(퐺) <∞ and any ℎ ∈ 퐻,
푤(퐺 ∪ {ℎ}) < 푤(퐺) implies that also 푤(퐹 ∪ {ℎ}) < 푤(퐹 ).
We recall some terminology from the theory of LP-type problems. A basis 퐵 is a
set of constraints with 푤(퐵′) > 푤(퐵) for all proper subsets 퐵′ of 퐵. A basis for a
subset 퐺 of 퐻 is a basis 퐵 ⊂ 퐺 with 푤(퐵) = 푤(퐺). The maximum cardinality of
any basis is called the dimension of (퐻,푤) and denoted by 푑푖푚(퐻,푤). We say that
a constraint ℎ ∈ 퐻 violates a set 퐺 if 푤(퐺 ∪ {ℎ}) < 푤(퐺).
There are several algorithms for solving an LP-type problem of constant bounded
dimension in time 푂(∣퐻∣). The algorithms differ in the assumptions on the primitive
operations available for the considered problem. The primitive operations of Sharir
and Welzl are:
Violation test. Given a basis 퐵 and a constraint ℎ ∈ 퐻, decide whether ℎ violates 퐵.
Basis change. Given a basis 퐵 and a constraint ℎ, return (some) basis for 퐵 ∪ {ℎ}.
Initial basis. In the beginning, we have some basis 퐵0 with 푤(퐵0) <∞.
The expected number of primitive operations performed by the algorithm by Sharir
and Welzl is 푂(∣퐻∣) for any LP-type problem (퐻,푤) with constant bounded dimen-
sion.
3.4.2 Preparations for applying the general framework
Is the meeting scheduling problem, as we stated it until now, an LP-type problem, if
we consider the set of participants 푀 as the set of constraints and let the function 푤
map a subset 푀 ′ ⊂ 푀 to the optimum meeting duration for all participants in 푀 ′?
The answer to this question is negative, because Axiom 2 does not hold in general.
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Figure 3.2 shows a situation where Axiom 2 is not fulfilled.
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Figure 3.2: Axiom 2 does not hold for the participants푀1,푀2,푀3, if we use 푥 7→ 푓(푥)
as objective function. For the sets 퐹 := {푀1}, 퐺 := {푀1,푀2} and ℎ := 푀3, we
obtain 푤(퐹 ) = 푤(퐺) = 1 and 푤(퐺∪{ℎ}) = −∞ < 푤(퐺), but 1 = 푤(퐹∪{ℎ}) = 푤(퐹 ).
We will establish that the problem becomes an LP-type problem if we lexicograph-
ically maximize (푓, 푆) instead of just maximizing 푓 , where 푆(푥) again denotes the
time of the latest arrival of the participants at location 푥. If we use (푓, 푆) as objective
function in the example of Figure 3.2, Axiom 2 is no longer violated with respect to
the sets 퐹,퐺,퐺 ∪ {ℎ}, because the solution of 퐹 which is (1, 0) is better than the
solution of 퐺 which is (1, 1).
As Figure 3.2 indicates, we have to analyze those situations where 푓 obtains its
maximum in more than one point.
Lemma 3.2. ∣푆(푥1)− 푆(푥2)∣ = ∥푥1 − 푥2∥ holds, if both locations 푥1, 푥2 maximize 푓 .
Proof. Since the set of feasible points 퐹 is convex, the line segment 퐵푆 from (푥1, 푆(푥1))
to (푥2, 푆(푥2)) is completely contained in 퐹 . Analogously, the line segment 퐵퐸
from (푥1, 퐸(푥1)) to (푥2, 퐸(푥2)) is in 퐹 . The situation is shown in Figure 3.3.
BE
BS
(x1, S(x1))
(x1, E(x1))
(x2, S(x2))
(x2, E(x2))
Figure 3.3: Every vertical segment of maximum length contained in this parallelogram
corresponds to a meeting of longest duration.
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If (푙, 푧) ∈ 퐵푆 were an inner point of 퐹 , we could schedule a meeting at 푙 of longer
duration than at 푥1. But this would be a contradiction to the assumption that 푥1
maximizes 푓 . Hence, 퐵푆 belongs to the boundary ∂퐹 of 퐹 . There must be some
cone PRE 푗 whose boundary completely contains 퐵푆 . Otherwise, the line segment 퐵푆
could intersect the boundary of every cone in at most 2 points. Finally, 퐵푆 ⊂ ∂PRE 푗
implies that 퐵푆 is a line segment of slope 1, which proves the Lemma.
Lemma 3.3. There is a unique location 푥 lexicographically maximizing (푓(푥), 푆(푥)).
Proof. Consider the disk 퐶 := {푥 ∈ ℝ2 : ∥푙푝푟푒1 − 푥∥ ≤ 푡푠푢푏1 − 푡푝푟푒1 − 푓(푙푝푟푒1 )} centered
at 푙
pre
1 . Then 푓(푥) < 푓(푙
푝푟푒
1 ) holds for all 푥 ∈ ℝ2 ∖ 퐶. Due to the compactness of 퐶
and the continuity of 푓 ∣퐶 , the function 푓 ∣퐶 obtains its maximum 푇 on 퐶. Since 푇 ≥
푓(푙푝푟푒1 ) > 푓(푥) for all 푥 ∈ ℝ2 ∖퐶, 푇 is also the maximum of 푓 on ℝ2. The continuous
function 푆∣푓−1(푇 ) obtains its maximum 푡 on the compact set 푓−1(푇 ). Thanks to
Lemma 3.2, there can be at most one point 푥, such that 푓(푥) = 푇 and 푆(푥) = 푡.
Hence, the optimum point is unique.
Lemma 3.4. The maximum meeting duration is already determined by at most 2
participants, if 푓 obtains its maximum in more than one point.
Proof. Let 푥1 and 푥2 denote distinct points where 푓 obtains its maximum and
let 퐵푆 , 퐵퐸 and PRE 푗 denote the same things as in the proof of Lemma 3.2. An
analogous argument to the one showing that 퐵푆 ⊂ ∂PRE 푗 leads to the fact that
there is a downward cone SUB푘 such that 퐵퐸 ⊂ ∂SUB푘. The optimum meeting du-
ration 푇 is obtained for a piece of the line segment 푙
pre
푗 푙
sub
푘 . But even a 2-participant-
meeting just of 푀푗 and 푀푘 cannot have a duration longer than 푇 . If 푗 = 푘, which
is also possible, the maximum meeting duration is already determined by only one
participant.
Lemma 3.5. The locations maximizing 푓 form a line segment.
Proof. If there is only one point where 푓 obtains its maximum 푇 , we are done.
Otherwise, let 푥1, 푥2 and 푀푗 , 푀푘 denote the same things as before. As we have
seen in the proof of Lemma 3.2, 푓 obtains its maximum 푇 for all points on the line
segment from 푥1 to 푥2. On the other hand, every point not located on the line
through 푙푝푟푒푗 푙
sub
푘 already prevents only the participants 푀푗 ,푀푘 to have a meeting of
duration 푇 . Hence, the points maximizing 푓 form a line segment.
Now, we introduce some terminology. For 푀 ′ ⊂ 푀 we refer to OPT푀 ′ as the lex-
icographically maximum pair (푓(푥), 푆(푥)) for a meeting of all participants in 푀 ′.
Let 푓 ∣푀 ′(푥) denote the maximum duration for a meeting at location 푥 of all partici-
pants in 푀 ′. Let 퐿(OPT푀 ′) denote the unique location where this optimum meeting
is held.
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3.4.3 Application of the general framework
We consider the set of participants 푀 as the set of constraints. The function 푤
maps a subset 푀 ′ ⊂ 푀 to the pair 푤(푀 ′) := OPT푀 ′ . These pairs are compared
lexicographically.
Theorem 3.6. To find the optimum meeting for a set of participants is an LP-type
problem.
Proof. Clearly, a meeting, which is possible for a set of participants 퐺, is also possible
for every subset of 퐺. Thus Axiom 1 holds.
To show that Axiom 2 holds, we consider sets 퐹 ⊂ 퐺 ⊂푀 and a participant ℎ ∈푀
such that OPT퐹 = OPT퐺 and OPT퐺∪{ℎ} < OPT퐺. According to Lemma 3.3, ev-
ery point different from 퐿(OPT퐹 ) leads to a solution worse than OPT퐹 = OPT퐺
already for the participants in 퐹 . Hence, every point different from 퐿(OPT퐹 )
leads also for the participants in 퐺 to a solution worse than OPT퐹 = OPT퐺.
We conclude 퐿(OPT퐹 ) = 퐿(OPT퐺). The inequality OPT퐺∪{ℎ} < OPT퐺 means
that participant ℎ cannot stay at the location 퐿(OPT퐺) for the whole time inter-
val [푆∣퐺(퐿(OPT퐺)), 퐸∣퐺(퐿(OPT퐺))]. But, this also means that he cannot stay the
whole time interval at 퐿(OPT퐹 ), and we conclude OPT퐹∪{ℎ} < OPT퐹 .
Now, we have to look at the dimension of the problem. Figure 3.4 shows that the
dimension is at least 4.
The proof that the dimension of the problem is at most 4 uses Helly’s theorem. A
similar argument using Helly’s theorem for a related question concerning the weighted
Euclidean 1-center problem is described by Megiddo [54].
Theorem 3.7 (Helly’s Theorem [64]). Let 퐶1, . . . , 퐶푛 be convex sets in ℝ
푑, 푛 ≥ 푑+1.
Suppose that the intersection of every 푑 + 1 of these sets is nonempty. Then the
intersection of all the 퐶푖 is nonempty.
Theorem 3.8. The dimension of the meeting scheduling problem is at most 4.
Proof. Let us assume that 퐵 = {푀푖1 , . . . ,푀푖푏} is a basis and 푏 = ∣퐵∣ > 4 holds. For
every 4-element subset 푊 of {PRE 푖1 ∩ SUB 푖1 , . . . ,PRE 푖푏 ∩ SUB 푖푏}, let 푇푊 denote
the maximum length of a vertical segment in the intersection of the sets in 푊 . Note
that, by the assumption that there is a solution with 푓(푥) > 0, we know that the
intersection of the sets in 푊 is nonempty for every 푊 . We define 푇 ′ to be the
minimum 푇푊 obtained for all possibilities of 푊 . Clearly, 푇
′ is an upper bound on
the length 푇 of a maximum vertical line segment contained in the set of feasible
points for the participants in 퐵. In fact, we can even show that 푇 = 푇 ′ holds. To
this end, let SUB ′푖푘 denote the vertical cone with apex angle
휋
2 whose uppermost
point is its apex ((푙sub푖푘 )푋 , (푙
sub
푖푘
)푌 , 푡
sub
푖푘
− 푇 ′) for 1 ≤ 푘 ≤ 푏. We observe that all
sets in {PRE 푖1 ∩ SUB ′푖1 , . . . ,PRE 푖푏 ∩ SUB ′푖푏} are convex and, by definition of 푇 ′, the
3.4 LP-approach 35
l
pre
2
= l
sub
2
= (0, 1)
t
pre
2
= −2, t
sub
2
= 2 t
pre
3
= 0, t
sub
3
= 4
l
pre
3
= l
sub
3
= (1, 1)
t
pre
1
= 0, t
sub
1
= 4
l
pre
1
= l
sub
1
= (0, 0) l
pre
4
= l
sub
4
= (1, 0)
t
pre
4
= −2, t
sub
4
= 2
Figure 3.4: Set of 4 participants {푀1,푀2,푀3,푀4} and their way to the optimum
meeting location. The start of their optimum meeting is determined by partici-
pants 푀1 and 푀3, while the end is determined by 푀2 and 푀4. Removing any
participant enables a meeting with longer duration. If one, for example, removes
participant 푀1, the optimum meeting location becomes (1, 1) and the duration of the
optimum meeting increases by
√
2− 1.
intersection of every 4 of them is nonempty. By Helly’s theorem, this implies that the
intersection of all sets in {PRE 푖1 ∩ SUB ′푖1 , . . . ,PRE 푖푏 ∩ SUB ′푖푏} is nonempty. But a
point in this intersection corresponds to a vertical line segment of length at least 푇 ′
in the intersection of the original cones {PRE 푖1 , . . . ,PRE 푖푏 ,SUB 푖1 , . . . ,SUB 푖푏}. This
means, that 푇 ≥ 푇 ′ and together with 푇 ≤ 푇 ′ we conclude that 푇 = 푇 ′ holds.
Let 푉 denote a 4-element subset of 퐵 such that 푓 ∣푉 and 푓 ∣퐵 obtain the same value as
maximum. If 푓 ∣푉 obtains its maximum only in one single point 푥∗, this point must be
the optimum meeting point for 푉 as well as for 퐵. But in this case 푆∣푉 (푥∗) = 푆∣퐵(푥∗)
holds, which means OPT푉 = OPT퐵 and we get contradiction to 퐵 being a basis.
Hence, we must consider the case that 푓 ∣푉 obtains its maximum in more than one
point. By Lemma 3.4, there is a subset 푍 ⊂ 푉 of at most 2 participants such
that 푓 ∣푍 , 푓 ∣푉 and 푓 ∣퐵 obtain the same value as maximum. Let 푥푍 denote the optimum
meeting location for the participants in 푍 and 푥퐵 the optimum meeting location for
the participants in 퐵. If 푥푍 = 푥퐵, we are done.
By Lemma 3.5, already the participants in 푍 can schedule meetings of maximum
duration only in locations on the line through 푥퐵 and 푥푍 . This means, we can
restrict our examination to the plane containing the vertical segments at 푥퐵 and 푥푍 .
Figure 3.5 shows the curves resulting from intersecting this plane with the downward
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Figure 3.5: The longest meeting duration that is possible for the participants in 푍
is the same as for the participants in 퐵. The dotted curves correspond to downward
cones in 퐵 ∖ 푍.
cones corresponding to participants in 퐵 ∖ 푍. The possible meeting duration at
location 푥퐵 is the same for the participants in 퐵 and for the participants in 푍. This
implies that all participants in 퐵 can reach 푥퐵 at 푆∣푍(푥퐵), and hence they can also
reach 푥푍 at 푆∣푍(푥퐵)+∥푥푍−푥퐵∥, which equals 푆∣푍(푥푍) by Lemma 3.2. Consequently,
the upward cones corresponding to participants of 퐵 ∖ 푍 are not important.
The optimality of 푥퐵 ensures that there is a downward cone PRE 푖푗 which contains the
point (푥퐵 , 퐸∣푍(푥퐵)) on its boundary and prevents improving the solution by moving
from 푥퐵 into the direction of 푥푍 . We conclude, that the optimum meeting for the at
most 3 participants in 푍 ∪ {푀푖푗} is not better than for all participants in 퐵, which
is a contradiction to 퐵 being a basis.
Let us recall the primitive operations used for the algorithm by Sharir and Welzl.
The optimum solution for at most 5 participants can be found in time 푂(1). To this
end, we could for example use the 푂(푛 log 푛) algorithm presented in [43, 16, 17]. We
conclude that the primitive operations basis change and violation test can be done in
time 푂(1). Finally, any participant can be used as initial basis.
Now we can state our main result:
Theorem 3.9. We can compute a meeting of longest duration (or determine that no
meeting is possible) for 푛 participants in expected time 푂(푛).
3.4.4 Allowing participants to travel at different speeds
Now, let us assume that the 푖th participant푀푖 travels at speed 훼푖, where 0 < 훼푖 <∞.
Then the definition of the function 푆, which expresses the time of the arrival of the
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last participants at location 푥 has to be changed to
푆(푥) := max
1≤푖≤푛
(
푡
pre
푖 +
1
훼푖
∥푙pre푖 − 푥∥
)
The function 퐸 has to be changed accordingly.
For the geometric interpretation of the problem, the set of feasible points can still be
described as the intersection of upward and downwards cones. The only difference to
the unit speed case is that the apex angle of the cones belonging to participant 푀푖
traveling at speed 훼푖 becomes 2 arctan(훼푖). Due to the different speeds, the projec-
tion of the cones in PRE on the 푋푌 -plane is a multiplicatively weighted furthest
site Voronoi diagram of circles. We do not know whether the 푂(푛 log 푛) algorithm
presented in [43, 16, 17] can be generalized to this case. But it is important for
the LP-approach that it is still possible to find the optimum meeting location for
at most 5 participants in time 푂(1) by inspecting every cell of the overlay of the
Voronoi diagrams belonging to the projections of the cones in PRE and SUB on
the 푋푌 -plane.
Another problem for generalizing our results to participants traveling at different
speeds is that Lemma 3.2 is no longer true. The following Lemma serves as a substi-
tute.
Lemma 3.10. If 푥1 ∕= 푥2 and both locations 푥1, 푥2 maximize 푓 , then 푆(푥1) ∕= 푆(푥2),
even if participants travel at different speeds.
Proof. As shown in the proof of Lemma 3.2, the line segment from (푥1, 푆(푥1)) to
(푥2, 푆(푥2)) is completely contained in the boundary of a cone, which implies that it
has slope > 0.
For the proof of Lemma 3.3, the only necessary change is to replace the use of
Lemma 3.2 by the use of Lemma 3.10. The proof of Lemma 3.4 as well as of Lemma 3.5
directly translate to our generalized problem setting.
There is also a minor change with respect to the proof of Theorem 3.8 and Figure
3.5. Now, with the cones having different angles, even upward cones can prevent us
from improving the solution, see Figure 3.6.
Finally, we conclude with the generalized result.
Theorem 3.11. We can compute a meeting of longest duration (or determine that
no meeting is possible) for 푛 participants traveling at different speeds in expected
time 푂(푛).
38 Chapter 3 Meeting Scheduling respecting Time and Space
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(xB, E|Z(xB))
(xZ, S|Z(xZ))
(xZ, E|Z(xZ))
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Figure 3.6: The longest meeting duration that is possible for the participants in 푍
is the same as for the participants in 퐵. The dotted curves 푑1, 푑2 correspond to
downward cones in 퐵 ∖푍, while the dotted curve 푢1 corresponds to an upward cone.
3.5 Allowing 푘 participants to be absent
Another interesting variant of the meeting scheduling problem is the following. Given
a problem instance with 푛 participants and a parameter 푘, find a meeting point which
maximizes the duration for a meeting of at least 푛− 푘 participants. For example, we
could think of a situation where half the participants have a quorum. An optimum
meeting for all except 푘 participants can be found by inspecting the optimum meeting
point for every subset of 4 participants, but we would like to have a faster algorithm.
However, a subquadratic solution in the full range of 푘 seems unlikely, because we
will establish that this problem is 3SUM-hard.
The class of 3SUM-hard problems has been introduced by Gajentaan and Over-
mars [32], no subquadratic solution for any 3SUM-hard problem is known.
As we already noticed, the meeting scheduling problem for all participants contains
the smallest enclosing disk problem. Accordingly, the meeting scheduling problem for
the best meeting for 푛− 푘 of 푛 participants contains the problem to find the smallest
disk enclosing at least 푛 − 푘 of 푛 given points in the plane. In [53], it is mentioned
that the 3SUM-hardness of the latter problem has been observed by David Eppstein.
I would like to thank him for providing me the proof of the following Theorem [28].
Theorem 3.12. The problem to find the smallest disk enclosing at least 푞 points of
a set of 푛 points in the plane is 3SUM-hard.
Proof. One of the base 3SUM-hard problems introduced by Gajentaan and Overmars
is
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Geombase: Given a set 푆 of n points in the plane with integer coordinates on the
three vertical lines 푥 = 0, 푥 = 1, and 푥 = 2, determine whether there exists a non-
vertical line containing three of the points.
We will establish that a subquadratic algorithm for the problem to find a smallest
disk enclosing at least 푞 of 푛 given points would also imply a subquadratic algorithm
for Geombase. To this end, we consider the dual of Geombase. The dualization
maps a point (푎, 푏) to the line {푌 = 푎푋 + 푏}, while this line is mapped to the point
(−푎, 푏).
The dual of Geombase is the following. We are given a set 퐿 of 푛 lines. The lines
have slope 0, 1 or 2 and intersect the 푦-axis at points with integer coordinates. We
have to determine whether there exists a point belonging to 3 of the lines. Let us
consider the intersection point 푝 of two lines 푙1 : 푥 7→ 훼1푥+ 푖1 and 푙2 : 푥 7→ 훼2푥+ 푖2,
where 훼1, 훼2 ∈ {0, 1, 2}, 훼1 ∕= 훼2 and 푖1, 푖2 ∈ ℤ. We assume that no other line of 퐿
contains 푝. The 푥-coordinate of the intersection point 푝 = (푝푥, 푝푦) equals 푝푥 =
푖2−푖1
훼1−훼2 .
In all possible cases, this is half of an integer. Clearly, all lines of 퐿 ∖ {푙1, 푙2} having
slope 훼1 or 훼2 have vertical distance at least 1 from 푝. On the other hand, the 푦-
coordinate of lines from 퐿∖{푙1, 푙2} with the remaining slope {0, 1, 2}∖{훼1 , 훼2} is half
of an integer at 푝푥. Since these 푦-coordinates are different from 푝푦 by assumption,
we conclude that every line different from 푙1 and 푙2 has, at 푥-coordinate 푝푥, vertical
distance at least 12 from 푝. The fact that we are only dealing with lines of slope 0, 1
and 2 makes it easy to verify that the vertical distance from an arbitrary point 푟 ∈ ℝ2
to such a line 푙 is at most
√
5 times the Euclidean distance from 푟 to 푙.
To summarize it: every intersection point of two lines of 퐿 has distance at least 12
1√
5
>
1
5 from its third nearest neighboring line, if there is no point contained in 3 lines.
Let 퐵 denote a bounding box of the intersection points of the lines of 퐿. We define 푦min
and 푦max to be the minimum and maximum 푦-coordinate where lines from 퐿 pass
the 푦-axis. Any two intersecting lines 푙1 : 푥 7→ 훼1푥 + 푖1 and 푙2 : 푥 7→ 훼2푥 + 푖2 have
the 푥-coordinate of their intersection point at 푖2−푖1훼1−훼2 . Since 훼1 − 훼2 ∈ {−1, 1}, this
푥-coordinate is somewhere between −(푦max − 푦min) and 푦max − 푦min. Of course, this
directly implies bounds for the 푦-coordinate of the intersection point. Hence, we can
construct the bounding box 퐵 of the intersection points of all lines of 퐿 in time 푂(푛).
Now, we are ready for the main step of the proof. We approximate the relevant part
of every line by the intersection of two large disks. To this end, we choose a radius 푅
large enough that we can find two disks of radius 푅 for every line 푙 ∈ 퐿, such that
∙ each of the two half-planes induced by 푙 contains one of the disk centers,
∙ both disks contain 푙 ∩퐵,
∙ both disks together cover 퐵, and
∙ the boundaries of the disks stay within distance less than 110 from 푙 within 퐵.
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We denote the set of the 2푛 disks as 퐶 and the set of the 2푛 disk centers as 퐷.
There exits a point belonging to 3 of the lines of 퐿, if and only if there is some point 푝
contained in 푛 + 3 of the disks of 퐶. However, there is a point 푝 contained in 푛 + 3
of the disks of 퐶, if and only if there exists a disk of radius ≤ 푅 containing at least
3푛 + 3 of the points of 퐷.
The latter problem can be decided by an algorithm which is able to compute the
minimum radius of a disk containing at least 푛+ 3 of the points of 퐷. The resulting
radius is ≤ 푅, if and only if the answer to the corresponding Geombase instance is
’yes’. The transformation from the Geombase instance to the smallest disk enclosing
at least 푞 of 푛 points instance can be done in linear time.
3.6 Maximizing the number of participants
If it is not possible for all participants to schedule a common meeting, it might be the
best to seek a meeting point where as many participants as possible can schedule a
common meeting. We are only interested in maximizing the number of participants,
the meeting length is not important for this problem variant.
Once again, 3SUM-hardness is involved. Let us consider an instance where all 푙
pre
푖 =
푙sub푖 , all 푡
pre
푖 = 0 and all 푡
sub
푖 = 푇 for some constant 푇 . Clearly, any set of partic-
ipants who are able to have a common meeting at all, can also have this common
meeting at time 푇2 . If we intersect the cones corresponding to the participants with
the plane corresponding to that time point 푇2 , the problem becomes to find, for a
given set of disks of equal radii in the plane, a point which is contained in a max-
imum number of disks. An algorithm which is able to compute such a point could
also be used to decide whether there exists point 푝 contained in 푛 + 3 of the disks
of the set 퐶 defined in the proof of Theorem 3.12. We conclude that the problem
to determine a point contained in a maximum number of disks is 3SUM-hard, which
has also been shown by Aronov and Har-Peled [7].
Unfortunately, we are not aware of an algorithm for maximizing the number of partic-
ipants in quadratic time. However, it is easy to solve this problem in time 푂(푛3 log 푛).
Theorem 3.13. For 푛 participants, a meeting point maximizing the number of par-
ticipants who can schedule a common meeting can be found in time 푂(푛3 log 푛).
Proof. The 2푛 cones corresponding to the 푛 participants divide the 3-dimensional
space into different regions. Each region allows a meeting for the same subset of
participants. For each region, let us consider a lowest point of the region. This lowest
point is either an apex of an upward cone or it belongs to the intersection of two
upward cones.
We can inspect all apexes of upward cones and compute the corresponding maximum
number of participants in time 푂(푛2). Afterwards, we inspect the 푂(푛2) intersection
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curves for each pair of upward cones. For each such curve 훾 we do the following:
Since 훾 is a curve of constant degree, we know that 훾 has at most 푂(푛) intersections
with the 2푛 cones belonging to the participants. Let us compute all these intersection
points and sort them according to their order on 훾. Afterwards, we can sweep over
the curve 훾, and for each intersection with a cone, we know whether this intersection
implies that we are gaining or loosing one participant. After the sweep, we know the
maximum number of participants which is possible on 훾.
For each curve 훾, we determine the maximum number of participants in time푂(푛 log 푛).
Since we have to consider 푂(푛2) curves, our approach leads to an 푂(푛3 log 푛) algo-
rithm.
3.7 Multiple meeting locations
Assume, we are allowed to have meetings at 푘 different locations instead of just one
location. The goal is to maximize the common meeting time for all participants,
where every participant can travel to one out of the 푘 locations. We still want to
find a common meeting within the same time range for all participants. A motivation
could be that all locations are equipped for a common video conference.
Let us first consider the situation, where all 푙
pre
푖 = 푙
sub
푖 , all 푡
pre
푖 = 0 and all 푡
sub
푖 = 푇
for some sufficiently large constant 푇 . In this special case, the best for each partici-
pant is to travel to his nearest meeting location. The problem becomes the well known:
Center 푘-Clustering-Problem: Given a set 푆 of 푛 points in 푑-dimensional Eu-
clidean space and an integer 푘, find a partition of 푆 into 푘 clusters and a center for
each cluster, such that the maximum distance from any point of 푆 to its cluster center
is minimized.
For dimension 푑 ≥ 2, Fowler et al. [30] proved center 푘-clustering to be NP-complete.
The meeting scheduling problem at 푘 different locations belongs to the class NP,
because the partition of the participants into the 푘 different groups can be used as
certificate.
Finally, we conclude
Theorem 3.14. To find the optimum meeting for 푛 participants at 푘 different meeting
locations is NP-complete.
3.8 More than 2 previously scheduled meetings
In this section, we want to get rid of the assumption that we have to take into
account only 2 meetings already scheduled for each participant. Instead, we allow
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every participant to schedule the new meeting somewhere between up to at most 푘
meetings already scheduled.
Let us assume that participant 푀푖 has his first meeting at location 푙
1
푖 , where he has
to stay until time 푡
pre
푖,1 . His second meeting is at location 푙
2
푖 , starts at time 푡
sub
푖,2 and
lasts until time 푡
pre
푖,2 , and so on. His last meeting starts at location 푙
푗
푖 at time 푡
sub
푖,푗 ,
where 푗 ≤ 푘.
How to schedule a meeting of longest possible duration in between the other meetings
of all participants? Can we once again use the concept of LP-type problems?
In fact, the generalized problem is still an LP-type problem. Clearly, any meeting
which is possible for a set of participants is also possible for every subset. What
about Axiom 2? A necessary condition for participant 푀푖 to be able to come to a
new meeting from time 푡1 to time 푡2 is that there exists some index ℎ ∈ {1, . . . , 푘−1}
such that 푡1 and 푡2 are both contained in the interval [푡
pre
푖,ℎ , 푡
sub
푖,ℎ+1]. But within this
interval, we can express the feasibility of the meeting with respect to 푀푖 in the
condition that the corresponding vertical segment is contained in the intersection of
just one upward and one downward cone.
The optimum meeting for all participants corresponds to the optimum solution for an
instance of the problem where every participant has only 2 meetings. Two optimum
meetings correspond to two vertical segments, which have the same length and the
same time range. For this time range, the problem can be stated within the original
problem setting where every participant has only 2 meetings scheduled. This means
that the proof of Axiom 2 from Theorem 3.6 inherits to the generalized problem
setting.
Now, that we know that our generalized problem is still LP-type, does this also mean
that we can once again solve in expected linear time using the algorithm of Welzl and
Sharir?
This time, the answer to this question is ’no’, because the dimension is no longer
restricted by 4 or by any other constant. In the following, we describe an instance
of 푛 participants, where removing any of them improves the solution. All meeting
location are at the same point, hence we do not have to take into account travel times.
Every participant has 푛 time intervals, where the new meeting could be scheduled.
All these time intervals have length 1 or 2. Figure 3.7 illustrates the time intervals:
the 푖-th row shows the 푖-th participant’s time intervals. Clearly, the best meeting for
all participants has duration 1, whereas the best meeting for any proper subset with
at least one participant has duration 2.
As we already observed, for each fixed time point 푡, finding a meeting of maximum
duration whose time interval contains 푡 can be done as in the situation where every
participant has only 2 meetings scheduled. This fact is used for the following algo-
rithm. We define 푇 (푀푖) := [푡
pre
푖,1 , 푡
sub
푖,2 ] ∪ [푡pre푖,2 , 푡sub푖,3 ] ∪ ⋅ ⋅ ⋅ to be the set of free time
intervals for participant 푀푖.
3.8 More than 2 previously scheduled meetings 43
Figure 3.7: Participants having these free time intervals are a basis of cardinality 푛.
Algorithm:
∙ Compute 퐶 := ∩푛푖=1 푇 (푀푖).
∙ For each connected component of 퐶 determine the optimum solution using the
Welzl/Shair-algorithm.
∙ Return the best value found.
The above algorithm returns the optimum solution for the meeting scheduling problem
with multiple time intervals. What about the performance? Computing
∩
푇 (푀푖) can
be done in 푂(푘푛 log(푘푛)) by sweeping over the sorted list of all interval endpoints.
For the remaining part of the algorithm, the expected running time is 푂(푣푛), where 푣
denotes the number of connected components of 퐶.
We assume that every participant has at most 푘 meetings, which lead to at most 푘−1
free time intervals for each. All participants’ free time intervals have at most 2푛(푘−1)
endpoints, which are the only possible endpoints for the connected components of 퐶.
If we sort all endpoints of all intervals, the first 푛 − 1 as well as the last 푛 − 1 are
not important for the boundary of 퐶. Since we need two of the remaining interval
endpoints for every connected component of 퐶, we conclude that 퐶 contains at most
1 + 푛(푘 − 2) ∈ 푂(푘푛) connected components.
Figure 3.8 shows an instance, where this number of connected component really
occurs.
Figure 3.8: 푛 participants, each of them has 푘− 1 free time intervals. The number of
connected components of
∩
푇 (푀푖) equals 1 + 푛(푘 − 2).
Now, that we know the exact upper bound on the number of connected components,
we can state the main result of this section:
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Theorem 3.15. We can compute a meeting of longest duration (or determine that
no meeting is possible) for 푛 participants in expected time 푂(푘푛2 + 푘푛 log(푘푛)), if
each participant has at most 푘 meetings already scheduled.
3.9 Conclusion
We conclude that the meeting scheduling problem, as stated here, can be solved
in 푂(푛 log 푛) time by an algorithm that is based on geometrical observations and by
an expected linear-time randomized algorithm within the LP-type framework. Many
interesting questions are still under investigation. For example we want to generalize
our results to other metrics. Another question is whether a deterministic linear-time
algorithm for LP-type problems can be applied to our problem. In principle such
an algorithm has been described by Chazelle and Matousˇek [23], but it needs more
restrictive assumptions than the algorithm by Sharir and Welzl we have used in this
thesis.
For the 3SUM-hard problem to maximize the number of participants, we presented an
푂(푛3 log 푛) algorithm. Is it possible to solve this problem faster? The same question
arises for the problem variant where each participant has up to 푘 previously scheduled
meetings.
Chapter 4
Traveller’s Problem
4.1 Introduction
Motion planning in dynamic environments is one of the challenging problems in com-
putational geometry. A classical, and important question is how to avoid collision
with obstacles that move in time. Motion planning for a point-shaped robot in an
environment where each obstacle is a convex polygon moving in a fixed direction
at constant speed is analyzed in [31]. A method to compute the trajectories of a
robot moving in a time-varying environment, using velocity information to directly
determine potential collisions, is presented in [29]. If the movement of the obstacles
is unpredictable, the area which has to be avoided can be modeled by discs growing
over time [52]. In [6], the authors analyze the problem of finding a maximum number
of disjoint paths for unit disks moving amidst static or dynamic obstacles and present
a pseudopolynomial-time dual-approximation algorithm for their problem.
We take a different point of view. Instead of the situation that the moving objects
are obstacles, we introduce a new motion planning problem where a traveller can use
the moving objects as a means of transportation.
A carrier in dimension 푑 is a non-empty intersection of finitely many closed half-
spaces. Thus, in dimension 2, a carrier can be a point, a line segment, a half-line,
a line, a possibly unbounded convex polygon, or the plane itself. Each carrier is
assigned its own velocity vector, causing it to move linearly at constant speed. The
traveller is modeled as a point, 푝. At time 푡 = 0, his journey begins at a start point, 푠,
which is located on some carrier 퐶푠. Like a passenger on board a vessel, traveller 푝
will be moved along with 퐶푠. In addition, he can walk on 퐶푠 (and any other carrier)
at maximum speed 푣, called innate speed for short, as long as he does not fall off. If,
at some time 푡 > 0, traveller 푝 is located in the intersection of 퐶푠 and some other
carrier, 퐶, he may decide to change from 퐶푠 to 퐶, and continue his journey by 퐶.
The traveller’s ultimate goal is to reach a goal point, 푔, located on some carrier 퐶푔.
We observe that our definition of changing the carrier allows for the following imple-
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mentations. First, the traveller can change at some point where two carriers touch
each other, since such touch point belongs to either carrier. Second, we could intro-
duce a special carrier 퐶0 that equals the whole plane and does not move. Then the
traveller could, in our model, get off his current carrier anytime and wait for another
carrier to arrive or, if 푣 > 0, walk some distance in the plane, and board another
carrier. In this model, start point 푠 and goal point 푔 could also be located in the
plane, instead of being fixed to moving carriers.
In general it is not clear if 푔 can be reached from 푠 at all. Thus, we are interested in
the following questions.
∙ Given initial positions for the carriers at time 푡 = 0, is it possible for the traveller
to reach 푔 when starting from 푠?
∙ If so, what is the quickest way to get there, using only the carriers for trans-
portation?
This model could be generalized in many ways. Instead of the quickest way, one could
ask for the journey that minimizes the traveller’s walking. Using a carrier could incur
a cost; then a cheapest 푠-to-푔 path would be of interest. Moreover, there is some
affinity to the highway systems on which city Voronoi diagrams [1, 35, 9] are based.
We could model a straight, unbounded highway lane by a line that moves in axial
direction. The same holds for navigation in currents near the shore [36]. However,
our model differs from these settings in that carriers can move in arbitrary directions,
independent of their shapes. We restrict ourselves to the simple model introduced
above, and study the question of finding a quickest connection.
We will establish that the complexity of our problem arises from two different points
of view.
The first one is an analytical complexity, caused by the following surprising fact.
There are very simple scenes in two-dimensional space where the goal can be reached
in finite time, but only by an infinite number of carrier changes. The situation is
even worse in three-dimensional space where the set of carrier change time points
may require infinitely many accumulation points for the traveller to reach his goal.
As a consequence of the analytical complexity, our arguments will involve concepts
from calculus as convergence of sequences or accumulation points.
The other big challenge besides the analytical complexity is the combinatorial com-
plexity of the problem. Even if the number of carrier changes is known to be linear,
the two-dimensional problem is NP-hard. However, NP-hardness is not at all the
end of the story. In high dimensions, the surprising result is that the problem is
undecidable, even if the number of carrier changes is known to be finite.
Our problem fits well in the context of hybrid automata [58, 4]. These are sys-
tems combining discrete and continuous components. Each hybrid automaton can
be expressed as a directed graph of discrete states and transitions, augmented with
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several real-valued continuous variables. While in a discrete state, the evolution of
the continuous variables is governed by a differential equation assigned to this state.
Furthermore the continuous variables determine whether it is allowed to change from
one discrete state into another one. The hybrid automaton corresponding to our
model has the Zeno property (see e.g. [41]), which means that an optimum traveller
path may need an infinite number of carrier changes in a finite time interval. The
reason why Zeno systems are named as they are is that the situation is similar to the
paradox of Achilles and the tortoise. The reachability question for hybrid automata is
whether a certain goal configuration is reachable from a certain initial configuration.
A lot of work has be done during the last years in finding the boundary between
decidable and undecidable hybrid systems [8]. For many systems the decidability or
the undecidability has been proven. On the other hand, there are also a lot of systems
where this question is still an open problem.
Now, as a warm-up example for Traveller’s Problem, let us consider a special case
that resembles the well-known “Frogger” game.
s
g
Figure 4.1: Barges on a river.
Our traveller wants to cross a river whose banks are modeled by two static lines
containing 푠 and 푔. The only other carriers are 푛 rectangular barges that move up-
or downstream at푚 different speeds, such that tracks of neighboring barges touch; see
Figure 4.1. As with Frogger, the traveller can move on each carrier at maximum 퐿1
speed 푣.
Theorem 4.1. Suppose that the 푛 barges are running at 푚 different speeds. Then
Traveller’s Problem can, in this case, be solved in time 푂(푛 log푚).
The proof of Theorem 4.1 uses the continuous Dijkstra paradigm [56] and an idea
of [48]. It can be found in [48] and [15].
Let us return to the general Traveller’s Problem and give its formal problem descrip-
tion in the following section.
4.1.1 Problem description
An instance of Traveller’s Problem consists of:
48 Chapter 4 Traveller’s Problem
∙ a dimension 푑 and a metric dist on ℝ푑
∙ a finite set 퐶 of carriers, ∣퐶∣ = 푛
∙ for each 푐 ∈ 퐶, a (possibly unbounded) convex polyhedron 푅0(푐) corresponding
to 푐 at time 푡 = 0
∙ for each 푐 ∈ 퐶, a velocity vector 푐⃗
∙ the traveller’s start location 푠 at time 푡 = 0
∙ the goal location 푔 at time 푡 = 0 and the velocity vector 푔⃗ of the goal
∙ the traveller’s maximum innate speed 푣.
A traveller path (퐼, 푓,퐴, 푔) is given by:
∙ a closed and bounded interval 퐼
∙ a continuous map 푓 : 퐼 → ℝ푑
∙ a set 퐴 ⊂ 퐼 which is countable and closed, accordingly all connected components
of 퐼 ∖퐴 are open intervals
∙ a map 푔 : 퐼 ∖ 퐴→ 퐶 which is constant on each connected component of 퐼 ∖ 퐴,
푔((푎, 푎′)) ∕= 푔((푎′, 푎′′)), if (푎, 푎′) and (푎′, 푎′′) are connected components of 퐼 ∖ 퐴
such that:
∙ If (푎, 푎′) is a connected component of 퐼 ∖ 퐴 and 푔(푡) = 푐∀푡 ∈ (푎, 푎′), then
∀푡 ∈ (푎, 푎′):
– dist (푓(푡), 푓(푎) + (푡− 푎)푐⃗) ≤ (푡− 푎)푣, and
– 푓(푡) ∈ 푅0(푐) + 푡푐⃗.
For 퐼 = [0, 푇 ], the path is said to connect the start location with the goal location, if
푓(0) = 푠 and 푓(푇 ) = 푔 + 푇 푔⃗.
Given an instance of Traveller’s Problem, let 푇 ′ denote the infimum of all travel times
of traveller paths connecting the start location with the goal location.
The task of Traveller’s Problem is to decide whether a path from the start location
to the goal location exists. If this is the case we have 푇 ′ <∞ and the task is also to
find, for any 휀 > 0, a traveller path of travel time at most 푇 ′ + 휀.
The reason for allowing infinitely many carrier changes and using the infimum instead
of the minimum in the definition above are subjects of the following section.
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4.1.2 Surprising properties of traveller paths
Surprisingly, there are very simple scenes where the goal can be reached in finite time,
but only by an infinite number of carrier changes. An example is shown in Figure 4.2.
The three line segments 퐴,퐵,퐶 are very long, but bounded. Their velocity vectors
have large axial and small lateral components. This causes the segments to intersect
in point 푧 at some time 푡푍 . The fast point-shaped carrier 퐷 will pass through 푧
at time 푡푍 , too, and then speed on to meet carrier 퐸 that consists just of the goal
point, 푔. The traveller sets out from point 푠 on 퐴. In order to reach 푔, he needs to
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Figure 4.2: The traveller must pass through the cycle 퐴,퐵,퐶 infinitely often before
he can board carrier 퐷.
catch carrier 퐷, because 퐴’s upward movement is too slow. The only occasion when
one of 퐴,퐵,퐶 contains 퐷 is at time 푡푍 in point 푧. Until then, the traveller must
keep cycling through the ever contracting triangle formed by 퐴,퐵,퐶. The following
argument establishes that cycling this triangle an infinite number of times might be
necessary.
Suppose that the traveller’s innate speed is zero, and that in Figure 4.2, point 푧 can
be reached at time 푡푍 when 퐴,퐵,퐶 intersect in 푧 after only a finite number of carrier
changes. Consider the last change, and suppose it was from carrier 퐶 to carrier 퐴.
Clearly, it takes place before time 푡푍 (or it would be unnecessary, because the traveller
has already arrived at 푧). So imagine the traveller standing at the intersection point—
let us call it p—of 퐶 and 퐴 in Figure 4.2. He can only reach 푧 without further carrier
changes if the speed vector of 퐴, that is, the sum of the components parallel and
orthogonal to 퐴, points from 푝 to 푧. But that may never happen, for example, if the
triangle is always equilateral, and centered at 푧, and if all the velocity vectors form
angles < 30 degrees with their carriers.
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We obtain the following lemma.
Lemma 4.2. There are two-dimensional instances of Traveller’s Problem where the
traveller can reach the goal location, but an infinite number of carrier changes is
necessary to get there.
If the bounded set 퐴 has infinitely many points, then it has an accumulation point
by Bolzano-Weierstrass. In the above example, this accumulation point is the time
point 푡푍 . Now, we sketch a three-dimensional situation which is even worse than just
one accumulation point of 퐴. We introduce an instance where 퐴 requires infinitely
many accumulation points for the traveller to reach the goal.
Lemma 4.3. There are instances of Traveller’s Problem where the goal can be reached,
but the set 퐴 of time points of carrier changes requires infinitely many accumulation
points to do so.
Proof. We consider the 3-dimensional instance shown in Figure 4.3.
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Figure 4.3: Infinitely many accumulation points.
The points 퐵,퐶,퐷,퐸 are the vertices of a tetrahedron. Point 퐶 is closer to the
viewer than the plane through 퐵,퐷,퐸. Every plane through 퐶퐷퐸, 퐵퐶퐷 and 퐵퐷퐸
is a carrier. Only the tetrahedron triangles of these carriers are shown in the picture.
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The black arrows indicate the velocity vectors of these carriers. Each plane moves
into a direction such that its position in 3-dimensional space keeps the same. We can
think of these carriers as unbounded conveyor belts.
The traveller located at start point 푠 on the carrier through 퐶퐷퐸 can use this carrier
until he reaches the common edge with the carrier through 퐵퐶퐷. Then he can can
change to this carrier until he reaches the common edge with 퐵퐷퐸 and so on. Each
round where the traveller uses all three tetrahedron carriers reduces his distance to
the point 퐷 by a constant factor. After taking the round infinitely often, the traveller
reaches the point 퐷. From there on he can use the red carrier until he changes to the
blue one which brings him back to a point on the boundary of the tetrahedron. Then
he can again use the tetrahedron carriers infinitely often to reach point 퐷 and so on.
Since the blue carrier moves upwards slowly, the time difference between consecutive
time points when the traveller reaches 퐷 gets smaller and smaller. Each time point
the traveller reaches 퐷 corresponds to an accumulation point of 퐴.
After reaching 퐷 infinitely often, the traveller can be at 퐷 simultaneously with the
blue carrier. If the goal carrier intersects the other ones only at that moment, the
traveller has to perform his path this way.
This means that the set 퐴 of time points of carrier changes contains infinitely many
accumulation points. These accumulation points themselves accumulate at that time
point when the traveller reaches the goal.
We continue to illustrate the complexity of traveller paths in three-dimensional space
by another example. This time, the purpose is to show that the infimum travel time
is not a minimum in general.
Lemma 4.4. There are instances of Traveller’s Problem where the infimum travel
time to the goal location is 푇 ′ <∞, but not traveller path reaching the goal at time 푇 ′
exists.
Proof. We consider a three-dimensional instance containing 5 carriers. Three of them,
so-called attic carriers, are shown in Figure 4.4.
Each pair of roof ridges of attic carriers intersects at an angle of 2휋3 . The velocity
vectors of the attic carriers are chosen such that the intersection point 푧 of their roof
ridges stays the same all the time. The scene contains two further carriers. One is
the elevator carrier which fills the whole 3-dimensional space and moves downwards
at speed 1. The last carrier is the point-shaped goal carrier which starts at a point
over 푧 and moves downwards vertically at speed 1. Let 푇 ′ denote that time point
when the goal carrier reaches 푧. We consider traveller paths which start at 푧 and
have maximum innate speed 0.
We show the following three statements:
(1) All traveller paths to the goal require travel time ≥ 푇 ′. — None of the carriers
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(i) Each carrier has the shape of an attic.
These carriers are solid convex bodies.
(ii) The roof ridges of the attic
carriers viewed from above.
Figure 4.4: Attic carriers.
enables the traveller to gain height. Hence, the traveller cannot reach the goal
location before the goal carrier has reached the height of 푧 which happens at
time 푇 ′.
(2) There are traveller paths to the goal whose travel times come arbitrarily close
to 푇 ′. — Let the traveller start his trip by using one of the attic carriers for
duration 휀. Afterwards, he can use the elevator carrier for duration 푐휀 (with 푐 as
a suitable constant) until he reaches the boundary of both other attic carriers.
From then on, he can stay in the intersection of all three attic carriers until the
end of his trip. If he uses both attic carriers different from his start carrier for
duration 휀, he reaches a point directly under 푧. Using the three attic carriers in
cyclic order and staying in their common intersection enables him to meet the
goal location at that moment when the goal has reached his height. The total
travel time of the trip is 푇 ′ +푂(휀).
(3) No traveller path reaches the goal location at time 푇 ′. — By Lemma 4.5, which
will be discussed in Section 4.2, we can choose a subinterval of the time where
only a finite number of carrier changes happens. If the elevator carrier is used
during this subinterval, then the height of the traveller will be below the roof
ridges afterwards. Otherwise, we have at least one carrier change from one attic
carrier to another attic carrier which happens at place not on the vertical line
through 푧. This carrier change requires both carriers to overlap which means
that also in this case the height of the traveller has to be below the roof ridges.
Afterwards the traveller cannot increase his height which means that he cannot
reach the goal at time 푇 ′.
Thanks to statements (1)-(3), the infimum travel time 푇 ′ is not a minimum travel
time.
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4.1.3 Overview of the results of this chapter
Traveller paths containing an infinite number of carrier changes are difficult to handle.
In certain circumstances, Lemma 4.5 which is introduced in Section 4.2 enables us to
restrict ourselves to subintervals containing only finitely many carrier changes.
The ease of the solution for our warm-up example, the “Frogger” game, was owed
to the special situation. In Section 4.3 we show that the general Traveller’s Problem
is undecidable in dimension 8 or higher, employing a recent result on affine map-
pings [10].
Of all smaller dimensions, the case of the Euclidean plane is of particular interest.
In Section 4.4 we provide the following results. First, we show the problem to be
NP-hard, even if all carriers are vertical line segments. Not even a constant factor
approximation is possible, unless P=NP. Bounding the complexity of the problem
from above is made difficult by the possibility of infinitely many carrier changes.
Despite this complication, we can show that, in dimension two, Traveller’s Problem
is decidable if the carriers are lines or line segments. By discretising time and space, we
also provide a pseudo-polynomial approximation algorithm for the case of bounded,
but otherwise arbitrary, convex carriers in the plane. To this end, we relax our original
model by increasing the traveller’s innate speed by 휀 and the extensions of the carriers
in all directions by 휇. If an 푠-to-푔 path of duration ≤푊 exists in the original model,
then, in the relaxed model, a slightly longer journey can be computed in time
푂
(
푛2 log(퐿) 푊
퐺
퐻
)
where 퐿 denotes the total number of edges of the 푛 carriers, 퐺 equals the maximum
carrier diameter squared times the maximum speed to the 5th power, and 퐻 = 휀4휇3.
Finally, in Section 4.5, we discuss the possibility of uncountable many traveller paths
and construct a three-dimensional instance allowing the traveller to reach exactly the
points of the famous Cantor set.
We presented some of our discoveries about Traveller’s Problem first in [14, 15].
4.2 Subintervals with finitely many carrier changes
Traveller paths containing an infinite number of carrier changes—which means that
∣퐴∣ =∞—are difficult to handle. However, the following Lemma shows that it is al-
ways possible to consider such paths restricted to subintervals containing only finitely
many points of 퐴. I would like to thank Thomas Bo¨hme and Friedrich Regen [19] for
providing me the proof of the following Lemma.
Lemma 4.5. Let 퐴 ⊂ ℝ with ∣퐴∣ = ∞ denote a set, which is bounded, closed and
countable. Then, for any natural number 푁 , there exists a closed interval 퐽 ⊂ ℝ,
such that 푁 ≤ ∣퐴 ∩ 퐽 ∣ <∞.
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Proof. Since 퐴 is bounded and infinite, there exists at least one accumulation point
of 퐴. Furthermore, 퐴 contains all of its accumulation points, because 퐴 is a closed
set.
We define
퐴ˆ := {푎 ∈ 퐴 : 푎 is accumulation point of 퐴} ⊂ 퐴
We claim that 퐴ˆ contains an element 푎ˆ, which is not an accumulation point of 퐴ˆ.
Let us for contradiction assume that all elements of 퐴ˆ are accumulation points of 퐴ˆ.
Clearly, in this case the number of elements of 퐴ˆ is infinite. It is well known from
topology that the set 퐴ˆ is a closed set. Let 푡0 denote the minimum of 퐴ˆ and 푡1 denote
the maximum. The difference Δ := 푡1− 푡0 is positive, because there is more than one
element in 퐴ˆ.
Now, we define two sets 퐴0 and 퐴1.
퐴0 := {푎 ∈ 퐴 : ∣푎− 푡0∣ ≤ Δ
3
}
퐴1 := {푎 ∈ 퐴 : ∣푎− 푡1∣ ≤ Δ
3
}
Notice that the sets 퐴0 and 퐴1 have a positive distance of at least
Δ
3 from each
other. By assumption, the point 푡0 is an accumulation point of 퐴ˆ. This implies that
there is an infinite number of elements of 퐴ˆ in the interval [푡0 − Δ3 , 푡0 + Δ3 ]. All
these accumulation points belong to 퐴0. Hence, the set 퐴0 is again bounded, infinite,
countable and closed. This means we can repeat the above splitting which leads to
subsets 퐴0,0 and 퐴0,1. Accordingly, also the set 퐴1 can be split into two subsets 퐴1,0
and 퐴1,1.
By iterating this splitting, we obtain a set 퐴푏 for every finite binary sequence 푏. Each
set 퐴푏 is bounded, infinite, countable and closed. If 푏1 and 푏2 denote two different
binary sequences of the same length, then the sets 퐴푏1 and 퐴푏2 have positive distance,
because each splitting process creates two subsets of positive distance.
Let 푏′ denote an infinite binary sequence. For each finite subsequence 푠푚(푏′) con-
taining only the first 푚 digits of 푏′, we choose an arbitrary point ℎ푚 ∈ 퐴푠푚(푏′).
For 푚→∞, the sequence of points ℎ푚 converges, because each splitting process di-
vides any set of diameter 퐷 into two subsets whose diameter is at most 23퐷. Since 퐴
is closed, the limit point lim푚→∞ ℎ푚 belongs to 퐴. This way, we assign every infinite
binary sequence to one point of 퐴. Different infinite binary sequences are assigned
to different points of 퐴, because each splitting process creates two subsets of positive
distance. Consequently, the cardinality of 퐴 is at least the cardinality of the set of
all infinite binary sequences, which is uncountable. This contradicts the precondition
that 퐴 is countable.
We conclude that 퐴ˆ contains an element 푎ˆ which is not an accumulation point of 퐴ˆ.
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Consequently, we can choose an 휀 > 0, such that [푎ˆ− 휀, 푎ˆ+ 휀]∩ 퐴ˆ = {푎ˆ}. The point 푎ˆ
is the only accumulation point of 퐴 in the interval [푎ˆ− 휀, 푎ˆ+ 휀].
For 0 < 휇 < 휀, both intervals [푎ˆ−휀, 푎ˆ−휇] and [푎ˆ+휇, 푎ˆ+휀] contain only finitely many
points of 퐴. However, for 휇 → 0, at least one of both cardinalities gets arbitrarily
large.
4.3 Higher dimensions
Now we show that Traveller’s Problem is undecidable in dimension 푑 ≥ 8. To this
end we employ the following recent result by Bell and Potapov [10]. Let us recall
that a two-dimensional affine mapping over ℚ acts on (푥, 푦) as follows. First, (푥, 푦)
is multiplied by a 2× 2 matrix with rational coefficients, then a rational vector (푣,푤)
is added to the result.
Theorem 4.6. The following problem is undecidable [10].
Five-affine-Mappings-Reachability:
Given five affine mappings 푓1, 푓2, . . . , 푓5 from ℚ
2 to ℚ2 and two rational vectors 푞 =
(푥, 푦) and 푞′ = (푥′, 푦′). Is there a finite product of mappings from {푓1, 푓2, . . . , 푓5} that
maps 푞 to 푞′?
Their elegant proof is by reduction from Post’s correspondence problem [63], replacing
letters with 2×2 matrices that form a free semigroup. Now we use this result to prove
that Traveller’s Problem with innate speed zero is undecidable in dimension 푑 ≥ 8.
How can we model the effect of five affine mappings in the plane by moving carriers?
Let us start with only one affine mapping ℎ.
ℎ : ℚ2 → ℚ2
(푒, 푓) 7→ (훼푒+ 훽푓 + 훾, 휆푒+ 휇푓 + 휈)
We will create a scene of moving carriers in 9-dimensional space which has the same
effect as ℎ. The coordinate axes are denoted by the variables 푞, 푟, . . . , 푦. The 푞푟-plane
corresponds to the plane where ℎ is defined, which means that our goal is that the
carriers can be used for a trip from (푒, 푓, 0, . . . , 0) to (훼푒+훽푓+훾, 휆푒+휇푓+휈, 0, . . . , 0).
The scene contains 20 carriers. One of them is the base carrier 퐶0 which does not
move and equals the 푞푟-plane. The location and velocity vectors of all carriers are
shown in Figure 4.1. All carriers are affine subspaces of ℝ9 moving into a direction
such that their location keeps the same all the time. This means that we can also
think of the carriers as infinite conveyor belts.
We have to specify the meaning of the ±1 terms occurring in some of the velocity
vectors. The velocity vector of 퐶2 equals (0, 0,+1, 0, 0, 0, 0, 0, 0), while the velocity
vector of 퐶3 is (0, 0,−1, 0, 0, 0, 0, 0, 0). Accordingly, the ±1 terms have to be inter-
preted for the carrier pairs 퐶5,6, 퐶8,9 and 퐶11,12. The situation is different for 퐶14,15
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m 퐶0 contains points of form: ( 푞, 푟, 0, 0, 0, 0, 0, 0, 0 )
velocity vector: ( 0, 0, 0, 0, 0, 0, 0, 0, 0 )
퐶1 contains points of form: ( 푞, 푟, 0, 0, 0, 0, 0, 0, 푦 )
velocity vector: ( 0, 0, 0, 0, 0, 0, 0, 0, 1 )
퐶2, 퐶3 contain points of form: ( 푞, 푟, 푠, 0, 0, 0, 0, 0, 1 )
velocity vectors: ( 0, 0, ±1, 0, 0, 0, 0, 0, 0 )
퐶4 contains points of form: ( 푞, 푟, 훼푞 + 훽푟 + 훾, 0, 0, 0, 0, 푥, 1− 푥 )
velocity vector: ( 0, 0, 0, 0, 0, 0, 0, 1, −1 )
퐶5, 퐶6 contain points of form: ( 푞, 푟, 푠, 푡, 0, 0, 0, 1, 0 )
velocity vectors: ( 0, 0, 0, ±1, 0, 0, 0, 0, 0 )
퐶7 contains points of form: ( 푞, 푟, 푠, 휆푞 + 휇푟 + 휈, 0, 0, 0, 1, 푦 )
velocity vector: ( 0, 0, 0, 0, 0, 0, 0, 0, 1 )
퐶8, 퐶9 contain points of form: ( 푞, 푟, 푠, 푡, 0, 0, 0, 1, 1 )
velocity vectors: ( ±1, 0, 0, 0, 0, 0, 0, 0, 0 )
퐶10 contains points of form: ( 0, 푟, 푠, 푡, 0, 0, 푤, 1− 푤, 1− 푤 )
velocity vector: ( 0, 0, 0, 0, 0, 0, 1, −1, −1 )
퐶11, 퐶12 contain points of form: ( 0, 푟, 푠, 푡, 0, 0, 1, 0, 0 )
velocity vectors: ( 0, ±1, 0, 0, 0, 0, 0, 0, 0 )
퐶13 contains points of form: ( 0, 0, 푠, 푡, 0, 0, 1, 0, 푦 )
velocity vector: ( 0, 0, 0, 0, 0, 0, 0, 0, 1 )
퐶14, 퐶15 contain points of form: ( 푞, 0, 푠, 푡, 0, 0, 1, 0, 1 )
velocity vectors: ( ±1, 0, ±1, 0, 0, 0, 0, 0, 0 )
퐶16 contains points of form: ( 푞, 0, 0, 푡, 0, 0, 1, 푥, 1− 푥 )
velocity vector: ( 0, 0, 0, 0, 0, 0, 0, 1, −1 )
퐶17, 퐶18 contain points of form: ( 푞, 푟, 0, 푡, 0, 0, 1, 1, 0 )
velocity vectors: ( 0, ±1, 0, ±1, 0, 0, 0, 0, 0 )
퐶19 contains points of form: ( 푞, 푟, 0, 0, 0, 0, 푤, 푤, 0 )
velocity vector: ( 0, 0, 0, 0, 0, 0, −1, −1, 0 )
Table 4.1: Location and velocity vectors of the carriers 퐶0,. . . ,퐶19.
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and 퐶17,18. The velocity vector of 퐶14 is (+1, 0,−1, 0, 0, 0, 0, 0, 0) and the velocity
vector of 퐶15 is (−1, 0,+1, 0, 0, 0, 0, 0, 0). Accordingly, the velocity vector of 퐶17 is
(0,+1, 0,−1, 0, 0, 0, 0, 0), while the velocity vector of 퐶18 is (0,−1, 0,+1, 0, 0, 0, 0, 0).
Notice that using 퐶2 for a time interval of positive duration and afterwards changing
to 퐶3 and using 퐶3 for a time interval of positive duration only leads to an unnecessary
detour. Hence, we may for 퐶2,3 as well as for 퐶5,6, 퐶8,9, 퐶11,12, 퐶14,15 and 퐶17,18
assume that the traveller never performs such unnecessary carrier changes.
The following definition maps each carrier 퐶0, . . . , 퐶19 to a set of binary vectors of
length 5.
푏(퐶푖) :=
{
(푢, 푣, 푤, 푥, 푦) ∈ {0, 1}5
∣∣∣∣ ∃(푞, 푟, 푠, 푡) ∈ ℝ4 such that(푞, 푟, 푠, 푡, 푢, 푣, 푤, 푥, 푦) belongs to 퐶푖
}
We obtain that
∙ 푏(퐶0) = {(0, 0, 0, 0, 0)}
∙ 푏(퐶1) = {(0, 0, 0, 0, 0), (0, 0, 0, 0, 1)}
∙ 푏(퐶2,3) = {(0, 0, 0, 0, 1)}
∙ 푏(퐶4) = {(0, 0, 0, 0, 1), (0, 0, 0, 1, 0)}
∙ 푏(퐶5,6) = {(0, 0, 0, 1, 0)}
∙ 푏(퐶7) = {(0, 0, 0, 1, 0), (0, 0, 0, 1, 1)}
∙ . . .
∙ 푏(퐶17,18) = {(0, 0, 1, 1, 0)}
∙ 푏(퐶19) = {(0, 0, 1, 1, 0), (0, 0, 0, 0, 0)}
By construction of the carriers, we obtain
Lemma 4.7. If 푏(퐶푖) = {푏1} with 푏1 ∈ {0, 1}5, then the affine subspace of the
푢, 푣, 푤, 푥, 푦-coordinates of points belonging to 퐶푖 is the single point 푏1. If 푏(퐶푖) =
{푏1, 푏2} with 푏1, 푏2 ∈ {0, 1}5, then the affine subspace of the 푢, 푣, 푤, 푥, 푦-coordinates of
points belonging to 퐶푖 is the 1-dimensional line through both points 푏1 and 푏2.
Lemma 4.8. Let 푖, 푗 denote two different elements from the set {0, . . . , 18}. Then
푏(퐶푖) ∩ 푏(퐶푗) = ∅ implies that the carriers 퐶푖 and 퐶푗 do not have any point in com-
mon.
Proof. This follows directly from Lemma 4.7, if ∣푏(퐶푖)∣ = 1 and ∣푏(퐶푗)∣ = 1. Let
us analyze the case that 푏(퐶푖) = {푏1, 푏2} and 푏(퐶푗) = {푏3}. Without loss of gener-
ality, we may assume that the binary sequence 푏2 is the successor of the binary se-
quence 푏1. We conclude that 푏2−푏1 equals (0, 0, 0, 0, 1), (0, 0, 0, 1,−1), (0, 0, 1,−1,−1),
(0, 1,−1,−1,−1) or (1,−1,−1,−1,−1,−1).
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The last five coordinates of points belonging to 퐶푖 and 퐶푗 fulfill:
푏1 + 휆(푏2 − 푏1) = 푏3 (4.1)
We will show that this equation does not have any solution. To this end, let us
consider the coordinate 휈 such that the 휈-value of (푏2 − 푏1) equals 1. Equation 4.1
restricted to the 휈-th coordinate is (푏1)휈 + 휆 = (푏3)휈 , which implies 휆 ∈ {−1, 0, 1}.
Because of the assumption that {푏1, 푏2}∩{푏3} = ∅, we can exclude that 휆 = 0 or 휆 = 1
solves Equation 4.1. However, also the case 휆 = −1 is not possible for the following
reason. Assume that Equation 4.1 is fulfilled for 휆 = −1. We know that 푏1 as well as
푏2 = 푏1 + 1 ⋅ (푏2 − 푏1) are binary vectors, where 푏2 − 푏1 ∕= 0. Hence, it is not possible
that 푏1+ (−1) ⋅ (푏2− 푏1) = 푏3 is also a binary vector. This is a contradiction showing
the statement of the Lemma for the case that 푏(퐶푖) = {푏1, 푏2} and 푏(퐶푗) = {푏3}.
The remaining case is that 푏(퐶푖) = {푏1, 푏2} and 푏(퐶푗) = {푏3, 푏4}. Again, we assume
that 푏2 is the binary successor of 푏1 and 푏4 is the binary successor of 푏3. If 푏2 − 푏1 =
푏4 − 푏3, then the affine subspaces corresponding to the last five coordinates of 퐶푖
and 퐶푗 are parallel lines. These lines are disjoint or identical, but the assumption
푏(퐶푖) ∩ 푏(퐶푗) = ∅ excludes that they are identical.
Let us come to the case that 푏2 − 푏1 and 푏4 − 푏3 are two different vectors from
(0, 0, 0, 0, 1), (0, 0, 0, 1,−1), (0, 0, 1,−1,−1), (0, 1,−1,−1,−1) or (1,−1,−1,−1,−1,−1).
Without loss of generality, we may assume that 푏2 − 푏1 starts with a smaller subse-
quence of zeros than 푏4− 푏3 does. The last five coordinates of points belonging to 퐶푖
and 퐶푗 fulfill:
푏1 + 휆(푏2 − 푏1) = 푏3 + 휇(푏4 − 푏3) (4.2)
We choose the coordinate 휈 where the 휈-value of 푏2 − 푏1 equals 1 and the 휈-value of
푏4 − 푏3 equals 0. Equation 4.2 restricted to the 휈-th coordinate is (푏1)휈 + 휆 = (푏3)휈 .
Once again, we obtain 휆 ∈ {−1, 0, 1}. Restricting Equation 4.2 to the 휉-th coordinate
where the 휉-value of 푏2−푏1 equals −1 and the 휈-value of 푏4−푏3 equals 1 provides us the
additional information that 휆+ 휇 ∈ {−1, 0, 1}. All together, only nine combinations
for the values of 휆 and 휇 are possible. However, all of them contradict the assumption
that {푏1, 푏2} ∩ {푏3, 푏4} = ∅ as Figure 4.5 shows.
The carrier 퐶19 has a special role, because this carrier does not fit into the concept
of increasing a binary counter. Subspaces not fitting into this concept could cause
trouble as the line through (0, 0) and (1, 1) indicates because this line indeed intersects
the line through (0, 1) and its binary successor (1, 0). Thus, a more detailed analysis
is needed to generalize Lemma 4.8 to the following Lemma.
Lemma 4.9. Let 푖, 푗 denote two different elements from the set {0, . . . ,19}. Then
푏(퐶푖)∩푏(퐶푗) = ∅ implies that the carriers 퐶푖 and 퐶푗 do not have any point in common.
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휆 휇 results in contradicts {푏1, 푏2} ∩ {푏3, 푏4} = ∅ because
-1 0 2푏1 = 푏2 + 푏3 푏1 = 푏2 = 푏3
-1 1 2푏1 = 푏2 + 푏4 푏1 = 푏2 = 푏4
-1 2 2푏1 + 푏3 = 푏2 + 2푏4 푏1 = 푏4 and 푏2 = 푏3
0 -1 푏1 + 푏4 = 2푏3 푏1 = 푏3 = 푏4
0 0 푏1 = 푏3 푏1 = 푏3
0 1 푏1 = 푏4 푏1 = 푏4
1 -2 푏2 + 2푏4 = 3푏3 푏2 = 푏3 = 푏4
1 -1 푏2 + 푏4 = 2푏3 푏2 = 푏3 = 푏4
1 0 푏2 = 푏3 푏2 = 푏3
Figure 4.5: Equation 4.2 has no solution, if 휆 ∈ {−1, 0, 1} and 휆+ 휇 ∈ {−1, 0, 1}.
푏2 − 푏1 푏3
0 0
0 0
0 1
0 1
1 0
푏2 − 푏1 푏3
0 0
0 0
0 1
1 1
-1 0
푏2 − 푏1 푏3
0 0
0 0
1 1
-1 1
-1 0
푏2 − 푏1 푏3
0 0
1 0
-1 1
-1 1
-1 0
푏2 − 푏1 푏3
1 0
-1 0
-1 1
-1 1
-1 0
Figure 4.6: For all possible values of 푏2− 푏1, we can find a coordinate 휈 such that the
휈-value of 푏2 − 푏1 is 1 smaller than the 휈-value of (0, 0, 1, 1, 0).
Proof. Thanks to Lemma 4.8, we can restrict ourselves to the case 푗 = 19. The
affine subspace corresponding to the last five coordinates of carrier points of 퐶19 is
a line through the origin and the point 푏3 = (0, 0, 1, 1, 0). For 2 ≤ 푖 ≤ 15, this
affine subspace is disjoint from the affine subspaces corresponding to the last five
coordinates of points of carriers 퐶푖 with ∣푏(퐶푖)∣ = 1.
Let us analyze the case that 푏(퐶푖) = {푏1, 푏2}, where 푏2 denotes the binary suc-
cessor of 푏1. The last five coordinates of points belonging to 퐶푖 and 퐶19 fulfill
푏1 + 휆(푏2 − 푏1) = 휇 ⋅ (0, 0, 1, 1, 0) for 휆, 휇 ∈ ℝ. If there is a coordinate 휈 such that
the 휈-value of 푏2 − 푏1 equals 0 and the 휈-value of 푏3 = (0, 0, 1, 1, 0) equals 1, then the
above equation restricted to the 휈-th coordinate is (푏1)휈 = 휇. In this case, we have
휇 ∈ {0, 1}. Consequently, the solution candidates for common points of 퐶푖 and 퐶19
are 푏1 and 푏1 + 1 ⋅ (푏2 − 푏1). We conclude that, in this case, no common point of 퐶푖
and 퐶19 exists by the assumption 푏(퐶푖)∩푏(퐶19) = ∅. Similar, it can be shown that no
solution exists if we can find a coordinate 휈 such that the 휈-value of 푏2− 푏1 equals −1
and the 휈-value of 푏3 equals 0.
An enumeration of all possible cases for the difference 푏2 − 푏1 is shown in Figure 4.6.
In all cases, it is possible to find a coordinate 휈 with the desired property.
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Lemma 4.9 implies that the traveller can not directly change from carrier 퐶푖 to
carrier 퐶푗 , if 푏(퐶푖) ∩ 푏(퐶푗) = ∅.
Every carrier from 퐶1 to 퐶17,18 in the list of Figure 4.1 has a non-empty intersection
with the previous and the subsequent carrier of the list. There are also intersections
of another type which we call redundant intersections. Such a redundant intersection
occurs between 퐶1 and 퐶4. The intersection of the carriers 퐶1 and 퐶4 is a subset of
the carrier 퐶2,3. This means that, if a direct carrier change from 퐶1 to 퐶4 should be
possible at all, we could virtually replace this change by two simultaneous changes,
one from 퐶1 to 퐶2,3 and one from 퐶2,3 to 퐶4. Of course, our model does not allow
to perform two carrier changes at the same time point. It is just a notation for
the analysis that we say that the traveller changes from 퐶1 to 퐶2,3 and at the same
moment from 퐶2,3 to 퐶4. This notation is convenient to avoid case differentiations.
Furthermore, with this notation, no direct change from 퐶1 to 퐶4 is necessary, and
that is the reason why the intersection of 퐶1 and 퐶4 is called redundant.
The intersection graph of all carriers is shown in Figure 4.7.
퐶0
퐶1
퐶2,3
퐶4
퐶5,6
퐶7
퐶8,9퐶10
퐶11,12
퐶13
퐶14,15
퐶16
퐶17,18
퐶19
Figure 4.7: Intersection graph of the carriers 퐶0, . . . , 퐶19. Dotted edges correspond
to redundant intersections.
For our analysis, we would like to talk about the first carrier change, the second
carrier change, the third carrier change and so on. However, this terminology might
not apply to the case of traveller paths having an infinite number of carrier changes.
The following Lemma ensures that, in case of the carriers 퐶0, . . . , 퐶19, we do not
have to take care about infinitely many carrier changes. The Lemma is restricted
to traveller paths not performing unnecessary carrier changes; see page 57 for the
definition of unnecessary carrier changes.
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Lemma 4.10. In case of the instance 퐶0, . . . , 퐶19, every traveller path ([0, 푇 ], 푓, 퐴, 푔)
not performing unnecessary carrier changes has only a finite number of carrier changes.
Proof. Let 휅 denote the minimum distance of any two non-intersecting carriers from
퐶0, . . . , 퐶19. We assume, for contradiction, that ∣퐴∣ = ∞. Thanks to the infinite
pigeon hole principle, we can choose an interval 퐼 ′ ⊂ [0, 푇 ] of size < 휅√
3
such that
∣퐴∩퐼∣ =∞. By Lemma 4.5, there exists an interval 퐼 ⊂ 퐼 ′ such that 6 ≤ ∣퐴∩퐼∣ <∞.
It makes sense to talk about the first carrier change in 퐼, the second carrier change,
the third one and so on.
Since the size of 퐼 is smaller than 휅√
3
and the maximum carrier speed is
√
3, we
conclude that the traveller does not visit any two non-adjacent vertices of the graph
shown in Figure 4.7 during the time interval 퐼. He only visits vertices of one clique.
If the traveller visits only two carriers, the contradiction is that, by construction of
the carriers, at least one of both carriers moves him away from the intersection with
the other carrier.
Let us come to the case that the traveller, during the time interval 퐼, visits all 3
vertices of a clique of the graph shown in Figure 4.7. For the moment, we assume
that this clique does not contain the vertex 퐶19. Thus, the clique has two vertices such
that the corresponding carriers monotonously increase the 4푤 + 2푥 + 푦-value of the
traveller. The third carrier 퐶푖,푖+1 of the clique has the property that ∣푏(퐶푖,푖+1)∣ = 1.
Consequently, all points of this carrier have the same 4푤 + 2푥 + 푦-value. If the
traveller visits 퐶푖,푖+1 and afterwards uses another carrier of the clique for a positive
time duration, then it is not possible for him to return to 퐶푖,푖+1. Hence, we are in
the above case of only two carriers after the traveller visited 퐶푖,푖+1 for the first time.
The remaining issue is to show that it is not possible to change between the carriers
퐶0, 퐶1 and 퐶19 infinitely often during the time interval 퐼. However, if the traveller
changes from 퐶0 or 퐶1 to 퐶19, then his 푤-coordinate decreases below 0 and no further
carrier change is possible afterwards.
Suppose, the traveller is located on the base carrier 퐶0 and wants to use the other
carriers on a trip which finally brings him back to 퐶0. If the traveller starts his trip
with a carrier change form 퐶0 to 퐶19, then his 푤-coordinate will decrease below 0
and no other carrier change is possible afterwards. Hence, all traveller paths from a
point in 퐶0 to a different point in 퐶0 have their first carrier change from 퐶0 to 퐶1.
By construction of the carriers, whenever the traveller changes between two of them,
his new carrier moves him away from the common intersection of both carriers. It is
not possible to change back to the previous carrier directly.
Consequently, the intersection behavior of the carriers shown in Figure 4.7 leads to
the following Lemma.
Lemma 4.11. The only possibility for a non-constant path from 퐶0 to 퐶0 without any
intermediate stops in 퐶0 is to use all carriers 퐶0, 퐶1, 퐶2,3, 퐶4, . . . , 퐶19, 퐶0 in exactly
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( 푒, 푓 , 0, 0, 0, 0, 0, 0, 0 )
퐶1→ ( 푒, 푓 , 0, 0, 0, 0, 0, 0, 1 )
퐶2,3→ ( 푒, 푓 , 푒′, 0, 0, 0, 0, 0, 1 )
퐶4→ ( 푒, 푓 , 푒′, 0, 0, 0, 0, 1, 0 )
퐶5,6→ ( 푒, 푓 , 푒′, 푓 ′, 0, 0, 0, 1, 0 )
퐶7→ ( 푒, 푓 , 푒′, 푓 ′, 0, 0, 0, 1, 1 )
퐶8,9→ ( 0, 푓 , 푒′, 푓 ′, 0, 0, 0, 1, 1 )
퐶10→ ( 0, 푓 , 푒′, 푓 ′, 0, 0, 1, 0, 0 )
퐶11,12→ ( 0, 0, 푒′, 푓 ′, 0, 0, 1, 0, 0 )
퐶13→ ( 0, 0, 푒′, 푓 ′, 0, 0, 1, 0, 1 )
퐶14,15→ ( 푒′, 0, 0, 푓 ′, 0, 0, 1, 0, 1 )
퐶16→ ( 푒′, 0, 0, 푓 ′, 0, 0, 1, 1, 0 )
퐶17,18→ ( 푒′, 푓 ′, 0, 0, 0, 0, 1, 1, 0 )
퐶19→ ( 푒′, 푓 ′, 0, 0, 0, 0, 0, 0, 0 )
Figure 4.8: The traveller, located at (푒, 푓, 0, 0, 0, 0, 0, 0, 0), uses all carriers
퐶0, 퐶1, 퐶2,3, 퐶4, . . . , 퐶19, 퐶0 in exactly this order.
this order.
Let us analyze what happens to the traveller located at the point (푒, 푓, 0, 0, 0, 0, 0, 0, 0)
in 퐶0, if all carriers are used in this order. We define 푒
′ := 훼푒 + 훽푓 + 훾 and 푓 ′ :=
휆푒+ 휇푓 + 휈. The resulting trip is shown in Figure 4.8.
Lemma 4.12. Using the carriers 퐶0, 퐶1, . . . , 퐶19, 퐶0 has the same effect on the trav-
eller’s location as the affine mapping ℎ.
Of course, after using the carriers 퐶0, 퐶1, . . . , 퐶19 and having returned to 퐶0, the
traveller may feel free to take the tour again which corresponds to iterating the affine
mapping ℎ.
The generalization to the case that we are dealing with 5 affine mappings instead
of one is straightforward. For the second affine mapping, we construct carriers
퐶20, . . . , 퐶38. The last five coordinates of these carriers are chosen such that
푏(퐶20) = {(0, 0, 0, 0, 0), (0, 0, 1, 1, 1)},
푏(퐶21) = {(0, 0, 1, 1, 1)},
⋅ ⋅ ⋅
푏(퐶38) = {(0, 1, 1, 0, 0), (0, 0, 0, 0, 0)}.
Accordingly, the carriers for the third, fourth and fifth affine mapping are created.
The final carrier set is 퐶 = {퐶0, 퐶1, . . . , 퐶95}.
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Lemma 4.13. Let 푖, 푗 denote two different elements from the set {0, . . . , 95}. Then
푏(퐶푖)∩푏(퐶푗) = ∅ implies that the carriers 퐶푖 and 퐶푗 do not have any point in common.
Proof. Let 퐶∗ := {퐶19, 퐶38, 퐶57, 퐶76, 퐶95} denote the set of carriers not fitting into
the concept of increasing a binary counter.
The case that 퐶푖 and 퐶푗 belong to 퐶 ∖ 퐶∗ is captured by the proof of Lemma 4.8.
If 퐶푖 and 퐶푗 belong to 퐶
∗, then the origin 0 belongs to 퐶푖 as well as to 퐶푗, which
means that the precondition of Lemma 4.13 is not fulfilled and we have nothing to
show.
Let us come to the case that 퐶푖 ∈ 퐶 ∖ 퐶∗ and 퐶푗 ∈ 퐶∗. If ∣푏(퐶푖)∣ = 1, then
the statement of the Lemma is obvious. Otherwise, the Lemma can be proved by a
complete enumeration of all cases as it was done for the affine mapping ℎ in Figure 4.6.
Let 푏1 and 푏2 denote the points belonging to 푏(퐶푖) such that 푏2 is the binary successor
of 푏1. Hence, 푏2 − 푏1 is (0, 0, 0, 0, 1), (0, 0, 0, 1,−1), (0, 0, 1,−1,−1), (0, 1,−1,−1,−1)
or (1,−1,−1,−1,−1,−1).
Let 푏38, 푏57, 푏76 and 푏95 denote the unique point in 푏(퐶38), 푏(퐶57), 푏(퐶76), 푏(퐶95) dif-
ferent from 0. For each 푏19푘, we can finish the proof as it was done in the proof of
Lemma 4.9 by showing that, for all possible values of 푏2 − 푏1, we can find a coordi-
nate 휈 such that the 휈-value of 푏2 − 푏1 is 1 smaller than the 휈-value of 푏19푘. This is
always possible as Figure 4.9 shows.
By Lemma 4.13, carriers belonging to different affine mappings intersect only in the
base carrier 퐶0. The answer to Five-affine-Mappings-Reachability is “yes”
if and only if there exists an 푠-to-푔 traveller path in the corresponding instance of
Traveller’s Problem.
We obtain
Lemma 4.14. Traveller’s Problem in 9-dimensional space is undecidable, even if the
number of carriers is restricted to 96.
For our carrier construction with the carriers 퐶0, . . . , 퐶96 to prove Lemma 4.14,
we used two dimensions (namely 푠 and 푡) to buffer the function values of the 1-
dimensional affine mappings. However, it is easy to see that one dimension to buffer
such values is enough:
Suppose, we want to compute the value of the affine mapping:
ℎ : (푞, 푟) 7→ (훼푞 + 훽푟 + 훾, 휆푞 + 휇푟 + 휈) =: (ℎ1(푞, 푟), ℎ2(푞, 푟))
If 훼 ∕= 0, this can be done in the following way. First, we compute 푞′ := ℎ1(푞, 푟)
by moving carriers using dimension 푠 as buffer and store the outcome 푞′ in the 푞-
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푏2 − 푏1 푏38
0 0
0 1
0 1
0 0
1 0
푏2 − 푏1 푏38
0 0
0 1
0 1
1 0
-1 0
푏2 − 푏1 푏38
0 0
0 1
1 1
-1 0
-1 0
푏2 − 푏1 푏38
0 0
1 1
-1 1
-1 0
-1 0
푏2 − 푏1 푏38
1 0
-1 1
-1 1
-1 0
-1 0
푏2 − 푏1 푏57
0 1
0 0
0 0
0 1
1 0
푏2 − 푏1 푏57
0 1
0 0
0 0
1 1
-1 0
푏2 − 푏1 푏57
0 1
0 0
1 0
-1 1
-1 0
푏2 − 푏1 푏57
0 1
1 0
-1 0
-1 1
-1 0
푏2 − 푏1 푏57
1 1
-1 0
-1 0
-1 1
-1 0
푏2 − 푏1 푏76
0 1
0 1
0 0
0 0
1 0
푏2 − 푏1 푏76
0 1
0 1
0 0
1 0
-1 0
푏2 − 푏1 푏76
0 1
0 1
1 0
-1 0
-1 0
푏2 − 푏1 푏76
0 1
1 1
-1 0
-1 0
-1 0
푏2 − 푏1 푏76
1 1
-1 1
-1 0
-1 0
-1 0
푏2 − 푏1 푏95
0 1
0 1
0 1
0 1
1 0
푏2 − 푏1 푏95
0 1
0 1
0 1
1 1
-1 0
푏2 − 푏1 푏95
0 1
0 1
1 1
-1 1
-1 0
푏2 − 푏1 푏95
0 1
1 1
-1 1
-1 1
-1 0
푏2 − 푏1 푏95
1 1
-1 1
-1 1
-1 1
-1 0
Figure 4.9: For all possible values of 푏2− 푏1 and 푏19푘, we can find a coordinate 휈 such
that the 휈-value of 푏2 − 푏1 is 1 smaller than the 휈-value of 푏19푘.
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coordinate. Afterwards, we determine the function value of the affine mapping
ℎ′2 : (푞, 푟) 7→
휆
훼
푞 + (휇− 훽휆
훼
)푟 + 휈 − 훾휆
훼
again using dimension 푠 as buffer. Notice that ℎ′2(푞
′, 푟) = ℎ2(푞, 푟).
If 훼 = 0 and 휆 ∕= 0, we can simply reverse the roles of 훼푞 + 훽푟 + 훾 and 휆푞 + 휇푟 + 휈.
If 훼 = 0 and 휆 = 0, we have an even simpler case where the 푞-coordinate is completely
irrelevant for the affine mapping ℎ.
Let us assume that 훼 ∕= 0 and describe the changes which are necessary to compute
the affine mapping ℎ in the above manner. We use only dimension 푠 to buffer function
values. Dimension 푡 is no longer needed.
No changes are done with respect to the last five coordinates of the carriers 퐶0, . . . , 퐶19.
This ensures that the results about the intersection behavior of the carriers remain
unaffected. The carriers 퐶0, . . . , 퐶4 keep as they are. The carrier 퐶5,6 is now used to
bring the traveller’s 푞-coordinate to 0. The carrier 퐶8,9 is now defined such that the
traveller can use it to swap the values of his 푞 and his 푠-coordinate. The carrier 퐶11,12
is used to compute the function value of ℎ′2 with respect to the current value of the
푞-coordinate. The result equals the value of the original mapping ℎ2 applied to the
traveller’s initial 푞푟-coordinates. Again, the result is stored in coordinate 푠. Car-
rier 퐶14,15 brings the traveller’s 푟-coordinate to 0. And, finally, carrier 퐶17,18 swaps
the values of the 푠 and the 푟-coordinate.
This construction safes one dimension. We conclude
Theorem 4.15. Traveller’s Problem with innate speed zero is undecidable in dimen-
sion 푑 ≥ 8.
4.4 Dimension two
Clearly, Traveller’s Problem is most interesting in dimension 2 and 3. In this section
we provide some results for the two-dimensional case.
4.4.1 NP-hardness
The first result shows that Traveller’s Problem in the plane is NP-hard, and does not
even admit a constant factor approximation, unless P=NP, even if all carriers are ver-
tical line segments. Our reduction is from the NP-complete problem Partition [42].
Partition: Given 푛 natural numbers 푎1, 푎2, . . . , 푎푛, let 푆 :=
∑푛
푖=1 푎푖.
Does there exist a subset 퐼 ⊂ {1, . . . , 푛} such that 푆2 =
∑
푖∈퐼 푎푖?
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Theorem 4.16. Traveller’s Problem in dimension two is NP-hard for arbitrary in-
nate speed. There is no constant factor approximation, unless P=NP.
Proof. Let us first assume that the innate speed 푣 equals 0. Our construction uses
vertical carriers 퐶,퐶 ′ and 퐴푖, 퐵푖, 1 ≤ 푖 ≤ 푛, of height 푆 each. 퐶 and 퐶 ′ are aligned
and do not move. The bottommost point of 퐶 equals 푠, while 푔 is the center point
of 퐶; see Figure 4.10. For each 푖, carrier 퐴푖 moves in such a way that, at some time,
it is congruent with 퐶, and has gained 푎푖 in height on reaching 퐶
′ afterwards. 퐵푖
traverses the horizontal strip containing 퐶,퐶 ′ from right to left. These carriers pass
over 퐶,퐶 ′ in the order 퐴1, 퐵1, 퐴2, 퐵2, . . . , 퐴푛, 퐵푛, with plenty of time in between so
that no interference is possible.
The traveller, located at some point on 퐶, may choose to board a carrier 퐴푖. It will
get him to 퐶 ′, at a point by 푎푖 higher than his point of departure from 퐶. Then, he
can use 퐵푖, or one of the later carriers 퐵푗 , to return to 퐶 while maintaining his height.
In other words, for each index 푖, the traveller has the option to move a distance 푎푖
upwards on 퐶. Thus, he is able to reach its middle point, 푔 if, and only if, a partition
of the given numbers is possible.
Now assume that a partition is impossible. Then the traveller misses 푔 by a distance
at least 12 , since all 푎푖 are natural numbers. If innate speed 푣 = 0, the traveller
will never get to 푔. Now let 푣 > 0, and assume that there exists an approximation
algorithm with approximation factor < 훼. By speeding up the carriers we can ensure
that 푡′ = 12훼푣 holds for the time 푡
′ where 퐵푛 hits 퐶. At this time point, the traveller
has walked a total distance of at most 푡′푣 = 12훼 , so that he is at least 푑 :=
1
2 − 12훼
away from 푔, if he has reached 퐶 at all. To walk distance 푑 takes time at least
푑
푣 = 푑2훼푡
′ = (훼 − 1)푡′, so that the whole journey needs time 훼푡′ at least. Thus, the
approximation algorithm would decide Partition.
s
g
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Figure 4.10: Proving Traveller’s Problem NP-hard.
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A small perturbation of the carriers in the above construction shows that the problem
remains NP-hard also, if no parallel carriers are allowed.
4.4.2 Decidability
The challenge is to upper bound the complexity of Traveller’s Problem in dimen-
sion 2. Straightforward attempts meet with firm resistance because of the difficulty
of instances requiring an infinite number of carrier changes; see the first example
of Section 4.1.2 on page 49.
4.4.2.1 Analyzing paths by means of the graph 퐺
We will establish that the two-dimensional Traveller’s Problem is decidable for re-
stricted instances.
Definition 4.17. A two-dimensional Traveller’s Problem instance is restricted, if:
∙ the shape of each carrier is given by a point, line segment, half-line or line,
∙ no two carriers of positive length have parallel orientation, and
∙ the traveller’s innate speed is zero.
For restricted instances, any two carriers intersect in at most one point at any time.
We start our analysis with capturing the combinatorial structure of traveller paths
with a finite number of carrier changes by mapping them to a graph퐺 = (푉 (퐺), 퐸(퐺)).
Definition 4.18. The graph 퐺 contains one vertex for each ordered pair of carriers.
푉 (퐺) = {(푐, 푑) : 푐, 푑 ∈ 퐶, 푐 ∕= 푑}
A directed edge goes from vertex (푐, 푑) to vertex (푟, 푢), if 푑 = 푟.
퐸(퐺) = {((푐, 푑), (푑, 푢)) : 푐, 푑, 푢 ∈ 퐶, 푐 ∕= 푑, 푑 ∕= 푢}
Definition 4.19. If (퐼, 푓, {푎1, 푎2, . . . , 푎푚}, 푔) denotes a traveller path such that min 퐼 <
푎1 < 푎2 < . . . < 푎푚 < max 퐼, then the map 휓 from 퐴 = {푎1, 푎2, . . . , 푎푚} to the graph
vertices 푉 (퐺) is defined as:
휓 : 퐴 → 푉 (퐺)
푎푖 7→
⎧⎨⎩
(푔 ((min 퐼, 푎1)) , 푔 ((푎1, 푎2))) , for 푖 = 1
(푔 ((푎푖−1, 푎푖)) , 푔 ((푎푖, 푎푖+1))) , for 2 ≤ 푖 ≤ 푚− 1
(푔 ((푎푚−1, 푎푚)) , 푔 ((푎푚,max 퐼))) , for 푖 = 푚
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For 푖 ∈ {1, . . . ,푚 − 1}, the second component of 휓(푎푖) equals the first component
of 휓(푎푖+1). Hence, (휓(푎푖), 휓(푎푖+1)) ∈ 퐸(퐺). We conclude that, for ∣퐴∣ < ∞, the
function 휓 maps the traveller path to a path in the graph 퐺.
Definition 4.20. For 푚 ≥ 1, the traveller path (퐼, 푓, {푎1, . . . , 푎푚}, 푔) with min 퐼 <
푎1 < . . . < 푎푚 < max 퐼 is called a cycle, if
∙ for 푐 defined as the first component of 휓(푎1) and 푑 as the second component
of 휓(푎푚), the intersection of 푐 and 푑 equals 푓(min 퐼) at time min 퐼 and equals
푓(max 퐼) at time max 퐼, and
∙ the path
휒 := ((푑, 푐), 휓(푎1), . . . , 휓(푎푚), (푑, 푐))
is a cycle in 퐺, which means that the vertices 휓(푎1), . . . , 휓(푎푚), (푑, 푐) are pair-
wise different.
The travel time of the cycle is defined as max 퐼 − min 퐼. We say that the traveller
path (퐼, 푓, {푎1, . . . , 푎푚}, 푔) is a realization of the cycle 휒 in 퐺.
Definition 4.21. In general, and no longer assuming that ∣퐴∣ < ∞, the traveller
path (퐼, 푓,퐴, 푔) is said to contain a cycle if there exists an interval 퐼 ′ ⊂ 퐼 such that 1 ≤
∣퐴 ∩ 퐼 ′∣ <∞ holds and the traveller path restricted to 퐼 ′ fulfills Definition 4.20.
Lemma 4.22. Any traveller path (퐼, 푓,퐴, 푔) with ∣퐴∣ > 푛(푛− 1) contains a cycle.
Proof. If ∣퐴∣ < ∞, we define 퐼˜ := 퐼. Otherwise, Lemma 4.5 guarantees that we
can choose an interval 퐼˜ ⊂ 퐼 with 푛(푛 − 1) < ∣퐴 ∩ 퐼˜∣ < ∞. Now, we consider the
path (퐼, 푓,퐴, 푔) restricted to 퐼˜. Let 푎1 < . . . < 푎푚 denote the elements of 퐴 ∩ 퐼˜. We
define 휙 as the path (휓(푎1), . . . , 휓(푎푚)) in 퐺. Since 푚 = ∣퐴∩ 퐼˜ ∣, which is the number
of vertices of 휙, is greater than ∣푉 (퐺)∣ = 푛(푛− 1), we conclude that 휙 visits at least
one vertex of 푉 (퐺) twice. Hence, 휙 contains a cycle.
Let Γ(푛) denote the finite number of possible cycles in 퐺. If ∣퐴∣ > (푘Γ(푛)+1)푛(푛−1)
for 푘 ∈ ℕ, then, by the pigeonhole principle and Lemma 4.22, at least one cycle of 퐺
is realized at least 푘 + 1 times by (퐼, 푓,퐴, 푔). In particular, we obtain the following
result for ∣퐴∣ =∞.
Lemma 4.23. Any traveller path (퐼, 푓,퐴, 푔) with ∣퐴∣ =∞ realizes at least one cycle
of 퐺 infinitely often.
In the following we will assign time-dependent edge weights to the edges of 퐺. For any
edge 푒 ∈ 퐸(퐺), its edge weight 푤푡(푒) at time 푡 is either a real number, or an interval,
or ∞. Roughly spoken, edge 푒 = ((푐, 푑), (푑, 푢)) should have edge weight 푤푡(푒), if the
traveller, located at the intersection point of 푐 and 푑 at time 푡, is able to use carrier 푑
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for duration 푤푡(푒) and this brings him to the intersection of 푑 and 푢. It will turn out
soon that for any edge 푒, the function 푡 7→ 푤푡(푒) has a very simple structure.
The set 퐹 (푐, 푑) := {푡 ∈ ℝ≥0 : 푐 and 푑 have non-empty intersection at time 푡} is a
closed interval, which may be unbounded to the right side. For 푡 ∈ 퐹 (푐, 푑), let 푠푡(푐, 푑)
denote the intersection point of 푐 and 푑 at time 푡. Assume that the traveller is
located at 푠푡(푐, 푑) at time 푡. From there on using only carrier 푑 brings him to location
퐽(푡′) := 푠푡(푐, 푑)+(푡′− 푡)푑⃗ at time 푡′, where 푑⃗ denotes the velocity vector of 푑. Thanks
to the linear movement of the carriers, the intersection point 퐾(푡′) := 푠푡′(푑, 푢) of 푑
and 푢 moves linearly for growing 푡′ ∈ 푅, where 푅 := ℝ≥푡 ∩ 퐹 (푑, 푢). Since 퐽(푡′)
and 퐾(푡′) move linearly, only the following three cases are possible.
Definition 4.24. Definition of the edge weight 푤푡(푒):
(i) 퐽(푡′) ∕= 퐾(푡′)∀푡′ ∈ 푅
We assign 푤푡(푒) =∞ as edge weight.
(ii) There is exactly one 푡′ ∈ 푅 solving 퐽(푡′) = 퐾(푡′).
We assign 푤푡(푒) = 푡
′ − 푡.
(iii) 퐽(푡′) = 퐾(푡′)∀푡′ ∈ 푅, where min푅 < max푅
We assign the complete interval, 푤푡(푒) = [min푅− 푡,max푅− 푡].
In case (i), carrier 푑 does not bring the traveller to carrier 푢. In case (ii), and if 푡′ > 푡,
there is a traveller path which starts at 푠푡(푐, 푑) at time 푡, uses carrier 푑 and ends at
the intersection of 푑 and 푢 at time 푡 + 푤푡(푒). In case (iii), the traveller is able to
follow the intersection 푠푡′(푑, 푢) by using carrier 푑. An example of case (iii) is shown
in Figure 4.12 where carrier 푐2 enables the traveller to stay in the intersection of 푐2
and 푐3.
Definition 4.25. Edge 푒 is called feasible at time 푡, if 푤푡(푒) ∕= 0 and 푤푡(푒) ∕=∞.
Lemma 4.26. For any edge 푒 = ((푐, 푑), (푑, 푢)), the set of time points when 푒 is
feasible is an interval which can be computed in time 푂(1).
Proof. Edge 푒 is feasible at time 푡, if and only if there exists a 푡′ ∈ ℝ>푡∩퐹 (푑, 푢) such
that
푠푡(푐, 푑) + (푡
′ − 푡)푑⃗ = 푠푡′(푑, 푢)
This equation involves two-dimensional vectors on both sides. It can be decomposed
into two linear equations. Both of them have two variables, namely 푡 and 푡′. Solving
this linear equation system leads to an affine solution subspace 푄. Intersecting 푄
with the convex set {(푡, 푡′) ∈ ℝ2 : 푡′ ∈ ℝ>푡 ∩퐹 (푑, 푢)} and projecting the result on the
푡-axis gives us the interval of feasible time points of 푒.
The argument of the proof above also gives us the following information.
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Lemma 4.27. Let 푒 ∈ 퐸(퐺) denote any edge whose set of feasible time points is not
empty. Then, one of the following two cases arises:
case (iii): During the feasibility of 푒, its weight is a (time-dependent) interval of
positive size, or
case (ii): during the feasibility of 푒, its weight is a (time-dependent) real number. In
this case, the edge weight is a linear function of the time.
Thanks to the above Lemma, it makes sense to differentiate between case (ii) edges
and case (iii) edges.
In the following we assume that the carrier set 퐶 contains a point-shaped goal car-
rier whose location matches the goal all the time. Accordingly, for every carrier 푐
containing the start location at time 0, we assume that there is also a point-shaped
carrier 푐′ matching 푠 at time 0 and having the same velocity vector as 푐.
A direct consequence of Lemma 4.26 and 4.27 is the following.
Lemma 4.28. In time 푂(푛3), we can compute a time bound 휔 such that the set of
feasible edges of 퐺 does not change after time 휔, and 푤푡(푒) = [0,∞]∀푡 ≥ 휔 for all
case (iii) edges.
s
g (static)
c
Figure 4.11: Time 휔 is when the start carrier 푠 intersects the line-shaped carrier 푐.
The traveller can reach the goal 푔, but not until time 휔.
As Figure 4.11 shows, even if the traveller can reach the goal, he cannot necessarily
be there until time 휔. After time 휔, the connected components of 퐺 with respect to
the feasible edges do not change. This has the following consequence. If a traveller
path corresponds to a path 휒 in 퐺 which contains cycles after time 휔, then there is
also a path 휒′ in 퐺 which has no cycles, uses only edges feasible after time 휔 and
ends up at the same vertex as 휒. Clearly, the arrival times at the vertices of 퐺 may
be different for 휒 and 휒′. However, the crucial observation is that, if the goal location
can be reached at all, it can be done without any cycles after time 휔. Traveller paths
to the goal location correspond to paths in 퐺 ending up at a vertex of 퐺 whose second
component equals the goal carrier.
If 푒 = ((푐, 푑), (푑, 푢)) denotes a case (iii) edge, then the reachability of the goal is not
affected if we replace any use of 푒 after time 휔 by a direct change from 푐 to 푢. Hence,
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for upper bounding the travel time needed to reach the goal, we may assume that
the traveller uses only case (ii) edges after time 휔. Then, the first vertex visited by
the traveller after time 휔 is reached until time 휔ˆ := 휔 +푊 , where 푊 denotes the
maximum case (ii) edge weight attained in [0, 휔].
For 푡 > 휔, we define
휏(푡) = max{푤푡ˆ(푒) : 휔 ≤ 푡ˆ ≤ 푡 and 푒 is case (ii) edge after time 휔}
The second vertex visited after time 휔 is visited until time 휔ˆ + 휏(휔ˆ). For 휇(푡) :=
푡 + 휏(푡), the 푘-th vertex after time 휔 is visited until time 휇(푘−1)(휔ˆ). Suppose, an
푠-to-푔 traveller path exists. Since the number of vertices which has to be visited after
time 휔 to reach the goal is less than 푛2, the minimum arrival time can be upper
bounded by Ω := 휇(푛
2)(휔ˆ).
Theorem 4.29. For any restricted instance of Traveller’s Problem, we can compute
a time bound Ω such that, it if it is possible to reach the goal location at all, then it
is also possible until time Ω.
4.4.2.2 Propagation of reachable points
Definition 4.30. A point 푙 ∈ ℝ2 is called reachable at time 푡, if there exists a traveller
path ([0, 푡], 푓, 퐴, 푔), such that 푓(0) equals the traveller’s start location 푠 and 푓(푡) = 푙.
How does the set of reachable points on all carriers develop when time increases?
At time 푡 = 0, only the start location is reachable. If we assume that the start
location belongs to only one carrier, the traveller’s trip is uniquely determined until
for the first time another carrier intersects the reachable point. Then the traveller
may stay on his current carrier or change to the other one. After this moment we
have reachable points on both carriers. As Figure 4.12 shows, it is even possible that
complete reachable intervals arise. A single point is also considered an interval for
now.
In the following we use propagation phases to describe the situation that reachability
is passed on by a reachable interval on one carrier gliding over parts of another carrier.
Definition 4.31. A propagation phase consists of the following data:
∙ a reachable interval 푅(푡) on a carrier 푐,
∙ a carrier 푐′ different from 푐, and
∙ the closed time interval 퐽 ∕= ∅ where 푅(푡) and 푐′ have non-empty intersection.
The reachable interval 푅(푡) is called the source of the propagation phase and the
carrier 푐′ the target carrier of the propagation phase. We denote the time point min 퐽
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Figure 4.12: Development of reachable intervals which are marked as blue. Snapshots
are taken at time 푡 = 0, 1, . . . , 5. Carrier 푐1 is moving upwards with speed 1, carrier 푐2
is static, carrier 푐3 is moving to the left with speed 1.
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as the start of the propagation phase and the time point max퐽 as the end of the
propagation phase.
The bounds of the reachable intervals and the bounds of the carriers have to be taken
into account to determine the start and the end of the propagation phases.
Different propagation phases can happen simultaneously. It may also happen that
a propagation phase which has not yet reached its end already caused an interval
producing a new propagation phase. This can even go so far as to lead to the situation
shown in Figure 4.13 where a reachable interval expands itself via other carriers. The
Figure 4.13: We have to prevent these reachable intervals from “feeding themselves”
in the future.
instances of Figure 4.2 and Figure 4.13 indicate that cycles, and in particular cycles of
small travel time, are an important challenge. For the moment, we exclude arbitrary
small cycles by restricting ourselves to 휅-safe instances.
Definition 4.32. For 휅 > 0, a restricted (definition 4.17 on page 67) instance of
Traveller’s Problem is 휅-safe, if all cycles of traveller paths (starting from an arbitrary
location at an arbitrary time) have travel time > 휅.
The following Lemma helps us to avoid circular self-dependencies as shown in Fig-
ure 4.13.
Lemma 4.33. For any 휅-safe instance, no propagation phase contributes to extending
its own duration within a time interval [푡, 푡′] of size at most 휅.
Proof. If a propagation phase from a reachable interval on carrier 푐 to carrier 푑
contributes to extending its own duration in [푡, 푡′], then there exists a traveller path
using the carrier sequence 푐, 푑, . . . , 푐, 푑 in [푡, 푡′]. But such a traveller path contains a
cycle, and thus needs travel time at least 휅.
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Lemma 4.33 makes it easy to avoid circular self-dependencies of the propagation
phases in case of 휅-safe instances. For all 푡 ∈ {0, 휅, 2휅, . . .}, we finalize all reachable
intervals. Afterwards, they are not changed anymore and all propagation phases
which are still active are continued with new target intervals.
Our propagation algorithm has to process the discrete time points when a propagation
phase starts or ends. Due to the linear movement of the carriers, it is easy to determine
the next such event for each reachable interval. The events are handled in the order
of the corresponding time points.
If the algorithm finally creates a reachable interval containing the goal location, we
are done. On the other hand, if the goal does not belong to a reachable interval at
the time bound Ω of Theorem 4.29, then no traveller path to the goal location exists.
The remaining issue is to show that the propagation effort until time Ω is finite.
Definition 4.34. The propagation graph contains a vertex for each propagation
phase and an additional root vertex. There is a directed edge from propagation
phase 푃 to propagation phase 푄, if 푄 is induced by a reachable interval which was
created by 푃 . All propagation phases induced by the reachable interval corresponding
to the traveller’s start location are connected to the root vertex.
For example, the propagation graph corresponding to the propagation history shown
in Figure 4.12 is just a directed path of length 2. Lemma 4.33 and the finalizing of
all reachable intervals at time 푡 = 0, 휅, 2휅, . . . ensure that the propagation graph does
not contain any directed cycles. Since each node (except for the root) is incident to
exactly one incoming edge, we conclude that the propagation graph also does not
contain undirect cycles. Hence, it is a tree. Any path starting from the root of the
propagation graph can be realized by a corresponding traveller path.
Lemma 4.35. For a 휅-safe instance, any path starting from the root of the propaga-
tion graph has length at most ⌈Ω휅 ⌉푛2.
Proof. If there is a directed path in the propagation graph with length > ⌈Ω휅 ⌉푛2,
then there is also a traveller path (퐼, 푓,퐴, 푔) with ∣퐴∣ > ⌈Ω휅 ⌉푛2. We partition the
interval [0,Ω] into ⌈Ω휅 ⌉ intervals of equal size. Each resulting interval has length at
most 휅. By the pigeonhole principle, at least one of them contains > 푛2 points of 퐴.
By Lemma 4.22, the traveller path contains a cycle of travel time at most 휅 in this
interval which contradicts the precondition that the instance is 휅-safe.
Lemma 4.36. For 휅-safe instances the propagation graph is finite.
Proof. Within each time interval [푗휅, (푗+1)휅], each reachable interval on any carrier 푐
induces at most one propagation phase with respect to each carrier different from 푐.
We conclude that all vertices of the propagation graph have out-degree at most 푛⌈Ω휅 ⌉.
The in-degree of all vertices (except for the root) is 1. The propagation graph is a tree
whose vertices have finite degree. If such a tree contained infinitely many vertices,
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there had to be at least one infinite path by Ko¨nig’s infinity Lemma [44]. However,
such a path cannot exist because of Lemma 4.35.
We conclude that the propagation effort until time Ω is finite and obtain the following
Theorem.
Theorem 4.37. Traveller’s Problem for 휅-safe instances is decidable.
Instead of computing a suitable value for 휅 in advance, the algorithm can also be
performed such that whenever a propagation would start to close a cycle in the
propagation graph, all reachable intervals are finalized and all active propagation
phases are continued with new target intervals.
4.4.2.3 Treatment of Zeno cycles
Let us consider a cycle 휒 in 퐺. Assume that, for any 휀 > 0, cycle 휒 can be realized by
a traveller path of travel time < 휀. If 휒 contains a case (iii) edge 푒 = ((푐, 푑), (푑, 푢)),
then the traveller is able to follow the intersection point 푠푡(푑, 푢) by using carrier 푑.
Hence, there is no need to use 푒 more than once. We can adapt our algorithm to this
case by two minor modifications. The purpose of the following two modifications is
to keep the propagation graph free of cycles.
(i) At that moment when the (first) propagation phase from 푑 to 푢 starts, we
finalize all reachable intervals and continue all propagations with new target
intervals.
(ii) While this propagation phase from 푑 to 푢 is active, we do not start any other
propagation phase from 푑 to 푢.
We obtain the following Lemma.
Lemma 4.38. Suppose, an instance of Traveller’s Problem is 휅-safe except for a set
of cycles Σ such that each cycle 휎 ∈ Σ contains at least one case (iii) edge. Then,
Traveller’s Problem is decidable.
Definition 4.39. Cycle 휒 in 퐺 is called tiny, if
∙ 휒 contains only case (ii) edges, and
∙ for any 휀 > 0, there exists a start location and a start time of a traveller path
which realizes cycle 휒 in travel time < 휀.
Lemma 4.40. Tiny cycles can be realized either at most once or infinitely often.
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Proof. Let 휒 denote a tiny cycle. For each edge 푒 of 휒, the time when 푒 is feasible
is a (possibly unbounded) interval. Since all edge weights are linear functions, also
the set of time points when the traveller can start to run the complete cycle 휒 is
an interval. Let 퐼 ′ denote this feasibility interval of 휒. Within 퐼 ′, the travel time
needed to realize 휒 is a linear function ℎ. By the assumption that 휒 is a tiny cycle,
we have ℎ(푡푍) = 0 for a point 푡푍 belonging to the boundary of 퐼
′. Let us assume
푡푍 = sup 퐼
′, the other case is symmetric. If the traveller starts to use 휒 at time
푡푍 − 푡 ∈ 퐼 ′, the travel time for the complete cycle 휒 is given by ℎ(푡푍 − 푡) = 훼푡 for
some constant 훼 > 0. If 훼 ≥ 1, then 휒 can be realized at most once. Otherwise, the
traveller can perform a trip where he starts to use 휒 at times 푡푍 − 푡, 푡푍 − (1 − 훼)푡,
푡푍 − (1− 훼)2푡, . . .—this means he can use 휒 infinitely often.
Given any cycle 휒, it is easy to determine whether 휒 can be realized infinitely often.
We compute the travel time ℎ of 휒 as a concatenation of linear functions. Then, we
check whether the boundary of the feasibility interval of 휒 contains a root of ℎ and
whether the absolute value of the slope of ℎ is < 1.
Tiny cycles which can be realized at most once can be handled as cycles containing
a case (iii) edge.
Definition 4.41. A Zeno cycle is a tiny cycle which can be realized infinitely often.
If 휒 denotes a Zeno cycle with travel time ℎ, then the time point 푡푍 which belongs to
the boundary of the feasibility interval of 휒 and fulfills ℎ(푡푍) = 0 is called the Zeno
time point of 휒. At time 푡푍 , all carriers belonging to 휒 intersect in one common point
which is called the Zeno location of 휒.
Each Zeno time point 푡푍 requires an edge 푒 ∈ 퐸(퐺) to have weight 0 at time 푡푍 .
Since 퐺 has 푂(푛3) edges, the number of Zeno time points is in 푂(푛3).
Let us reconsider the Zeno cycle shown in Figure 4.2 on page 49. If we take an
arbitrary point in the initial triangle as start location instead of 푠, then it is still
possible to reach the Zeno location by using the cycle infinitely often. This behavior
is interesting, if we assume the time to run backwards. If the traveller starts at the
Zeno location and time runs backwards, then all points of the increasing triangle are
reachable.
Figure 4.14 shows how the set of reachable intervals develops before a Zeno time point.
At the Zeno time point, the set contains infinitely many reachable intervals. The
Zeno location is an accumulation point of this set. Figure 4.15 shows how the set of
reachable intervals develops after a Zeno time point, if the Zeno location is reachable
at the Zeno time point. Reachable intervals grow which range from the pairwise
intersection points of the carriers to those points on the carriers which matched the
Zeno location at the Zeno time point.
It is easy to adapt our algorithm to a Zeno cycle 휒 which is feasible after his Zeno
time point 푡푍 . If the Zeno location is not reachable at time 푡푍 , no special treatment is
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Figure 4.14: Situation before Zeno time point 1. Reachable intervals are blue.
78 Chapter 4 Traveller’s Problem
Carrier points which matched Zeno location at time 0.
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Figure 4.15: Situation after Zeno time point 0.
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needed. Otherwise, we let reachable intervals as in Figure 4.15 grow. These intervals
grow as long as all edges of 휒 are feasible.
How can we adapt our algorithm, if 휒 is a Zeno cycle which is feasible before his Zeno
time point 푡푍? Let 푙푍 denote the corresponding Zeno location. To avoid dealing with
infinitely many points, we interrupt the propagation shortly before time 푡푍 . This
interruption is restricted to a small environment around 푙푍 . We choose 훿 > 0 small
enough such that all edges of 휒 are feasible during the time interval [푡푍 − 훿, 푡푍).
If we interrupt all propagations in an 휀-environment of 푙푍 during the time interval
[푡푍 − 훿, 푡푍), then, at time 푡푍 , all reachable intervals whose reachability information is
missing have distance at most 휀 + 훿푣max from 푙푍 . Here, 푣max denotes the maximum
velocity of the carriers. Choosing 휀 and 훿 small enough ensures that, at time 푡푍 , the
(휀 + 훿푣max)-environment around 푙푍 does not contain any point from any carrier not
containing 푙푍 at time 푡푍 .
The property that all intervals with missing reachability information are contained
in a small environment around 푙푍 at time 푡푍 enables us to create artificial intervals
containing all such intervals. These artificial intervals are created at time 푡푍 . An ex-
ample of an artificial interval is shown in Figure 4.16. There is one artificial interval
for each carrier containing 푙푍 at time 푡푍 . Let 푅 denote any reachable interval con-
taining a location corresponding to a vertex of 휒 at time 푡푍−훿. Then, 푅 is connected
to all artificial intervals in the propagation graph. Furthermore, 푅 is also connected
to the Zeno location at the Zeno time point which is known to be reachable.
After time 푡푍 , artificial intervals are propagated where carriers intersect, just like
regular intervals; their offspring is marked artificial, too.
At the time bound Ω, we stop the propagation process and inspect the goal point 푔.
If it lies in a “real” interval, we report 푔 to be reachable. If 푔 is not contained in any
interval, we output that the goal cannot be reached. If 푔 is contained only in artificial
intervals, more work is needed.
(i)
(ii)
Zeno location on carrier
artifical interval
reachable interval
Figure 4.16: (i) Infinitely many reachable intervals, (ii) the algorithm stores only
finitely many and artificial intervals containing the missing ones.
For each of the finitely many artificial intervals containing the goal location at time Ω,
the propagation graph tells us the corresponding sequence of carrier changes except
for the behavior shortly before the Zeno time points. We have to check whether any
of these artificial intervals has a path in the propagation graph which can be realized
by an 푠-to-푔 traveller path.
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Let us fix some path 휁 in the propagation graph which ends at a propagation phase
whose target interval is an artificial interval containing the goal location.
Now, we do a backwards propagation. We let the traveller start at the goal location
at time Ω and let time run backwards. We only propagate the reachability as it is
possible due to 휁. This backwards propagation is done until we reach the first birth
of an artificial interval 퐴퐼 at Zeno time point 푡푍 . Let 푙푍 denote the corresponding
Zeno location.
After the backwards propagation we know a closed interval 푋 ⊂ 퐴퐼 such that exactly
the points belonging to 푋 enable the traveller, if located there at time 푡푍 , to reach
the goal location with a sequence of carrier changes corresponding to 휁.
Figure 4.17 illustrates all known information about the situation at time 푡푍 for a
small example.
artificial interval
푋
reachable interval
Figure 4.17: Situation at Zeno time point.
We have to find out whether any point of 푋 can be reached at time 푡푍 . If the Zeno
location 푙푍 belongs to 푋, then, if 휁 can be realized at all, it can be done without
using any reachable interval whose reachability information is lost at time 푡푍 . Hence,
we may assume that 푙푍 does not belong to 푋.
Now, we continue the forwards propagation from that moment on where we inter-
rupted it in the first run. While continuing the forwards propagation, additional
reachable (or artificial) intervals show up. We continue until a time 푡푍 − 훿 where 훿 is
chosen so small that the artificial intervals we have to create around 푙푍 if we interrupt
the propagation at time 푡푍 − 훿 are so small that they do not intersect 푋. Since the
forwards propagation is stopped before the Zeno time 푡푍 , the arguments leading to
Lemma 4.36 ensure that only a finite number of additional reachable (or artificial)
intervals shows up.
Spoken in terms of Figure 4.17, continuing the forwards propagation leads to addi-
tional blue points and shrinking red intervals. We continue the forwards propagation
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until the red intervals are so small that they do not intersect the green one anymore.
During the continuing of the forwards propagation, only a finite number of additional
blue points shows up.
artificial interval
푋
reachable interval
artificial interval
푋
reachable interval
(i) (ii)
Figure 4.18: After continuing the forwards propagation.
If afterwards no interval (neither reachable nor artificial) intersects 푋 as shown in
Figure 4.18 (i), then no traveller path from the start location to the goal location
corresponding to 휁 exists. If a reachable interval (not an artificial one) intersects 푋
as shown in Figure 4.18 (ii), we can answer the decision problem in the affirmative.
However, if all intervals intersecting 푋 are artificial ones, more work has to be done.
In this case, we use every connected component of the intersection of these intervals
and푋 as goal location and repeat the above procedure for all these goals. The number
of these new goals is finite, but it seems challenging to find an upper bound for this
number which is relevant for the running time of our decision algorithm. Anyway, we
do not care about this running time because our only aim is to show decidability.
Each repetition “removes” one Zeno time point. Since the number of Zeno time
points is in 푂(푛3), this algorithm terminates. Afterwards, we know whether 휁 can
be realized by an 푠-to-푔 traveller path. Testing this for all candidate paths 휁 in the
propagation graph solves the decision problem.
We conclude:
Theorem 4.42. Traveller’s Problem for restricted instances is decidable.
4.4.3 Pseudo-polynomial approximation
In this section we provide a pseudo-polynomial approximation algorithm for Trav-
eller’s Problem with bounded carriers in the Euclidean plane. We assume that trav-
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eller’s innate speed is 푣 = 1. Furthermore, we assume that an 푠-to-푔 traveller path
exists, let 푃 ∗ denote a path of minimum travel time, 푊 .
In this case, the algorithm we will present computes an 푠-to-푔 path of almost minimum
travel time. However, this path may only be feasible in a relaxed model where the
traveller can walk at innate speed 1 + 휀, and use a carrier although it is a distance
of 휇 away. Both relaxation parameters, 휀 and 휇, can be chosen arbitrarily small.
The algorithm works by discretising time and space.
The time difference between two consecutive discrete time points is
Δ :=
휇
4 + 8푣max
, (4.3)
where 푣max denotes the maximum velocity of the carriers.
Space is discretised by a regular grid of width
휅 :=
1
4
min(휇, 휀Δ). (4.4)
We align the grid such that the traveller’s start location 푠 matches a grid point. At
any discrete time point 푗Δ, the goal location is taken as an extra grid point.
Lemma 4.43. There is a feasible 푠-to-푔 path in the relaxed model which has travel
time at most 푊 + Δ, visits grid points at all discrete time points 푗Δ, and at these
time points has distance at most
√
2
2 휅 from its current carrier.
Proof. We define 푊 ′ as the smallest integer multiple of Δ which is at least 푊 , and
assume that the optimum path 푃 ∗ is extended until time 푊 ′ by letting the traveller
follow the goal location during [푊,푊 ′].
We introduce a function 푃ˆ which maps the discrete time points to the grid points.
For any discrete time point 푗Δ, we define 푃ˆ (푗Δ) as an arbitrary grid point nearest
possible to 푃 ∗(푗Δ).
By definition of 푃ˆ , we have ∥푃ˆ (푗Δ)−푃 ∗(푗Δ)∥ ≤
√
2
2 휅. The function 푃ˆ−푃 ∗ is defined
for 푡 ∈ {0,Δ, 2Δ, . . . ,푊 ′}. Let 푄 : [0,푊 ′] → ℝ2 denote the linear interpolation
of 푃ˆ − 푃 ∗. Since 푄 interpolates points of the
√
2
2 휅-environment around the origin 0,
we have 푄(푡) ≤
√
2
2 휅 for all 푡 ∈ [0,푊 ′].
Now, we consider the traveller path 푃 ∗+푄 which uses, at any time, the same carrier
as 푃 ∗. This path has travel time at most 푊 + Δ and, at any time, distance at
most
√
2
2 휅 < 휇 from its current carrier. The innate speed the traveller needs to
follow 푃 ∗ +푄 is at most 1 +
√
2휅
Δ < 1 + 휀. Furthermore, at any discrete time 푗Δ, the
point (푃 ∗ +푄)(푗Δ) = 푃ˆ (푗Δ) is a grid point.
Lemma 4.43 allows us to restrict the path search to paths visiting grid vertices at
the discrete time points. Assume, the traveller is located on some grid point 푝 at
time 푗Δ. From there on, which grid points can be reached at time (푗 + 1)Δ?
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The crucial idea is to operate with a set of 휃-usable carriers which does not change
during the time interval 퐼 = [푗Δ, (푗+1)Δ]. We declare all carriers having distance at
most 휃 :=
√
2
2 휅+(1+2푣max)Δ from 푝 at time 푗Δ as 휃-usable. During the complete time
interval 퐼, we allow the traveller to use all of these carriers and to change arbitrarily
between them.
If a carrier has distance greater than 휃 >
√
2
2 휅 from 푝 at time 푗Δ, this carrier is not
needed for the desired path by Lemma 4.43. On the other hand, if the distance from
a carrier to 푝 is at most 휃 at time 푗Δ, then the distance between 푝 and this carrier
cannot exceed 휃+(1+2푣max)Δ =
√
2
2 휅+(2+4푣max)Δ
(4.3,4.4)
< 34휇 during the complete
time interval 퐼.
Hence, no matter how the traveller changes between the 휃-usable carriers and walks
on them, all extended carrier restrictions are respected. This means we do not have
to care about the borders of the 휃-usable carriers, and can even imagine them to be
unbounded and covering the complete plane.
Lemma 4.44. Assume, the traveller is located on grid point 푝 at time 푗Δ. Then, for
any grid point 푞, the following two statements are equivalent:
(i) The point 푞 can be reached at time (푗 + 1)Δ by using 휃-usable carriers in the
relaxed model.
(ii) The intersection of the disc of radius 1 + 휀 centered at 푞−푝Δ and the convex hull
of the velocity vectors of the 휃-usable carriers is non-empty.
Proof. Let 푤1, . . . , 푤푟 denote the velocity vectors of the 휃-usable carriers. Grid point 푞
can be reached at time (푗 + 1)Δ, if and only if there exist real numbers 푡1, . . . , 푡푟
with 0 ≤ 푡1, . . . , 푡푟 ≤ Δ and 푡1+ . . .+푡푟 = Δ and there exists a vector 푠 corresponding
to the traveller’s self-movement with ∥푠∥ ≤ (1 + 휀)Δ such that:
푝+ 푡1푤1 + . . .+ 푡푟푤푟 + 푠 = 푞 (4.5)
Dividing Equation (4.5) by Δ leads to the equivalent equation
휆1푤1 + . . .+ 휆푟푤푟 =
푞 − 푝
Δ
− 푠′ (4.6)
where the 휆푖 =
푡푖
Δ sum up to 1 and ∥푠′∥ is at most 1+휀. Exactly the points belonging to
the convex hull 푐ℎ(푤1, . . . , 푤푟) can be obtained by the convex combination on the left-
hand side of the above equation. Hence, a solution for Equation (4.6) exists if and only
if the disc with radius 1+ 휀 centered at 푞−푝Δ intersects the convex hull 푐ℎ(푤1, . . . , 푤푟).
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This criterion enables us to check for all grid points whether they are reachable at
time (푗+1)Δ. By Lemma 4.43, we can restrict the test to grid points having distance
at most
√
2
2 휅 from some carrier at time (푗 + 1)Δ.
Now, the algorithm is straightforward. Based on the information of reachable grid
points at time 푗Δ, grid points reachable at time (푗+1)Δ, and then having distance at
most
√
2
2 휅 from their nearest carrier, are computed. For each grid point reachable at
time (푗 + 1)Δ, we store a pointer to its predecessor grid point reachable at time 푗Δ.
In this way traveller paths can be reconstructed.
The remaining issue is to analyze the running time of the algorithm.
At each discrete time point the number of reachable grid points is in 푂(푛
( 푟max+휇
휅
)2
)
where 푟max denotes the maximum carrier diameter.
The first thing to compute the reachable grid points at time (푗+1)Δ is that we mark
all grid points then having distance at most
√
2
2 휅 from their nearest carrier. This step
can be done in time 푂(푛
(푟max+휇
휅
)2
), if we mark these points row by row for each
carrier. Afterwards, we can check whether any grid point has distance at most
√
2
2 휅
from some carrier at time (푗 + 1)Δ in constant running time.
For each grid point 푝 reachable at time 푗Δ we have to do the following things. First
of all, we determine the set of 휃-usable carriers in time 푂(푛 log퐿), where 퐿 denotes
the total number of edges of the 푛 carriers. Afterwards, we build the convex hull
of the velocity vectors of the 휃-usable carriers in 푂(푛 log 푛). Then, we check for at
most 푂((푣maxΔ휅 )
2) grid points 푞 whether they can be reached at time (푗 + 1)Δ by
휃-usable carriers, starting at 푝 at time 푗Δ, and whether 푞 is marked to have distance
at most
√
2
2 휅 from some carrier at time (푗+1)Δ. For each 푞, this test requires running
time 푂(log퐿).
We conclude that, for each discrete time step the total effort is in
푂
(
푛
(
푟max + 휇
휅
)2(
푛 log퐿+
(
푣maxΔ
휅
)2
log퐿
))
The number of discrete time steps is at most 푂(푊Δ ).
Plugging in Δ ∈ 푂( 휇푣max ) and 1휅 ∈ 푂(휀+푣max휀휇 ) leads to the following Theorem.
Theorem 4.45. A feasible path in the relaxed model with travel time at most 푊 +Δ
can be computed in running time:
푂
(
푛2 log(퐿)(푟max)
2(푣max)
5
휇3휀4
푊
)
4.5 Uncountable many paths and the Cantor set
Let us consider the instance shown in Figure 4.19.
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푧
푠
퐴
퐵
퐶
퐵
′
Figure 4.19: Uncountable many traveller paths.
The four line segments 퐴,퐵′, 퐵,퐶 are very long, but bounded. Their velocity vectors
have large axial and small lateral components. This causes the segments to intersect
in point 푧 at some time 푡푍 . The traveller can reach point 푧 by running the cycle
퐴,퐵,퐶 infinitely often. Another possibility to get to point 푧 is to run the cycle
퐴,퐵′, 퐶 infinitely often. If the traveller runs an infinite sequence of cycles where he
changes arbitrarily between 퐴,퐵,퐶 and 퐴,퐵′, 퐶, it also brings him to 푧.
Identifying the cycle 퐴,퐵,퐶 with 0 and the cycle 퐴,퐵′, 퐶 with 1, we have a one-to-one
correspondence between the infinite binary sequences and the traveller paths bringing
the traveller to 푧. Since the number of infinite binary sequences is uncountable, the
same is true for the number of traveller paths to 푧.
The uncountable number of traveller paths does not imply that the number of reach-
able points is also uncountable. The cycle travel times for both cycles are linear
functions of the time. Let us assume that, if the traveller starts to run the cycle
퐴,퐵,퐶 at the intersection of 퐴 and 퐶 at time 푡푍 − ℎ, then the arrival time at the
intersection of 퐴 and 퐶 is given by 푡푍−훼ℎ. Accordingly, the use of the cycle 퐴,퐵′, 퐶
ends at time 푡푍 − 훽ℎ, if started at time 푡푍 − ℎ.
In this situation, let us consider traveller paths which start at 푠 at time 푡−ℎ. If such
a path uses the 퐴,퐵,퐶-cycle 푖 times in total and the 퐴,퐵′, 퐶-cycle 푗 times in total,
then the path ends at the intersection of 퐴 and 퐶 at time 푡푍 − 훼푖훽푗ℎ. The order in
which the cycles are used is not important, only the number of usages of 퐴,퐵,퐶 and
퐴,퐵′, 퐶 counts.
Thanks to this property, the uncountable many traveller paths only lead to a count-
able number of reachable intervals in the above example.
We will establish that the situation is different in three-dimensional space. If the
speed into their axial direction is the same for all carriers 퐴,퐵′, 퐵,퐶, then, for any
fixed start time, the travel time of the cycle 퐴,퐵′, 퐶 is greater than the travel time
of the cycle 퐴,퐵,퐶. With 훼 and 훽 defined as above, this means 훽 < 훼.
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However, if the speed into the axial direction of 퐵′ is chosen high enough, then the
cycle 퐴,퐵′, 퐶 becomes the faster one. We want both cycles to have the same travel
time which means we adapt the axial component of 퐵′ such that 훼 = 훽. By taking
into account the axial and lateral components of all carriers, we can even obtain that
훼 = 훽 = 13 .
Now, we convert the instance of Figure 4.19 to a 3-dimensional one. We replace all
carriers 퐴,퐵,퐵′, 퐶 by vertical planes. Figure 4.19 shows the situation from above.
We introduce another carrier 푍 which is a static vertical line through the point 푧.
The only carrier which enables the traveller to change his height is carrier 퐵′. If the
traveller starts to use the cycle 퐴,퐵′, 퐶 at time 푡푍 − ℎ, then carrier 퐵′ increases his
height by 23ℎ.
Let us once again identify the cycle 퐴,퐵,퐶 with 0 and the cycle 퐴,퐵′, 퐶 with 1.
Then we have a one-to-one correspondence between the infinite binary sequences and
the traveller paths to carrier 푍.
If the traveller starts his trip at time 푡푍 − 1 at height 0 and uses the binary sequence
푏1, 푏2, 푏3, . . . to reach 푍, then he arrives at 푍 at height
∑∞
푖=1(2푏푖)
(
1
3
)푖
. This means
that exactly the points belonging to the well-known Cantor set are reachable on 푍.
Since the Cantor set is uncountable, we conclude:
Lemma 4.46. There are instances of Traveller’s Problem where the set of reachable
points has an uncountable number of connected components.
4.6 Conclusion
We have introduced a new motion planning problem and shown that its complexity
ranges from near linear, in simple cases, to undecidable in higher dimensions. For
dimension 2, the problem is NP-hard, but decidable at least for restricted instances.
Its “true” complexity in dimension 2 and 3 remains open.
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monotonicity axiom, 31
motion planning, 1
neighborhood, 9
offline problem, 1
online problem, 1
participant, 3, 27
Post’s correspondence problem, 55
propagation graph, 74
propagation phase, 71
pursuit-evasion problem, 7
pushing process, 11
reachable, 71
realization, 68
redundant intersection, 60
relaxed model, 82
restricted instance, 67
row
active, 25
separator lion, 22
separator vertex, 22
simplicial order, 20
smallest enclosing disk, 29
sokoban, 1, 5
tiny cycle, 75
travel time of a cycle, 68
traveller, 3, 45
traveller path, 48
traveller’s problem, 48
undecidability, 4, 5, 47, 65, 81
unnecessary carrier change, 57
vertex
boundary, 10
cleared, 10
interior, 10
separator, 22
violation test, 31
Voronoi diagram, 30
Zeno, 47
Zeno cycle, 76
Zeno location, 76
Zeno time point, 76
