Abstract-Speculative prefetching has been proposed to improve the response time of network access. Previous studies in speculative prefetching focus on building and evaluating access models for the purpose of access prediction. This paper investigates a complementary area which has been largely ignored, that of performance modeling. We analyze the performance of a prefetcher that has uncertain knowledge about future accesses. Our performance metric is the improvement in access time, for which we derive a formula in terms of resource parameters (time available and time required for prefetching) and speculative parameters (probabilities for next access). We develop a prefetch algorithm to maximize the improvement in access time. The algorithm is based on finding the best solution to a stretch knapsack problem, using theoretically proven apparatus to reduce the search space. An integration between speculative prefetching and caching is also investigated.
INTRODUCTION
C ACHING and prefetching of data have been used to improve the speed of information access across a network. In caching, copies of remote data are kept locally to reduce access time of repeatedly accessed data. In prefetching, access to remote data is anticipated and the data is fetched before it is required. This is in contrast to demand fetch where data is fetched only when it is actually requested.
Prefetching can either be speculative, where the knowledge about future accesses is not perfect, or informed, where the look-ahead to future accesses is certain. In this paper, we investigate speculative prefetching. Previous studies in speculative prefetching (see Section 1.1) focus on building access models and evaluating the performance of such models in predicting future accesses. While these models are important, they do not constitute a complete framework on which to build optimal prefetching strategies. To complement an access model, simple heuristics are usually resorted to, such as prefetching an item if the probability of its access is larger than a fixed threshold. Though these heuristics might be intuitively sound and their usefulness is empirically confirmed, more analytical treatment is required to understand their performance and merits.
We believe that, in addition to an access model, a prefetcher requires a resource model and a performance model. A resource model allows a prefetcher to predict the amount of available and required resources. A performance model allows a prefetcher to optimize the usage of resources and adapt well to changing resource conditions, whereas heuristics using empirically tuned parameters may settle for a less optimal performance. In this paper, we develop a prefetch algorithm based on a performance model, assuming the existence of an access model and a resource model to provide the necessary predictions.
Prefetching competes for memory resources with caching. We found excellent work on the integration of informed prefetching and caching [13] , [2] , but no analogous work in speculative prefetching.
Related Work
Many recent studies in speculative prefetching assume persistence in trends of user request patterns. Tait [17] and Lei and Duchamp [8] use file access pattern based on the features of UNIX-style operating system where every program gives rise to a tree of forked processes that access some files. Each time a program runs, its access tree is constructed and compared against previously saved trees to detect a repeating pattern. When a good match is found, the nodes that would complete the currently constructed tree are prefetched.
Speculative prefetching has been proposed for improving web access [1] , [9] , [12] . Padmanabhan and Mogul [12] suggested server-side access prediction. The server builds a dependency graph where a link from item A to B means that B is likely to be accessed within a short interval after an access to A. Each link is labeled with the probability of the follow-up access being made, possibly intervened by accesses to other items. The authors in [12] also described a resource model for the purpose of estimating the time for retrieving files across the network, but this is simply to drive the simulation and not incorporated into the prefetcher.
The ETEL electronic newspaper project [1] proposed a client-side prediction in which the client builds a patterned frequency graph that contains a path for each sequence of accesses. Each arc in the graph is labeled with a probability of the successor being accessed immediately after the predecessor. ETEL monitors the accuracy of its prediction. It prefetches single files when the accuracy is high. When the accuracy is low, it prefetches multiple files.
Jiang and Kleinrock [5] combine the server-side and the client-side predictions for web browsing with the help of a dynamic threshold scheme. A formula for prefetch threshold is derived within a performance model that considers the costs of access delay and resource usage. To minimize the total cost, a file is prefetched only if its access probability is greater than or equal to the prefetch threshold. The threshold changes dynamically based on the system load, capacity, and the cost to the user.
Vitter and Krishnan [19] use data compression techniques to build an access tree that can make optimal predictions if the accesses are generated by a Markov process.
Integrated prefetching and caching policies are investigated in Transparent Informed Prefetching (TIP) [13] and Application-Controlled File System (ACFS) [2] . However, both TIP and ACFS assume look-ahead of future accesses.
Contributions of this Paper
With regard to performance of speculative prefetching, most of the previous works do not attempt any analytical study. Most of the results are essentially empirical, obtained either through Monte-Carlo simulation [1] , [9] , trace-driven simulation [8] , [12] , [17] , or actual implementation [8] , [17] . The theoretical analysis in [19] assumes zero delay in retrieving data and performance is measured in terms of fault rates.
Empirical studies have the disadvantage that fine-tuning for performance is based on trial and error. Furthermore, projecting an empirically derived result to a different network condition may not be possible. This is because it can be difficult to pinpoint and weigh the parameters that contribute to the prefetcher performance. We believe that the incorporation of an analytical performance model would allow a prefetcher to be more efficient as well as more adaptive.
In this paper, we study the performance of speculative prefetching and develop algorithms to maximize the expected improvement in access time (i.e., the network response time as perceived by the user/application). Our model presupposes some knowledge about future accesses. In particular, it has a list of candidate items for the next access. It also presupposes some knowledge about the available and the required resources. In particular, the available time for prefetching, the retrieval time for each candidate item, and cache availability are known. Because we include cache as a parameter, our model leads to an algorithm that integrates prefetching with cache replacement.
The rest of the paper is organized as follows: Section 2 describes the parameters and the performance metrics used in our analysis. In Section 3, specific cases of prefetching are investigated. In particular, we consider the cases of prefetching only one and two items. In Section 4, we derive formulae for improvement in access time when an arbitrary number of items are prefetched. When the cache is assumed empty, the problem of maximizing this improvement reduces to a stretch knapsack problem described in Section 5. In Section 6, we consider the problem of integrating the prefetch and cache replacement decizion to maximize the improvement in access time. Section 7 highlights the main points of this research and scope for further work.
FRAMEWORK OF ANALYSIS
We use the generic term "item" to refer to the object being accessed. This might be a file, a document, an SQL reply, etc. Each item is identified by a unique number, e.g., item 2. We use h i to enclose a list of items and use this font (ABC) for list names. RS is the concatenation of R and S. jRj is the number of elements in R. The symbols for set operations, such as 2; &; and n, are used for list operations with their usual meanings.
Retreival Model
The opportunity for prefetching comes when an application is waiting for the user input or carrying out some processing. For convenience, we shall refer to the time of such opportunity as the viewing time. We use the term retrieval time to refer to the time to fully retrieve an item. When a remote item is actually requested, the network may appear to be more responsive if the requested item has been prefetched and is already partially or fully retrieved. We use the term access time to refer to the response time to an actual request. Fig. 1 illustrates our terminology for the time durations. We assume that the application can learn the probabilities of items being requested in the future and their retrieval times. Probabilities of future accesses can be derived from an access model constructed using statistics of past accesses, as in [1] , [12] . In [19] , a data compression technique is used to create an access model. A technique for estimating retrieval time in the presence of variable network latency and bandwidth is given in [20] .
Since the decision to prefetch is based on speculation, there is no guarantee that a prefetched item is the one that will be accessed next. The user may issue a request while a prefetch for a different item is still in progress. When this happens, we assume that the communication bandwidth is shared evenly between the ongoing prefetch and the demand fetch for the newly issued request. For example, suppose we have two items, 1 and 2, which have individual retrieval times of 100 seconds (secs) and 20 secs, respectively. Assume that item 1 is prefetched at time 0, but, at time 30 secs item 2 is requested and retrieval for item 2 thus ensues. In the first 30 secs, the bandwidth is fully deployed for the retrieval of item 1. In the next 40 secs, the bandwidth is shared between the two items, at the end of which item 2 will arrive completely. After that the bandwidth will once again be fully deployed to item 1 which will arrive after the next 50 secs. This model does not consider the possibility of overlapping the start-up latency of request for item 2 with ongoing transmission of item 1.
Performance Metrics
Prefetch is carried out to improve the access time. We define the improvement in access time, referred to simply as access improvement and denoted by G, as follows:
where t is the access time and E½ denotes an "expected" value. A positive value of G implies an expected decrease in access time.
In speculative prefetching, since knowledge about future accesses is imperfect, there is bound to be an increase in network load resulting from incorrect prefetches. We refer to the increase in network load as the retrieval excess cost, denoted by C. The retrieval excess cost due to prefetching is defined as the expected retrieval time with prefetching minus the expected retrieval time without prefetching. A simple formula for C is:
where F is the list of prefetched items, p i is the probability of item i getting accessed, and r i is its retrieval time.
We also use relative access improvement, denoted by G r , and access improvement over excess cost, denoted by G c . These are defined as follows:
ANALYSIS OF SPECIFIC CASES
In this section, we analyze the specific cases of prefetching one and two items. The current cache content is assumed irrelevant for the next request.
Prefetching One Item
We first analyze the performance of prefetching a single item when the following are known: the duration of viewing time (v), the probability and the retrieval time of the most probable item to be accessed next, and the expected retrieval time for other items. Let the list of accessible items be h1; . . . ; ni, with item 1 being the top candidate for the next access. Let denote the actual request. Let the probability p i ¼ Pf ¼ ig and r i be the retrieval time for item i. Then, v, p 1 , r 1 , and P n i¼2 Pf ¼ i j 6 ¼ 1gr i ¼ R are known parameters. We make a simplification in our analysis by using R for retrieval time of items other than item 1.
If prefetch is not performed, then the expected access time is given by
If prefetch is carried out, then the expected access time is given by
and
In (6), access time is zero when the retrieval is completely masked by the viewing time. The three conditions in (7) correspond, respectively, to the following three cases: 1) The prefetch is completed before the demand fetch begins, 2) the demand fetch is partially slowed down by the prefetch, and 3) the demand fetch is completely slowed down by the prefetch. Using (4), (5), (6) , and (7), we derive the access improvement as Fig. 2 plots G, G r , and G c against r 1 for various combinations of R and p 1 , where time measures are relative to v. In all cases, G and G r are maximum when r 1 ¼ v, i.e., when the viewing time is fully used for prefetching and the item is ready when the application requires it.
The improvement indicated by G can be deceiving. Though G may indicate considerable access improvement when prefetching an item that has a slow retrieval time (for brevity, henceforth we use the terms "slow item" and "fast item"), the improvement can in fact be insignificant. This is because the ratio G r quickly diminishes as r 1 gets larger. The upper limit for the value of G r when r 1 > v is the asymptotic v=r 1 . The ratio G r also gets smaller as R gets larger with respect to v. For web browsing, this means prefetching does not give much improvement to a casual user who does not spend much time in reading documents and to a user who has a very slow network link. The latter case may be surprizing because prefetching is performed especially to help us manage with slow network retrieval. Now, we show that it will not help much if the link is very slow! Let us take an extreme case to illustrate this point. If the network is infinitely slow (i.e., disconnected), then prefetching will not help at all.
The retrieval excess cost for the prefetch is P n i¼2 p i r 1 . Hence, G c ¼ G=ð P n i¼2 p i r 1 Þ. The plots for G c show that the best improvement relative to the retrieval excess cost is achieved when r 1 v. When p 1 ¼ 1, G c is infinity because no extra retrieval time is spent for the prefetch.
The window within which G r and G c indicate improvement is rather critical. Initially, we tend to think that it is useful to prefetch a slow item. However, the results show that the improvement is small and the cost is high. Generally, there is a more significant improvement in prefetching a fast item, but, in absolute terms, it might be a difference of just a few seconds of the user's waiting time.
When the viewing time is large, it can be exploited to prefetch more than one item. We shall consider two different types of prefetch methods for multiple items, namely, mainline prefetch and branch prefetch, as explained below.
Mainline Prefetch
When the prefetcher is informed that "item 1 and then item 2 would be accessed," it may prefetch both items within the same viewing time. We refer to this as mainline prefetch. The advantage of mainline prefetch is that we are maximizing the overlap of prefetch time with viewing time. Another advantage, which we will not consider in our analysis, is the possibility of eliminating or reducing the start-up latency of retrieving item 2. The disadvantage is that item 2 is further into the future and, hence, is less certain.
Let us formally state the information required to perform mainline prefetch and study its performance. Let 1 and 2 be the sequence of the next two accesses. We assume that the possible items for 1 are distinct from those for 2 . Let the lists of candidates be h1; . . . ; n 1 i for 1 and
and R ¼ the average retrieval time. The following are known: p 1 , p z , r 1 , r z , v, and R. For later reference, we denote this piece of information as M. To simplify our analysis, we assume a uniform viewing time and use R to approximate both
If item 1 cannot be retrieved within the viewing time, we can ignore the information regarding item n 1 þ 1. This is because, after the application makes a request, this information becomes obsolete. So, we consider only the case where item 1 can be retrieved within the viewing time, i.e., r 1 < v.
Assuming r 1 < v, the mainline prefetch can be performed by prefetching item 1 followed immediately by item n 1 þ 1. Another alternative is to prefetch item 1 only and wait for the next access before deciding on another prefetch. We shall refer to this as single prefetch. Let G r M and G r 1 M , respectively, denote the relative access improvement for mainline prefetch and single prefetch, given M. Similarly, G c M and G c 1 M denote the respective access improvement over retrieval excess cost. There is no point in performing mainline prefetch if it does not give any improvement over single prefetch; hence, we are also interested in G rM À G r 1
M
. When r 1 þ r z < v, there is no difference in access time between mainline and single prefetch. The curves then slope down, indicating that it is better to wait for the next viewing time to give room for the prefetch of the next item. However, the curves slope up when r 1 þ r z approaches 2v, indicating an increase in the advantage of utilizing the residual viewing time of the current item. For the smaller probability values, the improvement increase is not high enough to make mainline prefetch worthwhile.
We are also interested in how much additional retrieval time is required to achieve the improvement in mainline prefetch as opposed to single prefetch and, hence, the plots for
. A prefetch for multiple items cannot improve on retrieval excess cost over a prefetch of a single item because more uncertainty is involved in the former. The plots for G cM À G c 1 M run close to the horizontal zero axis. The negative plots indicate that, if mainline prefetch brings further improvement in access time over single prefetch, at the worst it is only with nominal extra retrieval time. The positive plots indicate that the mainline prefetch may bring improvement in access time over single prefetch for the same or slightly more retrieval cost.
Branch Prefetch
Consider the information that "either item 1 or 2 would be accessed." When both items are prefetched within the same viewing time, we refer to this as the branch prefetch as two different possible continuations are prefetched.
Let us formally state the information required to perform branch prefetch and study its performance. Let be the next access which can be any of items 1; 2; . . . ; n. The following parameters are known: v, p 1 , p 2 , r 1 , r 2 , and
We shall refer to this information as B.
If item 1 is prefetched and there is residual viewing time after its arrival, i.e., r 1 < v, then branch prefetch may be performed. As with mainline prefetch, we will assess branch prefetch against single prefetch.
Let G rB and G r 1 B denote the relative access improvement for branch prefetch and single prefetch, respectively, given B. The respective access improvement over excess cost are denoted by G c B and G c 1
B
. Fig. 4 shows graphs for G rB , G rB À G r 1
, and G cB À G c 1 B against r 2 . The plots for G r B peak at the point where
are positive for most of the cases considered, indicating an improvement in access time due to branch prefetch over single prefetch. However, in all cases, the plots for G cB À G c 1 B go from zero to negative. This indicates that any improvement due to branch prefetch is gained at the expense of considerably more network time.
Mainline versus Branch Prefetches
Direct comparison between G r M and G r B is not meaningful because the parameters are different. To simplify the analysis, we have ignored information pertaining to branch prefetch when we formulated mainline prefetch and vice versa. We may indirectly compare them by observing their improvement over single prefetch given the same respective parameters, i.e., by comparing the graphs of
. Using a rough calibration, it appears that branch prefetch is expected to result in a better access time than mainline prefetch. For example, compare mainline prefetch, where p 1 ¼ p z ¼ 0:7 (Fig. 3) , to branch prefetch, where p 1 ¼ 0:6 and p 2 ¼ 0:3 (Fig. 4) . The latter gives more improvement over the single prefetch for the same parameters, even though the probabilities seem to favor the former (unconditional probabilities of 0.7 and 0.49 versus 0.6 and 0.3). This can be explained by considering the situation when item 1 does not get accessed next. In the case of branch prefetch, the probability of item 2 getting accessed next becomes p2 1Àp 1 , whereas, in mainline prefetch, if item 1 is not accessed, then the probability of item n 1 þ 1 getting accessed is considered zero.
The advantage of branch prefetch over mainline prefetch is not clear cut. It is at the expense of much extra retrieval cost.
ACCESS IMPROVEMENT
Though we have used a few performance metrics (two of which are ratios of G) in the previous section, the rest of the paper elaborates mainly on G.
In this section, we shall formulate the access improvement due to prefetching an arbitrary number of items. To simplify the analysis, we only consider a single access. This obviously means that we are dealing with a branch prefetch. We assume that, when a request is made while a prefetch for a different item is still in progress, the prefetch completes before the demand fetch.
Let N ¼ h1; . . . ; ni be the list of all accessible items. Let be the next request. Assume that the access probabilities p i ¼ Pf ¼ ig are known for all i. (Note that Pf ¼ ig should be understood as Pf ¼ i j current contextg.) Let r i be the retrieval time of item i, which is also assumed known for all i. Let the duration of the viewing time be v.
Let the list of items to be prefetched be F . When F ¼ h i, the access improvement is trivially zero, i.e., Gðh iÞ ¼ 0. Henceforth, in this section, we ignore this trivial case and proceed with the assumption that F contains at least one element. Assume that items are prefetched in sequence so that, at the end of the viewing time, at most one item is still awaiting completion. Let F be constructed as follows:
Here, K consists of items that are prefetched entirely within the viewing time. The prefetch for the last element, z, may (but not necessarily) continue past the viewing time. Note that this construction is general and requires only that F is not empty and all prefetches are initiated before the next request is made. We specify the construction for F more for convenience of notation rather than restriction. The amount by which the retrieval time of F exceeds the viewing time will be called the stretch time and denoted as stðF Þ. This is defined as
Prefetch Only
Assume the cache is empty (or its current content can be disregarded). Thus, any access improvement will be solely due to prefetching. We shall use the symbols t and G for access time and access improvement, respectively, under this assumption. When no prefetch is performed and a request is then made for item i, that item must be retrieved. This obviously gives an access time of r i . Hence, the expected access time is
Now, consider when items F are prefetched. At the end of the viewing time, when the actual request is made, items K are already fully prefetched. Thus, if the next request is made for item i 2 K, the access time is t ¼ 0. If the request is made for item z, then we must wait for z to completely arrive, resulting in an access time of t ¼ stðF Þ (which may be 0). If the request is for item i 6 2 F, then the prefetch is completely off the mark and, consequently, the requested item must be retrieved. This results in an access time of t ¼ r i þ stðF Þ. These three different cases for access time are shown in Fig. 5 . The expected access time is
Hence, the access improvement when the cache is empty and F is prefetched is, 
Prefetch and Cache
We now consider the case where the cache is not empty and its contents may be relevant for serving the next request. Let the current list of items in the cache be C. When no prefetch is performed, request for item i 6 2 C requires the retrieval of that item. Hence, the expected access time is given by
Now, consider when prefetch is performed. Let F be constructed as in (9) 
Hence, when F is prefetched and D ejected, the access improvement is
STRETCH KNAPSACK PROBLEM
Assuming the cache is empty and has no size restriction, the optimal list of items to prefetch can be obtained by solving the following problem:
The problem in (13) is almost a binary knapsack problem (KP). The KP has been extensively investigated (for example, see the references in [11] ). If we restrict stðF Þ ¼ 0, the problem can be expressed as 
which in fact is a KP, where the profit and the weight of item i are p i r i and r i , respectively, and the knapsack capacity is v. The main difference between the problems in (13) and (14) is that, in the former, the knapsack capacity may be exceeded. Recall that F ¼ Khzi. Only K needs to be completely inside the knapsack, while z may be partly (but not completely) outside and, thus, stretching the capacity.
For this reason, we use the term stretch knapsack problem (SKP) to refer to the problem in (13). Our algorithm for solving the SKP is a modification of Horowitz-Sahni's KP algorithm [4] , which uses a branchand-bound approach where a search through a binary decision tree is made coupled with bound checking to allow pruning of branches.
Anatomy of Search Space
There is a gap between KP and SKP that we need to bridge if we want to use the structure of a KP algorithm to search for the SKP solution. The gap is in the difference between their search spaces. For the KP, the solution is a set of items. Its search space therefore consists of all possible combinations of items. This can be completely covered by a traversal through a binary decision tree where the two branches from each nonleaf node represent the inclusion and the exclusion of an item from the solution. On the other hand, the solution for the SKP is a list of items. Its search space therefore consists of all permutations of items. Thus, the search space of the SKP is larger than that of the KP. In particular, if stðF Þ > 0 and F Ã is a permutation of F , then it is possible that G ðF Þ 6 ¼ G ðF Ã Þ.
Theorem 1.
If F F is an optimal solution to the problem in (13) and stð F F Þ > 0, then minfp f : f 2 F F g ¼ p z z , where z z is the last element in F F .
Proof. Suppose 9f 2 F F such that p z z > p f . We will show that this cannot be true if F F is an optimal solution and, hence, by contradiction, the theorem will be proven. Let K K be the list of all elements in F F excluding z z. (In other words, F F ¼ K Kh z zi.) Form a list K Ã which is the same as K K except that the element f is replaced with z z. Let
is not a feasible solution, then it is not consequential to the proof. So, let us further suppose that F Ã is indeed a feasible solution. From (11),
Since F F and F Ã contain the same items, we get P i 2 F F p i r i ¼ P i 2 F Ã p i r i and stð F F Þ ¼ stðF Ã Þ. From our assumption that p z z > p f and the way K Ã is constructed, we get X
Theorem 1 allows us to confine the search space to permutations where the items are sorted in the descending order of probability. Even though the search space is reduced, it is guaranteed to contain an optimal solution. Note that this ordering is equivalent to descending order of profits per unit weight, which is presumed by several KP algorithms (for example, [4] , [10] ).
When p i ¼ p j , the relative ordering of items i and j cannot be arbitrary. For example, consider the problem defined by: n ¼ 2;
The optimal solution to this problem, which is h2; 1i, will be missed if the search is confined to the given ordering (because item 2 comes before item 1 in the optimal list). To avoid this problem, equally probable items are subsorted in increasing retrieval times. Henceforth, we shall assume
With the ordering in (15), we can now use a binary decision tree to search for the SKP solution.
Relaxation and Upper Bound
In this section, we derive an upper bound for the SKP solution. The upper bound will be used to prune the search tree.
The SKP is an integer programming problem. In the context of prefetching, an item is either entirely prefetched or not at all. By allowing items to be partially prefetched, we obtain the linear programming relaxation of SKP (linear SKP, for short).
Let x i , where 0 x i 1, be the proportion of item i that is prefetched. We use x without the subscript to refer to the entire array x 1 ; . . . ; x n . Let z be the last item to be prefetched. LetK K be the list of wholly prefetched items not including z, i.e.,K K ¼ hi :
The functionst st is the stretch time function, reformulated for the relaxed constraint of the linear SKP. Suppose that the items, sorted according to (15) , are consecutively inserted into the knapsack until the first item, z z, is found which causes the knapsack to stretch. That is,
Theorem 2. The optimal solution x x of the linear SKP is obtained as:
Proof. By Dantzig's Theorem [3] , x x is the solution to the linear programming relaxation of KP where the profit and the weight of item i are p i r i and r i , respectively, and the knapsack capacity is v. Hence, this is also the solution to (16) whenst stðxÞ ¼ 0. We are left with the case of st stðxÞ > 0 to prove.
Suppose the optimal solution is x Ã wherest stðx Ã Þ > 0, and the last item inserted into the knapsack is z Ã . But, if we decrease the value of x Ã z Ã by " while maintaining st stðx Ã Þ > 0, the value ofG G changes by an amount of
Thus, we have obtained a better or an equally good solution. We can iterate to obtain an even better (or equally good) solution. At the limit ofst stðx Ã Þ ! 0, we can apply Dantzig's Theorem. t u
Since the SKP solution space is a subset of the linear SKP solution space, a tight upper bound on G is given by,
An Algorithm for Exact Solution
Our algorithm for the exact solution of the SKP is shown in Fig. 6 . We shall refer to it simply as the SKP algorithm. It is based on Horowitz-Sahni's algorithm for KP [4] . The SKP algorithm assumes that the items are sorted according to (15) . It performs forward moves and backtracking moves. A forward move consists of inserting as many consecutive items as possible to raise the value of G . The following recursive formula is used to calculate G incrementally.
When an item causes G to decrease, it is excluded and the upper bound of the currently constructed solution is computed. If the upper bound is lower than the value of the best solution so far, the algorithm backtracks; otherwise, it performs a deeper forward move. When the knapsack stretches to accommodate an item (or when no item remains), the current solution is complete with the remaining items deemed excluded. A backtracking move consists of removing the last inserted item from the solution.
MAXIMIZING ACCESS IMPROVEMENT
In Section 4, we derive a formula for access improvement given in (12) . Any prefetch strategy based solely on this formula will be a greedy one in the sense that it tries to optimize the performance of the next single access without considering the effect of its decision further into the future. There are three negative aspects to this greediness. First, we will prefetch only candidates for the next request (branch prefetch). If candidates are exhausted before the viewing time is up, then the residual viewing time, which is an important asset as far as prefetching is concerned, is simply wasted. Even when the viewing time is completely utilized, there might be items more worthy of being prefetched but do not appear within the one-access window that we are considering. Second, the selection of victims for cache replacement also suffers from the shortsightedness of the one-access window. Third, the stretch time may intrude into the next viewing time and, thus, reduce the asset for the next prefetch.
In this section, we will discuss how to maximize the access improvement. We are not merely maximizing G of (12) , which is only an approximation using a one-access branch analysis, but we also deal with the negative aspects mentioned above. In particular, we will investigate if the use of stretch time actually helps in the long run or perhaps the possible intrusion into the next viewing time prevails.
We will also discuss a cache replacement policy that removes some of the short-sightedness in choosing victims.
For the purpose of caching, we assume that items have equal sizes.
Effect of Stretch Time
The use of stretch time allows more items to be prefetched. However, the stretch time may intrude into the next viewing time, reducing the asset for the next prefetch. We want to know to which side the balance tips.
To investigate the effect of the use of stretch time, we have performed "prefetch only" simulation in which the cache is used only for prefetching items. Once a request is satisfied, the cache is flushed out. (Alternatively, we can assume that the requests come from a highly transient process.)
The simulation consists of running 50,000 iterations through the following steps:
1. Generate n; p; r and v randomly, 2. Prefetch, 3. Generate a random request, 4. Calculate access time, and 5. Output v and t. The values for p are generated using two different methods: skewy method and flat method. In the skewy method, we start with a pie of 1.0. A random portion of the pie is allocated to an item and a random portion of the remainder is allocated to another item. This is repeated until one item remains which takes whatever is left of the pie. In the flat method, each item is given a random number taken from the same distribution. The numbers are then normalized so that they total 1. The skewy method is used to generate a situation where the next request is highly predictable and the top candidate for the next access strongly dominates. The use of the flat method results in a less predictable situation, where the most likely item to get accessed is not very far ahead from the second candidate.
Four different prefetch methods are employed in the simulation: SKP-prefetch, KP-prefetch, perfect-prefetch, and noprefetch. The SKP-prefetch and the KP-prefetch use, respectively, the SKP solution and the KP solution to select items for prefetch. We already discussed how to find the SKP solution in Section 5. The perfect-prefetch always prefetches the correct item. For SKP-prefetch, a nonzero stretch time may reduce the viewing time in the next iteration. Fig. 7 shows the average access time against v. In Figs. 7a and 7c, for which the skewy method is used, the performance of the SKP-prefetch is slightly better than that of the KP-prefetch. The exception is when v is small (approximately less than 5) where the SKP-prefetch performs worse than no prefetch. Increasing the number of items from 10 to 25 has little effect as the probabilities of additional items are vanishingly small.
In Figs. 7b and 7d , for which the flat method is used for generating the probabilities p, the performances of the SKPprefetch and the KP-prefetch are almost the same. Indeed, for the case of n ¼ 25, if there is any difference at all, it is too small to perceive from the graph. Increasing the number of items from 10 to 25 has the effect of increasing the average access time. The increase is expected; in the extreme case when n ¼ 1 and there are no clearly dominating items, any speculative prefetch will be in vain.
The evidence that we get from our simulation results is in favor of using stretch time as it allows fuller utilization of the viewing time. However, there is always room for improvement. The SKP algorithm maximizes access improvement without any constraints. It inserts an item if it increases G , even by an insignificant amount and even if it results in a large stretch time. Consider the problem with these parameters: n ¼ 2,
The SKP solution to this problem is h1; 2i. This is only 2 percent better (in terms of the value of G ) than the next best solution, h1i. However, the stretch time, which is 100 units, is a liability in 99 percent of the cases. The SKP-prefetch only looks ahead one access and does not recognize this liability. This causes the performance deficiency that we see in Figs. 7a and 7c for small values of v.
Integrated Prefetch and Cache
We now consider the combined problem of choosing items to prefetch into and items to remove from the cache. We already derived in (12) the access improvement, GðF ; DÞ, when F is prefetched and D ejected. So, to begin with, we will solve the following problem: The condition jDj ¼ jF j arises from our assumption that items have equal sizes. A free block in the cache is considered to contain an item with zero access probability. So, the number of ejected items must always be equal to the number of incoming items. The complexity of the search space for the problem in (18) is the same as that of the SKP. However, we have not been able to come up with a bounding technique to subdue its combinatorial explosion. So, we will settle for a suboptimal solution.
The expression for G suggests the following method. First, using the SKP algorithm, find
ðF Þ is less than the contribution of d to anti-g. In this case, hF n hfi; D n hdii is a better solution than hF ; Di. So, we must include an arbitration step to prevent ejection of an item from the cache by a less-worthy replacement.
A perfect arbitration must consider stðF Þ. The larger the value of stðF Þ, the more difficult it should be to eject items from the cache. However, if an item, having insufficient value for cache occupancy, is eliminated from F , then stðF Þ will change. The arbitration that causes the elimination might not be valid anymore because, as a result of this change, the price for cache occupancy may also change. To simplify matters, we assume, only for the purpose of arbitration, that stðF Þ ¼ 0 so that item f 2 F contributes p f r f to G The pr-arbitration protects cached items that contribute significantly to the performance of the next access, but it is blind to accesses further into the future. Cached items that do not appear in the list of candidates for the next access have the same pr value, which is zero. To choose from among potential victims that have the same pr value, we employ a subarbitration. For this purpose, we define, for each item, a value called delay-saving profit as freqðiÞ Â r i , where freqðiÞ is the frequency of accesses to item i. This formula is a simplified form of the one used by WATCHMAN cache [15] and its webrelated spawn [16] . When subarbitration is required, we choose the item with the lowest delay-saving profit. We call this DS-arbitration.
While everything else is meticulously derived to solve the problem in (18) , the inclusion of the subarbitration seems ad hoc. However, we have a simple justification for this. The current prefetch-relevant context is known and this leads us to the pr-arbitrated SKP algorithm. However, the future contexts are probabilistic. The further we look into the future, the less certain we get about them. To simplify matters, we assume that the future contexts are completely unknown. The access probability of item i when the context is unknown is % freqðiÞ P k freqðkÞ :
So the total contribution to the cache value (given unknown context) is
freqðiÞ Â r i P k freqðkÞ :
Since P k freqðkÞ is a constant with respect to C, our problem is to maximize P i 2 C freqðiÞ Â r i .
Simulation Results
We have carried out Monte Carlo simulations to see how SKP with arbitration performs. A 1,000-state Markov source is used for this purpose. When going to state i, the Markov source generates a request for item i and, after the request is served, it waits for the duration of v i seconds, where 30 v i 300, before changing to another state. The state transition matrix is constructed such that there are 10 to 20 possible transitions from any state. The retrieval time for item i is s i =bandwidth þ latency, where s i is the size of item i. The values of s i are taken from a uniform integer distribution ranging from 10 Kbyte to 1 Mbyte. Cache capacity is in terms of number of items. This means that, for the purpose of caching, each item fits exactly into one cache slot.
We simulate five different prefetch-cache policies:
No prefetch is performed and pr-arbitration is used to select cache victims, 2. KP þ pr: KP solution is used with pr-arbitration, 3. SKP þ pr: SKP solution is used with pr-arbitration, 4. SKP þ pr þ LF U: Same as the previous one, with subarbitration using LFU (least frequently used), and 5. SKP þ pr þ DS: Same as the previous one, except DS-arbitration is used instead of LFU. Fig. 8 shows the results of the simulations for bandwidth values of 5, 10, and 20 kbit/sec and cache sizes ranging from 10 to 100 items. From this figure we can verify that the SKP prefetch performs better than the KP prefetch for the two lower bandwidth values. Adding subarbitration clearly improves results in most cases. We are not surprised that the SKP þ pr þ DS outperforms the other SKP variations. While the pr-arbitration protects immediate candidates, the DS-arbitration keeps in cache the items that would otherwise consume too much network time. There are two interesting outcomes in the case of bandwidth ¼ 20 kbit/sec. First, the KP prefetch is leading, but very slightly. Probably this is due to the following reason. The higher the bandwidth, the more items can be prefetched within any viewing time. At this bandwidth, the top candidates will most likely arrive within the viewing time. Any stretch time that results is most likely caused by a candidate with a very small access probability, so small that the stretch time becomes a liability most of the time (see the end of Section 6.1). The other interesting outcome is that the SKP þ pr þ LFU policy performs worse than the SKP þ pr policy. Obviously, the LFU subarbitration is not reliable because it is missing out an important parameter, namely the retrieval time. Fig. 9 shows more results for the SKP þ pr þ DS policy. Results for the No þ pr policy are also shown for comparison. We vary bandwidth from 5 to 40 kbit/sec and latency from 0 to 4 seconds. The most important thing to note is that, for the case of no prefetch, doubling the bandwidth reduces the access time approximately by half. However, for the case of prefetch, the access time becomes approximately five times faster. This means that the relative improvement gets more significant for higher bandwidths. If we project the plots backward, halving the bandwidth will make the access time twice as slow for no prefetch, but five times slower for prefetch.
CONCLUSIONS AND FURTHER WORK
We have presented a performance model for speculative prefetching, incorporating resources and access prediction. Assuming the existence of an access model and a resource model to provide necessary knowledge, we analyze the performance of a prefetcher that utilizes this knowledge.
Prefetching mainly benefits a user who accesses relatively fast items. Hence, the provision of hoarding [6] , [7] would greatly help, not only for disconnected operation for which it is mainly intended, but also to complement prefetching under low bandwidth operation.
The trade-offs between mainline prefetch and branch prefetch present a challenge for implementation. Mainline prefetch may slightly improve on access time over single prefetch with only nominal extra retrieval cost. Branch prefetch is likely to improve on access time over single prefetch, but with considerably more retrieval cost. Ideally, a prefetcher can adapt its strategy depending on the available resources and the target performance. In a resource-rich environment, the prefetcher can even combine mainline and branch prefetches.
Disregarding retrieval cost, we develop a prefetch algorithm to maximize access improvement. The algorithm uses theoretically proven apparatus to reduce its search space. We integrate the prefetch algorithm with cache replacement using a two-stage arbitration. Our algorithm assumes uniform sizes for all items.
The SKP algorithm considers only one access ahead. Obviously, looking ahead deeper will improve the performance. The SKP algorithm with arbitration maximizes access improvement without regard to the increase in the network usage. Even if the most probable items are already in the cache, it will prefetch the lesser candidates if, by doing so, it can improve the expected access time even by an insignificant amount. This may be undesirable when network usage is costly.
In Section 1, we mention that a prefetcher requires three separate models. These are the access model, the performance model, and the resource model. We have assumed a generic (nonspecific) access model and a generic resource model to feed relevant information to the performance model. However, the generic models are not truly generic and, hence, the performance model is not really universal. Further, theoretical work should consider other performance factors for more generality. For example, in a subsequent work [18] , we reformulate the performance model to fit an access model that we believe is more appropriate for web access.
An important factor that we have not included in our model is the expected cache lifetime of individual items. If an item goes stale quickly, obviously it should not be given a high priority even if it is accessed frequently. Another issue that we have avoided is the functional priority of each item. For example, an HTML file is more important than a graphics file used for bullets or banners because the document is still readable without the latter, but not without the former. Furthermore, when an HTML file is available, the browser can start responding by displaying its textual content even before its embedded graphics arrive. The other way round, displaying embedded graphics outside their context, does not make sense. Other possibly relevant factors include access types (read, write, continuous media), client mobility, and provision for batch retrievals. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
