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Abstract and Contributions
In this thesis we study the problem of estimation of parametric covariance and var-
iogram functions for spatial and spatio- temporal random processes. It has the fol-
lowing principal parts.
Variogram Estimation
We consider the ”weighted” least squares criterion of fitting a parametric variogram
function to second order stationary geo-statistical processes. Two new weight func-
tions are investigated as alternative to the commonly used weight function proposed
by Cressie (1985). We discuss asymptotic convergence properties of the sample var-
iogram estimator and estimators of unknown parameters of parametric variogram
functions, under a ”mixed increasing domain” sampling design as proposed by Lahiri
et al.. While empirical results of Mean Square Errors, for parameter estimation, ob-
tained using both the proposed functions are found to be comparatively better, we
also theoretically establish that under general conditions one of the proposed weight
functions give estimates with better asymptotic efficiency.
Spatio-Temporal Covariance Estimation
Over the past decade, there have been some important advances in methods for con-
structing valid spatiotemporal covariance functions; but not much attention has been
given -so far- on methods of parameter estimation. In this thesis we propose a new
frequency domain approach to estimating parameters of spatio-temporal covariance
functions. We derive asymptotic strong consistency properties of the estimators using
the concept of stochastic equicontinuity. The theory is illustrated with a simulation.
Non-Linearity of Geostatistical Data
Linear prediction theory for spatial data is well established and substantial literature
is available on the subject. Relatively less is known about non-linearity. In our final,
and ongoing, research problem we propose a non-linear predictor for geostatistical
data. We demonstrate that the predictor is a function of higher order moments. This
leads us to construct spatial bispectra for parametric third order moments.
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Chapter 1
A Brief Study of Kriging and its
Measures
Abstract
In this chapter we give a brief overview and literature review of the concept of krig-
ing. Different forms of kriging are explained. It is accompanied with the introduction
of mathematical quantities used to study spatial and spatio-temporal association of
random processes such as variogram and covariance functions. Various properties of
these quantities are explained. Finally, the problems to be addressed in the thesis are
introduced. In brief, in this thesis our research focuses on two main areas — meth-
ods of variogram and covariance function estimation in spatial and spatio-temporal
domain respectively and construction of third order moments for a weakly stationary
and isotropic spatial random process.
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1.1 Introduction to Measures of Spatial Depen-
dence
Twentieth century has seen the development and maturity of the subject of statistical
prediction (or optimal prediction). In today’s world scientists from across spectrum
—including economics, mining, meteorology and environmental sciences— routinely
use statistics as the foundation for investigating and predicting the unknown random
response using a known sample.
With the benefit of hindsight, we can say, what started as a logical yet naive at-
tempt of prediction by giving equal weights to nearby sample points — and basing our
judgement simply on the arithmetic mean — has matured into a very rigorous theory
of optimal linear prediction courtesy to the works of A.N.Kolmogorov, L.S.Gandin,
N.Weiner, G.Matheron, P.Whittle among other scholars(for a brief exposition see
Cressie[13].
The essence of their work (at times surprisingly independent of one another in
fields ranging from astrophysics to geostatistics) lies in realizing that for a predictor
to be ”good” it is not enough to define a linear function of the available sample but
to incorporate the covariance structure of the samples and also between the sample
and the unknown response.
In this thesis we focus on linear predictions of data emerging from a particular type
of random process known as Spatial Processes and its generalization Spatio-Temporal
Processes.
In the past forty years there have been major developments in the area of spatial
statistics. The subject has come a long way since the pioneering work of Matheron[37]
and his colleagues in the 60’s, which concerned analysis of geostatistical data emerging
from mines. In the present day, the baton has rightly been transferred from the
geologists to the statisticians, as spatial statistics continuously finds its use in a
varied spectrum of applied sciences ranging from mining to medical sciences. The
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present chapter concisely describes the prediction methodology and theory of the
branch of spatial statistics that developed from the world of miners and geologists
and is popularly known as kriging.
But before delving into the theory of prediction for spatial processes we need to
define spatial data. Let s ∈ Rd be a generic data location in d-dimensional Euclidean
space and suppose that the potential datum Z(s) at the spatial location s is a random
quantity. Now, let s vary over the index set D ⊂ Rd. Based on the nature of the set
D, Cressie [16] defined the following types of spatial data, which have since become
the standard definitions.
• If the domain D is fixed and continuous we have Geostatistical Data. Examples
- ”Data on Oil Reserve/Coal Reserve in a country”, ”Air Temperature Data”.
• If the domain D is fixed and discrete we have Lattice Data. Examples - ”Yield of
Crops on an Agricultural Field”, ”Event Counts” e.g Births, Number of vehicles
registered reported for counties of UK.
• If the domain of observations D is itself random then we name the spatial data
as Spatial Point Pattern. Examples - ”Data on Lightning strikes”.
Throughout this thesis we focus on Geostatistical data. It is worth mentioning here
that if we replace the d-dimensional location points s by t and rewrite the model as
{Z(t) : −∞ < t <∞}, we have Z(t), representing time series processes.
In the remainder of this section we introduce some important properties of spatial
random processes and mathematical measures, which will be used throughout the
thesis. In this thesis we use the terms ’random process’, ’random field’ and ’spatial
process’ interchangeably.
We introduce two principal mathematical quantities which serve as measures of
association for spatially dependent data.
The Covariance function for a spatial random process Z(s) observed at two
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different locations i and j is defined as
Cov[Z(si), Z(sj)] = E[Z(si), Z(sj)]− E[Z(si)]E[Z(sj)].
An alternative and closely related measure of association is the Variogram defined
as
2γ(si, sj) = Var[Z(si)− Z(sj)].
In literature often while using variogram, the constant factor ’2’ is dropped from
analysis and the quantity γ(si, sj) is referred to as semivariogram. Note that the
variogram can be expanded as
γ(si, sj) = [Var{Z(si)}+ Var{Z(sj)} − 2 Cov{Z(si), Z(sj)}] . (1.1)
We shall study the properties of covariance and variogram in greater detail later
in this chapter and in later chapters of this thesis, but before that we introduce
two important properties of dependent random variables and in particular, spatial
random processes which will be required frequently in the thesis. We start with the
notion of weak stationarity.
Weak Stationarity : The random process Z(s) is said to be weakly stationary or
second order stationary if
• E[Z(s)] = m (constant) and
• Cov[Z(si), Z(sj)] = C(si − sj),
which implies that the covariance function is independent of the location points and
depends only on the vector difference of the points. We also note that for a weakly
stationary process, V ar[Z(s)] = C(0).
Another closely related notion is intrinsic stationarity which is defined below.
Intrinsic Stationarity : The random process Z(s) is said to be intrinsically sta-
tionary if
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• E[Z(s)] = m (constant)
• Var[Z(si)− Z(sj)] = f(si − sj),
which again is a function of the vector difference of the points and independent of
the individual location points.
In other words if a random process is intrinsically stationary then, the first dif-
ference of the process is weakly stationary rather than the original process itself. We
would like to note that here we do not discuss stationarity in detail and for our re-
search usually define and assume one of the above mentioned stationarity properties
as an assumption. But the interested reader may refer to [39] and [55] for a general
discussion on different forms of stationarity of stochastic processes.
Thus, if the spatial random process Z(s) is weakly (second order) stationary then
equation (1.1) reduces to,
2γ(si, sj) = 2[C(0)− 2C(si − sj)] = γ(si − sj). (1.2)
If on the other hand the process is only intrinsically stationary (and not second order
stationary) then again we have
γ(si, sj) = γ(si − sj) (by definition).
So if the random process satisfies any of the above two forms of stationarity, γ(.) is a
function of the vector difference of the locations and in such a case the semivariogram
is a parameter of the process.
Thus, if the process is weakly stationary then γ(si, sj) satisfies (1.2), where we
have used the fact that V ar[Z(s)] = C(0) in case of weak stationarity.
Two simple properties follow immediately from the above discussion.
If lim
(si−sj)→0
C(si − sj) = C(0) then lim
(si−sj)→0
γ(si − sj)→ 0
also if C(si − sj) then 0⇒ γ(si − sj)→ C(0)
(1.3)
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From equation (1.3) we observe that an unbiased estimate of the variogram, for lag
distances at which the correlation becomes negligible, actually estimates the variance
of the process.
Before going into further details about the properties of variogram and covariance
functions and their characterizations, we illustrate why they are essential in the linear
theory of prediction for spatial random processes. This leads us to the theory of
kriging which we describe next. Much of the literature review on kriging, presented
in the next three sections, is based on the books [46], [16] and [20].
1.2 Linear Prediction: Spatially Dependent Mean
As defined at the outset consider the random process {Z(s); (s) ∈ D ⊂ Rd} where D,
the domain of observations, is fixed and continuous. Let the process be sampled at
n fixed locations {s1, s2, ..., sn} ∈ D. Let us assume that the process Z(s) is modeled
as follows
Z(s) = µ(s) + e(s)
where, Z(s) = [Z(s1), Z(s2), ..., Z(sn)]
′
µ(s) = [µ(s1), µ(s2), ..., µ(sn)]
′
e(s) = [e(s1), e(s2), ..., e(sn)]
′
e(s) ∼ (0,Σ).
(1.4)
In the spatial context the prime objective of collecting data at various location points
is to use them for predicting the unknown value of the random process at some
required location points. The miner/geologist may be interested in knowing the
mineral ore concentration at some specified location s0 based on data available from
locations s1, s2, ..., sn which would help his/her company to decide whether or not to
set up a mine in the area. Similarly, the meteorological experts will be interested in
knowing various environmental attributes like temperature, pressure, rainfall in an
area based on the data they have for other locations. All these questions are answered
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by statistical prediction. The term kriging was coined by G. Matheron in honour of
South African mining engineer D.G.Krige to refer to spatial prediction.
To be precise our interest is to find (or rather predict) the random process Z(s0)
at some arbitrary fixed location s0 in the domain of observation D. In this section
we discuss methods used to predict a random process at an unknown location with
spatially varying mean or trend component. Classical spatial predictions for random
fields, with spatially dependent mean component, began with following two model
assumptions.
1. Regression Models with spatially varying mean and uncorrelated errors
Z(s) = X(s)β + ;
 ∼ (0, σ2I), I denoting the identity matrix
2. Correlated errors with constant mean
Z(s) = µ(s) + e(s);
e(s) ∼ (0,Σ);
µ(s) = µ1,1 = {1, 1, ..., 1}′ .
The most relevant generalization in this direction is to assume that the random field
has unknown spatially varying mean and correlated errors which translates into the
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following model
Z(s) = µ(s) + e(s)
e(s) ∼ (0,Σ)
where, µ(s) is unknown and
e(s) = W(s) + η(s) + (s);
is expressed as the sum of three components
W(s) : Smooth Scale Function
η(s) : Micro Scale Variation
(s) : White Noise
In this section we also assume that the mean of the random field is linear,
that is
Z(s) = X(s)β + e(s); where
X(s)n×p emphasizes the spatial dependence structure of the design matrix.
(1.5)
Moreover, W(s), η(s) and (s) are uncorrelated and have mean 0. It is also assumed
that
Cov[(si), (sj)] =
 0, si 6= sjσ2 , si = sj
Under the above assumptions, Var[(s)] = ΣW + Ση + Σ
2
I = Σ.
But we could further generalize the assumption on (s) in the following ways
• (s) are uncorrelated, Σ is diagonal but Var[(si)] = σ2i and
• (s) are correlated , Σ is non-diagonal.
If the underlying random process Z(s) is assumed to have smooth scale spatial
component W(s), there are three methods of analysis which we consider here.
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1. We can opt for a flexible functional form for the mean or trend of Z(s) denoted
by X(s)β. This is achieved by expressing the mean as polynomial function of
spatial coordinates. The presence of local fluctuations in the trend component is
addressed by incorporating higher order polynomial terms in the mean function
or the design matrix X(s).
2. Using localized estimation : d-dimensional smoothing.
3. In contemporary science scientists from several disciplines increasingly assume
that the errors are correlated, i.e Var[η(s)] = σ2ηI, Var[W(s)] = σ
2
W I is no longer
a preferred assumption and rather a parameterized non-diagonal matrix Σ is
preferred. In fact, in many cases (for instance in studies related to chemical
biology) scientists are more interested in studying the measure of association
between the random process at different locations rather than predicting the
process. Under such requirements the following model provides scientists with
a set of more realistic assumptions on the random field
Z(s) = X(s)β + e(s)
e(s) ∼ (0,Σ(θ))
where, θq×1 are unknown parameters to be estimated
The above model assumption also helps to reduce the number of parameters to
be estimated.
Here we discuss the first and third methods in more details. Localized estimation is
not directly related to the research in this thesis so we skip method as part of the
main text. But one may refer to the Appendix A1 for a brief discussion of localized
estimation
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1.2.1 Trend Surface Models
The first method is also referred to as method of the Trend Surface Models. As
mentioned earlier, here the attempt is to model the variability of Z(s) with a trend or
mean function X(s)β , which is a parametric fixed effect structure, so that the residuals
are uncorrelated. For example, if the domain of observations is D ⊂ R2, such that
the coordinates of locations are si = [xi, yj]
′, the simplest parametric function used
to model the trend is
Z(si) = β0 + β1xi + β2yi + ei, where
ei ∼ i.i.d(0, σ2) for all i
(1.6)
This model is known as the first degree trend surface model.
Notes The above assumptions imply that the models
Note 1
Z(s) = X(s)β + (s) where (s) ∼ (0, σ2I)
and
Z(s) = µ1 + e(s); with e(s) ∼ (0,Σ)
are alternative expressions (or interpretations) of spatial variability for the real-
izations originating from the same random field. While the first model addresses
spatial dependence through a deterministic spatially varying mean effect, in the
second model the entire spatial variability is assumed to be modeled by a co-
variance matrix, with a constant mean effect.
Note 2 X(s)β captures local behavior of the random field if e(s) contains smooth, small
scale component. If e(s) has nugget effect (a phenomenon to be explained later)
its variance should be σ2 as the fixed effects structure removes all the smooth
small scale variation.
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Similarly, for a random process observed in R2, the p-degree polynomial trend
surface model is as follows
Z(si) = x(si)β + ;
 ∼ (0, σ2I) (1.7)
x(si)β =
p∑
k=0
p∑
m=0
βkmx
k
i y
m
i , k +m ≤ p (1.8)
A limitation of the above modeling technique is that even for R2 we have (p+1)(p+2)
2
parameters to be estimated. The large number of unknown parameters often render
the method computationally challenging for the experimenter.
The estimation results of the model obtained using the classical least squares
estimation are well known. The estimators for the parameters β and the residual
mean square error for prediction are given by
β̂OLS = (X(s)
′X(s))−1X(s)′Z(s)
σ̂2 = MSE[Z(s0), Ẑ(s0)]
=
1
n− k
n∑
i=1
[Z(si)− ÊZ(si)]2
It is known that, under Gaussianity, for the above model, the Best Linear Unbiased
Estimate (BLUE) is the same as the Best Linear Unbiased Predictor (BLUP) for
Z(si). Given below are the BLUP predictors
Z(s0) = x(s0)
′β̂OLS and hence (1.9)
MSE[Z(s0), Ẑ(s0)] = σ
2 + x(s0)(X(s)
′X(s))−1x(s0)σ2 (1.10)
1.2.2 Universal Kriging: In terms of Covariogram
The third and more realistic of the three approaches for modeling non-stationary
spatial random processes, mentioned above, is referred to as Universal Kriging in
present spatial statistics literature. The relevant model assumptions are as follows.
The observed sample is Z(s) = {Z(s1), Z(s2), ..., Z(sn)}′ and as before we want
to predict Z(s0) using the above sample. Let Z(s) = X(s)β + e(s), where e(s) is
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weakly stationary. Thus, Z(s0) = x(s0)β + e(s0) where x(s0)p×1 could be the vector
of explanatory variables related to s0 or it could simply be the vector of coordinates
of the fixed location points. Also let Var[Z(s)] = Σ. Further let the observed sample
Z(s) and Z(s0) be correlated, defined as
Cov[Z(s), Z(s0)] = σn×1
and Var[Z(s0)] = σ0 (1.11)
Our task is to find the ’best’ predictor, for Z(s0), in the class of all predictors available,
in the mean square sense. But that is a formidable challenge. So, scientists set a more
achievable objective instead, to find the best linear unbiased predictor (i.e ”best” in
the class of linear and unbiased predictors).
Mathematical Formulation of the Objective:
Based on the above model assumptions we propose the linear predictor a′Z(s) for
Z(s0) where the vector of coefficients a should be evaluated such that a
′Z(s) is the
BLUP for Z(s0). In other words we need to estimate a such that
E[a′Z(s)− Z(s0)]2 = a′Σa + σ0 − 2aσ (1.12)
is minimized subject to the condition
E[a′Z(s)] = E[Z(s0)]. (1.13)
This implies
a′X(s)β = x(s0)′β, for all β
which implies
a′X = x(s0)′ (1.14)
Using Lagrangian multipliers for the above constraints and equation (1.12) the
objective function to be minimized can be written as
L = a′Σa + σ0 − 2a′σ + 2m′[aX(s)′ − x(s0)] (1.15)
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Differentiating the above with respect to the unknown parameters we obtain the
following normal equations
∂L
∂a
= 2Σa− 2σ + 2X(s)m = 0
∂L
∂m
= 2[X(s)′a− x(s0)] = 0
which could be rewritten as
Σa + X(s)m = σ
X(s)′a = x(s0) (1.16)
Note that the design matrix X(s) is a n × p matrix. Let the ijth element of the
matrix be denoted by fi(sj), where i = 1, 2, ..., n and j = 1, 2, ..., p. Then the above
equations can be written in the following matrix form,
C(0) C(s1 − s2) . . C(s1 − sn)
C(s2 − s1) C(0) . . C(s2 − sn)
. . . . .
. . . . .
C(sn − s1) C(sn − s2) . . C(0)


a1
a2
.
.
an

+

f1(s1) f2(s1) . . fp(s1)
f1(s2) f2(s2) . . fp(s2)
. . . . .
. . . . .
f1(sn) f2(sn) . . fp(sn)


m1
m2
.
.
mp

=

C(s1 − s0)
C(s2 − s0)
.
.
C(sn − s0)


f1(s1) f1(s2) . . f1(sn)
f2(s1) f2(s2) . . f2(sn)
. . . . .
. . . . .
fp(s1) fp(s2) . . fp(sn)


a1
a2
.
.
an

=

f1(s0)
f2(s0)
.
.
fp(s0)

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The above matrix equations can be written concisely as
ΣUλU = σU
which shows that
λU = Σ
−1
U σU .
(1.17)
Here,
ΣU =

C(0) C(s1 − s2) . . C(s1 − sn) f1(s1) f2(s1) . . fp(s1)
C(s2 − s1) C(0) . . C(s2 − sn) f1(s2) f2(s2) . . fp(s2)
. . . . . . . . . .
. . . . . . . . . .
C(sn − s1) C(sn − s2) . . C(0) f1(sn) f2(sn) . . fp(sn)
f1(s1) f1(s2) . . f1(sn) 0 0 0 0 0
f2(s1) f2(s2) . . f2(sn) 0 0 0 0 0
. . . . . 0 0 0 0 0
fp(s1) fp(s2) . . fp(sn) 0 0 0 0 0

=
 Σ X(s)
X(s)′ 0

λU = [a1, a2, ..., an,m1,m2, ...,mp]
′
= [a
′
,m
′
]
′
σU = [C(s0 − s1), C(s0 − s2), ..., C(s0 − sn), f1(s0), f2(s0), ..., fp(s0)]′
= [σ
′
,x(s0)
′
]
′
(1.18)
Then using the result on inverse of partitioned matrices given in Appendix (A.23) we
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have,
a
′
= [σ + X(s)(X(s)
′
Σ−1X(s))−1(x(s0)−X(s)′Σ−1σ)]′Σ−1
m
′
= (x(s0)−X(s)′Σ−1σ)′(X(s)′Σ−1X(s))
βˆGLS = [X(s)
′
Σ−1X(s)]−1X(s)
′
Σ−1Z(s)
puk(Z; s0) = a
′
Z(s) (1.19)
Using the above least squares estimates we have
puk(Z; s0) = [σ + X(s)(X(s)
′Σ−1X(s))−1(x(s0)−X(s)′Σ−1σ)]′Σ−1Z(s)
= x(s0)
′
β̂GLS + σ
′Σ−1[Z(s)−X(s)′β̂GLS] (1.20)
and
σ2uk(s0) = a
′
Σa + σ0 − 2aσ
= σ0 − σ′Σ−1σ + [x(s0)′
−σ′Σ−1X(s)](X(s)′Σ−1X(s))−1[x(s0)′ − σ′Σ−1X(s)]′ (1.21)
The above results can be easily extended if we want to predict a multivariate random
vector consisting of r-variables Z(s0)
1.2.3 Universal Kriging Flowchart: Using Variogram
In the last section we have described universal kriging using covariogram or the
covariance function. But often there is empirical and graphical evidence that a spatial
process is only intrinsic stationary and not weakly stationary. In such case variogram
is the measure used to study spatial dependency and for spatial prediction. In this
section we summarize the layout of kriging in a stepwise manner using variogram,
under the assumptions of universal kriging.
Step 1: The Random Field and The model {Z(s) : s ∈ D ⊂ Rd}
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Model : Z(s) = µ(s) + e(s);
µ(s): unknown deterministic mean structure.
e(s): stochastic intrinsically stationary structure.
e(s) ∼ (0,Σ)
As in the previous section we further assume
Z = Xβ + e
Z = [Z(s1), Z(s2), ..., Z(sn)]
′
β = [β0, β1, ..., βp]
′
e = [e(s1), e(s2), ..., e(sn)]
′
X =

f0(s1) f1(s1) . . fp(s1)
f0(s2) f1(s2) . . fp(s2)
. . . . .
. . . . .
f0(sn) f1(sn) . . fp(sn)

(1.22)
Step 2: The Objective and Method Under the above set up we choose the
predictor puk(Z; s) such that it minimizes the following mean squared error
E[Z(s0)− puk(Z; s)]2. (1.23)
As previously mentioned, we restrict the search for the ”best predictor” to the class of
all linear and unbiased functions (
∑n
i=1 aiZ(si)) of the sample of observations which
translate into the following constraints.
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Step 3: Constraints
puk(Z; s) =
n∑
i=1
aiZ(si) : Linearity
E
[
n∑
i=1
aiZ(si)
]
= E[Z(s0)] : Unbiasedness
⇒ a′Xβ = x(s0)′β, for all β : Model
⇒ a′X = x(s0)′
Here, we assume that f0(s) = 1, for all si which implies that
∑
i=1 ai = 1.
Under the above constraints, using the lagrangian multiplier, condition (1.23)
takes the following form:
E[Z(s0)−
n∑
i=1
aiZ(si)]
2 − 2
p+1∑
j=1
mj−1
{
n∑
i=1
aifj−1(si)− fj−1(s0)
}
(1.24)
Step 4: Modification to Variogram Terms and Minimization Now, equation
(1.24), can be re expressed in terms of variogram as
[Z(s0)−
n∑
i=1
aiZ(si)]
2 = [e(s0)−
n∑
i=1
aie(si)]
2
= −1
2
n∑
i=1
n∑
j=1
aiaj[e(si)− e(sj)]2 + 2
n∑
i=1
ai
[e(s0)− e(sj)]2
2
(1.25)
since
∑n
i=1ai = 1. We use the above algebraic expression to be able to use the
definition of variogram rather than covariogram using the term [e(si) − e(sj)]2 and
the modified objective function is :
L = −1
2
n∑
i=1
n∑
j=1
aiajγ(si−sj)+2
n∑
i=1
aiγ(s0−si)−2
p+1∑
j=1
mj−1
{
n∑
i=1
aifj−1(si)− fj−1(s0)
}
(1.26)
We minimize (1.26) w.r.t [a1, a2, ..., an] and [m0,m1, ...,mp] to have the following
normal equations,
∂L
∂ai
= 0⇒
n∑
i=1
aiγ(si − sj) +
p+1∑
j=1
mj−1fj−1(si) =
n∑
i=1
γ(s0 − si)
∂L
∂mj
= 0⇒
n∑
i=1
aifj−1(si) = fj−1(s0)
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Writing the above equations in matrix form we have
γ(0) γ(s1 − s2) . . γ(s1 − sn) 1 f1(s1) . . fp(s1)
γ(s2 − s1) γ(0) . . γ(s2 − sn) 1 f1(s2) . . fp(s2)
. . . . . . . . . .
. . . . . . . . . .
γ(sn − s1) γ(sn − s2) . . γ(0) 1 f1(sn) . . fp(sn)
1 1 . . 1 0 0 0 0 0
f1(s1) f1(s2) . . f1(sn) 0 0 0 0 0
. . . . . 0 0 0 0 0
. . . . . 0 0 0 0 0
fp(s1) fp(s2) . . fp(sn) 0 0 0 0 0


a1
a2
.
.
an
m0
m1
.
.
mp

=

γ(s0 − s1)
γ(s0 − s2)
.
.
γ(s0 − sn)
f1(s0)
.
.
fp(s0)

(1.27)
The above matrix equation can be expressed concisely using a block matrix as follows Γ P
P ′ 0

 a
m
 =
 γ
x(s0)

which implies
Γ1a1 = γ1 ⇒ a1 = Γ−11 γ1 (1.28)
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Step 5: The Predictor and the Prediction Error vis-a-vis Kriging Variance
Now applying the result of inverse of a partitioned matrix given in (A.23) to (1.27)
we obtain Γ−1 and hence,
a′ = [γ + X(X′Γ′X)−1{x(s0)−X′Γ−1γ}]′Γ−1 (1.29)
m′ = −{x(s0)−X′Γ−1γ}′(X′Γ−1X)−1 (1.30)
p̂uk(Z; s) = a
′Z(s) (1.31)
and the prediction error is
σ̂uk
2(s0) =
n∑
i=1
aiγ(s0 − sj) +
p+1∑
j=1
mj−1fj−1(s0) = a1γ1 (1.32)
Step 6: Variogram(Covariogram) Estimation From the discussions we have
presented so far in this chapter, it becomes clear that linear predictors as well as
the estimates of prediction error, obtained using the least squares theory, depend
either on the covariogram matrix Σ or the variogram matrix Γ. So far we have
derived expressions for the optimum predictors assuming that the covariogram or
the variogram matrix is known, as observed in (1.31) and (1.32). But in reality
the variogram (or covariogram) function has to be estimated prior to starting the
kriging problem at hand. It is worth noting here that, due to the relatively weaker
assumption of intrinsic stationarity of random process, prediction using variogram
has increasingly found favour among practitioners (of especially geo-statistical data)
over covariogram. So, the prediction process is preceded by the estimation of the
variogram function. Following this convention, in this thesis we have used variogram
as the measure of spatial dependency for the geo-statistical random processes that
will be considered in Chapters 2, 3 and 4.
For the purpose we first define a sample estimator for the variogram. Based on the
plot of this estimator a set of parametric functions, known to satisfy the variogram
”validity” criteria, are chosen as prospective variogram functions. The unknown
parameters of the chosen variogram function are then estimated by fitting it to the
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sample estimator using one of the classical established methods such as Maximum
Likelihood (ML), Ordinary Least Squares (LSE), Generalized Least Squares (GLSE
or its diagonal version Weighted Least Squares (WLS)), Minimum Quadratic Norm
(MINQ) or the Restricted Maximum Likelihood (REML) are used for the purpose. In
the next sections we define sample variogram estimators, its properties and describe
its use in variogram estimation.
Note Recall from the model assumptions of the spatial random process Z(s) that
we assume
Z(s) = µ(s) + e(s)
e(s) ∼ (0,Σ)
(1.33)
In this section we have so far considered cases where the trend component µ(s) is
an unknown spatially dependent function. But model (1.33) can have two particular
cases based on the nature of µ(s). If µ(s) is known, the linear prediction problem is
called Simple Kriging. In case µ(s) is unknown but a constant, say µ, the problem
of kriging is referred to as Ordinary Kriging. The derivation of the estimates of the
model parameters and prediction mean square error for these are analogous to those
of universal kriging. So we have skipped the derivations in the main text of the
chapter. But the details of prediction methodology for simple and ordinary kriging
are provided in the Appendix.
1.3 Sample Variogram Estimators and Variogram
Estimation
1.3.1 Sample Variogram Estimators
As defined earlier, for a fixed lag distance h the variogram function is
2γ(h) = Var[Z(s + h)− Z(s)].
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So, Matheron[37] defined a sample estimator, based on the mean of the squared
differences {Z(si)−Z(sj)}2. This estimator is now commonly referred to as classical
variogram estimator at lag h. It is defined as
2γ̂(si − sj) = 1
N(h)
∑
N(h)
{Z(si)− Z(si)}2, (1.34)
where N(h) denotes the number of distinct pairs of {Z(si), Z(sj)} such that (si−sj) =
h. Diggle et al. in [20] have referred to the plot of 2γ̂(h) against different lag values h
as variogram cloud. Other sample estimators have also been considered and studied by
researchers as alternative to the classical variogram estimator. Most notable among
them is the Cressie-Hawkins estimator ([14]). This estimator is based on the absolute
difference of all distinct pairs {Z(si), Z(sj)} in the set N(h) rather than the squared
difference. It is defined as follows
2γ(si − sj) =
 1N(h) ∑
N(h)
|Z(si)− Z(si)|1/2

4
upslope(0.457 + 0.494/|N(h)|) (1.35)
In this thesis we have only used the classical variogram estimator for our research.
For more details on definitions and properties of any of the other sample variogram
estimators refer to [16, p.74].
Note on Classical Variogram Estimator
If the random process Z(s) has unknown constant mean it is easy to check that
2γ̂(h) is an unbiased estimator of 2γ(h). If on the other hand the underlying model
is
Z(s) = µ(s) + e(s), with E[e(s)] = 0,
then the variogram for the process is
2γZ(h) = Var[e(s + h)− e(s)] = 2γe(h)
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But
E[2γ̂(h)] = E
 1
N(h)
∑
N(h)
{Z(si)− Z(sj)}2

= γe(h) +
 1
N(h)
∑
N(h)
{µ(si)− µ(sj)}2

Thus, 2γ̂(h) is positively biased if we have a spatially varying mean.
1.3.2 Parametric Variogram Estimation
With the classical variogram estimator defined as above we can now describe methods
of fitting it to a parametric variogram function. As mentioned earlier, one can use
many methods— ML, GLS, MINQ to name a few— for fitting the sample variogram to
a valid parametric variogram model. In this thesis we focus on GLS and in particular
WLS. For a more detailed description of the other established methods of variogram
estimation see [16, p. 90] or [20, Ch. 5]. Let 2γ̂(.) be the sample variogram estimator
computed at K different lags h(1),h(2), ...,h(K). Let 2γ(h, θ) be a valid parametric
variogram function whose explicit form is known but the unknown parameters need
to be estimated. Suppose V (θ) denote the variance matrix Var(2γ̂(.)), where 2γ̂(.) =
{2γ̂(h(1)), 2γ̂(h(2)), ..., 2γ̂(h(K))}′ . Then, according to GLS the parameters θ are
obtained subject to minimization of the following criterion
(2γ̂ − 2γ(θ))′V −1(θ)(2γ̂ − 2γ(θ)). (1.36)
It is easily observed that equation (1.36) is a weighted distance metric. That is,
GLS (unlike OLS) not only minimizes the Euclidean distance between the sample and
parametric variogram functions but also allows for the dependence between sample
variograms at different lags. Carroll and Ruppert in their comparative study([11]) of
a heteroscedastic process, found that parameter estimates obtained using GLS have
better robustness properties compared with maximum likelihood, especially when
the underlying distribution is not properly specified. But computing the covariance
matrix Var(2γ̂(.)) is quite costly numerically and complicated theoretically.
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A less general alternative minimization criterion is WLS where we minimize
(2γ̂ − 2γ(θ))′∆−1(θ)(2γ̂ − 2γ(θ)) (1.37)
where ∆(θ) = diag {Var(2γ̂(h(1))),Var(2γ̂(h(2))), ...,Var(2γ̂(h(K)))}.
For computational simplicity WLS doesn’t consider the covariance between sam-
ple variogram estimators of different lags, but considers their individual variances,
allowing for the heteroscedasticity of the random variable 2γ̂(h) to be reflected in
the minimization criteria. A simulation study by Zimmerman and Zimmerman [56],
in the context of variogram estimation of intrinsic stationary Gaussian random pro-
cesses, has also found that estimates, θ, of the variogram functions obtained using
WLS compared to ML, REML and MINQ always perform reasonably well in terms
of mean squared errors and bias and WLS is quite often the best procedure. Besides,
due to the simple yet rigorous geometric interpretation WLS is also more appropriate
than the other methods, when the underlying distribution is not ascertained. This
has lead WLS being adopted frequently as the procedure for variogram estimation.
Alternative Weight Functions for WLS
In particular, certain approximate results loosely based on the assumption of Gaus-
sianity of the random process Z(s), demonstrated by Cressie in [12] have made the
following weight function more acceptable amongst practitioners
∆(θ) = diag
{
2 {2γ(h(i), θ)}2 /|N(h(i))|} , i = 1, 2, ..., k (1.38)
Research on parametric variogram estimation
In Chapter 2 we describe these approximations and propose two alternative weight
functions. We establish convergence properties of the sample variogram and parame-
ter estimators of parametric variogram function, including the asymptotic normality,
under a fixed continuous domain D in which a countable set of sample observations
of the random process could be made. We show, theoretically, that without the as-
sumption of any distribution, parameter estimates obtained using one of the proposed
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weight functions have better relative asymptotic efficiency compared with the Cressie
weight function. In Chapters 3 and 4 we respectively present results of simulation
and real data analyses. We simulate data from both multivariate Gaussian and mul-
tivariate Non-Gaussian distributions. We observe, empirically, that the performance
of the parameter estimates under both the proposed weight functions are generally
an improvement over the estimates obtained using the weight function proposed by
Cressie, in terms of the mean squared errors.
So far we have discussed construction and application of sample variogram esti-
mators. But ultimately we need to choose a parametric variogram function 2γ(h, θ)
for estimation. To choose a valid variogram/covariance function from a range of
candidate parametric functions, we shall first describe the properties of valid vari-
ogram/covariance functions which represent the dependence measure for the random
processes we are interested in, in particular geostatistical processes. To understand
the properties that a variogram or covariance function of a random process should
satisfy, we need to explain the properties of the random process itself, that will be
often assumed in this thesis. The properties of the random process eventually lead
to the particular properties demonstrated by parametric variogram and covariance
functions. In the next section we describe these properties.
1.4 Properties of Random Processes and Covari-
ance Measures
1
In this section we summarize some important properties of random processes
and hence variogram/covariogram functions. Some of these properties have already
been briefly discussed earlier and will be revisited more formally while others will be
1Here by Covariance Measures we refer to both variogram and covariance functions
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introduced.
Stationarity : Let {z(s) : s ∈ D} be a realization of the random process {Z(s) :
s ∈ D ⊂ Rd}, that is the process is observed in a fixed and continuous set D.
Let Fs1,s2,...,sm(z1, z2, ..., zm) = P [Z(s1) ≤ z1, Z(s2) ≤ z2, ..., Z(sm) ≤ zm] denote the
joint distribution of Z(s1), Z(s2), ..., Z(sm) (joint cumulative distribution function)
satisfying the Kolmogorov conditions of the symmetry and consistency for the distri-
bution functions (see e.g [55, p. 41]). Also, let µ(s) = E[Z(s)] exist for all s ∈ D and
Var[Z(s)] exists for all s ∈ D.
Definition 1. Under the above set up the process is called strong stationary or
strictly stationary if Fs1,s2,...,sm(z1, z2, ..., zm) = Fs1+h,s2+h,...,sm+h(z1, z2, ..., zm) for all
m ≥ 1 and for all h ∈ Rd.
Now, this m-th order distributional property is a very strong assumption. Often
a relatively weaker second order assumption is sufficient.
Definition 2. A random process Z(s) observed on a continuous open subset D ⊂ Rd,
is said to be weakly or second order stationary if
E[Z(s)] = µ
Cov[Z(sj), Z(sj)] = C(sj − sj); s1, s2 ∈ D
If the random process satisfies the above two criteria, then the covariance C(s)
is called a covariogram in spatial statistics literature, and is a parameter of the pro-
cess. In the context of spatial statistics, quite often practitioners make the following
stationarity assumption which is an even weaker form of stationarity.
Definition 3. As defined earlier the process Z(.) is called intrinsically stationary if
it satisfies
E[Z(s)] = µ for all s ∈ D and
Var[Z(si)− Z(sj)] = 2γ(si − sj) for all si, sj ∈ D.
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Of the three types of stationarity considered here strong stationarity is the strongest
and intrinsic stationarity is the weakest. In other words, assuming that the required
moments exist, if
A1 : set of all intrinsic stationary random processes.
A2 : set of all weakly or second order stationary random processes.
A3 : set of all strong stationary random processes.
Then A3 ⊂ A2 ⊂ A1.
Isotropy A symmetry property that will often be assumed, for the random process,
in conjunction with stationarity is known as isotropy that we define now.
Definition 4. A weakly stationary random process is said to be isotropic if γ(h) =
γ(‖h‖) and C(h) = C(‖h‖) i.e, the variogram and the covariogram depend only on
the Euclidian distance norm of the lag vector.
Notes
• For a weakly stationary isotropic random process, the variogram function in-
creases with the increase in the lag distance values, from origin, if C(h) =
C(‖h‖) decreases monotonically with the h. And the semivariogram γ(‖h‖)
converges to the asymptote V ar[Z(s)] = σ2 for ‖h‖ → ∞.
• In spatial statistics this asymptote vis-a-vis variance of the process is called sill
of the random process or semivariogram. The lag value h+(say) for which the
sill is attained is called the range of the semivariogram. We note that at range
the covariogram disappears. So, observations Z(s+h)and Z(s) are uncorrelated
if ‖h‖ ≥ ‖h+‖. Since the range is harder to find scientists often rely on a more
practical quantity aptly named Practical Range, h∗(say), is the lag for which
which γ(h) = 0.95σ2.
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• Based on the above definitions we note that we should have γ(h)→ 0 as h→ 0.
But in practice it is often observed that
lim
‖h‖→0
γ(‖h‖) 6= 0 = c0 > 0.
This effect, named the nugget effect by Matheron ([37]), implies the discontinu-
ity at very small distance lags, in the neighborhood of origin. This phenomenon
is usually observed due to a combination of systematic and measurement errors,
which will be discussed later.
Ergodicity
Ergodicity is a mathematical concept. But in the hands of the statistician it is
a powerful property that helps him/her to estimate different population measures
using samples that ensure desirable asymptotic convergence properties. We later use
ergodicity to investigate the convergence properties of parameter estimates. So, here
we briefly describe the property. We define the translation operator, T [{Z(t) : t =
1, 2, 3, ....}] = {Y (t) : t = 1, 2, 3, ....}, where Y (t) = Z(t + 1), t = 1, 2, 3... Under this
new operator we can alternatively describe stationarity as follows. If the probabilistic
laws of T k(.) = T (T (T...(.))) are the same for all k ∈ Z+, then the process is said to
be strictly stationary. In slightly different words, assuming P to be the probability
measure for Z(.) and A = ({Z(.) : Z(1) ≤ z1, Z(2) ≤ z2, ..., Z(p) ≤ zp}) be any
measurable set, define, T−1(A) = {b : T (b) = A}, then Z(.) is stationary if
P [T−1(A)] = P (A),
for every measurable set A.
Definition 5. With the above set up a stationary process is said to be ergodic if
T−1(A) = A
which implies
P (A) = 1 or P (A) = 0
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That is A is invariant under the translation operator T. This implies that if the
realizations of the series {Z(t) : t = 1, 2, 3, ...} are successively translated, it will cover
the entire set of events. We now mention two important results without proof.
Theorem 1.1. The necessary and sufficient condition for a stationary time series to
be ergodic is that for any measurable set A
lim
n→∞
1
n
n∑
j=1
P [T j(A) ∩B] = P (A)P (B) (1.39)
where B is any other set with positive measure.
For a detailed discussion on this theorem one may refer to [7] or [6]. The next result
due to Birkoff is a significant tool that helps statisticians, to construct consistent
estimates of population parameters, especially in the context of dependent random
variables.
Theorem 1.2. (Ergodic Theorem): If {Z(t); t = 1, 2, 3, ...} is an ergodic process
and g is a measurable function that is integrable, then for almost every realization of
{Z(t); t = 1, 2, 3, ...},
lim
n→∞
1
n
n−1∑
j=0
g[T j({Z(t); t = 1, 2, 3, ...})] =
∫
gdP (1.40)
The above theorem essentially gives us a convenient way to estimate statistics of
ergodic processes. An illustration of the application of the ergodic theorem, relevant
in the spatial context is as follows. We have for
g(.) = [Z(h+ 1)− Z(1)]2
the classical variogram estimator,
2γ̂(h) =
n−h∑
t=1
[Z(h+ t)− Z(t)]2
n− h
to be a justified estimator of the variogram 2γ(h) due to the ergodic theorem, if
we assume that the random process Z(.) is ergodic. Next we discuss the smoothness
properties, mean square continuity and differentiability, of random processes and how
they are reflected in the second order moment, covariance functions.
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1.4.1 Smoothness of Random Field and Covariance Function
Investigation of the smoothness properties of the random processes is not the ob-
jective of this thesis. Usually, the relevant smoothness property for a parametric
variogram/covariogram would be assumed. But for making such assumptions and
also to appreciate the concept of nugget effect, of a geo-statistical random process
properly, it is imperative that we explain the notions of continuity and differentiabil-
ity of random processes and hence for the corresponding covariance functions. Given
below is a brief discussion of these properties and some well known results.
Mean Square Continuity
We shall show that the mean square continuity of a random field and the covari-
ance function are related.
Let {Xn} be a sequence of random variables defined on the same probability space.
Definition 6. We say that {Xn} converges in L2 if there exists a random variable
X such that
E(Xn −X)2 → 0 as n→∞ (1.41)
with E(X2) <∞ and (1.41) is denoted by Xn L
2→ X.
Definition 7. Let Z = {Z(s); s ∈ Rd} be a random field on Rd, Z is defined to be
mean square continuous at x if
lim
y→x
E[Z(y)− Z(x)]2 = 0
where x,y ∈ Rd are arbitrary points.
We now present two well known result that characterize mean square continuity
of random processes.
Theorem 1.3. A weakly stationary random field {Z(s); s ∈ Rd}, is mean square
continuous at x if and only if its covariance function is continuous at origin.
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Proof. Let the random field {Z(s)} be mean square continuous. Due to stationarity
we have
E[Z(x)] = m(constant) for all x ∈ Rd
and Cov(Z(x), Z(y)) = C(x− y) (1.42)
Thus
E[Z(y)− Z(x)]2 = 2[C(0)− C(y − x)]
hence
lim
y→x
E[Z(y)− Z(x)]2 = lim
y→x
2[C(0)− C(y − x)]→ 0
⇔ lim
y→x
C(y − x) = C(0). (1.43)
This implies C(y − x) is continuous at 0. On the other hand if C(.) is mean square
continuous at 0
⇔ lim
h→0
C(h) = C(0)
⇔ lim
h→0
E[Z(h)− Z(0)]2 = 0
which is true under the stationarity assumptions due to (1.43), for any arbitrary
h. Thus, a random field is everywhere mean square continuous if and only if, the
covariance function is continuous at origin.
The next result addresses the continuity of the covariance function at any arbitrary
point in the domain of observation.
Theorem 1.4. If the covariance function C(.) is continuous at 0, it is continuous
everywhere.
Proof.
|C(x)− C(y)| = |Cov.[{Z(x)− Z(y)}, Z(0)]|
≤ [V ar.{Z(x)− Z(y)}, V ar.{Z(0)}] 12
= [2{C(0)− C(x− y)}C(0)] 12
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Since C(0) is continuous at 0, it follows that {C(0)−C(x− y)} → 0 and |C(x)−
C(y)| → 0 as x → y. Thus, the continuity of C(.) at any arbitrary point y is
proven.
Next we consider differentiability of the random field.
Mean Square Differentiability
Definition 8. A process Z on Rd with finite second moments is called mean square
differentiable at t if {Z(t+hn)−Z(t)}
hn
converges in L2 for all sequences {hn} → 0 as
n→∞. If such a limit exists it is called Z ′(t).
For a weakly stationary random process Z with covariance function C(.), let us
define
Zh(t) =
{Z(t + h)− Z(t)}
h
Ch(t) = Cov[Zh(t), Zh(0)]
= Cov
[{Z(t + h)− Z(t)}
h
,
{Z(h)− Z(0)}
h
]
=
1
h.h′
[2C(t)− C(t− h)− C(t + h)]
Thus, provided C is twice differentiable we have,
lim
h→0
Ch(t) = −C ′′(t) (1.44)
So, −C ′′(t) is positive definite function of t and there exists a random process for
which it is the covariance function. We now state two basic results on differentiability
of random processes, without proof.
Theorem 1.5. A random process Z is mean square differentiable if and only if C ′′(0)
exists and is finite.
Theorem 1.6. −C ′′(t) is the covariance function of the process Z ′(.)
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Stein (in [51, Ch 2]) provides rigorous proofs of the above results. We have defined
mean square differentiability of a random process of the first order, we end the section
with the definition of mean square differentiability, of mth order, of a random process
Z.
Definition 9. A random process Z is m times mean square differentiable if the mean
square derivative of (m− 1)th order, Zm−1(.), exists and further Zm−1(.) is itself mean
square differentiable. Also, Zm(.) exists and is finite and in that case (−1)mC2m is
the covariance function of Zm(.) .
In section 1.3 we have described that parametric variogram estimation starts by
the selection of prospective parametric functions which emulate the underlying sample
variogram. But to choose such functions it is necessary that we understand how we
can construct classes of ’valid’ parametric variogram functions. In section 1.6 we
shall describe methods of constructing second order and intrinsic stationary isotropic
valid parametric covariance and variogram functions respectively. But for the purpose
we first need some fundamental results that characterize the validity of covariance
functions and variograms. In the next section we describe these results.
1.5 Characterization of Covariance Functions of
Spatial Random Processes
The results of this section are presented for continuous spatial domain. The analogous
discrete results can be easily obtained from them. As in the earlier sections we assume
that the underlying random process is geostatistical, that is {Z(s); s ∈ D ⊂ Rd},
where D is fixed and continuous. We further assume that the process is second order
stationary.
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We now define the properties that characterize the covariance measures (covari-
ance functions and variograms).
1.5.1 Properties of Covariogram/ Covariance Functions
Positive Definiteness A real valued function C(.) on Rd is a covariance function
or covariogram of a second order stationary random process Z(s) if and only if it is
positive definite, that is
m∑
i=1
m∑
j=1
aiajC(si − sj) ≥ 0,
for any finite number of spatial locations {si; i = 1, 2, ....,m} and real numbers (ai; i =
1, 2, ....,m). Though positive definiteness is a necessary and sufficient criterion for
covariance functions but it is not always easy to check. The following fundamental
theorem due to Bochner guarantees positive definiteness of a function.
Bochner’s Theorem
Theorem 1.7. A function C(.) is positive definite if and only if it has the following
spectral representation
C(h) =
∫ ∞
−∞
...
∫ ∞
−∞
ei(ω
′
h)F (dω) (1.45)
where F is a positive, bounded and symmetric measure.
F (ω) is called the Spectral Distribution Function. Also, provided that the positive
definite function C(.) decays sharply as h→∞, more formally,∫ ∞
−∞
...
∫ ∞
−∞
|C(h)|dh <∞ (1.46)
then equation (1.45) modifies to
C(h) =
∫ ∞
−∞
...
∫ ∞
−∞
eiω
′
hf(ω)(dω) (1.47)
where f(ω), called the Spectral Density Function. The importance of the above the-
orem or equation (1.47) lies in the fact that if {X(ω);ω ∈ Rd} is a d-dimensional
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complex valued stochastic process with mean 0 such that E(|X(ω)2|) = F (dω) such
that
∫∞
−∞ ...
∫∞
−∞ F (dω) <∞, and the stochastic process Z(s) has the following spec-
tral spectral representation
Z(s) =
∫ ∞
−∞
∫ ∞
−∞
...
∫ ∞
−∞
eisωdX(ω) (1.48)
Then the covariance function of Z(s) has the representation
C(h) =
∫ ∞
−∞
∫ ∞
−∞
...
∫ ∞
−∞
eihωdF (ω) (1.49)
where F (ω) is non decreasing, right continuous and bounded function. If we also
assume that the function F (ω) is everywhere continuous and the covariance function
is integrable i.e,
∫ ∞
−∞
∫ ∞
−∞
...
∫ ∞
−∞
|C(h)|d(h) <∞,
we also have the following inverse Fourier transform
f(ω) =
1
(2pi)d
∫ ∞
−∞
∫ ∞
−∞
...
∫ ∞
−∞
e−ihωC(h)dh (1.50)
The spectral density f(ω) is also called the spectrum of the process.
To put it differently, if C(h) is a real valued function as defined in (1.47), we
can always find a real valued weakly stationary random process Z(s), which has the
covariance function/covariogram C(h), based on a complex valued stochastic process
X(ω), defined by (1.48).
It can be shown that the spectrum of a second order stationary random process,
given by (1.50), is positive for all values of ω. This property of the spectrum provides
us a simple yet powerful tool to check whether a particular function qualifies for a
valid second order stationary covariance function. For a comprehensive discussion on
the validity of the above Fourier representations refer to [55].
In section 1.6 we show that the characterization of covariance functions as ex-
pressed in (1.47) forms the basis for construction of a general class of second order
stationary, isotropic covariance (vis-a-vis correlation) functions.
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The next results in this section can easily be obtained using the positive definite-
ness criterion of covariance functions.
Miscellaneous Properties
1. A valid isotropic covariogram/variogram in Rd1 may not be valid in Rd2 such
that d1 < d2 .
2. If C1(.) and C2(.) are valid covariograms in R
d then C1(.) +C2(.) is also a valid
covariogram in Rd. Also, bCi(.) is a valid covariogram in R
d.
3. Covariograms in Rd such that C(h) =
∏d
i=1Ci(hi) where Ci(.) is a valid covar-
iogram in R1 are called separable covariograms.
Next we discuss properties that characterize the variogram of a stationary random
process.
1.5.2 Properties of Variogram
As seen earlier the variogram of a stationary (intrinsically or weakly) random process
Z(s) is defined as 2γ(h) = V ar[Z(s+h)−Z(s)]2; h, s ∈ Rd . The following properties
and results characterize a variogram. The variogram 2γ(h) is conditionally negative
definite, that is
m∑
i=1
m∑
j=1
aiaj2γ(si − sj) ≤ 0 (1.51)
for any finite number of spatial locations {si; i = 1, 2, ...,m} and for real numbers
{ai; i = 1, 2, ...,m} such that
∑m
i=1ai = 0. This can be easily seen by noting that
using a simple algebraic manipulation we can show that
m∑
i=1
m∑
j=1
aiaj2γ(si − sj) = −2V ar
(
m∑
i=1
aiZ(si)
)
≤ 0.
Analogous to the situation of covariograms, here we can say that any conditionally
negative definite function 2γ(h) corresponds to the variogram of an intrinsically sta-
tionary stochastic process. It is established by the following theorem due to Johansen
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(see e.g [16]).
Theorem 1.8. If 2γ(h) is a continuous function in Rd satisfying γ(0) = 0, the
following three conditions are equivalent:
1. 2γ(h) is conditionally negative definite.
2. ∀a > 0, exp(−aγ(h)) is positive definite.
3. 2γ(h) is of the form,
2γ(h) = Q(h) +
∫ ∞
−∞
...
∫ ∞
−∞
1− cos(ω′h)
‖ω‖2 G(dω) (1.52)
where Q(h) ≥ 0 is a quadratic form and G(.) is positive, symmetric and bounded
measure continuous at origin that satisfies,
∫ ∞
−∞
...
∫ ∞
−∞
1
1 + ‖ω‖2G(dω) <∞.
We skip the proof here, but the interested reader may find a brief outline of the
proof in Cressie ([16]). If the spatial process under analysis is weakly stationary
then we can easily construct the variogram from the covariance function using the
relationship
2γ(h) = C(0)− C(h).
But if the process is only intrinsically stationary then the above theorem provides us
a powerful tool to construct variograms. In the next section we discuss in detail a
method that has been used by Matern (among others) as part of his seminal work
[?] for constructing a general class of second order stationary isotropic covariance
functions. This class of functions is now commonly referred to as the Matern class of
covariance functions.
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1.6 Isotropic Correlation Function and Spectral
Density for Random Field
Let {Z(s); s ∈ Rd} denote a spatial random process (i.e a random process which is a
function of higher dimensional space) such that
E[Z(s)] = 0
C(h) = E[Z(s + h)Z(s)]
Now, we know that for a weakly stationary random process C(−h) = C(h), by the
definition of a covariance function. Again by the assumption of isotropy we also have,
C(h) = C(‖h‖) = C(‖ − h‖) = C(−h) = C(h).
So, an isotropic covariance function is essentially real valued.
For d = 1, the class of isotropic covariance functions coincides with the class of
all real covariance functions of the stationary process.
For d = 2, C(h) = C(h1, h2) = C(h), where h = ‖h‖ =
√
h21 + h
2
2, that is in this
case the correlation function is rotationally symmetric for all h about origin such that
h = ‖h‖. Let us first consider the case where d = 2 which implies that the random
process is observed on a plane.
1.6.1 Isotropic Covariance Function on A 2D Plane
Now as noted in the previous section the covariance function can be expressed in
terms of Fourier transform as,
C(h) = C(h1, h2) =
∫ ∞
−∞
∫ ∞
−∞
exp[i(k1h1 + k2h2)]dF (k1, k2) (1.53)
where, F (k) is a real bounded function of two variables with non-negative increments.
Now, (1.53) can be re-written as
C(h) =
∫ ∞
−∞
∫ ∞
−∞
exp[ikh cos(θkh)]dF (k1, k2) (1.54)
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where, k = ‖k‖, h = ‖h‖ and θkh is the angle between k = k, h = ‖h‖.
Since, C(h) = C(
√
h21 + h
2
2) = C(h), C(h cosψ, h sinψ) = C(h) for any ψ. There-
fore, C(h) = 1
2pi
∫ 2pi
0
C(h cosψ, h sinψ)dψ where, 2pi =
∫ 2pi
0
dψ = total area. If ψ varies
between 0 and 2pi then for the particular k, θkh also varies between 0 and 2pi. So
C(h) =
∫ ∞
−∞
∫ ∞
−∞
[
1
2pi
∫ 2pi
0
exp[ikτ cos(θkh)]dθkh
]
dF (k1, k2) (1.55)
Now,
1
2pi
∫ 2pi
0
exp[ikτ cos(θkh)]dθkh =
1
2pi
∫ 2pi
0
{cos(kτθkh)dθkh}
=
1
pi
∫ pi
0
cos{cos(kτθkh)}dθkh
= J0(kτ)
So,
C(h) =
∫ ∞
−∞
∫ ∞
−∞
J0(kτ)dF (k1, k2) =
∫ ∞
0
J0(kτ)dΦ(k) (1.56)
Here, Φ(k) =
∫ ∫
|k|<k dF (k), is a bounded, non-decreasing function on the set
0 < k ≤ ∞. Therefore,
C(h) =
∫ ∞
−∞
∫ ∞
−∞
[
1
2pi
∫ 2pi
0
exp[ikh cos(θkh)]dθkh
]
dF (k1, k2)
=
∫ ∞
−∞
∫ ∞
−∞
J0(kh)dF (k1, k2) (1.57)
Equation (1.57) implies that in two dimensions any function C(h) = C(h) can
also be represented in the form,
C(h) =
∫ ∞
−∞
∫ ∞
−∞
exp[ikτ cos(θkh)]dF (k1, k2) =
∫ ∞
0
J0(kτ)dΦ(k) (1.58)
We only need to find the measure F (k) such that F (∆), (where ∆ is a two
dimensional set) is rotationally symmetric on the plane, that is, F (∆) = F (g∆) for
any rotation g about the coordinate origin in the set R2 plane and F (Sk) = Φ(k)
where k ∈ Sk if and only if ‖k‖ < k.
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Note: Since F (k) and F (∆) are uniquely determined by C(h), the above result
implies that the class of measure F (∆) on the plane corresponding to the class of
isotropic random field is rotationally symmetric. Next, we discuss the case when
d = 3.
1.6.2 Isotropic Covariance Function on 3D
Here, we consider the case of stationary isotropic random processes observed on a 3D
plane.
C(h) = C(τ1, τ2, τ3) = C(
√
τ 21 + τ
2
2 + τ
2
3 ) = C(h)
C(h) = C(|h|) = C(h) =
∫ ∫ ∫
R3
exp[i(k1τ1 + k2τ2 + k3τ3)]dF (k1, k2, k3)
=
∫ ∫ ∫
R3
exp[ikτ cos(θkh)]dF (k1, k2, k3) (1.59)
where, k = ‖k‖,h = ‖h‖ and θkh is the angle between k = ‖k‖, h = ‖h‖. Here,
F (k) is a bounded, real, non-decreasing function on R3. Since, Z(s) is isotropic
random process in 3D, this implies in the spherical coordinate system we have
C(h sin θ cosψ, h sin θ sinψ, h cos θ) = C(h) for any θ and ψ. Therefore,
C(h) =
1
4pi
∫ 2pi
0
∫ pi
0
C(h sin θ cosψ, h sin θ sinψ, h cos θ) sin θdθdψ (1.60)
Keeping k fixed we now move to new spherical coordinates (θ′, ψ′) on the surface
of the sphere ‖h‖ = h such that θkh coincides with θ′. So using (1.60) equation (1.59)
reduces to
C(h) =
∫ ∫ ∫
R3
{
1
4pi
∫ 2pi
0
∫ pi
0
exp[ikτ cos(θ′)] sin θ′dθ′dψ′
}
dF (k) (1.61)
Let − cos θ′ = z ⇒ sin θ′dθ′ = dz. So,
C(h) =
∫ ∫ ∫
R3
{ 1
4pi
∫ 2pi
0
∫ 1
−1
exp[−ikτz]dzdψ′}dF (k)
⇒ C(h) =
∫ ∞
0
sin kτ
kτ
dΦ(k) (1.62)
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where,
Φ(k) =
∫ ∫ ∫
R3
dF (k).
Again, as mentioned in the two dimensional case, the fact that the right side of (1.59)
can be represented as right side of (1.62) implies the correlation function for the class
of three dimensional isotropic random fields coincides with the class of functions C(h)
in (1.62) subject to the condition that we find F (δ) which is rotationally symmetric
about the coordinate origin of R3 and F (Sk) = Φ(k) (bounded, real, non-decreasing)
and k ∈ Sk iff |k| ≤ k.
1.6.3 n-Dimensional Generalization: The Matern Class
In this section we generalize the above described methodology drawing on the spheri-
cal symmetry property of the isotropic stationary processes. The result obtained is a
general class of covariance functions which have come to be known, in spatial statis-
tics literature, as the Matern class of covariance functions, after Bertil Matern([?])
who was among the first scientists to arrive at these functions and use them. The
strength of these functions lie in their immense flexibility thanks to their analytical
nature, due to which they could be easily fitted as covariance functions of most of the
observable isotropic weakly stationary spatial random processes or fields. We now
present the construction of such functions. We make note of the fact that, as in the
previous two sections, here we assume that the random process is being observed in
a continuous spatial domain. The method of construction could be extended for the
discrete case with suitable modifications in the limits of integration.
Let C(h) denote the covariance function of a stationary isotropic random process
observed on D ⊂ Rn. Then it can be expressed in terms of Fourier transform as
C(h) =
∫ ∫
...
∫
Rn
exp[ikτ cos(θ)]dF (k) (1.63)
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But due to isotropy we have C(h) = C(‖h‖), C(he) = C(h), for any unit vector
e.
Integrating the above relation over all vectors e such that ‖e‖ is the unit sphere
in n-dimensions (Rn) and dividing by the total area of the sphere, Σn, we have
C(h) =
1
Σn
∫
‖h‖=1
C(he)dσ(e);
∫
‖h‖=1
dσ(e) = Σn (1.64)
where, dσ(e) is an n− 1 dimensional area on the surface of ‖h‖ = 1.
Now, it is a well known result that the area of the unit sphere is Σn =
2pi
n
2
Γ(n
2
)
. Let
the r.h.s of (1.64) be moved in the spherical coordinate system such that the latitude
angle θ′ coincides with θkτ . Integrating over all coordinates except θ′ we get (n− 1)
dimensional area element as
dσ(e) = Σn−1 sinn−2 θ′dθ′ (1.65)
Comparing (1.63) and (1.65) we can write (based on the above instructions)
C(h) =
1
Σn
∫ ∫
...
∫
e21+e
2
2+...e
2
n=1
C(τ1e1 + τ2e2 + ...+ τnen)
de1de2...den−1
|en|
=
2
Σn
∫ ∫
...
∫
e21+e
2
2+...e
2
n≤1
C(τ1e1 + τ2e2 + ...+ τnen)
de1de2...den−1√
1− e21 − e22 − ...− e2n−1
Next, as before we transform variables from Cartesian to the spherical coordinate
system:
(τ1, τ2, ..., τn)→ (h, θ1, θ2, ..., θn−1)
where, h = ‖h‖; and C(he) = C(h) = C(h) = C(‖h‖) and under this transfor-
mation C(h) modifies to
C(h) =
Γ(n
2
)√
piΓ(n−1
2
)
∫ pi
0
C(h cos θ
′
) sinn−2 θ
′
dθ
′
(1.66)
So, (1.63) reduces to,
C(h) =
∫ ∫
...
∫
Rn
{ Γ(
n
2
)√
piΓ(n−1
2
)
∫ pi
0
C(h cos θ′) sinn−2 θ′dθ′}dF (k)
=
∫ ∫
...
∫
Rn
{ Γ(
n
2
)√
piΓ(n−1
2
)
∫ pi
0
cos(kτ cos θ′) sin
2(n−2)
2 θ′dθ′}dF (k)
=
∫ ∫
...
∫
Rn
(
2
kτ
)
n−2
2 Γ(
n− 1
2
)Jn−2
2
(kτ)dF (k)
=
∫ ∞
0
(
2
kτ
)
n−2
2 Γ(
n− 1
2
)Jn−2
2
(kτ)dΦ(k) (1.67)
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where, dΦ(k) =
∫ ∫
...
∫
|k|<k dF (k); Φ(k) is a bounded non-decreasing function.
Comparing (1.63) and (1.67) we can say that the class of n-dimensional isotropic
correlation functions coincides with class of functions defined by (1.67).
Next we observe the case of random processes with rapidly decaying isotropic cor-
relation functions such that the spectral density function exists. We present methods
of constructing expressions for such spectral density functions.
Suppose a function C(h) of the class of n-dimensional isotropic correlation func-
tion decays rapidly enough such that,∫ ∞
0
hn−1|C(h)|dh <∞,
then the corresponding stationary isotropic random field Z(s) will have a spectral
density
f(k) = f(k1, k2, ..., kn)
=
1
(2pi)n
∫ ∫
...
∫
exp(−ih′k)C(h)dτ1dτ2...dτn. (1.68)
Now, we know that under isotropy we have C(h) = C(‖h‖) = C(h), that is
the covariance function is spherically symmetric and hence in the above r.h.s can be
rewritten in the following form
f(k) =
1
(2pi)n
∫ ∫
...
∫
exp(−iτk cos θkh)C(h) dτ1 dτ2...dτn. (1.69)
Now, making transformation from spatial to spherical coordinate system from
(h1, h2, ..., hn)→ (h, ψ1, ..., ψn−1) as before,
h1 = h cosψ1
h2 = h sinψ1 cosψ2
h3 = h sinψ1 sinψ2 cosψ3
...
hn−1 = h sinψ1 sinψ2... sinψn−2 cosψn−1
hn = h sinψ1 sinψ2... sinψn−2 sinψn−1
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and we move (or select) ψ1 such that it coincides with θkh. The Jacobian of trans-
formation is
|J | = (h)n−1 sinn−2 ψ1 sinn−3 ψ2... sinψn−2, where ‖h‖ = h, ‖k‖ = k. The above
transformation modifies (1.69) to
f(k) = f(k)
=
∫ ∞
0
∫ pi
0
...
∫ pi
0
exp(−ikτ)(h)n−1 sinn−2 ψ1... sinψn−2C(h) dψ1 dψ2...dψn
(1.70)
Now using the following results on special integrals (see e.g [25]),
(i)
∫ pi
0
sinn ψ dψ =
Γ(n+1
2
)
Γ(n+2
2
)
√
pi
(ii)
∫ pi
0
sin(kτ cosψ) sin
2(n−2)
2 ψ1 dψ1 = 0
(iii) Jn−2
2
(kτ) =
( kτ
2
)
n−2
2
Γ( 1
2
)Γ(n−1
2
)
∫ pi
0
cos(kτ cosψ) sin
2(n−2)
2 ψ1 dψ1,
in equation (1.70) we have
f(k) =
1
(2pi)
n
2
∫ ∞
0
Jn−2
2
(kτ)
(kτ)
n−2
2
hn−1C(h) dh (1.71)
So, we observe that for a rapidly decaying spherically symmetric covariance function
C(h) we have a spherically symmetric spectral density function.
It can also be proved that for a random field with the above spectral density
function the covariance function can be expressed as
C(h) = (2pi)
n
2
∫ ∞
0
Jn−2
2
(kτ)
(kτ)
n−2
2
kn−1f(k)dk. (1.72)
We now prove this result. We have already seen from equation (1.67)
C(h) =
∫ ∞
0
(
2
kτ
)
n−2
2 Γ(
n− 1
2
)Jn−2
2
(kτ)dΦ(k)
where,
Φ(k) =
∫ ∫
...
∫
|k|<k
dF (k1, k2, ..., kn)
=
∫ ∫
...
∫
|k|<k
f(k1, k2, ..., kn)dk1, dk2, ..., dkn.
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Transforming again to the spherical coordinates,
(k1, k2, ..., kn)→ (k′, θ1, ..., θn−1)
k1 = k
′ cos θ1
k2 = k
′ sin θ1 cos θ2
k3 = k
′ sin θ1 sin θ2 cos θ3
...
kn−2 = k′ sin θ1 sin θ2... cos θn−1
kn−1 = k′ sin θ1 sin θ2... sin θn−1
As seen previously the Jacobian of the above transformation is
|J | = k′n−1 sinn−2 θ1 sinn−3 θ2... sin θn−2.
Therefore,
Φ(k) =
∫ pi
0
∫ pi
0
...
∫ pi
0
k′n−1 sinn−2 θ1 sinn−3 θ2... sin θn−2f(k′)dk′dθ1...dθn−1.
Now, from (i) we have∫ pi
0
sinn ψdψ =
Γ(n+1
2
)
Γ(n+2
2
)
√
pi
⇒ Φ(k) = 2pi
n
2
Γ(n
2
)
∫ k
0
k′n−1f(k′)dk′
Therefore,
C(h) =
∫ ∞
0
(
2
kτ
)
n−2
2 Γ(
n− 1
2
)Jn−2
2
(kτ)
2pi
n
2
Γ(n
2
)
k′n−1f(k′)dk′
which implies,
C(h) = (2pi)
n
2
∫ ∞
0
Jn−2
2
(kτ)
(kτ)
n−2
2
kn−1f(k) dk,
as required.
Now, using the above relations (1.71) and (1.72) we can easily check the covariance
structures obtained for the two and three dimensional cases.
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For n = 2, we have
f(k) =
1
2pi
∫ ∞
0
J0(kh)hC(h)dh
C(h) = 2pi
∫ ∞
0
J0(kh)kf(k)dk
and for n = 3,
f(k) =
1
(2pi)2
∫ ∞
0
sin kh
kh
h2B(h)dh
C(h) = 4pi
∫ ∞
0
sin kh
kh
k2f(k)dk,
as already obtained in the previous sections. We have already noticed that the above
method of construction has elegant geometric interpretation. But for an applied
scientist its main advantages are twofolds.
• From (1.71) we observe that, given any rapidly decaying function C(h), it
qualifies for the covariance function of a stationary isotropic random process
if its corresponding spectral function f(k), (which is also symmetric and one
dimensional) should be positive everywhere, in the domain of k.
• This also implies that, given any one dimensional positive density function
f(.), we can easily construct a parametric covariance function for a stationary
isotropic random process using equation (1.72). This provides a statistician,
with the knowledge of an array of probability density functions, an important
tool to construct parametric covariance functions and hence variograms for a
spatial process using results discussed in 1.5.2.
Matern in his seminal work [?] used the Pearsonian type III family of distributions,
as the spectral density function, in equation (1.72) to arrive at the following class of
parametric isotropic covariance functions, after suitable parameterization.
C(‖h‖) = σ2 1
2ν−1γν
(‖h‖/φ)νKν(‖h‖/φ); ν ≥ 0, ‖h‖ ≥ 0, φ > 0 (1.73)
In practice commonly observed stationary spatial random processes Z(s) have covari-
ance functions, that decrease as the Euclidean distance between the location points
CHAPTER 1. INTRODUCTION 62
increase, at different rates. Also, the spatial processes emerging from different physi-
cal environment have different degrees of mean square differentiability. The strength
of the above Matern class functions lies in the fact that it accounts for both these re-
quirements. Among the parameters, σ2 is the variance of the process. The parameter
ν, also called the order of the Matern class, is a shape parameter which characterizes
the smoothness of the random process Z(s). In particular if the random process Z(s)
has a Matern class covariance of order ν as defined in (1.73), then the process is [ν−1]
times mean square differentiable ([x] is the greatest integer not greater that x). φ is
the scale parameter that is proportional to the practical range of the function, that
is, the rate at which the covariance function decays to zero as ‖h‖ → ∞. φ and ν are
dependent on each other. Further details on the empirical and theoretical properties
of the Matern class functions can be found in [51] and [20]. In practice ν is selected
and kept fixed and σ2 and φ are estimated from a sample statistic using one of the
variogram fitting techniques described in section 1.3.2. In this thesis, majority of the
variogram or covariance functions we have used are Matern class functions.
1.7 Matern’s Model
In section 1.4 we have discussed that for many commonly observed random processes
we often find that the variograms or covariograms are not smooth but accompany
the disturbance nugget effect. For such random processes Matern proposed a modi-
fication to the model (1.4) such that it incorporates the nugget effect as part of their
variogram/covariogram. We define the following classes
Qd: Class of all functions which are valid covariograms in R
d.
Q′d: Class of functions which are continuous everywhere except possibly at the
origin.
Q′′d: Subclass of valid covariograms which are continuous everywhere.
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Matern has shown that if C(h) ∈ Q′d it can be written as
C(h) = aC0(h) + bC1(h) (1.74)
where a,b ≥ 0 and C1(h) ∈ Q′′d
C0(h) =
 1 if h = 00 otherwise (1.75)
This implies that if a process has a covariogram in Q′d, the process Z(s) can be
expressed as
Z(s) = S(s) + e(s) (1.76)
Matern calls
S(s): systematic component and
e(s) :chaotic component.
The covariogram of S(s) is in Q′′d and e(s) has (1.74) as its covariogram.
But the chaotic component could also be spatial in nature. That is, (1.76) can be
reexpressed as :
Z(s) = µ(s) +W (s) + η(s) + (s).
Here
W (s) : smooth scale parameter
η(s): microscale variation with Var[η(s)] = σ2η.
(s) : measurement error with Var[(s)] = σ2 .
c0 = σ
2
η + σ
2
 : nugget effect (due to Matheron). In practice the spatial structure
of η(s) is difficult to measure unless we have observations at locations less than the
range of η(s).
So, far we have focused our attention to studying covariance functions of spatial
and in particular, geostatistical processes. In the next section we introduce spatio-
temporal processes.
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1.8 Covariance Function Estimation for Spatio Tem-
poral Processes
A random process Z(., .) observed over space and time is a stochastic process observed
over different spatial locations over several time points as
{Z(s, t) : s ∈ D(t) ⊂ Rd}
is referred to as a spatio-temporal process. In our research we assume that domain
of spatial locations doesn’t change with time, that is D(t) ≡ D. We also assume that
the spatial locations lie on a plane, that is d = 2. In particular let us assume that
the process is observed at m different spatial locations and k time points. So, we
have a total of {m.k = n} observations of the process {Z(si, tj) : i = 1, 2, ...,m; j =
1, 2, ..., k}. To ensure that the random process has finite second order moments we
assume that V ar[Z(s, t)] <∞. We then define the mean and covariance functions as
Definition 10.
E[Z(s, t)] = µ(s, t)
Cov[Z(si; ti), Z(sj; tj)] = C(si, sj; ti, tj)
{(i, j) = 1, 2, ...,m; (l,m) = 1, 2, ..., n}
We further assume that the random process is second order stationary. This
implies that the random process has the following properties
Definition 11. E[Z(s, t)] = µ(constant). The covariance of Z(s, t) of satisfies
Cov[Z(si; tl), Z(sj; tm)] = C(si − sj; tl − tm), where {(i, j) = 1, 2, ...,m; (l,m) =
1, 2, ..., n}. Then the variance of the process is σ2 = C(0; 0) and the variogram is is
defined as Var[Z(si; tl), Z(sj; tm)] = 2[C(0; 0)− C(si − sj; tl − tm)].
Analogous to the case of spatial processes, in the spatio-temporal set up, often the
objective is to predict the random process at a particular space-time coordinate. More
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formally, we are required to predict the value of Z(s0, t0) at some arbitrary space-
time coordinate (s0, t0), using the above observed sample. Also, similar to spatial
case a linear predictor such as
∑
i
∑
jaijZ(si, tj) (perhaps due to the simplicity of its
statistical and physical interpretations) is employed more often. And as seen before,
the best linear unbiased predictor under minimum mean square error turns out to
be a function of the second order dependence measure; either a covariance function
or a variogram. Thus, we first need parametric functions that reflect the covariance
structure of the spatio-temporal random process and use sample covariance statistic to
estimate the parametric functions. In the past two decades there have been significant
development in construction of parametric spatio-temporal covariance functions. But
relatively less attention has been devoted to investigate and develop methods to
estimate unknown parameters of the parametric spatio-temporal functions.
Research on Spatio-temporal Covariance estimation
In Chapter 5 we briefly discuss the construction of some of these functions along
with the existing method of estimation. We propose a new method of estimation
of parameters of parametric spatio-temporal covariance functions, based on Whit-
tle likelihood in spectral domain, assuming second order stationarity of the random
process. We present the asymptotic convergence properties of the parameters and
illustrate the method with simulation.
1.9 Non-Linearity in Spatial Domain
Since the times of Matheron, there have been rigorous development of the theory
of linear predictions in the spatial context and there exists a vast literature on the
subject. In fact, in this Chapter we have so far discussed linear predictors of the form
p(Z, s0) = λ+λ
′Z(s) and as demonstrated earlier the estimators λ and λ are depen-
dent on the the covariograms or variograms. One of the reasons for the affinity for
the linear model — apart from the simplicity of mathematics and interpretation— is
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that under Gaussianity the best predictor is linear. Moreover, the Gaussian distribu-
tion is completely specified by the first two moments. So, geostatisticians quite often
assume that the underlying distribution is Gaussian and use the linear kriging theory
we have discussed in the previous sections. In many real life scenarios the assumption
of Gaussianity is perfectly justifiable. But there are spatial random processes where
this distributional assumption can be debated or there exist empirical evidence that
the geometric relationship of the random process Z(s0) at a fixed location s0 with its
neighbourhood locations is non-linear. This necessitates that non-linearity be studied
in more detail. From the distributional point of view non-linearity has been studied
as departure from Gaussianity as follows. Let Z(.) be any intrinsic stationary random
process observed in a domain D which is non-Gaussian. But there exists a function
g(.) which is twice differentiable and measurable such that Y (s) = g(Z(s) and Y (.) is
Gaussian. Then, provided we can find the transformation g(.), the linear prediction
theory can be applied to Y (s) and finally we apply the inverse transformation to ob-
tain Z(s). This method is known as Trans-Gaussian kriging in geostatistics literature.
It has been studied by Howarth et al. ([29]) among others. One of the challenges
with this method is to theoretically find out the precise transformation. In the final
chapter of this thesis we discuss and investigate non-linearity of a random process
drawing on the developments of times series. In the past three decades non-linear
times series models have been one of the significant developments in the study of
random variables dependent on past. One such well known model is the truncated
Volterra Series or the quadratic system (see e.g [52] and [40])
Xt =
∞∑
u=0
guUt−u +
∞∑
u=0
∞∑
v=0
guvUt−uUt−v +Nt,
where E[Ut] = E[Nt] = 0, Ut and Nt are independent. And we know that such models
not only depend on the second order but also the third order moments or cumulants
or their Fourier transform called the bispectrum. In spatial domain, the notion of
dependence on past or future does not exist. So, we define our model alternatively
as follows. Let Z(s) denote a second order stationary random process observed on
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n location points {s1, s2, ..., sn} in a closed continuous subspace, say D ⊂ R2 . We
assume that E[Z(si] = µ and V ar[Z(si] = σ
2 for all i = 1, 2, ..., n. Let the random
process be described by the following generic model,
Z(s) = µ1 + e(s); e(s) ∼ (0,Σ)
where,
e(s) = {e(s)1, e(s)2, ..., e(s)n}
The objective is to predict the value of the process at some arbitrary location point
s0, say Z(s0). As an extension of the linear kriging theory and the theory of Volterra
type series, discussed earlier, here we propose the following non-linear predictor for
Z(s0).
Zˆ(s0) =
n∑
i=1
aiZ(si) +
n∑
i=1
biZ(si)
2
But as mentioned to develop the prediction theory using this model we need higher
order (third and fourth) moments.
Research on Spatial Bispectra
In Chapter 6 we discuss a prediction methodology for this model based on minimum
mean squared errors and construct spatial bispectra for weakly stationary spatial
random process of third order.
Chapter 2
Statistical Properties of Variogram
Estimators
Abstract
In this chapter we propose two new weight functions as alternative to the commonly
used weight to be used in weighted least squares estimation of parameters of valid
variogram functions, for a second order stationary spatial random process. We also
investigate the asymptotic convergence properties and the efficiencies of the corre-
sponding parameter estimates.
2.1 Introduction
The precision of prediction of a random process at unobserved locations relies strongly
on the estimation of the underlying covariance or the variogram function of the pro-
cess. Consequently, the problem of estimation of this measure of association has been
one of the principal problems often considered in geostatistics. In this research we
consider problems regarding estimation of the unknown parameters of a theoretical
variogram function.
Throughout the discussion we will assume that the random field is observed on a
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probability space (Ω,B, P ) for a fixed event ω. Let {Z(s); s ∈ D ⊂ R2} be a random
field (or random process), with finite fourth order moments, where D is fixed and
continuous open set. We sample the process at n fixed locations s1, s2, ..., sn. Also
let the process be weakly spatially stationary i.e,
E[Z(s)] = µ
V ar[Z(s)] = σ2
Cov[Z(si), Z(sj)] = C(si − sj)
N(h) = {(si, sj) : si − sj = h; i, j = 1, 2, ..., n} (2.1)
The theoretical variogram function is defined as
2γ(h) = V ar[Z(si)− Z(sj)], where (si, sj) ∈ N(h)
Under the above basic assumptions, Matheron ([37]) defined an unbiased non-parametric
variogram estimator based on sample moments. Now referred to as the classical vari-
ogram estimator it is defined for any fixed lag h as the arithmetic mean of the squared
difference of all the pairs Z(si), Z(sj) forming the set N(h),
2γˆ(h) =
1
|N(h)|
∑
N(h)
[Z(si)− Z(sj)]2
where |N(h)| is the number of distinct pairs of location coordinates si, sj of the set
N(h) defined above. But as noted in Chapter 1, a function can be considered to be
a valid variogram if and only if it is conditionally negative definite ([16, p.86]), that
is if and only if,
m∑
i=1
m∑
j=1
aiaj2γ(si − sj) ≤ 0
for any finite number of spatial locations si : i = 1, 2, ...,m and real numbers
ai : i = 1, 2, ...,m satisfying
∑m
i=1 ai = 0.
The classical variogram estimator defined above does not ensure negative definite-
ness and its use in kriging (linear prediction of the response at an unknown location)
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might even lead to negative mean square prediction errors([16, Sec. 2.5]). The clas-
sical approach of circumventing this problem is to consider parametric functions, as
candidate variogram functions, that satisfy the desired property -of a valid variogram
function- and ’fit’ the sample variogram by estimating the parameters through dif-
ferent optimization methods.
Among the optimization techniques the least squares criteria or its generalized
version, the weighted least squares, have become the preferred methodologies among
practitioners due to their simplicity of application and rigorous geometric interpre-
tation. In the present thesis we will use weighted least squares as the method of
variogram fitting.
Let 2γ(h, θ) be a valid theoretical variogram to which we want to fit the classical
variogram estimator where {θp×1 ∈ Θ ⊂ Rp} is the vector of unknown parameters and
Θ is an open set. The parameters will be chosen subject to minimization of a weighted
sum of squares. Our main objective in this work is to compare the effect of using
three different weight functions on the parameter estimation of θ under weighted
least squares. Cressie ([16, p.91]) provides a good review of different methods of
estimation for variogram parameters like Least Squares, MINQ, REML and Maximum
Likelihood. There have been previous proposals of weight functions (see e.g [33]).
But not much theoretical work has been done to study the asymptotic properties of
the estimators obtained by using different weight functions without any particular
distributional assumptions.
The research of Lahiri et al.([33]) is a significant one in this direction. In their
work they prove asymptotic normality and efficiency of the parameters of variogram
estimators under general assumptions of distribution and sampling design. Here we
use some of their methods in establishing asymptotic normality of the estimators
obtained from the weighted least squares criterion we propose. We also investigate
the mean squared errors of parameter estimators using different weights and derive
the asymptotic theoretical properties under the mixed increasing domain sampling
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design without assumptions of any distribution for the random field.
In the following we propose different criteria which we minimize with respect to
θ to obtain optimal estimates. First consider the commonly used criterion due to
Cressie.
Q1n(θ) =
k∑
i=1
[2γˆ(hi)− 2γ(hi, θ)]2v1i(θ)
where, v1i(θ) =
|N(hi)|
2(2γ(hi, θ))2
; i = 1, ..., k
(2.2)
Here k denotes the number of lag distances at which the sample and theoretical
variograms are computed.
Since the least squares method involves minimization of the squared difference
between the sample and theoretical variograms, any weight function recommended
for weighted least squares should be proportional to the variance of the classical
variogram estimator.
The works of [12] and [56] favour the use of v1i(θ) which has since become the
commonly used weight function. In his work [12], Cressie gives the following argument
for proposing the weight function v1i(θ). If the random process Z(s) is Gaussian, then
{Z(s + h)− Z(s)}2 v 2γ(h, θ)χ21 ,thus
E
[{Z(s + h)− Z(s)}2] = 2γ(h, θ) and
V ar
[{Z(s + h)− Z(s)}2] = 2(2γ(h, θ))2
(2.3)
Now, if we could ignore the ”between-lag” covariances,
Cov
[{Z(si + hl)− Z(si)}2, {Z(sj + hm)− Z(sj)}2] ,
for i, j = 1, 2, ...n and l,m = 1, 2, ..., k then (2.3) implies that,
Var[2 ˆγ(hi)] w 2(2γ(hi, θ))2/|N(hi)|. This lead Cressie to propose v1i(θ) as the
weight function, defined in (3.2). The method is simple yet powerful. But Cressie ac-
knowledges that apart from the Gaussianity assumption (which is relaxed later in his
research) the use of this weight function vis-a-vis variance expression for the sample
variogram ignores the ’between-pair’ covariance among two different difference pairs
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(Z(si)−Z(sj)) even within a particular set of lag distance pairs N(h). Consequently
this weight function despite being an improvement over the ordinary least squares,
provides estimates with lower efficiency than generalized least squares (where all the
covariance terms are considered). Also, the fact that the weight function depends
on the parameters θ leads to biased generalized estimating equations (see e.g [20, p.
109]) for Q1n(θ).
In this thesis we propose two alternative weight functions, v2i(θ) and v3i(θ) as im-
provements in these regards and illustrate that even within the framework of weighted
least squares there is further scope of improving the efficiency. These lead to the fol-
lowing criteria
Q2n(θ) =
k∑
i=1
[2γˆ(hi)− 2γ(hi, θ)]2v2i(θ)
Q3n(θ) =
k∑
i=1
[ln 2γˆ(hi)− ln 2γ(hi, θ)]2v3i(θ) (2.4)
where the weight functions are
v2i(θ) = |N(hi)|/
 1
|N(hi)|
∑
N(hi)
[{Z(sl)− Z(sm)}2 − 2γˆ(hi)]2

v3i(θ) =
|N(hi)|
2
(2.5)
Note that v1i(θ) is proportional to 2(2γ(hi, θ))
2; which we know from equation
(2.3) is the variance of {Z(s + h) − Z(s)}2. We replace this unknown parametric
function by its sample counterpart which lead us to define v2i(θ).
v2i(θ) is the inverse of the sample estimator of Var[2 ˆγ(hi)] instead of the theoretical
expression; it doesn’t depend on θ. In later chapters we present a comparative analysis
of the standard errors and mean squared errors of estimates of θ, obtained from
weighted least squares using v2i(θ) and v1i(θ).
v3i(θ) on the other hand is based on variance stabilizing transformation, so that the
weight function could be made independent of the parameter vector θ. We have
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already mentioned that the weight function v1i(θ) is based on the fact that
Var[2 ˆγ(hi)] w 2(2γ(hi, θ))2/|N(hi)|, under Gaussianity.
Cressie, later relaxes the assumption of Gaussianity but recommends the use of v1i(θ)
for a broader class of random processes for which
Var[2 ˆγ(hi)] ∝ (2γ(hi, θ))2.
We propose using the variance stabilizing transformation technique to make the above
weight function independent of the parameter vector θ and investigate the properties
of the estimators thus obtained. Since the variance is assumed to be proportional to
square the expectation of 2γˆ(hi), it is well known that the logarithmic transformation
of 2γˆ(hi) has a variance proportional to
2
|N(hi)| . Thus, we use
|N(hi)|
2
as the weight
function, v3i(θ), in Q3n(θ). We have earlier pointed out that v1i(θ) leads to biased
generalized estimating equations. For v3i(θ) we note that differentiating Q3n(θ) with
respect to each element of θ, we have for each j,
∂Q3n(θ)
∂θj
=
k∑
i=1
[ln 2γˆ(hi)− ln 2γ(hi, θ)]∂ ln 2γ(hi, θ)
∂θj
|N(hi)|
2
j = 1, 2, ..., p
hence,
E[
∂Q3n(θ)
∂θj
] w 0 since, approximately
E[ln 2γˆ(hi)] ' ln 2γ(hi, θ) (2.6)
Thus, use of v3i(θ) makes the generalized estimating equations approximately unbi-
ased. Also, we prove later, theoretically, that the use of v3i(θ) give us estimators
with smaller asymptotic variance. In order to obtain the asymptotic statistical prop-
erties of estimators we first need to study the statistical properties of the variogram
estimator itself.
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In Section 2 we first establish weak convergence of sample variogram which is fol-
lowed by the almost sure convergence. In Section 3, results stated in Section 2 are used
to show strong convergence and asymptotic normality of the parameter estimators
of theoretical variogram function while using the three different weight functions. In
Section 4 we compare the asymptotic variances of the parameter estimators obtained
from Q1n(θ) with that of Q3n(θ). In Chapter 3 we present the results of simulation;
where we compare the three different sets of estimators for random processes gener-
ated from three different distributions and discuss the mean square errors and biases
of the parameter estimators. In Chapter 4 results of analysis of two real data sets
are presented.
2.2 Weak and Strong Convergence of the Classical
Variogram Estimator
We start by stating sufficient conditions for the weak convergence of sample vari-
ogram.
2.2.1 Weak Convergence
Theorem 2.1. Let {Z(s); s ∈ D ⊂ R2} be a stationary random field. The process
is observed at n fixed locations on the domain D. We assume that the domain is
increasing but also allows for ”infilling”. We would later provide details of the exact
method of sampling. We assume that
1. If B = supij V ar[Z(si)− Z(sj)]2 <∞ and
2. Km = limN
∑N
l=m+1Cov[{Z(sim)− Z(sjm)}2, {Z(sil)− Z(sjl)}2] <∞, for m =
1, 2, ..., N − 1
3. K = supmKm
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then
2γˆ(h)
L2→ 2γ(h) and hence, (2.7)
2γˆ(h)
P→ 2γ(h) (2.8)
Proof. We obtain from the definition of variogram
E[2γˆ(h)] = E[
1
|N(h)|
∑
N(h)
[Z(si)− Z(sj)]2]
= 2γ(h) (2.9)
That is the classical variogram estimator 2γˆ(h) is unbiased. Let us define a one-one
mapping l : N(h)→ N enumerating the elements of the set N(h) from 1, 2, ..., |N(h)|
as 1, 2, ..., N , so that we can label
{Z(sil)− Z(sjl)}2 = Yl ; l = 1, 2, .., N ; |N(h)| = N
It is well known that convergence in mean square (i.e L2 convergence) is a suffi-
cient condition for convergence in probability (or weak convergence). Now, it is an
established fact that in view of the unbiasedness of (2.9) and the above definition, if
we can show that
V ar(2 ˆγ(hi)) = V ar(Y N)
= V ar(
1
N
N∑
l=1
Yl)
→ 0 as N→∞
it would imply mean square convergence. Now, to prove this we calculate the variance
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and show that it tends to zero as N →∞
Var(Y N) = Var(
1
N
N∑
l=1
Yl)
=
1
N2
N∑
l=1
Var(Yl) +
2
N2
[
N∑
l=2
Cov(Y1, Yl) +
N∑
l=3
Cov(Y2, Yl) + ...
+
N∑
l=N−1
Cov(YN−2, Yl) + Cov(YN−1, YN)
]
≤ 1
N2
N∑
l=1
Var(Yl) +
2
N2
N−1∑
m=1
N∑
l=m+1
|Cov(Ym, Yl)|
=
B
N
+
2
N2
N−1∑
m=1
Km
≤ B
N
+
2(N − 1)K
N2
→ 0 (2.10)
by assumptions 1), 2) and 3). Thus mean square convergence of the variogram esti-
mator is proven. It is well known that mean square convergence implies convergence
in probability. Hence, from the above result we have that the classical variogram
estimator converges in probability to the theoretical variogram.
Next we use a commonly observed spatial process to check the validity of the
conditions of Theorem 2.1.
Example Let Z(s) be a second order stationary multivariate Gaussian geostatis-
tical process observed at n fixed location point in the domain D such that, Z(s) ∼
MVN(µ,Σ). The ijth element of the covariance matrix is defined by the exponential
covariance as follows,
Cov[Z(si), Z(sj)] = σ
2e−α‖si−sj‖, α > 0.
Under the above assumptions
{Z(si)− Z(sj)} ∼ N(0, 2γ(h)); 2γ(h) = Var{Z(si)− Z(sj)}.
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Let us compute the terms Var(Yl) and Cov(Ym, Yl) for the above Gaussian spatial
process with exponential covariance.
Var(Yl) = Var{Z(si)− Z(sj)}2 = 2(2γ(h))2 = 8(σ2 − σ2e−α‖h‖). (2.11)
Now it is a well known result that for Gaussian random variables (see e.g [1])
Corr[{Z(sim)− Z(sjm)}2, {Z(sil)− Z(sjl)}2]
= {Corr[{Z(sim)− Z(sjm)}, {Z(sil)− Z(sjl)}]}2 (2.12)
which in the present case equals
= [Cov{Z(sim), Z(sil)} − Cov{Z(sjm), Z(sil)} − Cov{Z(sim), Z(sjl)}
+ Cov{Z(sjm), Z(sjl)}]2/{2γ(h)}2 (2.13)
Thus,
Cov[{Z(sim)− Z(sjm)}2, {Z(sil)− Z(sjl)}2]
= [Cov{Z(sim), Z(sil)} − Cov{Z(sjm), Z(sil)} − Cov{Z(sim), Z(sjl)}
+ Cov{Z(sjm), Z(sjl)}]2
= [σ2e−α‖hml1‖ − σ2e−α‖hml2‖ − σ2e−α‖hml3‖ + σ2e−α‖hml4‖]2
≤ σ216σ2e−2α‖h∗ml‖ (2.14)
Here, ‖h∗ml‖ = min{‖hml1‖, ‖hml2‖, ‖hml3‖, ‖hml4‖}. Thus from the above com-
putations (equation (2.11)) we observe that for the gaussian spatial process with ex-
ponential covariance function, supij V ar[Z(si)−Z(sj)]2 <∞ satisfying condition 1 of
Theorem 2.1. Also as mentioned earlier, in this thesis we consider a mixed increasing
domain sampling design as proposed by Lahiri et al.([33]). In this sampling design
the authors not only allow the domain D to increase with increasing sample size but
also allow for increasing density of sample locations within sub regions referred to as
”infilling”. But, the rate of increase of the domain D is much faster than the rate of
infilling. We discuss this later in more detail.This design ensures that with increasing
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sample size ‖h‖ → 0 as the sample size n → ∞. This fact combined with equation
(2.14) implies that
lim
N→∞
N∑
l=m+1
Cov[{Z(sim)− Z(sjm)}2, {Z(sil)− Z(sjl)}2]
≤ lim
N→∞
N∑
l=m+1
σ216σ2e−2α‖h
∗
ml‖ <∞,
if ‖h∗ml‖ increases with increase in the sample size. One way to achieve this is to
allow for increasing domain for sampling; alternatively in this thesis we use a mixed
domain sampling.
Thus under the mixed increasing domain sampling scheme, the classical variogram
2γˆ(h)
L2→ 2γ(h) and hence 2γˆ(h) P→ 2γ(h).
2.2.2 Almost Sure Convergence
Next we deduce conditions for Almost Sure Convergence, also referred to as Strong
Convergence. We state two well known theorems that will be used later.
Theorem 2.2. Birkhoff’s Ergodic Theorem: Let {Xt(ω)}∞1 be a stationary, ergodic,
integrable sequence and Sn(ω) =
∑n
t=1Xt(ω). Then
lim
n→∞
Sn(ω)
n
= E(X1, ω), almost surely(a.s) (2.15)
( for proof see e.g, [4]). The next result (Theorem 2.3, which we only state here)
allows us to apply Birkhoff’s theorem to a large class of functions (see e.g [4]).
Theorem 2.3. Suppose that Zt is an ergodic sequence (for example iid random vari-
ables), g : R∞ → R is a measurable function and {Yt} = g(Zt, Zt−1, ..., ). Then the
sequence {Yt} is an ergodic process.
Corollary 1. : Let the random field {Z(s); s ∈ D ⊂ R2} be ergodic and noting ˆ2γ(h)
is a measurable function of Z(s) we have
ˆ2γ(h)→ 2γ(h), a.s as n→∞ (2.16)
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The proof follows almost immediately from Theorem 2.2, Theorem 2.3 and result
(2.9).
In the next section we present general results on asymptotic normality for the
classical variogram estimator and the distribution of parameter estimators of para-
metric variogram functions obtained using weighted least squares. The results were
obtained by [33] under a sampling design that Lahiri et al. call the mixed increasing
domain.
2.3 Asymptotic Normality of the Variogram and
Parameter Estimator
We have already defined a random field sampled at n fixed location points over a
continuous domain in R2 that produces k-fixed lag distances. We now describe the
sampling design as proposed by Lahiri et al.
The approach is to start with a basic rectangular integer lattice i in d-dimensions.
This is multiplied with a real valued diagonal matrix, ∆ = (δ1, δ2, ..., δd)
′
, to create
Ld = {∆i : i ∈ Zd} to provide the lattice an increment of δi in the ith direction.
Then this lattice region is superimposed over an increasing region of open set {Rn =
λn(−β, β]d; β ∈ (0, 1], λn →∞ as n→∞} containing the origin, so that intersecting
the sampling area, {Ld⋂Rn}, can be generalized from a lattice structure to a more
general increasing continuous domain D acquiring many different convex as well as
non-convex shapes. Finally, to allow for infill sampling or allowing an increasing
density of sampling within a subset of the above domain the above set is multiplied
with a sequence of positive real numbers hn. Thus it is assumed that the geostatistical
process is observed at n fixed locations {s1, s2, ..., sn}′ ∈ {hnLd
⋂
Rn}.
Next we discuss the asymptotic properties of parameter estimators. We start by
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defining and introducing notations for matrices of variograms and their derivatives.
g(θ) =

2ˆγ(h1)− 2γ(h1, θ)
2ˆγ(h2)− 2γ(h2, θ)
.
.
.
2ˆγ(hk)− 2γ(hk, θ)

(k×1)
The vector of first derivatives
gl(θ) =
∂
∂θl
g(θ) =

−2 ∂
∂θl
γ(h1, θ)
−2 ∂
∂θl
γ(h2, θ)
.
.
.
−2 ∂
∂θl
γ(hk, θ)

=

−2γl(h1, θ)
−2γl(h2, θ)
.
.
.
−2γl(hk, θ)

where γl(h, θ) =
∂γ(h,θ)
∂θl
for l = 1, 2, ..., q,
D(θ) = [g1(θ),g2(θ), ...,gq(θ)](k×q)
The weight matrix for the least squares is given by
V (θ) =

v11(θ) v12(θ) . . . v1k(θ)
v21(θ) v22(θ) . . . v2k(θ)
. . . . . .
. . . . . .
. . . . . .
vk1(θ) vk2(θ) . . . vkk(θ)

(k×k)
where vij(θ) = Cov{2γˆ(hi), 2γˆ(hj)}. We note that here the indices i and j in vij(θ)
correspond to spatial lags at which the variograms have been computed. The first
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order derivative of the weight matrix is defined by,
Vl(θ) =
∂
∂θl
V (θ)
=

v11l(θ) v12l(θ) . . . v1kl(θ)
v21l(θ) v22l(θ) . . . v2kl(θ)
. . . . . .
. . . . . .
. . . . . .
vk1l(θ) vk2l(θ) . . . vkkl(θ)

(k×k)
,
where, vijl(θ) =
∂
∂θl
vijl(θ) for l = {1, 2, ..., p}.
Then θ is estimated by minimizing
Qn(θ) = g(θ)
′
V (θ)g(θ) =
k∑
i=1
k∑
i=1
gi(θ)gj(θ)vij(θ)
with respect to θ = (θ1, θ2, ..., θp)
′
. As before, we assume that θ0 is the true parameter
value and θˆ is the unique optimum value.
(
∂Qn(θ)
∂θl
)∣∣∣∣
θ=θ0
=
k∑
i=1
k∑
j=1
gi(θ0)gj(θ0)vijl(θ0) +
k∑
i=1
k∑
i=1
gil(θ0)gj(θ0)vij(θ0)
+
k∑
i=1
k∑
j=1
gi(θ0)gjl(θ0)vij(θ0)
=
k∑
i=1
k∑
j=1
gi(θ0)gj(θ0)vijl(θ0) +
k∑
i=1
k∑
j=1
−2γl(hi, θ0)gj(θ0)vij(θ0)
+
k∑
i=1
k∑
j=1
−2γl(hj, θ0)gi(θ0)vij(θ0)
This implies
(
∂Qn(θ)
∂θ
)∣∣∣∣
θ=θ0
=
q∑
l=1
g(θ0)
′
Vl(θ0)g(θ0)el + 2D(θ0)
′
V (θ0)g(θ0) (2.17)
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where, el = {1, 1, ..., 1}′ .
Vn =
((
∂2Q(θ0)
∂θm∂θl
))
θ=θ0
=
((
k∑
i=1
k∑
j=1
gi(θ0)gj(θ0)vijlm(θ0) +
k∑
i=1
k∑
j=1
gim(θ0)gj(θ0)vijl(θ0)
+
k∑
i=1
k∑
j=1
gi(θ0)gjm(θ0)vijl(θ0) + 2
k∑
i=1
k∑
j=1
gil(θ0)gj(θ0)vijm(θ0)
+2
k∑
i=1
k∑
j=1
gilm(θ0)gj(θ0)vij(θ0) + 2
k∑
i=1
k∑
j=1
gil(θ0)gjm(θ0)vij(θ0)
))
(2.18)
We can now state the following general theorems due to Lahiri et al.[33, Theo-
rem 3.1,3.2]. First we define and discuss the following conditions which are required
for the results.
Conditions
(i) The lag vectors chosen are such that the parametric variogram models are inden-
tifiable that is, for any  > 0 there exists δ > 0 such that inf{∑Ki=1(2γ(hi;θ1)−
2γ(hi;θ2))
2 : ‖θ1 − θ2‖ ≥ } > δ. This is essentially a weak identifiability con-
dition on the variogram function. This necessitates that the design of the lag
vectors be such that for two separate values of parameter vectors θ1 and θ1 there
should be at least a lag for which 2γ(hi;θ1) 6= 2γ(hi;θ2).
(ii) sup{γ(h;θ) : h ∈ R2, θ ∈ Θ} <∞ and γ(h;θ) has continuous partial derivatives
of first order with respect to θ. This is a fairly generic condition on smoothness
that is satisfied by most of the commonly used parametric variogram functions
including the Matern Class.
(iii) The weight matrix V (θ) is positive definite for all θ ∈ Θ with sup{|V (θ)|,
|V (θ)−1| : θ ∈ Θ} <∞. Also V (θ) is continuously differentiable.
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(iv) Throughout the following discussion it is assumed that the true parameter value
is θ0 and there exists a unique optimum solution for Qn(θ), θˆn. This assump-
tion ensures that convergence of the underlying criterion function (in a certain
sense e.g probability convergence) would eventually imply convergence of the
parameter estimator θˆn in the same sense.
Under the above conditions the following general results have been obtained by
Lahiri et al.
Theorem 2.4. If
2γˆ(hi)→ 2γ(hi;θ0)) as n →∞, a.s for i = 1, 2, ..., K.
Then, θˆn → θ0, a.s
If instead 2γˆ(hi)→ 2γ(hi;θ0)) as n →∞, in probability
θˆn → θ0 in probability
Earlier in Theorem 2.1 and Corollary 2.1 of Theorem 2.3 we have demonstrated
conditions for almost sure and probability convergence of the classical vari-
ogram estimator. Thus using the above theorem we have the corresponding
asymptotic convergence results of the parameter estimators θˆn. The next result
demonstrates asymptotic Gaussianity of the estimator θˆn.
Theorem 2.5. : Let the random field {Z(s)} be as defined before. Under the
above conditions and using conditions for almost sure convergence of 2γˆ(hi), i =
1, 2, ..., k; if there exists a sequence of constants {an} such that an →∞ as n→
∞ and
(1) g(θ0)
a.s→ 0,
(2) D(θ0) is of rank q (i.e full rank),
(3) a(n)g(θ0)
D→MVN(0,W (θ0)),
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then
a(n)(θˆ − θ0) D→MVN(0,Σv(θ0)),
where
Σv(θ0) = B(θ0)D(θ0)
′
V (θ0)W (θ0)V (θ0)D(θ0)B(θ0)
B(θ0) = [(D(θ0)
′
V (θ0)D(θ0))]
−1
Notes
(1) a(n) depends on the mathematical expression of the sample variogram es-
timator used and also on the sampling design.
(2) Though for increasing domain sampling scheme the rate of convergence
a(n) is usually n1/2, an infill component in the design slows down the rate
of convergence, as we will see in the next results, again due to Lahiri et al.
(3) We note that the result on almost sure convergence does not need the as-
sumption of any specific design structure of estimating equations so long
as 2γˆ(hi) → 2γ(hi;θ0)) almost surely and the weight matrix V (θ) satisfy
conditions [iii].
To study the asymptotic properties of parameter estimators under the earlier
specified mixed increasing domain sampling we need condition on moments and
decay of the dependence measure. We use these along with the earlier described
conditions [i] to [iv] in Theorem 2.6.
(v) The number of boundary sampling locations in Rn is negligible compared to the
number to the total number of sampling locations.
(vi) Let T1, T2 be two arbitrary regions within the domain of observation D and
define
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α(a, b) ≡ sup{α˜(T1, T2) : d(T1, T2) ≥ a, |T1| ≤ b, |T2| ≤ b}, d(., .) is the l1 norm
in Rd and
α˜(T1, T2) ≡ sup{|P (A
⋂
B) − P (A)P (B)| : A ∈ FZ(T1), B ∈ FZ(T2)}, where
FZ(T ) is the sigma field generated by the random variables {Z(s) : s ∈ T ⊂ Rd}.
We assume E|Z(0)|4+δ <∞ and for all a ≥ 1, b ≥ 1,
α(a, b) ≤ Ca−τ1bτ2 (2.19)
for some 0 < δ ≤ 4, C > 0, τ1 > (4 + δ)d/δ, and 0 ≤ τ2 < τ1/d.
The first part of the condition specifies that moments of up to (4 + δ)th order
exist. This is required since we are concerned with moments of variogram which
are squared differences of random variables. The second part is a mixing condi-
tion similar to the strong mixing condition, due to Rosenblatt [44], that provides
the necessary bound on dependence structure of the spatial process. Note that
for d = 2 (that is when the process is observed at fixed locations on a plane)
0 ≤ τ2 ≤ τ1/2 and using the condition on δ we have, 4 ≤ τ1 ≤ 2 (1 + 4/δ).
The mixing condition assumed is a distribution free non-parametric condition
as noted in [48, p 497] and is attributed to Rosenblatt. It ensures that the
dependence measure of the spatial process reduces as the distance between the
location points increase.
To appreciate the above mixing condition let us try to understand its implica-
tions for a spatial process observed on a two dimensional plane, as follows.
Suppose the spatial process {Z(s)} is observed on a fixed two dimensional plane
D. Let the domain be divided in many non-overlapping subregions of two
dimensional points, T1, T2, .... Let a denote the metric of minimum separation
between any two subregions, defined by the l1 norm (the ’city block distance’
defined above) and b denote the upper bound on the area or size of the sets
(Ti), defined by the Lebesgue measure. Then the above condition implies that
CHAPTER 2. VARIOGRAM PROPERTIES 86
the dependence between any two arbitrary measurable subsets— A and B—
defined on two arbitrary sigma fields FZ(T2) and FZ(T2) respectively, generated
by the variables {Z(s) : s ∈ T1 ⊂ R2} and {Z(s) : s ∈ T2 ⊂ R2} is bounded as
O
(
b1/2
a
)τ1
.
We note that the above bound has two parameters a and b. As b (the size or
volume) vis-a-vis infilling of the observation regions increase the dependence
increases. At the same time the dependence reduces at a polynomial rate of
order τ1 to 0 as the separation, a, between the subregions increase. That is if
the domain size increases.
Thus as discussed above, for studying the asymptotic properties, the spatial
process {Z(s1), Z(s2), ...} should be observed in such a manner that the rate of
infilling is slower than the rate at which the domain size D increases.
It may be of interest to explain the above probabilistic mixing condition in
terms of covariances, especially as it holds for any arbitrary Borel sets A and B.
For illustrations purposes let us consider the Gaussian spatial process following
Theorem 2.1, Z(s) ∼ MVN(µ,Σ), observed on n location points, with the
exponential covariance function
Cov[Z(si), Z(sj)] = σ
2e−α‖si−sj‖, α > 0. (2.20)
Though heuristically it is to be expected that condition (vi) stipulates the sam-
pling design necessary for any geostatistical spatial process, such that as the sep-
aration between the lag regions, a (defined earlier)→∞, Cov[Z(si), Z(sj)]→ 0.
But it is not trivial to show this covariance convergence for irregularly spaced
data and remains an open research problem to be considered.
However in time series situations we have definitive results relating the above
mixing coefficient to covariance functions. We mention two such results here.
The first result is due to Ibragimov (see eg. [17, p 212]) which we state below.
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Theorem 2.6. For r ≥ p ≥ 1 and with αh denoting the one dimensional mixing
coefficient (analogous to the d-dimensional case define above) then
‖E(Zs+h|Fs−∞)− E(Zs+h)‖p ≤ 2(21/p + 1)α1/p−1/rh ‖Zs+h‖r. (2.21)
and for p > 1 and r ≥ p/(p− 1)
|Cov(Zs+hZs)| ≤ 2(21/p + 1)α1−1/p−1/rh ‖Zs+h‖r‖Zs‖p. (2.22)
Here ‖Zs‖p denote the pth norm of the random variable Zs. Thus, the above
result ensures that for the one dimensional case if αh → 0, |Cov(Zs+hZs)| → 0.
Another closely related and a more generic result is due to Davidov [3, p 20
Lemma 2] which we state next.
Theorem 2.7. Let Z1 and Z2 be (possibly complex-valued) random variables
measurable with respect to sigma fields F and G, respectively. Let p1, p2 and
p3 ≥ 1 with p−11 + p−12 + p−13 = 1. If ‖Z1‖p1 <∞ and ‖Z2‖p2 <∞ then for any
set A ∈ F and B ∈ G
|E(Z1Z2)−E(Z1)E(Z2)| ≤ 10(supA∈F,B∈G|P (A∩B)−P (A)P (B)|)1/p3‖Z1‖p1‖Z2‖p2 .
(2.23)
The utility of the above result lies in the fact that it does not need any particular
sampling design and could probably be adapted to any particular design. Note
that the first component on the right hand side is similar to the α(., .) mixing
coefficient defined in condition (vi). Thus it can be heuristically argued that
for the Gaussian spatial process with covariance function as defined in (2.20)
combining equation (2.23) and (2.19) we expect that
σ2e−α‖si−sj‖
≤ 10(supA∈F,B∈G|P (A ∩B)− P (A)P (B)|)1/p3‖Z(si)‖p1‖Z(sj)‖p2
≤ O
(
b1/2
a
)τ1
. (2.24)
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The last inequality (2.24) follows from the earlier discussion of condition (vi) and
(2.19) in pages 85-86. It demonstrates that covariance function Cov[Z(si), Z(sj)]
(L.H.S) is bounded by a positive quantity that tends to 0 as the separation
between observation regions, a → ∞ according to the earlier described mixed
increasing domain sampling design. Thus the L.H.S must also tend to 0 as
a→∞.
We can now state the main results from Lahiri et al.[33, Theorems 3.3 and 3.4]
Theorem 2.8. Under conditions (i) to (vi) suppose that h1,h2, ...,hK ∈ Rd such
that hi ∈ hnLd for i = 1, 2, ..., K and n ≥ 1, then
n1/2h1/2n g(θ0)
d→MVN(0,Σ2(θ0))
where the (i, j)th element of Σ2(θ0) is given by
Σ2(θ0)ij =
(
d∏
k=1
δk
)−1 ∫
Rd
Cov
θ0
((Z(0)− Z(hi))2, (Z(s)− Z(hj))2)ds
The next result establishes asymptotic Gaussianity of the parameter estimators
θˆn.
Theorem 2.9. We assume conditions [i] to [vi] remain valid then using Theorem 2.5
and Theorem 2.6 we have
n1/2h1/2n (θˆn − θ0) d→MVN(0,ΣV (θ0))
as n→∞, where ΣV (θ0) is given by Theorem 2.5 with W (θ0) replaced by Σ2(00).
We conclude this section by stating a well known result (see e.g [8]).
Theorem 2.10. Suppose Xn is asymptotically distributed as N(µ, σ
2
n) where σn →
0 as n →∞, g(.) is a function differentiable at µ, such that g′(µ) 6= 0 then
1
σn
(g(Xn)− g(µ)) D→ N(0, g′(µ)2).
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For a proof refer [8]. Since ln(γ(h, θ)) is differentiable function of γ(h, θ), an appli-
cation of Theorem 2.8 combined with Theorem 2.7 clearly establishes the asymptotic
normality of ln{2γˆ(hi)}.
2.4 Comparison of the Efficiencies of Estimators
We now consider the asymptotic variances of estimators of θ obtained fromQ1n(θ) and
Q3n(θ) and from there show that estimators of θ obtained by minimizing Q3n(θ) have
smaller mean square errors. As mentioned earlier, it has been an established practice
in geostatistics to assume that Var[2γˆ(hi)] → 2(2γ(hi, θ0))2/|N(hi)| based on the
results obtained by Cressie [12] which has since rendered Q1n to be the more accepted
minimizing function for many practical purposes. But we can now show theoretically,
using the results demonstrated in the previous section, that the asymptotic variance
of the estimators for θ is smaller if we use the third objective function vis-a-vis weight
matrix. Let,
θ1 : unique minimizer of the first objective function
θ3 : unique minimizer of the third objective function
We defined earlier gl(θ0), D(θ0). Here we also define,
g3(θ) =

ln 2γˆ(h1)− ln 2γ(h1, θ)
ln 2γˆ(h2)− ln 2γ(h2, θ)
.
.
.
ln 2γˆ(hk)− ln 2γ(hk, θ)

(k×1)
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The vector of the first derivatives
g3l(θ) =
∂
∂θl
g3(θ)
=

− ∂
∂θl
ln 2γ(h1, θ)
− ∂
∂θl
ln 2γ(h2, θ)
.
.
.
− ∂
∂θl
ln 2γ(hk, θ)

=

− 1
2γ(h1,θ)
2 ∂
∂θl
γ(h1, θ)
− 1
2γ(h2,θ)
2 ∂
∂θl
γ(h2, θ)
.
.
.
− 1
2γ(hk,θ)
2 ∂
∂θl
γ(hk, θ)

D3(θ) = [g31(θ),g32(θ), ...,g3q(θ)](k×q)
V1(θ) = [Σ
−1
1 (θ)]
(2.25)
Given the above setup, with a mixed increasing sampling design as described and
the approximation by Cressie([12]) we note that
g(θ) 'MVN(0,Σ1(θ0))
where, Σ1(θ0) = diag
(
2(2γ(hi, θ))
2/|N(hi)|
)
i=1,2,...K
(2.26)
As mentioned previously this implies that from Theorem 2.8 we have
g3(θ) 'MVN(0,Σ3(θ0))
where, Σ3(θ0) = diag (2/|N(hi)|) (2.27)
We note again that using the approximation proposed by Cressie we ignore all ’be-
tween and within lag’ covariances of the statistic 2γˆ(hi) in the expression∫
RdCovθ0((Z(0)− Z(hi))2, (Z(s)− Z(hj))2)ds obtained in Theorem 2.6.
Let θˆ1n and θˆ3n denote the parameter estimates of θ obtained by minimizing the
first (Q1(θ)) and third (Q2(θ)) criteria with respect to θ, respectively. Then using
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equation (2.27), Theorem 2.7 and Theorem 2.5 we have
θˆ1n ≈MVN(θ0,Σv1(θ0))
Σv1(θ0) = B1(θ0)D1(θ0)
′
V1(θ0)Σ1(θ0)V1(θ0)D1(θ0)B1(θ0)
B1(θ0) = [(D1(θ0)
′
V1(θ0)D1(θ0))]
−1
θˆ3n ≈MVN(θ0,Σv3(θ0))
Σv3(θ0) = B3(θ0)D3(θ0)
′
V3(θ0)Σ3(θ0)V3(θ0)D3(θ0)B3(θ0)
B3(θ0) = [(D3(θ0)
′
V3(θ0)D3(θ0))]
−1
(2.28)
From the above expressions it is not hard to deduce that
V ar[θˆ1]→ D1(θ0)−1Σ1(θ0)D′(θ0)−1V ar[θˆ3]→ D3(θ0)−1Σ3(θ0)D′(θ0)−1 (2.29)
First, let us consider the difference between the ith diagonal terms of Σ1(θ) and
Σ3(θ)
2(2γ(hi, θ0))
2
|N(hi)| − 2/|N(hi)|
> 0 for Var(Z(sl)− Z(sm)) > 1, l,m ∈ N(hi), (2.30)
which is most often the case for geostatistical data emerging form mining, many
weather attributes of meteorology. Note also that in the neighbourhood of h → 0
we expect 2γ(hi, θ0) → 0. But for purposes of parameter estimation of variogram
functions for common geostatistical processes, the minimum lag distance at which the
variogram function is computed is large enough such that Var(Z(sl) − Z(sm)) > 1
holds.
Then
Σv1 − Σv3 = D1(θ0)−1Σ1(θ0)D′1(θ0)−1 −D3(θ0)−1Σ3(θ0)D
′
3(θ0)
−1
> D3(θ0)
−1Σ1(θ0)D
′
3(θ0)
−1 −D3(θ0)−1Σ3(θ0)D′3(θ0)−1
= D3(θ0)
−1[Σ1(θ0)− Σ3(θ0)]D′3(θ0)−1
≥ 0, (2.31)
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Since [Σ1(θ0) − Σ3(θ0)] = diag
(
2(2γ(hi,θ0))
2
|N(hi)| − 2/|N(hi)|
)
thus by (2.30) [Σ1(θ0) −
Σ3(θ0)] > 0.
Thus, we have shown that for large sample the asymptotic variance of the param-
eter estimators obtained by Q3(θ) is smaller than Q1(θ).
Note: Here we have not theoretically compared the performance of estimators
obtained using Q1(θ) with those obtained using Q2(θ). But in the next two chapters
we present empirical evidence that the mean squared errors of the parameter estima-
tors of θ obtained by minimizing Q2(θ) are smaller than those obtained using Q1(θ)
for majority of the examples considered.
Chapter 3
Discussion of Simulation Results
Abstract
In this chapter we will discuss simulation results of variogram estimation. The pur-
pose of this investigation is to study, through simulation the robustness of three
methods for departures from Gaussianity of the original underlying random process.
We simulate random processes from three different multivariate distributions viz.,
Gaussian, Gamma and Laplace with four different types of variogram functions be-
longing to the Matern family of functions.
3.1 Introduction
As proposed in the discussion of the theory in Chapter 2 we assume that a ran-
dom field is observed on a probability space (Ω,B, P ) for a fixed event ω. Let
{Z(s); s ∈ D ⊂ R2} be second order stationary isotropic (though it must be pointed
that the isotropy is not a necessary condition) random field or random process, where
D is fixed and continuous open set. We sample the process at n fixed locations
s1, s2, ..., sn . As discussed earlier, under the above set up we use the weighted least
squares method to estimate the unknown parameters of the variogram functions.
Recall from Chapter 2 that our endeavour is to compare the performance of the
parameter estimators obtained by using the following three weight functions
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v1i(θ) =
|N(hi)|
2(2γ(hi, θ))2
v2i(θ) = |N(hi)|/ 1|N(hi)|
∑
N(hi)
[{Z(sl)− Z(sm)}2 − 2 ˆγ(hi)]2
v3i(θ) =
|N(hi)|
2
(3.1)
As mentioned in the Introduction of Chapter 2, these correspond to the following
least squares objective functions-
Q1n(θ) =
k∑
i=1
[2 ˆγ(hi)− 2γ(hi)]2v1i(θ) (3.2)
Q2n(θ) =
k∑
i=1
[2 ˆγ(hi)− 2γ(hi)]2v2i(θ) (3.3)
Q3n(θ) =
k∑
i=1
[log 2 ˆγ(hi)− log 2γ(hi)]2v3i(θ) (3.4)
Henceforth, we will refer to the three different weight functions vis-a-vis criteria
as CC, PC1 and PC2 respectively.
3.1.1 Choice of Distributions
For our simulation study we generate spatial random processes from Gaussian, Gamma
and Laplace distributions. As mentioned in section 2.1 the proposal of weight func-
tion CC was made in [12] where Cressie tacitly assumed Gaussianity of the random
process. So first we compare the performances of the proposed weights PC1 and
PC2 with CC under Gaussianity. But, we also wanted to investigate the comparative
performances of the weights in case the skewness and kurtosis of the random process
deviate from a Gaussian Distribution (which are known to be zero for a Gaussian
process). But, we also wanted to have the same number of unknown parameters.
This led us to choose Gamma and Laplace as the other distributions. Finally we
also compare the performance of parameter estimates obtained using weighted least
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squares with maximum likelihood (ML) in case the distribution of the spatial process
is multivariate Gaussian for three different matern class covariance functions.
Given below are the expressions of the univariate Gaussian, Gamma and Laplace
probability density functions used in simulation.
1. Gaussian/Normal Disribution
If X v N(µ, σ2), the probability density function of X is given by
f(x|µ, σ) = 1√
2piσ2
e−
(x−µ)2
2σ2 , σ > 0.
2. Gamma Disribution
If X v Gamma(k, θ), the probability density function of X is given by
f(x|k, θ) = xk−1 e
−x/θ
θk Γ(k)
for x ≥ 0 and k, θ > 0.
3. Laplace Disribution
If X v Laplace(µ, b), the probability density function of X is given by
f(x|µ, b) = 1
2b
exp
(
−|x− µ|
b
)
, b > 0.
3.1.2 Variogram Functions
For the current research we use the following special cases of the Matern class of
covariance functions. The Matern class is defined as
γ(h, θ) = σ2 − σ2 1
Γ (ν) 2(ν−1)
( ||h||
φ
)ν
Kν
( ||h||
φ
)
ν > 0, φ > 0,
Kν() is the modified bessel function of the second kind
where θ
′
= (σ, φ) (3.5)
Choosing specific values of ν we obtain the following commonly used variogram func-
tions. For more details on definition and properties of Bessel functions refer to [25] .
Thus, for random processes from all the three distributions considered, there are two
unknown parameters σ and φ. The following parametric functions were considered
for fitting the sample variogram
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1. Exponential: ν = 0.5
γ(h) = σ2 − σ2 exp
[−||h||
φ
]
;σ > 0, φ > 0
since, it can be derived that
K1/2
(‖h‖
φ
)
≈
√
pi
2
(
‖h‖
φ
)e− ‖h‖φ
(see e.g [46, p. 143])
2. Matern-1: ν = 1
γ(h) = σ2 − σ2 1
Γ(1)
( ||h||
φ
)
K1
( ||h||
φ
)
σ > 0, φ > 0
3. Matern-1.5: ν = 1.5
γ(h) = σ2 − σ2 1
Γ(1.5)2(1.5−1)
( ||h||
φ
)ν
K1.5
( ||h||
φ
)
σ > 0, φ > 0
4. Gaussian: ν =∞
γ(h) = σ2 − σ2 exp
[−||h||2
φ2
]
;σ > 0, φ > 0
For details of derivations and the properties of the Matern Class of functions
refer to Chapter 1, [20] and [51]. In the next section we discuss in detail how, using
Cholesky decomposition we simulate the desired weakly stationary random processes
with the above covariance functions from the respective distributions. In the final
section we present and discuss the simulation results.
3.2 Method of Simulation and Analysis
First, we introduce the method of data simulation and it will be followed by descrip-
tion of the method used for selecting initial values of parameters for the least squares
iteration. All the steps described here have been carried out with R.
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3.2.1 Generation of the Random Process
We describe the simulation procedure in the following steps
1. 100 location points are generated on a continuous 2D square plane with sides
of length 100 units, using uniform random number generators. 100 uniform
random number pairs are generated from the continuous uniform distribution
U(-50,50). Each pair corresponding to the x and y coordinates of a particular
location point on the two dimensional plane. These will serve as the sampling
locations for the spatial process. We denote these as, s1, s2, ..., s100, where a
particular location point is si = (six, siy).
2. Considering all location pair combinations a 100× 100 symmetric distance ma-
trix is computed, using Euclidean metric as the distance norm ‖h‖. Where the
ijth element of the matrix is defined as
aij = ‖h‖ =
√
{six − sjx}2 + {siy − sjy}2.
3. We use the above distance matrix to construct four different symmetric matrices
whose elements are the four covariance functions, expressed as functions of
(‖h‖, θ), defined in section 3.1. Thus, we have the desired covariance matrices
for the processes. Let us define this covariance matrix C(‖h‖, θ), θ = (σ, φ).
For simulation purposes we have chosen σ2 to be 20 while φ is chosen based on a
pre-decided range. Recall from Chapter 1 that the range of a random process is
the asymptotic distance ‖h∗‖ at which the covariance function C(‖h∗‖, θ) = 0
or equivalently for a second order stationary random process, the variogram
2γ(h∗, θ) = σ2 (sill or variance of the process). We have chosen the range to be
100 unit distance based on the fact that our domain of observation is U [−50, 50].
The σ and range of the random process have been kept same irrespective of the
covariance function selected. This gives us a common ground for comparison of
the estimators.
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4. The covariance matrix is decomposed using Cholesky decomposition as follows-
C(‖h‖, θ) = L(‖h‖, θ)L′(‖h‖, θ); L(., .) is lower triangular matrix. For more
details on Cholesky decomposition we refer to [26].
5. Generate 200 different sets of random samples each of size 100 from the Gaus-
sian, Gamma and Double Exponential distributions defined above, each with
mean 0 and variance 1. Let these samples be denoted by the vector , of length
100 each.
6. The random process for any distribution, with the chosen covariance matrix
C(‖h‖, θ) and a pre-determined mean vector µ is constructed as
Z = µ + L(‖h‖, θ)
The mean of the process was chosen to be 5, that is the vector µ = {5, 5, ..., 5}.
The above algorithm is one of the commonly used methods — as noted by Cressie
[16] and Schabenberger et al. [46] among others — for simulating a spatial ran-
dom process. Though it generates multivariate spatial random processes with de-
sired covariance functions (which is our objective), the individual components of the
multivariate vector are constructed as linear combinations of independent random
variables. It is thus of interest to check the quality of the simulated process (at least
numerically) and compare the resulting univariate process with a univariate Gaussian
distribution before we actually implement it.
To assess the method we have simulated 5000 independent batches of spatial
random processes each of size 100 from Gaussian, Gamma and Laplace distributions
with the covariance functions Exponential, Matern-1, Matern-1.5 and Gaussian. The
100th observation of each batch is accumulated in a vector and then a Quantile plot
is plotted for each of the above spatial processes. Given below are the plots.
We observe that the samples lie more or less on the line in case of the Gaussian
spatial. But for the Laplace spatial process we notice that the algorithm generates
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Figure 3.1: QQ Plot for testing univariate distribution of Gaussian spatial Random
Process
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Figure 3.2: QQ Plot for testing univariate distribution of Laplace spatial Random
Process
samples that is symmetric but has thinner tails compared to the Gaussian distribution
while the Gamma spatial process is clearly seen to have bigger skewness compared to
the Gaussian distribution as are desired in the respective cases. Thus the algorithm
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Figure 3.3: QQ Plot for testing univariate distribution of Gamma spatial Random
Process
seems satisfactory for our study.
Note that this exercise is undertaken separate from the main simulation where our
inference is based on 200 independent batches of spatial random processes of sample
size 100 each.
It should be pointed out that throughout the analysis the location points are
kept fixed so that the distance matrix and the isotropic covariance matrix is also
fixed. Repeated simulations are performed on the  vector only, that provide us
with different samples with the same covariances. In the present analysis based on
the locations sampled ”uniformly” -on a 2D square described above - the maximum
Euclidean distance among all pairs was 129.96 units.
3.2.2 Estimation of Parameters using Weighted Least Squares
We can now use the simulated data as a realization of a random process as described
in R software, to estimate the unknown parameters of the underlying covariance
function of the process; or in the present research its corresponding function, the
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variogram, defined in earlier chapter. The estimation and the subsequent analysis is
carried out using the geoR package provided by Diggle et al. (see e.g [32]).
• The data are converted into geodata format necessary for the analysis to be
carried out in geoR.
• The geoR package is used to compute the sample variogram for the data.
Since we have assumed the data to be isotropic, omnidirectional variograms are
computed. For each sample, variograms are calculated for 20 different lags ‖h‖;
where
{‖h‖ = k.‖e‖; ‖e‖ = 5, k = 1, 2, ..., 20}.
• The weighted sums of squares as given in (3.2),(3.4) and (3.4) are calculated
with the respective weight functions CC, PC1 and PC2. These are then mini-
mized with respect to the two parameters σ and φ. The nls package (see Bates.
et al. ([2])) of R is used as the minimizing algorithm. The package needs initial
values of the parameters as seed values for the first iteration. Described in the
next steps is the method we have used to choose initial parameter values. Let
them be denoted by σ∗ and φ∗.
• For a sample from a given distribution (e.g Gaussian) for each of the 200 samples
of size 100, variograms are computed at each of the 20 lags. Thus, we have a set
of 200 sample variograms each computed for 20 different euclidean lag distances.
Then, we compute a average sample variogram over all the lags by taking an
arithmetic mean over all the 200 sample variograms.
• Since, the theoretical variogram 2γ(h, θ)→ σ2 (the variance of the process), as
‖h‖ → ∞, the square root of the mean sample variogram, at the maximum lag
distance, is used as the initial parameter value for σ. We may denote this by
σ∗.
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• From our discussions in Chapter 1 (see p. 42) we know practical range is the
lag distance h+ for which we have γ(h+, θ) = 0.95σ2. Using the starting value
σ∗ we now find the practical range h+ for the variogram functions considered
from the sample variograms computed.
• Then the starting value φ∗ is obtained by solving the following non-linear equa-
tion.
γ(h+, θ) = 0.95σ∗2
where θ = (σ∗, φ∗)
• With the estimates available for both parameters for each of the 200 samples
we compute the mean, bias and mean squared errors (MSE) for each parameter
over the 200 sets. Then the estimates are compared.
3.2.3 Maximum Likelihood Estimation
As mentioned in the introduction, for the gaussian spatial process we also estimate the
variogram (vis-a-vis covariogram) parameters using Maximum Likelihood Estimation
(ML) method. If Z(s) ∼MVN(µ,Σ(h, θ)), the log likelihood function is given by
L(µ,θ) = M(constant)− 1
2
ln(|Σ|)− 1
2
{Z(s)− µ}′Σ−1{Z(s)− µ} (3.6)
Equation (3.6) is maximized with respect to µ,θ where θ = {σ2, φ}′ using any
standard iterative algorithm. Here we use the program likfit() available with the
geoR package in R to obtain the estimates of µ,θ. Mardia and Marshall [?] have
obtained asymptotic properties of the ML estimates. It is well known that for Gaus-
sian random processes ML estimation method provides estimates with maximum
efficiency. For maximum likelihood estimation we use the Exponential, Matern-1 and
Matern-1.5 covariance functions.
In the next section we present and discuss these observations.
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3.3 Results and Discussion
Given below are the tables of parameter estimates and their MSEs. Tables 1, 2 and
3 correspond to the variance parameter σ for the three distributions and next three
present the results on φ.
3.3.1 Estimation of σ
Let us denote the estimator of σ for a particular sample by σˆi, i = 1, 2, ..., 200. Also,
let σ0 be the original value of σ. Then, the MSE is defined as
MSE =
1
200
200∑
i=1
{σˆi − σ}2
where, σ =
1
200
200∑
i=1
σˆi
We also present the bias of the estimates about their true value σ0(say).The bias is
define as, Bias = σ − σ0. As, mentioned earlier the population variance chosen was
20. Thus, σ0 = 4.47
For the Gaussian process we observe that for all the Matern class variograms
we have chosen the MSEs of estimators of the parameters obtained using both PC1
and PC2 are lower than the MSE of estimators obtained using CC. The estimates
obtained using PC2 have MSE smallest for all covariance functions considered. The
difference in the parameter MSEs obtained using different weight functions reduce
as the smoothness parameter (ν) of the Matern class functions is increased gradually
from Exponential to Gaussian (infinitely differentiable variogram function).
For the Gamma Random process we observe from Table 3.2 that the MSEs of
parameter estimators obtained using PC2 have substantially lower MSE than CC.
For all the given variogram functions considered here MSEs of σˆ obtained using PC2
are found to be lower MSE than CC. The MSEs of estimators obtained using PC1
are quite comparable with those obtained using PC2. For the Double Exponential
random process the MSEs of the estimates are similar to that obtained for Gaussian
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Random process. The MSEs of estimators derived using PC1 and PC2 are much
smaller than those obtained using CC for all the variogram functions used in this
study. For all the three random processes considered we note that the difference
in the MSEs of the estimators obtained from the three criteria, CC, PC1 and PC2
decrease as the smoothness parameter (ν) of the variogram function increases. In the
present simulation study we observe that for the parameter σ, using PC2 provides us
estimates with least MSE.
3.3.2 Estimation of φ
We now consider the estimation of φ. Let φˆi, i = 1, 2, ..., 200 denote the estimators
of φ obtained from simulated samples. Also, let φ0 be the original value of φ. Then,
the mean squared error of estimates of φ (MSE) is defined as
MSE =
1
200
200∑
i=1
{
φˆi − φ
}2
where, φ =
1
200
200∑
i=1
φi
Based on the range distance 100 units, as mentioned earlier, the true values of φ
chosen for the variograms are 16.69041 for exponential variogram, 10.49 for Matern1
8.37 for Matern 1.5 and 28.88807 for the Gaussian variogram. We notice from
tables 4, 5 and 6 that for all the distributions considered here, for the exponential
variogram estimators of φ have much higher MSEs though even for this variogram,
the MSE obtained from PC2 is always smaller. For the Gaussian random process, for
all variogram function, estimators obtained using PC2 have the lowest MSEs followed
by estimates obtained using PC1. The estimators of φ obtained from the least squares
criterion CC are substantially higher than those of PC2 and PC1.
For both Gamma and Double Exponential random processes similar observations
are made regarding the MSEs of parameter estimates. For all parametric variograms
considered in this research we observe that the MSEs of estimators of φ obtained using
the proposed weight functions PC1 and PC2 are much lower than those obtained
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Table 3.7: Estimates of σ and φ - Maximum Likelihood
Covariance mean σ MSE σ mean φ MSE φ σ bias φ bias
Exponential 4.29 0.37 15.29 27.87 -0.13 -1.39
Matern 1 4.35 0.39 10.09 3.67 -0.08 -0.39
Matern 1.5 4.37 0.39 8.17 1.27 -0.05 -0.20
using CC. Estimation using the weight function PC2 give estimators minimum MSEs
among the three weights considered.
In the present simulation study we have considered three different distributions
and four different variogram functions for comparing CC against PC1 and PC2.
For both parameters estimated, it turns out that generally the use of PC1 and PC2
provides us estimators with smaller MSE than CC. Estimators of PC2 have minimum
MSE for all but one of the cases.
3.3.3 Results on Maximum Likelihood
The following table provides summary of estimation results on ML estimates of co-
variance parameters σ2, φ obtained from 200 simulations.
We observe, as expected, the likelihood maximization principle provides estimates
with smaller MSE for all covariance functions considered for simulations, compared
to weighted least squares, when the spatial process is Gaussian. The MSE’s of σ
have improved particularly and are comparable irrespective of the covariance func-
tions considered. The biases are smaller as well. But, as we will see in Chapter 4
the challenge is to use Likelihood principle in case the data is non-gaussian where
estimation of parameters based on least squares theory provides us estimates with
better efficiency in terms of MSE.
Chapter 4
Analysis of Elevation and Swiss
Rainfall Data
4.1 Analysis of Elevation Data
4.1.1 Introduction to the Data
In this chapter we illustrate the theory presented in the earlier chapters using the
Elevation data set provided in Davis [18]. The data gives topographical elevation
measurements, in foot above the sea level. These measurements were taken in a
small area by a surveying class. The elevations have been observed at 52 different
locations uniformly distributed over a small area. The locations are given in terms of
north-south x and east-west coordinates y from an arbitrary origin in the southwest
corner of the map. The sampling was done for the purpose of contour mapping of
topology of the region. The process would involve using the sample to predict or krige
the elevation levels at unknown locations. But as discussed in the introduction, for
kriging we first need to find a theoretical form of the variogram that fits the sample
variogram ”well”.
Given below is a 3D plot of the data. It reveals increasing linear trend in the
northwest-southeast direction.
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Elevation Scatter Plot
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll l
ll
l
l
l
l
West−East
North−South
z
Figure 4.1: 3D Scatter plot of Elevation Data. The x-axis correspond to west-east
direction while y-axis represents the north-south direction. The values of elevation(in
ft.) are plotted on the z-axis
Let Y (s) denote the elevation observed at location s. Then based on the above
plot we propose the following model for the elevation.
Y (si) = µ(si) + Z(si); i = 1, 2, ...n
where the mean of the process E[Y (s)] = µ(s), is assumed to follow the model
µ(si) = β0 + β1s1i + β2s2i
Z(s) = {Z(s1), Z(s2), ...Z(sn)}
′ v (0,Σ)
Σ = [Cov{Z(si), Z(sj)}]ij ; (i, j) = 1, 2, ..., n
The primary objective is to estimate the elements of the matrix Σ or its corresponding
variogram matrix. First, the deterministic trend µ(s) is removed from the data. The
analysis that follows is based on the de-trended random process Z(s). It is also
assumed that Z(s) is a second order stationary isotropic process. We recall from
Chapter 1 that for a stationary random process, the primary objective is to estimate
the elements of the covariance matrix Σ or the corresponding variogram. First,
the deterministic trend µ(s) is removed from the data. We will not consider the
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estimation of the mean µ(s) in this investigation. The analysis that follows is based
on the de-trended data Z(s).
Sample Variogram: We recall that for any fixed lag distance h the classical
variogram estimator is defined as:
2γˆ(h) =
1
|N(h)|
∑
N(h)
[Z(si)− Z(sj)]2, (4.1)
|N(h)| denotes the number of distinct pairs in the set, N(h) = {Z(si), Z(sj) :
‖si − sj‖ = ‖h‖; (i, j = 1, 2, ..., n)}
For computation of the sample variogram the data is divided into 22 different lag
distances (‖h‖); where
{‖h‖ = k.‖h‖; ‖h‖ = 0.3 units (ft. above sea level) , k = 1, 2, ..., 22}.
A plot of the sample variogram as a function of ‖h‖ is given below. We also provide
values of the classical variogram estimator γˆ(‖h‖) for all values of lag ‖h‖ used. The
plot shows a variogram estimator that initially increases and then stabilizes slowly
around the distance of 3.5 units.
Figure 4.2: Sample Semivariogram Plot of the Elevation Data Observed over 22
different lag distances
CHAPTER 4. DATA ANALYSIS 111
Table 4.1: Sample Semivariogram for Elevation data
Lags(‖h‖) No of Pairs Semivariogram(γˆ(‖h‖))
0.3 6 53.3967
0.6 23 235.531
0.9 48 435.7929
1.2 63 764.3106
1.5 53 809.7086
1.8 70 911.8091
2.1 77 1744.754
2.4 76 1144.773
2.7 80 1860.849
3 75 1483.739
3.3 79 1737.554
3.6 89 1106.533
3.9 80 1624.871
4.2 79 1017.071
4.5 77 1278.862
4.8 77 1294.586
5.1 63 1469.684
5.4 51 1312.216
5.7 53 1502.738
6 45 1636.577
6.3 20 1447.681
6.6 22 1746.519
4.1.2 Methods of Analysis
In this section we give a brief description of the statistical methods used in analyzing
the data.
Weighted Least Squares : We are interested in finding a ’suitable’ parametric
function that fits the above sample variogram using weighted least squares. Though
mentioned earlier, for convenience, we once again summarize the functions used. We
minimize the following criteria to obtain optimal estimates of the unknown parameter
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θ of the variogram function chosen.
Q1n(θ) =
k∑
i=1
[2 ˆγ(hi)− 2γ(hi)]2v1i(θ)
Q2n(θ) =
k∑
i=1
[2 ˆγ(hi)− 2γ(hi)]2v2i(θ)
Q3n(θ) =
k∑
i=1
[log 2 ˆγ(hi)− log 2γ(hi)]2v3i(θ)
(4.2)
where we recall from Chapter 2 the weight functions are
Weight Functions :
CC = v1i(θ) =
|N(hi)|
2(2γ(hi, θ))2
PC1 = v2i(θ) = |N(hi)|/
 1
|N(hi)|
∑
N(hi)
[{Z(sl)− Z(sm)}2 − 2 ˆγ(hi)]2

PC2 = v3i(θ) =
|N(hi)|
2
Based on the plot of the sample variogram and also following the analysis of Diggle et
al. [20] , we consider four different Matern class variogram functions for the elevation
data, defined below.
Matern Class Functions :
γ(h) = σ2 − σ2 1
Γ(ν)2(ν−1)
( ||h||
φ
)ν
Kν
( ||h||
φ
)
ν > 0, φ > 0 (4.3)
Kν() is the modified Bessel function of the second kind
Here, σ2 is the sill (or dispersion) and φ is the range parameter of the process. As
noted in Chapter 1 the range of the random process is defined as the lag distance for
which the variogram stabilizes to the sill of the process. The convention is to fix the
smoothness parameter ν and estimate σ and φ. Thus, in this problem the unknown
parameter vector θ is (σ, φ)
′
. Here we choose four different values for ν viz. 0.5, 1,
1.5 and 2.5 that correspond to the following four variograms.
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1. Exponential: ν = 0.5
γ(h) = σ2 − σ2 exp
[−||h||
φ
]
, σ > 0, φ > 0
since, it can be derived that
K1/2
(‖h‖
φ
)
≈
√
pi
2
(
‖h‖
φ
)e− ‖h‖φ (4.4)
(see e.g [46, p. 143])
2. Matern-1: ν = 1
γ(h) = σ2 − σ2 1
Γ(1)
( ||h||
φ
)
K1
( ||h||
φ
)
, σ > 0, φ > 0
3. Matern-1.5: ν = 1.5
γ(h) = σ2 − σ2 1
Γ(1.5)2.5
( ||h||
φ
)ν
K1.5
( ||h||
φ
)
, σ > 0, φ > 0
4. Matern-2.5: ν = 2.5
γ(h) = σ2 − σ2 1
Γ(2.5)21.5
( ||h||
φ
)ν
K2.5
( ||h||
φ
)
, ν > 0, φ > 0
Thus, the unknown vector of parameters is θ = (σ, φ), for all the variogram func-
tions considered here. The following methods are employed for assessment of the
performance of fitted variogram functions.
Standard Error and Joint Variability For the Swiss rainfall data set, to be
analyzed in section 4.2, we start the analysis of the variogram estimation procedure
by presenting the parameter estimates and their individual standard errors. But the
parameters σ and φ for the Matern class functions are not orthogonal in the sense
that one can not be estimated independent of the other. To assess the combined
variability of the parameter estimates in such cases one could use many standard
techniques for instance, determinant of the information matrix or eigenvalues of the
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variance covariance matrix etc. Here we will consider the following simple measure
of joint variability
Joint Standard Error(JSE) =
√
{se(σˆ)}2
σˆ2
+
{se(φˆ)}2
φˆ2
+ 2
Cov{σˆ, φˆ}
σˆφˆ
(4.5)
Here se() denotes the standard error. The measure is scale invariant in that we have
normalized estimators of both parameters σ and φ. Note that for the elevation data
we have not used JSE since, we have similar inferences from the standard errors of
estimates of both σ and φ for all variogram functions. Alternatively, we have simply
considered the sum of standard errors as a heuristic measure of joint variability for
the Elevation data.
Goodness-of-Fit/Deviation Measure Once the sample variogram function is
fitted to a set of candidate parametric functions the practitioner is interested to
enquire which function fits best. Hence we define a measure and analyze the fit using
such measure. The fit of the sample variogram of the data to the theoretical functions
over k lag distances is defined below.[
(1/k)
k∑
j=1
{(γ(hj)− γˆ(hj))}2
]1/2
. (4.6)
Cross validation : After finding the ’best’ function, once again it would be useful
to check its performance in ’prediction’ at unobserved locations, using the kriging
methodology, described in Chapter 1. One way of assessing the goodness of the fitted
variogram is to use the cross-validation method. Where we omit one observation
at any location and use the other locations for predicting it. We use the technique
discussed in Cressie ([16, pg.102]). Given below are the details of the method. Briefly
we describe the steps. The process involves three steps:
1. We estimate and plot the sample variogram 2γˆ(h) as a function of the k lag
distances ‖hi‖, i = 1, 2, ..., k using the entire sample of the random process from
all the locations.
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2. Once we have decided on a suitable theoretical variogram -using the methods
described above- we use it to predict the random process at various locations,
omitting the observation at jth location and using the rest of the available
locations to predict the value at this location, using kriging. We can denote
such a predictor by Zˆ((s)−j) and the associated standard error of prediction by
σ−j((s)j).
3. We plot histograms of the residuals of prediction, which we define as follows:
{(
Z((s)j)− Zˆ((s)−j)
)
/σ−j((s)j)
}
. (4.7)
As a single approximate measure we compute the sum of the squares of residuals
to measure the goodness of fit of prediction.[
(1/n)
n∑
i=1
{(
Z(sj)− Zˆ(s−j)
)
/σ−j((s)j)
}2]1/2
. (4.8)
Though not much is known about the theoretical statistical properties of the above
residual and the sum of squares, we should expect the histogram of a good predictor
to be ’closely’ distributed about the mean zero. And the sum of squares should be
small.
In the next section we present and discuss the results obtained for the data con-
sidered. In tandem with the simulation studies, all analysis have been performed
in R. As in the previous chapter, in our real data analysis, we have used the two
packages namely geoR and nls.
4.1.3 Elevation Data Results and Conclusions
The following tables and plots illustrate the estimation and prediction results. It is
worth noting here that following the suggestion of Diggle et al( [20, p. 114]), we have
included a nugget effect c0 > 0 in our variogram function. So, the modified Matern
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Class variogram function considered is
γ(h) = c0 + σ
2 − σ2 1
Γ (ν) 2(ν−1)
( ||h||
φ
)ν
Kν
( ||h||
φ
)
ν > 0, φ > 0,
Kν() is the modified bessel function of the second kind
In Table 4.1 we note that the first lag has just 6 observation pairs, much lower than
the recommended level of 30 pairs [31]. So, for estimation purposes we don’t consider
this lag ‖h‖. The table below provides the estimates and the standard errors of the
two parameters, obtained by fitting the sample variogram to the chosen variogram
function, using weighted least squares on the remaining 21 lags. The nls package
computes the covariance matrix of the non-linear least squares estimates as follows.
When the objective function to be minimized is defined as
Qn(θ) =
k∑
i=1
[2 ˆγ(hi)− 2γ(hi, θ)]2vi(θ)
Then the estimate of the covariance matrix of the estimators is given by,
Vˆ(θˆ) = s2(F′F′)−1 (4.9)
where F = {Fij} = ∂γ(hi, θˆ)
∂θi∂θj
; i, j = 1, 2, ..., p
and s2 is the weighted residual sum of squares. The standard errors are the square
root of the diagonal elements of this matrix Vˆ(θˆ).
Table 4.2: Estimates of σ and φ and their standard Errors(given in brackets) corre-
sponding to weight functions CC, PC1 and PC2 as defined in (4.3)
CC PC1 PC2
Covariance σ φ σ φ σ φ
Exponential 39.5241 1.5984 42.224 2.952 40.559 2.026
(5.247) (0.9882) (4.776) (2.001) (3.372) (1.239)
Matern 1 39.2436 0.9925 38.3709 1.1197 39.0035 1.0287
2.8573) (0.313) (1.7426) (0.2989) (2.4901) (0.3046)
Matern 1.5 38.9428 0.7467 37.6871 0.7794 38.5389 0.7522
(2.3071) (0.1767) (1.5987) (0.1581) (2.1593) (0.171)
Matern 2.5 39.198 0.55878 37.2498 0.53639 38.1828 0.53185
(1.66293) (0.08957) (1.49713) (0.08783) (1.895) (0.09696)
We first note that for all the three weight functions the standard errors of estimates
of (σ, φ) decrease as the smoothness parameter, ν, of the variogram functions increase.
CHAPTER 4. DATA ANALYSIS 117
Later we discuss this observation in more detail. The values of the estimates also
reduce generally from exponential to Matern 2.5. The standard errors of the estimates
of the parameters of exponential variogram are substantially higher than the other
variogram functions, suggesting that the other variogram functions might be more
suitable for this data.
We note that the standard errors of the estimate of σ obtained using the proposed
weights PC1 and PC2 in least squares are generally smaller than those obtained using
CC, for all the covariance functions (except for Matern 2.5 where the standard error
of the estimate of σ obtained using CC is less than that of PC2). Estimates of σ have
the lowest standard error (1.49) for Matern 2.5 and PC1.
Regarding the estimation of φ, except for the exponential variogram, estimates
obtained using PC1 have lower standard errors than those obtained using CC. For
Matern 2.5, though the standard errors are quite comparable for all the three criteria,
the lowest of standard error of φ is 0.087 for the estimates obtained using PC1.
The sum of standard errors of the two parameters (σ, φ) provides us a rough
measure of the combined standard error of the estimation (though it must be noted
that the estimates of the two parameters are correlated). PC1 with 1.58 for Matern 2.5
has the lowest sum of standard errors for the elevation data. As always caution should
be exercised with standard errors since they are computed under the assumption that
the fitted model is correct.
The following table gives the estimates of the nugget effect c0 and its standard
errors.
We note that, standard errors of the nugget effect estimates are quite high. It is
perhaps a reflection of the lack of observation pairs at sufficiently small lags around
the origin, noted by Cressie ([16]) among others. In other words, for a better esti-
mation of the nugget effect we should have more pairs of observations located much
closer to each other. Using, the above estimates of the parameters (σ, φ and c0)we fit
and plot the estimated variogram functions. The plots are given in Figure 4.3.
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Table 4.3: Nugget Effect Estimation for Elevation data
CC PC1 PC2
Covariance nug nug nug
Exponential 0 0 0
511.32 181.542 351.558
Matern1 0 0 0
257.171 135.833 221.825
Matern1.5 0 0 0
193.701 118.714 179.265
Matern2.5 0 0 0
111.323 104.648 147.302
Figure 4.3: Semivariogram Fitting Plot corresponding to the covariance functions
Exponential, Matern1, Matern 1.5 and Matern 2.5. In each plot the three different
curves are overlapped on the sample variogram. These correspond to the weight
functions CC, PC1 and PC2
We can make the following empirical observations based on Figure 4.3.
• The weighted least squares variogram fitting method is influenced by the higher
sample variogram values; even when the number of observations in such lags
and the number of such lags are small. We can see that the presence of just
three higher sample variogram values (at lags 6, 8 and 10) shifts the fitted
curves away from majority of the observations.
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• The above effect seems to increase as the smoothness parameter ν of the var-
iogram increases. We see clearly, as we move from exponential to the higher
order Matern class, the curves shift more towards the higher values of the sample
variogram of the data. Henceforth, we refer to this problem as overestimation.
This in turn reduces the estimated weighted residual sum of squares s2 and
hence the standard errors (refer to (4.9)) as pointed out earlier. Thus, smaller
standard errors of estimates of the parameters should not be treated as the only
index of a good fit of the variogram.
• In this context, for a particular variogram function, estimation using PC1 seems
to be most robust, followed by PC2 while estimated curves obtained by using CC
weight seems to be most affected by extreme values of the sample variogram.
Though, it must be noted that as the smoothness increases this advantage
recedes.
• During our study we have also noticed that binning (the width of unit lag and
also the number of lags considered) influences the sample variogram which in
turn affects the estimation, discussed earlier. For example, for the current data
set we had initially computed variograms for 25 different lags; but for estimation
through variogram fitting we had to restrict our observations only to 22 lags,
the higher lags not only had smaller number of observations but also extreme
values which gave a bad fit.
Next, we use the cross validation method discussed in the previous section, to
observe if fitting an overestimating variogram has any effect on the eventual and
more important problem of kriging. Given below are the histogram plots and tables
of residual sums of squares of kriging.
We notice that, unlike in estimation, in prediction the exponential variogram
performs better than other variogram functions. From Fig. 4.4 we can see that the
residual sum of squares is more concentrated around zero in the case of Exponential
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Figure 4.4: Residuals of Cross validation for Variogram Fit for CC Weight
Figure 4.5: Residuals of Cross validation for Variogram Fit for PC1 Weight
variogram than the other variogram functions. The following table gives the values of
the residual measure (4.8) for each of the different variogram - weight combinations.
Table 4.4: Residual Sum of Squares of Prediction Errors
Exponential Matern1 Matern 1.5 Matern 2.5
CC 1.85275 2.19447 2.26291 2.290678
PC1 1.7343 2.24438 2.3383 2.410481
PC2 1.80545 2.20798 2.28662 2.351582
The plots in Figs 4.5 and 4.6 for the prediction residuals look quite similar. Ta-
ble 4.4 provides us a more objective basis for comparison. We note that, contrary to
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Figure 4.6: Residuals of Cross validation for Variogram Fit for PC2 Weight
the standard errors of estimates, in prediction the residual sums of squares are gen-
erally lower for variogram functions fitted using weight function CC than those fitted
using the proposed functions PC1 and PC2. The difference increases as the smooth-
ness parameter (ν) of the theoretical variogram function increases. The explanation
lies in the problem of over-estimation that we mentioned earlier. As seen from the es-
timation plots in Fig 4.3, as the smoothness parameter of the Matern class increases,
the fitted variogram curve moves farther away from majority of sample variogram
ordinates in favour of the higher or extreme variogram values, eventually resulting in
bigger residual sum of squares of prediction. We also note that for exponential vari-
ogram ( i.e, when the smoothness parameter ν of the Matern class function is small)
the least squares estimates of parameters obtained using the proposed weight func-
tions, PC1 and PC2, result in smaller residual sum-of-squares of kriging, compared to
estimation using the weight CC; but this advantage recedes when the smoothness of
the theoretical variogram function is increased. To validate the above argument fur-
ther we compare the goodness-of-fit of the estimated variogram curves to the sample
variogram, corresponding to the three different weights both in presence and absence
of the extreme values. We use the deviation measure (4.6) defined earlier. The results
are summarized in the Tables 4.5 and 4.6 below.
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Table 4.5: Goodness of Fit- Estimation (All Lags Present)
Exponential Matern1 Matern 1.5 Matern 2.5
CC 1244.75 1186.58 1157.97 1148.007
PC1 1475.4 1305.56 1253.75 1218.112
PC2 1286.07 1203.75 1169.17 1139.968
Table 4.6: Goodness of Fit- Estimation (Extreme Lags Omitted)
Exponential Matern1 Matern 1.5 Matern 2.5
CC 811.253 763.485 754.83 809.2677
PC1 731.599 651.318 643.113 648.2038
PC2 752.208 709.951 700.051 697.4076
While Table 4.5 corresponds to the estimation sums of squares of the parameters
when all the lags are present, in Table 4.6 we exclude the extreme sample variogram
values. In Table 4.6, when the extreme values are excluded, we observe that the devi-
ation measures are small for both PC1 and PC2 compared to CC for any variogram
function used. This provides empirical evidence in favour of the fact that the weights
PC1 and PC2 give a better fit for the sample variogram for the data without extreme
values.
But, more importantly Table 4.5 shows (as we had earlier seen in the plots of
Figure 3) estimated variogram curves obtained using CC shifts the fitted variogram
functions more towards the extreme values producing spurious lower goodness-of-fit
measure compared to the variogram functions estimated using weights PC1 and PC2
in least squares, but resulting in less accurate prediction. Thus, both PC1 and PC2
seem more robust as weighting criteria compared to CC. Based on the above analyses
we recommend using Matern 1.5 as the variogram function for the Elevation data.
To summarize, we have seen in the analysis of the elevation data set PC1 and
PC2 give us estimates of both σ and φ with lower standard errors than CC. The
estimation is more robust. It should be further investigated, how the increase in the
smoothness parameter of a variogram function affects its robustness of least square
fit, in presence of extreme sample variogram values.
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4.2 Analysis of Swiss Rainfall Data
4.2.1 Introduction to Data and Objectives
The data provides the record of rainfall measured on 8th May 1986 at 467 fixed loca-
tions across Switzerland. Locations(Cartesian coordinates) are measured in meters
and rainfall in 1/10th of a millimeter. This data collection was part of a workshop
organized by AI-GEOSTATS to compare the various contemporary methods in use
in analyzing spatial data. The objectives of the exercise were concerning the utility
and efficiency of spatial interpolation techniques. Given below is a brief summary of
the workshop (for details see Dubois [21]).
To better understand spatial interpolation techniques so that practi-
tioners can grasp the ’science behind the technology’, a kind of contest has
been organized on the AI-GEOSTATS mailing list (www.ai-geostats.org)
in 1997 called Spatial Interpolation Comparison 97 (SIC 97), this
scientific exercise where participants were invited to estimate daily rain-
fall measurements at unsampled sites as well as their extreme values, was
organised in the frame of the Radioactive Environmental Monitoring insti-
tutional support programme of the Environment Institute (Joint Research
Centre, EC, Ispra).
In the original experiment the objective was to use the rainfall measurements
of 100 randomly selected locations to predict the rainfall at 367 different location
points. But here we follow Diggle et al. ( see [20, Ch. 5]) and use the entire data
(467 location points) to estimate the underlying variogram structure. Fig. 4.1 gives
the plot of the rainfall.
The plot doesn’t indicate the presence of any particular long term spatial deter-
ministic mean effect. So, we assume that the random process rainfall, denoted by
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Figure 4.7: Swiss Rainfall Plot. The figure shows the rainfall received at a particular
geographic location in Switzerland. The radii of the circles are proportional to the
amount of rainfall.
Y (si), satisfies the following model:
Y (si) = µ(si) + Z(si); i = 1, 2, ..., n
where, E[Y (si)] = µ(si) = µ = constant
and {Z(s1), Z(s2), ...Z(sn)}
′
= Z(s) v (0,Σ)
where, Σ = [Cov{Z(si), Z(sj)}]; (i, j) = 1, 2, ..., n
Z(si) is assumed to be a spatially second order stationary and isotropic process.
The above model assumptions imply that the Y (si) is also a second order spatially
stationary isotropic random process. For simplicity of analysis our computations
are based on the process Z(si). Similar to the case of the Elevation Data, here we
estimate Σ, or in the present research, its corresponding variogram matrix M modeled
on some known parametric functions.
The objective is to fit a suitable parametric variogram function to the sample var-
iogram. As before, the principal focus of investigation is to compare the influence of
weight functions (4.3) in estimating the unknown parameters of the variogram func-
tion; where the fitting is done by minimizing the weighted least squares criteria (4.2).
Given below are the table (Table 4.7) and plot (Fig. 4.8) of the sample variogram.
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For the sample variogram plot 2γˆ(h) is calculated for 25 different lag distances
(‖h‖); where
{‖h‖ = k.‖e‖; ‖e‖ = 10 units, k = 1, 2, ..., 25}.
For analysis reported here we have converted the Euclidean distance in Kilometre
(KM) from metre.
Table 4.7: Sample Semivariogram - Original Data
Lags(‖h‖) No of Pairs Semivariogram(γˆ(‖h‖))
10 1919 2766.343
20 2974 5272.223
30 4014 6893.134
40 4893 9059.628
50 5598 11510.818
60 6156 13340.161
70 6544 14676.858
80 6706 15401.826
90 6868 14859.259
100 6817 13920.262
110 6778 13359.113
120 6456 12313.4
130 6199 12039.548
140 5500 11796.7
150 5132 12295.361
160 4745 13431.3
170 4258 13965.536
180 3603 14252.337
190 3087 14983.716
200 2613 14394.436
210 2218 13236.558
220 1770 12782.506
230 1288 13150.382
240 861 13835.401
250 574 13487.914
4.2.2 Methods and Technique
Though, in this thesis, we are primarily interested in the comparison of the effects
of using the three weights on parameter estimation proposed earlier, for the current
rainfall data we consider a more comprehensive analysis of data and the interpreta-
tions that could be made. In this thesis, based on Table 4.7 and the semivariogram
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Figure 4.8: Swiss Rainfall Sample Semi-Variogram Plot computed at 25 different lag
distances
plot in Fig. 4.8, we have performed our analyses on three modifications of the data:
1. Original Data: The entire data is used without any modifications.
2. Extreme Values Omitted: In this case we consider rainfall measures of 0 or more
than 500 units as extreme observations and for our analysis we omit locations
which have received either 0 or above 500 units of rainfall. We note that treating
0 as an extreme value is not a generic suggestion but based on outlier detection
tests for the present Swiss Rainfall data of the particular day we treat it as
such.
3. Based on univariate quantile and histogram plots we apply Box-Cox transfor-
mation on the original data with λ = 0.5. We then use this transformed data, for
our analysis. The Box-Cox transformation is defined as follows: if Y represents
the original data, the transformed data denoted by Y ∗ is given by
Y ∗ =

Y λ−1
λ−1 , for λ 6= 0
ln(Y ), if λ = 0
The sample variogram presented in Table 4.7 provides the association measure of
the original data. Diggle et al in [20, Ch. 5] investigate the fit of different Matern
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class variogram functions to the Swiss rainfall sample variogram using the method of
maximum likelihood. Here, we not only fit those functions but, the periodic nature of
the sample variogram as observed in Fig. 4.8 also leads us to fit the wave variogram,
to be defined later. Given below are the variogram functions which are fitted to the
sample variogram for all the above modifications of the data.
Variogram Functions Fitted :
1. Exponential: ν = 0.5
γ(h) = σ2 − σ2 exp
[−||h||
φ
]
, σ > 0, φ > 0
2. Matern-1:
γ(h) = σ2 − σ2 1
Γ(1)
( ||h||
φ
)
K1
( ||h||
φ
)
, σ > 0, φ > 0
3. Matern-1.5
γ(h) = σ2 − σ2 1
Γ(1.5)21.5−1
( ||h||
φ
)ν
K1.5
( ||h||
φ
)
, σ > 0, φ > 0
4. Matern-2
γ(h) = σ2 − σ2 1
Γ(2)22−1
( ||h||
φ
)ν
K2
( ||h||
φ
)
, ν > 0, φ > 0
5. Wave Variogram:
γ(h) = σ2 − σ2
(
φ
||h||
)
sin
( ||h||
φ
)
, σ > 0, φ > 0 (4.10)
As earlier we eventually chose ν based on analysis of deviation measures of the fitted
variogram curves and cross validation, and for all the above parametric functions
the unknown parameter vector is θ = (σ, φ)
′
. As discussed in the Chapter 1 and
previous sections ν is the smoothness parameter of the Matern class functions. So, as
ν is increased we get smoother parametric functions that is functions for which higher
derivatives exist. For example, Matern 1 is a smoother function than the Exponential
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variogram. In the following we refer to this fact as a ’smoother choice of variogram
functions’.
The analysis is presented in three different subsections corresponding to the type
of data (original, extreme values omitted or transformed) considered. For each type
of data the variogram estimation is assessed and the performance of the three weight
functions are compared sequentially in three different steps.
• First, we provide and compare the results of estimation through the standard
errors of estimates of the unknown parameters. We also compare the joint
variability using the measure JSE defined in (4.5).
• This is followed by a study of the measure of deviation (goodness-of-fit) of the
fitted curve from the sample variogram using (4.6).
• Finally, we use cross-validation kriging and the subsequent residual sum of
squares (4.8) to compare the effect of the estimates obtained by using the three
different weight functions and the various variogram functions in kriging.
As mentioned earlier we observe that the sample variogram is exhibiting a periodic
pattern. In view of this in the final section of the analysis we introduce the wave
variogram as an alternative to the Matern Class for the periodic sample variogram of
Swiss rainfall. We use it on the original data and compare its effect on the estimation
of parameters similarly.
4.2.3 Original Data
Estimation and Standard Errors
Table 4.8 provides the estimates of σ and φ and their standard errors for the original
data.
The estimates of σ by all methods seem comparable. The main difference is
in the standard errors where for the exponential variogram the standard errors of
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Table 4.8: Estimates and Standard Errors of Variogram Parameters
CC PC1 PC2
Covariance Statistic σ φ σ φ σ φ
Exponential estimate 118.729 34.072 117.767 33.74 118.754 35.298
stderr 2.094 4.189 1.996 4.157 2.163 4.183
Matern1 estimate 117.336 19.482 116.638 19.49 117.072 19.525
stderr 1.48 1.347 1.441 1.574 1.473 1.368
Matern1.5 estimate 116.56 14.154 116.309 14.928 116.42 14.3682
stderr 1.4692 0.8946 1.355 1.08 1.4361 0.9235
Matern2 estimate 115.711 11.1104 116.158 12.5408 116.09 11.758
stderr 1.7342 0.6432 1.3344 0.8679 1.469 0.749
σ are larger than all the Matern class variograms for any of the weight functions.
For estimation of σ, use of PC1 gives estimates with lower standard error than the
estimates obtained using CC and PC2 among all variogram functions considered in
the table. The overall minimum standard error for estimates of σ is 1.3344 obtained
for Matern 2, using PC1. Though, with a standard error of 1.35, Matern-1.5, with
PC1 as the weight function, is quite close to the minimum.
For the range parameter φ it can be observed that using CC generally produces
estimates with lower standard errors followed by PC2 and PC1, for each of the var-
iogram functions. The overall minimum standard error of 0.6432 is obtained for
Matern 2 with CC as the weight function.
But, we see that the minimum standard errors for estimates of σ and φ are obtained
for different variogram functions. So, in this case none of the weight functions are able
to suggest to the practitioner, a unique variogram function using separate standard
error analysis. Hence, as a rough measure of joint variability of the two parameters,
we obtain the sum of the standard errors of the two parameters. It is seen that of
all the combinations, using PC1 for Matern-2 results in the lowest sum of standard
errors for estimates of σ and φ with 2.2023.
But as mentioned earlier the estimates of the two parameters σ and φ are corre-
lated. So, any assessment of combined performance of the estimates should include
the covariance between the estimates. Here we use the measure Joint Standard Error
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as defined in (4.5). The joint variability observations are presented in Table 4.9.
Table 4.9: Joint Standard Error for σˆ and φˆ - Original Data
JSECC JSEPC1 JSEPC2
Exponential 0.018083 0.018379 0.017539
Matern-1 0.005937 0.007775 0.006070
Matern-1.5 0.004955 0.006212 0.005076
Matern-2 0.004473 0.005675 0.004969
We note from Table 4.9 that for the original rainfall data apart from the expo-
nential variogram for other variogram functions Cressie weight criterion has smaller
JSE than PC1 and PC2. Though the JSE of the parameter estimators obtained using
PC2 is comparable. The minimum JSE is 0.0044 for Matern-2 using CC criterion.
Goodness-of-Fit (Sum of Squares of Rsiduals): Original Data
In this section we present the goodness-of-fit method of assessment of the fitted curves
as defined in (4.6). In Fig. 4.9 we give the plots and Table 4.4 gives the measure of
the fit.
Figure 4.9: Variogram Fit- Original Data. Each plot correspond to the respective
variogram function used. In each plot three different curves corresponding to the
weights CC, PC1 and PC2 are overlapped on the sample variogram.
In each plot, the three different curves correspond to the curves fitted with the
estimates of φ and σ obtained using the three different criteria (CC, PC1 and PC2),
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Table 4.10: Goodness-of-Fit - Estimation (Original Data)
Exponential Matern1 Matern 1.5 Matern 2
CC 6382.617 5465.87 5334.34 5555.242
PC1 6288.232 5472.62 5294.38 5238.379
PC2 6406.145 5457.32 5307.59 5335.066
indicated by the respective legends. For any given variogram function, the nature of
the plots of the estimated curves, for all the three weight functions seem to be very
similar. To make a more objective comparison we need to observe the Table 4.10.
We summarize the observations below
• The minimum goodness-of-fit measure is 5238.379 and it is obtained where the
variogram function Matern-2 (using PC1 as the weight function) is used. For
all variogram function considered, using PC1 or PC2 give us lower deviation
sum of squares than CC.
• We observe from the table that, as the smoothness parameter ν of the Matern
class functions increases (from Exponential to Matern-2) the goodness-of-fit
measure decreases irrespective of the weight function used in least squares.
We also observe from the plots (analogous to the Elevation Data) that, as the
smoothness of the parametric function increases, the fitted curve deviates more
towards the higher values of the sample variogram plot regardless of the weight
function used for estimation. For the Swiss rainfall data we observe that the
periodic nature of the sample variogram influences this behaviour as the fitted
curves shift towards the crests of the periodic sample variogram plot. So, a
reduced deviation measure with the increase in the smoothness parameter could
be misleading.It would be interesting to find, how this apparent overestimation
of the variogram affects the eventual prediction problem. This might become
clearer in the following section, when we analyze the performance of the fitted
variogram functions using cross validation kriging.
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Cross Validation Kriging: Original Data
Given below are the histogram plots of residuals of cross validation as defined in 4.2.2
followed by the table of residual sum of squares defined in (4.8)
Figure 4.10: Residuals of Cross validation for Variogram Fit using Weight CC- Orig-
inal Data
Figure 4.11: Residuals of Cross Validation Variogram Fit using Weight PC1- Original
Data
An overview of the histogram plots reveals that, among the variogram functions
used, exponential variogram has the least dispersion and the dispersion increases as
we move towards Matern class functions with higher smoothness parameter. In fact,
in the previous section we have noticed that for exponential variogram the fitted
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Figure 4.12: Residuals of Cross Validation Variogram Fit using Weight PC2- Original
Data
curve was comparatively closer to the sample variogram. The higher order Matern
functions overestimate the sample variogram deviating towards the higher variogram
values.
Table 4.11: Cross Validation Residual Sum of Squares - Original Data
Exponential Matern1 Matern 1.5 Matern 2
CC 0.570166 2.61485 8.98134 20.02773
PC1 0.575658 2.6305 9.00066 19.95054
PC2 0.570873 2.62075 8.99209 19.96234
Table 4.11 shows the residual sums of squares. From the table we observe that,
the smoother variogram functions for which the fitted variogram curves shift towards
the higher variogram values, producing smaller goodness-of-fit measure have higher
residual sum of squares. Thus, overestimation of the variogram adversely effects the
prediction of the random process in kriging. We note that the exponential variogram
has the least residual sums of squares since it follows the sample variogram closely
compared to the variogram functions with higher smoothness. Also, for any variogram
function considered we observe that, there is not much difference in the sums of
squares of residuals between the three different weight functions.
In the next section we investigate whether removal of some extreme values of the
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rainfall data from our analysis alleviates the above problem of overestimation. We
should point out that here we have followed the convention of opting for the flexible
Matern class variogram functions (also studied by Diggle et al. for this data), but it is
possible that for this rainfall data, instead of the Matern class of variogram functions
a periodic variogram for the rainfall data might be a more appropriate choice. An
improper choice of variogram function could also explain the apparent disparity that
we observe between the estimation of parameters and the eventual prediction.
4.2.4 Extreme Values Omitted
Estimation and Standard Errors
As mentioned earlier, in this section we remove from our estimation procedure loca-
tions that have reported rainfall of 0 or 500 units or more.We want to explore the
effects of the extreme value removal on estimation. The steps in our analysis remain
exactly same. Given below are the plot (Fig. 4.13) and table (Table 4.12) of sample
variogram.
Figure 4.13: Sample Semivariogram Plot of Swiss Rainfall data - Extreme Values
Omitted
The plot and table of sample variogram depict that removal of the extreme values
has reduced the magnitude of variogram for all lags. There is not much change in
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Table 4.12: Sample Semivariogram - Extreme Value Omitted
Lag Distance (‖h‖) No of Pairs (|N(h)|)) Semivariogram (γˆ(‖h‖))
10 1894 2606.713
20 2919 4990.023
30 3946 6472.033
40 4793 8212.716
50 5488 10688.07
60 6033 12568.33
70 6398 13665.7
80 6542 14308.57
90 6667 13824.85
100 6625 12934.52
110 6585 12523.25
120 6229 11687.25
130 5940 11138.77
140 5248 10856.81
150 4890 11427.25
160 4517 12204.68
170 4057 12741
180 3415 12799.73
190 2883 12630.41
200 2470 12793.83
210 2081 12404.22
220 1673 11894.36
230 1240 12179.92
240 843 12826.01
250 556 12860.7
the shape of the variogram curve, though.
Table 4.13: Estimates and Standard Errors of Variogram Parameters -Extreme Values
Omitted
CC PC1 PC2
Variogram Output σ φ σ φ σ φ
Exponential estimate 113.938 33.265 113.041 32.918 113.923 34.379
stderr (2.017) (4.123) (1.895) (4.056) (2.061) (4.099)
Matern1 estimate 112.914 19.345 112.07 19.185 112.437 19.193
stderr (1.59) (1.116) (1.38) (1.556) (1.412) (1.352)
Matern1.5 estimate 111.9515 13.9114 111.781 14.739 111.8379 14.1524
stderr (1.4214) (0.8776) (1.305) (1.076) (1.3798) (0.9141)
Matern2 estimate 111.113 11.1104 111.6485 12.4041 111.5291 11.5888
stderr (1.686) (0.631) (1.2898) (0.8696) (1.4134) (0.7423)
In Table 4.13 we present the estimates and standard errors for the two unknown
parameters σ and φ corresponding to the three weight functions CC, PC1 and PC2
and the same set of variogram functions as in the previous section.
By comparing Table 4.13 with Table 4.8 we note that removal of the extreme
values has reduced the magnitude of estimates and standard errors for both σ and φ
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for most of the cases, an observation which is expected. The magnitude of change is
more apparent for estimates of σ where there is a four to five percent reduction in
the magnitude of the estimates.
But the pattern of variation remains similar to the case of Original Data analy-
sis. That is, for σ, as in the case of original data, using PC1 provides us estimates
with lower standard errors than PC2 and CC for all the variogram functions consid-
ered. The overall minimum standard error among estimates of σ is 1.28, obtained for
Matern-2 using PC1 weight; though the standard error for Matern-1.5 (1.30) using
PC1 is quite comparable.
For φ, weight function CC produces estimates with lower standard errors. The overall
minimum standard error is 0.631 for Matern-2 using CC as the criterion.
It might be of interest to check numerically in terms of standard errors- which
criterion is more influenced by the presence of extreme values in the data. In other
words which criterion is more (less) robust. To find that, we can investigate, for which
weight function the standard errors of estimates have undergone bigger change, once
the extreme values are removed. In Table 4.14 we provide the difference of the
standard errors of the parameter estimates between the original data and the present
case where the extreme values have been removed. For a more robust process of
estimation, we should expect lower difference in the standard errors between the two
cases.
Table 4.14: Difference of Standard Errors of Original and Extreme Values Omitted
CC PC1 PC2
Variogram σ φ σ φ σ φ
Exponential 0.077 0.066 0.101 0.101 0.102 0.084
Matern1 0.11 0.231 0.061 0.018 0.061 0.016
Matern1.5 0.0478 0.017 0.05 0.004 0.0563 0.0094
Matern2 0.0482 0.0122 0.0446 0.0017 0.0556 0.0067
We note that for φ, the differences of standard errors of estimates obtained us-
ing weight CC is more than those obtained using PC1 and PC2 for all except for
exponential variogram. Also, for σ the difference in standard errors of estimates is
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minimum when we use PC1, followed by estimation using PC2 and CC. This gives
empirical evidence that, for the Swiss rainfall data, the proposed weight matrices
PC1 and PC2 provide us more robust estimates for the given data set.
Finally, we observe the joint standard error (JSE) as a combined measure of vari-
ability of the two parameter estimates (ˆσ) and (ˆφ), as define in (4.5).The observations
are tabulated in Table 4.15. The observations of JSE for the outlier treated data
Table 4.15: Joint Standard Error for (ˆσ) and (ˆφ) - Extreme Values Omitted
JSECC JSEPC1 JSEPC2
Exponential 0.018790 0.018305 0.017678
Matern-1 0.004560 0.007822 0.006116
Matern-1.5 0.004548 0.006319 0.005117
Matern-2 0.004491 0.005816 0.005016
are similar to that noted for the original data. Except for the exponential variogram
the JSE is smaller for CC compared to the proposed criteria PC1 and PC2. The
minimum is 0.0044 for Matern-2 variogram for CC followed by 0.005 for PC2.
Goodness-of-Fit: Extreme Values Omitted
Following on Section 1.3.2 we here present the goodness-of-fit assessment of the fitted
curves for the rainfall data, after the omission of extreme values using (4.6). Given
below are the plots and the table of the fit.
Table 4.16: Goodness-of-Fit - Estimation (Extreme value Omitted)
Exponential Matern1 Matern 1.5 Matern 2
CC 5785.717 4945.31 4774.47 4981.38
PC1 5714.898 4905.07 4720.49 4660.366
PC2 5838.576 4903.23 4740.74 4759.736
We observe the following
• From Table 4.16 we see that the deviation measure is minimum (4660.366) for
the variogram Matern-2 using PC1 as the weight for least squares.
• Considering the present data, for any variogram function used, the minimum
deviation is obtained using PC1 closely followed by PC2.
CHAPTER 4. DATA ANALYSIS 138
Figure 4.14: Variogram Fit Plots - Extreme Values Omitted. Each plot corresponds
to the respective variogram function. In each plot there are three curves overlapped
on the sample variogram plot which correspond to the weight functions CC, PC1 and
PC2
• The goodness-of-fit plots in Fig. 4.14 depict a similar picture as seen in case of
the original data; the fitted curves deviate towards the higher variogram values
as the smoothness parameter of the Matern class functions is increased. This
is irrespective of the weight function used.
In the next section, the fitted variogram functions are used, as earlier, to study
their accuracy in prediction, using in cross validation kriging.
Cross Validation Kriging - Extreme Value Omitted
The plots below show the residual histograms as discussed in 4.2.2 for the rainfall
data with the extreme values omitted; followed by the table of residual sum of squares
as defined in (4.8).
Residual Histograms:
In tandem with the observations made in analysis of the original data, an overview
of the histogram plots reveal that, for all given weight functions used, the kriging
residuals (see equation (4.7)) obtained using the exponential variogram have the least
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Figure 4.15: Residuals of Cross validation for Variogram Fit using weight function
CC - Extreme Value Omitted
Figure 4.16: Residuals of Cross validation for Variogram Fit using weight function
PC1 - Extreme Value Omitted
dispersion about 0 and the variation of the residuals increases as the smoothness pa-
rameter ν of the Matern class functions is increased. This observation is summarized
on the basis of the sum of the squared residuals as defined in (4.8). In Table 4.17 we
summarize the residual sum of squares observations for various weight functions and
variograms.
It is no surprise that exponential variogram - which remained closer to the sample
variogram values , as observed in Fig. 4.14 - has lower residual sums of squares of
CHAPTER 4. DATA ANALYSIS 140
Figure 4.17: Residuals of Cross validation for Variogram Fit using weight function
PC2 - Extreme Value Omitted
Table 4.17: Residual Sum of Squares - Extreme Values Omitted
Exponential Matern1 Matern 1.5 Matern 2
CC 0.107444 2.03716 8.66425 20.14809
PC1 0.108297 2.05251 8.67746 20.05144
PC2 0.107458 2.0458 8.67304 20.07291
prediction than the smoother functions (which overestimate the variogram), for all
the weights used for estimation.
It is evident from Table 4.17 and the residual histograms of Fig. 4.15, 16 and
17 and the analysis of this section that removal of a few extreme values hasn’t in-
fluenced the pattern of observations made in estimation as well as cross validation
kriging. That is, compared with the analysis of the original data, in the present case
the standard errors of estimates, the measures of deviation and the residual sums
of squares have reduced in magnitude. But compared with the original data the
performance of the weight functions, after the removal of extreme values, in terms
of goodness-of-fit and kriging residual sum of squares has not changed much for all
variogram functions. Even after omission of the extreme values the problem of over-
estimation of variogram has persisted.
In the next section we explore if a transformation of the data might improve the
parameter estimation for the rainfall data.
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4.2.5 Transformed Data
Given below are the univariate histogram and normal quantile plots of original rainfall
data.
Figure 4.18: Univariate Distribution Plots of Swiss Rainfall Data
We notice that the univariate data is positively skewed and deviates from Gaus-
sianity. Fig. 4.18 gives a graphical analysis of the effect of transformation. We note
from the univariate histogram and quantile plots that the univariate rainfall data is
positively skewed. Based on this observation from Fig. 4.18 we make a transformation
of the Swiss rainfall data as suggested in [20, Ch. 5]. As mentioned in section 4.2.2
we use the Box-Cox transformation with λ = 0.5. Though it has to be noted that the
random process rainfall is correlated. Given below is the plot and the table of sample
variogram of the transformed data. So, univariate plots don’t show the comprehen-
sive image. Fig. 4.19 gives the sample variogram plot and sample variogram values
for the individual lags are reported in Table 4.18. We notice that sample variogram
values are smaller in magnitude, which is to be expected, since the transformed data
itself is of reduced magnitude. Also, the periodic nature of sample variogram persists
after transformation.
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Figure 4.19: Sample Semivariogram Plot Swiss Rainfall - Transformed Data
Table 4.18: Sample Semivariogram - Transformed Data
Lag Distance (‖h‖) No of Pairs (|N(h|)) Semivariogram (γˆ(‖h‖))
10 1919 14.2812
20 2974 27.48799
30 4014 37.13238
40 4893 48.13876
50 5598 61.93132
60 6156 73.28236
70 6544 81.35298
80 6706 86.6592
90 6868 84.32054
100 6817 79.4611
110 6778 76.43899
120 6456 72.16906
130 6199 70.57144
140 5500 70.23906
150 5132 72.03884
160 4745 79.97764
170 4258 85.29541
180 3603 91.79796
190 3087 100.5757
200 2613 99.01999
210 2218 94.71479
220 1770 94.28511
230 1288 95.95664
240 861 102.9175
250 574 111.1079
Estimation and Standard Errors
As in the previous sections we start our analysis by presenting below the estimates and
standard errors of the unknown parameters of the variogram functions considered.
Following Diggle et al.[20, Ch. 5] we also introduce a nugget effect parameter c0
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for the transformed data. Table 4.19 gives the estimates and standard errors of the
parameters σ, φ and the nugget effect c0.
Table 4.19: Estimates and Standard Errors (in brackets) of the parameters σ, φ and
c0 - Transformed Data
CC PC1 PC2
Covariance σ φ c0 σ φ c0 σ φ c0
Exponential 9.41 44.93 0 9.24 43.90 0 9.42 46.86 0
(0.36) (9.07) (7.44) (0.32) (9.17) (6.72) (0.28) (8.83) (5.66)
Matern1 9.04 25.86 3.61 8.92 23.62 1.91 8.98 25.51 3.68
(0.21) (2.82) (3.56) (0.28) (3.03) (5.08) (0.21) (2.95) (3.57)
Matern1.5 8.80 20.56 7.24 8.68 18.74 5.64 8.76 19.99 6.90
(0.18) (1.74) (2.50) (0.25) (2.09) (4.38) (0.20) (2.01) (3.13)
Matern2 8.70 17.39 8.69 8.57 15.92 7.27 8.65 16.86 8.26
(0.17) (1.28) (2.14) (0.24) (1.65) (4.06) (0.20) (1.57) (2.95)
We have the following observations from Table 4.19
• We note that for σ, estimation using CC provides estimates with lower stan-
dard errors compared to the estimates obtained using PC1 and PC2 for all but
the exponential variogram. The minimum standard error is 0.167 obtained for
Matern-2 using CC. Though we should point out that standard errors corre-
sponding to the weight PC2 are quite comparable (in fact in most cases differing
just by an order of 10−2) to those of CC.
• Similar to the observations made for σ, for φ we see that weighted least squares
estimation using CC results in estimates with lower standard errors than the
proposed weights, for each of Matern-1, Matern-1.5 and Matern-2 variograms.
Minimum standard error is 1.28 for Matern-2 and CC.
• Generally, for all the three weights we note that the estimates and standard
errors of both σ and φ decrease as the smoothness parameter ν of the variogram
function is increased, in analogy with earlier observations.
• But, the magnitude of estimates of the nugget effect c0 on the other hand
keep increasing as the smoothness of the variogram increases. This could be
explained by the fact that nugget effect accounts for the discontinuity of the
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variogram function at origin. So, as we choose parametric functions which have
high degree of smoothness ν at origin, the discontinuity presented by the sample
variogram of the data is left to be accounted by c0 increasing its value. Also,
notable are the high standard errors of the nugget effect for all combinations of
weight functions and variograms studied(recollect the high standard errors of
the nugget effect parameter for the Elevation Data as well). We have discussed
in the introduction chapter that nugget effect is the discontinuity of the vari-
ogram at origin or at the euclidean lag distance zero. So, to measure it precisely
we would need sample location points at very close distances. But, the rainfall
data reveals that the minimum distance between two location points -among
all the possible pairs of locations- is 750 meters, quite higher than zero. This
could be the reason that any estimate of an underlying nugget effect is likely
to have high standard errors in case of the rainfall data.
We have seen above that the transformation of data has reduced the standard
errors of parameter estimates using CC. But the use of univariate histogram or quan-
tile analysis, though useful in cases of independent random processes, can be debated
when the random process is correlated.
In Table 4.20 we give the joint standard error of estimation of σ and φ as defined
in (4.5).
Table 4.20: Joint Standard Error for (ˆσ) and (ˆφ) - Transformed Data
JSECC JSEPC1 JSEPC2
Exponential 0.037065 0.040321 0.035240
Matern-1 0.011725 0.013917 0.012942
Matern-1.5 0.007692 0.010802 0.009987
Matern-2 0.006080 0.009359 0.008654
For the transformed data we note that for all the variogram-criteria function
combinations the JSE is greater than those observed for the original and outlier
treated data. The minimum JSE is 0.006 for criterion CC. We note that for the
Swiss Rainfall data in each of the above cases considered so far the JSE is minimum
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for the criterion CC, though the JSE of PC2 follow closely. But as mentioned before it
would be interesting to observe the eventual effect of the choice of the above variogram
functions in kriging and compare their performance with an alternative parametric
variogram with periodic nature.
Goodness-of-Fit
In this section, we present the results of goodness-of-fit for the transformed data.
The plots of the fitted curves and table of deviation measure (4.6) are given below.
Figure 4.20: Variogram Fit Plots- Transformed Data. Each plot corresponds to the
respective variogram function. In each plot there are three curves overlapped on the
sample variogram plot which correspond to the weight functions CC, PC1 and PC2
From the plots of Fig. 4.20 we observe that the fitted variogram curves of the
transformed data deviate farther from transformed sample variogram compared to
the non-transformed data as observed in Figs. 9 and 14. But, for a particular
variogram function used, we can not visually distinguish between the curves fitted
using the three criteria CC, PC1 and PC2.
So, we observe the values of the goodness-of-fit deviation measure. The values
are presented in the Table 4.21 below.
From the above plots and table we observe the following
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Table 4.21: Goodness-of-Fit- Estimation: Transformed Data
Exponential Matern1 Matern 1.5 Matern 2
CC 49.6654 52.244 52.8161 53.237
PC1 54.3776 58.54 59.2581 59.6427
PC2 49.6578 53.503 54.4192 54.9381
1. For the transformed data the exponential variogram gives the best fit of the
sample variogram in terms of the computed deviation measure (4.6).
2. The deviation of the fitted curve from the sample variogram increases with the
increase in smoothness parameter of the Matern class.
3. For the transformed Swiss rainfall data, of the majority of the variogram func-
tions considered, the deviation measure figures of the fitted curves obtained
using CC are smaller than those obtained using PC1 and PC2; though the
smallest deviation of 49.6578 is observed for the fit of exponential variogram
using PC2.
4. Also, the variogram plots -for both transformed as well as non-transformed
data- suggest that we might try a theoretical variogram that converges to the
sill of the process in a periodic manner rather than the Matern class variograms
used here.
Cross Validation Kriging: Transformed Data
We have already pointed out in the estimation plots of Fig. 4.20 that for the trans-
formed data the fitted variogram functions deviate farther from the sample variogram.
In this section we test that impression, more objectively, by using the fitted curves
in cross validation, similar to the data analyses of sections 4.3.3 and 4.4.3. Given
below are the histogram plots of the residuals (4.7) corresponding to the three weight
functions, as discussed in 4.2.2. The plots are followed by the table of residual sums
of squares (4.8).
Comparing the above residual histogram plots with Figs. 10, 11 and 12 we see
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Figure 4.21: Residuals of Cross validation for Variogram Fit using weight function
CC -Transformed Data
Figure 4.22: Residuals of Cross validation for Variogram Fit using weight function
PC1 -Transformed Data
that the dispersions of the residuals have increased after transformation, irrespective
of the variogram function or the weight function chosen. The comparison of residual
sum of squares for the transformed data summarized in Table 4.22 with those in
Table 4.11 for the original data, confirms the same.
Given below is the summary of our observations and conclusions.
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Figure 4.23: Residuals of Cross validation for Variogram Fit using weight function
PC2 -Transformed Data
Table 4.22: Residual Sum of Squares- Transformed Data
Exponential Matern1 Matern 1.5 Matern 2
CC 1.76775 7.1008 24.5419 67.9386
PC1 1.79995 7.1902 24.8863 68.9569
PC2 1.765 7.1423 24.6653 68.2667
• We note that the residual sums-of-squares for all variogram weight function
combinations of Table 4.22 are substantially higher than the previous cases of
non-transformed data recorded in Tables 4.11 and 4.17. So, transformation has
not helped much with reduction of the residual sum of squares of kriging. The
minimum residual sums-of-squares are observed for the exponential variogram
function, a fact also observed in the previous two sections. The minimum of
1.765 is obtained using PC2 (slightly lower than CC). This could be attributed
to the fact that, for the transformed data the exponential variogram gives a
better fit to the sample variogram also indicated by the goodness-of-fit criterion
in Table 4.21.
• In [20] Diggle et al. suggest a Matern-1 variogram function for the transformed
data, based on Gaussian maximum likelihood estimation. But, the least squares
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analysis followed by the goodness-of-fit and cross validation assessments using
kriging, reported in Tables 4.21 and 4.22 reveal that transformation of the data
has deteriorated the accuracy of prediction compared to the non-transformed
data.
Our suggestion is, though transformation to achieve Gaussianity is a useful
technique in the univariate case it needs to be adapted carefully in case the
random process has spatial correlation.
The method of likelihood is a rigorous method that provides us ’best’ estima-
tors for unknown parameters when the random process is Multivariate Gaus-
sian. But, when the underlying distribution can’t be ascertained it is better
to use the least squares method of estimation, based on the variogram model
fitting technique, which doesn’t rely on any distributional assumptions. This
must be followed by an assessment of the fitted model through graphical and
mathematical analysis, for instance the cross validation method used in this
thesis.
We have already noted that in terms of residual sums of squares of kriging the expo-
nential variogram performs best among the Matern class of variograms, for the Swiss
rainfall data. Also, the performance worsens as we consider Matern class functions
with higher smoothness parameters, irrespective of the weight function used. This
contrasts with the fact that the standard errors of estimates for exponential vari-
ograms are higher than the other functions. So, in the next section we investigate if
we should use a different variogram function for the rainfall data.
4.2.6 Analysis Using Wave Variogram
We have argued in the previous sections that all the variogram functions chosen for
our analysis tend to overestimate the underlying sample variogram, discounting the
periodic nature illustrated by the sample variogram plots (e.g- Fig. 4.2). We have
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also seen during cross validation, this overestimation adversely effects the prediction.
Thus, in this section we investigate, if using a periodic variogram function would
improve the estimation and prediction of the Rainfall Data. In this section we propose
a two parameter isotropic second order stationary variogram function for the original
rainfall data analyzed in 4.2.3, that saturates to the sill in a periodic manner. In
Geostatistical literature it is referred to as hole-effect or wave variogram (see eg [46,
p. 148]. The wave variogram is defined as follows
γ(‖h‖) = σ2 − σ2.(φ/‖h‖). sin(‖h‖/φ) (4.11)
As before we use weighted least squares with the three different weight functions CC,
PC1 and PC2 to estimate the unknown parameters σ and φ. Here σ denotes the sill
and the parameter φ is related to range of the variogram (similar to the parameter
φ for the Matern class functions). In the following analysis we have allowed the
algorithm to choose a nugget effect from the data without imposing any constraints.
The table below gives the results of estimation and standard errors of the parameters.
Comparing this with the estimation results given in Tables 2 and 7 we first notice that
Table 4.23: Estimation Using Wave Variogram
Variogram - Wave
Statistic sigma phi nugget
CC estimate 103.7291 17.6437 2350.99
stderr 1.0933 0.2126 208.192
PC1 estimate 102.7444 17.6592 2550.99
stderr 1.1206 0.2248 201.967
PC2 estimate 103.1531 17.6269 2495.88
stderr 1.0312 0.2472 168.88
the estimates of parameters σ or sill and φ, are much lower (around 14 percent) for
the wave variogram than all the other variogram functions considered. This indicates
that for the Swiss rainfall data the Matern class variogram functions overestimate
the variance and range components of the random process due to their non-periodic
nature.
But more importantly for both σ and φ the standard errors of the estimates
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are substantially lower for wave variogram compared with all the other variogram
functions considered. For, σ the minimum standard error of 1.03 is obtained using
the weight PC2 while φ has minimum of 0.21 for CC. As in the previous sections, we
also consider an approximate measure of the joint variability of the two parameter
estimators as a sum of their standard errors. The sum of the standard errors of
estimates of σ and φ is minimum at 1.27 obtained using PC2. Given below is the plot
of estimated variogram curve overlapped on the sample variogram and also the table
of goodness-of-fit measured as (4.6). A comparison of Fig. 4.24 with Figs. 4.9 and
Figure 4.24: Variogram Fit Plot -Wave Variogram. In the plot there are three curves
overlapped on the sample variogram plot which correspond to the weight functions
CC, PC1 and PC2
4.14 reveals that there has been a significant improvement in the fit of the variogram
curve on using wave variogram as the parametric function. This is summarized in the
goodness-of-fit Table 4.24 below. The table compares the goodness-of-fit deviation
measure values for all the variogram functions considered in this analysis. We see
Table 4.24: Goodness-of-Fit - Original Data Wave Variogram
Exponential Matern1 Matern 1.5 Matern 2 Wave
CC 6382.617 5465.87 5334.34 5555.24 2752.401
PC1 6288.232 5472.62 5294.38 5238.38 2726.082
PC2 6406.145 5457.32 5307.59 5335.07 2698.278
that there is a substantial decrease in the goodness-of-fit statistic for wave compared
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to the Matern class variograms. The goodness-of-fit measure also indicates that the
estimated wave variogram curve fitted using the proposed weights PC2 and PC1 in
weighted least squares have smaller deviation from the sample variogram than CC;
estimation using PC2 gives minimum (2698.28) deviation. But, of more interest
will be to find if this improvement is reflected in the eventual prediction or kriging
problem. Given below is the table of residual sums of squares (4.8) of cross validation
kriging.
Table 4.25: Kriging Residual Sum of Squares- Original data Wave Variogram
Exponential Matern1 Matern 1.5 Matern 2 Wave
CC 0.570166 2.61485 8.98134 20.0277 0.17036
PC1 0.575658 2.6305 9.00066 19.9505 0.157217
PC2 0.570873 2.62075 8.99209 19.9623 0.156936
We can clearly see that wave variogram performs better in kriging as well. The
residual prediction sums-of-squares are smaller for the wave variogram, compared to
all other functions considered. The minimum value of residual sum of squares is
0.1569 observed for PC2 as the weight. The residual sum of squares of prediction,
obtained for the wave variogram using weight function CC is higher than those ob-
tained using the proposed weights PC1 and PC2. The above tables further provide
empirical evidence in favour of the hypothesis that for a reasonable choice of vari-
ogram function, estimation using the proposed weight functions PC1 and PC2 result
in better prediction results, when we use weighted least squares for estimation. Based
on the above analyses we recommend that for the Swiss Rainfall data wave variogram
seem to be a good choice for variogram.
Before ending this section we note that analogous to the observation for the el-
evation data, a better goodness of fit and JSE for the variogram function could be
misleading due the problem of ’overfitting’ that deviates the fitted curve towards lo-
cal maximum observations. These should only be considered in conjunction with the
cross validation kriging or any similar method. As seen during the cross validation (as
also in the goodness-of-fit) for the wave variogram the criterion CC leads to greater
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Kriging mean square error compared to both PC1 and PC2 despite the fact that it
results in parameter estimates with smaller JSE.
Conclusions From the analyses of the Elevation and Swiss rainfall data we observe
1. The weighted least squares fitting of variogram function are affected in the
presence of extreme values.
2. We have seen empirical evidence that for Matern class functions increasing the
smoothness parameter shift the fitted curves more towards the extreme values.
We may have a misleading goodness-of-fit measure in the process.
3. Numerically, estimation using PC1 and PC2 seem to be more robust, in presence
of extreme values, than CC, in the sense that the standard errors of parameter
estimates are more stable and generally smaller. Also, using the goodness-of-fit
measure we observe that for a particular variogram function the two proposed
weight functions keep the fitted curve closer to sample variogram in the presence
of extreme values.
4. From our data analyses of Elevation and Swiss Rainfall data we notice that it
is not advisable to base our decision of selection of a particular weight function
or a variogram function solely on JSE or the standard errors of estimates. We
have often seen—especially in the case of Swiss Rainfall data— that estimates
obtained using CC have smaller standard errors and JSE compared to PC1 and
PC2 but gave higher goodness-of-fit and residual sum of squares for kriging
compared to PC1 and PC2. Thus the selection procedure and decision making
should take into consideration standard errors in conjunction with goodness-of-
fit and cross validation methods.
5. For a seemingly better choice of variogram function estimation using PC1 and
PC2 have provide better prediction results.
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6. We should be careful about the objective of transformation for a correlated
data. For spatially correlated data whose distribution is not known, it is often
useful to consider the geometric method of weighted least squares as the method
of parameter estimation, since it doesn’t need any assumption of distribution
for the random process.
Chapter 5
Whittle Likelihood Approach for
Covariance Estimation of
Spatio-Temporal Processes
Abstract
We propose a method of parameter estimation for spatio-temporal covariance func-
tions based on asymptotic distribution of Discrete Fourier Transform of a difference
process, which will be defined. We study the convergence properties of the parameter
estimates and present simulation results.
5.1 Introduction
Spatiotemporal data arise in many subject areas: epidemiology, environmental sci-
ences (in particular weather sciences), evolutionary and marine biology, agriculture,
geology and finance to name a few. This has drawn experts from many scientific
disciplines and in particular statisticians over the past two decade, to the statistical
analysis and inference of space time data as one of the pertinent challenges of our
times. In the recent past the importance of spatiotemporal analysis has been illus-
trated in the research of [42],[28] [27] and [9] among others. Let us consider a real
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valued random process Z(s, t) where {(s, t) ∈ R2 × Z}. Assume that the process is
observed at m different spatial locations and k time points. So, we have a total of
m.k = n observations of the process
{Z(si, tj) : i = 1, 2, ...,m; j = 1, 2, ..., k}. Let S denote the set of ordered pairs
S = {(i, j) : i = 1, 2, ...,m; j = 1, 2, ..., k}. For convenience of notation let us de-
fine a one-one mapping from S → N enumerating the elements of the set S from
(1, 1), (1, 2), ..., (m, k) as 1, 2, ..., n. To ensure that the random process has finite sec-
ond order moments we assume that V ar[Z(s, t)] <∞. We then define the mean and
covariance functions based on the above defined mapping as
E[Z(s, t)] = µ(s, t)
Cov[Z(si; ti), Z(sj; tj)] = C(si, sj; ti, tj)
{i, j = 1, 2, ..., n}
Given the above set up, we are usually required to predict the process at unknown
location and time points, say Z(s0, t0), based on the observations
Z = (Z(s1; t1), ..., Z(sn; tn))
′
. The minimum mean square (optimal) linear predic-
tor is well known to be
Z(s0, t0) = µ(s0, t0) + c(s0, t0)
′
Σ−1(Z− µ), (5.1)
where c(s0; t0) = Cov[Z(s0; t0),Z],Σ = {Cov[Z(si; ti), Z(sj; tj)]} and µ = E(Z). The
above predictor is called the simple kriging predictor (see e.g [16, Ch. 3]). The mean
square prediction error(MSPE) is given by c(s0, t0)
′
Σ−1c(s0, t0). This expression of
the kriging prediction makes it a fundamental requirement for the covariance function
to be positive definite. Henceforth, in this chapter we assume that the random process
under consideration is second order spatial and temporal stationary. That is,
E [Z(s, t)] = µ
Cov[Z(si; ti), Z(sj; tj)] = C(si − sj; ti − tj)
(5.2)
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We note that C(si−sj; 0) and C(0; ti−tj) correspond to the purely spatial and purely
temporal covariances of the process, respectively. Under the above assumptions posi-
tive definiteness of the covariance function would imply that for any (s1, t1), ..., (sl, tl),
any real numbers a1, a2, ..., al, for any positive integer l the covariance function C(., .)
must satisfy
l∑
i=1
l∑
j=1
aiajC(si − sj; ti − tj) > 0 (5.3)
To put it differently, (5.1) is the optimal predictor of Z(s0, t0) only if the elements
of the covariance matrix Σ satisfy (5.3). But, as discussed in earlier chapters, Σ is
usually an unknown quantity and needs to be estimated from the sampled random
process, prior to prediction using the above kriging equation. The past decade has
seen some important contributions made in construction of spatio temporal covariance
functions. In the next section we briefly discuss these developments.
5.2 Spatio-Temporal Covariance Functions
To ensure that the estimated covariance function is positive definite the usual ap-
proach is to specify the covariance function to be a member of a parametric family
of functions known to be positive definite, that is
Cov[Z(s; t, Z(s + h; t+ u)] = C(h;u|θ) (5.4)
where, C(.; .) satisfies (5.3) for all θ ∈ Θ ⊂ Rp. Early attempts in constructing
parametric spatiotemporal covariance functions led to separable covariances, where
scientists combined purely spatial and purely temporal valid parametric covariance
functions in product or summation to create valid spatiotemporal variograms. For
example in [43] Rodriguez-Iturbe et al. use separable covariances of the form,
C(h;u|θ) = C1(h|θ1)C2(u|θ2), (5.5)
where C1(.) is a positive definite function in Rd and C2(.) is a positive definite function
in R1 for all θ ′ = (θ ′1, θ
′
2). But, as Cressie([15]) points out, the major problem with
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such functions is they don’t capture the space-time interactions. For two different
spatial lags h1 and h2 it is easy to note that,
C(h1;u|θ) ∝ C(h2;u|θ); for u ∈ R
The second kind of separability is additive. In this case the purely spatial and
purely temporal covariances are added to form a spatio-temporal covariance as
C(h;u|θ) = C1(h|θ1) + C2(u|θ2).
But certain specific cases of such functions might lead to singular covariance matrices
as noted in [38] which make them difficult to be used for optimal prediction in kriging
(5.1). These limitations of separable covariance functions have drawn experts to
the problem of constructing parametric non-separable covariance functions that can
model the space-time interactions of spatio-temporal random processes better. In the
past decade there have been some important developments in this direction. One of
the important constructions is due to Cressie and Huang ([15]). They start with the
assumption that C(h;u|θ) is continuous and bounded and use the Bochner’s theorem
that C(h;u|θ) is a covariance function if and only if it can be expressed as
C(h;u) =
∫ ∫
eih
′
ω+iuτg(ω; τ)dωdτ, (5.6)
where g(ω; τ) ≥ 0 is the spectral density corresponding to the spectral distribution
of the random process. Then following some elegant steps of algebraic manipulation
the authors arrive at the following theorem.
Theorem 5.1. A continuous, bounded, symmetric and integrable function C(h;u),
defined on Rd × R, is a space-time covariance if and only if
Cω(u) =
∫
e−ih
′
ωC(h;u)dh for u ∈ R (5.7)
is a covariance function for almost all ω ∈ Rd.
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Thus, closed form Fourier transform of Cω(u) provides the experimenter a very
powerful yet simple method of constructing non-separable covariance functions from
well known covariance functions in time. Gneiting([23]) follows on from Cressie and
Huang’s idea but generalizes the method further to arrive at a result that allows one to
construct non-separable second order space-time stationary and isotropic covariance
functions which does not rely on a closed form Fourier transform. Using the rela-
tionship between completely monotone and isotropic covariance functions developed
by Schoenberg([47, p. 816]) and Bernstein’s theorem on identifiability of completely
monotone function, (see e.g [22]), Gneiting arrives at the following theorem
Theorem 5.2. Let φ(t), t ≥ 0, be a completely monotone function, and let ψ(t), t ≥ 0
be a positive function with a completely monotone derivative. Then
C(h;u) =
σ2
ψ(|u|2)d/2φ
(
‖ h ‖2
ψ(|u|2)
)
, (h;u) ∈ Rd × R (5.8)
is a space-time covariance function.
An array of completely monotone and positive functions are readily available
which renders this theorem a very useful tool in the hands of the practitioner to
easily construct non-separable spatio-temporal covariances for many different ran-
dom processes. A method of constructing non-separable covariance functions closely
related to the Cressie-Huang, Gneiting class is the class of mixture covariances pro-
posed by Ma (see [34],[35] and [36]), Ma constructs the non-separable positive definite
spatio temporal parametric class of functions from purely spatial and (or) temporal
class of functions using the following results
Theorem 5.3. Let θ and θ0 be constant vectors on Rd. If CS(h) is a stationary
covariance function on Rd and CT (u) is a stationary covariance on R then
C(h;u) = CS(h + θu), (h;u) ∈ Rd × R is a stationary covariance on Rd × R
C(h;u) = CT (u+ θ
′
0h), (h;h) ∈ Rd × R is a stationary covariance on Rd × R
(5.9)
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The attraction of the above result lies in its simplicity. It helps us to construct
valid non-separable spatio-temporal stationary covariances from known purely spatial
and temporal covariance functions. One limitation of this method is that CS(h +θu)
doesn’t change on the hyperplane where h +θu is constant. As Ma suggests(cf. [35])
we can avert this problem by assuming that θ is a random vector, instead of being a
constant. Then the above result can be used with a little modification as follows.
Theorem 5.4. Let θ be a random vector on Rd. If CS(h) is a stationary covariance
function on Rd, then
C(h;u) = EθCS{(h + θu)}, (h;u) ∈ Rd × R (5.10)
is a stationary covariance on Rd × R, provided the expectation with respect to the
random vector θ exists.
The next results allow one to construct non-separable parametric spatio-temporal
covariance functions by convolving purely spatial and purely temporal covariance
functions. Ma terms them mixture covariance functions.
Theorem 5.5. Let d0 be a positive integer and µ(ω) be a nonnegative bounded mea-
sure on Rd0+ . If CS(h;ω) is a stationary covariance of h ∈ Rd for every ω ∈ Rd0+ and
a measurable function of ω ∈ Rd0+ for every h ∈ Rd, and CT (u;ω) is a stationary
covariance of u ∈ R for every ω ∈ Rd0+ and a measurable function of ω ∈ Rd0+ for
every u ∈ R then
C(h;u) =
∫
Rd0+
CS(h;ω)CT (u;ω)dµ(ω), (h;u) ∈ Rd × R. (5.11)
is a spatio-temporal stationary covariance on Rd×R provided that the integral exists
for all (h;u) ∈ Rd × R.
A fundamental result obtained by Schoenberg(cf. [16, p. 87]) states that a func-
tion γ(h) is a variogram function if and only if exp{−γ(h)} is a covariance function.
In the next result Ma(cf. [36]) uses this concept to construct a set of mixture non-
separable spatio-temporal covariance functions.
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Theorem 5.6. Let, L(θ1, θ2) be the Laplace transform of a nonnegative random vector
(X1, X2). If γ1(h) is a purely spatial variogram on Rd and γ2(u) is a purely temporal
variogram on R, then
C(h;u) = L(γ1(h), γ2(u)) (5.12)
is a spatio-temporal covariance function on Rd × R
Another useful approach in the construction of spatio-temporal covariance func-
tions is the use of stochastic partial differential equations(SPDE). We will not discuss
the method here. The interested reader is referred to [10] and [30] for recent contri-
butions on this methodology.
5.3 Method of Estimation of Covariance Parame-
ters
We have discussed the importance of covariance functions in kriging and important
developments on construction of valid spatio-temporal parametric covariance func-
tions. But eventually we need to estimate these unknown parameters, as noted in the
introduction section of this chapter. Hitherto research on parameter estimation of
the covariance functions in the spatio-temporal context have been limited, especially
when the distribution is non-Gaussian. In [15] and [23] the authors estimate the
unknown parameter vectors of the constructed non-separable parametric covariance
functions using a weighted least squares (WLS) criterion. It is an extension of the
WLS criterion proposed by Cressie for spatial data ([12]) as described below. Under
the set up laid out in section 5.1 the empirical spatio-temporal variogram is given by
2γˆ(h(l);u) =
1
|N(h(l);u)|
∑∑
(i,j,t,t′ )∈N(h(l);u)
(
Z(si, t)− Z(sj, t′)
)2
(5.13)
where,
N(h(l);u) ≡
{
(i, j, t, t
′
) : si − sj ∈ h(l); |t− t′| = u, i, j = 1, 2, ...,m
}
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|N(h(l);u)| is the number of distinct elements in the set N(h(l);u); l = 1, 2, ..., L;u =
0, 1, ...U . Then the parametric spatio-temporal variogram with the parameter vector
θ is defined as,
2γ(h;u|θ) = V ar {Z(s + h; t+ u)− Z(s; t)}
= 2{C(0; 0|θ)− C(h;u|θ)}, h ∈ Rd, u ∈ R (5.14)
Cressie and Huang use the following WLS method to fit 2γˆ(h(l);u) to the parametric
function 2γ(h(l);u|θ) (where the parametric functions could be constructed using any
of the methods discussed in the previous section). θ is chosen subject to minimization
of the following least squares criterion.
W (θ) =
L∑
l=1
U∑
u=0
|N(h(l);u)|
{
γˆ(h(l);u)
γ(h(l);u|θ) − 1
}2
(5.15)
As in the case of spatial data, the above criterion is based on the approximation
V ar[2γˆ(h(l);u)] ' 2(2γ(h(l);u|θ))
2
|N(h(l);u)|
but it has two limitations
• It relies on the assumption that the random process Z(s; t) is Gaussian.
• More importantly, it assumes that the differences {Z(s + hl; t+ u)− Z(s; t)}
are approximately independent for all (l, u) ∈ (L,U). This is a strong assump-
tion for many geophysical or other spatio-temporal processes.
The method that we propose next is based on a more robust theory and doesn’t
rely on the Gaussianity assumption.
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5.3.1 Spatio-Temporal Estimation in the Spectral Domain
Let Z(si, t), (i = 1, 2, ...,m; t = 1, 2, ..., n) be a stationary spatio-temporal process
with
E [Z(si, t)] = 0 for all i and j
V ar [Z(si, t)] = C(0, 0) = σ
2
E [Z(si + h, t+ u)Z(si, t)] = C(h, u) (5.16)
We define the following difference process, which is the difference of the spatio-
temporal process observed at different locations si and sj and same time point ’t’
such that the observed pairs belong to the same class N(hl) of spatial lag distance
hl defined by
N(hl) = [si, sj : ‖si − sj‖ = hl] , l = 1, 2, ..., L
Let
Yij(t) = Z(si, t)− Z(sj, t), (t = 1, 2, ..., n)
We assume that the spatio-temporal covariance C(h, u) = Cov{Z(s + h, t +
u), Z(s, t)} is a continuous function with corresponding spectral density function
f(λ, ω).
Let Jij(ωk) =
1√
n
n∑
t=1
Yij(t)e
−itωk be the discrete Fourier transform (DFT) of the
stationary process {Yij}. Here ωk = 2pik/n; k = 0, 1, 2, ..., [n/2]. We note that the
periodogram of the difference process {Yij} defined as |Jij(ωk)|2 can be expressed as
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follows
|Jij(ωk)|2 = 1√
n
n∑
t=1
Yij(t)e
−itωk .
1√
n
n∑
t=1
Yij(t)e
itωk
=
1√
n
n∑
t=1
e−itωk{Z(si, t)− Z(sj, t)}. 1√
n
n∑
t=1
eitωk{Z(si, t)− Z(sj, t)}
=
1
n
n∑
t=1
n∑
t′=1
e−i(t−t
′)ωkZ(si, t)Z(si, t
′)− 1
n
n∑
t=1
n∑
t′=1
e−i(t−t
′)ωkZ(sj, t)Z(si, t
′)
− 1
n
n∑
t=1
n∑
t′=1
e−i(t−t
′)ωkZ(sj, t
′)Z(si, t)− 1
n
n∑
t=1
n∑
t′=1
e−i(t−t
′)ωkZ(sj, t)Z(sj, t
′)
=
1
n
n−1∑
u=−n−1
n−|u|∑
t=1
e−iuωkZ(si, t)Z(si, t+ |u|)
− 1
n
n−1∑
u=−n−1
n−|u|∑
t=1
e−iuωkZ(sj, t)Z(si, t+ |u|)
− 1
n
n−1∑
u=−n−1
n−|u|∑
t=1
e−iuωkZ(sj, t+ |u|)Z(si, t)
− 1√
n
n−1∑
u=−n−1
n−|u|∑
t=1
e−iuωkZ(sj, t)Z(sj, t+ |u|) (5.17)
The above expression (5.17) will be used later while studying the convergence prop-
erties of the parameter estimators.
Also, Jij(ω) = Jsi(ω)− Jsj(ω)
where, Jsi(ω) =
1√
n
n∑
t=1
e−itωkZ(si, t), which implies
E |Jij(ω)|2 = E|Jsi(ω)|2 + E|Jsj(ω)|2 − E(Jsi(ω)J∗sj(ω))− E(Jsj(ω)J∗si(ω))
= fsisi(ω) + fsjsj(ω)− fsisj(ω)− fsisj(ω)
= fsisi(ω) + fsjsj(ω)− 2Refsisj(ω) (5.18)
where,
fsisi(ω) = E |Jsi(ω)|2
=
1
2pi
∞∑
u=−∞
C(0;u|θ) exp{−iuω}
= fsisi(ω,θ) (5.19)
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We are substituting the theoretical analytic expression for spectrum. Similarly,
fsisj(ω) = E
∣∣Jsi(ω)Jsj(ω)∣∣
=
1
2pi
∞∑
u=−∞
C(‖si − sj‖;u|θ)e−iuω
= fsisj(ω,θ) (5.20)
θ is the parameter vector to be estimated. Henceforth, we will denote:
fsisi = fii(ω,θ)
fsisj = fij(ω,θ)
Then a remarkable result due to Whittle and further by Walker (see e.g [8,
p.347,p.444],[54]) states that the complex random variables Jij(ωk) asymptotically
satisfy the following
Jij(ωk) ∼ independent N∗(0, fij(ωk, θ)) where we recall that
fij(ωk, θ) = fsisi(ωk, θ) + fsjsj(ωk, θ)− 2Refsisj(ωk, θ) (5.21)
Here the above asymptotic result holds only if ωk are the canonical frequencies de-
fined as ωk = 2pik/n; k = 0, 1, 2, ..., [n/2] (see eg.[6]). The independence of the discrete
Fourier transforms Jij(ωk) follow from the assumption of stationarity which requires
that E[Jsi(ωk)Jsj(ω
′
k)] = 0 for k 6= k′ (see eg. [55]). This relationship holds irrespec-
tive of the location points si, sj . All the terms are functions of parameter vector θ
and N∗(., .) is the complex Gaussian distribution(cf. [24]).
The above asymptotic complex Gaussianity detailed in (5.21) implies that we can
estimate θ using a maximum likelihood approach. Equivalently we can estimate θ by
minimizing the following objective function with respect to θ (see e.g[50, p.231])
Qn(θ) =
1
|N(hl)|
∑
i
∑
j
[n/2]∑
k=0
[
ln(fij(ω,θ)) +
|Jij(ωk)|2
fij(ω,θ)
]
(5.22)
In the next section we discuss strong consistency properties of the estimates of
the unknown parameters obtained from the above minimization.
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5.4 Almost Sure Convergence of Parameter Esti-
mates
Using a well known lemma based on the Arzela-Ascoli theorem (see for example [5, p.
221]) here we show that the parameter estimator θˆn obtained by minimizing (5.22)
with respect to the unknown parameter vector θ converges almost surely in the limit
as T → ∞ to the true parameter vector θ0. Throughout our discussion we assume
that θ ∈ Θ ⊂ Rd where Θ is a compact set and Qn(θ) has a unique minimum. We now
state the stochastic Ascoli lemma for any sequence of random functions Q∗n(θ), which
is an extension of the Arzela-Ascoli convergence theorem of sequence of functions on
the probability space of sequences of random functions.
Theorem 5.7. Let θˆn = arg minθ Q
∗
n(θ) and θ0 = arg minθ Q
∗(θ), where Q∗(θ) =
E [Q∗n(θ)]. Suppose that Q
∗(θ) has a unique minimum and
1. for every θ ∈ Θ we have Q∗n(θ) a.s→ Q∗(θ), (pointwise convergence)
2. the parameter space Θ is compact,
3. Q∗n(θ) is stochastic equicontinuous.
Then θˆn
a.s→ θ0 as n→∞.
We skip the proof here but the interested reader may refer [5]. To use the above
result we need to introduce the notion of stochastic equicontinuity.
Definition 1. A sequence of stochastic functions {fn(a)}n is said to be stochastically
equicontinuous if there exists a set M ⊂ Ω such that P (M) = 1 and for every ω ∈M
and  > 0, there exists a δ > 0 and such that for every ω ∈M
sup
|a1−a2|≤δ
|fn(ω, a1)− fn(ω, a2)| ≤ ,
for all n > N(ω).
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It is often difficult to directly prove stochastic equicontinuity based on the above
definition. But the notion of Lipschitz continuity, given below, of random functions
provides us with a useful tool in this regard.
Definition 2. A sequence of random functions {fn(ω, a)}n is called almost sure Lip-
schitz continuous if there exists a random variable K which is almost surely bounded,
where for all ω ∈M(P (M) = 1) we have
sup
a1,a2∈Θ
|fn(ω, a1)− fn(ω, a2)| < K(ω)‖a1 − a2‖
Then the following result gives a sufficient condition for stochastic equicontinuity.
Theorem 5.8. If a sequence of random functions {fn(ω, a)}n is almost surely Lips-
chitz continuous then the sequence of functions is stochastically equicontinuous.
Based on the above discussion we now state the main result of this section where
we show that under certain regularity conditions the parameter estimate vector θˆn
converges almost surely to the true value θ0.
Theorem 5.9. If Qn(θ) is defined as in (5.22) and further
(i) the parameter space Θ is compact,
(ii) the spatio-temporal process Z(s; t) is ergodic,
(iii) the spatio-temporal covariance function C(h;u) is absolutely continuous and
satisfies absolute summability that is |∑uC(h;u)| <∞,
(iv) V ar[Yij] <∞,
(v) the spectrum of the process Yij(t), fij(ωk, θ) as defined in (5.21) satisfies the
following conditions
• is not zero in the domain ωk ∈ [−pi, pi] and θ ∈ Θ.
• is absolutely continuous and differentiable with respect to θ ∈ Θ for any
ωk ∈ [−pi, pi].
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• lim
n→∞
1
n
[n/2]∑
k=−[n/2]
|fij(ωk, θ)| = K2(θ) <∞ for all θ and
• the derivative f ′1n(θ) of 1n
[n/2]∑
k=0
fij(ωk, θ), w.r.t to θ, exists for all n and con-
verges uniformly to function g(θ),
(vi) with f2n(θ) =
1
n
[n/2]∑
k=0
ln(fij(ωk, θ)) and f3n(θ) =
1
n
[n/2]∑
k=0
1/(fij(ωk, θ)); f
′
2n(θ) and
f
′
3n(θ) exist for all n and converge uniformly.
Then
1. For every θ ∈ Θ we have 1
n
Qn(θ)
a.s→ Q(θ) and
2. sup
θ1,θ2∈Θ
1
n
|Qn(ω,θ1)−Qn(ω,θ2)| < K(ω)‖θ1 − θ2‖.
3. Then from theorems 5.8 and 5.7 we have
θˆn
a.s→ θ0 as n→∞.
Proof. We first show the pointwise almost sure convergence of Qn(θ). Note that
putting in (5.22) the expression for |Jij(ωk)| from equation (5.17) we have
1
n
Qn(θ) =
1
n
1
|N(hl)|
∑
i
∑
j
 n−1∑
−n−1
Cˆ1(0, u)αu(θ)−
n−1∑
−n−1
Cˆ1(h, u)αu(θ)
−
n−1∑
−n−1
Cˆ2(h, u)αu(θ) +
n−1∑
−n−1
Cˆ2(0, u)αu(θ)

+
1
n
1
|N(hl)|
∑
i
∑
j
[n/2]∑
0
ln (fij(ωk, θ)) (5.23)
where
Cˆ1(0, u) =
1
n
n−|u|∑
t=1
Z(si, t)Z(si, t+ |u|); Cˆ2(0, u) = 1
n
n−|u|∑
t=1
Z(sj, t)Z(sj, t+ |u|)
(5.24)
Cˆ1(h, u) =
1
n
n−|u|∑
t=1
Z(sj, t)Z(si, t+ |u|); Cˆ2(h, u) = 1
n
n−|u|∑
t=1
Z(si, t)Z(sj, t+ |u|)
(5.25)
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and
αu(θ) =
[n/2]∑
0
e−iuωk {fij(ωk, θ)}−1 (5.26)
From the above expressions it is easy to see that the objective function (5.23)
reduces to
1
n
Qn(θ) = 2
1
|N(hl)|
∑
i
∑
j
 n−1∑
−n−1
Cˆ1(0, u)
1
n
αu(θ1)− 2
n−1∑
−n−1
Cˆ1(h, u)
1
n
αu(θ1)
+
1
n
[n/2]∑
0
ln (fij(ωk, θ))
 . (5.27)
The fact that the random process Z(s, t) is assumed to be ergodic and the func-
tions defined in (5.24) and (5.25) are measurable functions of Z(s, t) allows us to
apply Birkoff’s ergodic theorem (see e.g [8] or Chapter 2) to obtain
Cˆ1(0, u) =
(
n− |u|
n
)
1
n− |u|
n−|u|∑
t=1
Z(si, t)Z(si, t+ |u|) a.s→ C(0, u)
Cˆ1(h, u) =
(
n− |u|
n
)
1
n− |u|
n−|u|∑
t=1
Z(si, t)Z(sj, t+ |u|) a.s→ C(h, u)
(5.28)
where C(0, u) = E [Z(si, t)Z(si, t+ |u|)] and C(h, u) = E [Z(si, t)Z(sj, t+ |u|)] where
h = si − sj.
Now,
E[Qn(θ)] = 2|N(hl)|
n−1∑
−n−1
(
n− |u|
n
)
C1(0, u)
1
n
αu(θ)
− 2|N(hl)|
n−1∑
−n−1
(
n− |u|
n
)
C1(h, u)
1
n
αu(θ) +K1n(θ) (5.29)
Taking the limit as n→∞, we get from (5.29)
E[
1
n
Qn(θ)]→ 2|N(hl)|
[ ∞∑
−∞
C1(0, u)
1
n
αu(θ)
−
∞∑
−∞
C1(h, u)
1
n
αu(θ)
]
+K1(θ)
= Q(θ) as n→∞
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Then from (5.28) we have
1
n
Qn(θ)
a.s→ Q(θ) as n →∞ for any θ ∈ Θ. (5.30)
Note that in the above relation (5.29), as n→∞,
K1n(θ) = 2
1
|N(hl)|
∑
i
∑
j
1
n
[n/2]∑
0
ln (fij(ωk, θ))→ K1(θ) due to assumption (v) of The-
orem 5.9. Next, we show that the above objective function Qn(θ) is also Lipschitz
continuous. Observe that we can denote
1
n
n−|u|∑
t=1
Z(si, t)Z(si, t+ |u|) = 1
n
n−|u|∑
t=1
Z(sj, t)Z(sj, t+ |u|) = Cˆ(0, u)
1
n
n−|u|∑
t=1
Z(si, t)Z(sj, t+ |u|) = 1
n
n−|u|∑
t=1
Z(sj, t)Z(si, t+ |u|) = Cˆ(h, u)
(5.31)
Using (5.31) equation (5.17) could be rewritten as
|Jij(ωk)|2 = 2
n−1∑
u=−n−1
e−iωkuCˆ(0, u)− 2
n−1∑
u=−n−1
e−iωkuCˆ(h, u) (5.32)
Hence, from (5.22) using (5.32) the objective function reduces to
1
n
Qn(θ) =
1
|N(hl)|
1
n
∑
i
∑
j
[n/2]∑
k=0
ln(fij(ωk, θ)) + 1
fij(ωk, θ)
2
n−1∑
u=−n−1
e−iωkuCˆ(0, u)
−2
n−1∑
u=−n−1
e−iωkuCˆ(h, u)

 (5.33)
We now consider for any two arbitrary values of the parameters θ1 and θ2 ∈ Θ the
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absolute difference∣∣∣∣ 1nQn(θ1)− 1nQn(θ2)
∣∣∣∣ =
∣∣∣∣∣∣ 1|N(hl)|
∑
i
∑
j
1
n
[n/2]∑
k=0
[{ln(fij(ω,θ1))− ln(fij(ω,θ1))}
+ 2
n−1∑
u=−n−1
e−iωkuCˆ(0, u)
{
1
fij(ωk, θ1)
− 1
fij(ωk, θ2)
}
− 2
n−1∑
u=−n−1
e−iωkuCˆ(h, u)
{
1
fij(ωk, θ1)
− 1
fij(ωk, θ2)
}∣∣∣∣∣∣
≤ 1|N(hl)|
∑
i
∑
j
∣∣∣∣∣∣ 1n
[n/2]∑
k=0
ln(fij(ω,θ1))− ln(fij(ω,θ1))
∣∣∣∣∣∣
+ 2
∣∣∣∣∣∣ 1n
[n/2]∑
k=0
n−1∑
u=−n−1
e−iωkuCˆ(0, u)
{
1
fij(ωk, θ1)
− 1
fij(ωk, θ2)
}∣∣∣∣∣∣
− 2
∣∣∣∣∣∣ 1n
[n/2]∑
k=0
n−1∑
u=−n−1
e−iωkuCˆ(h, u)
{
1
fij(ωk, θ1)
− 1
fij(ωk, θ2)
}∣∣∣∣∣∣

= I1 + I2 + I3 (5.34)
Note that assumption (iii) of Theorem 5.9 implies
∞∑
u=−∞
|C(0, u)| <∞ and
∞∑
u=−∞
|C(h, u)| <∞ (5.35)
Now, using (5.28), the monotone convergence theorem for limits of random variables
(see e.g [p. 118][49]) and (5.35) we observe
∞∑
u=−∞
|Cˆ(0, u)| <∞ and
∞∑
u=−∞
|Cˆ(h, u)| <∞ (5.36)
Equation (5.36) implies that for any given event  we have
2 lim
n→∞
n−1∑
u=−n−1
e−iωkuCˆ(0, u) = M1ij(, ωk) <∞ ∀ frequencies ωk and similarly
2 lim
n→∞
n−1∑
u=−n−1
e−iωkuCˆ(h, u) = M2ij(, ωk) <∞
(5.37)
From (5.37) let us define
sup
ωk
M1ij(, ωk) = M1ij() and sup
ωk
M2ij(, ωk) = M2ij() (5.38)
CHAPTER 5. WHITTLE LIKELIHOOD IN SPACE-TIME MODELLING 172
We have also assumed that fij(θ, ωk) is an absolutely continuous differentiable func-
tion of θ such that fij(θ, ωk) 6= 0 for all θ ∈ Θ and ω ∈ [−pi, pi]. Also, by assumption
the spatio-temporal random process Z(s, t) has a finite variance, i.e
C(h, 0) <∞
⇒ 1
n
lim
n→∞
[n/2]∑
k=−[n/2]
fij(θ, ωk) = K2(θ) <∞
⇒ 1
n
lim
n→∞
[n/2]∑
k=0
ln{fij(θ, ωk)} = K1(θ) <∞
(5.39)
Note that from assumption v of Theorem 5.9, f
′
1n(θ) exists for all n and θ and is uni-
formly convergent to g(θ). This along with the uniform convergence of 1
n
[n/2]∑
0
fij(θ, ωk)
in (5.39) imply that K2(θ) is differentiable (see e.g [45, p. 152]). Now in equa-
tion (5.39) the last relationship of convergence to K1(θ) exists and is uniform since,
logarithm is a monotone function such that ln{fij(θ, ωk)} < fij(θ, ωk) for all k and
fij(θ, ωk) 6= 0 for all θ ∈ Θ, ωk ∈ [−pi, pi] (see assumption v of Theorem 5.9) moreover,
as seen above, lim
n→∞
1
n
[n/2]∑
k=0
fij(θ, ωk) also converges uniformly. Again from assumption
vi of Theorem 5.9, f
′
2n(θ) converges uniformly. Hence, K1(θ) is also differentiable
with respect to θ ∈ Θ. Again combining the non-zero criterion of the spectrum and
(5.39) imply that
1
n
lim
n→∞
[n/2]∑
k=0
1
fij(θ, ωk)
= K4(θ) <∞ (5.40)
Following similar arguments as above it is observed that K4(θ) is also a differentiable
function of θ ∈ Θ using the previous argument. From equations (5.40),(5.38), (5.37)
and the mean value theorem, we have
lim
n→∞
I2 = M1ij()L‖θ1 − θ2‖
lim
n→∞
I3 = M2ij()L‖θ1 − θ2‖
(5.41)
Here L is the partial derivative of K4(θ) with respect to θ. Also from equation (5.39)
and using mean value theorem we have
lim
n→∞
I1 = Kl(‖θ1 − θ2‖) (5.42)
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where Kl is the partial derivative of K1(θ) with respect to θ. Using equations (5.41)
and (5.42) in (5.34) we obtain∣∣∣∣ 1nQn(θ1)− 1nQn(θ2)
∣∣∣∣ < M()‖θ1 − θ2‖ (5.43)
where M() = max{M1ij()L,M2ij()L,Kl}. Thus, Qn(θ) is Lipschitz continuous.
This combined with the pointwise almost sure convergence of Qn(θ) and compactness
of the parameter space Θ gives us the desired convergence using Theorem 5.8 and
Theorem 5.7.
In the next section we apply the method described so far to estimation of unknown
parameters of parametric spatio-temporal covariance function of a simulated spatio
temporal random process.
5.5 The Space-Time Simulation Algorithm
In this study the domain of sampling (or observation) used, is a lattice in R2. But it
can be easily extended to a continuous domain D ⊂ R2. In [15] Cressie and Huang
have analyzed pacific wind speed data observed on a 17× 17 two dimensional lattice.
Here we use these lattice coordinates as the location points for the current simulation
study. We now describe the algorithm of simulation. The spatio-temporal random
process Z(s; t) simulated here is a separable process (discussed earlier). As in the
pacific wind data set, here the data is observed over 289 fixed spatial locations and
480 time points.
• Based on the set of coordinates obtained from the above mentioned data,
a spatial random process sample X(s) = {X(s1), X(s2), ..., X(s289)}′ of size
289 is generated with exponential covariance function σ2 exp (−‖h‖/α) using
Cholesky decomposition of covariance matrix as described in Chapter 3. We
have chosen σ2 to be 7 and the parameter α was selected based on a predeter-
mined range to be approximately 5.39.
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• Next a time series sample Y(t) of size 530 is simulated from an AR(1) process
Yt = φYt−1 + t,
where φ was chosen to be 0.5 and the white noise  ∼ N(0, ν2). We have chosen
ν = 1. We start with the initial value of Y0 = 0. Finally we remove from our
sample the first 50 observations to address the effects of non-stationarity that
might affect the data due the choice of the fixed initial value. We thus have a
time series sample Y(t) = {Y(t1),Y(t2), ...,Y(tn)}′ of size 480.
• The separable spatio-temporal process Z(s; t) is generated as a matrix product
of a spatial process X(s) and temporal process Y(t) of order 289 × 480. That
is, Z(s; t) = X(s)Y
′
(t).
In the next step we construct the spatio-temporal objective function Qn(θ) as defined
in equation (5.22) and the four parameters (now treated as unknowns) σ, ν, α and φ
are estimated using the following steps.
1. Using the weighted least squares(WLS), method of variogram estimation as
described in Chapters 2,3 and 4, we produce initial parameter estimates for the
spatial parameters σ and α. We have used the logarithm weight function v2i(.)
(refer Chapter 2) for the WLS procedure.
2. From the simulated temporal series Y(t) we compute the sample variance and
sample auto covariance of order 1. We then equate these statistics with the
population variance and population auto-covariance for the AR(1) model as
depicted in the following equations
1
n
n∑
t=1
Y 2t ≡
ν2
1− φ2 (5.44)
1
n
n∑
t=1
YtYt+1 ≡ ν
2φ
1− φ2 (5.45)
Solving the above two equations we obtain the initial estimates of ν and φ to
be 1.005 and .477 respectively.
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3. The objective function Qn(θ) is maximized with respect to the unknown pa-
rameters using the nlm package of R with the initial estimates obtained at
steps 1 and 2. Further details on the package nlm can be found in [19].
5.5.1 Results and Conclusion
One thousand independent simulations were performed as described in step 3 with
a fixed set of initial parameter estimates obtained from steps 1 and 2. In step 1 the
initial parameter values obtained for σ and α were 2.64 and 5.38 respectively. Then
we apply step 2 to one of the generated AR(1) samples. By solving the equations
we obtain the initial values of φ and ν to be 0.477 and 1.005 respectively. The
reported estimates and mean squared errors of the estimates are computed as follows.
Let, θˆi = {σˆi, αˆi, φˆi, νˆi}′ be the vector of parameter estimates obtained from the ith
simulation. Of the 1000 independent simulations we had to eliminate 13 sets of
observations since for those cases, the simulated estimates of the parameters φ and ν
went outside the allowable parameter space. Thus, the inference presented below is
based on 987 outcomes. The reported values of the estimates and their mean squared
errors for the 987 simulations are obtained as
θˆ =
1
987
987∑
i=1
θˆi
MSE(θˆ) = digonal of
{
1
986
987∑
i=1
{θˆi − θˆ}{θˆi − θˆ}′
} (5.46)
In Fig. 5.5.1 the plots of the histograms of the estimates obtained from the simulations
are presented. and are symmetrically distributed. It is followed by the table of results.
The histogram plots for all the parameters show a high degree of concentration of
the estimated values around the respective true parameter values. We also note that
the marginal distribution of the parameters are reasonably symmetric around the
true values. So, we compare the estimates with normal distribution using quantile
plots as shown in Fig. 5.5.2.
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Figure 5.1: Histogram Plots of Estimates for spatio-temporal parameters σ, α, φ
and ν obtained by minimizing Qn(θ) over 987 independent simulations. The true
parameter values are 2.645, 5.38, 0.5 and 1 respectively
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Figure 5.2: Q-Q Plots of Estimates for spatio-temporal parameters σ, α, φ and ν
obtained by minimizing Qn(θ) over 987 independent simulations. The true parameter
values are 2.645, 5.38, 0.5 and 1 respectively
The quantile plots indicate that marginal distribution of all the parameter es-
timates are close to a Gaussian distribution. The parameter estimates and their
standard errors are given in Table 5.5.1
We note from the table that the MSEs and bias of all the parameters are small.
These indicate that the proposed method of parameter estimation based on the spec-
tral domain gives us estimates which are fairly accurate.
We are working to extend this method to analyzing real data sets with more
complicated forms of spectral density functions and comparison of the consistency of
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Table 5.1: Simulation Results of Parameter Estimates
Parameters Original Values Mean Estimates MSE SE
σ 2.645 2.63761 0.000369 0.019204
α 5.38 5.3805 1.54E-05 0.003928
φ 0.5 0.4951273 0.001514 0.038913
ν 1 0.9990497 0.002611 0.051099
the proposed spectral method with the method used by Cressie and Huang in [15].
The results will be reported later.
Chapter 6
Bispectral analysis of spatial
processes and Non-linear Kriging
Abstract
In this chapter we briefly indicate our on going research on non-linear kriging ,and
a brief introduction to higher order spectra of spatial processes. These results are
incomplete, but we hope to complete these investigations in near future. We define
Bispectra of stationary spatial processes. Using these definitions, we define a non-
linear (quadratic) kriging estimator. These methods are useful in situations where
the assumption of Gaussianity is unrealistic. We wish to consider the usefulness of
these in future research.
6.1 Introduction
We have mentioned in Chapter 1 that linear prediction theory offers the best predic-
tor among the class of all predictors for Gaussian spatial random processes. But, for
non-linear processes or non-Gaussian spatial processes the linear kriging models don’t
provide the best predictors for the process. This, makes it imperative that prediction
models and mathematical measures be developed to predict non-linear processes and
to study the covariance structure for non-Gaussian processes. This is an area that
178
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deserves more research.
One approach to studying and modeling departure from Gaussianity is to transform
the observed random process Z(s) into a Gaussian random process. Howarth and
Earle [29] among others have demonstrated this method. Suppose, Z(s) is an intrin-
sically stationary geostatistical process (that is observed in a fixed continuous domain
D ⊂ Rd). If we can find a twice differentiable function g(.) such that
Y (s) = g(Z(s)), s ∈ D
and Y (s) follows a multivariate Gaussian distribution, one can use the linear pre-
diction theory on the transformed variable to predict the process at any arbitrary
location. This method is referred to as Trans-Gaussian kriging in literature.
One of the trans-Gaussian kriging models studied extensively in the past forty
years, is Log-normal kriging. It was observed that often the data obtained from
mines were positively skewed. An application of the linear kriging theory in such
cases usually provide local estimates which have large differences with the real value.
To mitigate this limitation log-normal kriging was developed, to use the advantage
of the distribution of the data for prediction. If Z(s), the spatial random process,
follows a multivariate Log-normal distribution then
Y (s) = log{Z(s)}
follows a multivariate Gaussian distribution and Y (s) is also intrinsic stationary. We
assume that µY and σ
2
Y (s) are the mean and variance respectively, of the transformed
process Y (s). If we have a sample of size n of observed at fixed spatial locations in
the domain D, following the theory of kriging, as discussed in Chapter 1 we define a
linear predictor for Y (s0) as
pˆY (Z; s0) =
n∑
i=1
ailog{Z(si)} =
n∑
i=1
aiY (si) (6.1)
Then using the classical multivariate theory it can be derived that an unbiased
predictor for Z(s0) is
pˆlZ(Z; s0) = exp
{
pˆY (Z, s0) + σ
2
Y (s0)/2− Var(pˆY (Z; s0))/2
}
(6.2)
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And the kriging mean squared prediction error is given by
E (Z(s0)− pˆlZ(Z; s0))2
=
{
exp
(
2µY + σ
2
Y (s0)
)× exp(σ2Y (s0)) + exp (var(pˆY (Z; s0)))
−2 exp (Cov(Y (s0), pˆY (Z; s0)))} (6.3)
A review of the different variants of log normal kriging and its limitations could be
found in [41]. One limitation of the trans-Gaussian kriging is that we are usually
kriging the transformed data, on applying the inverse transformation, to obtain the
original data, we are often left with high mean squared error.
Thus, in this Chapter we address non-linear prediction from a geometric point of
view. Instead of predicting the desired random process by a linear combination of
the observed sample, we consider a quadratic polynomial predictor. We call this a
quadratic kriging predictor. The motivation of this approach comes from the bilinear
time series models, which are particular cases of the more general Volterra series,
mentioned in Chapter 1. In Section 2 we develop the methodology of prediction
based on matrix algebra, analogous to the linear kriging theory.
The algebra of the methodology of prediction, for the quadratic kriging predictor,
demonstrates the need for higher order moments. In case the predictor depends on
higher powers of Z(s), the estimators of the parameters of the predictor equation
depend on the knowledge of higher order moments. This is in contrast to the linear
predictors where the unknown model parameters are estimated using second order
moments. It is well known that for Gaussian random processes the linear predictors
are the best predictors among the class of all predictors. Further it is a well known
fact that for the Multivariate Gaussian distribution all higher order cumulants and
their Fourier transforms are zero.
Now for a random process with mean zero, the third order cumulant is the same
as the third order moment. Thus predictors based on 3rd order moments, or their
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Fourier transform, help us to determine the departure of the underlying spatial ran-
dom process from Gaussianity as also from linearity. We now introduce the third
order moment for a stationary spatial random process Z(s). Let Z(s) be a real
valued spatial random process observed on an open subset of the d-dimensional Eu-
clidean plane Rd as {Z(s); s ∈ D ⊂ Rd}. If the process is 3rd order stationary then
the third order central moment is defined as
r(ν 1, ν 2) = E [{Z(s)− µ}{Z(s + ν 1)− µ}{Z(s + ν 2)− µ}] . (6.4)
Here, µ = E{Z(s)}. Since, the process is real valued, the third order moments must
satisfy the following symmetry property
r(ν 1, ν 2) = r(ν 2, ν 1) = r(−ν 1, ν 2 − ν 1) = r(ν 1 − ν 2,−ν 2). (6.5)
For d = 1 the above relationship implies that the third order moment of any
stationary random process can be completely specified in any of the six regions of the
two dimensional coordinate system given in Fig 1(c.f [52])
−40 −20 0 20 40
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ν 2
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Figure 6.1: Regions of a stationary third order cumulant
The bispectrum for the random process Z(s) is defined as the Fourier transform
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of the above defined (6.4) third order moment, as follows
g(λ1,λ2) =
1
(2pi)d
∫ ∞
−∞
∫ ∞
−∞
e−i(λ1ν1+λ2ν2)r(ν 1, ν 2) dν 1 dν 2 (6.6)
In Section 3 we define valid third order moments and construct the corresponding bis-
pectra, for spatial random processes observed on a two dimensional plane, assuming
3rd order stationarity. In this chapter we have not considered estimation of paramet-
ric or non-parametric bispectrum of specific forms which we hope to investigate in
future research.
In the next section we define the quadratic kriging predictor, discuss the method-
ology for estimation of it’s unknown parameters and demonstrate it’s dependence in
third order moments vis-a-vis bispectrum. For a broader discussion of non-linear pre-
dictors for spatial and spatio-temporal random processes, see Subba Rao and Terdik
[53].
6.2 A Quadratic Kriging Predictor
Let, Z(s) denote a fourth order stationary random process observed on n locations
{s1, s2, ..., sn} in an open continuous subspace, say D ⊂ R2 . We assume that
E[Z(si)] = µ and V ar[Z(si)] = σ
2 for all i = 1, 2, ..., n. Let, the random process
be described by the following generic model
Z(s) = µ1 + e(s); e(s) ∼ (0,Σ) where,
e(s) = {e(s)1, e(s)2, ..., e(s)n}
Thus, we assume the model to be an additive combination of a constant mean
effect and spatially correlated random process. Initially let’s assume that µ is un-
known and Σ is known. The objective is to predict the value of the process at some
arbitrary location point s0, say Z(s0). As an extension of the linear kriging theory,
discussed earlier, here we propose the following non-linear predictor
Zˆ(s0) =
n∑
i=1
aiZ(si) +
n∑
i=1
biZ(si)
2 (6.7)
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We also assume that Zˆ(s0) is unbiased in the sense that
E[Z(s0)] = E[Zˆ(s0)]
µ =
n∑
i=1
aiµ+
n∑
i=1
bi(σ
2 + µ2) (6.8)
Comparing the coefficients on both sides we observe that for unbiasedness we
should have
n∑
i=1
ai = 1 and
n∑
i=1
bi = 0 (6.9)
So, analogous to the case of linear kriging we estimate the coefficients a′is and
b′is by minimizing the squared error loss E[Z(s0)− Zˆ(s0)]2 subject to the constraints
(6.9). Thus, the objective function is
Q = E[Zs0 −
n∑
i=1
aiZ(si)−
n∑
i=1
biZ(si)
2]2 − 2u(
n∑
i=1
ai − 1)− 2v(
n∑
i=1
bi)
= σ2 + Var
[
n∑
i=1
aiZ(si)
]
+ Var
[
n∑
i=1
biZ(si)
2
]
− 2
n∑
i=1
ai Cov [Z(s0), Z(si)]
− 2
n∑
i=1
bi Cov
[
Z(s0), Z(si)
2
]
+ 2
n∑
i=1
n∑
j=1
aibj Cov
[
Z(si), Z(sj)
2
]
− 2u(
n∑
i=1
ai − 1)− 2v(
n∑
i=1
bi)
= σ2 +
n∑
i=1
n∑
j=1
aiajσij(si − sj) +
n∑
i=1
n∑
j=1
bibj Cov
[
Z(si)
2, Z(sj)
2
]− 2 n∑
i=1
aiσ(s0 − si)
− 2
n∑
i=1
bi Cov
[
Z(s0), Z(si)
2
]
+ 2
n∑
i=1
n∑
j=1
aibj Cov
[
Z(si), Z(sj)
2
]
− 2u(
n∑
i=1
ai − 1)− 2v(
n∑
i=1
bi) (6.10)
Next the objective function Q is minimized with respect to the parameters of the
predictor ai, bi and the Lagrangian multipliers u and v to obtain the following normal
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equations,
∂Q
∂ai
= 0
⇒ 2
n∑
j=1
ajσij(si − sj)− 2σ(s0 − si) + 2
n∑
j=1
bibjCov[Z(si)
2, Z(sj)
2]− 2m = 0
for all i = 1, 2, ..., n
∂Q
∂bi
= 0
⇒ 2
n∑
j=1
bjCov[Z(si)
2, Z(sj)
2]− 2Cov[Z(s0), Z(si)2] +
n∑
j=1
ajCov[Z(si), Z(sj)
2] = 0
for all i = 1, 2, ..., n
∂Q
∂u
= 0⇒
n∑
i=1
ai = 1
∂Q
∂v
= 0⇒
n∑
i=1
bi = 0 (6.11)
The above normal equations can be expressed in matrix notations as follows
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
σ11(0) . σ1n(s1 − sn) Cov[Z(s1), Z(s1)2] . Cov[Z(s1), Z(sn)2] −1 0
σ21(s2 − s1) . σ2n(s2 − sn) Cov[Z(s2), Z(s1)2] . Cov[Z(s2), Z(sn)2] −1 0
. . . . . . . .
. . . . . . . .
. . . . . . . .
σn1(sn − s1) . σnn(0) Cov[Z(sn), Z(s1)2] . Cov[Z(sn), Z(sn)2] −1 0
Cov[Z(s1)
2, Z(s1)] . Cov[Z(s1)
2, Z(sn)] r4(0) . r4(s1 − sn) 0 −1
Cov[Z(s2)
2, Z(s1)] . Cov[Z(s2)
2, Z(sn)] r4(s2 − s1) . r4(s2 − sn) 0 −1
. . . . . . . .
. . . . . . . .
. . . . . . . .
Cov[Z(sn)
2, Z(s1)] . Cov[Z(sn)
2, Z(sn)] r4(sn − s1) . r4(0) 0 −1
1 . 1 0 . 0 0 0
0 . 0 1 . 1 0 0


a1
a2
.
.
.
an
b1
b2
.
.
.
bn
u
v

=

σ01(s0 − s1)
σ02(s0 − s2)
.
.
.
σ0n(s0 − sn)
Cov[Z(s0), Z(s1)
2]
Cov[Z(s0), Z(s2)
2]
.
.
.
Cov[Z(s0), Z(sn)
2]
1
0

(6.12)
Here, r4(si − sj) = Cov[Z(si)2, Z(sj)2] denote the fourth order moment. The
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above matrix equation can be written in a simplified block matrix form as follows. Π2n×2n M2n×2
−M ′2×2n 02×2

 λ
L
 =
 r
l
 (6.13)
Where,
Π2n×2n = Matrix of moments.
λ = (a1, ..., an, b1, ..., bn)
′
L = (m,n)
′
r =
[
σ01(s0 − s1), ..., σ0n(s0 − sn), Cov[Z(s0), Z(s1)2], ..., Cov[Z(s0), Z(sn)2]
]
l = (1, 0)
′ λ
L
 =
 Π2n×2n M2n×2
−M ′2×2n 02×2

−1  r
l
 (6.14)
Now, the above inverse should satisfy the following matrix equation, Π2n×2n M2n×2
−M ′2×2n 02×2

 A B
C D
 =
 I2k 0
0 I2

expanding the above we have
ΠA+MC = I (6.15)
ΠB +MD = 0 (6.16)
−M ′A = 0 (6.17)
−M ′B = I2 (6.18)
From equation (6.16) we have,
B = −Π−1MD (6.19)
Now, using equations (6.18) and (6.19) it also follows that,
M
′
Π−1MD = I2
⇒D = (M ′Π−1M)−1 (6.20)
and B = −Π−1M(M ′Π−1M)−1 (6.21)
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Similarly, from equation (6.15) we have,
A = Π−1(I −MC) (6.22)
Next, from (6.17) and (6.22) we have,
−M ′Π−1 +M ′Π−1MC = 0
⇒C = (M ′Π−1M)−1M ′Π−1 (6.23)
and A = Π−1 − Π−1M(M ′Π−1M)−1M ′Π−1 (6.24)
Thus, the unknown parameters of the predictors are obtained as follows- λ
L
 =
 Π−1 − Π−1M(M ′Π−1M)−1M ′Π−1 −Π−1M(M ′Π−1M)−1
(M
′
Π−1M)−1M
′
Π−1 (M
′
Π−1M)−1

 r
l

 λ
L
 =
 Π−1 [r−M(M ′Π−1M)−1{M ′Π−1r + l}]
(M
′
Π−1M)−1{M ′Π−1r + l}
 (6.25)
We now observe how to compute and simplify the expression Π−1 from its com-
ponent block matrices.
Π =
 Σn×n Σ3(n×n)
Σ
′
3(n×n) Σ4(n×n)
 (6.26)
where, from equation (6.12) we have
Σ = [σij(si − sj)]ij
Σ3 =
[
Cov{Z(si), Z(sj)2}
]
ij
Σ4 = [r4(si − sj)]ij
Then the inverse of Π is also a block diagonal matrix of the form
Π−1 =
 A1 B1
C1 D1
 .
The above inverse must satisfy the following matrix equation Σ Σ3
Σ
′
3 Σ4

 A1 B1
C1 D1
 =
 Ik 0
0 Ik
 (6.27)
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Expanding the above equation using matrix multiplication leads to the following
matrix equations
ΣA+ Σ3C = I (6.28)
ΣB + Σ3D = 0 (6.29)
Σ
′
3A+ Σ4C = 0 (6.30)
Σ
′
3B + Σ4D = I (6.31)
From, (6.28) we have A = Σ−1(I − Σ3C), replacing this in (6.30) we have
Σ
′
3Σ
−1 − Σ′3Σ−1Σ3C + Σ4C = 0
⇒ C = (Σ′3Σ−1Σ3 − Σ4)−1Σ
′
3Σ
−1 (6.32)
⇒ A = Σ−1 − Σ−1Σ3(Σ′3Σ−1Σ3 − Σ4)−1Σ
′
3Σ
−1 (6.33)
From, (6.31) D = Σ−14 (I −Σ′3B); replacing the above in (6.29) we similarly have,
ΣB + Σ3Σ
−1
4 − Σ3Σ−14 Σ
′
3B = 0
⇒ B = (Σ3Σ−14 Σ
′
3 − Σ)−1Σ3Σ−14 (6.34)
⇒ D = Σ−14 − Σ−14 Σ
′
3(Σ3Σ
−1
4 Σ
′
3 − Σ)−1Σ3Σ−14 (6.35)
Hence, Π−1 is as follows,
Π−1 =
 Σ−1{I − Σ3(Σ′3Σ−1Σ3 − Σ4)−1Σ′3Σ−1} (Σ3Σ−14 Σ′3 − Σ)−1Σ3Σ−14
(Σ
′
3Σ
−1Σ3 − Σ4)−1Σ′3Σ−1 Σ−14 {I − Σ′3(Σ3Σ−14 Σ′3 − Σ)−1Σ3Σ−14 }

(6.36)
As mentioned in Introduction, equation (6.14) shows that the estimates of the
unknown parameters of the quadratic kriging predictor defined in (6.7) depend on
third and fourth order moments. We also mentioned that for a random process
following a Gaussian Distribution all cumulants of 3rd or higher order are zero([7]) and
the third order central moment is the same as the third order cumulant. Hence, a non-
zero third order moment is not only an essential component of the quadratic predictor
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but is also an indicator of non-Gaussianity of the spatial process. This motivates us to
define third order moments and construct their inverse Fourier transforms. We refer
to these Fourier transforms as spatial bispectrums of third order stationary spatial
random processes.
6.3 Third Order Spectrum
In this section we construct analytical spectrum functions corresponding to third
order moments of weakly third order stationary real valued spatial processes observed
on a two dimensional plane. We start by defining parametric functions that could be
used as valid third order central moments r(ν 1, ν 2). We recall from equation (6.5)
that a valid third order moment of a weakly stationary spatial random process must
satisfy the following symmetry property:
r(ν 1, ν 2) = r(ν 2, ν 1) = r(−ν 1, ν 2 − ν 1) = r(ν 1 − ν 2,−ν 2).
If K(.) is a real valued function and ‖.‖ denotes the Euclidean norm we can define
r(ν 1, ν 2) = K(‖ν 1‖)K(‖ν 2‖)K(‖ν 2 − ν 1‖)
then the function r(ν 1, ν 2) satisfies the symmetry conditions necessary for the third
order moment of a third order stationary random process. Given below are some
functions with the above property. But, we also include functions of the form
r(ν 1, ν 2) = K(‖ν 1‖)K(‖ν 2‖)
(though they don’t satisfy the symmetry properties). This set of functions essentially
represent stationary covariance functions. In this chapter the real valued functions
K(‖ν 1‖) and K(‖ν 2‖) we use to construct the third order moments, r(ν 1, ν 2), are
based on the widely used exponential type Matern class covariance functions, since
these functions decay rapidly for increasing values of the lag vector (ν 1, ν 2).
1. r(ν 1, ν 2) = exp
−α‖ν1 ‖ exp−α‖ν2 ‖ exp−α‖ν2−ν1‖
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2. r(ν 1, ν 2) = exp
−α‖ν1‖ exp−α‖ν2‖
3. r(ν 1, ν 2) = exp
−α2‖ν1‖2 exp−α
2‖ν2‖2
4. r(ν 1, ν 2) = exp
−α2‖ν1‖2 exp−α
2‖ν2‖2 exp−α
2‖ν2−ν1‖2 δ(‖ν 2 − ν 1‖). Here, δ(.) de-
notes the Dirac delta function.
We now attempt to find their Fourier transform pairs or the bispectrum.
g(λ1,λ2)
=
1
(2pi)4
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
e−i(λ
′
1ν1+λ
′
2ν2)r(ν 1, ν 2) dν 1 dν 2
=
1
(2pi)4
∫ ∞
−∞
∫ ∞
−∞
e−iλ
′
2ν2
{∫ ∞
−∞
∫ ∞
−∞
e−i(λ11ν11+λ12ν12)rν2(ν 1) dν 1
}
dν 2
=
1
(2pi)4
∫ ∞
−∞
∫ ∞
−∞
e−iλ
′
2ν2Iν2 dν 2 (6.37)
here Iν2 =
∫ ∞
−∞
∫ ∞
−∞
e−i(λ11ν11+λ12ν12)rν2(ν 1) dν 1
=
∫ ∞
−∞
∫ ∞
−∞
e−i‖λ1‖‖ν1‖ cos(θλ1ν1 )rν2(ν 1) dν 1
Here, rν2(ν 1) = r(ν 1, ν 2) for fixed ν 2. Let us now make the additional assumption
that the random process Z(s) is isotropic besides being weakly third order stationary.
This implies that rν2(ν 1) is a function of the Euclidean norm |ν 1| = ν1(say). We can
now make the polar transformation.
ν11 = ν1 cosφ1
ν12 = ν1 sinφ1
The Jacobian of the transformation is
|J | =
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
cosφ1 sinφ1
−ν1 sinφ1 ν1 cosφ1
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ = ν1.
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Thus,
Iν2 = 2
∫ ∞
0
∫ pi
0
e−i|λ1||ν1| cos(θλ1ν1 )ν1rν2(|ν 1|) dν1 dφ1
= 2
∫ ∞
0
∫ pi
0
{cos(ν1λ1 cos(φ1))− sin(ν1λ1 cos(φ1))} ν1rν2(ν1) dν1 dφ1
= 2
∫ ∞
0
∫ pi
0
cos(ν1λ1 cos(φ1)) dφ1ν1rν2(|ν 1|) dν1
= 2pi
∫ ∞
0
J0(ν1λ1)ν1rν2(ν1) dν1
Therefore,
g(λ1,λ2) =
1
(2pi)3
∫ ∞
0
J0(ν1λ1)ν1
{∫ ∞
−∞
∫ ∞
−∞
e−iν2λ2rν1(ν 2) dν 2
}
dν1
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2J0(ν1λ1)J0(ν2λ2)r(ν1, ν2) dν1 dν2 (6.38)
We now use equation (6.38) to evaluate the bispectrum of the third order moments
defined above.
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1. The first function satisfies the symmetry property
r(ν 1, ν 2)
= e−α‖ν1‖e−α‖ν2‖e−α‖ν1−ν2‖
g(λ1, λ2)
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2e
−αν1e−αν2e−α‖ν1−ν2‖J0(ν1λ1)J0(ν2λ2) dν1 dν2
(using equation (6.38))
=
1
(2pi)2
{∫ ∞
0
∫ ν2
0
ν1ν2e
−αν1e−αν2e−α(ν2−ν1)J0(ν1λ1)J0(ν2λ2) dν1 dν2
+
∫ ∞
0
∫ ν1
0
ν1ν2e
−αν1e−αν2e−α(ν1−ν2)J0(ν1λ1)J0(ν2λ2) dν1 dν2
}
=
1
(2pi)2
∫ ∞
0
ν2J0(ν2λ2)e
−2αν2
{∫ ν2
0
ν1J0(ν1λ1) dν1
}
dν2 + I2
=
1
(λ1)2(2pi)2
∫ ∞
0
ν2J0(ν2λ2)e
−2αν2λ1ν2J1(λ1ν2) dν2 + I2
=
1
32α4(2pi)2
∞∑
m=0
Γ(4 + 2m)
m!Γ(m+ 1)
F
(
−m,−m; 1; λ
2
1
λ22
)(
λ22
4λ21
)m
+ I2
where, Re(α± iλ1 ± iλ2) > 0
(using [25, 6.626 p.715])
⇒ g(λ1, λ2)
=
1
32α4(2pi)2
∞∑
m=0
Γ(4 + 2m)
m!Γ(m+ 1)
F
(
−m,−m; 1; λ
2
1
λ22
)(
λ22
4λ21
)m
+
1
32α4(2pi)2
∞∑
m=0
Γ(4 + 2m)
m!Γ(m+ 1)
F
(
−m,−m; 1; λ
2
2
λ21
)(
λ21
4λ22
)m
(using symmetry of the two integrals) (6.39)
From the conditions of the integral we notice that ‖λ1‖ and ‖λ2‖ can not simul-
taneously be zero for the above formula. In case ‖λ1‖ = 0 = ‖λ2‖ we observe
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from equation (6.38)
g(λ1,λ2)
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2r(ν1, ν2) dν1 dν2
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2e
−αν1e−αν2e−α|ν1−ν2| dν1 dν2
=
3
32pi2α4
{ for α > 0, (using obtained using Mathematica 7 )} (6.40)
Thus for the first function the bispectrum is as follows
g(λ1,λ2) =

f1(λ1, λ2) where, Re(α± iλ1 ± iλ2) > 0
3
32pi2α4
for ‖λ1‖ = 0 = ‖λ2‖ and α > 0
(6.41)
where,
f1(λ1, λ2) =
1
32α4(2pi)2
∞∑
m=0
Γ(4 + 2m)
m!Γ(m+ 1)
F
(
−m,−m; 1; λ
2
1
λ22
)(
λ22
4λ21
)m
+
1
32α4(2pi)2
∞∑
m=0
Γ(4 + 2m)
m!Γ(m+ 1)
F
(
−m,−m; 1; λ
2
2
λ21
)(
λ21
4λ22
)m
.
2. The second function is a product of two exponential covariance functions and
is essentially a covariance function. It does not satisfy the symmetry property.
r(ν 1, ν 2)
= e−αν1e−αν2
g(λ1, λ2)
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2J0(λ1ν1)J0(λ2ν2)e
−αν1e−αν2 dν1 dν2
=
1
(2pi)2
∫ ∞
0
ν1J0(λ1ν1)e
−αν1 dν1
∫ ∞
0
ν2J0(λ2ν2)e
−αν2 dν2
=
1
(2pi)2
2αΓ(3/2)√
pi(α2 + λ21)
(3/2)
2αΓ(3/2)√
pi(α2 + λ22)
(3/2)
using,
∫ ∞
0
e−αxJν(βx)x(ν+1)
=
2α(2β)νΓ(ν + 3/2)√
pi(α2 + β2)(ν+3/2)
Reν > −1,Reα > |Imβ|
g(λ1, λ2) =
1
(2pi)2
α2
(α2 + λ21)
(3/2)(α2 + λ22)
(3/2)
(6.42)
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3. The third function is analogous to the second. It is formed by the multiplica-
tion of two Gaussian covariance functions and does not satisfy the symmetry
function.
r(ν 1, ν 2)
= e−α
2ν21e−α
2ν22
g(λ1, λ2)
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2J0(λ1ν1)J0(λ2ν2)e
−α2ν21e−α
2ν22 dν1 dν2
=
1
(2pi)2
∫ ∞
0
ν1J0(λ1ν1)e
−α2ν21 dν1
∫ ∞
0
ν2J0(λ2ν2)e
−α2ν22 dν2
⇒ g(λ1, λ2)
=
1
(2pi)2
e−(
λ21
4α2
+
λ22
4α2
)
using,
∫ ∞
0
e−α
2x2xν+1Jν(bt) dt
=
bν
(2α2)ν+1
e−b
2/4α2 ; Reν > −1,Reα2 > 0} (6.43)
Refer to [25] for the above formula.
4. The final function considered satisfies the symmetry property, is formed as a
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product of exponential covariance and the Dirac delta function.
r(ν1, ν2)
= e−α
2ν21e−α
2ν22 .e−α
2(ν21−ν22 )δ(ν2 − ν1)
g(λ1, λ2)
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2J0(λ1ν1)J0(λ2ν2)e
−α2ν21e−α
2ν22e−α
2(ν21−ν22 )δ(ν2 − ν1) dν1 dν2
=
1
(2pi)2
∫ ∞
0
ν1J0(λ1ν1)
{∫ ∞
0
ν2e
−α2ν22−α2(ν2−ν1)2δ(ν2 − ν1)J0(λ2ν2) dν2
}
dν1
=
1
(2pi)2
∫ ∞
0
ν21e
−2α2ν21J0(λ1ν1)J0(λ2ν1) dν1
⇒ g(λ1, λ2)
=
1
(2pi)2
1
2α3
∞∑
m=0
Γ(m+ 3/2)
m!Γ(m+ 1)
(−λ2
4α2
)m
F (−m,−m; 1;λ22/λ21) (6.44)
for Re(λ1) > 0 and Re(λ2) > 0
{using [25, 6.633, p.718]} (6.45)
Again we note that for the above formula to be valid we must have ‖λ1‖ > 0
and ‖λ2‖ > 0. In case ‖λ1‖ = 0 = ‖λ2‖ we observe from equation (6.38)
g(λ1,λ2)
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2r(ν1, ν2) dν1 dν2
=
1
(2pi)2
∫ ∞
0
∫ ∞
0
ν1ν2e
−α2ν21e−α
2ν22 .e−α
2(ν21−ν22 )δ(ν2 − ν1) dν1 dν2
=
1
32
√
2pi3/2|α|3 {for α ∈ R, (obtained using Mathematica 7 )} (6.46)
Thus for this function the bispectra is as follows
g(λ1,λ2) =

f2(λ1, λ2) where, ‖λ1‖ > 0 and ‖λ2‖ > 0
1
32
√
2pi3/2|α|3 for ‖λ1‖ = 0 = ‖λ2‖ and α ∈ R
(6.47)
where,
f2(λ1, λ2) =
1
(2pi)2
1
2α3
∞∑
m=0
Γ(m+ 3/2)
m!Γ(m+ 1)
(−λ2
4α2
)m
F (−m,−m; 1;λ22/λ21)
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We note that the forms of the bispectra for functions 1 and 4, that satisfy the sym-
metry property (6.5) are not compact but involve infinite series. But given the avail-
ability of modern computing facilities these can be computed without much trouble.
6.4 Future and Ongoing Work
In this chapter we have illustrated methods which can be used to study and model
non-linearity in isotropic fourth order stationary spatial random processes. We have
also constructed bispectra for parametric third order moments. We plan to extend
these results in our future research to studying the smoothness and asymptotic prop-
erties of these constructed bispectra, development of methods of estimation of their
parameters which could then be used in (6.25) for the non-linear prediction and con-
struction of statistical tests for testing non-Gaussianity of a spatial random process.
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Appendix A
Appendix for Chapter 1
A.1 Localized Estimation
Trend surface models provide us with global optimum solution for prediction but they
need a large number of parameters even for simple spatial structure. The alternative
method of Localized estimation, on the other hand, is a low degree polynomial, might
not provide a global fit for the data over the entire domain but at least we can have a
reasonably accurate prediction based on the realizations of the random process from
the immediate neighborhood of the location s0.
In this method, weights are assigned to the sample data Z(s1), Z(s2), ..., Z(sn)
which dictate the influence that the observations have on the estimation of the model
or prediction at s0. Here we briefly discuss one such technique known as Weighted
Local Linear Regression Models.
Weighted Local Linear Regression Models Suppose we want to make predic-
tion at location s0 and that the behavior can be expressed as a first degree polynomial
at s0 denoted by β00 +β01xi+β10yi(say). Then, we estimate the unknown parameters
by minimizing the following weighted squared error function
Q(s0, λ) =
n∑
i=1
W (‖si − s0‖, λ)[Z(si)− β00 − β01xi − β10yi]2
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where, W (., .) depends on the distance between observed and prediction locations
(si, s0) and the smoothing parameter λ (bandwidth). Varying W(.,.) over all ob-
served locations we have W (s0, λ) to be a diagonal weight matrix and the above error
function can be re expressed in the following matrix form
Q(s0, λ) = (Z(s)−X(s)β0)′W(s0, λ)(Z(s)−X(s)β0) (A.1)
We notice that the parameters obtained are local and so depend only on s0 and
are not for the entire domain. Equation (A.1) is a weighted least squares objective
function for the model,
Z(s) = X(s)β0 + e0; e0 ∼ (0,W−1(s0, λ)) (A.2)
Thus, assigning smaller weight to Z(si) than Z(sj) would imply Z(si) has higher
variance than Z(sj).
Remark. 1. The choice of the weight function is less important than choice of λ
in general. Some important weight functions are given below. ”d” in the context
of spatial prediction usually means the euclidean distance metric.
2. Epanechinikov Kernel(Weight function) in R1:
We(d, λ) =

3
4λ
[
1− ( d
λ
)2]
, −λ ≤ d ≤ λ;
0 , otherwise
3. Gaussian Kernel:
Wg(d, λ) =
1
λ
√
2pi
exp−
{
1
2
(
d
λ
)2}
4. Gaussian Product Kernel:
Wg(si − sj) = 1
2piλ2
exp−
{
1
2
(‖si − sj‖)
λ2
}
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A.2 Simple kriging deterministic part (mean) is
constant
When the mean µ(s) is known, we have the simplest case of prediction and the
model (1.4) is called Simple Kriging model. That is simple kriging is the problem of
prediction of spatial random process Z(s0) if, E[Z(s)] = µ(s) and µ(s).
Our task is to find the ’best’ predictor in the class of all predictors available, in
the mean square sense. But that is a formidable challenge. So, scientists set a more
achievable objective instead, to find the best linear unbiased predictor (i.e ”best” in
the class of linear and unbiased predictors). Here, by best we imply that the predictor
p(Z; s0)(say) must minimize the following mean squared loss function:
E[p(Z; s0)− Z(s0)]2 (A.3)
We assume,
p(Z; s0) = λ0 + λ
′Z(s) (A.4)
where, the linear coefficients λ0 and λ = [λ1, λ2, ..., λn]
′ are to be obtained subject to
the condition that they minimize,
E[p(Z; s0)− Z(s0)]2 = E[λ0 + λ′Z(s)− Z(s0)]2 (A.5)
Adding and subtracting
E[p(Z; s0)− Z(s0)] = λ0 + λ′µ(s)− µ(s0)
in (A.5) we have,
E[p(Z; s0)− Z(s0)]2 = Var[λ′Z(s)− Z(s0)] + [λ0 + λ′µ(s)− µ(s0)]2
= A+B (A.6)
Now, B is minimized if λ0 = µ(s0)− λ′µ(s)
Further with Var[Z(s0)] = σ
2 and σ = Cov[Z(s),Z(s0)] A simplifies to
A = σ2 + λ′Σλ− 2σ′λ (A.7)
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Differentiating (A.7) w.r.t λ and equating to zero we get,
∂A
∂λ
= 2λ′Σ− 2σ′ = 0⇒ λ = Σ−1σ (A.8)
is the unique solution assuming that the covariance matrix is full rank. That is we
don’t have duplicate observations in the same location. Thus, the solution can be
summarized as follows:
λ0 = µ(s0)− λ′µ(s)
where, λ = Σ−1σ
(A.9)
and the optimal linear predictor is
psk((Z; s0) = λ0 + λ
′Z(s)
= µ(s0) + σΣ
−1(Z(s)− µ(s)) (A.10)
In geostatistics the quantity psk(Z; s0) defined in (A.10) is called simple kriging
predictor, the best linear predictor under squared error loss (both biased or unbiased).
When the distribution of the random process Z(s) is Gaussian psk(Z; s0) is the optimal
(best) predictor in the class of all linear or non-linear predictors under squared error
loss function. Putting λ = σ′Σ−1 in term A of equation (A.6) we now have the
optimal prediction error to be,
E[psk(Z; s0)− Z(s0)]2 = σ2 − σ′Σ−1σ = σ2sk(s0) (A.11)
A Nice Property of the Predictor
Let’s use the predictor to predict at locations where the data was observed
s1, s2, ..., sn. Using the fact that Cov[Z(s),Z(s)
′] = Σ and E[Z(s)] = µ(s), we have
from equation (A.10)
psk[Z; (s1, s2, ..., sn)] = µ(s) + ΣΣ
−1[Z(s)− µ(s)]
⇒ psk[Z; (s1, s2, ..., sn)] = Z(s)
That is the predictor interpolates the data or rather is an exact interpolator. In
many scientific prediction scenarios this is a property expected of a ’good’ predictor.
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But as pointed out in [46] this apparently nice property could lead to higher prediction
errors if our random process has measurement errors. That is if Z(s) = Y (s) + ν(s)
where ν(s) is the measurement error at location s0, the scientist might not want a
predictor to exactly interpolate the data Z(s) but would be more interested to find
a predictor that interpolates the signal Y (s).
We now present a common application of the simple linear kriging predictor.
An Application of Simple Kriging
Consider the linear regression model
Z(s) = X(s)β + e(s)
where, e(s) ∼ (0,Σ) (A.12)
We know that the least squares estimate of β is given by,
βˆOLS = [X(s)
′X(s)]−1X(s)′Z(s)
Then we can predict the OLS residuals which have known mean 0 as,
ˆe(s) = Z(s)−X(s)[X(s)′X(s)]−1X(s)′Z(s)
by simple linear kriging psk(ê; ê(s0)). Then,
Ẑ(s0) = X(s0)
′βˆOLS + psk(ê; eˆ(s0))
Though, it is quite convenient to work out the optimal predictors of simple kriging
but in real life most often the mean of the random process is unknown, rendering the
assumptions of simple kriging as too simplistic; so in the next section we move to
further generalize the situation where the mean is unknown but constant.
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A.3 Ordinary Kriging: Mean Unknown but Con-
stant
Under the same model assumptions as in equation (1.4), if E[Z(s)] = µ1 (a constant
independent of the fixed locations of observation), then the best linear unbiased pre-
diction under squared error loss is called ordinary kriging. The model in this case
modifies to
Z(s) = µ1 + e(s)
e(s) ∼ (0,Σ),
E[Z(s)] = µ1,
Var[Z(s)] = Σ
(A.13)
Our objective is to predict Z(s0) using a linear predictor. Again, in accordance to
our previous set up, let the linear predictor be defined as
pok(Z; s0) = λ0 + λ
′Z(s) (A.14)
here, λ = [λ1, λ1, ..., λn] and λ0 are unknown coefficients, to be determined, subject
to the condition that the following mean square prediction error is minimized:
E[pok(Z; s0)− Z(s0)]2 = E[λ0 + λ′Z(s)− Z(s0)]2 (A.15)
Adding and subtracting E[pok(Z; s0)− Z(s0)] in (A.26) we have,
E[pok(Z; s0)− Z(s0)]2 = V ar[λ′Z(s)− Z(s0)] + [λ0 + λ′µ1− µ]2
= A+B (A.16)
We observe that B is minimized if we choose λ0 = µ−λ′µ1 or λ0 = µ(λ′1− 1), since
this is true for any µ so, for µ = 0 in particular, we have, λ0 = 0 and λ
′1 = 1
So, the problem boils downs to minimizing, E[λ′Z(s) − Z(s0)]2 subject to the
condition λ′1 = 1 i.e, to minimize,
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Q = E[Z(s0)−
n∑
i=1
Zi(si)]
2 − 2m(
∑
i
λi − 1). (A.17)
Here m is the lagrange multiplier to be evaluated from the minimization.
Kriging Predictor in Terms of Covariance Function/Covariogram
Rewriting the objective function in matrix notation we have,
Q = E[Z(s0)− λ′Z(s)]2 − 2m(λ′1− 1)
Now denoting,
Var[Z(s0)] = C(0) = σ
2
Cov[Z(s0),Z(s)] = σ and
Var[Z(s)] = Σ
we have the modfied objective function
Q = C(0) + λ′Σλ− 2λ′σ − 2m(λ′1− 1) (A.18)
Differentiating (A.18) w.r.t λ and m we have,
2Σλ− 2σ − 2m1 = 0
λ′1 = 1
Rewriting the above set of normal equations in empirical form in terms of covar-
iogram and using the assumption of weak stationarity we have,
n∑
i=1
Cov(si − sj)λi −m = Cov(s0 − sj) ; j= 1,2,...,n (A.19)
n∑
i=1
λi = 1 (A.20)
writing the above equations in matrix form we have,
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
C(0) C(s1 − s2) . . C(s1 − sn) −1
C(s2 − s1) C(0) . . C(s2 − sn) −1
. . . . . .
. . . . . .
C(sn − s1) C(sn − s2) . . C(0) −1
1 1 . . 1 0


λ1
λ2
.
.
λn
m

=

C(s0 − s1)
C(s0 − s2)
.
.
C(s0 − sn)
1

⇒
 Σ −1
1′ 0

 λ
m
 =
 σ
1
 (A.21)
Now observe that if M is a an invertible partitioned matrix of the form
M =
 A B
C D
 (A.22)
Then it is a standard result that (see e.g [26])
M−1 =
 (A−BD−1C)−1 −A−1B(D − CA−1B)−1
−D−1C(A−BD−1C)−1 (D − CA−1B)−1
 (A.23)
Thus, using the result of inversion of partitioned matrices from (A.23) in (A.21) we
obtain,
λ′ = (σ + 11−1
′Σ−1σ
1′Σ−11 )Σ
−1
m = 1−1
′Σ−1σ
1′Σ−11 (A.24)
Hence, from (A.24), the ordinary kriging predictor for the random process at the
fixed location s0 is
p̂ok(s0) = λ
′Z(s) (A.25)
and the prediction error is,
σ̂ok
2(s0) = C(0)− σ′Σ−1σ + [1− 1
′Σ−1σ]2
1′Σ−11
(A.26)
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Comparing equations (A.26) and (A.11) we note that,
σ̂2sk(s0) < σ̂
2
ok(s0) (A.27)
This is to be expected as in case of ordinary kriging as part of the prediction
process we are also estimating the unknown mean parameter µ.
It has been discussed in the initial sections that intrinsic stationarity is a weaker
assumption than second order stationarity. There are occasions in many scientific
investigations (meteorology for instance) where second order stationarity of the ran-
dom process under study is often a strong assumption. Thus, it is not possible to
use the covariance function as the parameter of the process. In such cases variogram
is an useful alternative measure of spatial dependence under the relatively weaker
assumption of intrinsic stationarity. The ordinary kriging predictor and prediction
error can be easily expressed using variogram as shown below.
Kriging Predictor in terms of Variogram
Recall that
n∑
i=1
λi = 1
Also the sum of squares could be reexpressed as
(Z(s0)−
n∑
i=1
λiZ(si))
2
= −1
2
n∑
i=1
n∑
j=1
λiλj(Z(si)− Z(sj)2 + 21
2
n∑
i=1
λi(Z(s0)− Z(si))2
and hence (A.18) can be rewritten in terms of variogram as follows:
Q = −
n∑
i=1
n∑
j=1
λiλjγ(si − sj) + 2
n∑
i=1
λiγ(s0 − si)− 2m(
n∑
i=1
−1) (A.28)
[γ(.) is the semivariogram.]
Differentiating equation (A.28) w.r.t λi and m we have,
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−
n∑
j=1
λjγ(si − sj) + γ(s0 − si)−m = 0,
for i = 1(1)n
and
n∑
i=1
λi = 1
Rewriting the above equations in matrix notation we obtain
γ(0) γ(s1 − s2) . . γ(s1 − sn) 1
γ(s2 − s1) γ(0) . . γ(s2 − sn) 1
. . . . . .
. . . . . .
γ(sn − s1) γ(sn − s2) . . γ(0) 1
1 1 . . 1 0


λ1
λ2
.
.
λn
m

=

γ(s0 − s1)
γ(s0 − s2)
.
.
γ(s0 − sn)
1

The above matrix equation could be written in abbreviated form as
Γ0λ0 = γ0
⇒ λ0 = Γ−10 γ0 (A.29)
Once again using the result on inverse of partitioned matrices from (A.23) in the
above equation we have,
λ′ = (γ + 1
1− 1′Γ−1γ
1′Γ−11
)Γ−1
m =
1− 1′Γ−1γ
1′Γ−11
(A.30)
where,
Γ = (γ(si − sj); i, j = 1(1)n,
λ = (λ1, λ2, ..., λn)
′
γ = (γ(s0 − s1), γ(s0 − s2), ..., γ(s0 − sn))′
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Using the above estimated value of λ in equations (A.25) and (A.26)we have the
ordinary kriging linear predictor and prediction error as,
p̂ok(s0) = λ
′Z(s)
σ̂2ok(s0) = 2λ
′γ0 − λ′Γλ (A.31)
