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ABSTRACT
GREGORY HERSCHLAG: Continuum-atomistic algorithms for dendritic formation
(Under the direction of Sorin Mitran)
Nanoscale patterning of materials at scales of less than 20nm remains a challenging
problem. Standard techniques, such as lithography, rely on electron and photon beams
to shape materials, yet these methods are difficult to employ at the sub 50nm scale. We
consider the possibility of employing natural interface instabilities during solidification
in order to reliably produce desirable structures. Existing continuum methods for com-
plicated materials may break down at these scales, while direct atomistic simulation is
computationally infeasible. The primary objective of the thesis is to develop methods ca-
pable of efficiently resolving the atomistic computations which may eventually be solved
concurrently with continuum scale approaches. In the present work we develop atomistic
algorithms to furnish closures for continuum methods. We develop novel molecular tech-
niques capable of resolving detail only about an interface with non-periodic boundaries
and accelerated by GPUs. The new algorithms provide a method to determine interfacial
dynamics based on local curvature, employing wedge shaped domains. These dynamics
lead to continuum closures which are used to determine necessary physical parameters
to enable dendritic patterning at the sub 20nm scale.
ii
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CHAPTER 1
MATERIAL DESIGN FOR INTERFACIAL GROWTH PHENOMENON
1.1. A brief survey of material design
The long-standing recognition that molecular arrangements and mesoscale structures
determine bulk material properties has led to the goal of gaining control over these
small scales to enable the design and fabrication of new materials. Conventionally, this
has been a process of trial and error: invent or select a material, allow it to undergo
a particular process and inquire into resulting macroscopic properties. Endeavors in
metallurgy have led to historically significant advances as well as recent insights and novel
material designs. For example, metals were strengthened by the addition or reduction
of impurities during fabrication; in one such instance of this process, ancient Damascus
sabers underwent a manufacturing process which embedded carbon nanotubes in the
weapons, leading to sharper and stronger blades [116]. Strong alloys also resulted from
this process; steel, for example, is produced by removing carbon impurities from melted
iron ore, and then alloying the metal with elements such as nickel or magnesium [82].
The processing of a material may also significantly change its properties, and Japanese
sword makers have long known that folding steel leads to more robust katanas [142]. The
metallurgical revolution continues to this day with advances in biologically unobtrusive
alloys used for surgical and dental implants [97], advances in annealing treatments for
heat resistant castings [11], and much more [105].
This approach of trial and error has also led to the polymer revolution in which
newly invented polymers have lead to a plethora of invention. Lead primarily by Wal-
lace Carothers of E. I. du Pont de Nemours and Company (DuPont), chemists began
to design new polymers. Among the myriad of materials found by trial and error, some
proved remarkably useful, and have since become household names including neoprene,
mylar, nylon, teflon and vinyl. The processes to manufacture these polymers into de-
sirable bulk materials nearly always involve some combination of annealing (heating) a
polymer blend, pressing or stretching the material, or allowing the polymer to form a
thin film. For example, Arnold Miller Collins and Wallace Carothers discovered the syn-
thetic rubber neoprene by the purfication of divinyl acetylene in the presence of cuprous
chloride via a careful process of heating [48]. Mylar, which is stretched polyethylene
terephthalate (PET), is formed via a process that requires heating and stretching a thin
film [114]. Kevlar, invented by Stephanie Kwolek, is formed by extracting a mixture
of poly-p-Phenylene-terephthalate and polybenzamide from a spinneret, forming a fiber
with extremely high tensile strength [30]. In summary, the field of material fabrication
has been an enormously successful endeavor.
This success has lead to ever widening methodologies and approaches to design and
understand new materials. In addition to the chemical and manufacturing approaches
described above, computational simulations seek to provide insights toward gaining con-
trol over the microscopic scale in order to produce desirable properties at meso or macro
scales. Instead of starting with a microscopic material and then testing its macroscopic
properties, the framework is shifted: given desirable macroscopic properties, we search
for microscopic configurations that are able to produce these desirable properties. This
is a challenging problem and requires detailed mathematical models that span multiple
scales, along with numerical tools that are able to accurately capture desired observ-
ables, kinetics, and bulk properties. Perhaps the most prevalent method in material
design is density functional theory (DFT) [53]. In terms of bulk properties, DFT has
lead to improvements in alloy designs in titanium [68] and steel [54]. In [68], the Young’s
modulus was estimated by slight deformations in a body centered periodic cube (bcc)
composed of titanium and a variable second element; the authors were able to classify
and quantify structures which had greater tensile strength than pure bcc titanium which
additionally had plastic like qualities. The latter observation lead the authors to dub the
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new materials Gum Metals TM. DFT is also commonly used to determine jump rates for
surface catalysis [117]; these reaction rates are then employed in kinetic Monte Carlo
simulations to determine the utility of different types of material for surface catalysis,
enabling for the optimization of surface type based on rates of catalysis. As a third, but
by no means exhaustive, example, DFT calculations were used to propose tetragonal iron
cobalt alloys which have highly desired uniaxial magnetic anisotropy along with a high
saturation magnetization; the new material may prove useful in improving the recording
density of hard drives [22].
In addition to DFT, an array of continuum models, stochastic, and molecular models
have enabled advancements in material design. For example, continuum models are
used to test and and simulate discovered materials and models have been used to stress
test airplanes, bridges and buildings given strength estimates of component parts (for
example [47], [94], and [158] respectively). Stochastic methods have been used effectively
Figure 1.1. Figure take from [148] (a)
shows the unaltered blue color of the Morpho
rhetenor wing (bar is 1cm) while (b) shows
the micro-scale that leads to such coloring
(bar is 1.8µm). (c) shows the wing structure
of Morpho didius (bar is 1.8µm
to model mesoscale behaviors in which it
is necessary to reduce large degrees of free-
dom to random variables; as an example,
these methods have been used to simu-
late polymer dynamics and aid in modeling
protein folding [119]. Molecular dynamics
is used when all degrees of freedom in a
problem are important and has been used,
for example, to predict crack formation in
materials under manufacturing conditions
[33].
While the above examples primarily
focused on control of volume structures,
there is also a great deal of interest in determining the evolution and growth of interfaces.
Complex interfacial dynamics are seen throughout nature, including the formation of ice
3
crystals, die patterns on butterfly wings [148] (see figure 1.1), crystal formation upon
an evaporating solvent [121], geological structures [46, 27], interpenetrating fluids [87],
and more.
In addition to understanding the physical processes that enable the formation of these
complex geometries, the structures themselves have many potential applications. The
butterfly wings of Morpho rhetenor and Morpho didius contain tree-like structures with
features on the order of the wavelength of light. These structures act
P3HT (Green)
PCBM (Red)
Cathode
(ITO, metal)
Anode
(Al, Mg, Cg)
 photon
3
4
2
4
1
Figure 1.2. A photon creates a bound ex-
citon in an electron donning material. Dif-
fusion causes the exciton to collide with an
interface where separation is energetically fa-
vorable. The split charge carries are trans-
ported to the anode and cathode via an in-
ternal potential field. The island to the right
will not allow for charge collection. The
physics are further explained in [141].
as a photonic crystal that perfectly reflects
part of the visible spectrum leading to bril-
liantly metallic blue wings as is shown in
figure 1.1[148, 113]. Surface structures
can also lead to desirable dewetting prop-
erties, such as that which occurs on the
lotus leaf, insect eyes, peacock wings, and
many other types of living organisms found
in nature [151]. There are also proposed
techniques for using complex interfacial
structures to trap medicinal particles and
create a slow release for the delivery of
medicine [106].
The practical application that moti-
vates this thesis is that there are a num-
ber of processes that benefit from a high
ratio of surface area to volume, yet also
require the interfaces to be well ordered.
For example, organic solar cells generate
charge carriers when excited electron-hole
pairs (excitons) reach an interface between an exciton generating and electron accepting
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material [39]. The lifetime of an exciton, however, is short, so typically the electron
accepting and donating materials are well mixed to create a high surface area to volume
ratio (see figure 1.2). The mixing generates isolated islands of material which trap charge
carriers, as well as complex pathways for charge extraction, which lead to losses by re-
combination. Theoretical modeling [154] has revealed that ordered structures with high
surface area to volume ratios would allow a 50% efficiency gain in energy production (see
figure 1.3).
The importance of complex interfacial structures has been established, but the chal-
lenge of how to control formation of these interfaces remains. For small scale struc-
tures (structure on the order of 30-100nm) the field that has arisen to tackle these
construction problems is called nanolithography. The most heavily employed methods
in these fields involve fabrication via the careful application of an energy beam com-
prised of electrons, photons, or ions. This practice has lead to a number of advances
including electron beam production of graphene [159], and photolithography techniques
for semiconductors leading to smaller and faster and transistors (for example [65]).
Figure 1.3. Ordered phase separation of
the bulk heterojunction leads to enhanced
efficiency in organic solar cells [154].
Nanoimprint lithography is also used for
cheap and reproducible production of
diffraction grating patterns; these patterns
can be used to generate photonic crys-
tals with enhanced adsorption properties
at targeted areas of the spectrum [85]. Fi-
nally, in Aryal et al [6] the authors success-
fully produced two dimensional patterns
mimicking the butterfly wings.
An alternative approach toward inter-
face generation is to ask how we can use
naturally occurring interface instabilities to grow and pronounce emerging structures,
leading to desirable interfaces. To understand how to control these processes, we may
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either use the old methods of trail and error, or develop new mathematical and numerical
techniques which allow us both to understand and simulate these emerging structures
in a faster and less expensive environment. In the present work, we focus on the de-
velopment of atomistic to continuum linkage algorithms which model the phenomenon
of crystallization of a solid leading to dendritic pattern formation. We present a brief
history and outline of this problem below, as well as outline the following chapters and
structure of this work.
1.2. An outline for dendrite formation upon solidification
Nanoscale patterning of materials at scales of less than 20nm remains a challenging
problem. Standard techniques, such as lithography, rely on electron and photon beams
to shape materials, yet these methods are difficult to employ at the sub 50nm scale. We
consider the possibility of employing natural interface instabilities during solidification
in order to reliably produce desirable structures. Existing continuum methods for com-
plicated materials may break down at these scales, while direct atomistic simulation is
computationally infeasible. The primary objective of the thesis is to develop methods ca-
pable of efficiently resolving the atomistic computations which may eventually be solved
concurrently with continuum scale approaches. In the present work we develop atomistic
algorithms to furnish closures for continuum methods. We develop novel molecular tech-
niques capable of resolving detail only about an interface with non-periodic boundaries
and accelerated by GPUs. The new algorithms provide a method to determine interfacial
dynamics based on local curvature, employing wedge shaped domains. These dynamics
lead to continuum closures which are used to determine necessary physical parameters
that allow for dendritic patterning at the sub 20nm scale.
This work begins with the question as to how a material will solidify upon the ex-
istence of a crystal seed, which has been of interest since the 1800’s, drawing interest
from Lame´, Clapeyron, and Stefan and many others. Stefan introduced a class of partial
6
differential equations to describe this process around 1890 [147], given as
∂T
∂t
= Dl
∂2T
∂x2
for x ∈ Ωl(1.1)
T = TM for x ∈ ∂Ωl(1.2)
Here Dl is the thermal diffusivity coefficient in the liquid, Ωl is the liquid domain, TM is
the melting temperature of the material, and ∂Ωl is the boundary of the liquid domain
surrounded by a solid phase of the same material. The equations can be generalized to
allow for the diffusion of heat in the solid, as well as for spatially varying heat capacities
and specific heats. Consideration of multiple dimensions leads to effects of curvature on
the interface, and the question of how heat transfer should be treated at the boundary. A
relationship relating the temperature to the curvature of a sharp interface was proposed in
1932 by Paul Kubelka [89]. However the relationship became known as Gibbs-Thomson
relationship, despite the fact that neither Josiah Willard Gibbs nor William Thomson
(Lord Kelvin) derived it [52]. William Thomson did however derive relationships between
curvature and the surface pressure between droplets separating liquid-vapor phases [133],
and the Gibbs-Thomson relationship has been extended to describe the relationship be-
tween melting temperature and curvature, and then again to encompass relationships
between surface solute concentration and curvature (for example [96, 107]).
Chapter 2 will develop the Stefan equations along with methods to solve the resulting
equations, as well as present continuum and thermodynamic arguments for the Gibbs-
Thomson closure. We will focus on the Gibbs-Thomson relationship as a correction to
equation 1.2 which we will reveal as a linear expansion about curvature and the velocity
of the front. We also briefly review phase-field theory. Where the Stefan problem may
be thought of as a sharp interface model, phase field theory is a diffuse interface model
requiring mesoscale approximations. The two methods are required to be equivalent
in the sharp interface asymptotic limit, and we include discussion of both for the sake
of thoroughness on review of continuum approaches. The associated coefficients with
7
the linear terms in Gibbs-Thompson relationship will be shown to have physical sig-
nificance under certain quasi-equilibrium, thermodynamic assumptions and we will also
revisit improvements made by Herring [58] for the physical descriptions of the curvature
coefficients.
The main difficulty in computational modeling of solidification is the necessity to close
the continuum models. Molecular techniques require far to much detail to be feasible for
direct computation, but the closure laws must reflect the molecular detail. In chapter 3,
we review current methods used to fit Gibbs-Thomson coefficients. The existing methods
all measure the Gibbs-Thomson relationship indirectly and there is evidence that the
relationship will break down for complicated molecular materials. We thus begin to
build a new approach to find this relationship in chapter 4 where we present non-periodic
strategies for molecular dynamics. Such non-periodic strategies may be used in arbitrary
domain shapes, allowing us to directly capture curvature effects on the molecular level
without resolving the entire bulk. Chapter 5 uses these new molecular techniques to
estimate Gibbs-Thomson coefficients for different materials and compares this with the
existing methods presented in chapter 3. The results are used in the continuum theory to
predict the variety in structure from solidifying seeds given the Stefan continuum model
along with the algorithms used to solve these equations from chapter 2. Finally we discuss
the implications and contributions of the work in chapter 6, along with promising future
directions.
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CHAPTER 2
EXISTING CONTINUUM SOLIDIFICATION MODELS
Interface formation during solidification occurs at scales which render molecular de-
scriptions computationally intractable. At the continuum level, there are two physical
descriptions for solidification processes, and numerical algorithms have been developed
for each. The first method supposes that the phase change may be modeled as a sharp
interface in which the boundary width separating the phases is of infinitesimal width.
The second is classified under phase field models in which the interface is modeled as a
diffuse region of small, but finite thickness. This chapter is dedicated to reviewing these
continuum methods. We start with a discussion on the sharp interface methods, and
next describe the phase field models. We then discuss the underlying assumptions and
limitations of these models. In the discussion on the sharp interface methods, we expose
and derivate the Gibbs-Thomson closure; this closure is used to set the temperature at
sharp interfaces, and is as a constraining equation for asymptotic limits of thin interfaces
in phase field models.
2.1. Sharp interface models
The hypothesis behind sharp interface models is that an interface between liquid
and solid regions may be assumed to have negligible thickness. The interface separates
physical domains, each with prescribed bulk dynamics, and the bulk phases communicate
through closure laws on the interface. The bulk properties determine the dynamics of
the interface, and the properties of the interface determine boundary conditions on the
bulk dynamics. In the present work, we consider solidification of a solid seed in a liquid.
The equations describing this sharp interface process are known as the Stefan equations.
The classical Stefan equations are derived when we assume that temperature is the only
important field variable and that in each region temperature will evolve according to
the heat equation. Allowing the liquid and solid regions to be denoted by Dl and Ds
respectively, temperature evolves within each domain according to
(2.1) ci
∂T
∂t
= ∇ · (ki∇T ),
for i ∈ {l, s}, and where ci is the volumetric heat capacity and ki is the thermal diffusivity.
The jump condition at the interface, called the Stefan condition, is given as
(2.2) LV = −
[
kl
∂Tl
∂n
− ks∂Ts
∂n
]
,
where L is the latent heat of solidification, the subscripts s, l refer to the liquid and solid
regions respectively, and n refers to the normal vector at the interface that points into
the liquid region. Finally, V is the velocity of the interface in the direction of n. The
Stefan condition equates the energy flux released by the phase transition of the moving
front, with the energy flux due to the transfer of heat, giving local conservation of energy.
Temperature boundary conditions are, as of yet, unprescribed at the interface of
the phase transition. Initially [147], Dirichlet boundary condition were used to set the
melting temperature at the interface to be the melting temperature of the bulk solid,
given as TM . There is, however, a change in free energy due to the presence of an
interface which causes a shift in the melting temperature. This may be closed by the
Gibbs-Thomson relationship, which may be written as
(2.3) T (x, t) = −Cκ− V V + TM ,
where κ is the curvature of the solid-liquid interface and is positive when the center of
curvature lies in the direction of the solid, and V is the velocity of the front as described
above. The ’s are considered to be constant material properties of the system in question.
Throughout this thesis, we will refer to C as the curvature closure coefficient and V as
the velocity closure coefficient. Melting temperature drops as a function of increasing
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positive curvature due to the fact the interface lattice sites have a higher probability
of interacting with liquid particles on the boundary while at the same time having less
average solid particles setting up the lattice potential wells to keep them in the solid
phase. The velocity of the front may also be expressed as a function of under cooling,
where higher undercooling lead to faster rates of solidification; thus, the correction due
to the velocity term arises. In general, each correction term may be anisotrpic and
depending on the orientation of the underlying solid structure. The derivation of this
closure arises from a linearized expansion after solving for the free energy change due to
the presence of a surface and will be explained in detail in the proceeding subsection.
The classical Stefan problem may be compared to the more modern formulation of the
Stefan problem which considers advection in the liquid due to changes in density between
the phases, and may also include advective transport of a solvent which forms the solid
seed in a solute (see, for example, [130]).
2.1.1. The Gibbs-Thomson relationship. Before we begin the derivation of the
Gibbs-Thomson equation from equation 2.3, we note that generally speaking a Gibbs-
Thomson equation refers to any equation which relates thermodynamic, geometric, and
system dynamics to the properties of an interface. In addition to the temperature correc-
tion above, other Gibbs-Thomson relationships derive equations for pressure or densities
across an interface [12], the chemical potential across an interface [71], or surface con-
centrations [107]. In all of these relationships derivations are nearly always based upon
an assumption of quasi-equilibrium states that depend on interfacial size, shape, tem-
perature, surface tension, temperature and pressure. A few results are derived from
statistical physics [12], however no such derivation exists for the relationship on melting
temperature. In addition to the quasi-equilibrium theory, non-equilibrium theories have
been developed to account for corrections due to advancing interfaces. This correction,
corresponding to V , is often referred to as a kinetic correction, however we will call this
the velocity closure coefficient to be more precise. We will first review the arguments
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used to derive the Gibbs-Thomson relationship due to curvature corrections, and next
review the theory for the kinetic correction.
2.1.1.1. Curvature based correction on the melting temperature. A simple derivation of
the curvature based correction on Gibbs-Thomson relationship (following [36]) may be
derived starting from the spherical Young-Laplace relationship
(2.4) Ps − Pl = 2γ
r
,
where Pi is the pressure in the solid region (s) and liquid region (l), γ is the surface
tension (more accurately, the surface free energy), and r is the radius of curvature of a
spherical seed.
Next we consider the Gibbs-Duhem equation [26] arising from the basic thermody-
namic postulates that (i) we can express the energy U of a system as a function of the
extensive system properties entropy, volume, and particles (S, V,N , respectively), and
that (ii) the relationship is given as U(S, V,N) = TS − PV + µN . Here T is tempera-
ture, P is pressure and µ is the chemical potential. Linearizing the energy about small
perturbations then implies dU = TdS − PdV + µdN which, in turn, implies that
(2.5) 0 = SdT − V dP +Ndµ.
The Gibbs-Duhem relationship can be used to write
ssdT − ρ−1s dPs + dµs = 0,(2.6)
sldT − ρ−1l dPl + dµl = 0,(2.7)
for the solid and liquid phases, where si is the entropy per particle given as Si/Ni, and
ρi = Ni/Vi is the density. We next assume that the external pressure of the liquid is
constant throughout the liquid phase so that dPl = 0. The differentials of the chemical
potentials in the bulk materials are assumed to be equal so that dµs = dµl [71, 66]. This
may be seen by noting that the Gibbs free energy must be equivalent for each phase at
equilibrium; this can be seen by taking N particles and setting the Gibbs free energy
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to be equal in each phase so that µsN = µlN . Subtracting the first equation from the
second gives
(sl − ss)dT + ρ−1s dPs = 0,(2.8)
L
Tm
dT + ρ−1s dPs = 0,(2.9)
where the latent heat of the phase transformation is given as L = (sl − ss)T , since this
is the free energy change due to the change in entropy between phases. Taking the
differential of the Young-Laplace relationship in equation 2.4 yields
(2.10) dPs − dPl = d
(
2γ
r
)
,
Again using the assumption that dPl = 0, we can substitute to obtain
L
T
dT + ρ−1s dPs = 0,
L
T
dT + ρ−1s (d
2γ
r
) = 0,∫
L
T
dT = −
∫
ρ−1s (d
2γ
r
),
L log
(
T
Tm
)
= −ρ−1s
2γ
r
.(2.11)
Assuming that the corrected temperature is close to the melting temperature, we can
linearize the above equation to find
(2.12) T = Tm
(
1− 2γ
ρsL
1
r
)
,
which provides us with the curvature based correction of the Gibbs-Thomson relationship
For general surfaces, the Young-Laplace equation is
(2.13) Ps − Pl = γ
(
1
r1
+
1
r2
)
= γ
(
1
κ1
+
1
κ2
)
,
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where κ1 and κ2 are the two principal curvatures. This formulation leads to a more
general Gibbs-Thomson closure [5]
(2.14)
L
(
T
Tm
− 1
)
+∆cP
(
T log
[
T
Tm
]
+ Tm − T
)
+vsγ(κ1+κ2)+γa+k1(κ1−κ2) = ∆v(Pl−Patm),
where ∆cP is the jump in specific heat with constant pressure across the phase transition,
Patm is the pressure at infinity and Pl is now the pressure of the liquid at the surface;
vs = ρ
−1
s is , a = A/ms is the ratio of the surface area of the phase transition to the
mass of the solid, k1 is called the coefficient of curvature (a correction term to the energy
based on curvature) and ∆v = ρ−1s − ρ−1l is the jump in inverse density related to the
phase transition.
The corrected Young-Laplace condition causes additional terms to rise in deriving the
Gibbs-Thomson relationship, and a corrected scaling law arises. Assuming ∆cP = 0, we
get
(2.15) Ti = Tm − Tm
L
(vsγ(κ1 + κ2) + γa+ k1(κ1 + κ2)−∆v[Pl − Patm]) ,
and then assuming κ1 = κ2 and Pl = Patm
Ti = Tm − 2Tmγ
ρsLr
− Tmγa
L
= Tm − 2Tmγ
ρsLr
− Tmγ4pir
2
Lms
= Tm − 2Tmγ
ρsLr
− Tmγ4pir
2
L(4pir3/3)ρs
= Tm − 5Tmγ
ρsLr
.
The form of the equation is the same as the simplified relationship, however there is a
corrected scaling factor on the interfacial temperature.
In [58], Herring determined that for droplets surrounded by vapor, the difference in
chemical potential at the interface as opposed to in the bulk vapor at infinity can be
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expressed as
(2.16) µsi − µv =
1
ρs
([
γ +
∂2γ
∂θ21
]
1
R1
+
[
γ +
∂2γ
∂θ22
]
1
R2
)
,
where R1 and R2 are the principal radii of curvature in the principal planes P1 and P2 (i.e.
orthogonal planes each containing the normal vector at the interface). The θ variables
follow the path of the interface, and thus the double derivatives represent the concavity
of the surface tension γ as the position on the interface is perturbed. The chemical
potential of the solid at the interface is denoted by µsi , and the chemical potential of the
bulk vapor is µv.
The primary mechanism behind Herring’s correction, is to notice that when the sur-
face tension depends on orientation and is twice differentiable, the free energy variation
inherits a second derivative in the leading order term. We compute the change in free
energy caused by a variation in the surface via a functional derivative on the interface.
We begin by rederiving the right-hand side of the Young-Laplace equation for a single
dimension, and first assume a constant γ with respect to orientation. The interfacial
energy may be given as Fsr =
∫
γds, where we integrate over the surface. Letting θ
be the tangent angle to the surface, assume it is small so that θ ≈ dy/da, where y
is the height of the surface and a parametrizes the arc length A. We then have that
ds = sec(θ)dφ ≈ (1 + (dy/da)2/2)da. Taking a small variation over the interface de-
scribed by y(a) gives
δFsr ≈
∫ A
0
(
1 +
1
2
[
d(y + δy)
da
]2)
γ −
(
1 +
1
2
[
dy
da
]2)
γda
= γ
∫ A
0
dδy
da
dy
da
da+O(δy2)
= −γ
∫ A
0
δy
d2y
da2
da
= − γ
R
∫ A
0
δyda
= − γ
R
δv,
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where the third line comes from integration by parts, the fourth comes using the relation-
ship that curvature is the inverse of the radius is the second derivative of y with respect to
a, and the fifth line equates the change in volume due to the change in surface. Assuming
we are at equilibrium and that the variation maintains the energy, the Young-Laplace
equation arises when we assume that the pressure redistributes to balance this change,
giving
(2.17) (Ps − Pl)δv + δFsr = 0.
The additional factor of two arises from the transition from two to three dimensions. We
can next ask how the free energy differential changes when we allow γ to depend on θ.
Carrying out similar analysis to the above and Taylor expanding about θ = 0 (without
loss of generality) gives
δFsr ≈
∫ A
0
(
1 +
1
2
[
d(y + δy)
da
]2)
γ(
d(y + δy)
da
)−
(
1 +
1
2
[
dy
da
]2)
γ(
d(y
da
)da
δFsr ≈
∫ A
0
(
1 +
1
2
[
d(y + δy)
da
]2)(
γ(0) + γ′(0)
d(y + δy)
da
+ γ′′(0)
[
d(y + δy)
da
]2)
...
...−
(
1 +
1
2
[
dy
da
]2)(
γ(0) + γ′(0)
dy
da
+ γ′′(0)
[
dy
da
]2)
da
=
∫ A
0
dδy
da
dy
da
γ(0) +
dδy
da
dy
da
γ′′(0) +O(δy2)da
= −γ(0) + γ
′′(0)
R
δv,
which gives the Herring correction to the surface tension. In three dimensions, the Herring
correction yields a new Gibbs-Thomson equation for temperature given as
(2.18) Ti = Tm
(
1− 1
ρL
∑
i=1,2
(γ +
∂2γ
∂θ2i
)
1
Ri
)
,
The Gibbs-Thomson closure has been corrected over the past century and a half,
however there is still controversy as to what correction terms are necessary for an accu-
rate closure. Furthermore, anisotropy is added to the equations in an ad hoc manner,
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by positing functions for the surface tension as a function of orientation. The idea be-
hind this assumption is that the interfaces of interest in solidification are typically 1000
times larger than the interface width (roughly O(µm) : O(nm)) and thus the surface
is considered locally flat. It is interesting to note that the curvature effects the Gibbs-
Thomson relationship attempts to capture, assumes that the surface tension will not
depend on curvature. In fact, there are known surface tension corrections for curvature
(see for example [66]), yet there is no existing solidification study that takes this effect
into account.
The temperature correction methods rely on linear expansion methods to solve for
temperature corrections. For multicomponent systems such as metal alloys, however,
there has been a great deal of work that has demonstrated the importance of adding non-
linear effects and corrected models for Gibbs-Thomson relationships between interfacial
concentrations and curvatures [107, 120]. In these works, the authors show that the
classical assumptions fail and develop novel equations that seek to correct the earlier
models, however they do not attempt to determine corrected melting temperatures.
In addition to the equilibrium closure, a kinetic coefficient has also been added to the
Gibbs-Thomson relationship to adjust for non-equilibrium effects. We shall review this
correction presently.
2.1.1.2. Velocity corrections to the Gibbs-Thomson relationship. We next address the
velocity term of equation 2.3. In addition to the curvature based corrections of the inter-
facial temperature, non-equilibrium effects also play an important roll for solidification.
The idea behind the corrected temperature-velocity relationship comes form studies on
interface dynamics [69] which relate the temperature of a front with the speed at which
it solidifies.
Current theory behind evolving interfaces describes the rate of the advancing front
as a balance between particles from the liquid becoming a part of the solid phase with
particles leaving the solid phase moving into the liquid phase. This idea leads to the
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simple relationship
(2.19) V = V + − V −,
where V is the velocity of the interface, V + is the rate of advancement and V − is the
rate of retreat. The velocity terms are refined by setting
(2.20) V i = afνi,
where a is the change in the local length of the front due to an attachment or detach-
ment event, f is the fraction of the surface area with sites available for attachment or
detachment, and nui is the rate of attachment/detachment. The first two factors are
chosen based on the orientation of the solid, where the third is unknown and based on
out-of-equilibrium dynamics. The constant of proportionality between νs and νl is as-
sumed to be given by a Poisson process which is governed by the underlying particle
energy difference in the liquid and solid states. This leads to rate constants which are
proportionally closed via a Boltzmann distribution based on the jump in potential energy
for each particle. In a bulk thermodynamic point of view, νi can also be thought of as
jump in the energy associated with being in each phase.
We must then determine the change in the Gibbs-free energy across the phases. For
each phase, the Gibbs free energy and its variation is given as
Gi = µiNi,
∆Gi = µidNi,
for i ∈ {l, s} for liquid and solid. At the equilibrium point the two energies must be
equival in order for both phases to exist stably. Due to the motion of the interface, we
expect a temperature correction, and thus a correction in the free energy. We can Taylor
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expand about the differential of each phase to get
∆Gi = µ
interface
i dNi
≈ dNi(µbulki +
(
∂µbulki
∂T
)
P
∆T +
(
∂µbulki
∂P
)
T
∆P )
= dNi(µ
bulk
i +
(
∂2Hi
∂T∂Ni
)
P
∆T +
(
∂2Hi
∂P∂Ni
)
T
∆P )
= dNi(µ
bulk
i −
(
∂Si
∂Ni
)
P
∆T +
(
∂Vi
∂Ni
)
T
∆P ),
where H is the enthalpy. To find the change in the Gibbs free energy associated with the
interface, we then integrate∫
d(Gl −Gs) = −
∫ (
∂Sl
∂Nl
)
P
∆TdNl +
∫ (
∂Ss
∂Ns
)
P
∆TdNs,(2.21)
+
∫ (
∂Vl
∂Nl
)
T
∆PdNl −
∫ (
∂Vs
∂Ns
)
T
∆PdNs,
∆G = Gl −Gs = −(Sl − Ss)∆T + (Vl − Vs)∆P,(2.22)
= −L∆T/Tm + (Vl − Vs)∆P(2.23)
where we have again used the fact that µbulks = µ
bulk
l . Since we presently assume a flat
interface, the pressure correction is absent so that the energy difference in moving across
the interface is given as −L∆T/Tm, with ∆T = Ti−Tm. Thus for an undercooled surface,
it is energetically favorable for particles to attach to the solid phase.
With the above arguments, we may determine the constant of proportionality between
attachment and detachment events to write
(2.24) ν− = ν+ exp
(
−∆G
kT
)
= ν+ exp
(
− L∆T
kTmT
)
.
We can then write the velocity of the front as
(2.25) V = afν+
(
1− exp
[
− L∆T
kTmT
])
,
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and linearize about small interfacial temperature fluctuations to get
(2.26) V ≈ afν+ L∆T
kTmT
.
Given the temperature correction, we can find the velocity, and subsequently
(2.27) Ti ≈ Tm(1− kTm
afLν+
V ).
There are other closures for this correction as well. In [157], Wilson proposes that an
activation energy associated with atom mobility to account for the probability of leaving
or entering the solid interface. The activation energy was fit based on the model, and
the model was shown to fit well for the crystallization of silicon [69].
Molecules with pair interactions prescribed by the Lennard-Jones potential, fail for
the model proposed in [157]. These ensembles may, however, be accurately modeled by
allowing the the velocity V to scale with
√
T in [20, 21] the new model given as
(2.28) V =
a
λ
√
3kT
m
f
(
1− exp
[
−∆G
kT
])
,
where λ is a constitutive correction term and physically interpreted as the distance an
atom must move to join the crystal. In this case we have a nonlinear correction to the
temperature. Setting T = Ti, linearizing the above exponential function, and solving the
resulting equation for the interfacial temperature gives
(2.29) Ti = Tm
(
1 +
kTmλ
2
6a2f 2L2
V 2 −
√
kmT 3mV λ
√
12a2f 2L2 + kmTmV 2λ2
1
6a2f 2L2
)
.
We can linearize about the square root term and discard the terms of O(V 2) and above
to get
(2.30) Ti = Tm
(
1−
√
kT 3mm
3
λ
afL
V
)
which leads to a different physical interpretation of the velocity closure coefficient in the
Gibbs-Thomson coefficient.
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In addition to the difficulty associated with choosing the proper model based on
molecular potentials, there have been no molecular or kinetic Monte Carlo verifications
to account for the effect of curvature on the velocity closure coefficient. To our knowledge,
there is no theory tying the curvature of an interface with the speed of the advancing
front. Such a proposal however is easy to posit. In equation 2.22 the interior pressure
differential may be replaced with the Young-Laplace equation. Futhermore, we can admit
the possibility that ν+ depends on the interfacial temperature as is predicted in the
Lennard-Jones fit from [20] and equation 2.28 which gives
(2.31) V =
a
λ
√
3kT
m
f
(
1− exp
[
−L(Ti − Tm)
kTmT
− 2γ
krρsT
])
,
Similar analysis leads to a corrected equation
(2.32) Ti = Tm
(
1− 2γ
Lρs
1
r
−
√
3kmT 3m(rρs − 2γ/L)
rρs
λ
3afL
V
)
,
providing a relationship on how the velocity closure coefficient will depend on curvature.
Note that the classical Gibbs-Thomson correction arises naturally in the second term of
the right hand side. Furthermore, this equation reduces to the flat interface result of
equation 2.30 in the limit r → ∞. A similar correction may be made with the Herring
contribution. Note however that the assumptions from the linearization require that the
perturbed interfacial temperature are small, and thus 2γ
Lρs
1
r
 1, thus we can approximate
this equation as
(2.33) Ti = Tm
(
1− 2γ
Lρs
1
r
−
√
3kmT 3m
λ
3afL
V
)
,
to recover the full Gibbs-Thomson equation, corrected both for the curvature and velocity
closure effects.
2.1.2. Algorithms for sharp interface methods. With the physics of the sharp
interface problem having been reviewed, we now review algorithms that are used to
solve the resulting equations. Two popular methods are level set methods and interface
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tracking methods, and we review these below. Other methods exist such as boundary
integral methods, finite element adapting meshes for enthalpy formulations, and others,
but we omit discussing them in the present work.
2.1.2.1. Level set methods. Utilizing the assumption that there is a sharp interface be-
tween the liquid and solid regions, level set methods embed this interface via a discretized
field variable which is tracked on a cartesian mesh. The interface is embedded by having
the field variable hold values based on how far the surface is away from the interface.
The zero level set of this field represents the desired interface, and hence the description
‘level set methods.’ The apparent disadvantage of this method is that we are increasing
the dimensionality of the surface and requiring an additional amount of memory stor-
age. The advantage is that by advancing the field, as opposed to the surface, we avoid
difficulties in tracking the surface directly; because of this, moving from two to three
dimensions results in no additional algorithmic complexities
For solidification, both finite difference and finite volume level set methods have been
employed. In the present section we will focus on the conceptually simpler finite difference
schemes. We will outline ideas from [31] and [50].
The basic idea of the algorithm is to use operator splitting by first solving the heat
equation for a fixed interface and then evolving the interface with a fixed temperature
field. This is accomplished by discretizing the domain on the standard regular cartesian
grid, in which we embed the interface on a field described at these points. The field takes
on values by having the regular grid points hold the minimum distance from the interface.
To extract the interface, we can interpolate nodes of the interface that lie between grid
points where there is a change in sign. More sophisticated interpolation schemes will
lead to higher accuracy in recapturing the interface, however linear schemes are often
sufficient and also widely employed in practice.
With the phase of the material assigned by the sign of the embedded field, we can now
expose the techniques used to solve the heat equation. In considering grid points which
do not have adjacent nodes that change sign, we can employ any common discretization
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scheme for the heat equations (equation 5.11). For example, taking a backward Euler
approach and assuming that the thermal diffusivity is constant throughout the region
will yield
(2.34)
T n+1i − T ni
∆t
=
k
c
T n+1i+1 − 2T n+1i + T n+1i−1
∆x2
,
where T ni is the temperature at node point i at time step n, ∆t is the size of a time
step, ∆x is the length of the spatial discretization, and c and k are the volumetric heat
capacity and thermal diffusivity as given above in equation 5.11.
This is not valid when the interface cuts between two finite difference node points.
To circumvent this issue, suppose that the interface cuts between xi and xi+1. The
Gibbs-Thomson relationship specifies the temperature at the interface and thus we have
Dirichlet boundary conditions. Before we can solve the heat equation about grid point
i, we first need to find the interfacial temperature at the interfacial position between xi
and xi+1. This temperature will be a function of the interfacial velocity VI according
to the Gibbs-Thomson relationship; the Stefan condition may be used to determine the
interfacial velocity, however it requires knowledge of the interfacial temperature. We thus
have a two dimensional system with two unknowns
VI =
1
L
[
−kj ∂T
∂~n
]
,(2.35)
TI = Tm − CκI − V VI ,(2.36)
where TI is now defined as the interfacial temperature, and κI is the interfacial curvature.
We then discretize these equations to get
VI =
1
L
(
−ks
(
TI − Tis√
2dx
)
− kl
(
TI − Til√
2dx
))
,
TI = Tm − CκI − V VI ,
where Tis and Til are the temperatures a distance of
√
2dx away from the interface in the
direction of the normal derivative, in the solid and liquid regimes, respectively. These
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values are found by interpolating from the known mesh via the equation
Tik =(1− fx)(1− fy)T(i+1)j + (1− fx)fyT(i+1)(j+1) + fx(1− fy)T(i+2)j + fxfyT(i+2)(j+1).
(2.37)
Here we have assumed the four points surrounding the location a distance
√
2dx in the
normal direction are of a single phase. We next find the curvature at points xi and xi+1
by using the fact that the curvature κl can be related to the gradient of the normal vector
(2.38) κ = ∇ · n = ∇ · ∇φ|∇φ| =
φ2yφxx − 2φxφyφxy + φ2xφyy
(φ2x + φ
2
y)
3/2
,
where φ is the field that embeds the level set. Taking typical finite difference schemes,
we can determine the curvature each point on the mesh and then interpolate it to the
interface, similarly to equation 2.37.
We can then write a stencil for the heat equation depending on the interpolation
schemes that we choose. Taking a linear interpolation to the interface yields
(2.39)
T n+1i − T ni
∆t
=
k
c∆x
(
TI − T n+1i
xI − xi −
T n+1i − T n+1i−1
∆x
)
.
This closes the description of the heat equation. After this step is complete we next
evolve the interface. To evolve the interface, we first determine the different energies
entering and leaving the system via equation 2.2. This is done in the standard way,
interpolating to the boundary as was done above. Knowing the velocity at the front we
then extend the velocity to the entire field φ, denoting this velocity field as F . To extend
the velocity field there are several proposed methods. The original method used in [31]
relies on continuously extending the jump of the derivatives away from the front. To
accomplish this, we may set
u1t + sgn(φφx)u
1
x = 0,
u2t + sgn(φφy)u
1
y = 0,
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with u1 = [∂T/∂x] and u2 = [∂T/∂y], sgn is the sign function, and τ is a fictitious
time parameter that will be used to determine the extended velocity field. The idea is
to advect the contributions of the velocity at the interface throughout the domain from
each point of the interface. The velocity, which will be normal to the level set at any
value of φ, is then taken to be the norm of these advected velocities. The issue with this
method is that the field φ does not maintain itself as a distance function away from the
level set which can lead to errors in the interface and present problems with numerical
stability. The solution is then to reset the field as the signed distance function. In [31]
an iterative process is used to relax the field back toward the signed distance function.
Instead of advecting the field via the above method, we can use the Fast Marching
Method [1] which extends the front velocity to the field in a way that preserves the
distance function. The idea is similar to the one above, in that it also advects the field
away from the known values on the mesh, however instead of summing over a variety of
solutions, it advects a unified wave front from the surface and checks the validity of each
point as it marches along.
With the velocity field now extended, we can advect the level set points numerically
using a simple upwind scheme
(2.40) φn+1i = φ
n
i − dt
(
max(0, Fi)∇+ + min(0, Fi)∇−
)
,
where
(2.41)
∇+/− = (max(0, D−x/+x) + min(0, D+x/−x) + max(0, D−y/+y) + min(0, D+y/+y)) ,
and D+/−x/y is the first order one sided finite difference derivative. From here we can
apply the diffusive and advective schemes as a split operator.
In summary, the algorithm will work as follows:
(1) Initialize T (~x, t) and the interface Γ. Initialize φ.
(2) Find the temperature at each point of Γ that intersects a line of the mesh.
(3) Solve the heat equation in each region.
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(4) Find the velocity at each point on Γ.
(5) Extend the velocity on the path to φ, denoting this field F
(6) Advect F
(7) Determine Γ by interpolating the new values of φ.
(8) Repeat.
Higher order corrections have been constructed and implemented [49, 104], as com-
pared to the low order method described above. Many of the level set methods are also
also unable to globally conserve energy about the boundary, however due to continually
improved methods, current methods are able to conserve energy energy upon numerical
discretization [130].
As mentioned above, a minor downside to implementing level set solidification al-
gorithms is that they require extra memory to store φ. There also is the requirement
of constantly moving back and forth between the interfacial and field descriptions to
track where the phase transition occurs. These produce minor algorithmic complexities
however, and the solutions found by these methods are qualitatively accurate and agree
well with solvability theory, an analytic theory that predicts ranges for the tip velocity
[83]. Furthermore, they allow for low resolution about the interface, compared to the
phase field methods that have a sharply changing phase field about the interface, and
thus require high resolution. As a final advantage, level set methods have proven to be
relatively easy to implement in both two and three dimensional settings.
2.1.2.2. Interface tracking methods. Interface tracking methods for solidification are sim-
ilar to the level set methods, as both assume a sharp interface between the solid and
liquid phases. Algorithmically however, the interface is directly tracked and advected
throughout the simulation, rather than being embedded in an extended field. Interface
tracking methods applied to solidification appeared before similar application of level
set methods, a notable one appearing in 1996 by Juric and Tryaggvason [72] (3 years
before the first level set methods were used). These methods have since been advanc-
ing and are now generalized to three dimensions[160, 3, 4], however their popularity
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has waned, most likely due to algorithmic complexities in generating and updating the
moving Lagrangian interface.
These methods suffer from the same problem of non-globally conserved energy, how-
ever no such method has come along to fix this problem as has been accomplished in level
sets [130]. While the algorithms are diverse in nature, they can be thought of precisely
as the above level set description, in which the interface is advanced directly instead
of being embedded within the level set. While there are algorithmic variations among
both level set and interface tracking methods, the above pseudo code for the level sets
demonstrates a potential interface tracking methods algorithm: operator splitting may
again used and the heat equation is solved identically as in the level set method. The
exception is that the interfacial discretization is redefined at each time step instead of
being embedded in the field variable φ.
The method may be seen as having an advantage over the level set methods in that it
no longer requires interpolating the path at the grid line intersections and it avoids moving
between embedded and explicit representations of the interface. Difficulty is preserved
however, when we acknowledge that the discretization of the path must adapt with the
changing front. Growing fronts will require insertion of node points and methods are
developed to determine how to place them. Additionally, node points may cross, leading
to loops in the path and the necessity to remove points no longer on the interface. Case
based algorithms are fully capable of handling these nuances at the interface, but care
must be taken in accounting for all possibilities.
2.1.3. Assumptions and limitations. The main limitation of the continuum sharp
interface model is that we do not know, a priori, the interfacial dynamics employed in
the Gibbs-Thomson closure. As discussed above, there has been a great deal of effort to
properly close this equation and relate it to the microscopic properties of the materials.
At the molecular scale, methods have been developed to determine the resulting physical
constants necessary to close the Gibbs-Thomson relationship, and these will be discussed
in the proceeding chapter. Thermodynamic arguments and asymptotic analysis of phase
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field models have lead to several distinct possibilities for a Gibbs-Thomson closure, how-
ever there are minor inconsistencies in the results. We will continue this section by review
phase field models.
2.2. Phase field models
Phase field models treat the interface as diffuse across some width w. If taking on a
physically meaningful model, this width should be proportional to the capillary length
between the changing phases, however in many physical scenarios, dendritic fingering
structures occur at length scales on the order of microns, while molecular dynamics
suggest that the capillary length scale is roughly three orders of magnitude smaller.
This length scale disparity makes phase field computation difficult, and in many cases
intractable. Never-the-less supposing larger values for the interface width w has provided
a useful tool in modeling problems involving solidification as will be discussed below.
The main advantage of phase field models for computation is that they mitigate nu-
merical noise, grid anisotropies, and other issues that occur in sharp interface modeling
by replacing the challenge of reconstructing advancing fronts with the challenge of cre-
ating grids capable of resolving the diffuse interface. Similar to level set methods, a new
field variable φ is added to the equations which is set to be 1 in the solid phase, 0 in the
liquid phase, and smoothly varies between phases across the front. The evolution of φ is
found by proposing an evolution equation to minimize a proposed free energy functional,
given in the form of
(2.42) F =
∫
V
dV
[
w2
2
|∇φ|2 + f(φ, T, ...)
]
,
where f is the free-energy density that depends on the phase field variable φ, temperature,
and possibly other important field variables such as the concentration of a solute. In this
equation f is typically taken to be a low order polynomial in φ with coefficients depending
on physical constraints, with the gradient of φ included as a truncated expansion of the
local free energy based on the changing phase space, thus having the free energy include
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surface effects on the free energy [91]. Linear effects from the polynomial are omitted
due to the observation that the free energy should be rotationally symmetric.
Phase field models begin as phenomenological expansions of the local free energy.
From the phenomenological descriptions, polynomial coefficients are fit from thermody-
namic arguments to make the free energy descriptions consistent with known theory.
Indeed, the development of phase field models are looked and constructed at in one of
two ways: the first is a construction based on thermodynamic arguments; the second is
purely as a mathematical descriptor which is used to represent a diffuse interface [13].
Once a free energy description is chosen, we must propose an evolution equation
that tracks the systems heat exchange, we may take a similar equation as the diffusion
equations above, however we must include the latent heat exchange as a source term,
as there is no definitive boundary condition any more. Such an equation tracking heat
exchange is now written as
(2.43) cp
∂T
∂t
+ L
∂φ
∂t
= ∇ · (k∇T ),
where cp is the heat capacity, k is the specific heat, L is the latent heat, and T is again the
temperature. In the sharp interface model the latent heat production was accounted for
directly by equating the energy production of the propagating front with the energy flux
from the boundary, however here latent heat is introduced to the system at the interface
as φ changes from one phase to another (represented in the second term). The heat
capacities and specific heats are known in the bulk phases, however simple constitutive
relationships can be used to link the domains. The simplest and most often used closure
is to let cp = φcs + (1 − φ)cl where the subscripts {l, s} refer to the liquid and solid
regions respectively; a similar equation may be used to find the specific heat across the
phase transition.
In addition to resolving the heat exchange, we must also minimize the free energy.
To do this we want to find the interfacial energy found by the changing φ and allow φ to
evolve so that the free energy functional of equation 2.42 is minimized. The free energy
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functional derivative must then be zero at equilibrium
(2.44)
δF
δφ
=
∂f
∂φ
− w2∇2φ = 0.
In order to relax the system to the equilibrium state, constitutive models can be used to
describe the relaxation process. In solidification, the most commonly used is called the
model A equation, which accounts for simple exponential relaxation. It is written as
(2.45) τ
∂φ
∂t
= −
[
∂f
∂φ
− w2∇2φ
]
,
where τ is a characteristic time scale of relaxation. More complicated models exist which
seek to conserve various physical quantities (see [59]).
In minimizing F , there is a competition between the gradient of φ and the polynomial
f (see equation 2.42). We note that the free energy of a pure phase (given by the
polynomial f in equation 2.42) must be at a local minimum when φ is either 0 or 1 (in
the liquid or solid phase) since we would otherwise not have a separation of phase, and
thus this term will be minimal when the interface is infinitely thin. The integral of the
squared gradient term, however, is minimized as the interface becomes infinitely large.
This competition between free energy contributions sets the width of the interface.
2.2.1. Algorithms for phase field methods. As we noted before, there is a roughly
three order of magnitude difference between the interface width and the radius of curva-
ture associated with dendritic tips. This leads to a large discrepancy of scales which cause
the resulting physical equations in the previous section to be quite stiff. To overcome this
issue, there have been a series of adaptive meshing algorithms that have sought to sharply
resolve the interface while zooming out to account for heat transport in the surrounding
pure phases [103, 111, 112, 109]. In [112], for example, Provatas, Goldenfeld, and
Dantzig close the phase field model with a free energy described by [78]. The authors
then develop an adaptive finite element quad tree structure that is able to efficiently cap-
ture the evolving interface. Without such a method the authors demonstrate that grid
requirements for simple two dimensional solidification would require O(217) grid points
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at low undercooling (leading to slower fronts and sharper interfaces) which is unfeasible
computationally. Their results agree well with known theory for high undercooling, but
do not for low undercooling.
For pure melts, Karma and Rappel [79] reformulated the sharp-interface analysis via
a phase field model to recover the sharp interface model. The artificially thick interface
analysis demonstrates that the Gibbs-Thomson relationship at the solid-liquid interface
can be recovered with w much larger than the microscopic surface tension length. This
analysis also allows for asymptotic limits in which the interface can be assumed to be in
local thermodynamic equilibrium, and thus the velocity closure constant (i.e. tempera-
ture correction via the velocity of the front) can be discarded. This artificially diffuse
interface method has lead to a hybrid sharp interface-diffuse phase-field method which
is able to conserve energy and achieves the theoretical predictions at low undercooling
[130].
2.2.2. Assumptions and limitations. While the phase-field methods have proved
remarkably useful, they rely on referencing the macroscopic sharp-interface equations
for proper closures able to capture experimental predictions. Care must be taken in
construction of the phase field closures to ensure that the continuum limits are achieved,
and phase-field models are verified based on their ability to asymptotically achieve the
continuum limit rather than taken as a more fundamental physical closure. Assuming a
Ginzburg-Landau theory, Caginalp was the first to show the possibility for recovering the
Gibbs-Thompson closure from a phase field assumption [23, 24], however the interfacial
width needed to be smaller than the capillary length for the sharp interface limit to
be achieved. Karma and Rappel relaxed this restriction allowing the sharp interface
limit to be achieved with a method that allows for a phase-field interface width which is
larger than the capillary length [78, 79]. Despite these advancements the closures and
parameter estimates of phase-field theory are still dependent on the assumptions of the
continuum, sharp interface limits.
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A second non-physical consequence of phase-field modeling is that numerics performed
using coarse, finite-difference meshes exhibit side branching typical of real dendrites be-
cause discretization errors introduce noise into the calculation. However, a coarse square
mesh can also induce grid anisotropy. As the computational mesh is refined, side branches
disappear in phase-field models, which is an unphysical consequence of the model. To
avoid this problem noise may be introduced to induce side branching. This is typically
implemented by adding stochastic forcing to the phase-field equations [42, 92]. More
recently, noise has been introduced by Monte Carlo techniques which solve the heat
equation away form the interface, essentially constructing a mesh free method away from
the interface; this method provides the noise necessary for side branching and addition-
ally circumvents the necessity of adaptive meshing [109]. To contrast this feature with
sharp interface models, the continuum model contains no inherent length scale in the
dimensional analysis, and thus the fingering process occurs at all length scales and in-
dependently of the mesh structure. Care must be taken in all methods to avoid grid
anisotropy.
Up to this point, we have reviewed phase-field models that are parametrized by a
single phase-field scalar variable. The assumption is that we can take the solid lattice
and liquid density probability density distributions and reduce this function to a single
order parameter [56, 81]. Multiple-order phase field methods exist as well, which are
able to capture richer dynamics across phases (see for example [13]). Anisotropy is
typically taken into account in an ad hoc manner, as is done in the sharp interface
method. Alternatively, one can keep the multiple-order parameter picture and naturally
derive anisotropic effects [16].
The diffuse, but small interface also requires proper grid resolution in order to ac-
curately compute the free energy. This requires adaptive meshing techniques to resolve
interfaces which provide more thoughtful algorithms for three dimensional structures.
Three dimensional solidification via phase field models has been achieved in a number of
examples [70, 15, 110].
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Sharp interface and Phase-field modeling provide tools for analyzing solidification
of many types of materials. The remaining task is how to close parameters for given
materials either through the Gibbs-Thomson relationship or for the parameters for the
free energy formulation of the phase-field equations. Having reviewed the descriptions
of continuum laws at both macroscopic and mesoscopic scales given the Gibbs-Thomson
closure, we turn now to how molecular simulations allow us to obtain coefficients for the
Gibbs-Thomson closure relationship in the proceeding chapter.
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CHAPTER 3
MOLECULAR DYNAMICS AND APPLICATIONS TO SOLIDIFICATION
The continuum descriptions outlined in the previous chapter rely on knowledge of
the physical constants used to close the Gibbs-Thomson relationship. These physical
constants may be thought of as macroscopic quantities arising from underlying molecules
making up the mediums. Without knowledge of the underlying physics that make up
the macro-scale the quantities closing the Gibbs-Thomson relationship must be measured
experimentally. If however, we do obtain an accurate model of the underlying molecules
along with their interactions and trajectories, then we may use computational simulation
to determine the properties of solidifying fronts. Indeed, simulations in molecular dy-
namics (MD) have proven extremely useful for determining bulk properties of materials
and interfaces.
The focus of the present work will be in classical MD in which pair potential func-
tions between particles generate force gradients resulting simply in Newton’s equations
of motion for small particle speeds. Given an N particle system the force on particle i is
given as
(3.1) fi =
N∑
j
−∇φij(~rij)
where φij is a function representing the potential between the particle pair ij and ~rij
is the position vector starting at particle i’s position and ending at particle j’s. More
sophisticated MD physics exist and include three point potentials (e.g. [25]) and quantum
mechanical considerations (called ab initio methods) [88]. Ab intio methods are by far
the most accurate, however they require a large number of degrees of freedom, and are
thus restricted to small system sizes. Classical mechanics seeks to average over these
degrees of freedom in order to extract simplified potential functions that still capture
the underlying physics of the system. For the current work, we will assume the classical
potential functions are accurate and established, however we note that determining these
functions is one of the primary difficulties in designing molecular dynamic simulations.
A second issue with molecular dynamic simulations is how to close the system at the
boundaries. The materials we are interested in typically exist at sizes much larger than
the individual atoms themselves. For an object made up of O(1023) particles, resolving
each of these particles in an unfeasible task with current computational tools. Instead
we seek to choose a small representative region of this system, however doing so leaves
the issue of how to treat the boundaries. Periodic boundaries under convex, tessellating
objects are by far the most popular boundary closure. Under systems where only a
central molecule is of interest (e.g. a protein folding in a bath, or a solid cluster in a
melt), either large periodic systems are used (e.g. [153]) or approximated stochastic
boundaries are used, but placed far from the event of interest (e.g. [126]).
With the physics of a system established, along with a prescribed reduction in system
size, MD algorithms are then developed to determine the system evolution. In a physical
simulation with pair potentials, the most expensive element of an MD algorithm is deter-
mining the force and potential experienced by each particle given a system configuration.
Under a long range potential, the computation requires O(N2) flops. Various meth-
ods have been developed to overcome this computational bottleneck. The first, which
both simple and popular, is to approximate the given potential function by a truncated
potential. As the potential dies off for large radius, we assume
(3.2) φ(rij) ≈

φ(rij), if rij ≤ rc
0, if if rij > rc
,
which is equivalent to φij for |~rij| < rc with rc some cut off distance. Despite this trunca-
tion, long range effects have been shown to play an important role in particular scenarios
such as electrostatic effects which decay at a rate of O(r−2). To capture long range
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effects while still reaping the benefits of accelerated computational algorithms, Ewald
summation may be introduced into periodic computations [134]. The idea behind Ewald
summation is to write the potential as a sum of short and long range interactions. The
short range interactions are computed as in the cut potential method mentioned above.
The key observation is that by switch long range potentials to Fourier space, the force
contributions may also be quickly determined. The Ewald summation method requires
a reduced flop count of O(N log(N)) and is fairly straight forward in implementation. In
addition to the Ewald summation, fast multipole methods reduce the computation of long
range potentials to O(N) by approximating a smoothed potential function contribution
in distant regions [51].
Once the physical, domain, and algorithmic issues are resolved, MD simulations pro-
vide rich insights into system dynamics and properties. To name a few, one may wish
to examine how particular molecules behave within a given environments, such as how
proteins fold [128] or catalyze reactions [80]; one may wish to see how a cluster of par-
ticles behaves with respect to heating [123]; or one may seek to determine the bulk
properties of a material such as the speed of phonons in a solid [57], diffusive rates on a
surface [140], or critical temperatures where phase transitions occur [7]. In general, MD
techniques have allowed for simulation to resolve physics beyond the scope of the coarse
grained continuum models. Often, MD methods allow us to make predictions as to how
physical constants should be set in these continuum models.
In order to link scales between molecular and reduced physical descriptions (e.g.
reduction to thermodynamic or other continuum variables), statistical mechanics is used
to build theory as to how the two physical descriptions are linked. Therefore, we will
begin with a review of statistical physics, next demonstrate how molecular dynamics
algorithms are built form this foundation, and then review how MD has been used to
determine Gibbs-Thomson closures presented in the previous chapter. We will then
mention the limitations in the current models.
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3.1. Statistical mechanics
3.1.1. Common ensembles. Consider N particles with positions r and momentums p.
We define the phase space as the space of possible values for the vector (r1, ..., rN , p1, ..., pN).
In d dimensional space, the phase space may then be thought of as a 2dN -dimensional
vector field. The configurational space is the dN -dimensional vector space over only
the positions. We define the entropy of a system as being proportional to the number
of possible states the phase space is allowed to visit. This value will change based on
system constraints such as energy, temperature or other thermodynamic properties. The
disorder of a system may then be thought of as the allowable states an equilibriated
system may visit: more allowable states signify a greater amount of entropy.
In addition to the statistical characterization of entropy, disorder has also long been
classified in the thermodynamic framework. The difficulty in resolving these two descrip-
tions of disorder is that, in the thermodynamic framework, entropy is classified as an
extensive property. This means that doubling the system size will double the entropy. In
the microstate sampling of phase space however, doubling the system size will square the
number of allowed microstates sampling the phase space. To resolve this discrepancy be-
tween additive and multiplicative growth, Shannon [122] proved that a unique definition
of entropy may be given as
(3.3) S = k log(Ω),
where Ω is the number of allowed microstates, S is the entropy, and the prefactor k
determines the scale relation which has been determined to be the Boltzmann constant
[26].
Suppose next that we constrain phase space so that the configuration space is confined
to a particular volume V , the energy is constrained to be a particular value E, and we
have a known number of particles N . The we will define an ensemble is a probability
distribution function over the phase space. It describes the probability that each phase
space is sampled at. For the NV E constraints, this ensemble is called the microcanocial
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ensemble and is given as
(3.4) P (x;E, V,N) =
δ(E(x)− E)δ(V (x)− V )δ(N(x)−N)
Ω(N, V,E)
,
where δ is the Dirac delta distribution, x is an element in phase space, P (x;E, V,N) is the
probability of finding x given the three constraints, E(x) is energy of the system given the
element in phase space, V (x) is equal to V if and only if the configurational component
of x lies in the volume V , and N(x) is a trivial check ensuring the dimensionality of
x corresponds to containing N particles. In the denominator, Ω(N, V,E) represents
the partition function giving the number of possible states. The equation is then quite
fundamental in that it is simply the number of desired events divided by the number of
possible events. We define
(3.5) E(x) =
N∑
i=1
p2i
2mi
+ φ(ri;x),
be the sum of the kinetic and potential energies, with mi the mass of particle i and φ
the potential energy. We can then define the partition function as
(3.6) Ω(N, V,E) ≡
∫
Rd
...
∫
Rd
∫
V
...
∫
V
δ(E(x)− E)dr1...drNdp1...dpN .
Suppose next that we wish to constrain temperature instead of energy. The resulting
probability function over the phase space will be called the canonical ensemble in this
case. The system temperature is defined as
(3.7) T =
〈
N∑
i=1
p2i
kdNmi
〉
.
Even in an isolated system, temperature cannot be a system constraint due to the fact
that there will be fluctuating exchanges between potential and kinetic energies, however
as the system grows the temperature should converge to the constraining value. To
impose a system temperature we consider a microstate surrounded by a larger reservoir.
The total energy of the system must then be conserved and can be written as a sum of
the energy between the microstate of interest and the reservoir so that ET = ER + E.
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The total partition function may be written as
(3.8) Ω(NR +N, VR + V,ET ) =
∫
R+
Ω(NR, VR, ET − E)Ω(N, V,E)dE,
where NR and VR is the number of particles and volume comprising the reservoir. Given
a particular energy value E in the microstate, we can then write
P (E) =
Ω(NR, VR, ET − E)
Ω(NR +N, VR + V,ET )
,(3.9)
P (E) ∝ Ω(NR, VR, ET − E),(3.10)
since the denominator in the first equation is a normalizing factor independent of the
energy E. We may now use the definition of entropy to write
log(P (E)) ∝ log(Ω(NR, VR, ET − E))
=
S(NR, VR, ET − E)
k
=
1
k
(
S(NR, VR, ET ) +
∂S(NR, VR, ET )
∂ER
E +
1
2
∂2S(NR, VR, ET )
∂E2R
E2 +O(E3)
)
=
1
k
(
NRs(vR,
ET
(NR +N)
) +
∂s(vR,
ET
(NR+N)
)
∂eR
E +
1
2NR
∂2s(vR,
ET
(NR+N)
)
∂e2R
E2 +O(
E3
N2R
)
)
,
where s = S/N is the entropy per particle, vR = VR/NR is the inverse of the density,
and eR = ER/NR is the energy per particle. In the limit that the number of reservoir
particles tends toward infinity
lim
NR→∞
ET
NR +N
= lim
NR→∞
eRNR + E
NR +N
= eR.(3.11)
Plugging this result into equation 3.11 gives
lim
NR→∞
log(P (E)) =
NR
k
s(vR, eR)− ∂s(vR, eR)
∂eR
E
k
⇒(3.12)
P (E) ∝ exp
(
−∂s(vR, eR)
∂eR
E
k
)
.(3.13)
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Using the fact that ds(vR, eR)/deR = 1/TR, where TR is the temperature of the reservoir,
we then have that the canonical ensemble is proportional to
P (E) ∝ exp
(
− E
kTR
)
.(3.14)
To complete the ensemble, we integrate over all possible energy states. This action gives
the canonical partition function which is written as
(3.15) Q(N, V, T ) ≡
∫
Rd
...
∫
Rd
∫
V
...
∫
V
exp
(
−E(x)
kT
)
dr1...drNdp1...dpN .
Thus far we have reviewed the microcanonical ensemble which determines the phase
space distribution of an isolated system, and also the canonical ensemble which de-
termines the phase space distribution of a system which can exchange energy with a
reservoir. We next move to the isothermal-isobaric ensemble which determines the phase
space distribution of a system which is able to exchange energy with a reservoir as well as
expand to satisfy a pressure constraint. The analysis proceeds nearly identically to that
of the canonical ensemble, except that we now allow the system volume to vary. Thus
we write the distribution is proportional to
P (E, V ) ∝ Ω(NR, VT − V,ET − E)
∝ exp (S(NR, ET − E, VT − V )/k) .
We then Taylor expanding as before, and take the limit as VT and ET go to infinity. This
analysis, together with the fact that ds/dV = P/T , gives
P (E, V ) ∝ exp
(
− E
kTR
− PRV
kT
)
.
We then similarly define the isothermal-isobaric partition function as
(3.16)
∆(N,P, T ) ≡
∫ ∞
0
∫
Rd
...
∫
Rd
∫
V
...
∫
V
exp
(
−E(x)
kT
− PRV
kT
)
dr1...drNdp1...dpNdV.
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The grand canonical ensemble may also be defined for constant temperature, volume
and chemical potential. In such systems, the microstate is able to exchange particles and
energy with the surrounding reservoir. Such analysis follows identically as above, and the
distribution will not be used in the remainder of the paper. Thus we omit a discussion
of this ensemble.
3.2. Hamiltonian dynamics
Hamiltonian mechanics stems from the observation that the evolution equations for
N particles with position r and velocities r˙ may be minimized by the functional
(3.17) S[r, r˙] =
∫
L(r, r˙, t)dt =
∫
K(r˙)− U(r)dt,
where K is the system kinetic energy, U is the system potential energy, and L is implicitly
defined as the Lagrangian. Taking the total functional derivative gives
δS =
∫
L(r + δr, r˙ + δr˙, t)dt−
∫
L(r, r˙, t)dt(3.18)
=
∫
L(r, r˙, t) + δr
δL(r, r˙, t)
δr
+ δr˙
δL(r, r˙, t)
δr˙
dt−
∫
L(r, r˙, t)dt(3.19)
=
∫ [
δL(r, r˙, t)
δr
− d
dt
δL(r, r˙, t)
δr˙
]
δrdt,(3.20)
where we have assumed that the variation δq is zero at the boundary. For the functional
to be at an extremum, the integrand must be zero and we then get Lagrange’s equation
(3.21)
∂L(r, r˙, t)
∂r
=
d
dt
∂L(r, r˙, t)
∂r˙
.
This is formulated in configurational and velocity space. We may also move to describe
the evolution in phase space by mapping velocity to momentum, or (r, r˙)→ (r, p), where
(3.22) p ≡ ∂L
∂r˙
.
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This necessitates a Legendre transform. Letting H, called the Hamiltonian, be defined
as this transform, we have
H(r, p, t) = sup
r˙
(pr˙ − L(r, r˙, t)) .(3.23)
Transforming the Lagrangian to the Hamiltonian then gives
p˙ = −∂H
∂r
(3.24)
r˙ =
∂H
∂p
,(3.25)
with
(3.26) H = K(p) + U(r) =
N∑
i=1
p2i
2mi
+ U(r1, ..., rN).
A system is said to be Hamiltonian, if the Hamiltonian H (or the energy of a system) is
a conserved quantity.
3.2.1. Hamiltonian molecular dynamic algorithms. Considering a collection of N
particles, we may evolve the system according to equations 3.24 and. This evolution
will be under considerations of constant particle number, constant system volume, and
constant energy (hence it is a Hamiltonian system) which we will denote NVE.
We may think of the evolution equation of the system as being written as
(3.27) x˙ = ξ(x),
where x = (r, p). According to equations 3.24 and, we may rewrite this evolution as
(3.28) x˙ = ξ(x) · ∇x = iLx,
where
(3.29) ξ(x) =
 0 I
−I 0
 ,
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iL is called the Liouville operator and is written out fully as
(3.30) iL =
N∑
i=1
pi
mi
· ∂
∂ri
+ Fi · ∂
∂pi
,
with Fi = −∂U(r)/∂ri.
Formally, we may solve equation 3.28 as
(3.31) xt = e
iLtx0
To numerically solve the algorithm, we may use operator splitting, defining
iL1 =
N∑
i=1
pi
mi
· ∂
∂ri
(3.32)
iL2 =
N∑
i=1
Fi · ∂
∂pi
.(3.33)
The Trotter theorem [135], then states that
(3.34) eiLt = lim
M→∞
[eiL2t/2MeiL1t/MeiL2t/2M ]M .
Approximating the operator by taking M large with the time step δt ≡ t/M provides a
numerical scheme called the velocity-Verlet algorithm [156]. The system evolves over a
time step based on the equation
(3.35) xn+1 = eiL2δt/2eiL1δteiL2δt/2xn.
We use the identity
exp
(
c
∂
∂y
)
f(y) = f(y + c),(3.36)
to transition from the exponential operator notation to the standard finite difference
calculus.
There are other numerical techniques to evolve the system as well including the clas-
sical Stro¨mer-Verlet algorithm [145], the predictor-corrector Beeman algorithms [9], and
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others [74]. The velocity-Verlet algorithm, is widely employed due to the fact that it is
not burdensome on computational memory, it is simple to implement, and it is a symplec-
tic integration scheme. A symplectic integrator is one in which the overall system energy
oscillates about a numerical approximation to the energy, close to the actual energy [40].
This is a distinct advantage for molecular dynamic integrators, as it prevents unrealistic
energy drift during long simulations.
3.2.2. Hamiltonian conservation of phase space. We may next ask how the phase
space will be sampled over time in the NVE ensemble. In order to predict the correct
dynamics, we expect the sampling over phase space to be uniform in time so that the
statistics over the phase space are equivalent to the microcanonical ensemble.
The time evolution from equation 3.28 may be looked at as a transformation of
coordinates in phase space and Liouville’s theorem [95] shows that this transformation is
metric preserving. Considering a collection of points in phase space N given over some
volume dpdr = dΩ, we may define the density of states to be given as
(3.37)
N
dΩ
Evolving the phase space under the equations of motion above, we have some new col-
lection of states, over some new volume given
(3.38)
N ′
dΩ′
Because the transformation was metric preserving, however, the density of states is equiv-
alent at both the initial and final time. Letting f(r, p, t) be the probability of finding a
state in phase space at time t (i.e. the density of states), we then have
0 =
df
dt
(3.39)
=
∂f
∂t
+
∂f
∂p
∂p
∂t
+
∂f
∂r
∂r
∂t
(3.40)
=
∂f
∂t
+ x˙ · ∇f.(3.41)
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This equation is called the Liouville equation and tracks the time evolution for the prob-
ability distribution over phase space, given the Hamiltonian evolution equations.
For the statistical physical framework to agree with the Hamiltonian framework, the
microcanonical ensemble must be a steady state solution of the Liouville equation, which
is to say that the energy of any Hamiltonian transformation over phase space must be
preserved. This is a trivial fact, as we have already shown that energy is preserved by the
Hamiltonian, and thus the statistical physics is consistent with the molecular dyanmics.
3.3. Non-Hamiltonian dynamics
Systems of interest in the physical world typically cannot be assumed to maintain
constant energy, particularly when the molecular system is considered to be represen-
tative of a large system. The unresolved aspects of the system act as a reservoir for
both temperature and pressure, leading to non-Hamiltonian systems in which Liouville’s
theorem and equation do not hold. To overcome these issues, systems with extended
dynamics are introduced which add control variables that enable distributional realiza-
tions of the canonical and isothermal-isobaric ensembles. Various techniques have been
proposed to alter the dynamics so as to achieve the proper ensembles, and recently a
statistical mechanics framework was developed using differential geometry in order to
generalize the Liouville theorem and equation [139, 138].
Because the classical Liouville theorem no longer applies to non-Hamiltonian systems,
the primary idea behind the non-Hamiltonian generalization is to determine the change
of metric due to transformations from the evolution equations[138]. Again, viewing the
evolution equation
(3.42) x˙ = ξ(x, t),
as a transformation of the phase space, we may determine the change in the phase space
volume as
(3.43) dxt = J(xt, x0)dx0,
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where dx0 is the initial volume of phase space, dxt is the volume of the phase space after
being evolved over time t, and J is the Jacobian of the transformation given as
(3.44) J(xt;x0) =
∂xt
∂x0
.
It is shown in [139], that the time evolution of the Jacobian maybe written as
(3.45)
d
dt
J(xt;x0) = J(xt;x0)∇xtx˙t = J(xt;x0)κ(xt, t),
where κ is defined as the compressibility of the transformation. The Jacobian may then
be solved for as
(3.46) J(xt;x0) = exp
(∫ t
0
κ(xs, s)ds
)
,
which may be viewed as the generalized Liouville theorem.
Defining
√
g ≡ exp
(∫ t
0
κ(xs, s)ds
)
the generalize Liouville equation may then be
derived [139] as
(3.47)
∂f
√
g
∂t
+∇ · (f√gx˙) = 0.
3.3.1. The virial theorems to derive molecular temperature and pressure.
To view how these generalized equations enable use to develop control variables for
the canonical and isothermal-isobaric ensembles, we must first define what is meant
by molecular dynamic pressure and temperature.
Although we have already given a definition of temperature without proof in equation
3.7, we now derive it from the classical virial theorem. In deriving and expression for
temperature, we are interested in the canonical distribution, although there are similar
derivations in the microcanonical ensemble.
The classical virial theorem states that
(3.48) 〈xi ∂H
∂xj
〉 = kTδij,
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where xi and xj are specific elements of the phase vector, H is the Hamiltonian, k is the
Boltzmann constant, T is the system temperature, and δij is the Kronecker δ function.
To prove this claim we employ the definition of the expectation to find
〈xi ∂H
∂xj
〉 = 1
Q
∫
dxxi
∂H
∂xj
e−βH(x)(3.49)
= − 1
Q
∫
dxxi
1
β
∂
∂xj
e−βH(x),(3.50)
= − 1
βQ
∫
dx
∂
∂xj
(
xie
−βH(x))+ 1
βQ
∫
dxe−βH(x)
∂xi
∂xj
,(3.51)
= − 1
βQ
∫
dx
∂
∂xj
(
xie
−βH(x))+ 1
βQ
δij
∫
dxe−βH(x),(3.52)
= − 1
βQ
∫
dx′
(
xie
−βH(x)) |∞xj=−∞ + kTδij,(3.53)
where β = 1/kT . The idea now is to show that the first term vanishes for all possible
choices of xi. For example, if xi is a momentum, then p
′
i exp(−βp′2i /2m′i) vanishes in
the infinity limits. If xi is a position and the energy goes to infinity in the limits, the
exponential also goes to zero. If the energy goes to zero, then the exponential tends to 1
and the terms cancel. Arguments for bound systems may also be made for the position
case.
With the proof of the virial theorem in place we then may notice that
N∑
i=1
〈pi∂H
∂pi
〉 = NdkT,(3.54)
T =
1
kNd
N∑
i=1
〈 p
2
i
mi
〉,(3.55)
which verifies equation 3.7.
The interior pressure of a molecular system is given as
(3.56) Pint =
1
dV
[
N∑
i=1
p2i
mi
+
N∑
i=1
ri · Fi
]
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To show this, notice that integration by parts yields the following relationship
(3.57) lim
t→∞
1
t
∫ t
0
ds
N∑
i=1
ri(s) ·mir¨i(s) = − lim
t→∞
1
t
∫ t
0
ds
N∑
i=1
mi|r˙i(s)|2,
where the later term is equal to the kinetic energy, which can be related to the temper-
ature via
(3.58) lim
t→∞
1
t
∫ t
0
ds
N∑
i=1
mi|r˙i(s)|2 = dNkT.
In the above formulations, the total force, rather than the interior force is represented by
the r¨i term. The total force acting on a particle may be written as a sum of the external
and internal forces. The interior force average may be written as
(3.59)
〈
N∑
i=1
ri · Fi
〉
,
where Fi = −∂U(r1, ..., rN)/∂ri. The external pressure also contributes to the total
force. Considering a three dimensional box with dimensions Lx, Ly, Lz and origin at 0,
on average, it will contribute to the time average as
(3.60) Lx(−PLyLz) + Ly(−PLyLx) + Lz(−PLyLx) = −3PV,
however this equation can be generalized to be equal to −dPV in d dimensions. Equating
all of the terms gives 〈
N∑
i=1
ri · Fi
〉
− dPV = −dNkT,(3.61)
P =
1
V
(
NkT +
〈
N∑
i=1
ri · Fi
〉)
,(3.62)
which recovers the interior pressure equation, once the molecular temperature is substi-
tuted for T .
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3.3.2. NVT equations. With the temperature defined in the molecular sense, along
with knowledge of the compressibility of the system, we may determine the microcanon-
ical ensemble of an extended system which seeks to reproduce the canonical ensemble.
If the microcanonical ensemble in the extended system is proportional to the canonical
ensemble, then we consider the method to have a consistent phase distribution (see [138]
for more details).
To put this idea into practice, we consider the Nose´-Hoover extended system of equa-
tions
r˙i =
pi
mi
,(3.63)
p˙i = Fi − pη
Qη
pi,(3.64)
η˙ =
pη
Qη
,(3.65)
p˙η =
N∑
i=1
p2i
mi
− LkT,(3.66)
where η may be considered the position of a thermostat variable with momentum pη
and mass Qη [60]. The mass of the thermostat effects the rate at which the system
temperature relaxes to equilibrium. Taking the total energy to be
H ′ =
N∑
i=1
p2i
2mi
+ U(r1, ..., rN) +
p2η
2Qη
+ LkTη(3.67)
= H(r, p) +
p2η
2Qη
+ LkTη,(3.68)
provides a simple conserved quantity of the system. The compressibility of the system
may be found to be
(3.69) κ(x) = ∇xx˙ =
N∑
i=1
∇pi · p˙i = −dNpη/Q = dNη˙
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Plugging this into the microcanonical ensemble, with the associated metric from the
compressibility gives ∫
dxdpη exp (dNη)) dηδ (H
′ − C) ,(3.70)
where C is the prescribed constant value of the system energy. Integrating this equation
then gives ∫
dxdpη exp (dNη)) dηδ (H
′ − C)(3.71)
=
∫
dxdpη exp
(
dN
LkT
[
C −H(r, p)− p
2
η
2Q
]
)
)
(3.72)
= exp
(
dNC
LkT
)∫
dpη exp
(
dNp2η
2QLkT
)∫
dx exp
(
dNβH(r, p)
L
)
,(3.73)
which is proportional to the canonical ensemble provided that L = dN .
The Nose´-Hoover chain algorithm is also developed [137] and verified to produce the
canonical ensemble. The chain algorithm has the advantage over the above method in
that it hidden conservation laws restricting the microcanonical ensemble, such as the
sum of the forces being zero, are automatically taken care of [138]. Instead of presenting
this algorithm in the current section, we note that it is a reduction of the NPT chain
algorithm presented below (setting the barostating terms to be zero).
3.3.3. NPT equations. We may investigate algorithms for the NPT ensemble in the
same way as the NVT ensemble. Equations of motion proposed by Martyna, Tobias and
Klein [98], have been shown to produce the correct dynamics within the non-Hamiltonian
framework [138].
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The equations of motion are given as
r˙i =
pi
mi
+
p
W
ri,(3.74)
p˙i = Fi − pη1
Qη1
pi −
(
1 +
1
N
)
p
W
pi,(3.75)
V˙ =
dV p
W
,(3.76)
p˙ = dV (Pint − Pext) + 1
N
N∑
i=1
p2i
mi
− pη1
Qη1
p,(3.77)
η˙k =
pηk
Qηk
,(3.78)
p˙η1 =
N∑
i=1
p2i
mi
− dNkT − pη2
Qη2
pη1 ,(3.79)
p˙ηk =
p2ηk−1
Qηk−1
− kT − petak+1
Qηk+1
pηk ,(3.80)
p˙ηM =
p2ηM−1
QηM−1
− kT,(3.81)
ξ˙k =
pξk
Qξk
,(3.82)
p˙ξ1 =
p2
W
− kT − pξ2
Qξ2
pξ1 ,(3.83)
p˙ξk =
p2ξk−1
Qξk−1
− kT − pξk+1
Qξk+1
pξk ,(3.84)
p˙ξM =
p2ξk−1
Qξk−1
− kT − pξk+1
Qξk+1
pξk ,(3.85)
(3.86)
where k ∈ [1,M ], M is the length of the barostat and thermostat chains, Pext is the
external pressure, and Pint is as presented in equation 3.56.
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To verify these equations line up with the isothermal-isobaric ensemble, we must again
find the compressibility of the system
κ(x) = ∇xx˙,
(3.87)
=
N∑
i=1
∇ri · r˙i +
N∑
i=1
∇pi · p˙i +∇V V˙ +∇p p˙ +
M−1∑
j=1
∇pηj p˙ηj +
M−1∑
j=1
∇pξj p˙ξj ,
(3.88)
= dN
( p
W
)
− dN
(
pη1
Qη1
+
p
W
(
1 +
1
N
))
+ d
p
W
− pη1
Qη1
−
M−1∑
j=1
pηj+1
Qηj+1
−
M−1∑
j=1
pξj+1
Qξj+1
(3.89)
= −(dN + 1)
(
pη1
Qη1
)
−
M−1∑
j=2
pηj+1
Qηj+1
−
M−1∑
j=1
pξj+1
Qξj+1
.
(3.90)
Thus, we express the metric as exp [(dN + 1)η1 + ηc + ξc], where ηc =
∑M−1
j=2 ηj and
ξc =
∑M−1
j=2 ξj.
Assuming that there is again only the conserved quantity of the total energy, we write
(3.91)
C = H ′ = H(r, p) +
p2
2W
+
M∑
j=1
(
p2ηj+1
2Qηj+1
+
p2ξj+1
2Qξj+1
)
+ (dN + 1)kTη1 + kTηc + kTξc +Pext
Plugging these terms into the microcanonical ensemble provides a distribution pro-
portional to the isothermal-isobaric. As mentioned above, if we set the barostating terms
to be zero and ignore their contribution to the system energy (and ignore the pressure
term as well), we recover the canonical ensemble with the Nose´-Hoover chain algorithm.
3.3.4. Numerical integration of the NVT and NPT equations. Numerical al-
gorithms may be built through operator splitting in similarly what was done for the
velocity-Verlet algorithm above. For more details see [136].
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3.4. Closing the Gibbs-Thomson equation
We now turn to current methods used to calculate the relevant quantities used to close
the Gibbs-Thomson relationship and follow this discussion by showing direct verifications
of the curvature dependence have been preformed. We use this to motivate the desire
to develop non-periodic molecular dynamic algorithms which will be presented in the
following chapter.
3.4.1. Determining density and latent heat. The Gibbs-Thomson equation closed
in chapter 2 requires knowledge of the latent heat and density of the solid phase at the
phase transition. Both of these quantities can be derived from bulk dynamics. To find
them, periodic NPT dynamics may be used to first find the phase transition temperature,
and next to determine the average solid density at the phase transition temperature given
as
(3.92) ρs =
N
〈V 〉 .
Upon a phase transition, the change in energy of a system is given as ∆U = P∆V +
T∆S, since the chemical potential remains constant across the transition. The latent
heat is defined through the Clausius-Clapeyron relation as
(3.93) L = ∆ST = (Sl − Ss)T,
where T is the melting temperature, and Sl and Ss are the entropies of the liquid and
solid respectively. Because the kinetic entropy will be identical across the transition, the
latent heat can be determined as
(3.94) L = 〈∆U〉+ P 〈∆V 〉.
where 〈∆U〉 is the average change in potential energy across the phases.
3.4.2. Determining the curvature closure coefficient. With the thermodynamic
theory derived in section 2.1.1.1, the two quantities we need in order to complete the
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Gibbs-Thomson relationship are the anisotropic description of the surface tension γ, the
latent heat L, and the density of the solid ρs. As will be discussed in the next section,
molecular dynamic techniques are available for holding the pressure and temperature
fixed with fluctuations in the canonical ensemble, and thus determining the density of
a crystal at a particular temperature is a trivial task. Determining the latent heat may
also be performed by comparing the change in average potential energies across a phase
transition. This too can be done using standard, bulk molecular dynamic techniques for
constant temperature and pressure. Determining the interfacial surface tension on the
other hand, is far more challenging, however several techniques have been developed in
order to find these values. We begin this section with two methods used to determine
the surface tension, followed by a direct method to find the Gibbs-Thomson correction.
Figure 3.1. Two walls are placed about a
central cleaving position and move toward it
in steps 1 and 2 of the cleaving wall method.
Particles in region i only interact with the
opposing wall, thus there is no interaction
before the simulation begins. Figure is taken
from [34]
3.4.2.1. Cleaving potential method. The
first technique we will discuss is a cleav-
ing technique, first proposed by Broughton
and Gilmer [19], and later refined by
[34, 35]. In these methods a four step
computation is carried out to determine
the change in free energy due to the pres-
ence of an interface. The method is carried
out at the triple point and employs peri-
odic boundary conditions at each step in
the process. In the first step a crystal lat-
tice is cleaved at a point in the domain and
separated so that particles will not cross
the cleaving position. In the second step the same process is preformed for a liquid state.
In the third step, the cleaved positions of the crystal are inserted to be next to the cleaved
positions of the solid, while the solid-solid and liquid-liquid periodic boundary conditions
are slowly turned off and the solid-liquid boundary conditions are slowly turned on. In
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the fourth step, the cleaving potentials are turned off. In the initial method found in
[19], the authors use a cleaving potential and find that the surface tension of the faces
are statistically isotropic, however anisotropic values were found later in [35] due to an
improved cleaving technique.
To find the change in free energy from each of the four steps, we will review the
technique of the more modern cleaving wall potential done by [35]. In this method
a cleaving wall with a short ranged potential interaction is placed on each side of the
cleaving wall at a distance greater than the length of this short range potential field.
Particles are assigned to each region based on which side of the cleaving wall they fall on;
at the start no particle can feel the cleaving wall. As the cleaving walls move in toward
the central position the particles near the boundary feel the influence of the wall and
are forced in toward their respective regions. For steps 1,2 and 4, work on the system is
calculated by solving for
(3.95) w1,2,4 =
∫ zf
zi
〈
∂Φ
∂z
〉
dz
where zi is the initial position taken inside the opposite regions for steps 1 and 2 and at
the cleaving wall for step 4; zf is the final position taken at the cleaving wall for steps
1 and 2 and in the opposite region for step 4. The potential Φ is taken by summing
interactions due to the cleaving walls and inter particle potentials, and the time averaged
ensemble of Φ is found to compute the derivative.
For step 3, the potentials acting across the cleaving wall (pairs that intersect the
cleaving wall) are slowly turned off and particles that will interact in the combined
system are slowly turned on. Work is calculated via λ integration so that
(3.96) w3 =
∫ 1
0
〈
∂Φ
∂λ
〉
dλ
where Φ is now given as
(3.97) Φ = λ
(∑
ss
φ(r) +
∑
ll
φ(r)
)
+ (1− λ)
∑
slφ(r) +
∑
s
φc(r) +
∑
l
φc(r)
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Figure 3.2. In steps 1 and 2 the periodic boundaries are cleaved so that
there is a separation between the regions. In step 3, the periodic boundary
conditions of the pure materials are turned off and the mixed system is
turned on. In step 4 the cleaving walls are retreated and turned off. Figure
taken from [35]
Here ss is the solid-solid periodic system, ll is the liquid-liquid system, and sl is the
combined system; these sums are taken over particle interactions for φ, the interatomic
potential. The last two terms are the terms introduced from steps 1 and 2 by the cleaving
potential φc. The choice of cleaving potential φc is largely arbitrary, so long as once it is
applied, particles do not mix regions. It has shown that for hard sphere and Lennard-
Jones potentials, that the truncated repulsive interaction of φ applied to the minimum
distance to a region’s moving cleaving wall is an acceptable choice [34, 35]. The work
done on the system is the resulting surface tension. Once it is found we then normalize
by the cross sectional area of the molecular divide to find the surface tension per unit
area. Periodicity is chosen in a way so that interfacial effects vanish in between periods.
3.4.2.2. The capillary fluctuation method. In addition to the cleaving wall potentials, the
capillary fluctuation method analyzes height fluctuations about a flat interface. The idea
is to consider a flat interface with periodic boundaries in a narrow domain so that the
interface can be easily parametrized by a line in three dimensions. With the interfacial
boundary given by W in the long dimension and b in the short dimension. Let x ∈
[0,W ) and the height of the interface be parametrized by h(x), which we can Fourier
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expand so that h(x) =
∑
k A(k) sin(2pikx/W ). We may then assume an equipartition
of energy so that each wave mode has an energy of kTm. The interfacial energy may
be given as b
∫
γ(θ)ds where we integrate over the surface and take into account the
potential anisotropy in γ. Assuming θ is small we can approximate θ ≈ dh/dx and
ds = sec(θ)dx ≈ 1 + (dh/dx)2/2. With these assumptions we can also linearize about γ
to find the energy that must be added to the interface to perturb it away from the flat
zero temperature limit
∆E ≈ b
∫ W
0
(
1 +
1
2
dh
dx
)(
γ(0) + γ′(0)
dh
dx
+ γ′(0)
1
2
(
dh
dx
)2)
− γ(0)dx
= b
[∫ W
0
1
2
dh
dx
γ(0)dx+ (γ(0) + γ′′(0))
∫ W
0
1
2
(
dh
dx
)2
dx
]
We first assume that the energy does not cause a change in average height since this
would lead to volume changes and energy contributions to the Latent heat which are
unphysical. Thus the first term of the right hand side in the second equation above
is zero. We can next choose a frequency k and plug in this wave mode to the above
equation, noting that we expect this wave mode (minus the flat interfacial energy) to
have an energy of kTm as we mentioned above. Thus we get
kTm = b(γ(0) + γ
′′(0))
∫ W
0
1
2
(
A(k)pik
W
cos
[
2pikx
W
])2
dx
= b(γ(0) + γ′′(0))
A2k2pi2
W
⇒
〈A2〉 = kTmW
b(γ(0) + γ′′(0))k2pi2
This is the same result presented in [62]. The averaged Fourier expansion can then
be fit linearly by comparing the squared frequency amplitudes with the inverse wave
number squared. There is, however, the remaining difficulty of separating γ from γ′′ so
at minimum, this calculation must be repeated for multiple orientations. With this data,
one such method to recover the two values is to assume a weak anisotropic material that
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may be expanded in terms of Kubic harmonics as is done in [62]. The idea is to formulate
a constitutive law for γ as a function of orientation, to over fit the unknown parameters,
and then to fit and check that the model is correct [62].
3.4.2.3. Direct methods. It is also possible to determine the Gibbs-Thomson coefficient
based on direct measurements from molecular dynamic simulations. In general, this is
a challenging process due to the large number of particles necessary to resolve complete
nano particle domains. Molecular dynamic studies for large nano-particles have been
recently carried out in a series of papers. First [124], free standing solid nano-particles
between 2000 and 31,000 particles were heated. More accurately, the fit is not the Gibbs-
Thomson relationship but rather Pawlow’s law which takes into account a solid particle
surrounded by vapor. The nano particles were placed in rectangular periodic domains
which we vacuums outside of the particle but accepted a vapor phase throughout the
simulation. The melting temperature was found as a function of particle radius for iron,
chromium, molybdenum, and tungsten. The Gibbs-Thomson coefficient for iron was
found to be 2.3 times larger than was found by experiments. The problem was that the
particles were outside of the solid phase were in a vapor or thin fluid phase interacting
with the vapor, thus pressure was not kept constant throughout the liquid phase.
To correct this flaw, full nano particles surrounded by the fluid phase with constant
pressure simulations were used in [153]. The authors determined the melting temper-
ature of each particle by seeing if an instantiated particle shank or grew at different
temperatures. From this data solid iron in an iron melt was fit with a Gibbs-Thomson
relationship; the surface tension was then derived which was found to be 10% away from
experimental results for an iron-carbon alloy. The 10% discrepancy was found despite
the issue that the bulk properties for the potential being used for iron exhibited a 30%
error in melting temperature, so better potential functions as well as consistent phys-
ical scenarios must be used to test the method further. These authors also corrected
the fit from [124], showing that for a free standing particle the density and latent heat
change as a function of temperature since Gibbs free energy is not conserved. The linear
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Gibbs-Thomson equation is corrected by accounting for variations in the latent heat and
density, leading to
∆T = − 2γ
L(r)ρs(r)
1
r
(3.98)
= − 2γ
L0rρs0r
1
r
(3.99)
= − 2γ
L0ρs0
1
r3
(3.100)
however they did not report on the estimated correction to the interfacial tension esti-
mate.
Alloys have been of particular interest in solidification problems as well, since one of
the easiest ways to gain control over solidification processes is to dope a pure material
with another. Silver-Palladium alloy clusters were tested as free nano-particles and phase
dependent relationships were found based on the percentage of composition [84]. Near
linear relationships were found for the temperature and size of the clusters, the non-
linearity likely coming from equation 3.100 above. Full simulations with liquid boundaries
and prescribed pressures are still necessary to find true Gibbs-Thomson relationships.
3.4.2.4. Discussion. The methods presented above have proven useful in a variety of
materials. The direct cleaving methods have been implemented for hard spheres [19, 34],
Lennard-Jones potentials [35], and for the surface tension between solid copper and
liquid tin. The capillary fluctuation methods on the other hand have been used to find
the surface tensions of the Ising model [44], the liquid-vapor surface of a Lennard-Jones
system [125], amorphous polymer films [55], surface-step edges [8], and metallic crystals
in melts [62]. For many pure metallic substances, these methods have provided accurate
surface tensions when compared with experimental measurements. A detailed comparison
between numerical simulations and experiments is given in [63].
Cleaving methods typically take roughly an order of magnitude less particles per
simulation and are able to capture the interfacial tension γ with greater accuracy [63],
however the capillary method is better able to pick up the anisotropy since interfacial
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stiffness γ′′, is directly a part of the calculation, and if we have an n-fold anisotropy with
γ ≈ γ0 +  cos(nθ), then γ′′ ≈ γ0 − n2 cos(nθ) + n sin(nθ). With n typically equal to 4
or 6, the anisotropy is far easier to measure when taking γ′′ directly into account.
Direct methods are still unable to capture the anisotropies which the cleaving and
capillary fluctuation methods find by design. Instead an averaged surface tension is found
by the simulation, however for materials with small anisotropy, this may not prove a fault
at all when considering how to resolve the relationship at a larger scale. The anisotropy,
for example, in a Lennard-Jones fluid is found to be 0.62,0.64, and 0.58 for the (100),
(110) and (111) faces respectively (with statistical error of 0.01). The discrepancy will
mater far less for alloys, glass, and other-non crystalline structures. Direct methods
also suffer from their computational cost, similarly to the capillary fluctuation method.
Cluster sizes vary from 103 to 105 particles which is the same order as the capillary and
cleaving methods (taking 105 to 106 for the former and 103 to 104 for the later), however
with the added complexity of the surrounded liquid phase, the number of particles rises to
O(106). Despite these draw backs, direct methods have the advantage of directly testing
the effects of curvature on the melting temperature. Furthermore the amorphous polymer
studies for capillary studies found in [55] do not have the predicted relationship between
wave amplitude and inverse wave number squared, showing that the theory breaks down
for more complicated particles. In strange materials such as polymers, direct validations
will be necessary to bench mark and test agains the thermodynamic theory of the Gibbs-
Thomson relationship, particularly since the theory was derived with the assumption of
a pure, single component material.
3.4.3. Determining the velocity closure coefficient. The velocity closure coeffi-
cient from equation 2.3 may be fit via molecular dynamics studies. The original idea
proposed in [20] involved imposing a constant velocity upon each particle within a peri-
odic domain in which local thermostats were applied to fixed regions within the domain
to represent the now solidified front along with the incoming liquid. Varying the velocity,
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the interfacial temperature was measured and a relationship between velocity and melt-
ing temperature was determined to determine V . In a similar study [28], solute trapping
was measured in a system doped with a second type of atom. In addition to imposing
a velocity to determine information about the system, a free solidification technique is
also employed, in which a global thermostat is applied to the system and the rate of
solidification is taken to represent the velocity of the advancing front. This technique
has been employed in a variety of pure materials, most of them metals [64, 61], but
also with Lennard-Jones potentials [132], and crystalized sodium [143]. In each of these
cases, different orientations may be take to determine anisotropies in the velocity closure
coefficient.
In addition to the direct MD approaches above, fluctuation analysis also is used to
determine velocity closure coefficients. These types of methods complement the direct
methods in that instead of determining the velocity temperature relationship out of
equilibrium, an equilibriated interface is considered and fluctuations are used to predict
the rates of growth. In [17], the authors use constant volume and temperature algorithms
to determine a relaxation equation toward interfacial equilibrium after thermodynamic
fluctuations appear in the interface. Onsager’s hypothesis is used to determine a time
correlations between these fluctuations and MD is used to collect data with which to fit
this relationship. The authors find good agreement with the direct methods mentioned
above, noting that their method greatly reduces computational cost, but also relies on
precise knowledge of the equilibrium temperature so that pressure fluctuations in the
constant volume algorithms are not large.
A second fluctuation method involves a similar analysis to the capillary fluctuation
method above, in which the correlations of Fourier modes in the interfacial curve are
related by a similar closure of Onsager’s hypothesis reported in [17]. This method requires
knowledge of the capillary length given by (γ+γ′′)Tm/L so the interfacial stiffness must be
calculated beforehand. Linear relationships are found between the inverse wave number
squared and the timescale of solidification, for nickel in [77].
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3.4.3.1. Discussion. In all of the methods discussed above, velocity closure coefficients
are fit via flat interfaces with periodic boundary. No studies have been done to discuss the
effect of curvature on dynamic solidification, though it is certainly reasonable to suppose
they exist based on equation 2.33.
3.5. Discussion
The above theoretical and numerical simulations have worked to fit physical constants
or to find valid relationships between curvature, velocity and the melting temperature.
Little work has been done to directly simulate curved domains primarily due to the
large number of particles necessary for simulating the events. The full system is resolved
despite the fact that the only interesting element in the domain is the interface itself.
In a simulated particle of 30,000 particles inside of a liquid domain with 200,000 total
particles (estimate from [153]), and supposing a relevant interaction range of 5ρ
−1/3
s
leaves an upper bound of 5000 particles to resolve the entire relevant surface. If we could
only consider a section of the surface, then this number could be cut down far more
significantly and treated more like the molecular dynamic simulations used to find the
velocity closure coefficient. The challenging aspect is to develop non-periodic boundary
conditions for molecular dynamic techniques that will allow us to zoom in on the interface
in the molecular dynamic setting. From here we will retain the advantages of direct
methods while accumulating the advantage of a greatly reduced computational cost.
There are few methods for directly verifying the change of interface dynamics as
a function of curvature, and those that exist are expensive to compute. We propose
that non-periodic molecular dynamics may be used to determine these direct curvature
relationships, and can be used to verify the curvature correction on the velocity closure
coefficient. Such a mechanism will lead to novel closures to the Gibbs-Thomson equation
and will effect the resulting structures found in simulation.
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CHAPTER 4
FINITE DOMAIN MOLECULAR DYNAMICS WITH NON-PERIODIC
BOUNDARIES
We turn now to finite volume, non-periodic boundaries in molecular dynamics by
reviewing current challenges and methods and then proposing a novel approach with the
capability accurately capturing boundary effects in both the liquid and solid phases. The
primary issue in enforcing boundary conditions in molecular dynamic simulations is that
the unresolved region outside of the computational domain has a significant and dynamic
influence on the computational domain. The Langevin [93] and generalized Langevin
equations [100, 2, 75] were developed with the idea that unresolved particles could be
reduced through a projection operator down to a linear response term (with or with out
history) and a stochastic term. This idea of projecting the phase space on to a reduced
sub-dimensional space was first developed to reduce the degrees of freedom accounted for
by particles with relatively small mass that were uniformly distributed throughout the
domain, and next generalized to account for unresolved particles of similar mass.
We will begin with a brief review of the Langevin equation, the generalized Langevin
equation, and a derivation for a generalized Langevin equation in the context of a har-
monic crystal in a region outside of some interior computational domain. We next review
methods that have been developed for both liquid and solid regions, and enumerate lim-
itations on these methods. Finally we will develop a novel method capable of resolving
boundary conditions across phases and demonstrate applications in wedge shaped do-
mains. The new method develops a modified version of the classical Langevin equation,
whose parameters are set via the interior statistics of the domain. One of the large diffi-
culties with the Langevin and generalized Langevin equations are that fitting the correct
parameterization is often computationally expensive, and must be updated throughout
changes in temperature (through quasi-equilibrium); the method developed here collects
statistics and determines Langevin parameters efficiently. We also note that the bound-
ary conditions are able to act as a thermostat. Currently, constant pressure simulations
consider homogenous material dilatation which occurs with volume expansion to account
for fluctuations in the pressure. Using the novel boundary conditions, we consider a
system which is capable of having a fluctuating volume without directly imposing par-
ticle spacing dilatation. The novel boundary method predicts the same phase transition
temperature as the periodic methods, and also predicts identical material dilatation co-
efficients in both the liquid and solid phases. This method allows us to test systems out
of equilibrium or quasi-equilibrium scenarios, as will be demonstrated in the following
chapter.
4.1. The Langevin equation
Because the state-of-the-art non-periodic boundary conditions in molecular dynamics
rely on the Langevin equation and generalizations, we will begin this section by reviewing
the motivations, physics, and derivations of this equation. We will then demonstrate
applications to non-periodic boundaries, and discuss limitations with the generalized
form.
4.1.1. The classical Langevin equation. The classical Langevin equation [93] stems
from the observation of Einstein [41], that viscous friction of a Brownian particle is
related to it’s rate of diffusion by
(4.1) D =
kT
mγ
,
where D is the diffusive coefficient, k is the Boltzmann constant, T is temperature, m is
the mass of the particle, and γ is the viscous frictional coefficient. This observation is
couple with the assumption of equipartition of energy for the canonical ensemble, leading
to a Maxwell-Boltzmann distribution for the velocity distribution of each particle. Any
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theory built around a stochastic closure of a Brownian particle must satisfy these two
conditions.
The idea is to propose an evolution equation for a Brownian particle within a physi-
cally consistent framework. The first such model was proposed by Langevin [93] in the
form
(4.2) mV˙ = −mγV +R(t),
where V is the velocity of the Brownian particle, and R(t) is a stochastic noise term. The
noise term is typically assumed to satisfy two conditions [90, 144, 29, 152]. The first is
that the noise is a Gaussian process with mean zero and the second that it is uncorrelated
in time; thus we may assume that R(t) is the standard Wiener process scaled by some
constant. Thus, we may rewrite equation 4.2 as
(4.3) mV˙ = −mγV +
√
2σBt,
where Bt is standard Brownian motion with unit variance.
We can determine the statistical properties of the SDE by writing the corresponding
Fokker-Plank equation [102]
(4.4)
∂f
∂t
=
∂
∂v
(
γv + σm−2
∂
∂v
)
f,
where f is the distribution over the single particle phase space, and v taken from the
domain of possible velocities as distinguished from V which represents a random variable.
In the steady state limit where the time derivative vanishes, we expect to find
(4.5) lim
t→∞
f(v) = C exp
(
mv2
2kT
)
.
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Plugging this into the Fokker-Plank equation with the left hand side set to zero, gives
0 = γv exp
(
mv2
2kT
)
+ σm−2
∂
∂v
exp
(
mv2
2kT
)
,(4.6)
0 = γv − σm−2mv
kT
,(4.7)
σ = mγkT.(4.8)
We find a relationship between σ and γ. The system may then be closed with knowledge
of the diffusion coefficient from equation 4.1. The Langevin equation and the ensuing
dynamics describe a Brownian particle in which the surrounding system is assumed to
equilibriate on a much faster time scale than the particle. Never-the-less, the Langevin
equation has been extended to generate thermostating conditions in MD algorithms [118],
in which the evolution equation contains the additional terms for fluctuations (stochastic)
and dissipation (frictional) given as
(4.9) mv˙ = F −mγv +
√
2σBt.
4.1.2. The generalized Langevin equation. Due to the limitations of the classical
Langevin, particularly in the assumption that the surrounding system quickly reaches
equilibrium, a great deal of work has gone into generalizing the Langevin equations
[90, 100]. The generalized Langevin equation is stated as
(4.10) u˙ =
1
m
(
−
∫
γ(t− t′)u(t′)dt′ +R(t)
)
,
where R is the random forcing and γ is the frictional correlation function. This gener-
alized equation may be reduced to the classical limit with the assumption that γ(t) =
γδ(t− t′), which is another way of saying that time correlations of the forces go to zero.
Similar to the classical formulation, assumptions are made on the random force. The
first is that the mean random force is zero,
(4.11) 〈R(t)〉 = 0,
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since the forces come from arbitrary angle in their formulation. The next is to assume
that velocity and the random force are uncorrelated so that
(4.12) 〈u(t0)R(t)〉 = 0,
over all times t > t0. These assumptions relax those made in the classical limit.
Mori originally demonstrated the generalized Langevin equation via projection op-
erator techniques, in which the phase space of a large system is projected on to the
subspace of a few number of particles, [100]. Adelman and Doll [2], later demonstrated
the possibility of assuming a harmonic crystalline lattice and showed that a subsystem
may be well approximated by a generalized Langevin equation for particles interacting
with the boundary of this subsystem. Kantorovich [75] then generalized the Adelman
and Doll derivation for harmonic solids in the unresolved regions, with arbitrary poten-
tial functions between the particles contained in the subsystem. In the remainder of this
subsection, we will outline the derivation of Kantarovich.
Suppose that we have a large system of N particles, however we are only interested in
tracking M  N particles contained within a region D1 embedded in the system volume.
The Hamiltonian for this system may be written as
H =
N∑
j=1
p2j
2mj
+ Uj(~r).
which may be split to read
H = HM +Hext +
M∑
j=1
p2j
2mj
+ Ui(~r) +
N∑
j=M+1
p2j
2mj
+ Uj(~r),
where the first set of particles are in the region D1 (corresponding to HM) and the second
set of particles comprise the remainder of the system (call this region 2, or D2).
We wish to track the phase space evolution of the first M particles explicitly, however
this evolution will be influenced by the evolution of the particles from the remaining
N −M particles in region 2. The question to ask is what is the correct evolution equa-
tion for the particles near the boundary. Kantorovich [75] develops a solution in which
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the particles in region 2 are considered to have harmonic potentials between them and
between the particles in region 1. The interior particles or region 1 are assumed to have
arbitrary interatomic potentials.
Supposing the above constraints, we may rewrite the Hamiltonian as
(4.13)
H = HM+Hext =
M∑
i=1
p2i
2mi
+Ui(r1, ..., rM)+
N∑
j=M+1
p2j
2mj
+
N∑
j=M+1
N∑
i=M+1
uiKijuj+
N∑
j=M+1
hjuj,
where u is the displacement from equilibrium and K is the spring coefficient matrix, and
hj is a sum of the potential harmonics from region 1, interacting with particle j.
For region 1, the evolution equation is
mr¨ = f −
N∑
j=M+1
∂hj
∂r
uj,(4.14)
and for the second region is
mu¨ = −h2(t)−
N∑
j=M+1
K2juj.(4.15)
We may rescale the problem so that xj =
√
mjuj, Vj = hj/
√
mj, and Dij = Kij/
√
mimj.
The equations of motion in region 2 may then be rewritten as
(4.16) x¨i +
N∑
j=M+1
D2jxj = −Vi.
We solve this equation by determining the eigenstructure of D2, denoting eigenvectors
as eλ and eigenvalues as ω
2
λ (Deλ = ω
2
λeλ). We suppose that the eigen-decompossition is
orthogonal and complete. We may then decompose x as
(4.17) x =
∑
λ
eλξλ
and peel off each of the basis behaviors from the evolution equation to arrive at
(4.18) ξ¨λ + ω
2
λξλ = −Vλ
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This differential equation is easily solved to give
(4.19) ξλ(t) = Aλ exp(iωλ(t)t) +Bλ exp(−iωλ(t)t)−
∫ t
0
Vλ(s)
sin(ωλ(t)(t− s))
ωλ(t)
ds
We may then construct the evolution x as
(4.20) x = Ω˙(t)x(0) + Ω(t)x˙(0)−
∫ t
0
Ω(t− s)V (s)ds
with
(4.21) Ω(t) =
∑
λ
eλe
′
λ
ωλ
sin(ωλt)
We are now ready to couple the dynamics with the interior region. The force of the
exterior particle on the interior particles is written as
(4.22) −
∑ ∂hj
∂r
uj = −
∑ ∂Vj
∂r
xj = −V12x
where the last term is in matrix notation and the first two are in Einstein notation.
Substituting for the interior dynamics gives (written in matrix notation)
(4.23) mr¨ = f − V12(t)
(
Ω˙(t)x(0) + Ω(t) ˙x(0)−
∫ t
0
Ω(t− s)V (s)ds
)
We next seek to approximate the dynamics of the boundary terms and reduce the equa-
tions to a Langevin dynamics. To do this, we define
Λ =
∫ t
0
Ω(s)ds
=
∫ t
0
∑
λ
eλe
′
λ
ωλ
sin(ωλs)ds
= −
∑
λ
eλe
′
λ
ω2λ
cos(ωλt) +
∑
λ
eλe
′
λ
ω2λ
= −Π(t) +D−1
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with
(4.24) Π(t) =
∑
λ
eλe
′
λ
ω2λ
cos(ωλt)
and the inverse of D derived from the diagonal decomposition of the eigenbasis. Noting
that −Ω(t− s)ds = dΛ(t− s), we may take the integral in the evolution equation for the
interior region and integrate by parts to get
mr¨ = f − V12(t)
(
Ω˙(t)x(0) + Ω(t) ˙x(0)
)
+ V12(t)
∫ t
0
Ω(t− s)V (s)ds,
= f − V12(t)
(
Ω˙(t)x(0) + Ω(t) ˙x(0)
)
− V12(t)
∫ t
0
dΛ(t− s)/dsV (s)ds,
= f − V12(t)
(
Ω˙(t)x(0) + Ω(t) ˙x(0)
)
− (V12(t)(D−1 − Π(0))V (t)− V12(t)(D−1 − Π(t))V (0))
+
∫ t
0
V12(t)(D
−1 − Π(s))V˙ (s)ds,
= f − V12(t)
(
Ω˙(t)x(0) + Ω(t) ˙x(0)
)
+ V12(t)(D
−1 − Π(t))V (0)
+
∫ t
0
V12(t)(D
−1 − Π(s))V˙ (s)ds,
= f − V12(t)
(
Ω˙(t)x(0) + Ω(t) ˙x(0) + Π(t)V (0)
)
+ V12(t)D
−1V (0)
+ V12(t)D
−1(V (t)− V (0)−
∫ t
0
V12(t)Π(s)V˙ (s)ds,
= f − V12(t)
(
Ω˙(t)x(0) + Ω(t) ˙x(0) + Π(t)V (0)
)
+ V12(t)D
−1V (t)−
∫ t
0
V12(t)Π(s)V˙ (s)ds
which is the same result in Kantorovich. Recall now that V12 is the force that particles
from the exterior exert on particles in the interior, that V is the force that particles in the
interior exert on the particles in the exterior. The term V12(t)D
−1V (t), was interpreted
by Kantorovich to be the force between the interior (1) and exterior particles (2), where
the exterior particles are clamped to their equilibrium positions, although no further
justification was given for this interpretation. We can note, however, that the time
average of any exterior particle will be given by it’s equilibrium position, and that the
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forcing between any interior/exterior pair will harmonically force the interior particle to
the relaxed spacing. The second term is interpreted as a random process, whose statistics
we will recover next, and the final term may be rewritten taking
(4.25) V˙ =
M∑
i=1
∂V
∂ri
r˙i = V21(t)r˙int(t),
to get an expression of the form
(4.26) mr¨ = f + fextavg +R−
∫ t
0
Γ(t, s)r˙(s)ds.
Kantorovich goes on to argue that the statistics from the harmonic region may be
completely determined by a Gaussian and thus closes the equations of motion. Despite
this closure, integration of the memory kernel Γ (also called the many-body Green’s func-
tion) to determine the relaxation scheme on the Langevin particles remains a challenging
problem and is expensive computationally. Current methods determine this function
by tracking a long past history of particle positions [75]. Kantorovich and Rompotis
[76] avoid this difficulty by approximating the dynamics to the classical Langevin limit,
adding the equilibrium positions in region 2 to the force calculation. Wagner, Karpov and
Liu [149] derive a method for determining the time history kernel matrix Γ (see equation
4.26) using Fourier transforms in space and Laplace transforms in time. This method
makes similar assumptions to the work of Kantorovich, assuming harmonic potentials in
the unresolved regions.
4.2. Other existing non-periodic boundary methods
The primary method for studying non-periodic molecular systems is to apply Langevin
dynamics to the boundary, and thus are called stochastic boundary conditions (SBC).
Typically, the classical Langevin equation is chosen, however [75, 149, 129] both derive
memory kernels that may be used for the generalized equations. No SBC MD algorithm
has assumed anything other than a Gaussian random process.
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SBC methods have been developed for liquids [10, 18] and for crystalline solids [2, 75,
149]. Having began a review of boundary conditions for crystalline solid methods as part
of the derivation for the generalized Langevin dynamics, we turn now to existing methods
dealing with liquids and melts. The work begins with Berkowitz and McCammon [10], in
which the computational domain was broken into three regions. Instantiating particles
within a bounded domain, particles in region 1 are considered to be particles that have
a distance to the boundary greater than some prescribed distance rd. These particles
evolve according to classical molecular dynamic algorithms, where only the potential
influences particle motion. Particles in the boundary, but a distance of less than rd
from the boundary, are considered to be in region 2, in which random forcing from the
boundary will play an integral role. These particles are evolved according to the classical
Langevin equation coupled to the potential function, giving an evolution equation of
(4.27) Fi = −mγvi + σBt −∇Ui.
Particles in region 2 act as a temperature reservoir and cause the system to have the
proper statistics for the canonical ensemble over velocity. Particles outside of the bound-
ary region (called region 3) do not evolve, and particles are instantiated in this region to
prevent rapid evaporation of the liquid upon simulation.
The issue with assuming a collection of fixed particles in region 3 is that the bound-
ary region introduces structure into the boundary region, acting as a zero temperature
glass or crystalline solid imparting and absorbing energy with particles in region 2; the
structure of region 3 may impart unphysical configurational effects on the particles in
the interior. The artificial boundary of Berkowitz and McCammon was improved by
Brooks and Karplus [18], in which radially symmetric mean field distributions are used
to estimate the force contributions from region 3. Supposing that the radially symmetric
mean field distribution is known, and given as g(r), and that the potential energy is zero
beyond some cut off radius rc, the mean force contribution from region 3 can be derived
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to be
Fi
x
B(r) =
∫
D3∩Brc (ri)
F (r − ri) cos(r)g(r)dr,(4.28)
Fi
y
B(r) =
∫
D3∩Brc (ri)
F (r − ri) sin(r)g(r)dr,(4.29)
where Fi
j
B is the mean boundary force in the j direction, F (r− ri) is the force between a
point in the integration limits and the particle of interest, D3 is region 3, and Brc(ri) is a
ball of radius rc centered at position ri. The mean boundary force is then coupled with
the intermolecular potentials and the classical Langevin equation to close the system.
Unlike Berkowitz-McCammon conditions, Brooks-Karplus reservoirs allow particles
to transition between region 2 and region 3. In the original work, particles were forced
back toward region 2, by limiting the integration in region 3 as
Fi
x
B(r) =
∫
D3∩Brc (ri)∩{r|d(ri,∂D23)<d(ri,∂D23)}
F (r − ri) cos(r)g(r)dr,(4.30)
Fi
y
B(r) =
∫
D3∩Brc (ri)∩{r|d(ri,∂D23)<d(ri,∂D23)}
F (r − ri) sin(r)g(r)dr,(4.31)
where d(r, A) is the minimal distance between point r and set A, and ∂D23 is the bound-
ary between regions 2 and 3. Since the initial works by Berkowitz, McCammon, Brooks
and Karplus, similar methods have employed reflective boundary conditions as a means to
separate regions 2 and 3 to keep the overall density constant [18]. The reflective bound-
aries have both used mirror reflections [155, 43] and have also reinstantiated the velocity
of reflected particles according the canonical velocity distribution [129]. A method has
also been developed for polymer melts [115] in which a fraction of the boundary poly-
mers are harmonically bound to fixed points, representing a similar boundary to that
of Berkowitz; the idea is that in long chain molecules, the boundary effects of enforcing
particle structure will not play as large a role in the molecular dynamics.
Determining boundary conditions up to this point, has been a phase dependent pro-
cess. Methods have been developed to determine the time history kernels for the memory
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function of the generalized Langevin equation for solids and liquids, however these meth-
ods are computationally expensive both in terms of flops and memory demands. In the
following section we present a method capable of dynamically changing boundary con-
ditions based upon the statistics of the interior particle ensemble, which is thus able to
capture solid to liquid changes during the simulation.
4.3. A novel method for non-periodic boundaries
4.3.1. Transition equations. The main difficulty in designing non-periodic boundary
conditions is to accurately represent the influence of particles existing beyond the com-
putational domain, on the resolved interior particles. Despite advances to theory on
the generalized Langevin equation [75], computation of the many-body Green’s function
remains challenging to implement computationally, and therefore non-periodic molecu-
lar dynamics are typically solved with the reduced classical Langevin dynamics at the
boundary [10, 18, 76]. Langevin dynamics are coupled with mean field constraints,
either by placing pseudo particles at crystalline lattices sites [10, 76] or by determining
radially symmetric particle density distribution functions [18]. These methods are solve
in the canonical ensemble, with constant particle, volume, and temperature constraints
(NVT).
The principal idea in the present section is to allow the molecular particles to transi-
tion between a distributional and molecular description as they exit and enter the interior
computational domain. Furthermore the distributional space will be updated according
to changes in dynamics in the interior. We consider crystalline lattices where density
functional theory [131] has shown that a superposition of Gaussians with means about
the lattice positions provides a reasonable basis for the configurational space. This dis-
tribution is accurate for liquid phases as well, since the uniform distribution of a melt
is equivalent to having the variances of the normal distributions approach infinity. This
density distribution may be used to construct a probability distribution function over
configurational space, but not the phase space. The distribution over phase space may
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be completed by assuming the the velocity distribution will be consistent with the canon-
ical ensemble (or grand canonical ensemble averaged over volume). Supposing that the
distributions for velocity and position are independent through time, we may make the
hypothesis (and confirm it in section 4.3.4) that the normalized product of the two dis-
tributions may be used to determine the distribution over the phase space. With the
phase space distribution determined, we may integrate over all but one of the particles
to obtain a probability distribution for a single particle in phase space.
Under these assumptions on the phase space, we may represent particles outside of
the computational domain by a stochastic process which shares the statistics of the phase
space. We then must determine a SDE which shares steady state statistics with the given
phase space distribution. To achieve this we propose to modify the classical Langevin
equation to describe this stochastic process as
(4.32) F = −α(x− xc)−mγv +
√
2σBt,
where F is the force acting on a pseudo-particle, m is the mass, x is the position, xc the
lattice position of the particle, v the velocity, and Bt a standard Wiener process. We also
have α acting as a damping coefficient related to deviations from the lattice structure,
and γ and σ as the classical frictional and stochastic Langevin coefficients, respectively.
We may rewrite this SDE more transparently as
dV =
1
m
(
(−α(X − xc)− γmV )dt+
√
2σdBt
)
,(4.33)
dX = dV,(4.34)
where X and V are the stochastic realizations of a particular particle for position and
velocity respectively.
Next we verify that the statistics about a lattice site agree with the phase distribution.
We write the corresponding Fokker-Plank equation for this SDE as
(4.35)
∂f(x, v, t)
∂t
= − ∂
∂v
(
(− α
m
(x− xc)− γv)f(x, v, t)
)
− ∂
∂x
(vf(x, v, t)) +
∂2
∂v2
σ
m2
f(x, v, t),
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where f is the probability distribution function over time and the phase space of the parti-
cle located at lattice position xc. The claim is that at steady state f ∝ exp(−mv2/2kT ) exp(−(x−
xc)
2/2a). Plugging this into the steady state Fokker-Plank equation gives
0 =
[
∂
∂v
(
γvf(x, v, t) +
∂
∂v
σ
m2
f(x, v, t)
)]
+
[
∂
∂v
( α
m
(x− xc)f(x, v, t)
)
− ∂
∂x
(vf(x, v, t))
]
,
0 =
[
∂
∂v
(
γvf(x, v, t)− mv
kT
σ
m2
f(x, v, t)
)]
+
[(
−mv
kT
α
m
(x− xc)f(x, v, t)
)
+
(
v
x− xc
a
f(x, v, t)
)]
.
For the relationship to be valid, the first term yields the well known classical Langevin
constraint
(4.36) σ = γkTm,
and the second term gives
(4.37) α = kT/a,
where a is the squared variance of the particles’s position with respect to a local lattice
site.
With the dynamics outside of the boundary prescribed, and the dynamics inside the
boundary resolved by typical molecular dynamic algorithms, we must now how the phys-
ical descriptions transition between regions. As a particle approaches the boundary the
influence of the surrounding known particles diminishes as particles outside the molecular
domain are not included in the simulation. Brooks and Karplus proposed that unresolved
particles may be represented by a radially symmetric mean field centered about the parti-
cle; to compute this function they first determined the radially symmetric particle density
function, and next integrated over the force contribution to determine the mean force
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felt from the boundary [18]. We adopt this framework to compute the average expected
force on a particle a distance r < rc away from the domain boundary, where rc is a cut
of distance beyond which pair interactions are assumed to be irrelevant.
In addition to the Brooks-Karplus forcing functions, we may also use the radial par-
ticle distribution to compute the average energy of a particle near the boundary to the
mean field external domain. Assuming that we can use the mean field influence to come
up with a metric of influence on a molecule inside the domain, we may posit the following
dynamics for the resolved particles in the interior domain to be
(4.38) F = −∇U(x)− β(x)α(x− xc)−mβ(x)γv +
√
2σβ(x)Bt + FRDF (x)
where U is the potential energy of a particle determined from the other interior particles,
FRDF (x) is the contribution from the Brooks-Karplus mean field, and β(x) is a transition
function to be defined below. Assuming that the potential is a pair potential, and that
it has zero value at infinity, we may note that, on average, the potential will tend toward
zero as particles move toward the domain boundaries as fewer particles will be interacting
with them.
4.3.2. Closing the equations. To close these equations, we must determine values for
α, γ, the radial density distribution function g(r), the boundary forcing from the radial
distribution function FRDF (x), and the transition function β(x). We note that the choice
of the transition function is non-unique.
4.3.2.1. Determining α. To fit α we collect statistics from the configurational properties
in the interior of the MD domain. In the solid regime the Gaussians die off quickly and
are virtually non-overlapping. In the liquid regime however, the calculation is not as
straight forward, and traditional maximum likelihood algorithms (such as expectation-
maximization) would prove expensive in the N particle interior with N basis functions.
To overcome this issue, we simply assign each particle to its closest lattice point (it’s mean
position) throughout the simulation. Assuming a hexagonal lattice, the mean position
will switch once the particle is a distance of between ρ−1x /2 and 2
√
3ρ−1x /3 away from
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it’s original mean. To fit the variance, we then suppose that the Gaussian domain is
truncated within the radius rl = ρ
−1
x /2 away from lattice site.
The truncated local probability distribution function may be normalized by
(4.39) NL =
∫ rl
0
∫ 2pi
0
r exp
(−r2
2a
)
dθdr = 2pia
(
1− exp
(−r2l
2a
))
The second moment of the distribution is then given as
(4.40) m2 =
1
NL
∫ rl
0
∫ 2pi
0
r3 exp
(−r2
2a
)
dθdr =
2a
(
1− exp
(
r2l
2a
))
+ r2l
1− exp
(
r2l
2a
)
In the limit as a → ∞, the moment approaches r2l /2 which corresponds to a uniform
distribution. We may set this equation to the radii from the data to get
(4.41)
2a
(
(1− exp
(−r2l
2a
))
+ r2l
1− exp
(−r2l
2a
) = ∑ri≤rl r2i
Nrl
where Nrl is the number of particles that are within a distance rl from their assumed
mean positions. If the right hand side is greater than r2l /2, we take a = ∞ and α = 0
which recovers the classical Langevin equation. Otherwise, we use Newton’s iterative
method to find a and use a to determine α from equation 4.37. The parameter α is
updated after a time of ∆Tα has passed.
4.3.2.2. Determining γ. For γ, it is well known that in the liquid regime, the fluctuation
dissipation theorem gives γ = kT/mD. For the solid phase, this constant is difficult
to determine and is memory dependent. Numerical tests from [131], have determined
that large values of γ lead to unphysical results. The authors found the results were
unaffected by choosing γ between 5-25ps−1, and the test from our method show that in
the solid case, γ lies precisely within this range. We approximate D by determining the
root mean displacement particles greater than the cut off distance within the domain,
over a time of ∆TD. For the solid phase, γ is precisely within the range of 5-25ps
−1, and
in the liquid regime the method becomes the same as that of previous methods [10, 18];
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the difference in our method is that the diffusive coefficient is updated every ∆TD/δt
time steps, where δt is the time step of the molecular dynamic step.
4.3.2.3. Determining g(r) and FRDF (x). The radial distribution function, g(r), is also
determined statistically from the interior domain, and is updated after time ∆Tg has
passed. Again, only particles within a prescribed minimal distance of the boundary,
rc, are used to determine this function. The distribution is determined via histograms.
Once we have obtained g(r) we may obtain the force F (rm), energy U(rm), and the virial
contribution F · r(rm) as functions of the particle distance from the boundary rm. The
integrals depend on the domain shape, but may easily be reduced to a one dimensional
integral over r and computed on the fly. In the rectangular case, for particles in the
interior, we have
F (rm) = 2
∫ rc
rm
∫ arccos(rm/r)
0
F (r) cos(θ)g(r)rdθdr(4.42)
U(rm) = 2
∫ rc
rm
∫ arccos(rm/r)
0
U(r)g(r)rdθdr(4.43)
F · r(rm) = −2
∫ rc
rm
∫ arccos(rm/r)
0
F (r)g(r)r2dθdr(4.44)
(4.45)
If we have a curved boundary we may also construct interior force, energy, and virial
calculations. If the interior of the domain has radius greater than some circle with radius
Ri, the exterior influence may be integrated to give
F (rm) = 2
∫ rc
rm
∫ arccos([−R2i+(Ri+rm)2+r2]/[2(Ri+rm)r])
0
F (r) cos(θ)g(r)rdθdr(4.46)
U(rm) = 2
∫ rc
rm
∫ arccos([−R2i+(Ri+rm)2+r2]/[2(Ri+rm)r])
0
U(r)g(r)rdθdr(4.47)
F · r(rm) = −2
∫ rc
rm
∫ arccos([−R2i+(Ri+rm)2+r2]/[2(Ri+rm)r])
0
F (r)g(r)r2dθdr(4.48)
(4.49)
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where rm is the radial distance from Ri. If the domain is bounded within a larger circle
of radius Ro, the influence of the external domain on interior particles is given as
F (rm) = 2
∫ rc
rm
∫ arccos([R2o−(Ro−rm)2−r2]/[2(Ro−rm)r])
0
F (r) cos(θ)g(r)rdθdr(4.50)
U(rm) = 2
∫ rc
rm
∫ arccos([R2o−(Ro−rm)2−r2]/[2(Ro−rm)r])
0
U(r)g(r)rdθdr(4.51)
F · r(rm) = −2
∫ rc
rm
∫ arccos([R2o−(Ro−rm)2−r2]/[2(Ro−rm)r])
0
F (r)g(r)r2dθdr(4.52)
(4.53)
4.3.2.4. Setting β(x). There is no unique choice for the transition function. In the present
section we deal with Lennard-Jones potentials which are pair interactions given as
(4.54) ULJ(rij) = 4
((
σ
rij
)1
2−
(
σ
rij
)6)
where rij is the distance between particles with index i and j. We approximate this
potential, as is typically done as
(4.55) U(rij) =

ULJ(rij), if |rij| ≤ rc
0, if |rij| > rc
with rc equivalent to the cut off mentioned above. While it is possible for the pair
interactions to be positive, it is a rare even in the present simulations. Therefore, we
may take the potential energy to be a measure of the local influence, defining the external
fractional energy of a particle a distance rm from the boundary to be
U extf (rm) =
2
∫ rc
rm
∫ θ(r)
0
U(r)g(r)rdφdr∫ rc
0
∫ 2pi
0
U(r)g(r)rdφdr
(4.56)
=
2
∫ rc
rm
U(r)g(r)r arccos(rm/r)dr∫ rc
0
∫ 2pi
0
U(r)g(r)rdφdr
,(4.57)
which we use to define the transition function β(x) = U extf (x).
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4.3.3. The numerical implementation. The dynamics from the previous section are
designed for constant particle, volume and temperature simulations (NVT), however we
are interested in phase changes occurring at constant particle, pressure and temperature
conditions (NPT). We link the above boundary dynamics with the Martyna, Tobias and
Klein (MTK) algorithm [98] to achieve the isobaric-isothermal ensemble. Doing this,
however this generates a modification on the dynamics via the barostats. In Tuckerman
et al. [136], the authors employ operator splitting, but do not separate the action of
the barostat on the positions, since updating the positions via the barostat would lead
to extra calculations of the potential during each time step which is the most expensive
element of the simulation. The velocities, however, may be updated with the direct
application of the barostat, since this will lead to no additional potential calculations,
and merely change the definitions of how we define the split operators (see [136] for
more details). In the spirit of their integration scheme, however, we may also define a
similar integration technique capable of capturing the stochasticity present in the velocity
equation.
The barostat effects the velocity by contributing a control term
V˙ =
1
m
(
−β(X) (α(X − xc)−mγV ) +
√
2σβ(X)Bt
)
−(4.58)
1
m
∇U(X) + FRDF (X)− αNvV,
where αN = 1 + 1/N (N the number of particles) and v = p/W is the velocity of the
barostat (momentum divided by weight). To integrate this equation numerically, we let
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V (t) = u(t) exp(−αvt) to get
dV/dt =
1
m
(
−β(X) [α(X − xc)−mγV ] +
√
2σβ(X)Bt
)
+
1
m
(−∇U(X) + FRDF (X))− αNvV,
u˙(t) exp(−αNvt) = 1
m
(
−β(X) [α(X − xc)−mγu(t) exp(−αvt)] +
√
2σβ(X)Bt
)
+
1
m
∇(−∇U(X) + FRDF (X))− αNvu(t) exp(−αvt),
u˙(t) =
1
m
(
−β(X) [α(X − xc) exp(αvt)−mγu(t)] + exp(αvt)
√
2σβ(X)Bt
)
+
exp(αvt)
m
∇(−∇U(X) + FRDF (X))− αNvu(t).
We use a semi-implicit method to solve the SDE using a modified velocity-Verlet
algorithm. To update velocity in the first half time step, we take
u(∆t/2) =
1
1 + β(x(0))γ∆t/2
{u(0) + ∆t
2
(1 + αv∆t/2)
−∇U(x(0)) + FRDF (x(0))
m
−
∆t
2
β(x(0))
α
m
(x(0)− xc) +
√
2σβ(x)/m2∆t/2Bt},
v(∆t/2) = u(∆t/2) exp(−αv∆t/2),
and for the second update we take
u(∆t) =
1
1 + β(x(∆t))γ∆t/2
{u(∆t/2) + ∆t
2
(1 + αv∆t/2)
−∇U(x(∆t)) + FRDF (x(∆t))
m
−
∆t
2
β(x(∆t))
α
m
(x(∆t)− xc) +
√
2σ/m2∆t/2Bt},
v(∆t) = u(∆t) exp(−αv∆t/2),
with the evolution equation for the position the same as in the algorithm from Tuckerman
et. al.[136].
Where boundary effects are not present, the algorithm reduces to
(4.59) v(∆t/2) = v(0) exp(−αv∆t/2) + ∆t
2m
F exp(−αv∆t/2)(1 + αv∆t/2).
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The first term is identical to the Tuckerman algorithm, while the last term differs by
O(αvt
2/8).
The new update method is then similar to the standard velocity-Verlet algorithm.
The molecular dynamics are solved on a GPU through the CUDA architecture and are
solved using the and are pararellized using a spatial binning method [127]. Taking a time
step of 0.002ps for a variety of α ∈ [0, 15], γ ∈ [1, 25], and T ∈ [20, 40] values, we tested
the algorithm with Uij = 0 pair interactions with β(x) = 1 and FRDF (x) = 0 and found
that the predicted distributions for velocity were reproduced in the canonical ensemble.
To test the update in the interior MD simulation, we used the new update scheme with
β(x) = 0 in a periodic setting taken under heating and found the same phase transition
point in both the algorithm presented in [136] and in the scheme presented above.
4.3.3.1. Full domain for control variables. In dealing with deformable domains in the
NPT ensemble, the number of particles are taken to be constant. To prevent the loss
of particles due to thermal fluctuations, we employ reflective boundary conditions at a
percentage distance of the dilated lattice spacing. Similar strategies have been used in
liquid non-periodic molecular dynamic algorithms [155, 43]. The difficulty with NPT
ensembles in the non-periodic setting, is the sensitivity of volume fluctuations with the
calculation of the virial. We close our system by utilizing the mean field virial contribu-
tions defined above.
4.3.3.2. Partial domain for control variables. We also run a partial domain simulation
in which boundary regions are not used to directly update the virial or thermal noise
calculations. Because of this, particles will naturally leave, enter, and mix within the
interior and boundary domains. When a particle flux event occurs, we update the baro-
stat weights that depend on particle number as well as the interior particle number. So
long as the fluctuations between the internal and external system remains small, we ex-
pect the resulting dynamics to represent an isobaric-isothermal ensemble averaged over
fluctuations in particle density. Based on this and the fact that we observe the interior
particle numbers remain within 5% of the original density at temperatures well above
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the phase transition temperatures we observe below, we argue that our boundaries will
provide suitable approximations of the isobaric-isothermal ensemble. While we do not
provide proof of this claim, we do provide numerical evidence below, showing promising
agreement between the non-periodic and periodic test cases. Even in the hotter regions
of 58-60K where the interior particle numbers fluctuate up to 10%, they dynamics still
agreed with the periodic settings in both rectangular and curved geometries.
With the reflective boundary conditions, the total number of particles in the total
computational domain remains constant, despite fluctuations in between boundary and
interior particles. The barostat is applied to all particles, while the thermostat is applied
only to the interior particles; the former is done out of necessity of enforcing uniform
material dilatation and contraction.
4.3.3.3. Wedge shaped dilatation. The barostat enforces volume changes in the typical
way for the rectangular geometry, in which each basis vector is scaled by a constant
amount for both the particles and the rectangular box. For the wedge shaped domain,
we assume that we have a six fold anisotropy that corresponds to the hexagonal lattice
of the solid phase. The particles then scale in the usual way, being multiplied by the
factor of expansion, as does the inner and outer radius of the wedge shape. The domain
remains fixed in the θ direction. For a hexagonal lattice, θ must be taken to be a multiple
of pi/3.
4.3.4. Results. We study Lennard-Jones potentials fit to argon with /kb = 119.8 and
σ = 3.405, and benchmark our results under pure periodic settings. The equations of
motion for the bulk are take to be the MTK system of equations for isothermic-isobaric
molecular dynamic conditions [98]. We instantiate in a 2D hexagonal lattice, equilibriate
the system over 200 ps and then heat the system from 40 to 60 Kelvin, using a time step
of 2fs, and heating at a constant rate of 0.01Kps−1. The system is run at a constant
pressure of 7.13× 10−4kgs−2 = 0.05/σ2. We set ∆TD = ∆Tg = ∆Tα = 2ps. Finally, we
scale the thermo and barostat weights by 1000 (see [98]) and use the standard updating
procedures with chain lengths of three for each thermodynamic variable.
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Before implementing the non-periodic algorithm, we benchmark the system in the
fully periodic case, in a 20 by 10 lattice made up of 400 particles. Because the dynamics
are derived from a non-conserved Hamiltonian, the system temperature is calculated via
the thermal velocity of the system, in which the center of mass velocity is subtracted.
With this restriction, the system will also accurately reconstruct the isothermoal-isobaric
ensemble in the proper way [138]. The particle frame moves with the center of mass so
that we may compare the periodic predictions of α with the non-periodic case. We
run the full periodic case for both the algorithm presented in [136] and the modified
algorithm presented above (with α = γ = σ = 0) and find that both give a first order
phase transition between 53.8 and 54.2K with the present algorithm presenting a phase
transition roughly 0.4K larger than that of the previous work (fig. 4.4). According to
previous theoretical and computational results from [7], two dimensional argon has a first
order solid-liquid phase transition at T ≈ 0.425/kb = 50.9K when the non-dimensional
pressure is 0.05; thus both algorithms are in reasonable agreement with the theoretical
prediction.
We next verify our hypothesis that the solid particles are normally distributed about
their lattice positions. To achieve this we take results from the first two benchmarks and
run a χ2 test on the distributions about the lattice position at each time step. Fixing a
bin width of 0.05A˚, we construct histograms at each point in time, and then minimize
the χ2 value over all σ. We then divide the χ2 value by the 95th quantile of the χ2
distribution. A high fidelity test predicts that each of these ratios will be less than 1 for
all time. Figure 2 shows that some of the values are greater than 1; this arrises primarily
from imperfections in the lattice. Ignoring these events gives a tighter bound on the χ2
test and helps to verify the assumption of a normal distribution, inspired by [131].
On the average from 42-58K, the first test held a χ2 ratio of 0.9, and the second an
average of 0.85. In the hotter solid region from 50-54K, only the second test yielded an
average below 1, of 0.89. This should be expected, as imperfections in the lattice are
more pronounced at these temperature.
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Figure 4.1. We demonstrate the reasonable choice of a normal distribu-
tion for the crystalline phase of argon up to 54K. Ignoring the particles
that hop from one lattice position to another, the mean value of the test
lies within the acceptable frequentist limit (black line)
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Figure 4.2. There is zero mean correlation between velocity and position
between 41 and 60K, for argon in either phase
Finally, we demonstrate the independence between velocity and distance from a lattice
position (fig 4.2), by calculating the correlation at each time step as
(4.60) cor(x, v) =
〈(x− x¯) · (v − v¯)〉√〈(x− x¯)2〉〈(v − v¯)2〉 .
The correlations throughout the simulation have a magnitude less than 2×10−1, and the
average correlation over the full simulation is −0.0002×10−4, demonstrating the validity
of the hypothesis that we have independence between position and velocity.
The full NPT ensemble in the rectangular non-periodic case predicts a lower melting
point than predicted by the periodic case (fig 4.4). Furthermore, the simulation is not
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Figure 4.3. Using the mean virial to calculate the pressure provides in-
accurate NPT dynamics when compared to the fully periodic case
able to maintain a liquid phase, and quickly turns gaseous after the phase transition.
This suggests that the choice of the mean field virial is not an appropriate choice for the
boundary condition.
We next implement the non-periodic-interior barostating conditions on rectangular
domain with non-periodic boundary conditions, along with a wedge shaped domain with
an initial inner curvature of 1
15rc
, where rc = 2
(1/6)σ is the relaxed lattice spacing. The
wedge domain is periodic in the θ direction with an angle θ ∈ [0, pi/3) so as to not intro-
duce imperfections in the hexagonal lattice due to boundary effects. The wedge domains
are instantiated so that particles near the boundary (within a distance of ρ−1x /8) are
included whether or not they are in the domain interior. Reflective boundary conditions
are enforced a distance of ρ−1x /4 away from the domain. The reason for this extension
is that the circular boundary does not precisely fit the hexagonal lattice, and thus we
expect variations in the interior distance to fluctuate on the order of the lattice spacing.
Including particles outside of the domain mitigates this effect. In the density plots below,
the density is taken to be the number of interior particles divided by the interior volume.
We note that the the density plots are nearly identical when the entire domain is taken
in each non-periodic case.
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Figure 4.4. We compare the particle density, α, and γ for the four algo-
rithms presented in the text. The phase change agrees within 0.4K in all
simulations
We next plot the α, γ, and the density as a function of temperature for the two
periodic cases, and the two interior barostating cases. The phase transitions of the rect-
angular domain occurs between the algorithm developed by Tuckerman et. al. and the
one presented here. The wedge transition occurs at same temperature as the algorithm
of Tuckerman et. al. Dilatation coefficients are extracted for the liquid and solid cases
by linearly interpolating the solid and liquid density as a function of temperature and
the results are presented in table 1, along with the phase transition temperatures. We
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Solid dil. Liquid dil. Phase change
Algorithm in [136] -0.000262232 -0.00149675 53.8
Periodic - 0.00026327 -0.0012254 54.2
Rectangular -0.000302078 -0.00137626 54.1
Wedge -0.00026419 -0.00443876 54.1
Table 4.1. The solid and liquid dilatation rates, and phase transition
temperatures are presented for the algorithm presented in [136] for pe-
riodic boundary conditions, and for the present algorithm for periodic,
rectangular and wedge shaped domains.
note that γ is between 5-25ps−1 for the solid region, which is consistent with the values
presented in [131]. The wedge domain sees a spurious change in density at 58K. The
vapor-liquid transition was found to take place at 64K form the periodic cases, and thus
their may be artificial heating from the boundaries in the wedge domain.
We next display realizations of the particle ensembles at various points of heating for
the periodic, rectangular and wedge shaped geometries. The pictures are shown at 52K,
during the phase transtion, and then at 55K. Periodic
Rectangular non-periodic
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Wedge
4.3.5. Discussion. We have presented a technique for implementing non-periodic tech-
niques in molecular dynamic simulations. Boundary parameters are updated by gathering
information on interior particle statistics and thus the boundaries adapt with changing
interior structures. In the solid phase, particles are relaxed harmonically back toward
their lattice positions. The harmonic forcing was implemented due to observations in the
distribution about the lattice sites, however this method results in a similar technique
to that found in [75, 76], in which boundary particles are harmonically forced based on
extended equilibrium lattice sites. In [76], the many-body Green’s function is approxi-
mated to the classical Markovian limit, and thus the current method and that of [76] are
similar in the solid phase. One notable difference is that we include the Brooks-Karplus
mean field forcing. In the liquid phase, we force the particles with Brooks-Karplus mean
field assumptions along with reflective boundary conditions. This is a common method
used for non-periodic liquid simulations [18, 155, 43]. Therefore our method is similar
to existing techniques in both phases, while capturing both regimes.
In the current simulations, we approximated NPT simulations by allowing the number
of particles in the interior domain to slightly fluctuate. Once fluctuations become large,
which may happen in the gaseous phase, or for small systems, the method may fail. In
the current simulations, we tested up to 60K. The rectangular non-periodic case agreed
well throughout this upper bound despite having particle fluctuations of up to 10%.
The wedge domain agreed up to 58K before an early liquid to vapour transition began.
To avoid the issues associated with fluctuations in N , we may develop techniques that
preserve total particle number, and also account for volume fluctuations due to particle
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exchange. This issue could be entirely avoided if accurate mean field Virial contributions
can be tracked throughout the simulation. We also note that the mean field Brooks-
Karplus mean fields may not be entirely valid for the wedge shaped domains, as the
domain boundary does not share any properties with the underlying lattice in the solid
domain.
The method may easily be reduced to be utilized in the NVT limit by simply fixing
the volume and ignoring the influence of the barostat. This limit may be useful for
tracking membrane dynamics, or ion flows across membrane channels, in which curvature
is thought to play an important role, but the complexity and radius of the curvature of
the interface has been, up to this point, to great to resolve in a full scale molecular
dynamic simulation.
Care must also be taken in enforcing boundary conditions in the θ for the wedge
shaped domains. In the current example, we have resolved a hexagonal lattice, and
therefore taken θ ∈ [0, pi/3) in order to ensure boundary effects to not generate imper-
fections in the lattice. A second way to avoid the periodic effects is to use rectangular
non-periodic boundary conditions in the θ direction. In the present section, we have only
dealt with uniform quasi-equilibriated systems, however for non-equilibriated systems,
particularly for those with a dynamic interface, more advanced non-periodic methods
must be developed to ensure that the θ boundary conditions remain consistent with the
interior dynamics.
For the simple case in which the θ boundary is aligned with the lattice, we may use the
current method to reduce the degrees of freedom necessary for resolving interfaces of large
nano clusters. For example, in [153], Shibuta, Watanabe and Suzuki resolve complete
nano particles surrounded in liquid under NPT conditions. This method provides a
reduced alternative to resolving the entire domain.
As molecular dynamic simulations become increasingly used to resolve regions of in-
terest that are not considered bulk regions, non-periodic boundary conditions must be
developed in order to resolve and determine the dynamics of these regions. We have
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demonstrated that the model presented above provides reasonable phase transition dy-
namics for bulk materials, setting the stage for future work in non-bulk materials.
The method has been verified to work accurately for hot solids and cool liquids,
thus justifying it’s use for non-periodic boundary conditions for simulations close to a
phase transition. Having established it, we will present in the following chapter, an
application in determining the kinetic coefficient and the curvature coefficient from the
Gibbs-Thomson relationship, with curved initial seeds.
4.4. A novel barostat without altered particle dynamcis
The method presented above assumes a homogenous medium in which the material
is uniformly contracted and expanded; this concept is demonstrated by equation 3.74.
In non-equilibriated systems, such as solidifying interfaces under constant temperature
conditions, the volume will naturally change to adapt to the change in density upon a
phase transition. This issue has been overcome with the current NPT simulations by
moving to NPAT boundaries [67], in which only the direction normal to the interface
is free to adjust to account for changes in the volume. NPγT conditions have also
been developed [67], corresponding to constant surface free energy simulations. In these
methods the tangential directions to the interface dilate to impose a constant surface
energy.
In wedge shaped domains with curved interfaces, such methods are no longer valid.
Instead we must develop a method to impose the correct interior pressure without uni-
formly dilating the interior molecules and domain. For example, a solid seed surrounded
by liquid undergoing solidification will have a domain with a constant internal radius and
variable external radius (see figure 4.5).
Methods have been developed to imposed the correct pressure for NVT liquid simu-
lations [101, 45, 37, 155], but non have yet considered a variable volume. The method
from Werder and coauthors [155] employs the Brooks-Karplus exterior mean field on the
boundary particles. Since we already do the same, the boundary conditions for the parti-
cles are already satisfied with the method introduced above. We need now to introduce a
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method capable of redefining the volume of the system. Drawing from the MTK system,
we propose the following system of equations for the rectangular geometry
r˙i =
pi
mi
,(4.61)
p˙i = Fi − pη1
Qη1
pi −
(
1
N
)
p
W
pi,(4.62)
L˙x =
Lxp
W
,(4.63)
L˙y =
Lyp
W
,(4.64)
p˙ = dV (Pint − Pext) + 1
N
N∑
i=1
p2i
mi
− pη1
Qη1
p,(4.65)
η˙k =
pηk
Qηk
,(4.66)
p˙η1 =
N∑
i=1
p2i
mi
− dNkT − pη2
Qη2
pη1 ,(4.67)
p˙ηk =
p2ηk−1
Qηk−1
− kT − petak+1
Qηk+1
pηk ,(4.68)
p˙ηM =
p2ηM−1
QηM−1
− kT,(4.69)
ξ˙k =
pξk
Qξk
,(4.70)
p˙ξ1 =
p2
W
− kT − pξ2
Qξ2
pξ1 ,(4.71)
p˙ξk =
p2ξk−1
Qξk−1
− kT − pξk+1
Qξk+1
pξk ,(4.72)
p˙ξM =
p2ξk−1
Qξk−1
− kT − pξk+1
Qξk+1
pξk ,(4.73)
(4.74)
The new equations still correspond to the isobaric-isothermal ensemble and the compress-
ibility of the system is identical to the system given in chapter 3 (equations 3.74-3.85) as
is the conserved quantity of the system.
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For the wedge shaped domain, we adjust the volume evolution for homogenous ex-
pansion as
R˙i =
Rip
W
,(4.75)
R˙o =
Rop
W
,(4.76)
where Ri is the inner radius and Ro is the outer radius. We note also that we can adjust
the volume evolution equation for a constant internal radius, by manipulating equation
3.76 for fixed inner radius
V˙ =
dV p
W
,(4.77)
θ(Ro(t)
2 −R2i )
dt
=
dθ(R2o −R2i )p
W
,(4.78)
R˙o(t) =
(Ro(t)
2 −R2i )p
RoW
,(4.79)
where θ is the fixed angle of the wedge and d is the spatial dimension.
Unlike the previous system, however, the system volume must be enforced to fluctuate
at a much longer time scale than the internal pressure, since dilatations in the volume
must give the internal system time to reequilibriate in order to expand according to the
new internal pressure. The weights of the barostats recommended to be
Qξi = kTτ
2
ξ ,(4.80)
W = (dN + d)kTτ 2ξ ,(4.81)
where τξ is a characteristic time scale of the barostat [99, 136]. The timescale of the
barostat is typically take to be between 100-1000ps [136], however we find that we need
to take the time scale to be much larger in order to obtain the proper dilatation dynamics.
Furthermore, the correct weights are found to be different in the periodic and nonperiodic
cases as we will explain below.
We test the new set of equations for homogeneous expansion in the periodic rect-
angular case, non-periodic rectangular case, and wedge shaped case for an initial inner
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Homogeneous Homogeneous
Solid seed Solid seed
Figure 4.5. In NPT conditions, homogeneous wedges will shrink uni-
formly, while solid seeds surrounded by liquids will not.
radius of 56.88A˚, identical to the wedge domain from the above simulations. In the wedge
domain, the entire simulation box shifts without immediately shifting the particles. This
leads to small values of α and an unclear phase transition. We therefore linearly fit α/k
from the homogenous periodic case in the previous section between 42K and 53K. We
set α = 0 above 53.8K, to get
(4.82) α(T ) =

k(20.8305− 0.29291T ), if T < 53.8
0, otherwise
.
The prediction of α in the rectangular geometry was comparable for τξ = 50, 000ps, so
we may still use dynamic updating in this system. The difference is that the mean values
close to (x, y) = (0, 0) remain close to their initial values upon dilatation.
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Figure 4.6. Large barostat frequencies may lead to accurate dynamics
when compared to periodic simulations
We plot the density results for the periodic, rectangular non-periodic, and wedge
shaped domains, comparing the results to the periodic case for the algorithm introduced
in the present work (see figure 4.6). We find that for the periodic case, a weight of τξ =
10, 000ps accurately captures the correct phase transition, while a weight of τξ = 25, 000ps
predict a transition at 53.2K, roughly 1K below the previously predicted transition. For
the rectangular non-periodic case, we find that a weight of τξ = 25, 000ps predicts a zero
α value far below the predicted transition, leading to a fuzzy transition. The dynamics
are, however, accurately captured for a time scale of τξ = 50, 000ps. A time scale of
τξ = 50, 000ps is also used for the wedge geometry. In all cases, we find that there exist
barostat weights that give consistent proper transition temperatures, however it remains
an open question as to how to choose the value of this weight a priori.
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CHAPTER 5
INTERFACE DYNAMICS
Having successfully developed non-periodic boundary conditions, we now test their
applicability in determining interface dynamics. We begin this section with a review
of the current methods used to determine the velocity closure coefficient. We do not
directly calculate the surface tension, noting instead that we may determine the curvature
correction directly from the temperature to velocity relationship, so long as we determine
this relationship for more than one curvature. The method we use to determine the
velocity closure coefficient is similar to an existing method, however we generalize the
method to finite domain-size curved domains, allowing us to directly determine both the
velocity and curvature closure coefficients. We establish a Gibbs-Thomson closure for
two dimensional argon which has not yet been studied.
Next we move to the continuum methods of the Stefan equations, employing the
algorithm that is outlined in chapter 2. We non-dimensionalize the system in a reduced
case, and in a general case, and demonstrate certain parameter ranges where dendrites
form for solid seeds surrounded by liquid, and for planar solid-liquid interfaces with a
perturbed wave mode. In the later case, we demonstrate that certain parameter ranges
are capable of forming dendrites so long as the upper boundary is undercooled with some
lower bound. We next test the system for argon at the 20nm, and 200µm scale. We
find that dendrites do not form at the small scale, but do at the large scale. The system
classification provides information on what types of materials will, and will not, form
dendrites at small scales.
5.1. Details of previous methods
There are two direct molecular dynamic techniques used to predict the velocity closure
coefficient of the Gibbs-Thomson coefficient. These methods have been reviewed briefly
in section 3.4.3 and we expose further algorithmic details in the present section. The first
type of method, has been utilized for Lennard-Jones crystallization [20] and solidifying
alloys [28]. The method imposes a velocity field on each particle within a periodic domain.
A quenched liquid region advects particles with a mean velocity V in the upward direction
(see figure 5.1 and [20]). As particles leave this region, they are both reintroduced
through plane A and simultaneously through plane B. In this way, the remaining domain
receives a constant supply of liquid particles at a prescribed density. Particles are then
quenched to a desired temperature, continuously being advected into a dynamic zone
where they are no longer thermostated. In this region, the solid liquid interface forms.
Figure 5.1. Particles are advected with a
constant velocity. Thermostats are applied
in the heat baths. Figure is taken from [20]
The particles, once in the solid phase, are
quenched once more, and are then ad-
vected out of the domain where they are no
longer considered. To find the interfacial
temperature as a function of the imposed
velocity field, temperature is determined
as a function of the distance away from
the themostatted regimes. Since solidifica-
tion will cause a change in enthalpy, and
increase the local temperature, the inter-
face position and change in temperature is
found by finding the extremum value and
position of temperature in the dynamic re-
gion. In dealing with wedge shaped geome-
tries, there is no way to enforce the same
type of incoming liquid boundary, as the
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new geometry breaks the similarity between the A and B plane. Furthermore, we ex-
pect the interface to grow in radius as the seed solidifies, and thus this method is not
applicable to our current goal.
The second class of methods has been employed for solidifying gold and silver [61],
Lennard-Jones fronts[32], and more [64]. The general idea is to impose NPT conditions
on the entire domain in order to quench the system at a certain temperature. As the
volume changes, the interface may be tracked and the rate of solidification as a function
of temperature can be used to extract the velocity closure coefficient. The interface is
instantiated by starting with a solid crystalline object, setting a fraction of the domain
to have zero velocity, and heating the remainder of the domain so that it melts. After the
interface has been established, the thermostat quenches the global system temperature,
and the barostat accounts for volume fluctuations.
There are three methods which have been used to track the interfacial position. The
first is to determine the intensity of an in plane Bragg difraction peak [64]. The intensity
is a measure of a fluctuation away a prefect lattice structure. Over every repeating lattice
spacing a of a crystalline solid, the interface may be determined by summing the distance
to a lattice spacing as
(5.1) I(n) =
∑
{i|na<ri≤(n+1)a}
cos
(
2pi
a
[ri − `(ri, a)]
)
,
where `(ri, a) is the closest lattice site of the particle located at ri, given a lattice spacing
of a and n is some integer. This method may be used to determine the intensity for flat
interfaces by determining the position at which the structure changes from high to low
intensity. It does not, however, work for curved interfaces. It is also noted in [64], that
this method was both computationally expensive and introduced noise in the interface
position than the following methods.
The second method is to investigate the change in enthalpy as a function of time [64].
Given a particular temperature and pressure, the enthalpy of both the liquid and solids
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may be determined via separate simulations. Enthalpy is determined as
(5.2) H = 〈U + pV 〉 = 〈U〉+ p〈V 〉.
By determining the total enthalpy in the presence of an interface, we can approximate
the volume of each phase as a function of time by solving the system of equations
VT = VS + VL,(5.3)
HT = hSVS + hLVL,(5.4)
where HT is the total entropy of the system given by the current system state and
equation 5.2, h is the enthalpy per particle determined from the separate simulations in
both the solid (hS) and liquid (hL) phases, and Vi is the volume of the total, solid and
liquid (T, S, L, respectively). The interface position, is then determined by assuming a
planar interface in the plane in which it was instantiated.
The final method, used in [32], simplifies the enthalpy method by noting that the
jump in enthalpy is simply a jump in density since the kinetic energies of both regions
will be the same. Thus, we instead solve the following system for VS and VL:
VT = VS + VL,(5.5)
ρTVS = ρSVS + ρLVL,(5.6)
where ρi are the densities at a given temperature determined prior to the interfacial
simulation.
In the current study, we will determine the average energy as a function of the distance
along the domain, determining the interface as the point at which the average energy
takes on the greatest change when averaging toward the solid and liquid phases.
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5.2. Determining the velocity closure coefficient with non-periodic
boundaries
5.2.1. Flat interfaces. The idea is to verify the equation 2.33 from chapter 2, which
we restate as
(5.7) Ti = Tm
(
1− 2γ
Lρs
1
r
−
√
3kmT 3m
λ
3afL
V
)
,
where Ti is the corrected melting temperature, Tm is the melting temperature of the bulk,
γ is the surface free energy, r is the radius of curvature, ρs is the density of the solid
state, k is the Boltzmann constant, m is the mass of each atom when considering a pure
substance, L is the latent heat of the solid-vapor transition, and λ, a and f have physical
interpretations (given in chapter 2) but ultimately are constitutive fit to the observed
dynamics.
We begin by finding the velocity closure coefficient for rectangular boundaries and
mimic method which imposes a constant temperature to determine the rate of solidifi-
cation [64, 61, 32]. We limit the work to two dimensions in the current work. The
advantage is an ease of computation which allows us to average over many simulations
without large clusters, but the disadvantage is that we cannot compare our results to
previous work [32, 153].
For the rectangular geometry, simulations are instantiated by defining a solid and
liquid domain which split a larger domain in a 1:2 ratio. The solid domain is taken by
equilibriating the periodic domain for the temperature of interest in an NPT ensemble.
If the temperature is above the liquid transition of 54.2K, we take the crystal at 54K.
The domain in y is set with periodic boundary conditions with a fixed height in the solid
domain. The interface is constructed by placing liquified particles adjacent to the solid
domain in the x direction. The liquid state is found by cooling a liquified periodic domain
via NPT simulations. The domains are then placed in contact, particles with high energies
are removed and the total simulation is relaxed over 20000 time steps, during which time
both domains feel the force influence of the other, but NVT conditions are used, and
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particles are reflected at the boundaries. At this point the boundaries are removed and
NPT conditions are set, allowing the system to relax to a new equilibrium (see figure
2). In the aforementioned works [64, 61, 32] the pressure tensor is decomposed in the
x, y and z directions, as the direction normal to the interface will be far more flexible
than the those tangent. In the present work, we consider the tangent directions to be
fixed, as the lattice spacings in the solid region should remain constant for a temperature
of a given solid. The new NPT conditions only allow the system to change volume in
the x direction, since the lattice spacing does not change over a given temperature. The
pressure tensor is again decomposed into its component parts however motion of the
volume is only allowed in x (the direction normal to the interface). This method is
known as the NPAT [67] method, where the A represents a conserved interfacial surface
area.
To justify the use of periodic boundaries which are universal thermo and barostated,
we begin by testing the above scenario by varying the characteristic time scales of the
barostat (τξ) and thermostat (τη), by testing solidification rates at 45K for τξ = τη =
200ps, 400ps, 8000ps, 16000ps. We find that solidification rate is identical for each, vali-
dating the method.
τη=τξ=200
τη=τξ=400
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Figure 5.2. Solidification of argon for different thermo and barostat weights
Non-periodic conditions are also used for this study. Mean values for α and γ are
determined form uniform periodic NPAT runs at a given temperature for liquid and solid
phases. These boundary conditions are then enforced throughout the relaxation process.
Because the solid and liquid boundary conditions will not adapt in this case, we do not
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Front velocities vs temperature
T Periodic (reference) (A˚ps−1) Non-periodic (A˚ps−1) error
45K 0.0581319 0.0634021 0.0052702
47K 0.0543956 0.0624176 0.008022
49K -0.0276923 0.0279159 0.0556082
51K -0.0357143 -0.107692 0.0719777
53K -0.378351 -0.386598 0.008247
Table 5.1. We determine the velocity closure coefficient in the periodic
and non-periodic settings and report the absolute error between the two
methods in the fourth column
expect the system to fully solidify or liquify, and thus take the initial system change as
an indicator of the speed of the interface.
As test both systems for temperatures of 45K, 47K, 49K, 51K, and 53K. As an
example, the interface tracking method is demonstrated in the figure below at 49K in
the nonperiodic case.
Figure 5.3. Solidification of argon for for the non-periodic, rectangular
geometry. Here the temprature is set to 45 degrees and the color bar
represents energy. The interface is located at 90A˚after 40ps (first plot)
and 100A˚after 80ps (second plot)
The solidification rate as a function of time is extracted for the non-periodic and
periodic cases and presented in the table below
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The rate of solidification is nearly identical at 45K and 47K for both the periodic and
non-periodic case, implying that the supposed linear relationship between temperature
and velocity has broken by this point. Furthermore, the liquid rapidly liquifies at 53K. We
utilize the results between 47-53K to fit the velocity closure coefficient for two dimensional
argon and find velocity closure coefficients of 0.0563187A˚ps−1/K for the periodic case and
0.0425274A˚ps−1/K for the non-periodic case.
Studies have been done in two dimensional settings for for phase transition in binary
fluids including solidification effects on solute concentration [28] and phase separation
[86]. As mentioned above there is also a collection of work that has gone into measuring
the velocity closure coefficient for three dimensional Lennard-Jones systems [20, 32]. We
have found no existing study on two dimensional, pure argon under NPT conditions. This
work provides an estimate for the velocity closure coefficient for this physical scenario.
In the three dimensional case for Agron presented in [32], the velocity closure coefficient
is 0.00745747 (in similar units). Thus our result predicts that the dynamics are far more
sensitive in two, rather than three dimensions.
We also note that we can extract melting temperatures from the temperature to
velocity relationships above. We find a melting temperature of 48.9K for both the periodic
and non-periodic scenarios, roughly 5K cooler than predicted in the previous chapter.
This value is closer to that of 50.9K predicted by [7]. It is noted in [32], that solids which
are heated homogeneously are able to be super heated, and that the solid-liquid transition
in these runs does not represent the temperature at which the Gibbs-free energy of each
phase is equivalent. In [32], homogenous heating resulted in a phase transition roughly
10K above the known melting temperature for three dimensional argon of 83.8K. Our
results are consistent with these ideas.
5.2.2. Curved domains. We next turn to computing the velocity closure coefficient
in curved domains. Computing the temperature-velocity relationship will allow us to
determine the modified melting temperature based on the curvature, and hence allow
104
us to estimate the curvature based Gibbs-Thomson coefficient. This study has been
performed directly for three dimensional metals for full domains in [153].
When restricting to a solidified seed under NPAT conditions, we must not constrict
the central solid seed based on volume fluctuations in the liquid. We have presented
a potential alternative by decoupling the barostat from the particle motion in chapter
4. The method proved successful for homogeneous molecular dynamics, but the time
scales of the barostat were on the order of 104ps. With the reasonable hypothesis that
the modified velocity closure coefficients will closely approximate the flat velocity closure
coefficient, we note that the time scale of the solidifying front is far faster than that of the
heavy barostat, and thus this method will not be applicable for this out-of-equilibrium
scenario.
We are still left with the challenge of accurately adjusting the volume. To accomplish
this, we evolve the domain via equation 4.77, still coupling the particles to the full
barostat. The lattice spacing, however, is not adjusted. As boundary particles on the
inner radius are moved inwards, they will be forced back out by the α parameter from
the modified Langevin equation, and by the reflective boundary conditions at the surface
of the interior radius. In this way, the interior solid seed will not fluctuate due to volume
changes in the solidifying liquid.
We repeat the runs from the rectangular geometry, for wedge shaped domains. We
examine a domain instantiated with a 78A˚inner radius and an initial domain length of
265A˚. The initial solid seed makes up roughly one third of the domain. We demonstrate
an example of the solidification process below at 47K (fig. 5.4).
Again, as in the previous section, we determine the rate of solidification as a func-
tion of temperature. For the wedge with internal radius 78A˚, we find a velocity closure
coefficient of 0.0439583A˚ps−1/K. This values agree with those found in the non-periodic
rectangular case. We may also determine the melting temperature from the velocity clo-
sure coefficient, and find it to be 47.46K, depressed from the initial melting temperature,
and in agreement with the Gibbs-Thomson relationship for curvature.
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Figure 5.4. Solidification of argon for for the non-periodic, wedge shaped
geometry. In these images, the temprature is set to 47 degrees Kelvin and
the color bar represents energy. The interface is located at 147A˚after 40ps
(first plot) and 160A˚after 85ps (second plot). The 3500 particles in making
up the simulation are not visualized; as they make the plot difficult to read
We may use this data, along with the melting temperature from the rectangular case,
to fit a linear slope which can be used to predict the Gibbs-Thomson coefficient for
curvature. Taking the radius to be the radius of the initial interface, we find the value
to be 213.12A˚.
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T Front velocity A˚ps−1
45K 0.04
47K 0.02
49K -0.03
51K -0.07
53K -0.09
Table 5.2. We present the velocity of the front vs temperature in a do-
main with an inner radius 78A˚, and an initial solid-liquid domain at 148A˚
The above calculations enable us to close the Gibbs-Thomson relationship for pure
two dimensional argon. Restating the Gibbs-Thomson closure as
(5.8) Ti = Tm − Cκ− V V,
we find
C = 213.1A˚ = 4.358TmA˚/K,(5.9)
V = 21.0ps/A˚ = 0.409Tmps/A˚K,(5.10)
where we have determined the velocity closure coefficient by averaging the three results
from above. With this information, we may now ask how we can gain control over the
formation of dendritic fingers at varying scales.
5.3. Effects on solidifying structures
We turn now to examine how we may gain control over structure formation, using
the data from the two dimensional simulations above to predict continuum shapes for
solidifying seeds. Restating the classical Stefan equation, we have
ci
∂T
∂t
= ∇ · (ki∇T ),
LV = −
[
kl
∂T0
∂n
− ks∂Ts
∂n
]
,
Ti = Tm − Cκ− V V
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for i ∈ {l, s}, where ci is the volumetric heat capacity, ki is the thermal diffusivity,
and T is the temperature; the second equation is the Stefan condition which conserves
energy between heat flux and phase changes. The interfacial temperature is closed by
the Gibbs-Thomson relationship.
We wish to investigate will effect the overall formation of dendritic structures. We be-
gin with a non-dimensionalized domain of 20r0, where r0 = 0.1 is the radius of an initial
circular seed. The temperature at the boundary of the domain is constant and under-
cooled, with T¯b = 1−0.1, where T¯ = T/Tm is a non-dimensionalized temperature T . The
system temperature is initialized with a liquid temperature of T¯b and a solid temperature
of 1. Generically, the ratio between the solid and liquid thermal conductivities ks : kl
and specific heats cs : cl, will play an important role, however because the solid seed is
initialized to the melting temperature, fluctuations in the solid heat are small, and thus
simulations were found to be independent of the value of the solid diffusivity in all cases
where O(ks/cs) = O(kl/cl) and in which the internal solid temperature remained close to
the melting temperature. In the present parameter study, we disregard the importance
of this exact ratio and set kl = 2ks and cl = cs.
With this simplification we may non-dimensionalize the system, closed with the
Gibbs-Thomson equation. We first identify the important parameters to be C , V ,
S = kl/L, T = Tu, and D = kl/cl, r0 and the (square) domain length H. The param-
eter Tu represents the degree of undercooling and is defined as Tb − Tm. Employing the
Buckingham pi theorem, this provides a non-dimensional basis
a1 =
ST
D
,(5.11)
a2 =
V ST
H
,(5.12)
a3 =
C
H
,(5.13)
a4 =
r0
H
.(5.14)
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In the following simulations, we will fix a4 = 10. The basis is chosen in such a way that
the non-dimensional parameters will never go to infinity, as we assume that r0 and D
will never be zero. We then vary the non-dimensional basis. We study changes in the
velocity closure coefficient (a2), by setting a1 = 0.01, a3 = 0, a2 ∈ {0, 0.005, 0.01} we
find that by increasing a2, the solidifying seeds are more stable. The numerical study is
carried out with a spatial resolution of 257 × 257 and a time step set by the maximum
CFL number which is taken to be 0.5 (fig 5.5).
T=1.00342 T=1.00145 T=1.00114
Figure 5.5. Parameter sweep; increasing velocity closure coefficient with
zero curvature closure coefficient. Figures show the formation of dendrites
after T non-dimensionalized units of time has passed. The non-dimensional
parameters are set to be a1 = 0.01, a3 = 0, a2 ∈ {0, 0.005, 0.01}, with a2
increasing from left to right.
We next determine how an increase in a3 (or the curvature coefficient C) effects the
structure formation by setting a3 = 0.001 and find a further reduction in the instability
(fig 5.6).
Finally, we test how a change the heat transfer effects the formation of the seed by
increasing a1 to 0.02. The velocity of the front increases. Setting S = 1, C = 0 and
varying V as above, we see similar structures at T=0.5 as in the C = 0 case above,
however there are minor differences. We visualize the results at T = 0.4 below (fig 5.7).
The behavior resulting from these simulations has been studied in depth in [31, 50,
49] and others. We may also use such algorithms to simulate pattern formation on a
planar surface in relation to the organic solar cells, as explained in the introduction of
the thesis. The initial conditions of the solid seed and the initial temperature field may
play a large role on the formation of the solidifying seed. We reduce these parameters by
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T=1.00551 T=1.0069 T=1.00022
Figure 5.6. Parameter sweep; increasing velocity closure coefficient with
non-zero curvature closure coefficient. Figures show the formation of den-
drites after T non-dimensionalized units of time has passed. The non-
dimensional parameters are set to be a1 = 0.01, a3 = 0.001, a2 ∈
{0, 0.005, 0.01}, with a2 increasing from left to right.
T=0.402331 T=0.402198 T=0.400079
Figure 5.7. Parameter sweep; increasing velocity closure coefficient with
decreased latent heat and zero curvature closure coefficient. Figures show
the formation of dendrites after T non-dimensionalized units of time has
passed. The non-dimensional parameters are set to be a1 = 0.02, a3 = 0,
a2 ∈ {0, 0.005, 0.01}, with a2 increasing from left to right.
assuming that we have an initial solid front prescribed by a wave number f an average
height hi, with an amplitude ai < hi. The surface is assumed to be placed on a surface
at y = 0 held at some constant temperature Tl. Above the solid is the same material in
the liquid phase, closed by a second surface at height y = H, held at a second constant
temperature Tu (fig 5.8). Periodic boundary conditions are taken in x. With these
specifications, we have twelve problem parameters ai, hi, Tl, Tu, H, kl/L, ks/L, kl/cl,
ks/cs, C , V , and f . We have also rescaled temperature so that Tm = 0. We may
reduce the system by two taking the assumption from above that cl ≈ cs and kl ≈ 2ks.
We then have a ten parameter system with a three dimensional physical basis (e.g.
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ai
Tu
Tl
f
H
Figure 5.8. Initial conditions in the planar solidification problem. The
initial conditions of the surface will effect the overall structure of the surface
temperature, distance, time). We reduce the space further out of convenience, setting
Tl = Tm, ai = hi = H/10, leaving Tu, H, kl/L = S, kl/cl = D, C , V , and f . The
Buckingham pi matrix has a rank of three, giving a null space of four. We choose the
new non-dimensional basis
b1 =
V STu
H
(5.15)
b2 =
VD
H
,(5.16)
b3 =
C
H
,(5.17)
b4 = Hf.(5.18)
In general C , V , ki/L, and ki/ci are physical constants set by the material in question.
Furthermore, we wish to design materials at the sub 20nm scale so we may also fix f
assuming we desire a prescribed width of material. Finally, we assume also that we
have a desired height scale H in mind, and assume we may fix this parameter. This
leaves us physical control over b1. Given the rest of the material properties, we can
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very this parameter to see what type of undercoolings are capable of leading to dendritic
formations.
As an example, we set b2 = 0, b3 = 3× 10−4, and b4 = 4. We first set b1 = −0.3 and
find that the pattern will form over time. The computation is carried out over two periods
to test if instabilities cause differences in the forming pillars due to grid anisotropies. The
grid resolution over a single period in x (the horizontal axis) is 32, and is 128 in y (the
vertical axis).
⇒
Figure 5.9. Demonstration of planar fingering with b1 = −0.3, b2 = 0,
b3 = 3× 10−4, and b4 = 4. The color is a linear temperature plot in which
red represent a temperature of 0 and blue represents Tu.
We may plot the growth rate of this surface by calculating the distance between the
highest and lowest point of the forming dendrites as a function of time and find a near
linear growth rate after a relaxation of the initial temperature.
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Figure 5.10. Dendrite height as a function of time. Height is in units of
b4/4, max(s) and min(s) refer to the maximum and minimum heights of
the dendrite over the entire domain.
Changing b1 will naturally change the resulting structures. When b1 = −0.1 the
surface still solidifies, but the initial complexity of the surface is reduced. This implies
that there is a surface within the parameters space which acts as a separating region be-
tween parameters which will allow for dendritic growth, and for parameters that will not.
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⇒
Figure 5.11. Demonstration of no planar fingering with b1 = −0.1, b2 =
0, b3 = 3 × 10−4, and b4 = 4. The color is a linear temperature plot in
which red represent a temperature of 0 and blue represents Tu.
On the other hand, the larger undercooling rate b1 = −0.5 does not cause a significant
change in the resulting dendrite structure. The minimum dendrite depression heigh for
b1 = −0.3 is 0.228H when the tip is 0.8H; The minimum dendrite depression heigh for
b1 = −0.5 is 0.173H when the tip is 0.8H. Thus, although the time scale of solidification
changes, once the undercooling is below some maximal temperature, similar dendrites
will form.
⇒
Figure 5.12. Second demonstration of planar fingering with b1 = −0.5,
b2 = 0, b3 = 3 × 10−4, and b4 = 4. The color is a linear temperature plot
in which red represent a temperature of 0 and blue represents Tu.
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For completeness and because it will be used in the next section, we present a full
non-dimensional basis for the Sefan equation.
c1 =
ai
H
(5.19)
c2 =
hi
H
(5.20)
c3 =
C
H
(5.21)
c4 =
VDs
H
=
V ks
Hcs
(5.22)
c5 =
VDl
H
=
V kl
Hcl
(5.23)
c6 =
V SsTu
H
=
V ksTu
HL
(5.24)
c7 =
V SlTu
H
=
V klTu
HL
(5.25)
c8 =
T0
Tu
,(5.26)
c9 = Hf,(5.27)
where we have again set Tl = T0. Again, the basis is chosen such that none of the
parameters are expected to go to infinity, with the exception of the case in which the
liquid is kept at the melting temperature and the solid is cooled.
5.3.1. Solidifying argon. The molecular dynamic studies have given us values for
C and V in the molecular setting. We now gather bulk properties, either from the
homogenous simulations catalogued above, or from the literature.
The latent heat is derived from equation 3.94 and the periodic molecular dynamic
simulations; the result is latent heat per unit mass (the mass of a particle), however the
Stefan equations use the latent heat per unit volume. Since we are dealing with solid
to liquid transitions we set L = Lmρs, where Lm is the latent heat per unit mass and
is estimated to be 24.3 kJ/kg (see also the table below). This value is very close to the
three dimensional latent heat of argon given as 29.5kJ/kg.
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The volumetric heat capacities are derived from the equation
(5.28)
∆〈U〉
∆T
ρi
m
,
for i = {s, l} for the solid and liquid phase. We linearly interpolate the energy as a
function of temperature near the homogenous phase transition at 54K to estimate the
derivative of the energy change of a pure substances with respect to changes in the
temperature T. We find that the heat capacity for the liquid is 2.225 kJ/kgK and for
the solid is 0.847 kJ/kgK. We then multiply these values by the density of the solid and
liquid phases (presented in the previous chapter), to obtain volumetric heat capacities of
0.945 kJ/Km for the liquid and 0.399 kJ/Km for the solid.
There are molecular dynamic techniques that have been used to extract the liquid
[146] and solid [73] thermal conductivities of argon, however studies of of two dimensional
pure argon were difficult to locate. To circumvent the issue of completing a new molec-
ular dynamic study, we conjecture that the ration between the solid and liquid thermal
conductivities across the interface is equivalent to that calculated for three dimensions
in [108], and that the liquid value may be taken to be 126mJ/Ks [146]. The solid to
liquid ratio from [108] is found to be 404:7.2, and thus we take ks to be 7070mJ/Ks.
Next, we fix the desired physical quantities. We are interested in pattern formation
on the sub 20nm scale, and thus we set f = 0.1nm−1. We suppose that we will have
dendrites on the order of 20nm in height as well, and thus set H = 20nm, noting that
this value will change based on the desired height of the pillars for a desired application.
Instantiating the planar system as above, with ai = H/20, hi = H/20, and T0 = Tm, we
retain control over the temperature set at the height H.
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Parameter Value Units
C 4.35828 A˚
V 0.408998 ps/A˚K
kl 126 mJ/Ks
ks 7070 mJ/Ks
cl 0.847 kJ/Km
2
cs 0.399 kJ/Km
2
L 24.3 kJ/m2
ρs 0.471368 kg/m
2
T0 48.9 K (= Tm)
f 0.05 nm−1
H 20 nm
Table 5.3. The parameters used for the solidification of argon. Most are
directly derived from the molecular dynamics in this work; see the text for
details
The non-dimesional parameters are then found to be
c1 = 1/20(5.29)
c2 = 1/20(5.30)
c3 = 2.17914(5.31)
c4 = 3623.58(5.32)
c5 = 30.4213(5.33)
c6 = 59.4983Tu(5.34)
c7 = 1.06037Tu(5.35)
c8 = 48.9/Tu(5.36)
c9 = 1(5.37)
The numerical algorithm is run with a discretization of 64 points per period in x and
128 points for the length in y. We find structure depression for undercoolings of 1K, 5K
and 10K. The undercoolings of 10K are 20% of the melting temperature and the linear
relationships of the Gibbs-Thomson relationship likely break down in this region. The
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structure decay as a function of time is shown in the figure below, and we find that the
structure relaxes to a flat interface at a time scale of 96.5ps (fit to exponential decay).
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Figure 5.13. Large undercooling of 10K in the liquid region of argon is
unable to form dendrites at the 20nm scale.
Although dendritic formation for argon does not occur at the 20nm scale, it does occur
at the 100µm scale, as demonstrated in the figure below. This corresponds to scaling
the non-dimensional parameters c3,c4,c5,c6, and c7 by a factor of 10
4, which effectively
decreases the surface tension and velocity effects.
⇒
Figure 5.14. Dendritic structure formation of argon. The domain height
is 100µ m.
Although the material parameters of argon do not provide dendritic solidification at
the scales we are interested in, we may ask what values of C and V provide desirable
dendritic formation should the remaining physical properties be fixed. We preform this
study with a domain height H = 100nm, a wave mode length of f−1 = 10nm, an initial
height h = 10nm, and an undercooling of Tu =-10K. We then run a parameter sweep
over the two dimensional sub-parameter space (C , V ) and record the regions in which
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Figure 5.15. A parameter sweep over V and C . Dendrites are said to
form if the vertical distance between the liquid and solid is greater than
half the domain height at any point during the simulation.
dendrites form. The condition for dendrite formation is defined as scenarios in which, at
any point during the simulation, the maximal solid location form the lower boundary is
50nm form the minimal liquid distance to the lower boundary.
The algorithm is run with 32 points per period in x and 161 points in y. We find a
boundary region in the two dimensional space, distinguishing a regions in which dendrites
form, from a region in which they do not (see figure 5.15). There are regions in which
desirable dendrite formation occurs. For example, with C = 4 × 10−5 and V = 0,
dendrites form that make up over 70% of the domain height (figure 5.16). As predicted
in chapter 2, the formation of dendrites requires C and V to be small relative to the
other problem parameters. For the above parameters, we determine the upper bound
of this region to be that C is 7 × 10−5A˚K, which is six orders of magnitude smaller
than the surface tension determined from the numerical experiments. The upper bound
on the velocity closure coefficient is 10−2ps K/A˚, which is only one order of magnitude
away from the measured value above. Physically this means that surface tension must be
significantly reduced (and practically eliminated) in order to achieve dendritic formation
through solidification at this scale.
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Figure 5.16. A hypothetical parameter regime in which dendrites form.
The column width is 10nm, the domain height is 100nm, C = 4 × 10−5,
V = 0. The solid line shows the liquid-solid interface, while the color plot
shows the temperature, linearly interpolated from the melting tempera-
ture (enforced at the lower boundary), to the undercooling temperature
(enforced at the upper boundary)
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CHAPTER 6
DISCUSSION AND FUTURE DIRECTIONS
6.1. Summary
Material fabrication at small scales is a challenging issue. In order to advance the
methods utilized in predicting structure formation, we study the possibility of using
interface instabilities and the formation of dendritic structures. We have reviewed existing
continuum models for this unstable interface growth along with the Gibbs-Thomson
closure used to determine the interfacial temperature. Even with the known closure, it
is still a challenging process to extract physical parameters based upon the underlying
atomistic material structure. To close the continuum equations, existing methods either
seek to use thermodynamic closures (section 2.1.1) in order to determine valid physical
parameters (sections 3.4.2.1 and 3.4.2.2) or seek to determine this closure directly by
resolving the entire molecular system (section 3.4.2.3). It has been pointed out that the
first class of method methods may fail for complex materials such as polymers (section
3.4.2.2) and that the latter class of methods generates high computational costs.
In order to overcome these challenges we have developed non-periodic molecular dy-
namic methods capable directly resolving the curvature of a known front, without resolv-
ing the entire system dynamics. We have then demonstrated that such methods allow
us to extract Gibbs-Thomson closure relationships and have predicted the structure of
solidifying seeds made of two dimensional argon. We have also shown the necessary un-
dercooling necessary to form dendritic structures on a planar interface, given particular
material properties. Such a tool may help aid in the manufacture of materials at arbitrary
scale.
6.2. Future directions
Currently there are many multiple scale algorithms in which atomistic descriptions
are employed about a region of interest, and continuum descriptions are employed else
where (see for example [155, 43]). The methods developed in the current work have
the potential to be employed in such simulations. In such a simulation, the molecular
front would be fully resolved and the molecular domain would need to adapt with the
moving front. The current methods have been developed for NPT ensembles. In the
multiscale methods, grand canonical ensembles would be used. These methods are the
least developed of the MD methods, however there have been advances in this field[14,
150]. The non-periodic boundary conditions developed in the present work combined
with the USHER algorithm for introducing particles into the system [38] is a promising
avenue for future work and algorithm design.
The current work has focused on the resulting dendritic structure of a pure material.
Ultimately the goal is to determine sufficient molecules which are able to form desired,
pre-determined interfaces. Solving this inverse problem is beyond the scope of the current
work, however, with the efficiency gained in utilizing direct techniques for the Gibbs-
Thomson relationship, this work generates the possibility of performing large parameter
sweeps on complex materials in order to determine desirable molecular physics which
lead to desired continuum behavior.
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