The generation of random graphs using edge swaps provides a reliable method to draw uniformly random samples of sets of graphs respecting some simple constraints (e.g., degree distributions). However, in general, it is not necessarily possible to access all graphs obeying some given constraints through a classical switching procedure calling on pairs of edges. Therefore, we propose to get around this issue by generalizing this classical approach through the use of higher-order edge switches. This method, which we denote by "k-edge switching," makes it possible to progressively improve the covered portion of a set of constrained graphs, thereby providing an increasing, asymptotically certain confidence on the statistical representativeness of the obtained sample.
INTRODUCTION
The generation of random graphs respecting some constraints has two direct applications: (i) the modeling of realistic network topology when empirical data are missing, and (ii) the confirmation of the role of a given set of constraints in the presence of some empirically observed topological and structural features (i.e., some target observables, such as in Newman [2004] ). Currently, however, there is no general approach to directly create uniformly random graph samples given arbitrary constraints, except for some very specific cases usually related to degree distributions (in this article, degree distribution refers to a specific sequence of degrees, as opposed to a probability distribution).
Existing methods for generating random samples of a set of graphs G C respecting a given set of constraints C indeed fall into two broad categories:
This work was partly supported by the Future and Emerging Technologies programme FP7-COSI-ICT of the European Commission through project QLectives (grant no.: 231200) and by the French ANR through grant "Webfluence" #ANR-08-SYSC-009. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from -Either by directly building a graph of G C from scratch, that is, randomly assigning links to pairs of nodes such that the overall constraint is respected. For instance, the configuration model, as presented by Bender and Canfield [1978] , provides random graphs by connecting half-links on nodes such that each resulting graph respects a given prescribed degree distribution. -Or by using an original graph that already belongs to G C and iteratively reshuffling edges of this graph, while altogether remaining in G C in order to asymptotically converge, after a "sufficient" number of iterations, to a uniformly random element of G C . This approach of switching pairs of edges has been proposed, for instance, by Rao et al. [1996] who aim at obtaining a random graph with a given degree distribution by switching pairs of links in an initial graph that already respects this constraint. The asymptotical convergence is generally empirically appraised with respect to the target observables. Besides, approaches based on edge swaps implicitly assume that the number of nodes N, the number of edges M, and the degree sequence are part of C. In this case, we consider that C is the union of two subsets: C = C ∅ ∪ C + , where C ∅ refers to the fundamental constraint forcing graphs to have M links, N nodes, a given degree sequence, and to be of a certain type (simple graphs, multigraphs, etc.), while C + refers to some additional and arbitrary set of constraints, depending on the context.
The former method assuredly poses a new design challenge for every new kind of constraint, as each set of constraints basically requires a new configuration model. On the other hand, the latter approach raises the issue of obtaining uniformly random elements of G C . Put differently and as we will see later in the text, this reshuffling approach, which initially requires at least one graph from G C , does not guarantee in general that the final graph is uniformly chosen from the whole set G C .
We propose to both (i) appraise the potential issues and drawbacks of random graph creation based on pairwise edge switching (Section 2), which is a relatively traditional method in the literature [Eggleton 1973; Colbourn 1977; Taylor 1980 Taylor , 1982 Rao et al. 1996; Kannan et al. 1997; Roberts 2000; Milo et al. 2003; Gkantsidis et al. 2003; Stauffer and Barbosa 2005; Artzy-Randrup and Stone 2005; Viger and Latapy 2005; Cooper et al. 2006; Feder et al. 2006; Mahadevan et al. 2006; Bansal et al. 2008; Coolen et al. 2009 ], and then (ii) introduce a method for producing random, simulation-based samples of graphs for arbitrary constraints C, using higher-order edge switching processes (Section 3). We eventually present several practical and empirical illustrations in Section 4. Miklós and Podani [2004] showed that it is possible to use a pairwise edge switching reshuffling algorithm to generate a uniformly random sample of oriented graphs whose degree distributions are fixed. Artzy-Randrup and Stone [2005] later called this method "switching and holding" (S&H). More precisely, this edge switching method comes to randomly choosing two links in the current graph, checking whether swapping these links leads to a graph respecting the constraint, and, if yes, carry out the corresponding swap; otherwise, it will "hold" the current graph and reiterate the procedure. Note that, as such, S&H differs from a simple switching method in that it focuses on the number of swap trials rather than the number of swaps. This procedure may be described as a walk in a Markov graph. The Markov graph is a directed graph, allowing self-loops and multiple edges such that its set of nodes is exactly G C . Arcs of the Markov graph are such that (i) whenever a valid pairwise edge switch transforms G i ∈ G C into G j ∈ G C , we draw an arc from G i to G j (and vice versa, mechanically), and (ii) whenever a pairwise edge switch transforms G i ∈ G C into a Fig. 1 . Simple Markov graph for a constraint on a graph of (i) three nodes with (ii) given in-and out-degree distributions and (iii) without multiple edges but possibly self-loops. Nonvalid swaps are represented by self-loops in this Markov graph, which has thus a constant degree. graph that does not belong to G C , we draw a self-loop from G i to G i . In this context, the reshuffling procedure is a random walk in the Markov graph, that is, a Markov chain [Sinclair 1993] converging to an equilibrium distribution whose probabilities can be obtained from the transition matrix of the Markovian process. If the Markov graph has constant degrees (i.e., the in-degree and out-degree of all graphs of the Markov graph are all the same), the reshuffling process is uniform. If the Markov graph is connected, all possible graphs are reachable. If it is both connected and has constant degrees, the process leads to uniformly random elements of G C . See an illustration in Figure 1 .
EDGE SWAPS AS A MARKOVIAN RESHUFFLING PROCESS
Edge switching methods have been used to generate random graph samples in various instances [Rao et al. 1996; Kannan et al. 1997; Stauffer and Barbosa 2005; Cooper et al. 2006; Feder et al. 2006; Mahadevan et al. 2006; Bansal et al. 2008 ] and have been studied and improved in various directions [Roberts 2000; Milo et al. 2003; Gkantsidis et al. 2003; Artzy-Randrup and Stone 2005; Viger and Latapy 2005] . To use such a switching method, one has nonetheless to ensure that all graphs of G C are present in the equilibrium distribution of the random walk with an identical probability, that is ensure that:
(1) all graphs of G C are uniformly drawable, and (2) all graphs of G C are exhaustively reachable.
Uniformity is guaranteed by the S&H approach within a given connected portion of the Markov graph. While Miklós and Podani [2004] show uniformity in the case of degree distribution constraints, the proof they mention in Appendix A of the same reference can easily be extended to any kind of constraint. A sketch of this proof is given by the following reasoning: "Holding" on failed trials is equivalent to connecting a Markov graph node to itself as many times as there are failure possibilities. Thus, the in-and out-degree of all Markov graph nodes will be equal to the number of trials (both failed and successful ones), which is strictly the same for every graph of G C , since it only depends on the constant number of links of graphs of G C . Finally, for a random walk in a Markov graph where all nodes have the same in-and out-degree, the probability of being on a given node is asymptotically uniform.
Exhaustivity relates to the issue of whether the whole Markov graph is connected, that is, the existence of a path going from any node to any other node of the Markov graph. In Markov chain terminology, the chain is said to be irreducible. To our knowledge, existing theorems on exhaustivity concern simple constraints C, essentially reduced to little more than the conservation of the original degree sequence (i.e., in the case of trees [Colbourn 1977 ], graphs [Eggleton 1973 ], connected graphs [Taylor 1980] , and bi-connected graphs [Taylor 1982] ).
However, in the general case of more elaborate constraints (e.g., Mahadevan et al. [2006] and Bansal et al. [2008] ), using the S&H method appears to be less legitimate, since no such exhaustivity theorems are known. For instance, Rao et al. [1996] show that extending C by requiring the graph to have both directed edges and no self-loop makes it impossible, in some cases, to reach all graphs of G C by pairwise edge swaps. In particular, no pairwise edge switch could indeed transform one of the following adjacency matrices into the other one (forbidden self-loops are marked with a star): 0 * 1 0 0 0 * 1 1 0 0 * 0 * 0 1 1 0 * 0 0 1 0 * Convergence of the walk. In addition to these issues, convergence speed remains an open theoretical question [Rao et al. 1996; Guruswami 2000 ], often coped with using practical heuristics [Gkantsidis et al. 2003; Viger and Latapy 2005] . As said before, the walk usually aims at randomly drawing an element of G C in order to check whether graphs of G C exhibit some properties on the target observables (and, implicitly, in order to check whether C could constitute a sufficient explanation for these observables). In other words, some measurements are carried out on graphs of G C so that the walk is generally considered to have performed a "sufficient" number of steps when those measurements on the target observables apparently plateau.
HIGHER-ORDER SWITCHING PROCESS
In this section, for the sake of clarity, we focus on directed graphs, although it is effortless to formulate the whole argument for undirected graphs.
k-Edge Switching
In general, the disconnectedness of the Markov graph stems from the impossibility of transforming a graph into another graph by a simple pairwise switching. To overcome this issue, we propose an experimental method based on higher-order edge switchings: Given G ∈ G C , let us consider k edges (a i , b i ) i∈{1,...,k} corresponding to nodes (a 1 , . . . , a k , b 1 , . . . , b k ), possibly not all distinct. The k-edge switching process, henceforth called k-switch, comes to randomly choosing one permutation σ among the k! possible permutations of (b 1 , . . . , b k ). The resulting graph is such that edges (a i , b i ) i∈{1,...,k} are replaced with (a i , σ (b i )) i∈{1,...,k} (for an example of pseudocode, see Algorithm 1).
It is immediate to see that neighbors of G in the Markov graph corresponding to a classical pairwise edge swap are also neighbors of G in the Markov graph corresponding to a k-switch, when considering a permutation that just swaps two b i , b i . Similarly, when k = 2, we fall back on the S&H approach.
For increasing values k, this procedure creates new links in the Markov graph and new neighbors appear. In the case of Figure 1 , it is easy to see that the Markov graph is complete for k = 3. More importantly, some potentially disconnected components of the Markov graph may thus become connected.
Illustration. To illustrate this higher-order switching process, let us consider the case of bipartite (or 2-mode) graphs. Such graphs are useful in the context of realworld networks, for example to study collaborations in social groups [Newman 2004] or peer-to-peer exchange systems [Guillaume et al. 2005] . Nodes belong to one of two sides A and B, and links connect pairs of nodes from distinct sides only. It is possible to build monopartite (or 1-mode) graphs from the bipartite one by keeping only A Consider the following case consisting of a constraint C 0 = C ∅ 0 ∪ C + 0 , on bipartite graphs.
(1) C ∅ 0 . The bipartite graph contains no multiple link, it consists of two sides with fixed degree distributions: -"side A": 5 nodes, out-degree {2, 2, 2, 1, 1} (and in-degree 0); -"side B": 4 nodes, in-degree {3, 2, 2, 1} (and out-degree 0).
(2) C + 0 . The degree distribution of the projected graph on side A is fixed: {2, 2, 2, 1, 1}.
In short, this constraint consists in simultaneously imposing degree distributions on a bipartite graph and on one of its monopartite projections. An example of such a graph is represented in Figure 2 . Given such a C 0 , Markov graphs corresponding to G C 0 contain seven nodes. The Markov graph for k ≥ 4 is connected, while it actually consists of three disconnected components for k ∈ {2, 3} ( Figure 3 ).
We chose this practical case in part because the Markov graph is still small enough to be visualized for each value of k. In the remaining examples, it will not be possible anymore, and no theoretical proof is available; therefore, we rely on experimental investigations.
Relationship between k and Exhaustivity
CLAIM. There is an upper bound on k such that the Markov graph is assuredly connected and the underlying walk is exhaustive/irreducible. In particular, given two graphs G 1 and G 2 of G C , there always exists a permutation of size at most M (the number of edges) such that G 1 is transformed into G 2 .
PROOF. The M edges of G 1 can be written as {(a 1 , b 1 ); (a 2 , b 2 ); . . . ; (a M , b M )}. Similarly, in G 2 , because both M and degree sequence are fixed, we can write that M edges originate from the same family (a i ) i∈{1,...,k} to another family (b i ) i∈{1,...,k} , that is, these edges can be written as {(a 1 , b 1 ); (a 2 , b 2 ); . . . ; (a M , b M )}. Because the degree sequence is fixed, families of nodes b and b contain exactly the same nodes repeated the same number of times. Thus, σ defined as The number of connected components of the Markov graph is thus a monotonously decreasing function of k converging at most for k = M. As increasing k guarantees a better coverage of the Markov graph, the relevance of this method essentially lies in improving the confidence in the random mixing achieved by rewiring procedures, rather than addressing convergence speed issues between parenthesis. 1
Data Storage Format
One of the first requirements for the data format is to enable quick random selection of edges and subsequent edge switches (i.e., update of the graph). A straightforward option for drawing random links consists of using an array of edges and picking a random integer lower or equal to the array size. To store the graph, by contrast, we opt for an adjacency list, especially because the operation of constraint checking often requires to access neighbors of a given node (which is possible in O(δ), where δ is the node degree). Eventually, we maintain and update two data structures: an adjacency list and an array. These two data strutures have a comparable size and are most efficient for link selection and graph operations, respectively.
Complexity
Carrying out a k-switch in G ∈ G C consists of:
(1) finding k random edges in G represented as an adjacency list, in O(k);
(2) k-switching their extremities into a resulting graph G , in O(k);
(3) verifying that G respects the constraint set, that is,
given design of the constraint check.
C should be such that there exists a tractable check on any graph of G C . 2 In best cases, when it is possible to incrementally check if G ∈ G C relatively to the k switched edges only, f G C at best belongs to O(k). The complexity of doing n trials of k-switches is thus at least O(nk).
Additionally, target observables have to be computed at regular intervals to monitor their asymptotical convergence. Those target observables shall also be chosen to be tractable. Moreover, if the observation frequency is chosen to be sufficiently low, constraint checking will dominate the overall running time.
ALGORITHM 1: Pseudocode of the k-switching procedure in the case of a directed network with constraints: degree distributions, no self-loops, no multiple arcs, and a set of constraints C + (associated to the set G C + ), which depends on the context. input : Graph G 0 = (V 0 , E 0 ), stored as an array of adjacency lists; number of switching trials:
n; size of the switches: k; output: graph G produced by n attempts of switching;
The reason why large values of k are not necessarily advisable actually lies in the possibility of k-switch failures, that is, the resulting graph no longer belongs to G C , and thus the walk stays on the same graph at the next step. The odds of such failure depend in a complicated way on k. On one hand, when increasing k, we are allowing new types of switches, therefore allowing access to possibly more graphs from a given graph of G C . On the other hand, many of these new possible k-switches are also likely to fail (i.e., fall on a graph that does not belong to G C ), because they alter more deeply the graph (i.e., more deeply than k -switches for k < k). In the end, the proportion of k-switch successes generally depends on k in a nonmonotonous manner.
In practice, given an a priori fixed number of trials, we observe that the number of successful alterations tends to decrease sharply for large values of k (as shown, for example, in Table II ). In other words, high-order alterations apparently make the walk stay longer on a given graph, although at the same time, successful alterations reshuffle more strongly the graph. In short, with increasing k, the walk is more likely to stagnate, but when it does not, it is more likely to lead to more different graphs.
Random Graph Sampling Using k-Switches
Consequently, it is hard to assess whether the mixing achieved by a k-switch-based walk of given length is more efficient for higher values of k. However, the number of connected components of the Markov graph is monotonously decreasing with k; increasingly connected portions of G C are visited with increasing values of k. Because of this, it is relevant to propose an asymptotical approach on k.
More precisely, a k-switch walk is stopped when some measures of G C apparently plateau to some values. Starting with the traditional case k = 2, we thus progressively increase k up to a "sufficient" value, that is, such that the measurements appear to plateau from some k 0 , as is classical in asymptotical convergence of simulation-based methods. As shown in the following section, it seems empirically sensible that even very small values of k are often satisfactory.
ILLUSTRATIONS ON PRACTICAL CASES
In addition to the example shown in Figure 3 on an extremely small graph, we now illustrate this asymptotical approach on four practical cases for various kinds of constraints. For the sake of clarity, in Appendix 3.4, we gathered the descriptions of constraint checking algorithms and their respective complexity. Note that, here, we only consider constraints on graphs without multiple edges; the higher-order switching approach may nonetheless be used in the context of multigraphs.
Constraint Based on Oriented and Colored Triangles
We first suggest the following quite fictitious constraint C 1 .
(1) C ∅ 1 . The graph is directed and made of N nodes, each having one outgoing and one incoming arc;
(2) C + 1 . -The nodes are equally divided into three groups of N/3 nodes, each denoted with a color: red (R), green (G), or blue (B); -The graph is made of N/3 isolated and oriented cycles of three nodes (that is, N isolated triangles such that each node points to a single other node of the triangle).
Graphs of G C 1 are thus such that each node exactly has an in-degree of 1 and an outdegree of 1. Suppose we want to randomly draw an element of G C 1 using k-switches, starting with an initial graph G 0 such that each triangle is "R-G-B-oriented," that is, a red node points to a green one which points to a blue one which points to the red one.
For k = 2, the only possible k-switch is identity; therefore, in the Markov graph, it is not possible to leave G 0 . For k = 3, possible k-switches reshuffle links within a given triangle, as illustrated in Figure 4 ; the associated walk can only lead to "R-G-B-oriented" and "R-B-G-oriented" triangles. For k = 4, link exchanges are possible between triangles, so eventually all combinations of colored triangles are possible (including nontrichromatic triangles "R-R-R", "R-G-G", etc.). 3 Considering a trivial target observable that is the proportion of triangles of a given color orientation, we now compare the performance of k-switch-based walks for k ∈ {2, 3, 4, 5, 6}. Using simulations on graphs of N = 180 nodes, we consider the plateauing values of each walk, as shown in Figure 4 . In Table I , we then gather the various averages of such values obtained over 10,000 simulations for each k. We see that average values plateau for k = 4, which generally fits well with the theoretical values, which can be analytically computed for C 1 (see Table I ). However, values obtained for k = 2 (classical S&H) and k = 3 are significantly different from the theoretical values, indicating that the corresponding Markov processes are unable to reach every graph of the set G C 1 . In particular, the classical S&H method cannot be used in the case of C 1 to generate a random sample, whereas the multiple edges switching method with k ≥ 4 is reliable.
Such apparently arbitrary constraints can actually be relevant when considering complex molecular edifices modeled as graphs linking molecules according to chemical constraints [Ralaivola et al. 2005 ].
Constraint Based on Correlations of Degrees
We now consider constraint C 2 , imposing the following.
-C ∅ 2 . The graph is directed, without self-loops or multiple edges, and has a fixed degree sequence.
-C + 2 . The distribution of out-degree correlations between pairs of connected nodes is fixed. In other words, the number of links connecting nodes of some out-degree to nodes of some (possibly distinct) out-degree remains the same across the set of graphs.
The practical interest of this constraint becomes explicit in the empirical case of a hyperlink citation network. In qualitative terms, this constraint should, in effect, help in appraising how much correlations in citing activities (in terms of out-degrees) explain the existence of cyclic citation patterns (in terms of directed triangles). To this end, we start with an initial graph G 0 extracted from the 50,000 first Web pages from the network database used in Albert et al. [1999] ; 4 we denote this database WWW. We carry out 1 billion trials in each walk corresponding to k-switches for k ∈ [2, 6]. We measure the average number of directed triangles (i.e., oriented cycles of length 3) of graphs of G C 2 , thereby estimating how much C 2 contributes to this kind of topological patterns. Results are gathered in Table II and Figure 5 . Despite their diverse convergence speeds and success rates, ∀k ∈ {2, 3, 4, 5, 6} walks converge to a same average number of such directed triangles. As is usually the case with random graphs with constraints, and contrary to the previous example, we are trying to empirically estimate the theoretical average of this measure on G C 2 . Therefore, we assume that the plateauing of limit measures for increasing k is a sufficient indication that this empirical estimate can be trusted, which is classical with simulation-based convergence. Similarly, the user may also decide to extend simulations to higher values of k. These results suggest that the reshuffling process is likely to cover G C 2 well even for k = 2 (i.e., traditional edge swaps). As such, the k-switch approach provides an increasing confidence in the simulation estimate of this measure. Qualitatively, because average observable values for G C 2 do not match those of G 0 , we have additional confidence in the interpretation that correlations in citation activities does not suffice to explain cyclic citation patterns.
To get some insight on how the convergence process varies with input size, we implement the algorithm on smaller samples of this dataset: the first 20,000 and 10,000 pages. Corresponding results are gathered in Table III , providing information about computational requirements in the various cases. 5 As will also be the case in the next examples, it seems to be difficult to find any obvious relationship between input size and the number of trials necessary to observe the convergence. 
Constraint Based on Triangles
As mentioned earlier, it is straightforward to apply the method with constraints on undirected graphs. C 3 , and C 4 in the following, are of this kind.
The graph is undirected, with a fixed degree distribution, has no multiple edges nor self-loops. -C + 3 . The number of (undirected) triangles remains the same. The interest of C 3 can be illustrated in the case of a collaboration network. The amount of distinct motifs of size four will be our target observables. In that case, C 3 practically aims at checking whether the size and shape of the close neighborhood of a scientist in this field is related to the cohesiveness between agents-that is, more precisely, to check how the tendency to do triangular interactions influences the number and connectedness of neighbors at distance 1 and 2.
G 0 is an undirected graph of collaborations between scientists extracted from the Anthropological Index Online database. 6 The dataset we use focuses on a specific subfield consisting of Scandinavian archeology-related papers published over the period 2000-2009: nodes are paper authors, links feature collaborations between authors in these papers. G 0 contains 273 individuals and 280 links. Figure 6 illustrates the results of the corresponding exploration of the random graph space defined by C 3 , and Table IV shows the results motifs of size four, for which there is significant variation from G 0 for k > 2. More importantly, these diverging results do not appear when using k = 2, but only appear from k > 2, being then similar for all k ∈ {3, 4, 5, 6}. Thus, the usual S&H method-unlike the generalized switching method with k ≥ 3-cannot be used to generate a uniformly random subset of G C 3 on this particular dataset: The obtained sample would be significantly biased. In other words, only by going beyond k = 2 is it possible to show that C 3 is not sufficient to explain the particular shape of the neighborhood of these agents in this empirical network.
In Table V , we gather results on the convergence process on larger collaboration databases extracted from the AIO database in other geographical area, namely the British Isles and the whole of Europe, over the same period of time. Qualitative results on the relationship between C 3 and target observables hold, yet there is, again, no obvious relationship between convergence and input size and type.
Constraint Based on Connected Components
Finally, C 4 addresses the issue of connected components. C 4 is as follows.
-C ∅ 4 . The graph is undirected, with a fixed degree distribution, has no multiple edges or self-loops. -C + 4 . Distribution of the sizes of connected components remains the same. G 0 is an undirected graph built from human metabolic pathways listed in the Biocyc database 7 : Each node is a protein, and each link connects any two proteins involved in the same biochemical pathway. It features 679 nodes and 11,030 links. C 4 aims at checking whether the existence of islands of pathways, as represented by connected components, is correlated with the presence of particular local, short-range interactions patterns between specific proteins.
Simulation results are featured in Table VI -averages of statistical variables obtained over corresponding explorations of G C 4 do not match those of G 0 . This suggests that C 4 is not a possible explanation for the presence of 3-and 4-sized local patterns in this metabolic pathway network.
In this case, going beyond k = 2 did not yield any particular improvement on the random mixing process results, yet it provided a stronger confidence on the random exploration of G C 4 . Again, we run the algorithm on other network datasets: biochemical pathways of Aquifex aeolicus (denoted aaeo) and Burkholderia pseudomallei (bpse) (see Table VII ). Qualitative results hold, but there is still no obvious relationship between convergence features and input size and type.
CONCLUSION
Pairwise edge swapping methods such as S&H, are relevant to generate uniformly random samples of graphs in some simple cases, such as degree distributions. As constraints get stronger than just degree distributions, pairwise edge swaps may not be appropriate, since the corresponding Markov graph is likely to be disconnected. Therefore, we proposed a higher-order switching method, denoted "k-edge switching," which makes it possible to tackle this issue by progressively improving the connectedness of the Markov graph of the corresponding walk.
While this approach guarantees that it is theoretically possible to navigate uniformly throughout the whole Markov graph for some value of k, the process is likely to be empirically less and less practicable for high values of k. As such, this approach nonetheless constitutes an easily implementable method to incrementally explore larger portions of the Markov graph, thereby obtaining an increasing, asymptotically certain confidence on the representativeness of the obtained sample. In particular, this method potentially generates random graphs for any type of constraint preserving degree distributions. It also makes it possible to incrementally check the robustness of results obtained using traditional edge swaps with k = 2 (which have no reason to yield valid results as such), thereby improving the confidence on the Markov graph exploration achieved by 2-switches.
Put simply, when average measurements on the reshuffled graphs tend to plateau for some successive values of k, we suggest that it is empirically sensible to assume that the walk covers a reasonably representative portion of the graph set G C -as such, constituting a useful extension of edge swapping random graph generation approaches. In this respect, an interesting perspective for the present work would be to find classes of constraints C for which some low values of k guarantee the connectedness of the k-switch Markov graph.
APPENDIX: CONSTRAINT CHECKING ALGORITHMS AND COMPLEXITIES
In this Appendix, we describe briefly some possible algorithms for implementing tests corresponding to the previously constraints.
Constraints C 1 and C 3
Constraint C 1 may be implemented by testing whether a switch trial creates as many triangles as it destroys. For each arc (a i , b i ) involved in a switch trial, we may list which oriented triangles are being created and destroyed by looking for the out-neighbors of b i which are also in-neighbors of a i before and after the switch trial. The same goes for C 3 , except for the fact that triangles are not oriented.
A random link has a probability proportional to δ to be connected to a node of degree δ, and we have to go through the list of neighbors for each neighbor of b i . The same goes with a i , so that the comparison of both lists of neighbors has eventually an average complexity in O(δ 4 ), where δ is the mean degree. This yields an overall complexity in O(nkδ 4 ), where n is the number of trials. Note that δ is always equal to 1 in the case of C 1 .
Constraint C 2
The test corresponding to this specific constraint can be implemented as follows: After storing the out-degree of each node at the beginning of the process, the user checks at each trial that for any couple of degrees (δ 1 , δ 2 ), links whose extremities have degrees δ 1 and δ 2 are created and destroyed in equal numbers. This specific test can be done in constant time, yielding an overall time complexity of the algorithm in O(nk).
Constraint C 4
A very simple (yet not optimal) way to implement this constraint test is to check, for each link involved in a switch, the size of the connected component it belongs to before and after the switch. This can be done in O(M) by using a breadth-first search algorithm. This induces a global complexity in O(nkM).
