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INTRODUCTION
High-mass stars (>8 M ⊙ ) typically form in clusters from dense molecular clumps with sizes of ∼ 1 pc and masses of 200 M ⊙ . Recent infrared and millimetre/submillimetre Galactic plane surveys have identified a large number of dense molecular clumps in all stages of evolution (e.g., Benjamin et al. 2003; Churchwell et al. 2009; Carey et al. 2009; Molinari et al. 2010; Schuller et al. 2009; Aguirre et al. 2011) . In order to better understand the environment within which high-mass stars and clusters form, we must characterise the global conditions within, and evolution of, the high-mass clumps from which they form.
The Millimetre Astronomy Legacy Team 90 GHz (MALT90) survey aims to achieve this by determining the physical and chemical evolution within ∼ 3000 high-mass clumps located throughout the Galaxy (Foster et al. 2011; Jackson et al. 2013; Foster et al. 2013) . In doing so, it provides a legacy database for the study of high-mass star formation.
Over four Austral winter semesters (2010) (2011) (2012) (2013) using the 22-m Mopra telescope, MALT90 obtained 3' × 3' maps toward 2012 locations along the Galactic plane 1 . Jackson et al. (2013) provides the full details of the survey strategy, observing procedure, and data reduction. The map locations were selected to cover dense clumps 2
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identified within the ATLASGAL 870 µm dust continuum emission survey (Schuller et al. 2009 ) Schuller et al. (2009) estimate that, for cold dust with T dust = 10 K, the ATLASGAL 870 µm peak flux sensitivity of 0.25 Jy corresponds to a clump mass of 200 M ⊙ at a distance of 10 kpc. MALT90 used this flux sensitivity to select clumps from the ATLASGAL catalogs of Contreras et al. (2013) and Urquhart et al. (2014) . In addition to this flux sensitivity limit, we further imposed criteria based on the clumps' level of IR emission (to ensure that clumps in all stages of star formation activity were included within the survey) and gave preference to those located in the Galaxy's 4th quadrant.
By utilising the broad frequency coverage of the Mopra telescope's spectrometer, maps in 16 different emission lines near 90 GHz were obtained simultaneously. The transitions covered by the MALT90 survey (see Table 1 for details) were selected to be unambiguous probes of the dense clumps, located within larger, more diffuse giant molecular clouds (GMCs) , that will give rise to stars. Because the 90 GHz molecules require high volume densities for their excitation (10 5 -10 6 cm −3 ) and span a range in their excitation energies (5-50 K; Müller et al. 2001 Müller et al. , 2005 Schöier et al. 2005) , they are excellent tracers of distinct physical conditions. Moreover, they also probe distinct stages of chemical evolution: the chemistry evolves quite substantially from the cold gas phase to the hot gas phase around a newly formed high-mass star. As such, the presence or absence of emission from these molecules can also indicate distinct stages of chemical evolution.
Now complete, MALT90 is the largest database of molecular line emission toward high-mass clumps. Because the maps have good spatial (38") and excellent spectral (0.11 km s −1 ) resolution, they reveal a wealth of information about the clump morphologies, chemistry, and kinematics. The survey can be utilised to both characterise the ensemble properties and evolution of high-mass clumps and to identify outliers within the population. Indeed, several studies have already begun to utilise the survey for these purposes (e.g., Hoq et al. 2013; Liu et al. 2013; Miettinen 2014; Rathborne et al. 2014a; He et al. 2015; Stephens et al. 2015; Yu & Wang 2015) . In addition, MALT90 also provides a definitive source list for detailed ALMA observations aimed at understanding the evolution of a high-mass clump. Indeed, ALMA cycle 0 observations toward a high-mass MALT90 clump, G0.253+0.016, shows remarkable structure on small spatial scales (Rathborne et al. 2014b and reveals details about mass assembly before star formation has begun.
Here we report the properties of the molecular line emission detected toward the 870 µm dust continuum peak of each clump observed as part of the MALT90 survey determined via Gaussian profile fitting to the spectra. Figures 1 -8 provide an overview of the AT-LASGAL/Spitzer images and MALT90 spectra toward selected clumps contained within the catalog. These figures are included to show examples of the Gaussian profile fitting procedures and reported catalog values that are described in the following sections. We discuss these in more detail in section 5.
CHARACTERISING THE STAR-FORMATION ACTIVITY WITHIN EACH CLUMP
To ascertain the star formation activity within each clump, Spitzer images (3-24 µm) were used to classify each into five broad categories: 'quiescent' clumps (these are IR dark and trace cold and dense dust), 'protostellar' clumps (these have either extended 4.5 µm emission or a compact 24 µm point source indicating shocked gas or an embedded, accreting protostar), 'H II regions' (these are IR bright and either compact or extended), and 'PDRs' (Photo-dominated regions; these occur at the molecular/ionised gas interface and are excited by the UV radiation from a nearby high-mass star).
We also use an additional category (referred to as 'uncertain') to separate out clumps for which there are no obvious IR signatures, either dark or bright, associated with them. Since the dust emission from ATLASGAL traces material along the line of sight across the Galaxy but Spitzer is sensitive to nearby emission only, many of these 'uncertain' clumps may in-fact lie at the far side of the Galaxy. For simplicity and to ensure that these IR-based categories contain only clumps for which IR signatures (either dark or bright) are clearly associated, we exclude the 'uncertain' clumps from any analysis that is based on these IR categories.
Within the survey we classify 688 clumps as 'quiescent' ('Q'), 794 as 'protostellar', ('A'), 189 as compact H II regions ('C'), 747 as extended 'H II regions' ('H'), 362 as 'PDRs' ('P'), and 777 as 'uncertain' ('U'). Since these IR-based categories broadly represent the stages in evolution for a clump with increasing levels of active star-formation, we use these categories as a proxy for evolution: quiescent clumps represent an early phase, protostellar clumps show the initial signatures of active star formation, while H II regions represent a later stage when young, high-mass stars have already formed.
CHARACTERISING THE LINE EMISSION TOWARD EACH CLUMP
Mapping around each of the ATLASGAL clumps was required in order to address many of the science goals of the MALT90 survey. These maps reveal that the spatial distribution of emission from the various gas tracers within a clump can often be very different (see e.g., Jackson et al. 2013; Hoq et al. 2013; Stephens et al. 2015) . In order to generate a manageable summary of MALT90 line catalog 3 the line emission detected within MALT90, we choose to first catalog the properties of the line emission toward the dust peak of each of the ATLASGAL clumps. This first catalog will, therefore, not include information on the spatial distribution, velocity field, or line profile variations across the clumps that the maps do provide. Nevertheless, this catalog provides a summary of the emission detected toward the 870 µm dust continuum peak of each clump and an easy searchable list from which to select clumps for more detailed analyses.
Spectra toward each high-mass clump
For each clump we have extracted an averaged spectrum from the MALT90 datacubes for each of the 16 emission lines. The spectra were created by averaging the spectra in a 3×3 pixel (27 ′′ × 27 ′′ ) box around the clump's dust peak determined from the ATLASGAL catalogs. The size of the averaging box was selected to maximise the signal to noise of the fainter emission and is approximately the angular resolution of MALT90 (for details on the data reduction pipeline, see Jackson et al. 2013) . Note, all spectra and Gaussian profile fitting are shown and performed on the T * A scale. To convert to main-beam brightness temperature (T mb ), divide the antenna temperature (T * A ) by the main-beam efficiency (η mb ) of 0.49 (Ladd et al. 2005) .
Because some MALT90 maps covered more than one ATLASGAL clump, the total number of clumps that we have spectra for (3246) is greater than the number of maps obtained (2012).
Additional baseline subtraction
While a first order baseline subtraction was performed during the automated processing of the data cubes (see Jackson et al. 2013) we found that the reliability of the Gaussian profile fitting was often considerably improved when we performed an additional higher-order fit to the baseline. This was necessary because in poorer weather the MALT90 spectra were often contaminated by non-linear baselines and baseline ripple, especially at the highest frequency band containing N 2 H + . Consequently, a first order polynomial was often an inadequate model of the baseline, and the automated routine often failed to properly select signal-free velocity ranges. This additional baseline fit and subtraction was individually performed on each spectrum.
Noise estimation
The root-mean-square (rms) noise level in each spectrum was calculated from a comparison of the amplitude for each odd-numbered channel with the amplitude in the preceding even-numbered channel via
where y j is the amplitude in channel j. This assumes Gaussian noise in the presence of a slowly-varying spectral signal or baseline variations much broader than the spectral channel spacing. This channel-to-channel estimator of σ noise is robust against the presence of baseline ripples and line emission signals within the spectrum. As such, it represents a more accurate method to reliably determine, in an automated way, the noise level in a spectrum that may have baseline ripples and/or bright line emission anywhere within it, compared to common methods that first require the line to be identified and masked before then applying a simple standard deviation approach. The factor 1.067 corrects for the slight channel-to-channel correlation introduced by the subtraction of a smoothed reference spectrum in the MALT90 data reduction pipeline, the size of this correlation depends on the size of the smoothing window (the pipeline utilised Hanning smoothing with an 11-channel window, see Jackson et al. 2013) . Figure 9 shows the normalized cumulative distribution of σ noise derived from the spectra of each emission line. The bold line shows the cumulative distribution for the synthetic spectra (see Section 3.5). The tail at high noise levels arises from spectra near the map edges and those obtained when the weather was variable. The derived noise distribution from the 16 emission lines follow each other closely, with the exception of HNCO 4(1,3)-3(1,2) which suffered from serious noise spikes and/or band distortions (shown with the dashed line). We examined all possible 'detections' of HNCO 4(1,3)-3(1,2) and concluded that there were no credible signals in any of the spectra; the detection flag in the catalog is always set to 'N' for this emission (see Section 2.4.3). For all other emission lines, 90% of the spectra have σ noise < 0.24 K, while 50% have σ noise < 0.18 K on the antenna temperature (T * A ) scale.
Gaussian profile fitting
In order to characterise the detected emission toward each clump, we have fit each spectrum with either a single or multiple Gaussian profile(s). These profile fits provide key parameters typically used to describe line emission: peak antenna temperature (T * A ), velocity width (∆V), and central velocity (V LSR ). In the catalog we report the integrated intensity (II) calculated directly from summing the emission over the fit range, i.e., II = T * A dv, where dv is the spectra resolution. We choose to calculate II by summing the actuall emission, rather than using the derived Gaussian parameters, since the former will also include any component of the line that is non-Gaussian. The inte-4
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grated intensity signal-to-noise ratio, II SNR , was determined by dividing the integrated intensity by σ II , where σ II = √ N channel σ noise dv, and N channel is the number of channels in the fitting region. The antenna temperature signal-to-noise ratio, T SNR , was defined as T SNR = T * A / σ noise . The profile fitting was performed on the baselinesubtracted spectra as a two-step process: the first iteration was performed on the most prominent peaks in the HCO + , HNC, and N 2 H + spectra to determine a 'consensus' velocity (V C ), while the second iteration was performed on all 16 lines restricting the velocity range over which to search for emission to be V C ± 5 km s −1 . This two-step method was employed as it resulted in significantly higher detection rates and more reliable fits to the fainter emission.
Determining a consensus velocity
For each clump, we determine a single 'consensus' velocity (V C ) to describe its associated line emission. Given that the transitions covered by the MALT90 survey probe different physical and chemical conditions, there may be slight differences in the derived V LSR and specific kinematic signatures only evident from certain species (e.g., shocks and outflows from SiO and HCO + ). While these differences are informative, to simplify and summarise the derived velocities from the ensemble of molecular transitions, we determine and report a single 'consensus' velocity which is an estimator of the systemic velocity of the clump. Determining a single consensus velocity for each clump is important, since it will be used to derive the clump's kinematic distance (Whitaker et al. in prep.) and in combination with the dust continuum emission (Guzmán et al. 2015) , their masses and luminosities (Contreras et al. in prep.) .
To derive a consensus velocity for the clumps, we first focus on fitting to the most commonly detected and brightest emission lines covered by the survey: HCO + , HNC, and N 2 H + . In determining the consensus velocity, we excluded velocity information from the bright HCN transition because the combination of high optical depths, hyperfine structure, and deep self-absorption often seen in this line resulted in complicated, nonGaussian profiles, which led to unreliable velocities.
For each clump, emission peaks within the HCO + , HNC, and N 2 H + spectra were identified by finding the channel with the highest intensity. A profile was then fit to the spectrum around this channel. For HCO + and HNC the profile was a single Gaussian; for N 2 H + the profile was a triple Gaussian constrained in velocity using the known hyperfine velocity offsets and a single line-width. If the fit produced a 'reliable' detection (i.e., with an II SNR > 4 and T SNR > 1) then the velocity and T * A for this profile were recorded, and the profile was subtracted from the spectrum. A second profile was then fit to the next brightest peak in the spectrum and was recorded if it too was a reliable detection. This resulted in, at most, 6 velocities: two distinct velocity components for the HNC, HCO + , and N 2 H + . The velocities were sorted by increasing value and aggregated in a single pass: starting from the lowest velocity, if the next higher velocity was within 5 km s −1 then the two velocities were averaged, weighted by their amplitudes. After this procedure, the component with the greatest accumulated weight was identified as the first velocity component. If more than one velocity component survived the averaging procedure (i.e., their separation in velocity was > 5 km s −1 ), the component with the next highest weight was designated as the second velocity component.
For spectra where no second component was identified, we report in the catalog a single velocity component toward that dust peak and append an 'S' to the clump's name. In cases where two velocity components where identified and their velocities were within 15 km s −1 of each other, we consider the emission to arise from the same physical clump (15 km s −1 was used to separate velocity components since this was three times the typically derived value for the line-width). We report a single velocity component toward that dust peak (clump name in the catalog is appended with an 'S') but indicate this decision by setting the number of Gaussians flag, 'NG', in the catalog to 2 (i.e., two Gaussian profiles were combined). In these cases, we report in the catalog values for T * A , V LSR and ∆V (and their uncertainties) derived from a moment (intensity weighted) calculation of the combined line profile.
If the velocities from the two components were > 15 km s −1 apart, we consider the emission to arise from physically separate clumps along the line of sight and thus report two velocity components toward that dust peak (clump names in the catalog are appended with an 'A' and 'B'). In these cases, the first velocity component with the greatest sum in T * A derived from the three lines is reported as component 'A', the second velocity component is reported as component 'B'.
A consensus velocity was determined for ∼94% of our clumps; typically all three lines (HNC, HCO + , and N 2 H + ) were detected, and their velocities agreed within < 1 km s −1 . A second velocity component was identified in 19% of the spectra; in 78% of these cases the additional velocity component appeared in only a single molecular line.
Fits to individual spectra
Once the consensus velocity for each clump was determined, a Gaussian profile was then fit to all 16 spectra by setting the search region to be V C ± 5 km s −1 . If a consensus velocity was not found (i.e., there was no significant emission from HCO + , HNC, or N 2 H + ) then the search region was left unconstrained in velocity.
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To increase the reliability of finding emission from the fainter lines at the same velocity as the brighter lines, the velocity range over which the fitting was performed was also restricted. The fitting range was determined individually for each spectrum: its centre was defined using the channel of the peak intensity found within the search region. The fitting range was then expanded in both positive and negative velocity directions until the first negative channel was found (i.e., the noise level was reached). As an extra buffer and to ensure that the fitting range was both wide enough to cover the emission and to include a sufficient number of channels to accurately describe the baseline, the fitting range was then increased by an additional 25 channels in both the positive and negative velocity directions (2.75 km s −1 ) to establish the final fitting range.
Gaussian profiles were then fit to the spectrum within the fitting range. For the brightest velocity component (either 'S' or 'A') the first fit performed was that using a single Gaussian profile. A second fit was then performed using multiple Gaussian profiles. For molecules showing hyperfine splitting (C 2 H, HCN, and N 2 H + ) the second fit used multiple Gaussian components (either 2, 3 or 3 respectively) constrained in velocity using the known hyperfine velocity offsets for each molecule, a single line-width, but unconstrained amplitudes. For all other molecules, the second fit was performed using 2 unconstrained Gaussian profiles.
When a second velocity component was evident in the spectra (i.e., for components 'B'), we only perform a fit using a single Gaussian profile. The fitting for these components was simplified as they were often faint and rarely showed a profile that was not well fit by a simple, single Gaussian profile.
Selecting the best fit
For each fit, a χ 2 minimization was performed to determine the best-fit parameters, their uncertainties and a fit probability (T * A , ∆V, V LSR , II, and P f it ). The fit probability is the integral of the normalised χ 2 /DoF distribution above the value determined by the fit (where DoF represents the number of fit degrees of freedom). It therefore represents the probability that in an ensemble of well-modelled observations a value of χ 2 /DoF greater than the observed value would arise due to statistical fluctuations. We found that the distributions of fit probabilities were reasonably flat, as expected if the Gaussian profile is appropriate to the line shape and the noise is accurately represented. A spike in the distribution at very small fit probability indicates cases where the fit was a poor representation of the data and its uncertainties.
We compared the probabilities of the two fits (either the single Gaussian profile fit or the multiple Gaussian profile fit) to select which line parameters to report. For lines with hyperfine structure we gave preference to the multiple-constrained-Gaussian fit over the singleGaussian fit, for the other lines, we gave preference to the single-Gaussian fit over the double unconstrained Gaussian fit. We report in the catalog parameters from the 'preferred' fit when its probability was > 1%. If this probability was < 1%, then the 'non-preferred' fitting parameters were reported, but only if they had a fit probability greater than the probability of the preferred fit. If this wasn't the case, then we report the preferred fit, regardless of its fit probability.
Included in the catalog is a detection flag ('D') to indicate the significance of the detection: it is set to 'Y' when the line is well detected (T SNR > 1 and II SNR > 4.0), 'M' when the detection is marginal (T SNR > 1 and 3.0 < II SNR < 4.0), and 'N' when there is no reliable detection (T SNR < 1 or II SNR < 3.0). We indicate the number of gaussians in the selected fit via the flag, 'NG'; the values correspond to: 1 for a single Gaussian profile fit, 2 for the two-component unconstrained Gaussian profile fit, 3 for a fit that includes the hyperfine structure, and −1 when no good fit was determined. When the best fit determined was the two-component unconstrained Gaussian profile ('NG'= 2), we report in the catalog values for T * A , V LSR , and ∆V (and their uncertainties) derived from a moment (intensity weighted) calculation of the combined line profiles. In many cases, these spectra show clear self-absorption and evidence for outflow/infall motions.
Spectrum residuals
With the best-fit profile selected and subtracted, we then determined the standard deviation in the residuals across both the fit range (R f ) and the complete spectrum (R s ). The former parameter (R f ) reports the ratio in the standard deviation in the residual spectrum in the fit range to that determined from a signal-free portion of the spectrum. Visual inspection of the spectra showed that values for R f 1.5 indicate cases where there is significant emission or absorption remaining in the fit range after the best-fit profile has been removed. As such, we use a value for R f of 1.5 to designate those spectra with 'high residuals'. This parameter helps identify spectra that show non-Gaussian profiles indicative of self-absorption or infall/outflow motions. We indicate cases where R f > 1.5 in the catalog by setting the 'high residuals (HR)' flag to 1.
The second parameter, R s , reports the number of channels in the residual spectrum that are > 3σ after removal of all best-fit profiles. This parameter is useful for identifying spectra that contain other velocity components within the spectrum that were missed by the automated component selection and fitting routine. A high value of R s indicates either very broad lines or more than two velocity components. High values for this parameter (i.e., > 70) are typically seen toward clumps 6
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in the Galactic Centre where the emission is complex and not well fit by Gaussian profile(s).
Opacities
For all clumps in which the N 2 H + emission could be fit with a three component Gaussian profile (i.e. in 2256 cases) we have derived an optical depth (τ ) of the main hyperfine component (
. Assuming LTE, where the excitation temperatures of the three components are the same, we follow the description outlined in Shirley et al. (2005) and calculate the optical depth of the main hyperfine component by taking the ratios of the observed antenna temperatures of the Left and Right components to the Main component. The optical depth was determined numerically by finding the minimum of the function
over the range −3 < τ < 6, where T L , T M , and T R are the fitted T * A amplitudes for the Left, Main, and Right components respectively (i.e. the 101-012, 123-012, and 112-012 hyperfine components respectively; these are labeled by their strongest
and r L and r R are the relative intensities calculated based on the each clump's line width (see Shirley et al. 2005 for a details on how these are calculated).
Synthetic Spectra
To determine the completeness and reliability of the detections reported in the catalog, we generated a series of synthetic spectra which were passed through the same automated line-fitting procedure as described above. For this analysis we assume that there is a single Gaussian component in each spectrum (i.e., that there is one velocity component along the line of sight), that all profiles are Gaussian, and that the simulated emission arises from a molecular transition that shows no hyperfine splitting. All values for, or derived from, the synthetic spectra have the subscript 'syn'.
The synthetic spectra were based on noise spectra drawn randomly from the MALT90 maps for HC 13 CCN, 13 C 34 S, and H 41α (these maps were selected since the emission from these transitions were rarely detected). A candidate noise spectrum was generated by averaging spectra in a 3×3 pixel box selected randomly according to the distribution of ATLASGAL clump peak positions within the MALT90 maps. The noise spectrum was passed through the baseline subtraction and Gaussian fitting procedure; if a signal was detected with peak amplitude greater than 1.5 times the σ noise of the spectrum then that noise spectrum was rejected. Amplitudes of an accepted candidate noise spectrum were then multiplied by −1.0 to produce a final noise spectrum for use in the analysis. The output of this process was an ensemble of 10,000 noise spectra that statistically sampled the maps with the same weighting in relevant parameters (e.g., observing conditions, galactic longitude, and position within the maps) as the spectra extracted toward each clump.
Completeness
To study the completeness of the reported detections, we superposed Gaussian profiles on the noise spectra and then passed these synthetic spectra through the automated line-fitting procedure. Values for the peak antenna temperature (T syn ) were selected uniformly from 0.0 to 1.0 K; values for the line-width (∆V syn ) were selected uniformly from 1.6 to 5 km s −1 ; and values for the central velocity (V syn ) were selected randomly from the range ±150 km s −1 . The consensus velocity was set randomly in the range ± 3 km s −1 around V syn . These were chosen as they represent the typical values and ranges for these parameters measured within the survey data. We use the same detection criteria for the synthetic spectra as we applied to the real data: a synthetic profile was considered to be 'detected' if the II SNR was > 4, and the T SNR > 1. We impose one additional criteria for the synthetic spectra: that the derived central velocity from the Gaussian profile fit was within ± 1 km s −1 of the input V syn . We used the synthetic spectra to study the fraction of sources detected (completeness) as a function of our detection criteria. The upper panel of Figure 10 shows completeness as a function of T SNR,syn (i.e. T syn /σ noise ); the middle panel shows completeness as a function of the ratio of II SNR,syn (i.e. II syn /σ noise ). In both panels, the dashed curve corresponds to the expanded scale shown on the right. The dotted vertical lines mark a T SNR,syn of 1 and an II SNR,syn of 3 and 4, which correspond to the criteria imposed for detections to be included within the catalog.
We find that the completeness versus T SNR,syn rises rapidly, a consequence of the peak-fitting algorithm starting from the highest amplitude channel in the search region. Completeness versus II SNR,syn rises somewhat more slowly, reaching 80% by II SNR,syn =4 and 99% by II SNR,syn =8. The lower panel of Figure 10 shows the completeness as a function of T syn . Since T syn in these spectra represents the measured T * A from our data, these results indicate that we achieve a completeness of >95% for detections with a measured T * A > 0.4 K and > 99% for detections with a T * A > 0.6 K.
Reliability
Passing the noise spectra through our standard analysis procedure provided a measure of the reliability of detections, i.e., the probability of an accidental (falsepositive) detection, as a function of detection criteria.
PASA (2016) Figure 11 shows the normalized cumulative distribution in II SNR determined from the noise spectra (note, this will characterize accidental detections due to noise and baseline fluctuations). The probability of a false-positive detection is < 0.3% for an II SNR > 3.
By comparing the fitting results with the known characteristics used to generate the synthetic profiles we have also determined the reliability with which the fitting procedure recovers the Gaussian parameters: amplitude, velocity, line-width, and integrated intensity, and the accuracy with which it estimates their uncertainties. Figure 12 compares the derived parameters to the input values (panels are amplitude, line-width, velocity, and integrated intensity, respectively, from upper to lower). For the amplitude, line-width, and integrated intensity we calculate the ratio of derived values to input values; for the velocity, we calculate the difference. For input T syn > 0.24 K, the distributions are close to unity, which indicates that the fitting procedure accurately determines all three Gaussian parameters (amplitude, line width, and integrated intensity) and introduces no significant bias in its estimations. Indeed, the relative uncertainty in these quantities, as estimated by the standard deviations of the ratios from unity (shown as the error bars), was ∼20% for T syn ∼ 0.24 K and improved to < 5% for T syn > 1 K.
DESCRIPTION OF THE CATALOG
The catalog contains an entry for each of the clumps covered by the MALT90 survey. While the total number of spectra extracted toward the clumps is 3246, in 311 cases there were two distinct velocity components detected along the line of sight. In these cases we report separate entries ('A' and 'B' components) which leads to a total of 3557 entries in the catalog. Table 2 gives a sample of a subset of the catalog entries. For brevity, we include here, as an example, a description of the derived properties for HCO + (1-0). The full catalog contains the same entries (i.e., columns 10-25) repeated for each of the 16 transitions covered by the survey. The complete catalog is available at www.malt90.catalog.location.
The columns of Table 2 are as follows:
(1) the clump name (from the ATLASGAL catalogs Contreras et al. 2013 and Urquhart et al. 2014) , appended with an 'S', 'A', or 'B'; (2) and (3) the Galactic coordinates of the clumps' ATLASGAL 870 µm emission peak (ℓ, b, in degrees); (4) the ATLASGAL 870 µm peak flux (in Jy); (5) the IR-based category assigned to the clump (S), 'Q' for quiescent, 'A' for protostellar, 'C' for compact H II regions, 'H' for extended H II regions, 'P' for photo-dissociation regions, or 'U' for uncertain; (6) the consensus velocity (V C in km s −1 ) determined as the intensity weighted velocity derived from reliable fits to HCO + , HCN, and N 2 H + ; (7) the total number of lines detected toward this clump with II SNR > 3.0 (NL); (8) and (9) the measured opacity (τ ) and its uncertainty; (10) the flag indicating whether emission was detected (D), 'Y' when the line is well detected (II SNR > 4.0), 'M' when the detection is marginal (3.0 < II SNR < 4.0), and 'N' when there is no reliable detection; (11) the flag indicating the number of Gaussian profiles that were fit (NG), 1 for a single Gaussian profile fit, 2 for the two-component unconstrained Gaussian profile fit, 3 for a fit that includes the hyperfine structure, and −1 when no good fit was determined; (12) and (13) the derived antenna temperature and its uncertainty from the Gaussian fitting (T * A , in K); (14) and (15) the derived velocity and its uncertainty from the Gaussian fitting (V LSR , in km s −1 ); (16) and (17) the derived velocity FWHM and its uncertainty from the Gaussian fitting (∆V, in km s −1 ) ; (18) and (19) the integrated intensity (II, in K km s −1 ) and its uncertainty; (20) the 1 σ rms noise of the spectrum (σ noise in km s −1 ); (21) the fit probability; (22) the integrated intensity signal-to-noise ratio (II SNR ); (23) the ratio in the standard deviation in the residual spectrum in the fit range to that determined from a signal-free portion of the spectrum (R f ); (24) the flag indicating if the profile has a high residual in the fit range, R f > 1.5 (HR); (25) the total number of channels in the residual spectrum that are > 3 σ after removal of all best-fit profiles (R s ). In all cases these figures show an ATLASGAL 870 µm dust continuum image, two Spitzer three colour images (combining the 3-8 µm and 3-24 µm data), and panels showing the MALT90 spectra, fits, and residuals for each emission line. If emission was detected, the derived parameters from the best-fit Gaussian profile are labelled, the red line shows this best-fit profile. The consensus velocity is marked as the solid vertical line.
EXAMPLES: IMAGES AND SPECTRA
Quiescent clumps (e.g., Fig. 1 ) are categorised as bright in the 870 µm dust continuum emission (top left image) and dark at 3-24 µm (top middle and right images), indicating that the dust is very cold and dense. As expected, these clumps typically have detections only from the four dense gas tracers of HCO
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and HCN (this example also shows a marginal detection of H 13 CO + ) and no detections from the high excitation lines. In this example, both the N 2 H + , and HCN hyperfine components were reliably fit with a three-component Gaussian profile. For all spectra toward this clump the fit residuals are low (R f < 1.5) and the measured V LSR are consistent with the derived consensus velocity. Moreover, consistent with its lack of star-formation, the line emission from this clump has relatively narrow line-widths (∼ 2.1 km s −1 ). In contrast, toward typical protostellar clumps (e.g., Fig. 2 ) which show obvious IR signatures of active starformation such as extended 4.5 µm emission tracing shocked gas (colour-coded as green in the top middle image) and bright 24 µm emission tracing an embedded protostar (colour-coded as red in the top right image), the suite of 90GHz transitions are well detected, and in many cases the emission is bright, with complex line profiles. In this example, N 2 H + hyperfine components are resolved, so this emission is wellfit by a three-component Gaussian profile. For HCO + , HNC, and HCN, however, the profiles are clearly nonGaussian, so while a single component was found to be the 'best-fit' to these profiles, there are clearly significant residuals remaining in the spectrum: in these cases the reported R f values are 3.8-6.0. A comparison between the profiles of the optically thick and thin transitions (i.e., HCO + and H 13 CO + or HNC and HN 13 C) indicate that the optically thick transitions show selfabsorption and, thus, may be tracing infall/outflows motions within the gas. Moreover, the detection of the high excitation lines toward this clump (i.e., HNCO, CH 3 CN, and HC 3 N) suggests that the gas is heated from a newly formed protostar and confirms active starformation within this clump. Moreover, the detection of broad SiO emission independently confirms widespread shocks within it.
Toward typical H II regions (e.g., Fig. 3 ) which have bright 3-24 µm emission, indicative of embedded, active star formation, the suite of 90GHz transitions are also well detected. The line emission toward H II regions tends to be bright, with complex line profiles, similar to protostellar clumps. Differences can be seen, however, in the relative intensities of several of the lines for these two categories (e.g., compare the line strengths of the isotopologues, higher excitation lines, and the SiO emission in Figs. 2 and 3 ). The differences in the relative intensities of these lines highlight differences in the chemistry and the physical conditions within these two types of clumps.
While not widespread within the survey, H 41α emission was detected toward 22 clumps (0.6% of the full sample). Since H 41α traces ionized gas, presumably from an embedded high-mass star that is emitting UV radiation, its detection pinpoints a later phase in the evolution for these clumps. Figure 4 shows an example of a clump, and its associated IR emission, that has bright, reliable detection of H 41α (II SNR = 25).
Clumps that appear to be associated with a PDR (e.g., Fig. 5 ) were separated into their own IR-based category, since they are likely associated with very different conditions within the gas compared to the other quiescent clumps, protostellar clumps, and H II regions. Because PDRs are regions illuminated along the edge of a molecular cloud by nearby UV radiation from a highmass star, clumps located within them are likely to be externally heated and potentially dominated by shock and PDR chemistry. Indeed, in the example shown in Figure 5 , we find that although there appears to be no IR emission directly associated with the bright dust emission, we see line emission from many of the higher excitation transitions and SiO which indicates that the gas is heated and shocked. While these clumps are valuable to study in detail to learn about star-formation that is potentially triggered on the edge of a molecular cloud, we exclude these clumps from the analysis and discussion around evolution, since it is unclear if they can be used to describe a single phase in the evolutionary sequence for these clumps.
Figures 6 and 7 show an example of a clump (in this case a protostellar clump) that has two distinct velocity components detected toward it. Component A, shown in Figure 6 , is well detected in the lines of HCO + , HNC, N 2 H + , and HCN (and C 2 H), while component B, shown in Figures 7, is well detected in the first three of these lines. In all cases the profiles are well-fit and the two components well-separated in velocity.
The final example, in Figure 8 , shows the line emission toward a clump located in the Galaxy's Central Molecular Zone (CMZ). Note the very broad line profiles, ∆V ∼ 17-27 km s −1 , which are due to the high levels of turbulence that characterise clumps located in the CMZ. While this clump appears to be IR-dark and, as such, is classified as 'quiescent', many of the higher excitation lines, including SiO, are also detected toward it. Since the bulk of the gas in the CMZ has temperatures of ∼ 80K and densities > 10 4 cm −3 (Walmsley et al. 1986; Ao et al. 2013 ), many of the higher excitation lines (like those covered by MALT90) show bright, widespread emission across the region. This has lead to the speculation that perhaps shock chemistry dominates in the CMZ (Wilson et al. 1982; Martín-Pintado et al. 2001 ). As such, we also exclude clumps located in the CMZ from the analysis and discussion of evolution, since their chemistry is likely very different from the rest of the MALT90 clumps that are located throughout the Galactic disk.
PASA (2016) ATLASGAL was a systematic, un-biased survey of dust continuum emission with the goal of identifying and characterising high-mass clumps within the Galaxy (Schuller et al. 2009 ). As such, the catalogues derived from this survey represent an excellent database for detailed studies of these clumps. The MALT90 survey targeted 3246 clumps that were identified within ATLASGAL. To demonstrate that the MALT90-selected clumps are representative of the larger ATLASGAL sample, Figure 13 shows histograms of the 870 µm peak flux from ATLASGAL for the clumps included within MALT90 (thin histogram), along with the ATLASGAL sample for comparison (thick histogram). MALT90 observed almost all (∼ 90%) of the ATLASGAL clumps with fluxes > 1 Jy, and ∼ 60% of the ATLASGAL clumps with fluxes between 0.25 and 1 Jy. Those ATLASGAL clumps that were not included within MALT90 are typically located within the Galaxy's CMZ or in the 1st Galactic quadrant: MALT90's primary goal was to cover all clumps within the 4th Galactic quadrant.
The panels of Figure 13 also shows the 870 µm flux distribution for the MALT90 clumps separated by the number of lines detected toward them (i.e., NL ≥ 1, 4, 6, and 8, from upper to lower panels, respectively; dotted histograms). We find that the clumps with no detected lines (160 in total) are the fainter 870µm clumps (see the upper panel of Fig. 13 ), while those with multiple lines detected toward them are amongst the brightest 870 µm clumps (see the lower panels in Fig. 13 ).
The trend of brighter 870µm clumps having a higher number of lines detected toward them is also seen when the MALT90 sample is separated into the IR-based categories (see Fig. 14) . Regardless of the category, the brightest 870 µm clumps within each group have a higher fraction of lines detected toward them. Moreover, those that have no detected emission tend to be at the fainter end of the ATLASGAL flux distribution.
Detection statistics
In addition to listing information about the emission lines observed as part of the MALT90 survey, Table 1 also summarises the detection rates for each line 2 . We find that the detection rates are highest for the four (1-0) molecular transitions of HCO + , HNC, N 2 H + , and HCN (∼72-88%). A small number of clumps are detected in the lines of 13 C 34 S, HC 13 CCN, and H 41α (9, 2 these percentages are calculated with respect to the 3557 entries within the catalog 10 and 22 respectively); the number of clumps detected in each line is listed in Table 1 . Figure 15 shows that most clumps (∼ 95%) are detected in at least one line. Just under half of the clumps (∼ 48%) are detected in 4 or more lines, while only 2 clumps are detected in 13 or more lines (clumps AGAL351.444+00.659 S and AGAL000.666-00.034 B have 13 and 14 detections, respectively). Figure 16 show the normalised cumulative distribution of the T SNR and II SNR for each of the emission lines. The vertical dotted lines in all panels mark the cuts used to define detections for inclusion in the catalog (i.e., T SNR > 1 and II SNR > 3, in the case of marginal detections, or T SNR > 1 and II SNR > 4 in the case of reliable detections). Flat curves in these plots (e.g., the II SNR curves for HCO + , HNC, N 2 H + , HCN, SiO, HNCO, CH 3 CN, and H 41α) imply that the inclusion or exclusion of detections is insensitive to the exact choice of the selection criteria. In contrast, for curves that rise steeply (e.g., the II SNR curves for C 2 H, H 13 CO + , HC 3 N, HN 13 C, and 13 CS), the exact choice of the selection criteria does significantly affect the number of detections that are included in the catalog. To avoid unnecessary exclusion of possible detections, we mark in the catalog all detections with a derived 3 < II SNR < 4 as 'marginal'. Note that the selection criteria of T SNR > 1 has little effect, since almost all lines have values greater than this. However, this cut was imposed as part of the selection of reliable detections to avoid the inclusion of very broad lines that have a high integrated intensity, but are not discernible above the noise in T * A (i.e, any remaining slowly varying baselines). The upper panel of Figure 17 shows the percentage of clumps that were detected in each of the emission lines. As expected, the highest detection rates of the lines covered by MALT90 arise from the (1-0) transitions of HCO + , HNC, N 2 H + , and HCN. Of the istopologues, H 13 CO + has the highest detection rate, followed by HN 13 C. The molecular transition, C 2 H, is also well detected toward the clumps (∼ 47%).
The middle panel of Figure 17 shows the percentage of clumps with detections for each emission line, separated out by the number of Gaussian profiles that were fit to the spectrum (i.e., 1, 2, or 3; dark grey, grey, and light grey bars respectively). In the majority of cases for transitions without hyperfine splitting, the best-fit was found when fitting a single Gaussian profile to the emission (dark grey bars). For transitions with hyperfine splitting (N 2 H + , HCN, and C 2 H), the best-fit was most often found when it included the known hyperfine structure (light grey bars). However, in a small number of cases a single Gaussian profile was found to produce the best-fit; this occurred when the line widths were large and the individual hyperfine components could 10 Rathborne et al.
not be easily separated (∼ 7%, ∼ 17% and ∼ 0.1% for N 2 H + , HCN, and C 2 H respectively). The lower panel of Figure 17 shows the percentage of clumps with detections for each molecular transition, separated out by the significance of the residual that remains after the best-fit profile(s) are removed. Dark grey bars show the percentage of clumps for which the residuals are low (i.e., HR=0); light grey bars indicate the percentage where the residuals are high (HR=1). The spectra from HCO + show the highest percentage of those with high residuals, which is expected since this molecular transition typically has the highest optical depth of those included in the survey (e.g., Sanhueza et al. 2012; Hoq et al. 2013 ). As such, HCO + is therefore an excellent tracer of outflow and infall motions that give rise to non-Gaussian line profiles.
Distributions of the derived parameters
To determine whether the various molecular transitions are tracing similar or distinct physical regions, we have plotted in Figure 18 the distribution functions of the ratio of integrated intensity (II) to the mean Integrated Intensity (II/mean(II); left), line-width (∆V; middle), and the difference between the derived velocity and the consensus velocity (V-V C ; right), for a subset of the detected molecular transitions.
As might be expected for optically thicker molecular transitions (e.g., HCO + , HNC, N 2 H + , and HCN) show a relatively broader integrated intensity distribution compared to the optically thinner molecular transitions (e.g., H
13 CO + , HN 13 C, and 13 CS). Since an optically thick transition will be sensitive to a range of column densities, a broad distribution in their integrated intensities would be expected. Moreover, since the rarer isotopologues will trace material in the inner, dense regions of the clumps, we would expect a narrower range in the distribution in their integrated intensities. The higher excitation lines (i.e., HNCO, CH 3 CN, HC 3 N, C 2 H, and SiO) all show a very broad distribution in their integrated intensities. This likely reflects the very different conditions (e.g., shocks, high excitation temperatures) of the gas within which these molecular lines are excited.
The line widths are in general narrowest for the isotopologues (e.g., H
13 CO + , HN 13 C, 13 CS), compared to the optically thicker transitions (e.g., HCO + , HNC, and HCN). The largest linewidths are found for the highest excitation energy transitions, which tend to be excited in regions of active star formation (e.g., CH 3 CN, HNCO, and SiO). For SiO it is clear that these broad line-widths are due to the formation of SiO in shocks. The broad line widths of HNCO and CH 3 CN confirms that these molecular transitions are also shock-tracers. Note, that the very broad line-widths, i.e. > 10 km s −1 , arise from the sub-set of clumps located within the Galaxy's Central Molecular Zone (CMZ) where high levels of turbulence and shocks dominate.
Finally, the small difference between the derived velocity and the consensus velocity within individual clumps reveals that the molecular emission is generally well centred at the consensus velocity. This implies that the emission from the various molecules arise from within the same physical regions. The one exception is CH 3 CN, for which the distribution is centred at a velocity about −4 km s −1 from the derived consensus velocity. This may indicate an error in our assumed rest frequency of CH 3 CN or that the Gaussian profile was fit to a blend of the CH 3 CN K=0 and K=1 hyperfine components. The broadest distribution in the derived velocities relative to the consensus velocities also occurs for the transitions with the highest line-widths: CH 3 CN, HNCO, and SiO. This may indicate distinctly different velocities of the shocked gas, and/or the difficulty in establishing an accurate central velocity in the presence of large line-widths.
Trends as a function of evolution
We use the IR-based categories to broadly represent three stages in the evolution of a clump with increasing levels of star-formation; quiescent clumps represent an early phase before star-formation has begun, protostellar clumps show the initial signatures of active star formation, while H II regions represent a later stage when young, high-mass stars have already formed. Given the harsh environment and complexity of the chemistry within the Galaxy's CMZ compared to the Galactic disk, we exclude from the plots and analysis in this section all clumps that fall within ± 10 degrees in Galactic Longitude of the Galactic Centre.
Also overlaid on Figure 15 are the percentages of quiescent and protostellar clumps with > n detections (right axis; dashed and dot-dashed lines, respectively). For simplicity we include on this plot the curves for the quiescent and protostellar clumps: the sample of H II regions show a similar curve to the protostellar clumps. We find that clumps with active star formation, have a higher percentage of detections compared to the full survey and those clumps that are more quiescent. Moreover, the protostellar clumps and H II regions are detected in 4 or more lines more frequently (∼60% and ∼53%, respectively) compared to the full survey (∼ 48%) and the quiescent clumps (∼ 35%). This trend with evolution is expected since the gas is likely hotter and denser in the more evolved star-forming clumps and, thus, more readily detected in the 90 GHz lines. Figure 19 shows the detection rates for most emission lines as a function of the IR-based category for each clump. The categories are shown on the x-axis increasing in evolutionary sequence from left to right: quiescent clumps, protostellar clumps, and H II regions. Shown
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11 as the dotted line in each panel is the percentage of clumps detected within the survey for each of the classifications (19%, 22%, and 21%, respectively). We find that the detection rates within each category for the four molecular transitions of HCO + , HNC, N 2 H + , and HCN follows well the overall detection rates for the full survey (see the top four panels in Fig. 19 ). In contrast, the isotopologues and the higher excitation lines (e.g. H 13 CO + , HN 13 C, HNCO, CH 3 CN, HC 3 N, and SiO) are typically detected less frequently toward 'quiescent' clumps and more frequently toward those that are actively star-forming (i.e. the 'protostellar' clumps and H II regions) compared to the overall survey.
These trends are exactly what is expected if these categories reflect the evolution of the clumps: as the level of star-formation activity increases, the gas will become hotter and denser and, thus, the tracers of these conditions will be more readily detected. Indeed, this evolutionary sequence is reinforced by the clear trend in the detection rates for H 41α emission (see the lower panel of Fig. 19 ). Since this emission traces ionized gas, presumably from an embedded high-mass star, it should only be observed when the central high-mass star has turned on, in the later H II region phase.
To assess whether the ensemble of properties for the different molecular transitions varies with evolutionary stage, Figure 20 compares ratios of integrated intensity (left column), ratios of line-widths (middle column), and the differences of the central velocity (right column) for various pairs of transitions as a function of the IRderived categories for the clump. These plots reveal several interesting trends. Firstly, the integrated intensity ratios of HCO + /HNC and HCN/HNC increase with evolutionary stage (left column). These trends probably indicate the fact that HNC is relatively more abundant in colder, less evolved clumps than those that show active star-formation (e.g. see Hoq et al. 2013 ). Secondly, the integrated intensity ratios of HCO + /N 2 H + , HNC/N 2 H + , and C 2 H/N 2 H + are typically higher in the H II region phase, indicating that N 2 H + is relatively brighter in the colder earlier stages, and is consistent with the notion that N 2 H + resists freezing onto dust grains more effectively than other molecules (Stephens et al. 2015; Sanhueza et al. 2012 ).
The HCO + /H 13 CO + and HNC/HN 13 C integrated intensity ratios also tend to increase with increasing evolutionary stage. We surmise that this trend indicates a decreasing optical depth as the clumps evolve, which is consistent with both our measurements of τ (see Fig. 21 ) and the results of Guzmán et al. (2015) which show a trend of lower clump column densities in the more evolved stages.
The ratios of line-widths show no obvious trends with evolution (middle column). However, differences in the derived velocities (right column) clearly show that the HCO + emission is blue-shifted with respect to the emission from the other molecular transitions (e.g., HNC, N 2 H + , and SiO): the difference is largest at the earliest quiescent stage and monotonically decreases as the clumps evolve. Especially striking is the trend in the HCO + − H 13 CO + velocities. This result suggests that the optically thickest HCO + emission shows a 'blue-red asymmetry' that indicates overall collapse. This trend was noted from a sub-set of the MALT90 survey data in (He et al. 2015) . The blue-red asymmetry of the HCO + emission detected from the full survey will be discussed in a future paper (Jackson et al., in prep.) .
SUMMARY
Targeting 3246 high-mass clumps identified in the AT-LASGAL 870 µm Galactic Plane Survey that span a range in star-formation activity, the MALT90 survey aims to characterise the physical and chemical evolution of dense, high-mass clumps. By simultaneously mapping emission from 16 different species that trace specific physical and chemical conditions, the MALT90 survey provides a wealth of information about the global characteristics of the gas within these clumps. This paper describes the first catalog from MALT90 generated to summarise the properties of the emission detected toward each of the clumps.
In order to characterise the detected emission toward each clump, we have first extracted a single spectrum toward each ATLASGAL peak for each of the emission lines, then have fit each of these spectra with either a single or multiple Gaussian profile(s). Having determined the best-fit profile, we report in the catalog 16 derived values and flags for each of the 16 emission lines. We describe the catalog entries and include a sub-set of its content here, the full catalog contains 263 columns for each of the 3557 entries and is available online at www.malt90.catalog.location.
Using synthetic spectra we estimate that the catalog has: a completeness of >95% for detections with a measured T * A > 0.4 K and > 99% for detections with a T * A > 0.6 K, a probability of a false-positive detection of < 0.3% for an II SNR > 3, and a relative uncertainty of the measured quantities of < 20% over the range of detection criteria.
We find that the detection rates are highest for the (1-0) molecular transitions of HCO + , HNC, N 2 H + , and HCN (∼72-88%). The majority of clumps (∼ 96%) are detected in at least one of the lines, just under half of the clumps (∼ 48%) are detected in 4 or more lines, while only 2 clumps are detected in 13 or more lines. We find that HCO + spectra typically show non-Gaussian profiles (indicated by a high residual in the spectrum after the best-fit Gaussian is subtracted), which is expected since this molecular transition typically has the highest optical depth, and is therefore an excellent tracer of out-12
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flow and infall motions that give rise to non-Gaussian profiles.
For each clump, we determine a single 'consensus' velocity (V C ) to describe its associated line emission. Deriving a consensus velocity is important since it will be used to determine kinematic distances to each clump (Whitaker et al. in prep.) and, hence, their masses and luminosities (Contreras et al. in prep.) . The difference between individually-derived velocities and the consensus velocity within individual clumps reveals that despite the exact excitation conditions, most of the line emission is generally well centred around the consensus velocity. This implies that the emission from the various species arise from within the same physical regions.
We broadly classify the clumps into groups based on their IR signatures. We find that clumps with active star formation (i.e., those classified as either protostellar or H II regions), have a higher percentage of detections for most emission lines compared to the full survey and those clumps that appear to be more quiescent. Moreover, the protostellar clumps and H II regions are detected in 4 or more lines more frequently (∼60% and ∼53%, respectively) compared to the full survey (∼48%) and the quiescent clumps (∼35%).
We find several interesting trends in the ensemble of properties for the different molecular transitions when plotted as a function of the clumps' evolutionary state. From trends in the integrated intensity ratios, we find that (1) HNC is relatively brighter in colder, less evolved clumps than those that show active starformation, (2) N 2 H + is relatively brighter in the earlier stages, and (3) that the observed optical depth decreases as the clumps evolve. Trends in the velocity differences show a particularly striking result: the optically thickest HCO + emission shows a 'blue-red asymmetry' that indicates overall collapse that monotonically decreases as the clumps evolve.
This catalog represents the largest compiled database of line emission toward high-mass clumps. As such, it is a valuable data set for studies of these clumps and provides a definitive source list for ALMA observations of the small-scale structure within high-mass clumps.
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Facilities: Mopra. Müller et al. 2001 Müller et al. , 2005 ) assuming a gas temperature of 20 K. To derive critical densities, we used calculated collisional rates (γ) where possible and the equation ncrit = Au / γ, where Au is the Einstein A coefficient. For many of the more complex species, however, collisional rates have not been calculated. In these cases, we calculate an approximate critical density via ncrit= Au / (vσ), where v is the velocity of the molecule and σ is the collisional cross section which was assumed to be 10 −15 cm −2 . b These percentages are calculated with respect to the 3557 entries within the catalog PASA (2016) doi:10.1017/pas.2016.xxx Table 2 An extract of the line emission toward the high-mass clumps covered by MALT90. See section 4 for a detailed description of its contents. Figure 1 . ATLASGAL/Spitzer images and MALT90 spectra toward AGAL352.061+00.601 S : an example of a 'quiescent' clump. Upper images (from left to right): ATLASGAL 870 µm dust continuum emission in grey-scale, Spitzer 3-8 µm three colour image (3.6 µm in blue, 4.5 µm in green, and 8.0 µm in red), and Spitzer 3-24 µm three colour image (3.6 µm in blue, 8.0 µm in green, and 24 µm in red). In all images yellow contours show the 870 µm dust continuum emission. The red cross marks the peak of the ATLASGAL dust clump toward which the MALT90 spectra were extracted (any other ATLASGAL clumps located nearby are marked as blue crosses; they are listed as separate entries in the MALT90 catalog). The green circle shows the angular resolution of the MALT90 data (∼38"). Lower panels: MALT90 spectra extracted toward this ATLASGAL clump. The panels show the individual spectra (black) overlaid with the best-fit profile (red; which includes any additional baseline component). If emission was detected, the derived parameters from the best-fit Gaussian profile are labelled. The consensus velocity is labelled and shown in all panels as the solid vertical line. Under each panel, the residual spectrum is displayed with labels showing the residual in the complete spectrum (Rs) and the residual in the fit range (R f ).
PASA (2016) . Normalized cumulative distributions of σ noise derived from the spectra of each emission line. The bold line shows the cumulative distribution for the synthetic spectra (see section 3.5). The tail at high noise levels arises from spectra near the map edges and those obtained when the weather was variable. The noise distribution derived from the spectra of each of the 16 lines follow each other closely, with the exception of HNCO 4(1,3)-3(1,2) which suffered from serious band distortions (marked with the dashed line). For all other lines, 90% of the spectra have σ noise < 0.24 K and 50% have σ noise < 0.18 K (these σ noise levels are marked with the dotted lines). Figure 11 . Normalized cumulative distributions in II SNR for the synthetic noise spectra (note, this will characterise accidental detections due to noise and baseline fluctuations). The dashed curves correspond to the expanded scale shown on the right axis. The vertical dotted lines mark the selection criteria imposed for detections to be included within the catalog: an II SNR of > 3 for 'marginal' and > 4 for 'reliable' detections, respectively. We find that the probability of a false-positive detection is < 0.3% for an II SNR > 3. Figure 12 . Reliability with which the derived parameters (amplitude, velocity, line-width, and integrated intensity, upper to lower panels respectively) are estimated. These reliabilities were determined by comparing the fitting results with the known characteristics used to generate the synthetic profiles (these comparisons are shown as ratios, with the exception of velocity, which are differences). The error bars reflect the uncertainty with which the automated routine estimates their values. The dotted vertical lines mark a Tsyn of 0.24 K (90% of the spectra have noise less than this value). . In all panels curves are labelled with the name of corresponding emission line. The vertical dotted lines mark the selection criteria imposed for detections to be included within the catalog: T SNR > 1 and an II SNR > 3 for 'marginal' or > 4 for 'reliable' detections, respectively. Flat curves imply that the inclusion/exclusion of detections is insensitive to the exact choice of the selection criteria (i.e., in the II SNR plot for HCO + , HNC, N 2 H + , HCN, SiO, HNCO, CH 3 CN, and H 41α). In contrast, for curves that rise steeply, the exact choice of the II SNR (3 or 4) does significantly affect the number of reported detections included in the catalog (i.e., for C 2 H, H 13 CO + , HC 3 N, HN 13 C, and 13 CS).
PASA (2016) doi:10.1017/pas.2016.xxx Figure 18 . Histograms of the integrated intensity (II, relative to the median, left), line width (∆V, middle), and V-V C (right) for most of the emission lines (we only include in these plots those emission lines with more than 50 detections within the survey, see Table 1 ). The vertical dotted lines mark a value of 1.0 for the ratio of II to median(II), a line-width of 2.8 km s −1 , (the mean value derived from N 2 H + ), and a value of 0 for the velocity difference (V-V C ), respectively. They are included for ease of comparison between the panels. Note that the y-axes for the right column are in a logarithmic scale. The error bars show the √ N uncertainties.
PASA (2016) doi:10.1017/pas.2016.xxx Figure 19 . Detection rates for most emission lines as a function of IR-based category (HNCO 4(1,3)-3(1,2) and 13 C 34 S were not plotted here since they had 0 and 9 detections within the survey, respectively) for clumps located outside of the CMZ (i.e., ± 10 degrees of the Galactic Centre). The dotted line in all panels shows the percentage of clumps detected from the survey as a whole within each of the classifications (19%, 22%, and 21%, respectively).
PASA (2016) doi:10.1017/pas.2016.xxx Figure 20 . Trends as a function of IR-based category for clumps located outside of the CMZ (i.e., ± 10 degrees of the Galactic Centre).
Left column: median in the distribution of the ratio of integrated intensities (the dotted lines mark the mean value of the plot range and are included to help identify trends). Middle column: median in the distribution of the ratio of derived linewidths (the dotted lines mark the mean value of the plot range and are included to help identify trends). Right column: median in the distribution of the velocity differences (the dotted lines mark the zero point, the plot ranges are symmetric about zero, and labels of 'R' and 'B' are included to indicate the direction of any red/blue asymmetries). In all plots the error bars show the uncertainty in the median value as calculated by bootstrap resampling with replacement (e.g., Simpson & Mayer-Hasselwander 1986) . Figure 21 . Histograms of the measured opacities for clumps located outside of the CMZ (i.e., ± 10 degrees of the Galactic Centre). In all panels the solid histogram shows the distribution derived from the full survey, while the dotted histograms show the distributions for each of the IR-based categories. We find that the distribution of τ from the full survey has a median value of ∼0.8. The differences in the overall distributions for the quiescent clumps and H II regions indicates a trend of decreasing opacity with increasing evolutionary stage.
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