wRF : during the encoding phase, animal's spatial position is measured and each neuron's receptive field is estimated; during the decoding phase, the receptive fields are used to evaluate the data likelihood (adapted from ref. 44 , with permission). The thick curve denotes the animal's past trajectory, and the triangle represents the animal's position. The think curve denotes the posterior estimate of trajectory, and the blue circle represents the confidence interval of the estimate. (B) Decode woRF : the animal's behavior is inaccessible, and the latent discrete variable ("virtual position") S t follows a Markovian process and forms a hidden Markov model (HMM), illustrated by a graphic model (where the open and filled circles represent respective latent and observed random variables, and the arrow indicates statistical dependence between random variables). The state transition follows a stationary m ⇥ m state transition matrix, and the state trajectories are associated with consistent hippocampal ensemble spiking patterns, as characterized by an m ⇥ C state field matrix (bottom), where C denotes the number of neurons in population. Figure S3 : Place receptive fields used in Decode wRF . Visualization of 48 place receptive fields (bin size: 5 ⇥ 5 cm 2 ) of rat hippocampal neurons (Dataset 1). Numbers in each panel indicate the peak firing rate (unit: Hz or spikes/(s·bin)) and spatial information rate (bits/s), and warm color represents a high firing rate. Note that there was a large variability in both peaking firing rate and spatial coverage across all neurons. The mean firing rate and information rate of these neurons are positively correlated (Pearson's correlation: 0.93). 
Comparison of median decoding error distributions between Decode
wRF (with 5 ⇥ 5 cm 2 receptive field) and Decode woRF for varying active cell ratio ⇢ (Dataset 1, T 0 = 10 bpe). Note that the error support is gradually shifted to the right with a decreasing ⇢. Also note that strong skewness of decoding error distribution in both panels, especially for a smaller ⇢ value, suggesting a non-even neuronal contribution in population representation (i.e., di↵erent choices of cell subsampling with an identical ⇢ could have varying e↵ects on decoding accuracy). An even contribution among neurons would imply a symmetric distribution in decoding error. wRF . In terms of Z-score, the detection power of these two methods were not significantly di↵erent for ⇢ = 0.2 (P > 0.05, paired t-test); Decode woRF had a higher detection power than Decode wRF for ⇢ = 0.8 (P < 10 4 , paired t-test). Comparison of pairwise correlation of hippocampal neuronal spike counts between different brain states (pre-SWS vs. RUN vs. post-SWS; Datasets 4a and 4b). In top three panels, cells were arranged in the same order. Correlation without statistical significance was marked as zero. In the bottom panels, the histograms of nonzero correlation values are shown with reported mean and SD statistics. In both pre-SWS and post-SWS, the population spike trains were binned with 20 ms; whereas in RUN, the population spike trains were binned with 250 ms. Note that the discontinuity of "linear fit" in panel B. In contrast, panel C has a finer resolution in the vertical axis, as the state dimensionality was determined automatically from the data. In this example, the Z-score of weighted correlation R derived from Decode wRF did not meet the significance criterion, even it obtained a greater R value. 
