Abstract. We analyze the Cauchy problem for symmetric hyperbolic equations with a time singularity of Fuchsian type and establish a global existence theory along with decay estimates for evolutions towards the singular time under a small initial data assumption. We then apply this theory to semilinear wave equations near spatial infinity on Minkowski and Schwarzschild spacetimes, and to the relativistic Euler equations with Gowdy symmetry on Kasner spacetimes.
Introduction
Systems of first order hyperbolic equations that can be expressed in the form B 0 (t, u)∂ t u + B i (t, u)∇ i u = 1 t B(t, u)u + F (t, u) (1.1) are said to be Fuchsian if the right-hand side is formally singular at t = 0. Traditionally, these systems have been viewed as singular initial value problems (SIVP). Here, asymptotic data is prescribed at the singular time t = 0 and then (1.1) is used to evolve the asymptotic data away from the singular time to construct solutions on time intervals t ∈ (0, T ] for some possibly small T > 0. Some earlier applications of this theory were restricted to solutions in a real analytic class [6, 11, 12, 16, 29, 30, 31, 33, 50] ; see also [46, 47] for applications in the ODE setting. More recently the theory of SIVPs for Fuchsian equations has been extended to classes of solutions with Sobolev regularity in [3, 4, 15, 32] using more standard local-in-time PDE techniques for hyperbolic equations. The asymptotic data is typically allowed to be large, but the time of existence may be small. In general relativity and for Einstein's equations, such techniques were applied in [5, 8, 9, 10, 49, 51, 55] . Fuchsian SIVPs also arise in many other areas; for a selection, see [32] . While the SIVP approach for establishing the existence of solutions to (1.1) is useful for certain applications, there are many situations where the standard initial value problem (IVP) for the Fuchsian system (1.1) is the relevant problem. In this case, initial data is prescribed at some finite time, say t = 1, and the problem becomes to establish the existence of solutions to (1.1) all the way up to the singular time at t = 0, that is, for t ∈ (0, 1]. The flavour of this problem is that of a global existence problem and a prime example comes from [45] where it was shown that the Einstein-Euler equations on cosmological spacetimes with a positive cosmological constant can be cast into Fuchsian form. It was further established in [45] that the IVP for a certain class of symmetric hyperbolic Fuchsian systems, where the initial data was specified at t = 1, is solvable for t on the whole interval (0, 1] provided the initial data is chosen suitably small. Together, these two results were used to deduce the future non-linear stability of perturbations of Friedmann-Lemaître-Robertson-Walker (FLRW) solutions to the Einstein-Euler equations with a positive cosmological constant and a linear equation of state; see also [28, 42, 53, 54] for related results using different methods.
Since then, the small initial data existence result from [45] for systems of the form (1.1) has been employed in a variety of situations to establish the global existence of solutions to the future for a number of different hyperbolic systems on expanding cosmological spacetimes that are either exactly or small perturbation of FLRW; see the articles [38, 39, 40, 41, 58] for details. These results all rely heavily on the fact that the spacetime is either exactly or nearly FLRW in order to transform the evolution equations into the Fuchsian form (1.1), which then allows for the global existence theory from [45] to be applied. This state of affairs leads one to question if the Fuchsian view point is of any use for establishing the global existence of solutions to hyperbolic equations on spacetimes such as Minkowski or Schwarzschild spacetimes, or for cosmological spacetimes that are not necessarily close to FLRW such as Kasner spacetimes.
The main aim of this article is to show that the Fuchsian approach to global existence applies to these new settings as well. However, as we shall see, the global existence theory from [45] does not directly apply since the Fuchsian systems that arise in these spacetimes contain new singular terms that are not covered by the results of [45] . A large part of this article will be devoted to extending the global existence result from [45] so that it is applicable to systems with these new types of singular terms. The precise statement of our global existence result for systems of the form (1.1) is given in Theorem 3.8. Three applications of this theorem are considered in Section 4. There, the first two applications involve systems of semilinear wave equations near spatial infinity on Minkowski and Schwarzschild spacetimes. The third concerns perfect fluids on Kasner spacetimes with Gowdy symmetry.
From a general perspective, Theorem 3.8 can be viewed as yielding a classification of possible singular behaviours for solutions of Fuchsian systems with a broad class of singular terms. It is essential to our applications that the singular terms allowed by Theorem 3.8 go beyond what was allowed previously in treatments of Fuchsian systems, particularly in regards to allowing for singular coefficients to appear in the spatial derivatives. This possibility to accommodate such singular terms has been investigated in other recent analyses [2, 52] of related, but less singular, linear systems. These works have established, among other things, an asymmetry between estimates for evolutions towards the singular time and those away from the singular time. This asymmetry has the consequence that useful estimates of the first type, which our paper here fully relies on, can often be obtained under more singular conditions than estimates of the second type. It is precisely those latter, more restricted estimates that are necessary to study the singular initial value problem. An additional problem for formulating a singular initial value problem is that one needs to "guess" a leading-order term for the solutions at the singular time, i.e., asymptotic data. The standard approach in the literature is to construct this leadingorder term from the ODE-part of the equations, and this only makes sense if the spatial derivative terms are not too singular.
Preliminaries
2.1. Spatial manifolds, coordinates, indexing and partial derivatives. Throughout this article, unless stated otherwise, Σ will denote a closed n-dimensional manifold, lower case Latin indices, e.g. i, j, k, will run from 1 to n and will index coordinate indices associated to a local coordinate system x = (x i ) on Σ, and t will denote a time coordinate on intervals of the form [T 0 , T 1 ). Partial derivatives with respect to the coordinates will be denoted by ∂ t = ∂ ∂t and ∂ i = ∂ ∂x i .
Vector Bundles.
In the following, we will let π : V −→ Σ denote a rank N vector bundle with fibres V x = π −1 ({x}), x ∈ Σ, and use Γ(V ) to denote the smooth sections of V . We will assume that V is equipped with a time-independent connection 1 ∇, and a time-independent, compatible 2 , positive definite metric h ∈ Γ(T 0 2 (V )). We will also denote the vector bundle of linear operators that act on the fibers of V by L(V ) = ∪ x∈Σ L(V x ) ∼ = V ⊗ V * . The transpose of A x ∈ L(V x ), denoted by A tr x , is then defined as the unique element of L(V x ) satisfying h(x)(A tr x u x , v x ) = h(x)(u x , A x v x ), ∀ u x , v x ∈ V x . Furthermore, given two vector bundle V and W over Σ, we will use L(V, W ) = ∪ x∈Σ L(V x , W x ) ∼ = W ⊗ V * to denote the vector bundle of linear maps from the fibres of V to the fibres of W . For any given vector bundle over Σ, e.g. V , L(V ), V ⊗ V , etc., we will generally use π to denote the canonical projection onto Σ.
Here and below, unless stated otherwise, we will use upper case Latin indices, i.e. I, J, K, that run from 1 to N to index vector bundle associated to a local basis {e I } of V . By introducing a local basis {e I }, we can represent u ∈ Γ(V ) and the inner-product h locally as u = u I e I and h = h IJ θ I ⊗ θ J , respectively, where {θ I } is local basis of V * determined from {e I } by duality. Moreover, assuming that the local coordinates (x i ) and the local basis {e I } are defined on the same open region of Σ, we can represent the covariant derivative ∇u ∈ Γ(V ⊗ T We further assume that Σ is equipped with a time-independent 3 , Riemannian metric g ∈ Γ(T 0 2 (Σ)) that is given locally in coordinates (x i ) by g = g ij dx i ⊗ dx j .
Since the metric determines the Levi-Civita connection on the tensor bundle T r s (M ) uniquely, we can, without confusion, use ∇ to also denote the Levi-Civita connection. The connection on V and the Levi-Civita connection on T r s (M ) then determine a connection on the tensor product V ⊗ T r s (Σ) in a unique fashion, which we will again denote by ∇. This connection is compatible with the positive definite inner-product induced on V ⊗T r s (Σ) by the inner-product h on V and the Riemannian metric g on Σ. With this setup, the covariant derivative of order s of a section u ∈ Γ(V ), denoted ∇ s u, defines an element of Γ(V ⊗ T 0 s (Σ)) that is given locally by
When s = 2, the components of ∇ 2 u can be computed using the formula
where ∇ i u I is as defined above, and Γ k ij are the Christoffel symbols of g. Similar formulas exist for the higher covariant derivatives.
2.3.
Inner-products and operator inequalities. We define the norm of v ∈ V x , x ∈ Σ, by |v| 2 = h(x) (v, v) .
Using this norm, we then define, for R > 0, the bundle of open balls of radius R in V by
Given elements v, w ∈ V x ⊗ T For A ∈ L(V x ), the operator norm of A, denoted |A| op , is defined by |A| op = sup |(w|Av)| w, v ∈ B 1 (V x ) .
We also define a related norm for elements A ∈ L(V x ) ⊗ T *
From this definition, it not difficult to verify that
, where again we have that
4 To see this for s = 1, introduce an orthonormal basis on both T * x M and Vx. Then this relationship is a direct consequence of the following inequality:
2.4. Constants, inequalities and order notation. We will use the letter C to denote generic constants whose exact dependence on other quantities is not required and whose value may change from line to line. For such constants, we will often employ the standard notation a b
for inequalities of the form a ≤ Cb. On the other hand, when the dependence of the constant on other inequalities needs to be specified, for example if the constant depends on the norm u L ∞ , we use the notation
Constants of this type will always be non-negative, non-decreasing, continuous functions of their arguments.
Given four vector bundles V , W , Y and Z that sit over Σ, and maps
we say that
For situations, where we want to bound f (t, w, v) by g(t, v) up to an undetermined constant of proportionality, we define
if there exists aR ∈ (0, R) and a map
and
where ν g ∈ Ω n (Σ) denotes the volume form of g. The Sobolev space W k,p (V ) can then be defined as the completion of the space of smooth sections Γ(V ) in the norm · W k,p . When V = Σ × R or the vector bundle is clear from context, we will often write W k,p (Σ) instead. Furthermore, when p = 2, we will employ the standard notation H k (V ) = W k,2 (V ), and we recall that H k (V ) is a Hilbert space with the inner-product given by
where the L 2 inner-product ·|· is defined by
Singular symmetric hyperbolic systems
As discussed in the introduction, our aim is to develop an existence theory for initial value problems (IVPs) of the form
where T 0 < T 1 ≤ 0 and the coefficients satisfy the assumptions set out in the following section. Since these assumption imply, in particular, that (3.1) is symmetric hyperbolic, we know that this evolution equation enjoys the Cauchy stability property satisfied by symmetric hyperbolic equations. As a direct consequence, the existence of solutions to (3.1)-(3.2) when T 1 < 0 is guaranteed for sufficiently small initial data. Thus the problem that we will focus on is the existence problem when T 1 = 0. Our main result of this article is that we establish the existence of solutions to (3.1)-(3.2) for T 1 = 0 under a suitable smallness assumption on the initial data. The precise statement of our existence result is given in Theorem 3.8, which can viewed as a natural generalization of Theorem B.1 from [45] .
Coefficient assumptions.
(i) The section P ∈ Γ(L(V )) is a time-independent, covariantly constant, symmetric projection operator, that is, P 2 = P, P tr = P, ∂ t P = 0 and ∇P = 0. (3.3) For use below, we define the complementary projection operator by
which by our above assumptions, is also a time-independent, covariantly constant, symmetric projection operator.
(ii) There exists constants κ, γ 1 , γ 2 > 0 such that the maps
, and there exist mapsB
, and there exists constants λ a ≥ 0, a = 1, 2, 3, such that
(3.14)
for all (t, v) ∈ [T 0 , 0) × B R (V ) and σ ∈ X * (Σ). Moreover, B can be expanded as
where
, and there exists a constant α ≥ 0 and a mapB 2 
Note: In local coordinates (x, v) = (x i , v I ) on the vector bundle π : V −→ Σ, the maps B,B and B a can be expressed as
we see that
. We further note that since u(t, x) is a time-dependent section of the vector bundle V , it can be represented locally as u(t, x) = (x,û(t, x)),
Using this and the above local expressions for B 0 , B and B, we can write the local version of (3.1) as
where the ω i = (ω J iI ) are the connection coefficients (2.1). From our assumptions, it is then clear that (3.27) defines a symmetric hyperbolic system in the standard sense.
(v) There exists constants θ and β a ≥ 0, a = 0, 1, . . . , 7, such that the map divB :
Note: It is not difficult to verify that
for solutions u(t, x) of (3.1).
Remark 3.1. By a straightforward calculation, it can be shown that (3.7) and (3.8) imply that (B 0 ) −1 satisfies similar relations given by
Moreover, it is clear from (3.4) that there exists constants 0 <γ 1 ≤ γ 1 and κ ≥ κ > 0 such that 1
3.2. Preliminary estimates. In the following, for k ∈ Z n/2+1 , we let C Sob > 0 be the constant from Sobolev's inequality, that is, (x) ) and
Proof. Since P ⊥ satisfies the same properties (3.3) and (3.5) as P, the expansion (3.18) allows us to write
From this identity, properties (3.34)-(3.35) of (B 0 ) −1 and (3.19)-(3.25) of the expansion coefficients B i a , a = 0, 1, 2, it is clear that the inequalities
2 Pu H k−1 (3.40) follow directly from the Sobolev, product and Moser calculus inequalities, see Theorems A.2, A.3 and A.4 from Appendix A. Using similar arguments, it is also not difficult to verify that the estimates
follow from (3.5), (3.34)-(3.35) and the expansion (3.12) for F along with properties (3.13)-(3.17) of the expansions coefficients F a , a = 0, 1, 2. The stated estimates for
Remark 3.3. The exact form of the estimate for G H k−1 from Proposition 3.2 is crucial for determining the decay rate of P ⊥ u. Improvements to this estimate, which will follow from more restrictive assumptions on the coefficients of (3.1), can lead to corresponding improvements in the decay rate; see Remark 3.9 below.
8 See the expansion (3.12) for the definition ofF .
Proof. Using (3.12) to expand the inner-product u|F as
we deduce, with the help of the triangle and Cauchy-Schwartz inequalities, that
We also observe that
Taking the absolute value, we find using (3.15) and (3.16) along with the triangle and Cauchy-Schwartz inequalities that
Next, from (3.17), (3.37) , and the Cauchy-Schwartz, triangle and Sobolev (Theorem A.2) inequalities, we have
Combining this inequality with (3.13) gives
The first estimate
then follows from (3.14) and (3.44)-(3.46). The second estimate can be established in a similar manner. To establish the third estimate, we decompose the inner-product v| divBv as
Then, using similar calculations as above, it is not difficult to see that the estimate
is a consequence of the bounds (3.29)-(3.32) and the Cauchy-Schwartz, triangle and Sobolev inequalities.
Given A ∈ Γ(L(V )) and v ∈ Γ(V ), we can expand
where ∇ ℓ A ⋆∇ k−ℓ v involves sums of tensor products of the covariant derivatives ∇ ℓ A and
Proof. Since
we get that
Using the calculus inequalities (Hölder, Sobolev, product and commutator -Theorems A.1, A.2 and A.3), we can estimate the second and third terms in the above expression by
respectively. Noting that we can write the first term in (3.47) as
where the S m are linear maps that rearranges the order of the covariant tensor indices, we see that
where in deriving the last inequality we used Hölder's inequality. The proof now follows (3.47), (3.48) , (3.49) , (3.50 ) and the triangle inequality.
Proof. Using (3.3) and (3.5), we calculate
From this identity, we see, with the help of the calculus inequalities from Appendix A and the properties (3.7)-(3.8) and
Using this estimate and another application of the calculus inequalities, it then follows from the expansion (3.12) for F and properties (3.13)-(3.17) of the expansions coefficients F a , a = 1, 2, 3, that we can bound
We also observe, with the help of [B, P] = 0 and ∇P = 0, that
Using this in conjunction with the calculus inequalities, the expansion (3.12) for F , and the properties (3.13)-(3.17) of the expansions coefficients F a , a = 1, 2, 3, we then get
Appealing again to the calculus inequalities, we find from (3.10), (3.11), (3.18) -(3.26) that the term
where in deriving the last inequality we used Lemma 3.5. Using this, the inequality
is then easily seen to be a direct consequence of the expansion (3.18), the properties (3.22)-(3.25) of B 1 and B 2 , and the estimate (3.51). By similar arguments as above, it is also not difficult to verify the following estimates hold:
To complete the proof, we note, since ∇P = 0 by assumption, that [∇ ℓ , ∇ i ] is a differential operator of order ℓ − 1 that commutes with P. This fact allows us to write v|B
This identity together with the expansion (3.18) for B i and the properties (3.22)-(3.26) of the expansion coefficients B 1 and B 2 shows, with the help of the calculus inequalities, that v|B
The stated estimates now follow directly from the inequalities (3.52)-(3.57).
Similar arguments can be used to establish the following variation of the above proposition.
3.3. Global existence and asymptotics. The main result of this article is the following theorem that guarantees the existence of solutions to the IVP (3.1)-(3.2) on time intervals of the form [T 0 , 0) under a suitable small initial data hypothesis. The theorem also yields decay estimates for the solutions; see Remark 3.9 below for additional information on improvements to the decay rate for P ⊥ u. Applications of this theorem can be found in Section 4.
, assumptions (i)-(v) from Section 3.1 are fulfilled, and the constants κ, γ 1 , λ 3 , β 0 , β 1 , β 3 , β 5 , β 7 from Section 3.1 satisfy
Then there exists a δ > 0 such that if
then there exists a unique solution
Moreover, for T 0 ≤ t < 0, the solution u satisfies the energy estimate
and the decay estimates
Proof. Since k ∈ Z >n/2+3 , we know by standard local-in-time existence and uniqueness results for symmetric hyperbolic equations, e.g. [56, Ch.16 §1] , that there exists a solution
2) for some time T * ∈ (T 0 , 0] that we can take to be maximal. Letting R > 0 be as in the assumptions from Section 3.1, we choose δ ∈ (0,
, and initial data such that
* if the first case holds, then, by Sobolev's inequality, we have that
Recall from Remark 3.1 thatκ ≥ κ > 0 and γ 1 ≥γ 1 > 0, while it is clear from the definitions of b andb that b ≥b ≥ 0. Thus,
Applying the operator
which we observe, with the help of (3.1), can be written as
In the following, we will use (3.61) to derive energy estimates that are well behaved in the limit t ր 0. From these energy estimates, we will deduce the global existence of solutions and decay estimates under a small initial data assumption.
Setting ℓ = 0 in (3.61) and using the resulting symmetric hyperbolic system to derive an energy identity in the standard fashion, we find that 1 2
where divB = divB(t, x, u(t, x), ∇u(t, x)) with divB(t, x, u, w) as previously defined by (3.28), see also (3.33) . Defining the energy norm
we see from (3.4) that the inequalities 2
With the help of these inequalities, it it not difficult to see that the estimate
is a direct consequence of (3.60), (3.62), Proposition 3.4 and Sobolev's inequality, where we have set
The above estimate in conjunction with Young's inequality (i.e. ab ≤
for any ǫ > 0, where
Since 2κ − γ 1 β o + 2λ 3 > 0 by assumption, we choose ǫ small enough to ensure that
Before continuing, we note that the energy norm |||u||| k and the standard Sobolev norm u H k are equivalent since they satisfy 1
by (3.4). We will employ this equivalence below without comment.
10 The constant C( u k ) implicitly depends on θ. However, since θ will be fixed throughout the proof, we will not indicate the dependence of any of the constants on θ. The same will be true for all the other fixed constants, e.g. λa, βa, γ 2 , κ, and so on.
Applying the L 2 energy identity, i.e. (3.62), to (3.61) gives
Employing (3.65), we obtain, with the help of (3.3), Proposition 3.4, the bound (3.60), and Sobolev's inequality, the estimate
while is is clear from Proposition 3.6 that ∇ ℓ u|G ℓ is bounded by
Combining (3.66) and (3.67) yields
Summing this inequality over ℓ from 0 to k, we find, after an application of Young's inequality and Ehrling's lemma (Lemma A.5), that
define T δ ∈ (0, T * ] be the first time such that |||u(T δ )||| k = 2δ √ γ 2 , or if such a time does not exist, we set T δ = T * , the maximal time of existence. In either case, we have that
Note that by this definition,
Choosing ǫ so that ǫ = δ √ γ 2 allows us to write (3.68) as
Since lim δց0 C(δ)δ = 0 and 2κ − γ 1 (β 1 + 2b k ) > 0 by assumption, it follows that we can ensure that
by choosing δ > 0 small enough. Adding ρ −1 0 c(δ, δ −1 ) times (3.63) to (3.70) yields the differential energy inequality
from which we get
by setting
By Gronwall's inequality, we then conclude that
With δ fixed so that (3.64), (3.69), and (3.71) all hold, we consider δ 0 ∈ (0, δ) and assume that
Then by (3.72) and (3.73), we deduce that
By choosing δ 0 small enough so that
it is clear that (3.75) implies the bound
From the definition of T δ and the maximality of T * , we conclude that T δ = T * = T * = 0. Thus, we have established the global existence of solutions on [T 0 , 0) × Σ that are uniformly bounded by
Moreover, from (3.72), (3.73) and the equivalence of norms · H k and ||| · ||| k , we see immediately that energy estimate
Limit of P ⊥ u as t ր 0 Writing (3.1) as
we see after multiplying of the left by P ⊥ that
Integrating in time and applying the H k−1 norm yields
for any t 1 , t 2 satisfying T 0 ≤ t 1 < t 2 . Using Proposition 3.2 to estimate the integrand of the right hand side of the above inequality, we have
and hence, with the help of the bounds (3.74), (3.76) and (3.78), that
From this inequality, we conclude that the limit lim tր0 P ⊥ u(t) exists in H k−1 (V ) and that
Multiplying (3.1) on the left by P, we observe, with the help of (3.3), that Pu satisfies
2 inner-product of (3.83) with Pu yields the energy identity
Next, we observe that
holds by (3.36), and also that the estimate
is a straightforward consequence of the calculus inequalities, the expansion (3.18) for B = (B i ), and the properties (3.20) and (3.23) of the expansions coefficients PB a P ⊥ , a = 1, 2. Moreover, by first applying the H k−1 norm to (3.79) and then integrating in time, the same arguments that led to (3.82) show that
while it is clear from (3.77), (3.79) and Proposition 3.2 that
From the energy identity (3.85), the estimates (3.86), (3.87) and (3.89), the coefficient bounds (3.7), (3.14), (3.15), (3.29) , and (3.36), the expansion (3.12) for F along with (3.13), and Proposition 3.4, we obtain, with the help of the bound (3.77) and the calculus inequalities, the differential energy inequality
Pu 0 that, after dividing through by |||Pu||| 0 , gives
(3.90) 11 Note that we chose δ 0 small enough to make the right hand side of (3.75) comparable to δ, which, in turn, makes the right hand side of (3.78) comparable to δ.
2 > 0 by assumption, we see, by shrinking δ if necessary, that we can arrange that ρ > 0.
The L 2 decay estimate
then follows directly from (3.88), (3.90), Gronwall's inequality 12 and the integral formula
Using (3.1), we can write this
Taking the L 2 inner-product of (3.93) with ∇ ℓ Pu yields the energy identity
Moreover, using (3.7), (3.12)-(3.15), (3.18) , (3.20) and (3.23) , it is not difficult from the definition of F , see (3.84) , to verify, with the help of the calculus inequalities, that the last term in (3.94) can be estimated as
12 Here, we are using the following form of Gronwall's inequality: if
In particular, we observe from this that if, x(T 0 ) ≥ 0 and a(t) = λ t + b(t), where λ ∈ R and |
Recalling (3.79), the above estimate in conjunction with Proposition 3.2 and the bounds (3.74) and (3.76)-(3.77) implies that
We further observe that the estimate
for the second to last term in (3.94) is a direct consequence of Proposition 3.7, which, given the bounds (3.74), (3.76) and (3.77), implies via an application of Ehrling's lemma (Lemma A.5) that
for any µ > 0. Choosing µ = δ, we deduce, from (3.29), (3.94), and the inequalities (3.36), (3.95), (3.96) and (3.97) that
Dividing the above expression by |||∇ ℓ Pu||| 0 and summing over ℓ from 1 to k − 1, we see that |||Pu||| k−1 satisfies
2 +b k > 0 by assumption, we can arrange, by choosing δ > 0 small enough, that ρ > 0.
We then obtain from (3.88), (3.91), (3.92), (3.98) and Gronawall's inequality the decay estimate
Given any σ > 0, it follows from this inequality that we can choose δ > 0 small enough so that
To complete the proof, we note, via the Cauchy Schwartz inequality, that
for all T 0 ≤ t 1 < t 2 < 0. Using this in conjunction with the inequalities (3.78), (3.81) and (3.99) yields the estimate
. Sending t 2 ր 0 then shows that P ⊥ u satisfies the decay estimate
Remark 3.9.
(a) As discussed above in Remark 3.3, improvements to the decay estimate for P ⊥ u can be made by imposing more restrictive assumption on the coefficients of (3.1). For example:
(i) If we assume that
then it is not difficult to verify from the proof of Proposition 3.2 that G, as defined there, satisfies the estimate
Taken together, this estimate and the inequalities (3.78) and (3.80) imply that P ⊥ u satisfies
for T 0 ≤ t 1 < t 2 < 0, which, after sending t 2 ր 0, yields the improved decay estimate
(ii) On the other hand, if we make the less restrictive assumption
instead of (3.100), then it can be seen from the proof of Proposition 3.2 that G will satisfy the estimate
Using this estimate in conjunction with (3.78), (3.80) and (3.99), it is not difficult to verify that P ⊥ u satisfies
for T 0 ≤ t 1 < t 2 < 0. Sending t 2 ր 0 then yields the decay estimate
which is an improvement over the one from Theorem 3.8, but not as good as (3.101) for ζ ≤ 1.
(b) It is also possible to achieve better decay rates for P ⊥ u under less restrictive assumptions if the norm used to measure the decay is of lower differentiability. For example, under no additional assumptions beyond those of Theorem 3.8, we have by Proposition 3.2 that
from which we obtain
via an application of Young's inequality. Using this inequality together with the version of the inequality (3.80) where k has been replaced by k − 1 gives
From this inequality and the estimates (3.78) and (3.99), we deduce that P ⊥ u satisfies
for T 0 ≤ t 1 < t 2 < 0. Sending t 2 ր 0 then yields decay estimate
which gives better decay rates compared to those of Theorem 3.8 under the same assumption, but of course, measured with respect to the weaker norm H k−2 .
Time transformations. By employing a time transformation of the form
it is possible to handle coefficients with more singular behavior than allowed by the assumptions from Section 3.1. To see this, assume that the coefficients of (3.1) satisfy the following: (i*) The section P ∈ Γ(L(V )) satisfies P 2 = P, P tr = P, ∂ t P = 0 and ∇P = 0.
(ii*) There exists constants κ, γ 1 , γ 2 > 0 such that the maps
, and there exists mapsB
and σ ∈ X * (Σ). Moreover, B can be expanded as
There exists constants ω > 0, θ ≥ 0, and β a ≥ 0, a = 0, 1, . . . , 7, such that the map divB :
Now, a straightforward computation shows that under the time transformation (3.102) equation (3.1) transforms asB
while divB transforms as
Using these formulas, it is then not difficult to see that the assumptions (i*)-(v*) imply that (3.109) satisfies assumption (i)-(v) for an appropriate choice of constants. Thus, under the assumptions (i*)-(v*), we can apply Theorem 3.8 to (3.109) to obtain the existence of solutions to (3.1) all the way up to the singular time τ = 0 for a suitably small choice of initial data. In fact, we can show that if the constants found from assumptions (i*)-(v*) for the original system (3.1) satisfy (3.58), then the corresponding constants for the transformed system (3.109) also satisfy (3.58). Moreover the decay estimates implied by the theorem for solutions of (3.109) take the following form for the corresponding solutions of the original system
where the constants λ 1 and α are found as in assumptions (i*)-(v*) for the original system (3.1), and ζ and σ are defined as in Theorem 3.8 in terms of the constants found for the original system. Remark 3.9 can be easily modified to apply here as well. where
andF ∈ C 0 ([−1, 0]). By assumption, there are no spatial derivatives, and consequently, we can assume for the purpose of this argument that all the fields are constant on the spatial manifold Σ (i.e., in local coordinates, they are independent of the spatial coordinates x).
In order to obtain a useful example that will illustrate the general situation, we restrict ourselves, in the following, to unknowns u in (3.112) with two components. We will be interested in the situation where one component has a limit, possibly non-zero, as t ր 0 while the other decays to 0 at some fixed rate. To this end, we further assume thatB = 0 0 0 a for some a > 0. Then, fixing initial data u(−1) = (u * , u * * ) tr , (3.114) it is straightforward to integrate (3.112) to obtain the (unique) solution given by
From this formula, we see immediately that lim tր0 u 1 (t), denoted u 1 (0), exists (since p > 0) and is given by
and the decay estimates |u 1 (t) − u 1 (0)| |t| p and |u 2 (t)| |t| p + |t| a (3.117) hold. This shows that if the source term F is not too singular (i.e., if p ≥ a), then the solutions of (3.112)-(3.119) behave like powers of |t| where these powers are the eigenvalues of the principal matrix in (3.119). On the other hand, if the source term is very singular (i.e., if p < a), then there are |t| p -"corrections" to these decay rates.
We now claim that the optimal decay rates (3.117) of the above solutions can, up to an arbitrarily small loss, be inferred from Theorem 3.8. To see this, we set B = a 0 0 a and P = 0 0 0 1 .
We then haveB = BP, (3.119) which we can use to write (3.120) as
With a view to applying Theorem 3.8 to this equation, we observe from (3.118) that the optimal (i.e. largest) choice for κ, see (3.103), is 13 κ = a. We further observe we can choose γ 1 = γ 2 = 1 in (3.103), and zero for all other constants found from assumptions (i*)-(v*) in Section 3.4. With these choices, (3.58) is satisfied, and so, as discussed in Section 3.4, all the hypothesises of Theorem 3.8 have been satisfied. We can, therefore, conclude from Theorem 3.8 the existence of a unique solution u(t), t ∈ [−1, 0), that satisfies the initial conditions (3.114) and for which the limit lim tր0 P ⊥ u(t), denoted P ⊥ u(0), exists. By uniqueness, this solution must coincide with one given above by (3.115). By Remark 3.9 (case (a)(i)), we also conclude from Theorem 3.8 that the decay rates of the solution u(t) are given by
13 Note here that B 0 = 1I .
Up to the (arbitrarily) small loss given by the constant σ > 0, these decay rates are fully consistent with the optimal rates given by (3.117). As a final remark, there are many ways we could have chosen B and P to get (3.119). The above choice for P is motivated by the expectation from the decay estimates (3.110)-(3.111) and (3.116)-(3.117) that Pu = u 2 should decay to zero and P ⊥ u = u 1 should have a non-zero limit at t = 0. Given this, a general constant ansatz for B is then reduced to diagonal form by (3.119) and (3.104).
Applications
We now turn to three applications of Theorem 3.8. The first two involve systems of semilinear wave equations near spatial infinity on Minkowski and Schwarzschild spacetimes, while the third involves perfect fluids with Gowdy symmetry on Kasner spacetimes near the big bang singularity. As discussed in the introduction, a special case of Theorem 3.8, i.e. [ [23, 24, 25] , near spatial infinity. In this section, we use Friedrich's cylinder at spatial infinity construction in conjunction with Theorem 3.8 to obtain the existence of solutions to a class of semilinear wave equations near spatial infinity in Minkowski spacetime. For other applications of the cylinder at spatial infinity construction to linear wave and spin-2 equations on Minkowski spacetime, see [7, 17, 19, 27, 44] .
Following [19] , we employ the cylinder at spatial infinity representation of Minkowski spacetime, that is the spacetime consisting of the manifold
and the (conformal) Lorentzian metric
where (t, r) ∈ (0, 2) × (0, ∞) and
2) is the canonical metric on the 2-sphere S 2 . Here, we use
to label the coordinates. The importance of the metric (4.1) is that
defines a flat Lorentzian metric on M , i.e., (M,g) is a part of Minkowski space. The flatness ofg can be seen either by a direct calculation using the formulas (4.1), (4.3) and (4.4), or by letting
denote spherical coordinates on R 4 and noting that
defines a diffeomorphism from the manifold
to M that satisfiesψ * ḡ =g 14 In this and the next section, we will employ lower case Greek letters, e.g. µ, ν, γ, to label spacetime coordinate indices that run from 0 to 3, while upper case Greek letter, e.g. Λ, Σ, Γ, will be reserved to label spherical coordinate indices that run from 2 to 3, i.e. (x Λ ) = (x 2 , x 3 ) := (θ, φ). 15 Geometrically,M is the interior of the spacelike cone with vertex at the origin in R 4 .
is the Minkowski metric on R 4 in spherical coordinates. The diffeomorphism (4.5) defines a compactification of null rays inM . Decomposing the boundary of M as
the compatification defined by (4.5) leads to the interpretation of I ± as portions of (+) future and (−) past null-infinity, respectively, and i 0 as spatial infinity. We further note that the spacelike hypersurface
corresponds to the constant time hypersurfacē
in Minkowski spacetime. For use below, we observe that the Ricci scalar curvature ofg satisfies
by virture ofg being flat. The same is also true for the Ricci scalar curvature of the metric g, that is,
as can be verified via a straightforward calculation using (4.1).
Semilinear wave equations.
The class of semilinear wave equations on Minkowski spacetime that we consider are systems of N -coupled scalar wave equations of the form
,∇ is the Levi-Civita connection ofḡ, and in line with our notation from Section 2.2, upper case Latin indices, e.g. I, J, K, run from 1 to N . We will be interested in solving this type of system of wave equations on domains of the form J satisfy the null condition of Klainerman, global existence results, under a small initial data condition, for systems of wave equation of the form (4.8) have been known since the pioneering work of Klainerman [34] and Christodoulou [13] . In this sense, the results that we present are not new. However, the method we use to establish global existence on regions of the form (4.9) is new and we believe it brings a valuable new perspective to global existence problems for systems of nonlinear wave equations. The analysis carried out here is also of interest because it demonstrates the utility of Friedrich's cylinder at spatial infinity construction for solving nonlinear wave equations near spatial infinity.
(ii) The analysis carried out here on Minkowski spacetimes can be generalized to systems of quasilinear wave equations satisfying the null condition. We will report on this work in a separate article [48] .
Rather than attempt to solve (4.8) directly, we use the diffeomorphism (4.5) to push (4.8) forward to obtain the systemg αβ∇ α∇βũ 11) where∇ is the Levi-Civita connection ofg andũ K is related toū
Due to the invertibility of the diffeomorphism (4.5), the relation (4.12) establishes an equivalence between the wave equations (4.8) onMr 0 and (4.10) on M r0 . We are therefore free to restrict our attention to wave equations of the form (4.10) on M r0 . We further note that the constant time hypersurfacē
which forms the bottom ofMr 0 , gets mapped via the diffeomorphism (4.5) to the constant time hypersurface
that forms the top of M r0 . Usingf
to denote the nonlinear terms that appear in (4.10), it follows immediately from (4.6)-(4.7) and the formulas (B.5)-(B.6) and (B.8)-(B.9), with n = 4, from Appendix B that the wave equations (4.10) transform, under the conformal transformation (4.3), into
where ∇ is the Levi-Civita connection of g,ũ
A routine computation using (4.1) then shows that conformal wave equations (4.14) can be expressed as
where ∇ Λ is the Levi-Civita connection of the metric (4.2) on S 2 and
To proceed, we define new variables U
(4.19)
with
We further note that (4.23) can be expressed as 
we define a positive definite inner-product h by
It is then not difficult to see that B 0 , B 1 and B Λ are all symmetric with respect to this inner-product and that
as long as t ∈ [0, 1]. This implies that the system of equations (4.17) is symmetric hyperbolic.
To proceed, we introduce a change of radial coordinate via
Using the transformation law
we can express (4.17) as 29) where now any r appearing in F is replaced using (4.28). We further observe that the spacetime region (4.11) can be expressed in terms of the radial coordinate ρ as We then consider an extended version of (4.29) given by 
we see immediately that
ρ m+1 dρ define outward pointing co-normals to Γ − and Γ + , respectively. Furthermore, from (4.19)-(4.21), we get that
where we note that
From these expressions and the definition of the inner-product (4.27), we deduce that
By definition, see [37, §4.3] , this implies that the surfaces Γ ± are weakly spacelike for the symmetric hyperbolic system (4.32). The importance of this fact is that it will guarantee that any solution of the extended system (4.32) on the extended spacetime (4.33) will also yield by restriction a solution of the original system (4.29) on the region (4.30) that is uniquely determined by the restriction of the initial data to {1} × (0, ρ 0 ) × S 2 . From this property and the above arguments, we conclude that the existence of solutions to the system of semilinear wave equations (4.8) on the regions of the form (4.9) in Minkowski spacetime can be obtained from solving the initial value problem 35) where the solution generated this way are independent of the particular form of the initial dataŮ on ({1} × T
. We are now almost in a position to apply Theorem 3.8 to establish the existence of solutions to (4.34)-(4.35). However, to do so, we must first verify two structural conditions. The first is to show that the inequality
holds where λ is chosen so that
which we note is compatible with the condition λ ≤ 1 that is needed to ensure that (4.25) holds. To see the validity of (4.36), we note, with the help of the inequality |δ
We then fix ǫ by demanding that which in turns gives 1
Assuming that (4.37) holds, we see, after substituting (4.39) and (4.40) into (4.38) and recalling (4.19) and (4.27), that the inequality
The second structural condition, which is related to the constants b andb, involves bounding the size of the matrix 16 ∂ ρ t ρχ m B 1 . From the bound
it is clear, given any σ > 0, that there exists a positive integer m = m(σ) such that
4.1.4. Global existence. Having established that (4.34) is symmetric hyperbolic, we can appeal to the Cauchy stability property satisfied by symmetric hyperbolic systems to conclude, for any given t 0 ∈ (0, 1), the existence of a unique solution
to (4.34) provided that k ∈ Z >3/2 and the initial data
is chosen small enough. Furthermore, by standard results, this solution will satisfy an energy estimate of the form
and the norm U (t 0 ) H k can be made as small as we like by choosing the initial dataŮ at t = 1 suitably small. To continue this solution from t = t 0 to t = 0, we now assume that k ∈ Z >9/2 and choose the initial dataŮ at t = 1 small enough so that U (t 0 ) H k and t 0 can be taken to be sufficiently small. If we further assume that
then from (4.19)-(4.22), (4.24), (4.25), (4.36), (4.41) and the simple time transformation t → −t, it is not difficult to verify that (4.34) will satisfy all the assumptions from Section 3.1 with P = 1I on the region
Moreover, by (4.41), we can always choose the integer m large enough so that the constants β 1 and b =b from Theorem 3.8 can be made as small as we like while the constants λ 1 and α vanish. Thus, for any υ > 0, we can apply Theorem 3.8 to (4.34) with initial data given by U (t 0 ) at t = t 0 to obtain the existence of a solution
that satisfies the energy
Note that the spatial derivatives (e.g.
and ∂ρB ℓ for ℓ = 0, 2, 3) of all the other U -independent matrices appearing in (4.34) (see also (4.24)) vanish. estimates for 0 < t ≤ t 0 . This establishes the existence of a unique solution of the IVP (4.34)-(4.35), and completes the proof of the following theorem.
of the IVP (4.34)-(4.35) that satisfies the energy
Remark 4.3.
(i) The regularity assumption on the initial data in Theorem 4.2 is not optimal since the proof does not take into account the semilinearity of the wave equations (4.34). Although we will not do this here, regularity improvements can be obtained by establishing a version of Theorem 3.8 that is adapted to semilinear equations. (ii) Due to the appearance of the derivative ρ∂ ρ in the evolution equation (4.34), it is not difficult to adapt the proof of Theorem 4.2 to establish the existence and uniqueness of solutions in the weighted spaces H α k defined in [14] . This type of generalization allows for initial data and solutions that have polyhomogeneous behavior in ρ as ρ ց 0. A proof of this adaptation of Theorem 4.2 will be given in the article [48] .
4.2.
Wave equations near spatial infinity on Schwarzschild spacetimes.
4.2.1.
The cylinder at spatial infinity. In this section, we generalize the global existence results for semilinear wave equations on Miknowksi spacetime from the previous section to Schwarzschild spacetimes. We do so by employing the cylinder at spatial infinity representation 17 for a Schwarzschild spacetime of mass µ > 0 from [20] that is given by the spacetime consisting of the manifold
where (t, r) ∈ (0, 1) × (0, 1), 44) and as above, g is the canonical metric on the 2-sphere S 2 , see (4.2). As shown in [20], the metric (4.43) is conformally 18 related to the Schwarzschild metricg of mass µ > 0 according tõ
where 46) while the boundary components
More precisely, the future half of the cylinder at infinity representation. 18 This is easily seen using the change of coordinates
that will bring the metricg, defined by (4.45), into the easily recognized form
of the Schwarzschild metric in isotropic coordinates.
of M correspond to spatial infinity and future null-infinity, respectively, and the boundary component This follows becauseg coincides with a Schwarzschild metric and hence, has vanishing Ricci curvature. It is also not difficult to verify via a straightforward calculation that the Ricci scalar of the metric g, defined by (4.43), is given by
( 4.48) 4.2.2. Semilinear wave equations. In the following, we consider the same class of semilinear wave equations as we did in the previous section, namely systems of wave equations of the typẽ
, butg is now the Schwarzschild metric defined by (4.45) and∇ is the Levi-Civita connection ofg. We will solve these type of wave equations on domains of the form
that define a "neighborhood" of spatial infinity in the Schwarzschild spacetime of mass µ > 0.
Remark 4.4.
(i) The existence results we establish in this section are not completely new in the sense that global existence results, under a small initial data assumption, for solutions to scalar semilinear wave equations of the form (4.49) on Schwarzschild spacetimes, and more generally, on Kerr spacetimes, has been previously established in [43] , see, in particular, Theorem 1.5 from [43] . With that said, the method we use is new, and even in the scalar case, we believe it brings a valuable new perspective to global existence problems for systems of nonlinear wave equations on Schwarzschild spacetimes. Indeed, comparing the analysis below to that carried out above for wave equations on Minkowski space, it is apparent that establishing global existence on Schwarzschild spacetimes using the Fuchsian approach is no more difficult than on Minkowski spacetime, and in either case, the global existence proofs are relatively straightforward. Furthermore, the results of this section are also of interest because they demonstrates the utility of Friedrich's cylinder at spatial infinity construction for solving nonlinear wave equations near spatial infinity on Schwarzschild spacetimes. (ii) The analysis carried out here for wave equations of the form (4.49) on Schwarzschild spacetimes can be generalized to systems of quasilinear wave equations satisfying conditions that can be viewed as a natural adaptation of the null condition to Schwarzschild spacetimes. We will report on this work in a separate article [48] .
Using (4.47), we can write the sytem of wave equations (4.49) as
From (4.46), (4.48) and the formulas (B.1)-(B.6) and (B.8)-(B.9) from Appendix B, we then see that under the conformal transformation (4.45) the wave equations (4.51) transforms into
where ∇ is the Levi-Civita connection of the metric g, now defined by (4.43),
It is then not difficult to verify, via a straightforward calculation using the metric (4. 43) , that the system of wave equations (4.52), after multiplication by A, can be expressed as
and, as before, ∇ is the Levi-Civita connection of the metric (4.2) on S 2 . Next, we introduce new variables U where λ ∈ R is a constant that will be fixed below. A routine calculation shows that we can use these variables to write the wave equation (4.53) in first order form as
57)
(4.61)
We further observe that F can be expressed as
From (4.44) and the above formulas, it is clear that
Moreover, we see, using the change of radial coordinate (4.28), that we can express (4.55) as
where now any r appearing in the coefficients is replaced using (4.28).
4.2.3.
The extended system. Proceeding in a similar fashion as above for wave equations on Minkowski spacetime, we consider an extended version of (4.65) given bỹ
where χ is the cut-off function defined above by (4.31), and
we can, by (4.67), (4.68), (4.71) and (4.73), ensure that
Moreover, evaluating evaluating (4.57) and (4.60) at ρ = 0 yields, we find, with the help of (4.28), (4.44) and (4.54), that
From (4.27) and (4.78), we then have
for all V of the form (4.26). By choosing σ > 0 sufficiently small, we deduce from the above inequality and the estimate (4.76) that
From this inequality and the obvious symmetry of theB µ , µ = 0, 1, 2, 3, 4, with respect to the inner-product (4.27), we conclude that the extended system (4.66) is symmetric hyperbolic. Furthermore, decomposing the boundary of M ρ0 = (0, 1)
it is clear that n ± = ±dρ define outward pointing co-normals to Γ ± , 
By definition, see [37, §4.3] , this shows that the surfaces Γ ± are weakly spacelike for the extended system (4.66), and hence that any solution of (4.66) on the extended spacetime (0, 1) × T 1 3ρ0 × S 2 will determine a solution of the original system (4.65) on the region (0, 1) × (0, ρ 0 ) × S 2 via restriction that is uniquely determined by initial data on {1} × (0, ρ 0 ) × S 2 . We therefore conclude that solutions to the system of semilinear wave equations (4.49) on the regions of the form (4.50) in a Schwarzschild spacetime can be obtained from solving the initial value problemB
where the solution to (4.49) generated this way are independent of the particular form of the initial dataŮ on the region ({1} × T
. We now want to conclude existence of solutions to the IVP (4.81)-(4.82) via an application of Theorem 3.8. However, in order to do this, we must first verify a number of structural conditions. We proceed by noting from (4.79) that
.
From this and the inequality
, and hence, by setting ǫ = 2
, where κ is as defined previously by (4.37). But
2−t ≤ 1 for 0 ≤ t ≤ 1 and λ > κ, and so we conclude from the above inequality, (4.27) and (4.78) that
Fixingσ > 0, it follows from this inequality and the estimates (4.75) and (4.76) that we can guarantee that
2 by choosing σ > 0 small enough.
Next, setting µ = 0 in (4.67) and differentiating with respect to ρ shows, with the help of (4.31), that
Using (4.72) and (4.75), we obtain from the above expression the estimate
that holds for all (t, ρ, x Λ ) ∈ (0, 1) × (−3ρ 0 , 3ρ 0 ) × S 2 . Additionally, we find, using similar arguments this time starting from the estimates (4.74) and (4.76), that
Appealing again to Taylor's Theorem, it is not difficult to verify from (4.28), (4.44), (4.54), (4.58) and (4.59) that
where we can take C to be the same constant as above, see (4.70). Using these estimates, the same arguments that lead to the estimates (4.75), (4.76), (4.84) and (4.85) can be used to show that 
the above estimate implies that the inequality
4.2.4. Global existence. In the following, we choose σ > 0 small enough and m ∈ Z ≥2 large enough so that the inequalities (4.80), (4.83), (4.84), (4.85), (4.87) and (4.88) all hold on (0, 1) × T 3ρ0 × S 2 for ρ 0 satisfying (4.77) and λ satisfying (4.42) (so that κ > 0), and the constant υ is chosen to lie in the interval (0, κ). Then, from the Cauchy stability property satisfied by symmetric hyperbolic systems, we deduce, for any given t 0 ∈ (0, 1), the existence of a unique solution
to (4.81) provided that k ∈ Z >3/2 and the initial data
is chosen small enough. Moreover, by standard results, this solution will satisfy an energy estimate of the form
and the norm U (t 0 ) H k can be made as small as we like by choosing the initial dataŮ at t = 1 suitably small.
To continue this solution from t = t 0 to t = 0, we now assume that k ∈ Z >9/2 and choose the initial dataŮ at t = 1 small enough so that U (t 0 ) H k and t 0 can be taken to be sufficiently small. Then after performing the simple time transformation t → −t, it is not difficult to verify from (4.57)-(4.60), (4.62)-(4.64), (4.67)-(4.69), (4.80), (4.83) -(4.85), (4.87) and (4.88) that the extended system 19 (4.81), which we know is symmetric hyperbolic, satisfies all the assumptions from Section 3.1 with P = 1I , where, by choosing σ > 0 sufficiently small and m ≥ 2 sufficiently large, the constants β 1 and b =b from Theorem 3.8 can be made as small as we like while the constants λ 1 and α vanish. This allows us to apply Theorem 3.8 to (4.81) with initial data given by U (t 0 ) at t = t 0 to obtain the existence of a unique solution
and decay
for any given υ > 0. This establishes the existence of a unique solution of the IVP (4.81)-(4.82), which completes the proof of the following theorem.
of the IVP (4.81)-(4.82) that satisfies the energy
Remark 4.6. The regularity assumption on the initial data in Theorem 4.5 is not optimal since the proof does not take into account the semilinearity of equation (4.81). As was discussed above in Remark 4.3, regularity improvements can be obtained by establishing a version of Theorem 3.8 that is adapted to semilinear equations. Furthermore, due to the appearance of the derivative ρ∂ ρ in the evolution equation (4.81), the proof of Theorem 4.2 can also be easily adapted to establish the existence and uniqueness of solutions in the weighted spaces H α k defined in [14] . As indicated above in Remark 4.3, this type of generalization allows for initial data and solutions that have polyhomogeneous behavior in ρ as ρ ց 0, and a proof of the adaptation of Theorem 4.2 to the weighted H α k spaces will be given in the article [48] . 4.3. Perfect fluids on Kasner spacetimes. In this section, we demonstrate that Theorem 3.8 gives rise to a nonlinear stability result for certain cosmological fluid solutions near the big bang singularity. The particular family of solutions of the coupled Einstein-Euler system whose stability we are interested in here has been constructed in [10] by solving a singular initial value problem (SIVP). This family of solutions is infinite dimensional, but it is not clear whether it is an open family (with respect to some natural topology) and therefore stable under perturbations. In order to keep the level of technicalities reasonably low here, we shall make three simplifying assumptions: (i) we study the Euler equations on the specific class of fixed cosmological background spacetimes with big bang singularities below (as opposed to the coupled Einstein-Euler case), (ii), we consider the same symmetry class as in [10] -so-called Gowdy symmetry -and, (iii), we restrict to the case Γ > 0, where Γ is introduced in (4.96) below.
A Kasner spacetime is a spatially homogeneous, but in general, highly anisotropic, solution (M, g) of Einstein's vacuum equation for M = (−∞, 0) × Σ with Σ = T 3 and with τ ∈ (−∞, 0) and x, y, z ∈ (0, 2π). The free parameter K ∈ R is often referred to as the asymptotic velocity. We remark that the coordinate transformatioñ
z, brings this metric to the more conventional form
are the Kasner exponents. These satisfy the Kasner relations i p i = 0 and i p 2 i = 1. Except for the three flat Kasner cases given by K = 1, K = −1, and (formally) |K| → ∞, the Kasner metric has a curvature singularity in the limit τ ր 0. We assume our background spacetimes in the following to be Kasner spacetimes with, so far, arbitrary K ∈ R. Observe that we do not consider the more general class of asymptotically local Kasner spacetimes introduced in [10] .
Next, we write the Euler equations using the formalism in [18, 57] . Without going into details (see also [10] ), the fluid can be represented by a (in general not normalized single) 4-vector field V that satisfies the following quasilinear symmetric hyperbolic system
This is equivalent to the Euler equations if we impose the linear equation of state
where the constant speed of sound satisfies
The normalized fluid 4-vector field u, the fluid pressure P and the fluid energy density ρ can be calculated from V as follows:
Restricting to the same symmetry class considered in In fact, the results obtained about the asymptotics in the latter case are slightly stronger. One can show that for each smooth positive function V * (x) and smooth function V * * (x) (so-called asymptotic data), there exists τ 0 < 0 and a unique smooth solution (V 0 (τ, x), V 1 (τ, x)) of (4.92)-(4.95) defined on [τ 0 , 0) × T 1 such that
. A particular example of such a solution is given by V * = const and V * * = 0 in which case τ 0 = −∞ and W 0 = W 1 = 0; this is a fluid which is at rest with respect to the foliation of Kasner symmetry surfaces. The following theorem addresses nonlinear perturbations of any such solutions.
Theorem 4.7. Suppose γ ∈ (1, 2), ǫ > 0, K ∈ R satisfies (4.98), k ∈ Z >7/2 , τ 0 < 0, and
is a smooth solution of the Euler equations (4.92)-(4.95) with the property that there is a smooth positive function V * on T 1 and functionsŴ
Then there exists a δ > 0 such that if |τ 0 | is sufficiently small and
then there exists maps 
Essentially, this theorem states that given an arbitrary solution of the Euler equations, which can be extended all the way to τ = 0 with the "Fuchsian" asymptotics (4.99), any sufficiently small nonlinear perturbation thereof can also be extended all the way to τ = 0 and its asymptotics is similar in the following sense. For both the background solution and the perturbed solution, the limitsV 0 /(−τ ) Γ and V 0 /(−τ ) Γ exist and define the leading asymptotic datumV * and V * , respectively. According to (4.101), the difference between these quantities is small which provides a notion of stability. Observe, however, that while the limit ofV 1 /(−τ ) 2Γ of the background solution gives rise to the second asymptotic datumV * * , the level of detail in (4.102) provided by the techniques in this paper is not enough to conclude the existence of a second asymptotic datum V * * for the perturbed solutions. Strictly speaking, our theorem does therefore not completely settle the question whether the set of solutions with full the "Fuchsian" asymptotics (4.99) is open. We plan to return to this problem in future work.
The rest of this subsection is devoted to the proof of Theorem 4.7 as an application of Theorem 3.8. To this end, we start by considering any (sufficiently smooth) solution (V 0 (τ, x), V 1 (τ, x)) of (4.92)-(4.95) on [τ 0 , 0)×T 1 with the given choice of parameters K and γ. It is useful to write these equations in terms of the new time coordinate t = −(−τ ) Γ , (4.103) while keeping (4.98) in mind. In the following, we treat V 0 , V 1 ,B 0 ,B 1 andḠ as scalars under the coordinate transformation (4.103), and not as coordinate components of tensors. Additionally, we consider V 0 , V 1 ,B 0 , B 1 andḠ as functions of t instead of τ using the same symbols (e.g. we write V 0 (t, x) instead of V 0 (τ (t), x)), and we find it convenient to set T 0 = −(−τ 0 ) Γ .
Finally, anticipating the asymptotic analysis below, we fix an arbitrary smooth function u * (x) and, wherever V 0 and V 1 are defined, we define U 0 (t, x) and U 1 (t, x) via the relations V 0 (t, x) = t (1 + U 0 (t, x))e u * (x) and V 1 (t, x) = t U 1 (t, x)e u * (x) , (4.104)
respectively. Given a second solution (V 0 (t, x),V 1 (t, x)) of (4.92)-(4.95), we correspondingly defineÛ 0 (t, x) andÛ 1 (t, x) byV 0 (t, x) = t (1 +Û 0 (t, x))e u * (x) andV 1 (t, x) = tÛ 1 (t, x)e u * (x) , (4.105)
respectively, and we set 1 Γ −1 is bounded due to the fact that (4.97) holds by virtue of our assumption γ ∈ (1, 2), and, due to (4.111),Ṽ 0 andṼ 1 each come with a factor of t. From these observations, it is then clear from the definitions (4.108) and (4.109) that the matrices B 0 and B 1 depend regularly on t at t = 0 despite the apparently singular factors t −3 and t −4 τ . Now, the assumed asymptotics (4.99) of the given background solution (V 0 (τ, x),V 1 (τ, x)) in Theorem 4.7 implies that there are functionsû 0 ,û Heuristically, we expect that lim tր0 u 1 = 0 while the limit of u 0 is expected to be a small non-vanishing function in general determining the difference between the asymptotic datumV * of the background solution and the datum V * of the perturbed solution. Comparing this to the asymptotics from Thoerem 3.8, we are motivated to choose whose lengthy expression we refrain from writing out explicitly. It can be checked with these choices that
). With the view to apply Theorem 3.8, we choose T 1 × R 2 as our bundle and equip it with the flat Euclidean metric h. It is convenient to choose the Riemannian metric g on Σ = T 1 also to be the flat Euclidean metric. We choose Cartesian coordinates on Σ and the standard orthonormal basis on the bundle so that all covariant derivatives introduced in Section 2 reduce to coordinate derivatives locally.
Then, assuming that (v 0 , v 1 ) satisfy 
Given the assumed regularity ofV 0 andV 1 (and the following discussion of the asymptotics), this implies (4.100).
Theorem 3.8 further guarantees that the limit lim tր0 P ⊥ (u 0 (t, x), u 1 (t, x)) = lim tր0 u 0 (t, x), denoted by u 0 (0, x), exists in H k−1 (T 1 ). By (4.112), it follows that the limit V * (x) = lim tր0 V 0 (t, x) t = e u * (x) (1 + u 0 (0, x)) (4.118) also exists in H k−1 (T 1 ). Moreover, fixing ǫ > 0 and noting that λ 1 = α = b = 0 and κ can be taken to be arbitrary close to 1 by choosing R and |T 0 | sufficiently small, we conclude from Theorem 3. for all u ∈ W s1,p (Σ) and v ∈ W s2,p (Σ).
Theorem A.4. [Moser's estimates] Suppose 1 ≤ p ≤ ∞, s ∈ Z ≥1 , 0 ≤ k ≤ s, and f ∈ C s (U ), where U is open and bounded in R and contains 0, and f (0) = 0. Then for all u ∈ W s1,p (Σ).
Appendix B. Conformal Transformations
In this section, we recall a number of formulas that govern the transformation laws for geometric objects under a conformal transformation that will be needed for our applications to wave equations. Under a conformal transformation of the formg µν = Ω 2 g µν , (B.1) the Levi-Civita connection∇ µ and ∇ µ ofg µν and g µν , respectively, are related bỹ must satisfy the conformal system of wave equations given by
Specializing to source termsf K that are quadratic in the derivatives, that is, of the form
a short calculation using (B.1) and (B.5) shows that the corresponding conformal source f K , defined by (B.7), is given by
(B.9)
