A cohomological Conley index for maps on metric spaces  by Mrozek, Marian & Rybakowski, Krzysztof P
JOURNAL OF DIFFERENTIAL EQUATIONS 9, 143-171 (1991) 
A Cohomological Conley Index for 
Maps on Metric Spaces 
MARIAN MROZEK 
Uniwersytet Jagielloriski, Katedra Informatyki, 
ul. Kopernika 27, 31-501 Krakdw, Poland 
AND 
KRZYSZTOF P. RYBAKOWSKI 
Albert-Ludwigs-Universitiit, Institut ftir Angewandte Mathematik, 
Hermann-Herder-Strafle 10, 7800 Freiburg, West Germany 
Received August 21, 1989; revised February 20, 1990 
We define a cohomological Conley index of an isolated invariant set of a time- 
discrete semidynamical system on a metric space. We prove the homotopy 
invariance and the additivity properties of the index. For applications to time- 
periodic parabolic partial differential equations (PDEs) the reader is referred to 
the authors’ paper: Nontrivial full bounded solutions of time-periodic semilinear 
parabolic PDEs (Proc. Roy. Sot. Edinburgh, to appear). 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
The problem of the construction of a time-discrete analogue of the 
Conley’s homotopy index was posed by Conley in his book [ 11. A positive 
solution was recently given by Robbin and Salamon [S] and, inde- 
pendently, by the first author [3]. In the approach of [S] a diffeo- 
morphism on a smooth compact manifold is considered and the index is a 
shape invariant. Both smoothness and bijectivity are essential when dealing 
with this index. The index in [3] is defined for homeomorphisms of locally 
compact metric spaces. It is an algebraic invariant, which, although not as 
general as the index of Robbin and Salamon, still seems general enough for 
most applications. Moreover, the index defined in [3] has the advantage 
that the construction goes along lines similar to those in Conley’s original 
theory and this similarity suggests ome further developments of the theory 
as well as certain applications in the time-discrete case. 
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In the papers [7,8] and in the book [6] the second author extended 
Conley’s theory to semiflows on non-necessarily locally compact metric 
spaces. 
The purpose of this paper is to show how the ideas from [b8] can be 
used to make an extension of the theory from [3] to non-necessarily 
injective maps on a non-necessarily locally compact metric space. This 
generalization is important because it permits direct applications to maps 
f: X-+ X, where X is a Banach space. In fact, if f is, e.g., the Poincare map 
generated by some time-periodic process 4 on X, then the index presented 
here gives new existence results for full bounded solutions of 4. Results of 
this type for processes defined by semilinear time-periodic parabolic partial 
differential equations (PDEs) are given in [4]. 
Let z be the semiflow generated by some system of ordinary differential 
equations (ODES) or (parabolic) PDEs, and N be an admissible isolating 
neighborhood of an isolated invariant set K of rc. Then for any “good” dis- 
cretization f,, of 7c with a sufficiently small mesh-size IhI, the set N is an 
(admissible) isolating neighborhood of an isolated invariant set Kh of fh 
and the Conley index C(K,,, f,,) coincides with cohomological Conley index 
of (rc, K). This was rigorously proved in [lo] for consistent discretizations 
of ODES, but a similar statement should also hold for various discretizations 
of PDEs. As a consequence of this there is a possibility of using numerical 
approximations to compute the Conley index for differential equations. Of 
course a lot of work remains to be done in this direction. 
This paper is organized as follows. The second section contains some 
premilinaries and a brief description of the Leray functor and its properties. 
In Section 3 we introduce admissible sets and Liapunov pairs. Index pairs 
are defined and their existence is proved in Section 4. In the last four sec- 
tions, we construct the index, prove that it has the homotopy invariance 
and the additivity properties, and compute the index of 0 for a linear 
hyperbolic map on a Banach space. 
2. PRELIMINARIES 
BY R, R,, Q, Z, Z,, Z-9 and N we will denote the sets of reals, 
non-negative reals, rationals, integers, non-negative integers, non-positive 
integers, and natural numbers, respectively. For a topological space X and 
A c X we write int, A, cl, A, and bd, A for the interior, the closure, and 
the boundary of A in X, respectively, dropping the subscript if X is clear 
from the context. 
We will often une single capital letters, e.g., P, to denote pairs of spaces 
and add subscripts to denote the components of the pairs: Pi is the ith 
component of P. The notation used for spaces will be extended in a natural 
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way to pairs of spaces. Thus if P, Q are pairs of subspaces of a topological 
space X and f: X-t X is a mapping then f(P) = (f(P,), f(P2)). PC Q 
means Pit Qi for i= 1,2, int P is the pair (int PI, int Pz), etc. We will also 
identify a single space X with the pair (X, a). 
We define the Cartesian product of pairs P, Q by 
PxQ:=(P,xQ,,P,xQ,uP,xQl,. 
By a map f: P + Q of pairs P, Q we mean a continuous mapping 
f: P, + Q, such that f(P2) c Q2. 
Note that the identity map id : P, 3 x H x E P, can be regarded as a map 
id : P + P of the pair P = (P, , PJ into itself. 
If R and S are pairs such that R c P, S c Q and f: P, -+ Q1 is such that 
f(R) c S then one can consider the map 
which maps R, into SZ. This map will be called the contraction off to the 
pair of pairs (R, S) and will be denoted by fR,s. 
If R, S are pairs such that R c S then i,,, will stand for the contraction 
of the identity id : S + S to the pair of pairs (R, S). i,,, is called the 
inclusion of R into S. 
The symbol L? denotes the category of graded vector spaces over Q and 
linear maps of degree zero. If E, FE 8 then b(E, F) stands for the set of all 
morphisms from E to F in 8. Thus if E, FE I and 4 E d(E, F) then 
E= {En}, F= {F,} and 4= {A}, w h ere E,, F, are vector spaces over Q 
and #,,: E,, + F,, are linear maps. 
For E’, E* E 8 the product of E’ and E2 will be denoted by E’ x E*. If 
E’, F’E d and #E CP(E’, F’) for i= 1,2 then 4’ x 4’ will denote the product 
of the maps 4’ and 4’. 
The Alexander-Spanier cohomology theory with rational coefficients will 
be regarded as a functor H*: Top, + 8, where Top, is the category of 
topological pairs. If g: P + Q is a map of pairs, then we write g* = H*(g). 
If P, Q are pairs with P c Q then the inclusion i,, is called an excision 
if the sets P,, P2, Q,, and Q2 are closed and P, \P2 = Q1 \Q2. Recall that 
if i,, is an excision then i:,e is an isomorphism by the strong excision 
property of the Alexander-Spanier cohomology theory (see [9]). 
The category dE of graded vector spaces with a distinguished 
endomorphism is defined as follows. The objects of BE are all pairs (E, e), 
where E E d and e E B(E, E) is an endomorphism. A morphism from 
(E, e) E bE to (F, f) E bE is a map 4 E b(E, F) making the following 
diagram commutative. 
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E’E 
4 
I I 
4 (1) 
F-F f 
We then write $ : (E, e) + (F, f). 
We define the categories b&Z and &I to be the full subcategories of bE 
consisting of graded vector spaces with a distinghuished mono- and 
isomorphism, respectively. 
The zero object of bE (or briefly zero) is the object (E, e) E bE such that 
E,, = 0 and e, = 0 for all n. It will be denoted by 0. 
We will regard the category d as a subcategory of bZ using the natural 
functorial embedding 
EH(E,id), 4~4. 
Thus we can write 
dc&ZcbMcQE. 
Let us briefly recall the construction of the Leruy functor (see [3] for 
details). 
For (F, f) E bE define 
gker(f) := U {f-“(O) 1 nEN) 
and put 
LMV’, f) := Wgker(f), f’) E bM (2) 
where 
(3) 
f’: F/&er(f) 3 [xl - IIf E WMf) 
is the induced endomorphism. 
Let q5 : (E, e) + (F, f) be a morphism. Put 
LM(qS) := C$‘, 
where 
4’: E/gker(e) + F/gker(f) 
is the induced morphism. It is easily verified that (2) and (3) define a 
covariant functor 
LM:bE+bM. 
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For (F, f) E &A4 define 
gidf) := n {f”(F) I EN). 
The contraction 
f” : gim(f) 3 x H f(x) E gim(f) 
is an isomorphism. Put 
LZ(F, f) := (gim(f), f”) E 81. (4) 
For (I?, e), (F, f) E IA4 and 4: (E, e) + (F, f) denote by 4” the contraction 
qY : gim(e) 3 x H 4(x) E gim(f). 
Then (4) together with 
define a covariant functor 
The functor 
defined as 
is called the Leray finctor. 
L=LIoLM 
PROPOSITION 2.1. Zf (E, e)E&Z then L(E, e)= (E, e). Zf (E, e), 
(F, f) E bZ and 4: (E, e) + (F, f) then L(4) = 4. 
Note that if (E, e) E dE then e can be interpreted both as the dis- 
tinguished morphism in (E, e) and as the morphism e : (E, e) + (E, e). 
Consequently L(e) can be interpreted both as the distinguished morphism 
in L(E, e) and as the morphism L(e) : L(E, e) + L(E, e). 
DEFINITION 2.2. (E, e) and (F,~)E bE are said to be linked by 
q5 E 6(E, F) and tj E b(F, E) if the following diagram commutes: 
E’E 
F-F 
f 
The main property of the Leray functor is the following 
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THEOREM 2.3 (See [3]). Assume that (E, e) and (f’,f)~bE are linked 
by 4 E b(E, F) and + E B(F, E). 
Then L(d) and L(II/) are isomorphisms. In particular, L(E, e) and L(F, f) 
are isomorphic. 
We end this section with the following two simple propositions. 
PROPOSITION 2.4. The product of (E, e) and (F, f) E bE (resp. E bZ) in 
the category dE (resp. &‘Z) is given by 
(E,e)x(F,f)=(ExF,exf). 
Moreover, 
L((E, e) x (6 f)) = L(E, e) x W, f). 
PROPOSITION 2.5. L(0) = 0. 
3. ADMISSIBILITY AND LIAPUNOV PAIRS 
Let (X, p) denote a fixed metric space. By a discrete semidynamical 
system on X we mean a continuous map f: X + X. 
If J is an interval in Z then a map CT : J-P X is called a solution off if 
f(a(i- 1)) = a(i) (5) 
whenever i - 1, i E J. If 0 E J and a(O) = x then Q is called a solution through 
x. A solution defined on J= Z is called a full solution. 
For a given set N c X the sets 
Inv+N:=(xEX)f’(x)ENforallifzZ+} 
InvN:={xEXI thereisasolutiona:ZP +NoffthroughxJ 
InvN:=Inv+NnInv-N 
are called, respectively, the positively invariant, negatively invariant, and 
invariant part of N (relative to f ). 
DEFINITION 3.1. A set A is called invariant (relative to f) if Inv A = A. 
Similarly, A is called positively invariant (resp. negatively invariant) 
(relative to f) if Inv+ A = A (resp. Inv- A = A). 
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PROPOSITION 3.2. 
AcBimpliesInvAcInvB,Inv+AcInv+B,Inv-AcInv-B, (6) 
Inv(InvA)=A,Inv+(Inv+A)=A,Inv-(Inv-A)=A. (7) 
As a consequence of (7) we obtain the following 
PROPOSITION 3.3. For every A c X, Inv A is invariant. It is the largest 
invariant subset of A. 
We will say that a closed set NC X is admissible if for every pair of 
sequences (x,In~N}cNand {m,\nEN}cZ+ such that 
{f’(x,)I l<i<m,}ciVforalln and m,+co (8) 
it follows that the sequence of endponts {f mn(x,) 1 n E N} has a convergent 
subsequence. 
Obviously, a compact set is admissible. 
PROPOSITION 3.4. If M, N are closed, MC N and N is admissible, then so 
is M. 
LEMMA 3.5. Suppose M is admissible and there exist sequences 
(x,InEN}cMand {I,InEN}cZ+, Z,,+co such that {fi(x,)Il<i<ln} 
c M for all n. 
Then Inv M # a. 
Proof We can assume, without loss of generality, that I, is even and 
nonzero for all n. Set d(n) = 1,/2 and yn = fd(“)(x,). By the admissibility of 
M the sequene { yn I n EN} has a convergent subsequence, hence we can 
assume that y, + y E M. Fix k E Z + . Then for large n E N, f”( y,) E M and 
so fk(y)EM. Since kEZ+ is arbitrary, we obtain y E Inv+ M. Put 
a(O) := y and z, = fd(“-‘(x,). 
Again the admissibility of M implies. that the sequence {z, I n E N} has 
a convergent subsequence, hence we can assume that z, +zEM. Put 
a( - 1) :=z. Since f(z,) = yn we obtain by continuity f(a( - 1)) =0(O). 
Now the usual diagonal procedure yields a solution 6: Z _ + M of f 
through y, This shows that y E Inv- M and completes the proof. 4 
Using the arguments from the proof of the last lemma it is easy to 
establish the following. 
PROPOSITION 3.6. Zf N is admissible then Inv- N and Inv N are compact. 
Zf {x, I n EN} and (m, I n EN} satisfy (8) then every cluster point of 
{ f”“(x,) 1 n E N} belongs to Inv- N. 
Let A c X and 4, I+G : A + R + be arbitrary functions. 
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DEFINITION 3.7. The pair (4, y) is called a semi-Liupunou pair on A if 
the following conditions hold: 
(1) 4 and y are upper-semicontinuous, 
(2) Inv-A c +P’(0), Inv+ A c y-‘(O), 
(3) XE A nf-‘(A) implies U(x)) G&X), U(x)) a?(x) and the 
inequalities are strict unless both sides are zero, 
(4) for every open neighborhood U of Inv A there exists an s>O 
such that 
Cl{XEA ) (b(X)<&, y(x)<&} c u. (9) 
DEFINITION 3.8. The pair (4, y) is called a Liapunoo pair on A if the 
following conditions hold: 
(1) 4 and y are continuous, 
(2) Inv-A c b-‘(O), Inv+ A c y-‘(O), 
(3) XE A nf-‘(A) implies #(f(x)) 6 4(x), y(f(x)) > y(x) and the 
inequalities are strict unless both sides are zero, 
(4) if {xn 1 nEN)cA is such that #(x,)-+0 then {x,, 1 nEN} has a 
convergent subsequence. 
Note that these concepts differ slightly from Liapunov pairs considered 
in [2]. 
The following proposition implies that every Liapunov pair on a closed 
set N is a semi-Liapunov pair on N. 
PROPOSITION 3.9. Assume (4, y) is a Liapunov pair on a closed set N. If 
U is an open neighborhood of Inv N then there exists an E > 0 such that 
{x~Nl~(x)~~,y(x)~~}~U. (10) 
Proof Suppose (10) is not satisfied. Then there exists a sequence 
{x,~n~N}cNsuchthat~(x,)-tO,y(x,)-+O,x,~Uforalln. 
By property 4 of Liapunov pairs we can assume x, --f x E N. Then 4(x) = 
0=7(x) and x4 U. However, XE#-‘(O)ny-‘(0) implies x~Inv NC U, a 
contradiction. 1 
PROPOSITION 3.10. Assume that YC X is positively invariant, NC X is 
admissible and (4, y ) is a Liapunov pair on N. If M t N n Y then ($ I M, y I M) 
is a Liapunov pair on M relative to f I y. 
Let K be an invariant set. If there exists an admissible neighborhood N 
of K such that K is the largest invariant set in N, then K is called an 
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isolated invariant set and N is said to be an (admissible) isolating 
neighborhood of K. 
‘Note that the empty set is trivially an isolated invariant set, being an 
admissible isolating neighborhood of itself. 
THEOREM 3.11. Let K be an isolated invariant set. Then the following 
statements hold: 
(1) For every open neighborhood U of K such that cl U is an 
admissible isolating neighborhood of K there exists a semi-Liapunov pair 
on U. 
(2) There exists an admissible isolating neighborhood N of K which 
admits a Liapunov pair on N. 
Proof For a subset A c X define the function wA : A + R + u { cc } as 
WA(X) = 
cc iff’(x)EAforalliEZ+, 
max(nEZ+ (f’(x)EAfor l<i<n}, otherwise. 
Let K be an isolated invariant set and U be open such that cl U is an 
admissible isolating neighborhood of K. 
Define the following functions (setting p(x, 0) = 1): 
G,: X3x H p(x, Inv U)/(p(x, Inv U) + p(x, X\U)) 
yU: U3xHinf{G,(f”(x))/(n+ 1) I n~Z+,ndw,(x)} 
F,:X3xHmin(l,p(x,Inv-NubdN)) 
~~:N~x~sup{(2n+l)F~(f”(x))/(n+l)~n~Z+,n~0~(~)}. 
It was proved in [2] (see [6] for the time-continuous case) that 4 := +4NI “,
y := yU are upper semi-continuous, satisfy (9) and 
4(x) ’ 0 implies d(f(x)) <4(x), (11) 
Y(X) ’ 0 implies y(f(x)) > y(x). (12) 
We will show that 
xEInv U implies d(x) = 0. (13) 
To this end take n E Z + , n d wN(x). Then f”(x) E Inv- U c Inv-N and so 
FN(fn(x)) = 0. This shows that 4(x) = 0. 
Assume y(x) >O. Since G, is bounded, it follows that o”(x) < co and 
x 4 Inv+ U. Thus Inv+ N c y-‘(O) and property (2) of semi-Liapunov pairs 
is proved. 
505/w/1-11 
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Now assume that XE Unf-‘( U) and d(x) > 0. Then d(f(x)) <d(x) by 
(11). If 4(x)=0 then FN(f(x))=O for 1~ ido,( Hence also 
FN(fi(f(x)))=O for 1 <i<oN(f(x)) and b(f(x)) =O. If y(x)>0 then 
y(f(x)) > y(x) by (12). Suppose y(x) =O. We claim that XE Inv+ U. If 
not, then oU(x) < cc and so for some FEZ,, n <o,(x), we have 
G,(S(x)) = 0. This means that ~“(x)E Inv U, a contradiction. Hence 
x~Inv+ U, f(x) E Inv+ U, and y(f(x)) = 0. This shows property (3) of 
semi-Liapunov pairs and proves the first part of our theorem. 
To prove the second part note that, by results in [3], there exist open 
neighborhoods U’, V of K such that VC U’, N’ := cl U’ is admissible and 
the functions tiNS (y, yUC( V are continuous and satisfy (11) and (12). Take 
a closed neighborhood M c V of K and set 4’ := dNS 1 M, y’ := yU. 1 M. Then 
it follows as before that 4’ and y’ satisfy properties (lk(3) of Liapunov 
pairs. It remains to show property (4). To this end, take {xn> c M such 
that c$‘(x,) -+ 0. Then p(x,, Inv ~ N’ u bd N’) + 0. However, p(x,, bd N’) 2 
p( V, bd N’) > 0, so p(xn, Inv- N’) + 0. Now the compactness of Inv N’ 
proves property (4). The proof is complete. 1 
4. INDEX PAIRS AND INDEX MAPS 
In the sequal, unless specified otherwise, K will be an isolated invariant 
set and N will be an admissible isolating neighborhood of K. Note that this 
implies, in particular, that K is compact. 
DEFINITION 4.1. A c N is called positively invariant with respect to N (or 
N-positioely invariant) if 
A nf-‘(N)cf-‘(A) 
or, equivalently, 
f(A)n NC A. 
DEFINITION 4.2. The pair P = (P,, P2) of closed subsets of N is called 
an index pair of K in N (with respect to f) if the following conditions are 
satisfied: 
(1) P, , P, are N-positively invariant, 
(2) Kc WP, \PJ, 
(3) cl(P1\P2)~int Nnf-‘(int N). 
The family of all index pairs in N will be denoted by IP(N, f) or simply 
by IP(N) if f is clear from the context. 
An easy topological argument proves the following. 
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PROPOSITION 4.3. ( 1) P, Q E ZP(N) implies P n Q E ZP(N), 
(2) XEP~ andf(x)$NimpliesxEP,. 
THEOREM 4.4. Let N’ be an admissible isolating neighborhood of K such 
that 
Nc int N’ nf-‘(int N’). (14) 
Then for every open WI K there exists P E ZP(N) such that cl(P, \P2) c W. 
Proof Let U := int N’. Then cl UC N’, so cl U is admissible by 
Proposition 3.4. Theorem 3.11 implies that there is a semi-Liapunov pair 
(4, y) on U. Choose E > 0 such that 
c~{xEUI~(X)<E,Y(X)<E}C WnintNnf-‘(intN) 
and put 
Then P,, P, c N, P, is closed and P, is closed as y is upper-semi- 
continuous. In order to prove that P, is N-positively invariant take 
x E P, nf-‘(N). Then there exists a sequence {xn} c U such that 4(x,) < E, 
x, + x. Since x E N c U n f- ‘(U), it follows that x, E f-‘( U) for all large n. 
Hence ~(f(x,))<~(x,)<s and f(x)=limf(x,)ENncl(xEUI#(x)<s}, 
which implies x E f -‘(PI). 
Now take x E P, n f -l(N). Since P, c P, we have f(x) E P, c Nc U and 
y( f (x)) B y(x) 2 E, which proves that x E f -I( P2). 
Now observe that 
However, the upper semi-continuity of 4, y implies that 
is open so Kc int P, \P2. Similarly, {x E U 1 y(x) < E} open implies 
cl(x~U(~(x)~~}n{x~U~~(x)~~}~c1{x~U~~(~)<~,~(x)ce}, 
so we obtain 
cl(P,\P,)cNncl{x~ U I &x)<E, y(x)<&} c Wnint Nnf-‘(int N). 
This shows that P := (PI, P2) E IP(N) and cl(P, \P2) c W. 1 
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PROPOSITION 4.5. Let (4, y) be a Liapunov pair on N, ~1, n > 0 and 
P, := (xENI c,~(x)<M}, P,:= {xENI ~(x)<c~,Y(x)>v}. 
Then P := (P,, P2) E ZP(N) if and only if P satisfies (3) of Definition 4.2. 
Proof Observe that P,, P, are closed subsets of N and 
Kc&'(0)nypl(O)c {xENI ~(x)<a,y(x)<~}cint(P,\P,). 
Moreover, the definition of Liapunov pairs implies that P, and P, are 
N-positively invariant. Hence P satisfies all properties of an index pair 
except, possibly, property (3). 1 
For P E IP(N) put 
S(P):=S,(P):=(P,uclf(P,), P*uclf(P*)), 
T(P)G := T,,,(P) := (P, u (X\int N), P, u (X\int N)). 
PROPOSITION 4.6. Assume P E PI(N). Then 
f(P) = S(P) = T(P). (15) 
Moreover, the inclusions ip,sCp,, i,, T(P) are excisions, so they induce 
isomorphisms in the Alexander-Spanier cohomology. 
Proof Assume x E Pi, f(x) $ Pi. Then by Definition 4.2 f(x) # N and by 
Proposition 4.3 x E P,, i.e., f(x) E f (Pz) c Pi u cl f (P2), This proves the 
first inclusion in (15). To prove the second inclusion observe that by the 
N-positive invariance of P, we have f(P,) c P, u (X\N) c P2 u (X\int N) 
and consequently 
This proves (15). 
cl f(P,) c P, u (X\int N) (16) 
Now it follows from (16) that 
Hence we obtain 
(P,uclf(P*))\(P,"clf(P*))=(P,\P,)\clf(P*)=P,\P, 
T(P,)\T(P,)=(P,\P,)nint N= P,\P,. 
The lemma is proved. 1 
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(15) shows that the contraction of S to the pair of pairs (P, T(P)) is well 
defined. Introduce the notation 
By Proposition 4.6, H*(i,,) is an isomorphism, so we can make the 
following 
DEFINITION 4.7. The endomorphism H*(f,)oH*(i,)-’ of H*(P) is 
called the index map associated with the index pair P and is denoted by I,. 
Remark. Index maps were first considered in [2]. 
Suppose K,, K2 are isolated invariant sets, N1, Nz are admissible 
isolating neighborhoods of K, , K2, respectively, and P E IP(N,), Q E IP(N,) 
are index pairs. 
We say that a continuous map h : X + X is an f-map of P, Q if h(P) c Q, 
h( T( P)) c T(Q) and the following diagram commutes: 
PA T(P) 
“p.Q 
I I 
hw,w) 
Q- fQ T(Q) 
PROPOSITION 4.8. Let f be fixed. Index pairs (as objects) and f-maps (as 
morphisms) constitute a category (in the obvious way). The assignment 
p - w*w, ZP), hi+ H*th,,) 
defines a contravariant functor from this category to IE. 
We will denote this functor by EIH* and the composite functor L 0 E,.H* 
by LEfH*. The latter functor is called the Leray reduction of the 
Alexander-Spanier cohomology. 
The following delinition will be important in the construction of the 
cohomological index. 
DEFINITION 4.9. Assume P, Q E IP(N). P is said to be related to Q if 
PcQ and (Q,, P,)EIP(N). 
PROPOSITION 4.10. P is related to Q if and only if P c Q and 
cl(Ql\P,) c int Nn f -‘(int N). 
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5. THE COHOMOLOGICAL CONLEY INDEX 
Let A, B be closed, A c B and A be B-positively invariant. Define the set 
G(A):=G,(A):=Au(f-‘(A)nB). 
The properties of the set G(A) are summarized in the following easy 
PROPOSITION 5.1. ( 1) G(A) is closed and if A is positively invariant with 
respect to some N c X then so is G(A). 
(2) AcG(A)cB, 
(3) f(G(A))nBcA. 
Note that, by (1) and (2), G = GB can be regarded as a map from the 
family of all closed B-positively invariant subsets of B into itself. In 
particular, for all n E N the n th iterate G”(A) of G at A is defined. 
LEMMA 5.2. 
G”(A)=Au fi (Bnf-‘(B)n ... nf-‘+‘(B)nf-‘(A)) (17) 
i= 1 
if (B\A) cf-‘(B) then B\G”(A) c fj f-‘(B\A). 
r=l 
(18) 
Proof: Property (17) follows from the definition of G by an easy 
induction argument. 
In order to prove (18) take XE B\G”(A) and put 
p :=min({i=O, . . . . nlf’(x)~A}u(n+l}), 
q :=max{i=O, . . . . p Ifj(x)~BforO<jdi}. 
If q< p then f”(x) E B\A cf-‘(B) and so fq+‘(x)e B, a contradiction. 
Thus q = p. It follows that 
xEBnf-‘(B)n ... nf-“‘l(B). 
Suppose p < n + 1. Then f”(x) E A. On the other hand, (17) implies that 
x#Bnf-‘(B)n . . nf-P+l(B)nf-P(A). 
Thus f”(x) 6 A, a contradiction. Hence p = n + 1 and thus f’(x) E B\A for 
i= 1 , . . . . n, which proves (18). 1 
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LEMMA 5.3. Assume that B is admissible, Inv cl(B\A) = 0 and 
B\A cf-‘(B). 
Then there exists an n E N such that G”(A) = B. 
Proof. Assume the contrary. Then B# G”(A) for all n E N and since 
G”(A) c B, there exists a sequence {x,} c N such that x, E B\G”(A). Hence 
we obtain from (18) that 
f(x,) E B\A c cl(B\A) for i= 1, . . . . n. 
Since by Proposition 3.4 cl(B\A) c B is admissible, we obtain from 
Lemma 3.5 that Inv cl(B\A) # 0, a contradiction which proves our 
assertion. 1 
If P, Q E IP(N), P c Q and Pi is Q,-positively invariant then set 
G(P) := GpU’) := (Gp,V’l), G,,(P,)). 
LEMMA 5.4. Zf P, Q E ZP(N) and P is related to Q then 
(1) W’)~ZWh 
(2) P is related to G(P), G(P) is related to Q, 
(3) f(W’))nQcp. 
ProoJ Let Ri := G,,(P,) for i = 1, 2. It follows from Proposition 5.1 
that R,, R2 are closed and N-positively invariant. Put R := (R,, R2). Then 
PcRcQ and 
Kcint(P,\P,) nint(Q,\Q2)=int(P,\Q,)cint(R,\R,) 
and 
cl(R,\R,)ccl(Q,\P,)cint Nnf-‘(int N). 
The last inclusion follows from Proposition 4.10. Hence we have proved 
that R E IP(N). We also have 
cl(R,\P,)ccl(Q,\P,)~intNnf-‘(int N), 
cl(Q,\R,)ccl(Qi\P,)Cint Nnf-‘(int N). 
This proves (2). Part (3) follows from part (3) of Proposition 5.1. 1 
LEMMA 5.5. Suppose ZP( N) # 0 and choose some P E ZP( N). Then there 
exists an isolating neighborhood MC int N n f -‘(int N) of K and 
P’ E ZP(N), Q E ZP(M), Q c P’ such that LE,H*(i,,) is an isomorphism. 
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Proof: Choose a closed set M c int NnS-‘(int N) such that 
cl(P,\P,)cint M. We will show that there exists kczN for which 
P, nf-l(N) n . . . nf-k(N) c int M. (19) 
If this is not true then there exists a sequence {x,} c P, such that 
f’(x,) E N for i = 0, . . . . n and x, 4 int M. It follows that X, E P, and by the 
N-positive invariance of P, we obtain fi(xn) E P, for i = 0, . . . . n. 
Now Lemma 3.5 implies that 
@#InvP,cInvNcP,\P,, 
a contradiction. Thus we can choose kEN such that (19) is satisfied. Put 
R, := G”p; ‘(PI). 
It follows from Proposition 5.1 that R, is closed and N-positively invariant. 
From Lemma 5.2 and (19) we obtain 
( 
k+l 
) 
k+l 
cl(P,\R,) c cl P, n n fmi(P,\P,) c P, n n f-‘(N) 
i=l i=l 
= P, n fj f-‘(N)nf-’ 
i=l ( 
P, n fi f-‘(N) 
i=l ) 
c int Mn f -‘(int M). 
We will show that Kn R, = a. In fact, if x E Kn R2 then it follows from 
(17) that f’(x) E P, for some i= 0, . . . . k + 1. Obviously f’(x) E K, so 
Kn P2 # 0, which contradicts Kc P, \P2. Thus Kn R, = /zl and we have 
Kc(int P,)\R,cint(P,\R,). (20) 
This shows that P’ := (PI, R,) E IP(N). Put Q, := P, n M, Q2 := R2 n M. 
Then Q,, Q2 are closed and M-positively invariant. Moreover, 
Q,\Q,=(P,\R,)nM=P,\R,, (21) 
hence 
cl(Qi \Qz) = cl(P, \R2) c int Mn f -‘(int M) 
and 
Kc int(P, \R2) = int(Qi \Q2). 
This shows that Q := (Q,, Q2)~ IP(M) and LE,JS*(iQ,p) is an 
isomorphism, because i, p is an excision by (21). 1 
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THEOREM 5.6. Assume that P, Q E ZP(N), PC Q. Then the inclusion 
1: P+ Q induces an isomorphism LEfH*(z): LE,-H*(Q) + LE/H*(P). 
Proof: The proof consists of three steps. 
Step 1. In this step we assume the following two additional assump- 
tions 
(1) P is related to Q, 
(2) f(Q) c T,(P). 
Condition (2) enables us to define the mappings 
fQp: Q~x~.~(x,~ T,(P) 
and 
Z Qp := H*(f,,) 0 H*(i,)-‘. 
We have the following commutative diagram, in which vertical arrows 
denote inclusions: 
Applying H* to the above diagram and removing H*( T,(P)), H*( TN(Q)) 
we obtain the following commutative diagram 
which shows that EfH*(P) = (H*(P), Zp) and E,H*(Q) = (H*(Q), Ze) are 
linked. Theoem 2.3 implies that LEfH*(l) is an isomorphism. 
Step 2. Now we assume only condition (1) of Step 1. We have 
Invcl(Q,\P,)ccl(Q,\P,)nInv Nccl(N\P,)nint P, =@, 
thus Inv cl(Qi \P1) = 0. Similarly 
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thus Inv cl( Qz\P,) = 0. Moreover, 
Q,\P, = QI\P~c~-'(Q,), 
Q,\P, c QI\Pz cf-'(QA 
and so 
since P is related to Q and Q,, Q, are N-positively invariant. 
Thus we can apply Lemma 5.3 twice to find n E N such that G"(P) = Q. 
Put Qi := G'(P). Then an induction argument based on Lemma 5.4 shows 
that { Qi 1 i= 0, . . . . n} is a sequence of index pairs in N such that Q” = P, 
Q” = Q and Qi is related to Qi’ ‘, f( Qi+ ‘) n Q c Qi. The latter property 
together with the N-positive invariance of Qf”, Q’,” implies 
f(Qi”)c(f(Qi”)nQ)u(f(Qi+‘)\Q)cQiu(x\intN)cT,(Qi). 
Let l,.: Qi + Qi+’ denote the inclusion. It follows from Step 1 applied to the 
index pairs Q’, Qi” that 
LE’H*(I,): LE,H*(Q’+‘) -4EfH*(Qi) 
is an isomorphism and consequently LE/H*(l) is an isomorphism as a 
superposition of isomorphisms. This completes the proof of Step 2. 
Step 3. No additional assumptions. Put R, := P, u Q2, R, := P, n Q2. 
Then R,, R, are closed, N-positively invariant and 
Kc int(P,\P,)nint(Ql\Qz) 
= WV1 n Q, )\(P2 u Q2)) = int(p, \R2) n intUG \Qd. 
We also have 
cl(P, \R,) c cl(P, \PJ c int N n f -‘(int N) 
cl(R,\Q,)ccl(Q,\Q,)cint Nnf-‘(int N). 
This shows that (PI, R,), (R,, QJ are index pairs in N. (Note that 
(R,, R,) need not be an index pair.) Consider the following commutative 
diagram of inclusions 
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Since Pi \R2 = Pl\Q2 = R, \Q,, it follows that z0 is an excision and thus I$ 
is an isomorphism which implies that L+Y*(z,) is an isomorphism. It is 
clear that (P,, P2) is related to (P,, R,) and (R,, Q2) is related to 
(Q i , Qz). Thus we can apply Step 2 to conclude that LE’H*(r I ) and 
LE+*(i,) are also isomorphisms. The commutativity of the above 
diagram implies that ,%$*(I) is an isomorphism. This proves Step 3 and 
concludes the proof of the theorem. 1 
COROLLARY 5.7. For any index pairs P and Q in N the objects 
LE,-H*(P) and LE/H*(Q) are isomorphic. 
Proof. Let R := P n Q. Then R E IP(N) and R c P, R c Q, so the above 
theorem implies that LEfH*(P) N LErH*(R) N LE,-H*(Q). 1 
THEOREM 5.8. Assume that f: X + X is continuous and K is an isolated 
invariant set with respect to f: Then for all admissible isolating neighborhoods 
N and M of K and all PEIP(N), QEIP(M) the objects LE,-H*(P) and 
LEfH*( Q) are isomorphic. 
Proof Step 1. Assume first that Mc N and there exists an admissible 
isolating neighborhood N’ of K such that (14) is satisfied. Using 
Theorem 4.4 choose R E IP( N) for which (RI \R2) c int M n f - ‘(int M). 
One can easily verify that R’ := (R, n M, R, n M) E IP(M). We also have 
(R, n M)\(R,n M) =Mn (R,\R,)= (R1\R2) so i,,,, is an excision and 
iiS,R is an isomorphism. Consequently 
LEfH*(i,,,,): LE,-H*(R) -+ LE,-H*(R’) 
is an isomorphism. The conclusion of the theorem now follows from 
Corollary 5.7. 
Step 2. Now let M and N be arbitrary. By Lemma 5.5 and Corollary 5.7 
we can choose admissible neighborhoods M’ and N’ of K such that M’ c 
N’cint Nnf-‘(int N) and index pairs Q’EIP(M’) 
P’ E IP(N’) such that LE,H*(P’) N LE,H*(P) and LErH*(Q’) N 
LEfH*(Q). But then M’ n N’ is also an admissible isolating neighborhood 
of K and by Theorem 4.4 there exists an R E IP(M’n N’). It follows 
from Step 1 that LErH*(P’) N LE,H*(R) N LErH*(Q’) and thus, from 
Corollary 5.7, LEfH*(P) N LEfH*(Q). 1 
COROLLARY 5.9. The Leray reduction of the Alexander-Spanier 
cohomology of an index pair of K depends only on K (up to an isomorphism). 
DEFINITION 5.10. The common value LEfH*(P) for all index pairs P of 
K will be called the Conley index of K and denoted by C(K, f) or simply 
by C(K). 
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Remark. The Conley index, as defined here, generalizes the corre- 
sponding concept introduced in [3] for homeomorphisms on locally 
compact spaces. Obviously C(K) is a graded vector space over Q with a 
distinguished endomorphism. The nth component of C(K) will be denoted 
by C,(K). Thus C(K) = {C,JK)}. 
The empty pair (121, /zr) is obviously an index pair of the empty set. Since 
H*(@, 0) = 0, we obtain from Proposition 2.5 the following important 
property of the Conley index: 
PROPOSITION 5.11. The Conley index of the empty set is zero. 
The reader who is familiar with [S] will note that if f is the time-one 
map of a semiflow 7c on X and K is an isolated invariant set of K having 
a n-admissible isolating neighborhood then there exists an pair P which is 
an index pair both for rc and for f: Moreover, fp is homotopic to i, via the 
semiflow n, so that I, is an identity. Consequently, we may identify C(K, f) 
with H*(P). 
Hence we obtain the following. 
THEOREM 5.12. The Alexander-Spanier cohomology of the homotopy 
index h(n, K) of an isolated invariant set relative to a semiflow 71 coincides 
with the cohomological Conley index C(K) relative to the corresponding 
time-one map. 
6. HOMOTOPY INVARIANCE OF THE INDEX 
In this section we study the behavior of the index under continuous 
deformation of the map. Let A denote a metric space and assume that for 
each A E A a mapping 
fn: X3XHf~(X)EX 
is given. 
We will say that { fA> is a continuous family of maps if the mapping 
f:nxx3(n,X)HfA(X)EX 
is continuous. 
If J is an arbitrary subset of A then we denote by fJ the map 
fJ:Jxx3(n,X)H(~,f~(X))EJXx 
We will identify the maps fn and f{ij. 
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Also, we will use the symbols 1 or J instead of fA and fJ in all cases in 
which the latter symbols appear as parameters. 
In the Propositions 6.1, 6.2, and Lemmas 6.3-6.5 we assume that J and 
,4 are intervals in R, JC /i, { fA 1 A E n } is a continuous family of maps, 
NC X is such that J x NC Jx X is admissible with respect to fJ on Jx X 
and, finally, (4, y) is a Liapunov pair for fJ on Jx N. 
One can easily verify the following. 
PROPOSITION 6.1. For eoery ,I E J the pair ($1, yn), where 
c$,:N~xH~(~,x)ER+, 
y,:Nsx~y(A,x)~R+, 
is a Liapunov pair for fA on N. 
PROPOSITION 6.2. Suppose p E J and M c N is an isolating neighborhood 
with respect to f,. Then there exists an interval J’ c J rontaining p such that 
M is an admissible isolating neighborhood with respect to al2 fn, I E J’. 
Proof Assume the contrary. Then there exist sequences pn+ p, 
(xn} c M such that x, E bd M n Inv(M, pL,). Then (pL,, x,) E Inv(J x N). 
However, by Proposition 3.6, the admissibility of Jx M implies that 
Inv(Jx M) is compact. So we can assume that (p,,, x,) + (p, X)E 
Inv( J x M). Then x E bd M n Inv(M, p), which contradicts the assumption 
that M is an isolating neighborhood with respect o f,,. 1 
LEMMA 6.3. Let tc, 1 E J, P E ZP(N, rc), Q E ZP(N, A), P c Q, and 
f,(P) c TN(Q) for all u E J. Then the diagram 
commutes, i.e., 
H*(ip,,): EAH*Q+ E,H*P 
is a morphism in the category bE. 
Proof Since f,(P) c TN(Q) for all p E J, the homotopy 
[0, l]xP3(t,x)+f(til+(l-t)rc,x)~Tu(Q) 
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shows that the diagram 
Pf”.p T,(P) 
I I 
Q,, T,(Q) 
in which vertical arrows denote inclusions is homotopy commutative. 
Hence we obtain the commutative diagram 
H*(P) L H*(T,(P)) L H*(P) 
I I I 
H*(Q) fT - H*(T,v(Q)) r *. Q ,; H*(Q) 
with vertical arrows induced by inclusions. This immediately implies the 
assertion. 1 
LEMMA 6.4. Assume p E J. Then for every E > 0 there exists a 6 E (0, E) 
and a neighborhood A of p in J such that for x E N and IC, I, v E A 
w, x) < 6 implies d(Ic, X) 6 E (22) 
&A, x) < 6, f(v, x) E N implies $(K, f(v, x))<E. (23) 
Proof: It is clearly sufficient to find 6i, A, for (22) and b2, A, for (23) 
independently of each other and then take 6 := min(b,, 6,), A := A, n A,. 
If (22) is not true then we can find sequences 1, + p, K,, + p and {x,,> c N 
such that #(A,, x,) < l/n and 4( K,, x,) 2s. Hence, by property (4) of 
Liapunov pairs, we can assume that x, + x E N. Then, passing to the limit, 
we obtain &, x) = 0 and d(p, x) 2 E, a contradiction. Similarly, if (23) is 
not satisfied then there exist sequences 1, -P p, K, -P p, v, + p and {x,} c N 
such that #(A,, x,)< l/n, f( v,, X,)E N and d(rc,, f(v,, x,))>E. Again we 
can assume that x, + XE N and, as before, we obtain #(p, x) =O, 
~P~,;;E NT and 4~ f (p, x)) > E. However, property (3) of Liapunov pairs 
d(P, f(PL, x)) = d(fJ(P9 x)) 6 4(/J, x) = 0, 
a contradiction. fi 
LEMMA 6.5. Assume p E J. Then for each k E N there exists an open inter- 
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val J,, c J containing p and for each I E JO and j E { 1, . . . . k} there is an index 
pair pj,A = tpj,A,l 3 Pj,1,2) E ZP(N, A) such that 
Pj,uc c pj+ 1.1 for jE { 1, . . . . k-l}andrc,AEJ,, (24) 
and the inclusion ij,K,n: Pj,K + Pj+ 1,1 induces a morphism 
ij?k, 1 : EAH*(Pj+ 1,1) + EtcH*(Pj,A)* 
ProoJ Put 
W:=int,.,(JxN)n(f,)-‘(int,,,(JxN)) 
= iJ (A} x (int, Nn (fA)-‘(intx N)). (25) 
It follows from Proposition 3.9 that we can find constants a, /I > 0 such that 
{(z,x)~JxN[ ~(~,x)<a,y(~,x)<fi}c W. (26) 
Choose ql, . . . . ylk E R satisfying 
We will show that there exists a constant a’ E (0, a) and a neighborhood 
J’cJofpsuchthatforeachl<i<k-landforallrc,1,vtzJ 
implies y( 1, x) < vi (27) 
and 
4(cl, x) G a’, ~(4 xl 2 45, f (v, xl E N 
implies y(K,f(v,x))2qi+,. 
(28) 
As in Lemma 6.4 it suffices to find a’ and J’ independently for (27) and 
(28). If (27) is not true then there exist sequences L,, + ,u, rc,, +p and 
(x,} c N such that for some j, 1 <j< k- 1, $(p, x,) < l/n, ~(Ic,,, x,) < 
qj+r, and r(&, x,)>qj. It follows from property (3) of Liapunov pairs 
that (x,} has a convergent subsequence, so, w.l.o.g., we may assume 
x, + XE iV. Passing to the limit, we thus obtain qj< r(p, x) < r,rj+ i, a 
contradiction. 
Similarly, if (28) does not hold then we can find sequences 1, + p, 
rcc,+p, v,--*p and {x,}cN such that for some j, l<j<k-1, 
4(~~x,)~l/n, Y(&,x,)~v~ f(v,,x,)EN and Y(Kn,f(vn,X,J)<vj+l~ 
Again, we may assume x, + x E N and, in the limit, we obtain qj < y(p, x), 
166 MROZEKANDRYBAKOWSKI 
.fh xl E N and Y(K fh x)) d q+ 1. However, property (3) of Liapunov 
pairs implies 
a contradiction. 
Now applying Lemma 6.4 k times we can find a sequence of numbers 
ai, . . . . ak satisfying 
O<a, < ... <ak<a’<a 
and a neighborhood J” c J’ of ~1 such that for all j, 1~ j < k - 1 and 
K, A, v E J” 
#(A X) G aj implies &K, x) < aj + 1 (29) 
4th X) G aj, ftv, X) E N implies d(fc, f(v, x)) < aj+ 1. (30) 
Choose an open interval J,, c J” containing ,D and for A E J, and 1 < j d k 
define 
pi A,1 := {xENI qb(l,x)<aj} 
pj. A,2 := {X EN I 4(A X) G aj, Y(k X) 2 II,} 
pj,l := tpj,A,13 pj,l,2). 
Now (dA, yA) is a Liapunov pair for fA on N and, by (25) and (26) 
cl(pj,,,l \pj,,l,2) c (X E N I 4tn9 x) G 4 Ytn, x) G 81 
c((l}xX)nW=intNnfA~‘(intN) 
so it follows from Proposition 4.5 that Pj,.n E IP(N, A). 
Properties (27) and (29) show that (24) is satisfied. Moreover, it follows 
from (28) and (30) that fv(Pj,,)cTN(Pj+,,,) for l<j<k-1 and 
K, I, v E Jo. We conclude from Lemma 6.3 that ijTK,r* is a morphism in a,??, 
and the proof is complete. m 
Let IS(X) denote the family of pairs (g, K), where g: X+ X is con- 
tinuous and K is an isolated invariant set with respect o g. 
DEFINITION 6.6. Let ,4 be a metric space and a: A + IS(X) be a map- 
ping. We shall write (fn, K,) := a(1). 
a is said to be IS-continuous if the following properties (1) and (2) hold: 
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(1) The mapping 
f:nxxEJ(n,X)Hf~(X)EX 
is continuous. 
(2) For every PE/~ there exists a neighborhood J of p in n and 
NC X such that Jx N is fradmissible and 
KA = Inv(N, n) 
for all 1 E A. 
The main result of this section in the following 
THEOREM 6.7. Zf A c R is an interval and a: A + IS(X) is continuous 
then C(K,) is independent of A E A. 
Proof: It is enough to show that C(K,) is locally constant. Fix PEA. 
Definition 6.6 implies that there is a neighborhood J of p and a closed sub- 
set N of X such that Jx N is an fJadmissible isolating neighborhood of 
R := Inv(Jx N, fJ). It follows from Theorem 3.11 that there is a closed 
neighborhood L of R in Jx X and a Liapunov pair (4, y) on L. 
Since {p} x K,, c R c int L, we can find an interval J’ c J containing ~1 
and a neighborhood N’ c N of K, such that J’ x N’ c int,., L c L. By 
Proposition 6.2 and the continuity of a we may assume that N’ is an isolating 
neighborhood of KA relative to fA for 1 E J’. Now, by Proposition 3.10, the 
restriction of (4, y) to J’ x N’ is a Liapunov pair relative to fJp. Hence 
applying Lemma 6.5 we obtain a neighborhood J,, c J’ of p such that for 
every 2~ JO there exist index pairs P(I), P’(1), Q(A), Q’(~)E IP(N, A) 
satisfying 
P(1) = P’(A) = Q(n) = Q’(l) 
and such that the following diagram of inclusion induced maps is com- 
mutative: 
E,H*(P’(I)) A 
I 
&Jf*(QW) 
io 
I 
i2 
&4ff*uw j - E,ff*(QV>) 
Applying the Leray functor to the above diagram we easily obtain using 
Theorem 5.6, that L(j) is an isomorphism. Hence 
C(K,) = LE,H*(P(p)) = LE,H*(Q’(A)) = C(K,). 
The theorem is proved. i 
505/90/l-12 
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7. THE ADDITIVITY PROPERTY 
Recall that for P E IP(N), Lemma 4.6 implies that there is a commutative 
diagram 
WU’H~ ,;,) 
H*(P) ‘r,‘H*(T(P)) 
in which the unmarked arrows indicate inclusion induced maps. This 
implies the following. 
PROPOSITION 7.1. For every P E ZP( N) 
This enables us to prove the following. 
THEOREM 7.2. Assume that an isolated invariant set K is a disjoint union 
of two isolated invariant sets K, and K2. Then 
C(K) = C(K,) x C(K,). 
Proof: Let Ui I> Ki, i = 1,2, be open and satisfy cl U, A cl U2 = 0. For 
i = 1,2 choose Ni to be an admissible neighborhood of Ki such that 
NiC Uifp(Ui). (31) 
Select index pairs P’ and P” of K, in N, and K, in N2, respectively. It is 
easy to verify that P := P’ u P” is an index pair of K in N := N, u N,. It 
follows from (31) that S(P’) n S(P”) = 0, so H*(S(P)) = H*(S(P’)) x 
H*(S(P”)). Obviously, H*(P) = H*(P’) x H*(P”) and, by Proposition 7.1, 
zP=f?,s(P)m+s(P))-’ 
= (f;r:,S(P', xf~,.,s(P"))o((i~,,s(p'))-l x Go,.,.+') 
= cfif:,s(p')o (ip*.,s(p'))-1) x (f~~.,scp~~," (i;~,s(p"))-l)=zp~ x I,... 
Thus (H*(P), Zp) = (H*(P’)), Zp.) x (H*(P”), Z,.). 
Now we obtain from Proposition 2.4 
C(K) = L(H*(P), Zp) = L(H*(P’), IF) x L(H*(P”), Zp.) = C(K,) x C(K,). 
The proof is complete. 1 
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8. HYPERBOLIC LINEAR MAPS 
In this final section we shall calculate the Conley index of hyperbolic 
linear maps on Banach spaces. 
THEOREM 8.1. Let X be a real Banach space and A E L(X, X). Assume 
that there is a topological direct sum decomposition X=X, OX, 0 X3 such 
that A(X,) c Xi for i = 1,2, 3. Let Ai be the restriction of A to Xi for 
i = 1,2, 3. Assume the following hypotheses: 
(1) k:=dim(X,@X,)<cc 
(2) W,)c(--co, -1) 
(3) 4h)+~Cl N>~,~#(-Q -1,). 
(4) 4W={~~CI 14-+ 
Under these assumptions, (0) is the largest bounded invariant set of A, the 
Conley index of (0) is defined and is given by 
for q +k 
YQ, (-1)‘id) for q=k. 
Here, I := dim X, and id is the identity function on Q. 
Proof Step 1. Using hypothesis (4) and well-known results from spec- 
tral theory we can assume, by passing to an equivalent norm if necessary, 
that there is a constant q, 0 < q < 1 such that 
Mull G 4 II4 forall UGX,. (32) 
Step 2. Let J= [0, 11. Using hypothesis (1) together with the real 
Jordan canonical form we can easily construct continuous maps 
B’: J -, L(X, X), i= 1,2 
satisfying: 
B’(O)=A,, B’(l)u= -2u for all u o X, 
B*(O) = A,, B*(l)u=2u for all u E X2 
a(B’(s)) c (- 00, - 1) for all s E J 
a(B*(s))c{kC( lA1>1,A$(-co, -l)} for all SE.T. 
Define B: J -+ L(X, X) by 
B(s)(u, + u2 + u3) = B’(s)&,) + B2(s)(uz) + Au, 
for uiE Xi, i= 1, 2, 3. 
(33) 
(34) 
(35) 
(36) 
(37) 
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Write B, = B(s). For every SE J, B, is expanding on X, OX, and 
contracting on X, (by (32), (35), and (36)). Therefore, (0) is the largest 
bounded invariant set of B,. Moreover, from (32) (37), and hypothesis (1 ), 
it is clear that every closed bounded set Nc X is Bradmissible. 
Consequently, the map 
J~s- (B,, (0)) 
is IS-continuous and so 
C(A, {O))=C(B,, {O})=C(B,, (0)). 
Thus we may assume that 
Au= -2u for all z4eX1 
Au=2u forall UEX*. 
Step 3. Define 
N= ((u,+U2+U3)EX=X10X*OX3 1 llUill <3} 
~I={h+%+%)~NI IlU,ll<l} 
P2={(u1+u2+u3)ENI Ilu,ll~lorllu,~l~l}. 
(38) 
(39) 
It follows from (32), (38), and (39) that P := (P,, P2) is an index pair in 
N. Let e,, . . . . e, be a basis of X, and e,, 1, . . . . ek be a basis of X,. Finally, 
let Bk and Sk be the closed unit ball and the unit sphere in Rk, respectively. 
Define the maps d: ( Bk, Sk) -+ ( Bk, Sk) and CI : ( Bk, Sk) + P by 
d(x)= 4x1, .a., XI, XI+, , . . . . xk) = (-Xl, . . . . -x/, +x1+, , . . . . + xk) 
k 
u(x)= C xie,. 
i=l 
It is clear that i, 0 CI 0 d is homotopic to A, 0 c1 so 
rx*oZp=d*ou*. (40) 
The homotopy and excision properties of Alexander-Spanier cohomology 
imply that tl* is an isomorphism. It is also easy to see that d* is an 
isomorphism and, in fact 
for q#k, 
for q=k. (41) 
Now (40), (41), Proposition 2.1, and the definition of the Conley index 
immediately imply the assertion of the theorem. 1 
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