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1. INTRODUCTION 
In this paper we deal with the Lienard system 
x’=y-F(x) 
Y’ = -g(x) 
(1.1) 
and give some sufficient conditions on F and g under which the system 
(1.1) has no non-constant periodic solutions. Several results on this 
problem are obtained in [l, 3,6, 10, 133. 
At first we give a brief account of the situation. It is clear that 
(a) if there exist no points where g(x) vanishes, then the system (1.1) 
has no critical points and hence it has no periodic solutions; 
(b) if g(x) is identically zero, then all the points on the curve 
y = F(x) are critical points and the system (1.1) has no non-constant 
periodic solutions. 
Our problem is difficult to be dealt with when the system (1.1) has an 
infinite number of critical points. The situation may be also serious even 
when the system (1.1) has a finite number of critical points. 
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We consider hereafter the case that the system ( 1.1) has only one critical 
point. Then we may assume that 
F(O)=g(O)=O 
without loss of generality and we have the following cases: 
(c) g(x)>0 or g(x)<0 if x#O; 
(d) xg(x)<O if x#O; 
(e) xg(x)>O if x#O. 
In the case (c) the system (1.1) has no periodic solutions except for the 
origin because the trajectories of solutions run away downward or upward 
in the Lienard plane. The case (d) implies that the origin is a saddle point 
and so the system (1.1) has no periodic solutions except for the origin. 
Therefore, we intend to discuss the case (e) and obtain some sufficient 
conditions for non-existence of periodic solutions of (1.1). 
In [2, 3, 123 the condition 
F(G-‘( -w))=F(G-‘(w)) for w>O (1.2) 
plays an important role for the origin to be a center for (1.1) (for the 
definition of G- ‘, see Section 2). This condition ensures that all the orbits 
of solutions of (1.1) have “deformed mirror symmetry” about the y-axis. 
Can we conclude that the system (1.1) has no periodic solutions, if the 
balance of this symmetricity is lost? For clarity of exposition it will be 
convenient to consider a system 
x’=y-ax 
(1.3) 
Y ’ ‘z-x 
Then the following diagram can be easily shown. 
the origin is a center for (1.3) 
(1.2)holds.a=0 
/ 
\ 
I 
there exists a non-trivial 
periodic solution of (1.3). 
In this case if a # 0, then the symmetricity of the orbits is lost and we have 
no periodic solutions of (1.3). 
226 SUGIE AND HARA 
From this point of view, it would be natural to expect that if (1.2) is not 
satisfied, then there exist no non-trivial periodic solutions of (1.1). We 
indeed show that the condition 
F(G-I(-w))#F(G-'(w)) for w>O 
implies the system (1.1) has no periodic solutions except for the origin 
(Theorems 3.1 and 3.2). We remark that in these theorems it does not 
matter whether the integral j; g(r) dt is divergent or not. In Section 4 we 
present a set of equivalent conditions under which the origin is a local 
center for (1.1) (Theorem 4.1) by use of Theorem 3.2. 
2. NOTATION AND LEMMAS 
Consider the Litnard system 
x’=y-F(x) 
y‘= -g(x), 
(E) 
where F(x) and g(.u) are continuous functions on R satisfying 
F(0) = 0 and xg(x) ’ 0 if x # 0. (2.1) 
Then the origin is the only critical point. We assume that the uniqueness 
is guaranteed for the solutions of (E) to the initial value problem. 
Let M+=jF g(x)dx, M-=j;” g(x)dx, and M=min(M+, M-}. We 
remark that M+ and M- are positive and may be co. Define 
w = G(x) =; I g(Oldt, s 
then by (2.1), G(x) is strictly increasing, and hence there exists G-‘(w), the 
inverse function of G(x); for )wI <M. We denote by T&,(P) (T&(P)) the 
positive (negative) semitrajectory of a solution of (E) passing through a 
point P E R2. Let T&P) be the union of T&(P) and T&,(P), and T,,,(P) 
the closure of T&P). 
To study the behavior of solutions of (E), we consider a supplementary 
Lienard system 
x’=y-F(x) 
y’= -g(x), 
(S) 
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where the uniqueness of solutions is guaranteed, and the conditions (2.1) 
and 
?;'(G-1(-w)) = F(G-~(w)) for O<w<M (2.2) 
are satisfied. Then we have the following lemmas which give some proper- 
ties of trajectories of (S) passing through any point on the curve y = p(x). 
The proofs of these lemmas are omitted since they can be easily derived 
from Lemmas 3.1 and 3.2 in [3] (see also [12, Lemma 2.11). 
LEMMA 2.1. Suppose that M- >M+. Then, for any point B(x,, F(x,)) 
with x0 > 0, there exist two points J(O, ye) and c(O, ye) such that ye_ b 0, 
ye < 0, 2 E T&,(B), and ceT;s,(B) Moreover, T,,,(B) is a simple closed 
curve passing through A” and C. 
Remark 2.1. If ya > 0 and ys; < 0, then A’ E T,,,(B), (?;E T,,,(B), and 
T,,,(B) is a periodic trajectory circling the origin (Fig. 1). If either yA = 0 
or yc=O, then T&(B) and T,,(B) tend toward the origin (Fig. 2). 
LEMMA 2.2. Suppose that M- < Mf. Then, for any point B(x,, ?$xO)) 
with x0 < 0, there exist two points a(O, ye) and c(O, ye) such that ya 2 0, 
ye < 0, A” E T&(B), and e E T(;)(B). Moreover, T,,,(B) is a simple closed 
curve passing through 2 and C. 
FIGURE 1 
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FIGURE 2 
It will be useful to consider the scalar equations 
du g(x) z= -- Y-W) 
and 
dy g(x) 
z- --y 
(2.3) 
(2.4) 
for the trajectories of (E) and (S), respectively. Let y(x; <, q) (resp. 
jj(x; t, q)) be a solution of (2.3) (resp. (2.4)) passing through (r, II). Then 
we have backward comparison theorems taking account of the uniqueness 
of solutions and usual comparison theorems. 
LEMMA 2.3. Suppose that there exists a constant b > 0 such that 
F(x)<F(x) for O<x,<b. 
Then for any q satisfying F(b) < I], 
2x; b, rl) <Y(x; b, v) for O<x<b. 
LEMMA 2.4. Suppose that there exist constants a > 0 and b > 0 such that 
F(x) < F(x) for a<x<b. 
Then for any q satisfying F(b) < u, 
7(x; b, ‘I) <Y(x; b, ~1 for a<x< b. 
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3. CRITERIA FOR NON-EXISTENCE OF PERIODIC SOLUTIONS 
In this section we present some sufficient conditions on F and g for non- 
existence of periodic solutions of (E). The main theorem in this paper is 
Theorem 3.2 below. The proof of Theorem 3.2 will be made clearer if one 
first examines the following special case. 
THEOREM 3.1. Suppose that 
F(G-I(-w))#F(G-l(w)) for O<w<M, (3.1) 
then the system (E) has no periodic solutions except for the origin. 
Proof. To prove the theorem we consider two cases: (I) M- B M+ and 
(II) M- <Iv+. 
The Case (I) M- > M+. Define the function p(x) by F(x) = F(x) for 
x<O and p(G-‘(w))=F(G-I(-w)) for O<w<M+. Then 
&G-‘(-w))=&G-l(w)) for O$w<M+. (3.2) 
The condition (3.1) implies the following two possible cases: 
(i) F(G-‘(-w))<F(G-‘(w)) for O<w<M+; 
(ii) F(G-‘(-w))>F(G-‘(w)) for O<w<M+. 
Since the proof of the case (ii) is reduced to that of the case (i) by the 
transformations t -+ -t and y -+ -y, we only consider the case (i). In this 
case, by the definition of F(X), we have 
F(c?-~(w)) <F(G-I(W)) for O<w<M+, 
that is, 
F(x) < F(x) for x>O. (3.3) 
We demonstrate the proof by contradiction. Suppose that there exists a 
non-trivial periodic solution of (E). Then there exists a point B(x,, F(x,)) 
(x0 > 0) in the right half-plane at which the periodic trajectory crosses the 
curve y = F(x). Let A(0, yA) (y, > 0) and C(0, y,-) (y,< 0) be the inter- 
secting points of this periodic trajectory with the y-axis. The approach 
taken will be to show that the trajectory T:,,(A initiating at A circles the 
origin and returns to the y-axis at some point d which is distinct from A 
(refer to Fig. 3). 
Now we consider the trajectory T,,,(B) of (S) passing through B on the 
curve y = F(x). Then by (3.2) and Lemma 2.1, there exist two points 
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FIGURE 3 
A(O, ya) and c(O, y,=) such that ya >O, yc<O, A” E T,-,,(B), and 
CE T,&(B). For E > 0, sufficiently small, let q > F(x, - E) and q > p(x, -E) 
be the intersecting points of the straight line x=x,, -a with T&(A) and 
T&(B), respectively. Then by (3.3), 
We will show that 
ea. (3.4) 
Ya <YA. (3.5) 
If ya = 0, then (3.5) is clear (see Fig. 4). Suppose ya > 0 and consider the 
solutions y(x; x0 - E, q) of (2.3), J(x; x0 - E, q) and 9(x; x,, - E, $ of (2.4) 
for 0 <x<xx,-a. Then T&(A) and T,,(B) correspond to y(x; x0 -a, V) 
and s(x; x0 -a, q), respectively. It follows from (3.3) and Lemma 2.3 that 
m-%--E, ?)GYkX,--E, 4) for Odx<xO-s. 
By (3.4) and the uniqueness of solutions of (S), 
.P(x;x,--3 ii)<Y(x;xo-E, ?I for O<x<x,-E, 
(3.6) 
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FIGURE 4 
and hence by (3.6), 
By a similar argument, it is easily seen that 
Lemma 2.1 also shows that T,,,(B) is a simple closed curve passing 
through 2 and c. Therefore, by the uniqueness of solut@ns of (S), T&,(C) 
is enclosed by T,,,(B) and meets the y-axis at a point D(0, ~6) such that 
O<yydGy,i. (3.7) 
Since F(X) =F(x) for x<O, T&(C) coincides with T&(C) in the left 
half-plane. Hence T&(C) and the y-axis meet at b. The uniqueness of solu- 
tions of (E) yields that T,+,,(A) = T&(C) in the left half-plane. Thus it 
turns out that T:&A) circles the origin and returns to the y-axis at d. By 
(3.5) and (3.7), we have 
However, the uniqueness of solutions of (E) implies T&A) = T,,,(B). 
Thus the above inequality contradicts the fact that T,,,(B) is a periodic 
trajectory of (E). This concludes the proof of the case (I). 
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The Case (II) M- <M+. By use of Lemma 2.2 instead of Lemma 2.1, 
the proof of this case is carried out in the same way as that of the case (I). 
Thus the proof of Theorem 3.1 is complete. 
Next we define 
H(w)=F(G-l(w))--F(G-‘(-w)) for Odw<A4, 
then we have the following extended version of Theorem 3.1. 
THEOREM 3.2. Suppose that 
H(w)20 or H(w)<0 for O,<w<M 
and that there exists a sequence {w,} such that 
w,--,o+ as n-*co and H(w,) # 0. (3.8) 
Then the system (E) has no periodic solutions except for the origin, 
Proof: We only consider the case that M- > M+ and H(w) 2 0 for 
0 < w  < M’ since other cases are similar. Let x, = G-‘(w,), then it follows 
from (3.8) that 
x,+0+ as n-co. (3.9) 
As in the proof of Theorem 3.1, we define the function p(x). Then by (3.8), 
F(G-l(w)) <F(G-‘(w)) for Odw<M+ 
and 
~(G-‘(w,))<F(G-‘(w,)) for all n. 
Moreover, by the continuities of F(x) and g(x), there exists a positive 
sequence (6,) such that 
and 
hZ<X, (3.10) 
F(x) <F(x) for XE[X,-h6,,x,+6,]. (3.11) 
Suppose that there exists a non-trivial periodic solution of (E), then the 
trajectory crosses the curve y = F(x) at a point B(x,, 4x,-,)) (x0 > 0) in the 
right half-plane. This periodic trajectory also cuts the y-axis at points 
A(0, ya) and C(0, Y-~) with y, >O and ye< 0. Lemma 2.1 implies that 
there exists a point A(0, ~2) such that ya > 0 and 2 E T&(B). 
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Now it follows from (3.9) and (3.10) that there exists an integer N>O 
such that 
o<x,-6.<x,+6.<x,. (3.12) 
Let YJ > F(xN + 6,) and 3 > F(x, + 6,) be the intersecting points of the 
straight line x = xN + 6, with T&,(A) and T,,(B), respectively. Notice that 
Rx, d F(x) for Odxdx,. 
Then Lemma 2.3 implies rj < q. If 
then as in the proof of Theorem 3.1, we have 
Y,i <YA. (3.13) 
If Fj = q, then (3.1 l), (3.12), and Lemma 2.4 show that 
Let ~A==(x~--c? ,,,;~,,,+a~, q) and ~~=J(x,-~~;x,+J,, q), then PC/J 
and as in the proof of Theorem 3.1, we have (3.13). 
The remainder of the proof is carried out in the same way as that of 
Theorem 3.1. 
We can find some results on non-existence of periodic solutions of (E) 
[l, 6, 10, 131. Here we shall examine these results to show how our 
theorems cover them and how they relax the conditions given there. 
Let F(x) be differentiable. Then Bendixson’s criterion [ 1 ] (cf. [ 5, 
p. 2381) shows that 
for all x E R (3.14) 
implies the system (E) has no periodic solutions except for the origin. 
Notice that (3.14) implies (3.1). 
Sansone [lo] (cf. [ll, p. 3051) studied the Lienard equation 
xv +f(x)x’ + x = 0 
which is equivalent to a special case of (E) where 
(3.15) 
F(x) = [)-(t) 4 and g(x) = x 
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and proved that Eq. (3.15) does not have non-trivial periodic solutions 
under 
xF(x) < 0 if x#O (3.16) 
and some other conditions. However, if (3.16) is satisfied, then 
F(G-l(-w))=F(-~)>O>F(,,&)=F(G-‘(w)) 
for all w  > 0 and so (3.1) holds. From this point of view, we see that (3.16) 
may be relaxed to 
f-(x)#F(-x) for all x > 0 (3.17) 
which coincides with (3.1) in this case. 
Lins, de Melo, and Pugh [6] proved that if F(x) is a polynomial and 
(3.17) is satisfied, then there exist no non-trivial periodic solutions of 
(3.15). 
For the case when g(x) is an odd function it is shown by Villari [13] 
that (3.17) is a criterion on non-existence of periodic solutions of (E). 
Since, in this case, M= M+ = M- and G-‘(w) is also odd, that is, 
G-‘(-w)= -G-‘(w) for O<w<N, 
(3.1) and (3.17) coincide. 
Remark 3.1. Our problem and the study of the asymptotic stability of 
the origin is closely related. If all the solutions of (1.1) are bounded and 
(1.1) has no periodic solutions, then by the PoincarbBendixon theorem, 
the origin is globally asymptotically stable (cf. [4]). 
4. EQUIVALENT CONDITIONS FOR THE ORIGIN TO BE A CENTER 
As an application of the results of the previous section, we shall give a 
set of equivalent conditions under which the origin is a local center for (E). 
DEFINITION 4.1. We say the origin is a local center for (E) if there exists 
a periodic trajectory of (E) circling it in any neighborhood of it. 
Several authors [2, 3, 7-9, 141 have discussed the existence of a local 
center for (E) and have established some works in this problem. In 
[3, Remark 4.21, a sufficient condition is given for the origin to be a local 
center for (E). In order to prove Theorem 4.1 below we modify this result: 
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PROPOSITION 4.1. Suppose that 
F(G- l(w)) is continuously differentiable in a neighborhood 
ofw=O 
and 
H(w) = 0 in a right-hand neighborhood of w = 0. 
Then the origin is a local center for (E). 
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(4.1) 
(4.2) 
We notice that if (4.1) is not assumed, then the origin is not necessarily 
a local center even if (4.2) holds. For example, let F(x) = 2 1x1 and g(x) = x, 
then 
for all w  >, 0 and so (4.2) is satisfied. But it is verified that the system (E) 
has no periodic solutions. For details, see Corollary 4.1 in [3]. 
THEOREM 4.1. Suppose that the conditions (4.1) and 
H(w) > 0 or H(w) d 0 in a right-hand neighborhood qf w = 0 (4.3 
and satisfied. Then the following statements are equivalent: 
(i) the origin is a local center for (E); 
(ii) there exists a non-trivial periodic trajectory of (E) in som 
neighborhood qf the origin; 
e 
(iii) the condition (4.2) holds. 
Proof The proof of part (i) -+ (ii) is trivial and that of (iii) + (i) is also 
immediate from Proposition 4.1. By the same arguments as in the proof of 
Theorem 3.2, we can conclude that if (3.8) and (4.3) are satisfied, then the 
system (E) has no non-trivial periodic solutions in some neighborhood of 
the origin. Since (4.2) is the negation of (3.8), part (ii) -+ (iii) is proved. 
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