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AN ALTERNATE DEFINITION OF THE PARRY MEASURE
HARITHA C AND NIKITA AGARWAL
Abstract. In this paper, we give an alternate definition of the well-known Parry
measure on an aperiodic subshift of finite type using correlation between the forbid-
den words. We use the concept of the local escape rate to obtain this definition. We
also compute Perron eigenvectors corresponding to the Perron root of the associated
adjacency matrix.
1. Introduction
William Parry in 1964 [5] showed the existence and uniqueness of a measure of
maximal entropy for aperiodic subshifts of finite type using the Perron Frobenius
Theorem. It was proved that the supremum in the variational principle
htop(σ) = sup{hµ(σ) | µ σ-invariant probability measure},
is attained by this σ-invariant measure and that all other measures have strictly smaller
measure-theoretic entropy. This measure is now called as the Parry measure, which
we now define.
For q ≥ 2, let Σ = {0, 1, . . . , q − 1} be the symbol set and Σ+q = ΣN be the set of all
one-sided sequences with symbols from Σ. Consider a finite collection F of (forbidden)
words of equal length, say p ≥ 1 (this can always be assumed without loss of generality)
with symbols from Σ. Let ΣF denote the collection of all sequences in Σ
+
q which do
not contain words from F . The collection ΣF is called a one-sided subshift of finite
type. Let σ : ΣF → ΣF be the left shift map. Let A be a binary matrix with rows and
columns lexicographically indexed by all words of length p − 1 with symbols from Σ.
The (x1 . . . xp−1)(y1 . . . yp−1)
th entry of A is 1 if and only if x2 = y1, . . . , xp−1 = yp−2
and x1 . . . xp−1yp−1 /∈ F . The square matrix A of size qp−1 is known as the adjacency
matrix for the given subshift. When ΣF is the full shift on q symbols, that is, when
F = ∅, the adjacency matrix A is a q × q matrix with all of its entries 1. Throughout
this paper, we will assume that the adjacency matrix A is aperiodic1.
Let us consider the following example: if q = 2 and F = {001} (p = 3), the adjacency
matrix A for ΣF is indexed by the words of length two 00, 01, 10, 11 (in lexicographical
order), and is given by A =
00 01 10 11



00 1 0 0 0
01 0 0 1 1
10 1 1 0 0
11 0 0 1 1
.
Let w = w1 . . . wn be an allowed word in ΣF (that is, it does not contain any word
from the collection F as subwords) and let
Cw = {x1x2 · · · ∈ ΣF | x1 = w1, x2 = w2, . . . , xn = wn},
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1There exists n ≥ 1 such that An > 0.
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denote the cylinder based at the word w. Then we obtain a probability measure space
with set ΣF , σ-algebra generated by the cylinders based at all allowed words of finite
length, and the measure µ (known as the Parry measure) which is defined as follows:
for every allowed word w = w1 . . . wn,
µ(Cw) =
Uw1...wp−1Vwn−p+2...wn
θn−p+1
, (1.1)
where θ is the Perron root of A which is the largest eigenvalue of A in modulus, V
and U are normalized right and left (column) Perron eigenvectors, respectively, with
respect to θ such that UTV = 1 (which exist by the Perron-Frobenius Theorem). The
topological entropy of the subshift σ|ΣF is ln θ. Note that θ ≤ q since each row of A
has at most q 1’s. Moreover since A is aperiodic, θ > 1. The Parry measure µ has the
following properties.
• The shift map σ|ΣF is measure-preserving and ergodic with respect to µ.
• In the case of the full shift (F = ∅), µ(Cw) = 1/qn, where w is any word of
length n.
• If F 6= ∅, it is immediate from (1.1) that two cylinders based at words of
identical length need not have the same measure. But the measure of all
the cylinders based at words of identical length n with same starting (p − 1)
word and same ending (p− 1) word is the same. The number of such words is
determined by A
(n)
(w1...wp−1)(wn−p+2...wn)
, the (w1 . . . wp−1)(wn−p+2 . . . wn)
th entry
of An.
• For a cylinder Cw with w having length n, µ(Cw) ∼ θ−n+p−1.
In this paper, we give an alternate definition (1.2) of the Parry measure of the
cylinder Cw with word w = w1 . . . wn using the correlation between the words from the
collection F , the starting w1 . . . wp−1 and the ending wn−p+2 . . . wn of w. Without loss
of generality, we assume that n ≥ p, since a cylinder based at a word of length smaller
than p can be written as a disjoint union of cylinders based at words of length p.
We now summarize the main results of the paper. Let F = {a1, . . . , as} be a
collection of words of length p with symbols from Σ. In addition to the notations in
place, we use these notations in the following statements: A(z) denotes the determinant
of the matrix M(z) = [(aj , ai)z]1≤i,j≤s of correlation polynomials between the words
in the collection F (see Definition 2.2), B(z) is the sum of the entries of the adjoint
matrix of M(z), r(z) = A(z)/B(z), and Ri(z) (resp. Cj(z)) is the sum of the entries
of the ith row (resp. jth column) of the adjoint matrix of M(z). Also a˜i is the subword
of ai of length p − 1 obtained by removing the first letter of ai. Using Theorems 2.1
and 2.3, we will obtain that the Perron root θ is the largest zero in modulus of the
rational function (z − q)r(z) + 1. The other main results stated below are given as
Theorems 3.8 and 4.2 in later sections.
Theorem 1. (An alternate definition of the Parry measure) Let w be an allowed word
of length n ≥ p in ΣF which starts with (p− 1)-word x and ends with (p − 1)-word y.
Then2
µ(Cw) =
(
1−∑si=1 limz→θ Ri(z)A(z) (a˜i, x)θ
)(
1−∑sj=1 limz→θ Cj(z)A(z) (y, aj)θ
)
θn
(
1− r
′(θ)
r(θ)2
) . (1.2)
This alternate definition highlights several properties about the Parry measure which
are not evident from the original definition (1.1).
2The expression on the right is well-defined, which will be proved in due course.
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Remarks 1.1. (1) The Parry measure of cylinders based at words of identical length
with the same starting (p − 1) word and the same ending (p − 1) word is equal. This
is also reflected in (1.2).
(2) All cylinders based at words w satisfying (w, ai)θ = (ai, w)θ = 0, for each i =
1, . . . , s, have same measure given by
µ(Cw) =
1
θn
(
1− r
′(θ)
r(θ)2
) .
(3) Further, if allowed words w,w′, both of same length n ≥ p are such that (ai, w)θ =
(ai, w
′)θ and (w, ai)θ = (w
′, ai)θ, for all i = 1, . . . , s, then µ(Cw) = µ(Cw′).
(4) Also if (ai, aj)θ = 0 for all i 6= j, then A(θ) =
∏s
i=1(ai, ai)θ 6= 0, and (1.2) reduces
to
µ(Cw) =
1
θn
(
1− r
′(θ)
r(θ)2
)
(
1−
s∑
i=1
(a˜i, x)θ
(ai, ai)θ
)1− s∑
j=1
(y, aj)θ
(aj , aj)θ

 ,
where r(z) = (
∑s
i=1 1/(ai, ai)z)
−1.
(5) Finally, to compute measure of a cylinder, one does not need to know eigenvectors
U and V in (1.2), as are required in (1.1).
Theorem 2. (Left and right eigenvectors corresponding to the Perron root θ) The
non-zero vectors v = (vx)x and u = (ux)x defined as
ux = 1−
s∑
i=1
lim
z→θ
Ri(z)
A(z)
(a˜i, x)θ, vx = 1−
s∑
j=1
lim
z→θ
Cj(z)
A(z)
(x, aj)θ,
for each word x of length p − 1 with symbols from Σ, are left and right eigenvectors,
respectively, of A corresponding to the Perron root θ. That is, the Perron eigenvectors
V (resp. U) are non-zero scalar multiples of v (resp. u).
2. The Perron root and combinatorics on the forbidden words
We now recall a few preliminaries from combinatorics on words from [2].
Let F = {a1, . . . , as} be a reduced collection, that is, for any i 6= j, ai is not a subword
of aj . Note that F can contain words of different length here. For n ≥ 1, let f(n)
denotes the number of words of length n which appear as subwords in sequences in
ΣF . By convention, f(0) = 1. The topological entropy htop(ΣF ) of ΣF is given by
limn→∞
ln(f(n))
n
, which exists, and equals ln θ, where θ is the Perron root of the
adjacency matrix of the subshift ΣF . Define the generating function F (z) for (f(n))n
as F (z) =
∑∞
n=0 f(n)z
−n.
The Perron root θ of the subshift ΣF can be seen as the largest (simple) pole of the
generating function F , which will now be proved.
Theorem 2.1. The Perron root of the adjacency matrix for the subshift ΣF is a simple
pole of the (rational) generating function F (z), and is the largest pole in modulus.
Proof. Let A be the adjacency matrix and θ be its Perron root with the left and
right normalized eigenvectors U, V , respectively, with UTV = 1. The sum of the
entries of An is f(n) and F (z) =
∑∞
n=0 f(n)z
−n. By the Perron Frobenius theo-
rem, limn→∞ f(n)θ
−n equals the sum of the entries of V UT . Since U, V are positive,
limn→∞ f(n)θ
−n > 0. This implies that θ is a pole of F (z). Now we show that it is
the largest pole of F in modulus. Let z be such that |z| > θ. We need to show that
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limn→∞ f(n)z
−n is convergent. If the Jordan normal form of A is J , then it is enough
to show that limn→∞ j(n)z
−n is convergent, where j(n) denotes the sum of the entries
of Jn. Without loss of generality assume that J =
(
θ 0
0 λI +N
)
, where |λ| < θ, and
N is the nilpotent matrix of size m + 1, with all 1’s above the diagonal and rest 0’s
(m = qp−1 − 2). Then
∞∑
n=m
j(n)z−n =
∞∑
n=m
(
θ
z
)n
+
m∑
j=0
λ−j(m+ 1− j)
∞∑
n=m
(
n
j
)(
λ
z
)n
,
which is absolutely convergent for all z with |z| > θ, by the Ratio’s test. Thus F is
analytic outside the disk centered at the origin with radius θ.
To show that θ is a simple pole, we show that (z − θ)F (z) is analytic at z = θ. Since
(z − θ)F (z) = f(0)z +∑∞n=0(f(n + 1) − θf(n))z−n, it is enough to prove that the
series
∑∞
n=0(f(n + 1) − θf(n))z−n is convergent for all z in some disk about θ. We
show that the series is absolutely convergent outside the disk of radius |λ| centered
at the origin. As above, we can show that the series
∑∞
n=0(j(n + 1) − θj(n))z−n is
absolutely convergent for all z outside the disk of radius |λ| centered at the origin using
the Ratio’s test.

Definition 2.2. Let x and y be two words of lengths p1 and p2, respectively. The
correlation polynomial of x and y is defined as
(x, y)z =
p1−1∑
ℓ=0
bℓz
p1−1−ℓ,
where bℓ = 1, if σ
ℓ(Cx) ∩ Cy 6= ∅, and bℓ = 0, otherwise, with Cx and Cy denote
the cylinders based at x and y, respectively. (x, x)z is said to be the auto-correlation
polynomial of x, and when x 6= y, (x, y)z is said to be the cross-correlation polynomial
of x and y.
The correlation polynomial gives the overlapping of two words. The following the-
orem gives an expression for the generating function F (z) in terms of the correlation
between the forbidden words.
Theorem 2.3. [3, Theorem 3.3] Let F = {a1, . . . , as} be a reduced collection of words
with symbols from Σ. Let F (z), Fi(z) denote the generating functions for f(n) and
fi(n), respectively, where f(n) denotes the number of words of length n with symbols
Σ not containing any of the words from F , and fi(n) denotes the number of words
of length n with symbols Σ not containing any of the words from F except a single
appearance of ai at the end. Then F (z), Fi(z) satisfy the linear system of equations
K(z)


F (z)
F1(z)
...
Fs(z)

 =


z
0
...
0

 ,
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where K(z) =
(
z − q z1T
1 −zM(z)
)
, M(z) = ((aj , ai)z)1≤i,j≤s is the correlation matrix
for the collection F , 1 denotes the column vector of size s with all 1’s. Hence

F (z)
F1(z)
...
Fs(z)

 = K(z)−1


z
0
...
0

 = zA(z)(z − q)A(z) +B(z)
(
1
M(z)−11
)
, (2.1)
where A(z) is the determinant of M(z) and B(z) is the sum of the entries of the adjoint
matrix of M(z).
Define r(z) = A(z)/B(z), which is the reciprocal of the sum of the entries of M(z)−1.
Then F (z) =
z
z − q + 1/r(z) . The following two results describe properties of the
rational function r(z) which will be used in due course.
Lemma 2.4. The function r is either analytic or has a removable singularity at θ with
r(θ) = 1/(q − θ).
Proof. By Theorem 2.1, θ is a pole for F , hence (θ − q) + 1/r(θ) = 0. Hence r(θ) =
1/(q − θ) > 0. 
The above lemma implies that
A(z) = (z − θ)ℓA˜(z), (2.2)
B(z) = (z − θ)ℓB˜(z), (2.3)
for some non-negative integer ℓ, A˜(θ) 6= 0 and B˜(θ) 6= 0. Thus we can define r(z) =
A˜(z)/B˜(z). Hence r′(θ) exists.
Lemma 2.5. r′(θ) 6= r2(θ).
Proof. Since θ is a simple pole for F , (z − θ)F (z) is analytic at z = θ. Hence
lim
z→θ
(z − θ)F (z) = lim
z→θ
(z − θ)z
z − q + 1
r(z)
= lim
z→θ
2z − θ
1− r
′(z)
r2(z)
.
Since the limit exists, r′(θ) 6= r2(θ). 
By Theorem 2.1, since (z − θ)F (z) is analytic at θ, using (2.1), each (z − θ)Fi(z) is
analytic at θ, and hence
lim
z→θ
(z − θ)Fi(z) = lim
z→θ
z(z − θ)Ri(z)
(z − q)A(z) +B(z)
exists, where Ri(z) is the sum of the entries of the i
th row of the adjoint matrix of
M(z). Hence (z − θ)ℓ divides Ri(z), for each i. Let
Ri(z) = (z − θ)ℓR˜i(z). (2.4)
A straightforward consequence of Theorem 2.3 is the following.
Theorem 2.6. Let Gi(z) denote the generating function for gi(n), where gi(n) denotes
the number of words of length n with symbols Σ not containing any of the words from
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F except a single appearance of ai at the beginning. Then F (z), Gi(z) satisfy the linear
system of equations
L(z)


F (z)
G1(z)
...
Gs(z)

 =


z
0
...
0

 ,
where L(z) =
(
z − q z1T
1 −zMT (z)
)
.
Proof. Replace each word ai by its reverse aˆi, also observe that (aˆi, aˆj)z = (aj , ai)z.
Hence the result follows. 
Consequently,

F (z)
G1(z)
...
Gs(z)

 = L(z)−1


z
0
...
0

 = zA(z)(z − q)A(z) +B(z)
(
1
(M(z)T )−11
)
. (2.5)
Following the same argument as before, by Theorem 2.1, since (z − θ)F (z) is analytic
at θ, using (2.5), each (z − θ)Gj(z) is analytic at θ, hence
lim
z→θ
(z − θ)Gj(z) = lim
z→θ
z(z − θ)Cj(z)
(z − q)A(z) +B(z) ,
exists, where Cj(z) is the sum of the entries of the j
th column of the adjoint matrix of
M(z). Hence (z − θ)ℓ divides Cj(z), for each j. Let
Cj(z) = (z − θ)ℓC˜j(z). (2.6)
Let F = {a1, . . . , as} consists of words of length p and w be an allowed word of length
n ≥ p in ΣF . We will describe the Parry measure µ(Cw) in terms of the correlation
matrix M(z) for the collection F and Mw(z) for the collection F ∪ {w} given by
Mw(z) =
(
M(z) X(z)
Y (z) Z(z)
)
,
where X(z) = ((w, a1)z , . . . , (w, as)z)
T , Y (z) = ((a1, w)z , . . . , (as, w)z), and Z(z) =
(w,w)z . As before, r(z) = A(z)/B(z), where A(z) denotes the determinant of M(z)
and B(z) denotes the sum of the entries of the adjoint matrix of M(z). Similarly let
rw(z) = Aw(z)/Bw(z), where Aw(z) denotes the determinant of Mw(z) and Bw(z)
denotes the sum of the entries of the adjoint matrix of Mw(z). Recall θ is the largest
zero in modulus of (z−q)r(z)+1, which coincides with the Perron root of the adjacency
matrix for ΣF .
The following lemma is an easy consequence of determinant and inverse formulae for
block matrices, see [4].
Lemma 2.7. The following holds true:
A(z)Bw(z)−B(z)Aw(z) =
(
A(z) −
s∑
i=1
Ri(z)(ai, w)z
)
A(z) − s∑
j=1
Cj(z)(w, aj)z

 .
Remark 2.8. Let w = w1 . . . wn, x = w1 . . . wp−1, and y = wn−p+2 . . . wn. Since
(ai, w)z = (a˜i, x)z , and (w, aj)z = (y, aj)z, for all z and i, j, where a˜i is the subword of
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ai of length p−1 obtained by removing the first letter of ai, the polynomial A(z)Bw(z)−
B(z)Aw(z) depends only on x and y, and not on w. We obtain
A(z)Bw(z) −B(z)Aw(z) =
(
A(z)−
s∑
i=1
Ri(z)(a˜i, x)z
)A(z)− s∑
j=1
Cj(z)(y, aj)z

 .
Using Equations (2.2), (2.3), (2.4), and (2.6), we obtain the following result.
Lemma 2.9. The following holds true:
lim
z→θ
A(z)Bw(z)−B(z)Aw(z)
A(z)2
=
(
1−
s∑
i=1
ri(θ)(a˜i, x)θ
)
1− s∑
j=1
cj(θ)(y, aj)θ

 ,
where
ri(θ) = lim
z→θ
Ri(z)
A(z)
, and cj(θ) = lim
z→θ
Cj(z)
A(z)
,
exist by Equations (2.2), (2.4) and (2.6).
Lemma 2.10. The limit obtained in Lemma 2.9 is non-zero.
Proof. Suppose the limit is zero.
Choose an allowed word w of length sufficiently large which starts with x and ends
with y, which is possible as the subshift is assumed to be aperiodic. The choice of such
a w is not significant by Remark 2.8. Then
1
rw(z)
− 1
r(z)
=
A(z)Bw(z)−B(z)Aw(z)
A(z)Aw(z)
=
A(z)Bw(z)−B(z)Aw(z)
A(z)2
A(z)
Aw(z)
.
If A(θ) 6= 0, that is M(θ) is non-singular, then
A(θ)
Aw(θ)
=
1
(w,w)θ − Y (θ)M(θ)−1X(θ) <∞.
Otherwise if A(θ) = 0, that is M(θ) is singular, then
A(z)
Aw(z)
=
1
(w,w)z − Y (z)Adjoint(M(z))X(z)
A(z)
.
Thus limz→θ
A(z)
Aw(z)
exists (even when θ is a pole or a zero of the rational function
Y (z)Adjoint(M(z))X(z)
A(z)
).
Hence
1
rw(θ)
− 1
r(θ)
= lim
z→θ
(
1
rw(z)
− 1
r(z)
)
= 0.
Thus θ is a pole of the generating function Fw for the collection F ∪ {w}. Hence
ln θ ≤ htop(ΣF∪{w}) < htop(ΣF ) = ln θ, which is a contradiction. 
3. The Parry measure
In this section, we use the concept of the local escape rate and obtain an alternate
definition of the Parry measure. We first define the escape rate for the setting of
subshift of finite type in which we are interested in.
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Definition 3.1. Consider a subshift of finite type ΣF . Let G be another non-empty
finite collection of allowed words from ΣF . Consider the hole HG =
⋃
w∈G Cw in ΣF .
The escape rate denotes the rate at which the orbits escape into the hole and is defined
as
ρ(HG) := − lim
n→∞
1
n
lnµ(ΣF \ Ωn(G)),
if it exists, where ΣF \Ωn(G) is the collection of all sequences in ΣF which do not start
with words from G in its first n positions.
The limit exists and is given by the following result.
Theorem 3.2. [3, Theorem 3.1] The escape rate into the hole HG satisfies ρ(HG) =
ln(θ/λ) > 0, where ln θ and lnλ are topological entropies of σ|ΣF and σ|ΣF∪G , respec-
tively.
Now we define the concept of the local escape rate. Let α = α1α2 . . . be a point in
ΣF . The local escape rate around α is defined as
ρ(α) = lim
n→∞
ρ(HFn)
µ(HFn)
,
if it exists, where Fn = {wn = α1α2 . . . αn} andHFn = Cwn . Note that
⋂
nHFn = {α}.
In [1], A. Ferguson and M. Pollicott gave an explicit formula for local escape rate for
subshift of finite type. We state the theorem in our setting as follows.
Theorem 3.3. [1, Corollary 5.4.] Let ln θ be the topological entropy of ΣF and α ∈
ΣF . Then
ρ(α) =
{
1 if α is non-periodic
1− θ−m if α is periodic with period m.
Using this, we obtain the following relationship between the local escape rate around
α and the auto-correlation polynomial of wn.
Lemma 3.4. Let ln θ be the topological entropy of ΣF , α = α1α2 · · · ∈ ΣF , and
wn = α1α2 . . . αn, for all n ≥ 1. Then
lim
n→∞
θ−n+1(wn, wn)θ =
1
ρ(α)
.
Proof. Let the autocorrelation polynomial of wn be
(wn, wn)z = z
n−1 +
n−1∑
i=1
bn,iz
n−1−i,
where bn,i is either 0 or 1. When α is non-periodic, limn→∞ bn,i = 0 for all i,
and thus limn→∞
∑n−1
i=1 bn,iθ
−i = 0. Similarly when α is periodic with period m,
limn→∞
∑n−1
i=1 bn,iθ
−i =
∑∞
k=1 θ
−km = 11−θ−m − 1. By Theorem 3.3, in both the cases,
limn→∞ θ
−n+1(wn, wn)θ =
1
ρ(α) . 
Remark 3.5. Following the proof of the previous result, for |z| > 1,
lim
n→∞
z−n+1(wn, wn)z = gα(z),
where gα(z) = 1, if α is non-periodic, and gα(z) = (1 − z−m)−1, if α is periodic with
period m. Also, gα(θ) =
1
ρ(α) .
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Now we state and prove a result which serves as a key to prove the main theorems
as stated in the beginning.
Theorem 3.6. Consider the subshift ΣF , where F = {a1, a2, . . . , as} is a finite col-
lection of forbidden words of length p. Let θ be the Perron root of ΣF and U, V be
normalized left and right eigenvectors such that UTV = 1. Let x, y be words of length
p− 1 with symbols from Σ. Then
UxVy =
(
1−∑si=1 limz→θ Ri(z)A(z) (a˜i, x)θ
)(
1−∑sj=1 limz→θ Cj(z)A(z) (y, aj)θ
)
θp−1
(
1− r
′(θ)
r(θ)2
) .
Proof. The limit exists by Lemmas 2.5 and 2.9. Let w = w1w2 . . . wn be a fixed allowed
word of length n with x = w1 . . . wp−1 and y = wn−p+2 . . . wn. Let γ be a finite word
such that y.γ.y is an allowed word in ΣF . Since the subshift is assumed to be aperiodic,
γ exists. Define α = α1α2 · · · = w.γ.y. Clearly α ∈ ΣF . Let Fn = {wn = α1 . . . αn}
and HFn = Cwn .
Let Mn = Mwn be the correlation matrix for the collection F ∪ Fn and rn(z) =
An(z)/Bn(z), where An(z) denotes the determinant of Mn(z) and Bn(z) denotes the
sum of the entries of the adjoint matrix of Mn(z).
Now we will compute the local escape rate ρ(α) directly by its definition and Theo-
rem 2.1. Let λn be the Perron root of the adjacency matrix corresponding to ΣF∪Fn .
Then
q − λn = 1
rn(λn)
, and q − θ = 1
r(θ)
. (3.1)
Also, as limn→∞ λn = θ,
lim
n→∞
rn(θ) = lim
n→∞
rn(λn) = lim
n→∞
1
q − λn =
1
q − θ = r(θ).
Since r(θ) 6= 0, passing on to a subsequence if necessary, assume that rn(θ) 6= 0, for
all n ≥ 1. Using the mean value theorem,
1
q − λn = rn(λn) = rn(θ) + (λn − θ)r
′
n(an),
for some λn < an < θ. Hence
q − λn = 1
rn(θ)
+ (q − λn)(θ − λn)r
′
n(an)
rn(θ)
. (3.2)
Taking the difference of Equations (3.2) and (3.1), we obtain
θ − λn =
1
rn(θ)
− 1r(θ)
1− (q − λn) r′n(an)rn(θ)
.
Set
Kn =
1
θrn(θ)
− 1θr(θ)
1− (q − λn) r′n(an)rn(θ)
=
limz→θ
1
zrn(z)
− 1zr(z)
1− (q − λn) r′n(an)rn(θ)
. (3.3)
ThenKn = 1−λn/θ. The escape rate into the holeHFn is given by ρ(HFn) = ln (θ/λn)
by Theorem 3.2. Hence
ρ(HFn) = − ln(1−Kn) = Kn +
K2n
2
+
K3n
3
+ . . . .
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Since λn → θ and limn→∞ r′n(an) = limn→∞ r′n(θ) = r′(θ), we get
lim
n→∞
1− (q − λn)r
′
n(an)
rn(θ)
= 1− (q − θ)r
′(θ)
r(θ)
, (3.4)
which is non-zero by Lemma 2.5. Choose a subsequence {nk}k≥0 such that wnk =
α1 . . . αnk = w.γ.y
k, for all k ≥ 0, where γ.yk denotes the word γ.y repeated k times,
that is, the subsequence, where α1 . . . αp−1 = x and αnk−p+2 . . . αnk = y for all k ≥ 0.
Observe that
znk−1
(
1
rnk(z)
− 1
r(z)
)
=
1
z−nk+1Ank(z)
A(z)Bnk(z)−Ank(z)B(z)
A(z)
.
By Remark 2.8, for k ≥ 0,
A(z)Bnk(z)−Ank(z)B(z) = A(z)Bw(z) −Aw(z)B(z).
Since
Ank(z) = A(z)(w
nk , wnk)z − ((a1, wnk)z, . . . , (as, wnk)z)
Adjoint(M(z))((wnk , a1)z, . . . , (w
nk , as)z)
T ,
Ank(z)−A(z)(wnk , wnk)z is finite (independent of the sequence nk). Hence by Lemma 3.4,
lim
k→∞
z−nk+1Ank(z) = lim
k→∞
z−nk+1A(z)(wnk , wnk)z =
A(z)
gα(z)
,
where gα(z) = 1, if α is non-periodic, and gα(z) = (1 − z−m)−1, if α is periodic with
period m, as in Remark 3.5. Hence by Lemma 2.9,
lim
k→∞
lim
z→θ
znk−1
(
1
rnk(z)
− 1
r(z)
)
= lim
z→θ
A(z)Bw(z)−Aw(z)B(z)
gα(z)A(z)2
= ρ(α) lim
z→θ
A(z)Bw(z)−Aw(z)B(z)
A(z)2
.
(3.5)
Now using Equations (3.3), (3.4) and (3.5),
lim
k→∞
Knk
µ(HFnk )
= lim
k→∞
Knkθ
nk−p+1
Uα1...αp−1Vαnk−p+2...αnk
(3.6)
=
ρ(α)
θp−1UxVy
(
1− (q − θ) r′(θ)r(θ)
) lim
z→θ
A(z)Bw(z)−Aw(z)B(z)
A2(z)
.
Since λn → θ, Kn → 0. Thus using Equation (3.6), Kjn/µ
(
HFnk
)
= 0, for all j ≥ 2.
Therefore
ρ(α) = lim
k→∞
ρ
(
HFnk
)
µ
(
HFnk
) = lim
k→∞
Knk
µ
(
HFnk
) .
Hence
UxVy =
1
θp−1
(
1− (q − θ) r′(θ)r(θ)
) lim
z→θ
A(z)Bw(z)−Aw(z)B(z)
A2(z)
(3.7)
Now use (q − θ)r(θ) = 1 and Lemma 2.9 to get the required expression. 
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Let x, y be two words of length p− 1 and fy,x(n) be the number of words of length
n in ΣF , which start with y and end with x. This number is same as the yx-th entry
of An, where A is the adjacency matrix of ΣF . By the Perron-Frobenius theorem,
lim
n→∞
fy,x(n)
θn
= UxVy,
where θ is the Perron root of A, and U and V are the normalized left and right Perron
eigenvectors such that UTV = 1. Hence we obtain the following result.
Corollary 3.7. With the notations as above, we have
lim
n→∞
fy,x(n)
θn
=
(
1−∑si=1 limz→θ Ri(z)A(z) (a˜i, x)θ
)(
1−∑sj=1 limz→θ Cj(z)A(z) (y, aj)θ
)
θp−1
(
1− r
′(θ)
r(θ)2
) .
If w is an allowed word in ΣF of length n ≥ p which starts with (p−1)-word x and ends
with (p − 1)-word y, then µ(Cw) = UxVy/θn−p+1, using (1.1). Hence an immediate
consequence of Theorem 3.6 is the following result which gives an alternate definition
for the Parry measure as was stated in the beginning of the paper.
Theorem 3.8. (An alternate definition for the Parry measure) Let w be an allowed
word in ΣF of length n ≥ p which starts with (p−1)-word x and ends with (p−1)-word
y. Then
µ(Cw) =
(
1−∑si=1 limz→θ Ri(z)A(z) (a˜i, x)θ
)(
1−∑sj=1 limz→θ Cj(z)A(z) (y, aj)θ
)
θp−1
(
1− r
′(θ)
r(θ)2
) .
Remarks 3.9. (1) The expression thus obtained for µ(Cw) requires the Perron root θ
(which can be obtained using Theorem 2.1), the rational function r, the adjoint of
the correlation matrix M(z) for the collection F , and the correlation of the forbidden
words from F with x and y.
(2) Using Lemma 2.9, expression for µ(Cw) can also be written as
µ(Cw) =
(1−∑si=1 ri(θ)(a˜i, x)θ)(1−∑sj=1 cj(θ)(y, aj)θ)
θn
(
1− r
′(θ)
r(θ)2
) .
For every (p − 1) word x, let
ux = 1−
s∑
i=1
ri(θ)(a˜i, x)θ, vy = 1−
s∑
j=1
cj(θ)(y, aj)θ. (3.8)
In Theorem 4.2, we will prove that the vectors u = (ux)x and v = (vx)x are left and
right eigenvectors (not necessarily normalized) of the adjacency matrix A correspond-
ing to the Perron root θ.
(3) If A(θ) 6= 0 (equivalently B(θ) 6= 0), then
µ(Cw) =
1
θn (A(θ)2 −B(θ)A′(θ) +A(θ)B′(θ)) ×(
A(θ)−
s∑
i=1
Ri(θ)(a˜i, x)θ
)A(θ)− s∑
j=1
Cj(θ)(y, aj)θ

 .
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Example 3.10. Consider the subshift on three symbols 0, 1, 2 (q = 3) with one for-
bidden word F = {00}. Here p = 2. Hence M(z) = [z + 1]. Then A(z) = z + 1 and
B(z) = 1, thus r(z) = z + 1. Hence the denominator of the generating function is
(z−3)(z+1)+1 = 0, the largest root of which is θ = √3+1. Here A(θ) 6= 0 and hence
ℓ = 0. The adjoint matrix of M(z) is [1]. Thus using Theorem 3.8, for any allowed
word w of length n which begins with letter x and ends with letter y,
µ(Cw) =
(θ + 1− (0, x)θ) (θ + 1− (y, 00)θ)
θn+1 (θ + 2)
.
As an illustration, for words w of length two beginning with letter x and ending with
letter y,
µ(Cxy) =
θ + 1
θ2(θ + 2)
=
3−√3
12
,
for all pairs (x, y) = (0, 1), (0, 2), (1, 0), (2, 0). Similarly, for (x, y) = (1, 1), (2, 2),
(1, 2), and (2, 1), µ(Cxy) =
√
3/12.
By directly computing the Perron root and corresponding left and right eigenvectors
of the adjacency matrix

0 1 11 1 1
1 1 1

 of the subshift, we get θ = √3 + 1, V = U =
(
√
3 − 1, 1, 1)T /c, where c2 = UTV = 6 − 2√3 = 2√3(√3 − 1). Hence for words w of
length two beginning with letter x and ending with letter y,
µ(Cxy) =
√
3− 1
c2θ
=
3−√3
12
,
for all pairs (x, y) = (0, 1), (0, 2), (1, 0), (2, 0). Similar is true for the remaining pairs
(x, y).
Example 3.11. Let q = 5 and F = {0000, 0001}. Here the length of the forbidden
words p = 4 and the adjacency matrix has size 53 = 125. We use Theorem 3.8 for
finding the Parry measure of cylinders. The correlation matrix for F is given by
M(z) =
(
z3 + z2 + z + 1 0
z2 + z + 1 z3
)
,
which gives A(z) = z6 + z5 + z4 + z3, B(z) = 2z3, and r(z) = A(z)B(z) . The largest zero
in modulus of (z − 5)r(z) + 1 = 0 is θ ∼ 4.987. Note A(θ) 6= 0.
The adjoint matrix of M(z) is(
z3 0
−(z2 + z + 1) z3 + z2 + z + 1
)
,
Here R1(z) = z
3, R2(z) = z
3, C1(z) = z
3 − (z2 + z + 1) and C2(z) = z3 + z2 + z + 1.
Thus using Theorem 3.8, for any allowed word w of length n which begins with letter
x and ends with letter y,
µ(Cw) =
1
θn
(
1− 6θ
2 + 4θ + 2
(θ3 + θ2 + θ + 1)2
) (1− θ3((000, x)θ + (001, x)θ)
θ6 + θ5 + θ4 + θ3
)
×
(
1− (θ
3 − θ2 − θ − 1)(y, 0000)θ + (θ3 + θ2 + θ + 1)(y, 0001)θ
θ6 + θ5 + θ4 + θ3
)
.
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If w = 0101, then x = 010, y = 101. Substituting (000, x)θ = 1, (001, x)θ = θ,
(y, 0000)θ = 0, (y, 0001)θ = 0, we obtain
µ(Cw) =
1
θ4
(
1− 6θ
2 + 4θ + 2
(θ3 + θ2 + θ + 1)2
) (1− θ3(θ + 1)
θ6 + θ5 + θ4 + θ3
)
∼ 0.001565.
Similar computations give us that µ(Cw0) ∼ 0.0003098, and µ(Cwj ) = 0.0003139, for
j = 1, . . . , 4 where wj = w.j for j = 0, . . . , 4. Observe that µ(Cw) = µ(∪jCwj) =∑4
j=0 µ(Cwj).
4. Left and right eigenvectors corresponding to the Perron root θ
In this section, we give an expression for eigenvectors of the adjacency matrix A of
ΣF corresponding to the Perron root θ using correlation between the forbidden words.
In what follows, the forbidden collection F = {a1, . . . , as} has words of length p with
the correlation matrix M(z), A(z) is the determinant of M(z), and B(z) is the sum of
the entries of the adjoint matrix of M(z). Recall from Equation (3.8),
ux = 1−
s∑
i=1
ri(θ)(a˜i, x)θ, vx = 1−
s∑
j=1
cj(θ)(x, aj)θ,
for each word x of length p − 1. We will prove that u = (ux)x and v = (vx)x are left
and right eigenvectors of A corresponding to the Perron root θ.
In the following lemma, we consider the case when F has one forbidden word a1 of
length p. Then
ux = 1− (a˜1, x)θ
(a1, a1)θ
, vx = 1− (x, a1)θ
(a1, a1)θ
.
Lemma 4.1. Let F contains only one forbidden word. The vectors v = (vx)x and u =
(ux)x are right and left eigenvectors, respectively, of the adjacency matrix corresponding
to the Perron root θ.
Proof. Let F = {a1 = a11a12 . . . a1p} and A be the corresponding adjacency matrix.
We prove that v is the right Perron eigenvector. Using similar arguments it can be
shown that u is the left Perron eigenvector.
Let x = x1 . . . xp−1 and y = y1 . . . yp−1 be two words of length p − 1. Recall that
Axy = 1 if and only if x2 = y1, . . . , xp−1 = yp−2 and x1 . . . xp−2yp−1 6= a1. Hence, in
each row, except the row indexed by the word a11 . . . a1(p−1), there are exactly q 1’s.
Case 1: First consider a word, say x = x1x2 . . . xp−1, different from a11 . . . a1(p−1).
As discussed, there are q 1’s in the row indexed by the word x, and they are of the
form Axxβ where xβ = x2 . . . xp−1β, for β = 0, 1, . . . , q − 1. We need to show that∑q−1
β=0 vxβ = θvx. That is,
q(a1, a1)θ −
q−1∑
β=0
(xβ , a1)θ = θ((a1, a1)θ − (x, a1)θ)
since (a1, a1)θ 6= 0. This is true if and only if
(a1, a1)θ(q − θ) =
q−1∑
β=0
(xβ, a1)θ − θ(x, a1)θ.
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By Lemma 2.4, (q − θ)(a1, a1)θ = 1. Hence it is enough to show that
q−1∑
β=0
(xβ, a1)θ = θ(x, a1)θ + 1.
We will in fact show that for all z,
q−1∑
β=0
(xβ , a1)z = z(x, a1)z + 1. (4.1)
Let (x, a1)z =
∑p−2
j=1 bjz
p−2−j , and (xβ , a1)z =
∑p−2
j=0 bβ,jz
p−2−j , where each bj , bβ,j is
either 0 or 1. First observe that bβ,p−2 = 1 if and only if β = a11. Hence Equation (4.1)
is equivalent to proving that for all j = 1, . . . p− 2,
q−1∑
β=0
bβ,j−1

− bj = 0.
This is immediate since bj = 1 if and only if xj+1 = a11, . . . , xp−1 = a1(p−j−1). More-
over bβ,j−1 = 1 if and only if xj+1 = a11, . . . , xp−1 = a1(p−j−1) and β = a1(p−j).
Case 2: Now consider x = a11 . . . a1(p−1). The row indexed by x has exactly q− 1 1’s.
We need to show that
(q − 1)(a1, a1)θ −
q−1∑
β=0,β 6=a1p
(xβ, a1)θ = θ(a1, a1)θ − θ(x, a1)θ.
Using (q − θ)(a1, a1)θ = 1, this is equivalent to
q−1∑
β=0,β 6=a1p
(xβ , a1)θ + (a1, a1)θ = θ(x,w1)θ + 1, (4.2)
which is true by similar arguments as in Case 1. 
Finally we prove that when F = {a1, . . . , as} contains words of length p, then the
vectors v = (vx)x and u = (ux)x, as defined in Equation (3.8), are right and left
eigenvectors, respectively, of the adjacency matrix A corresponding to the Perron root
θ.
Theorem 4.2. The vectors v = (vx)x and u = (ux)x are right and left eigenvectors,
respectively, of A corresponding to the Perron root θ.
Proof. Recall from Equation (3.8),
ux = 1−
s∑
i=1
ri(θ)(a˜i, x)θ, vx = 1−
s∑
j=1
cj(θ)(x, aj)θ,
for each word x of length p− 1. We show that v is a right eigenvector. The argument
for u being a left eigenvector is similar.
Let x = x1x2 . . . xp−1 be a word of length p− 1. We need to prove that
q−1∑
β=0, x.β /∈F
vxβ = θvx, (4.3)
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where xβ = x2 . . . xp−1β.
Case 1: First suppose x be such that no word in F starts with x. Consider
q−1∑
β=0
vxβ

− θvx =

q−1∑
β=0
vxβ − 1

− θ(vx − 1) + (q − θ)
=

q−1∑
β=0
vxβ − 1

− θ(vx − 1) + s∑
j=1
cj(θ)
=
s∑
j=1
cj(θ)

− q−1∑
β=0
(xβ, aj)θ + θ(x, aj)θ + 1

 ,
which equals 0 using Equation (4.1) in Lemma 4.1. Hence Equation (4.3) follows.
Case 2: Next consider the case where a1, . . . , ar start with x (this can be assumed
without loss of generality), and ar+1, . . . , as do not. Let ai = x.δi for all i, with
δ1 < · · · < δr. Then the Equation (4.3) becomes
q−1∑
β=0,β 6=δ1,...,δr
vxβ = θvx.
As was done in the previous case,
 q−1∑
β=0,β 6=δ1,...,δr
vxβ

− θvx
=

 q−1∑
β=0,β 6=δ1,...,δr
vxβ − 1

− θ(vx − 1) + (q − θ)− r
=
s∑
j=1
cj(θ)

− q−1∑
β=0,β 6=δ1,...,δr
(xβ , aj)θ + θ(x, aj)θ + 1

 − r, (4.4)
When j = 1, . . . , r, using Equation (4.2), we get that
1 + θ(x, aj)θ = (aj , aj)θ +
q−1∑
β=0,β 6=apj=δj
(xβ, aj)θ
= (aj , aj)θ +
q−1∑
β=0
(xβ, aj)θ − (xδj , aj)θ
=
q−1∑
β=0
(xβ, aj)θ + θ
p−1, (4.5)
(since (xδj , aj)θ = (aj , aj)θ − θp−1), and when j = r + 1, . . . , s, using Equation (4.1),
1 + θ(x, aj)θ =
q−1∑
β=0
(xβ, aj)θ. (4.6)
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Using Equations (4.5) and (4.6), from Equation (4.4),
s∑
j=1
cj(θ)

− q−1∑
β=0,β 6=δ1,...,δr
(xβ, aj)θ + θ(x, aj)θ + 1


=
r∑
j=1
cj(θ)
(
r∑
i=1
(xδi , aj)θ + θ
p−1
)
+
s∑
j=r+1
cj(θ)
(
r∑
i=1
(xδi , aj)θ
)
=
r∑
j=1
cj(θ)
(
r∑
i=1
(ai, aj)θ
)
+
s∑
j=r+1
cj(θ)
(
r∑
i=1
(ai, aj)θ
)
=
r∑
i=1
s∑
j=1
(ai, aj)θcj(θ), (4.7)
since (ai, aj)θ = (xδi , aj)θ + δijθ
p−1, for all i, j.
Finally we show that
∑s
j=1(ai, aj)θcj(θ) = 1, for all i = 1, . . . , r, and thus follows
that Equation (4.7) equals r, which further implies that Equation (4.4) equals 0. Let
[aij(z)]i,j denotes the adjoint matrix of M(z). Then Cj(z) =
∑s
ℓ=1 aℓj .
Further note that A(z) = (ai, a1)zai1 + · · · + (ai, as)zais. For j 6= i, define a new
matrix Mj(z) which is same as M(z) except the j-th column which is defined as
(Mj)ℓj(z) = (ai, aℓ)z, for all ℓ. Since two columns of Mj(z) are the same, 0 =
det(Mj(z)) = (ai, a1)zaj1 + · · · + (ai, as)zajs.
Hence A(z) = A(z) +
∑
j 6=i det(Mj(z)) =
∑s
j=1(ai, aj)zCj(z), which implies 1 =∑s
j=1(ai, aj)θcj(θ). 
A straightforward, yet surprising consequence of our main results is the following
result. It gives the normalizing factor for the eigenvectors u, v.
Corollary 4.3. Let u and v be the eigenvectors as in Theorem 4.2, then
uT v =
∑
x
(
1−
s∑
i=1
ri(θ)(a˜i, x)θ
)1− s∑
j=1
cj(θ)(x, aj)θ


= θp−1
(
1− r
′(θ)
r(θ)2
)
,
where the summation runs over all words x of length p− 1 with symbols from Σ.
5. Funding
The research of the first author is supported by the Council of Scientific & Industrial
Research (CSIR), India (File no. 09/1020(0133)/2018-EMR-I), and the second author
is supported by the Science Engineering Research Board, Department of Science and
Technology, India (File No. CRG/2019/003823) and the Center for Research on Envi-
ronment and Sustainable Technologies (CREST), IISER Bhopal, CoE funded by the
Ministry of Human Resource Development (MHRD), India.
References
[1] A. Ferguson and M. Pollicott, ‘Escape rates for Gibbs measures’, Ergod. Th. & Dynam. Sys.
32(3) (2012), 961–988.
[2] L. J. Guibas and A. M. Odlyzko, ‘String overlaps, pattern matching, and non-transitive games’,
J. Combin. Theory Ser. A, 30 (1981), 183–208.
AN ALTERNATE DEFINITION OF THE PARRY MEASURE 17
[3] C. Haritha and N. Agarwal, Product of expansive Markov maps with hole, Discrete Contin. Dyn.
Syst., 39(10) (2019), 5743–5774.
[4] R. A. Horn and C. R. Johnson, Matrix Analysis, Cambridge University Press, Second Edition
(2012).
[5] W. Parry, ‘Intrinsic Markov chains’, Trans. Amer. Math. Soc. 112 (1964), 55–66.
Department of Mathematics, Indian Institute of Science Education and Research
Bhopal, Bhopal Bypass Road, Bhauri, Bhopal 462 066, Madhya Pradesh, India
E-mail address: charitha@iiserb.ac.in
Department of Mathematics, Indian Institute of Science Education and Research
Bhopal, Bhopal Bypass Road, Bhauri, Bhopal 462 066, Madhya Pradesh, India
E-mail address: nagarwal@iiserb.ac.in
