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Choosing the right shape representation for geometry is crucial for making
3D models compatible with existing applications. Focusing on piecewise-
smooth man-made shapes, we propose a new representation that is usable
in conventional CAD modeling pipelines and can also be learned by deep
neural networks. We demonstrate the benefits of our representation by
applying it to the task of sketch-based modeling. Given a raster image, our
system infers a set of parametric surfaces that realize the input in 3D. To
capture the piecewise smooth geometry of man-made shapes, we learn a
special shape representation: a deformable parametric template composed
of Coons patches. Naïvely training such a system, however, would suffer
from non-manifold artifacts of the parametric shapes as well as from a lack
of data. To address this, we introduce loss functions that bias the network to
output non-self-intersecting shapes and implement them as part of a fully
self-supervised system, automatically generating both shape templates and
synthetic training data. To test the efficacy of our system, we develop a
testbed for sketch-based modeling and show results on a gallery of synthetic
and real artist sketches. As additional applications, we also demonstrate
shape interpolation and provide comparison to related work.
CCS Concepts: • Computing methodologies→ Parametric curve and
surface models; Neural networks.
Additional Key Words and Phrases: Sketch-based Modeling, Deep Learning
1 INTRODUCTION
Recent advances in deep learning have resulted in systems capable
of producing 3D geometry in a variety of formats. While state-of-
the-art methods that output point clouds, triangle meshes, voxel
grids, and implicitly defined surfaces can yield detailed results, these
representations are dense, high-dimensional, and not easily compat-
ible with existing CAD modeling pipelines. In this work, we focus
on developing a 3D representation that is parsimonious, geometri-
cally interpretable, and easily editable with standard tools while at
the same time being compatible with deep learning. Our choice of
representations enables a shape modeling system that leverages the
ability of deep neural networks to process incomplete, ambiguous
input data and produces useful, consistent 3D output.
To demonstrate our representation on amodel problem,we present
a deep learning-based system to infer a complete man-made 3D
shape from one or more bitmap inputs. Our system infers a network
of parametric surfaces that realize the drawing in 3D. The com-
ponent surfaces, parameterized by their control points, are linked
in a manifold fashion and allow for easy modification in conven-
tional shape editing software as well as conversion to a manifold
mesh. Our primary technical contributions involve the develop-
ment of machinery for learning parametric 3D surfaces in a fashion
that is efficiently compatible with modern deep learning pipelines
and effective for a challenging 3D modeling task. Our algorithm
automatically infers shape templates for different categories and
incorporates a number of loss functions that operate directly on
the geometry rather than in the parametric domain or on a grid
sampling of surrounding space. Extending learning methodologies
Fig. 1. Given a bitmap sketch of a man-made shape, our method automati-
cally infers a complete manifold parametric 3D model, ready to be edited,
rendered, or converted to a mesh. Compared to conventional methods, our
resolution-independent parsimonious shape representation allows us to
faithfully reconstruct sharp features (wing and tail edges) as well as smooth
regions.
from images and data points to more exotic modalities like networks
of surface patches is a central theme of modern graphics, vision,
and learning research, and we anticipate broad application of these
technical developments as fundamental tools in CAD workflows.
In order to test our novel system, we choose sketch-based model-
ing as a model problem and target application. Converting rough,
incomplete 2D input into a clean, complete 3D shape is extremely
ill-posed, requiring hallucination of missing parts and interpreta-
tion of noisy signal. To cope with these ambiguities, most systems
rely on hand-designed shape priors. This approach severely limits
the applications of those methods. Each shape category requires its
own expert-designed prior, and many shape categories do not admit
obvious means of regularizing the reconstruction process. As an
alternative, a few recent papers explore the possibility of learning
the shapes from data, implicitly inferring the relevant shape priors
[Delanoy et al. 2018; Lun et al. 2017; Wang, Wang, Qian, and Fang
Wang et al.], but their output models often lack resolution and sharp
features necessary for high-quality 3D modeling.
In more detail, most sketch-based modeling algorithms target
natural shapes like humans and animals [Bessmeltsev et al. 2015;
Entem et al. 2015; Igarashi et al. 1999], which are typically smooth.
To aid shape reconstruction, these systems regularize their objective
functions to promote smoothness of the reconstructed shape; repre-
sentations like generalized cylinders are chosen to optimize in the
space of smooth surfaces [Bessmeltsev et al. 2015; Entem et al. 2015].
This, however, does not apply to the focus of our work: man-made
shapes. These objects, like planes or espresso machines, are only
piecewise smooth and hence do not satisfy the assumptions of many
sketch-based modeling systems.
In industrial design, man-made shapes are typically modeled
using collections of smooth parametric patches, such as NURBS
surfaces, with patch boundaries forming the sharp features. To
learn such shapes effectively, we leverage this structure by using
a special shape representation, a deformable parametric template
[Jain et al. 1998]. This template is a manifold surface composed of
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patches, where each patch is parameterized by its control points;
example patches include Bézier patches [Farin 2002] and Coons
patches [Coons 1967] (Fig. 6(a)). This representation enables us to
control the smoothness of each patch while allowing the model to
introduce sharp edges between patches where necessary.
Compared to traditional representations, deformable parametric
templates have numerous benefits for our task. They are intuitive
to edit with conventional software, are resolution-independent, and
can be meshed to arbitrary accuracy. Furthermore, since typically
only boundary control points are needed, our surface representa-
tion has relatively few parameters to learn and store. Finally, this
structure admits closed-form expressions for normals and other
geometric features, which can be used to construct loss functions
that improve reconstruction quality (§3.2).
More importantly, beyond defining the connectivity of the final
shape, our deformable template acts as a strong initial guess that
drives the learning towards a better local minimum. Compared
to a generic template, this prealigned category-specific template
improves reconstruction of small details and sharp features of the
model.
The core of our system is a CNN-based architecture to infer the
coordinates of control points of a deformable template, algorithmi-
cally generated for a given shape category by a novel method. A
naïve attempt to develop and train such networks faces three major
challenges: the difficulty of detecting non-manifold surfaces, and
structural variations within a shape category, and the lack of data.
We address these challenges as follows:
• We introduce several loss functions that encourage our patch-
based output to form a manifold mesh without topological arti-
facts or self-intersections.
• Deformable templates are a natural choice for objects with fixed
structure, such as cups or guitars. However, some categories of
man-made shapes exhibit structural variation. To address this, for
each category we algorithmically generate a varying deformable
template, which allows us to separate structural variation using a
variable number of parts (Sec. 3.1.2), which we demonstrate on
modular turbines on airplanes.
• Supervised methods mapping from sketches to 3D models re-
quire a database of sketch-model pairs, and, to-date, there are
no such large-scale repositories. We introduce a synthetic sketch
augmentation pipeline that uses insights from the artistic litera-
ture to simulate possible variations observed in natural drawings
(§4.1). Although our model is trained on synthetic sketches, it
generalizes to natural sketches (Fig. 18).
Contributions. Our key technical contributions include learning
a new geometric representation, a novel method to automatically
generate a template for a given collection of shapes, and new loss
terms preventing non-manifold surfaces. We present a system for
predicting parametric manifold surfaces of models of man-made
3D shapes using deep learning. Our method is fully self-supervised;
while we predict patch parameters, none of our data is labeled
with ground truth patch decompositions, and our templates can
be generated in a completely automatic manner. We validate by
showing applications to sketch-based modeling, with a gallery of
results on both synthetic and natural sketches from various artists,
as well as interpolation to generate novel 3D models.
2 RELATED WORK
Our work introduces a new 3D representation as a significant step
towards bridging the gap between modern progress in deep learning
and long-standing problems in CAD modeling. To give a rough idea
of the landscape of available methods, we briefly summarize related
work in deep learning and sketch-based modeling.
2.1 Deep learning for shape reconstruction
Learning to reconstruct 3D geometry from various input modalities
has recently enjoyed significant research interest. Typical forms of
input are images [Choy et al. 2016; Delanoy et al. 2018; Gao et al.
2019; Häne et al. 2019; Wang, Wang, Qian, and Fang Wang et al.;
Wu et al. 2017; Yan et al. 2016] and point clouds [Groueix et al. 2018;
Park et al. 2019; Williams et al. 2019]. When designing a network
for this task, two considerations affect the architecture: the loss
function and the geometric representation.
Loss Functions. One promising and popular direction employs
a differentiable renderer and measures 2D image loss between a
rendering of the inferred 3D model and the input image, often called
2D-3D consistency or silhouette loss [Kato et al. 2018; Rezende et al.
2016; Tulsiani et al. 2018, 2017c; Wu et al. 2017, 2016a; Yan et al.
2016]. A notable example is the work by Wu et al. [2017], which
learns a mapping from a photograph to a normal map, a depth map,
a silhouette, and the mapping from these outputs to a voxelization.
They use a differentiable renderer andmeasure inconsistencies in 2D.
2D losses are powerful in computer vision. Hand-drawn sketches,
however, cannot be interpreted as perfect projections of 3D objects:
They are imprecise and often inconsistent [Bessmeltsev et al. 2016].
Another approach uses 3D loss functions, measuring discrepancies
between the predicted and target 3D shapes directly, often via Cham-
fer or a regularized Wasserstein distance [Gao et al. 2019; Groueix
et al. 2018; Liu et al. 2010; Mandikal et al. 2018; Park et al. 2019;
Williams et al. 2019], or—in the case of highly-structured represen-
tations such as voxel grids—cross-entropy [Häne et al. 2019]. We
build on this work, adapting the Chamfer distance to patch-based
geometric representations and extending the loss function with new
regularizers (§3.2).
Shape representation. As noted by Park et al. [2019], geometric
representations in deep learning broadly can be divided into three
classes: voxel-based representations, point-based representations,
and mesh-based representations.
The most popular approach is to use voxels, directly reusing suc-
cessful methods for 2D images [Choy et al. 2016; Delanoy et al.
2018; Tulsiani et al. 2018; Wang, Wang, Qian, and Fang Wang et al.;
Wang et al. 2018a; Wu et al. 2017, 2018; Yan et al. 2016; Zhang et al.
2018; Zhirong Wu et al. 2015]. The main limitation of voxel-based
methods is low resolution due to memory limitations. Octree-based
approaches mitigate this problem [Häne et al. 2019; Wang et al.
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Fig. 2. Editing a 3D model produced by our method. Because we output 3D geometry as a collection of consistent, well-placed NURBS patches, user edits can
be made in conventional CAD software by simply moving control points. Here, we are able to refine the trunk of a car model with just a few clicks.
2017], learning shapes at up to 5123 resolution, but even this den-
sity is insufficient to produce visually convincing surfaces. Further-
more, voxelized approaches cannot directly represent sharp features,
which are key for man-made shapes.
Point-based approaches represent 3D geometry as a point cloud
[Fan et al. 2017; Lun et al. 2017; Mandikal et al. 2018; Tatarchenko
et al. 2016; Yang et al. 2018], sidestepping the memory issues. Those
representations, however, do not capture connectivity. Hence, they
cannot guarantee production of manifold surfaces.
Some recent methods use mesh-based representations [Bagaut-
dinov et al. 2018; Baque et al. 2018; Kanazawa et al. 2018; Litany
et al. 2018; Wang et al. 2019], representing shapes using deformable
meshes. We take inspiration from this approach to reconstruct a
surface by deforming a template, but our parametric template repre-
sentation allows us tomore easily enforce piecewise smoothness and
test for self-intersections (§3.2). These properties are difficult to mea-
sure on meshes in a differentiable manner. Compared to a generic
template shape, such as sphere, our category-specific templates im-
prove the reconstruction quality, and enable complex reconstruction
constraints, e.g., symmetry. We further compare to the deformable
mesh representations in Sec. 4.5. Other mesh-based methods either
use a precomputed parameterization to a domain on which it is
straightforward to apply CNN-based architectures [Haim et al. 2019;
Maron et al. 2017; Sinha et al. 2016] or learn a parameterization
directly [Ben-Hamu et al. 2018; Groueix et al. 2018]. Even though
these methods are not specifically designed for sketch-based model-
ing, for completeness, we compare our results to one of the more
popular methods, AtlasNet [Groueix et al. 2018] (Fig. 23).
Most importantly, our man-made shape representation is native
to modern CAD software, such as Autodesk Fusion 360, Rhino, and
Solidworks, and it can be directly exported and edited in this soft-
ware, as demonstrated in Figure 2. The key to this flexibility is the
type of the parametric patches we use, bilinearly blended Coons
patches, which belong to the family of NURBS surfaces and can
be trivially converted to a NURBS representation [Piegl and Tiller
1996], the standard surface type in CAD. The other common shape
representations, such as meshes or point clouds, cannot be easily
converted into NURBS format: algorithmically fitting NURBS sur-
faces is nontrivial and is an active area of research [Krishnamurthy
and Levoy 1996; Yumer and Kara 2012].
Finally, a few works explore less common representations, such
as signed distance functions [Mescheder et al. 2019], implicit fields
[Chen and Zhang 2019], implicit surfaces [Genova et al. 2019], shape
programs [Tian et al. 2019], splines [Gao et al. 2019], volumetric
primitives [Tulsiani et al. 2017a; Zou et al. 2017], and elements of a
learned latent space [Achlioptas et al. 2017; Wu et al. 2016b]. These
papers demonstrate impressive reconstruction results, but either
do not aim to produce an expressive complete 3D model [Gao et al.
2019; Tian et al. 2019; Tulsiani et al. 2017a; Zou et al. 2017] or are
not tuned to CAD applications [Achlioptas et al. 2017; Chen and
Zhang 2019; Genova et al. 2019; Mescheder et al. 2019; Wu et al.
2016b]. It is unclear how these representations can be successfully
used for generating editable CAD shape representations.
A few deep learning algorithms address sketch-based modeling
[Delanoy et al. 2018; Huang et al. 2017; Li et al. 2018; Lun et al.
2017; Nishida et al. 2016; Wang, Wang, Qian, and Fang Wang et al.].
Nishida et al. [2016] and Huang et al. [2017] train networks to pre-
dict procedural model parameters that yield detailed shapes from a
sketch. These methods produce complex high-resolution models,
but only for the classes of shapes that can be procedurally gener-
ated, such as trees or buildings. Lun et al. [2017] use a CNN-based
encoder-decoder architecture to predict multi-view depth and nor-
mal maps, later converted to point clouds. Li et al. [2018] improve
on their results by first predicting a flow field from an annotated
sketch of an organic smooth shape, later converted to a depth map.
In contrast, we output a deformable parametric template, which
can be directly, without post-processing, converted to a manifold
mesh. Wang, Wang, Qian, and Fang [Wang et al.] learn from unla-
beled databases of sketches and 3D models with no correspondence
between them. They train two networks: The first network is a
GAN with an autoencoder-based discriminator aimed to embed
both natural sketches and renders into a latent space with matching
distributions. The second network is a CNN mapping the latent
vector into a voxelization, trained on renders only. Another inspi-
ration for our research is the work of Delanoy et al. [2018], which
reconstructs a 3D object, represented as voxelization, given sketches
drawn from multiple views. We compare our results to [Delanoy
et al. 2018; Lun et al. 2017] in Fig. 21.
2.2 Sketch-based 3D shape modeling
Reconstructing 3D geometry from sketches has a long history in
computer graphics. A complete survey of sketch-based modeling is
beyond the scope of this paper; an interested reader may refer to
the recent paper by Delanoy et al. [2018] or surveys by Ding and
Liu [2016] and Olsen et al. [2009]. Here, we mention the work most
relevant to our approach.
Many sketch-based 3D shape modeling systems are incremental,
i.e., they allow users to model shapes by progressively adding new
strokes, updating the 3D shape after each action. Such systems may
be designed as single-view interfaces, where the user is often re-
quired to manually annotate each stroke [Chen et al. 2013; Cherlin
et al. 2005; Gingold et al. 2009; Shtof et al. 2013], or they may allow
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strokes to be added to multiple views [Igarashi et al. 1999; Nealen
et al. 2007; Tai et al. 2004]. These systems can cope with considerable
geometric complexity, but their dependence on the ordering of the
strokes forces artists to deviate from standard approaches to sketch-
ing. In contrast, our machine learning method allows the system
to interpret complete sketches, eliminating training for artists to
use our system and enabling 3D reconstruction of legacy sketches.
Similarly, while Xu et al. [2014] present a single-view 3D curve net-
work reconstruction system for man-made shapes that can produce
impressive sharp results, they process specialized design sketches,
consisting of cross-sections, output only a curve network, and rely
on user annotations. Our system produces complete 3D shapes from
natural sketches with no extra annotation.
A variety of systems interpret complete 2D sketches with no
extra information. This species of input is extremely ambiguous
thanks to hidden surfaces and noisy sketch curves, and hence recon-
struction algorithms rely on strong 3D shape priors. These priors
are typically manually created. For example, priors for humanoid
characters, animals, and natural shapes promote smooth, round,
and symmetrical shapes [Bessmeltsev et al. 2015; Entem et al. 2015;
Igarashi et al. 1999], while garments are typically regularized to be
(piecewise-)developable [Jung et al. 2015; Li et al. 2017, 2018; Robson
et al. 2011; Turquin et al. 2004; Zhu et al. 2013]; man-made shapes
are often approximated as combinations of geometric primitives
[Shao et al. 2016] or as unions of nearly-flat faces [Yang et al. 2013].
Our work focuses on man-made shapes, which have characteristic
sharp edges and are only piecewise smooth rather than developable.
We use a learned deformable patch template to promote shapes
with this structure (§3.1). Moreover, introducing specific expert-
designed priors can be challenging: Man-made shapes are varied,
diverse, and complex (Fig. 1, 9-18). Instead, we automatically learn
a category-specific shape prior from data.
Most sketch-basedmodeling interfaces process vector input, which
consists of a set of clean curves [Bessmeltsev et al. 2015, 2016; Entem
et al. 2015; Jung et al. 2015; Li et al. 2017, 2018; Xu et al. 2014]. This
approach is acceptable for tablet-based interfaces, but it forces users
to deviate from their preferred drawing media. Paper-and-pencil
sketches still remain a preferred means of capturing shape. While
they can be vectorized and cleaned using modern methods [Bess-
meltsev and Solomon 2019; Simo-Serra et al. 2018], preprocessing
can introduce unnecessary distortions and errors, leading to sub-
optimal reconstruction. In contrast, our system directly processes
bitmap sketches.
3 ALGORITHM
We engineer a deep learning pipeline that outputs a parametrically-
defined 3D surface. We describe the geometric representation of
the output surfaces (§3.1), define the loss terms that we optimize
(§3.2), and specify the deep CNN architecture and training procedure
(§3.3).
3.1 Representation
3.1.1 Patch Primitives. We would like to encode 3D surfaces with
a compact and expressive representation. To capture the details of
man-made shapes, our representation must be capable of containing
smooth regions as well as sharp creases and corners. Given these
requirements, we represent our surfaces as collections of parametric
primitives, where each primitive is a Coons patch [Coons 1967].
A Coons patch is a parametric surface patch in three dimensions
specified by four boundary curves sharing endpoints. We chose
each boundary curve to be a cubic Bézier curve, c(γ ), specified by
four control points p1,p2,p3,p4 ∈ R3, two of which, p1 and p4, are
connected to adjacent curves. Thus, our patches are parameterized
by 12 control points in total.
A single Bézier curve c : [0, 1] → R3 is defined as
c(γ ) = p1(1 − γ )3 + 3p2γ (1 − γ )2 + 3p3γ 2(1 − γ ) + p4γ 3, (1)
and a Coons patch P : [0, 1] × [0, 1] → R3 is defined as
P(s, t) = (1 − t)c1(s) + tc3(1 − s) + sc2(t) + (1 − s)c4(1 − t)
− (c1(0)(1 − s)(1 − t) + c1(1)s(1 − t) + c3(1)(1 − s)t + c3(0)) st .
(2)
3.1.2 Templates. We use templates to specify the connectivity of
a collection of Coons patches. A template consists of the minimal
number of control points necessary to define the Coons patches
for the entire surface; control points for adjacent patches sharing
boundary curves or corners are reused rather than duplicated. For
instance, we can define a template with cube topology based on a
quad mesh with six faces; the resulting template contains 12 shared
curves and 32 control points.
d
cd
We allow for the edge of one patch to
be contained within the edge of another
without subdividing either patch by using
junction curves. A junction curve cd is con-
strained to a lie along a parent curve d and
is thus parameterized by s, t ∈ [0, 1], such
that c(0) = d(s) and c(1) = d(t). We must
be careful when defining junction curves so that each endpoint of
the junction curve is well-defined in terms a single parent curve.
We address this in detail below.
A template provides hard topological constraints for our surfaces
as well as an initialization of their geometry and, optionally, a means
for geometric regularization. Templates are crucial in ensuring that
our predicted patches have consistent topology—an approach with-
out templates would result in unstructured patch collections, with
patches that do not align at boundaries or form a watertight, mani-
fold surface.
While we demonstrate that our method works using a generic
sphere template, we optionally can define distinct templates for dif-
ferent shape categories to incorporate category-specific geometric
priors. These templates capture only coarse geometric features and
approximate scale. We outline a strategy for obtaining templates
below.
Algorithmic construction of templates. We design a simple system
to construct a template automatically given as input a collection
of cuboids. Such a collection of cuboids can be computed auto-
matically for a shape category, e.g., given a segmentation or using
self-supervised methods such as [Smirnov et al. 2020; Sun et al. 2019;
Tulsiani et al. 2017b], or easily produced manually using standard
CAD software. Our algorithms converts any collection of cuboids
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(a) (b) (c)
Fig. 3. A summary of our agglomerative algorithm for automatic template
generation. Given any collection of cuboids (a), we first split the quad faces
and remove interior and overlapping faces to obtain a valid quad mesh (b),
and iteratively merge adjacent faces to obtain the final template (c).
into a template compatible with our method. In our experiments,
we show templates algorithmically computed from pre-segmented
shapes—for a given shape, we obtain a collection of cuboids by tak-
ing the bounding box around each connected component of each
segmentation class.
While a cuboid decomposition may be a good approximation
of a 3D model, the cuboids may overlap and thus cannot be used
as a template. We first snap our cuboids to an integer lattice and
then refine the decomposition by splitting each cuboid face at every
coordinate of the grid. We remove overlapping and interior faces
to obtain a quad mesh. While the resulting quad mesh can be used
directly as a template, it typically consists of a large number of faces,
and thus we further process it.
We simplify our quad mesh by merging adjacent quads, ensuring
that junction curves are well-defined and that there are no circu-
lar definitions. We do this with a greedy agglomerative algorithm,
iterating over each quad in order of descending area and merging
it with an adjacent quad as long as the merge does not result in
any ill-defined curves. To keep track of how junction curves are
defined, we use a quad dependency graph. The graph contains a a
node for each quad and a directed edge from node A to node B if a
curve of quad B is a junction curve whose parent is a side of A. This
structure allows us to determine whether a merge is impermissible—
if the resulting dependency graph contains a cycle, or some node
is the child of two parents that do not share a graph edge, we do
not merge. We continue iterating over quads until no permissible
merges remain. Then, the order in which we must define junctions
is simply a topological ordering of the dependency graph. We show
a example cuboid input, intermediate construction, and final output
of this algorithm in Figure 3.
Given cuboid decompositions of multiple shapes in a category,
we find the median model in the category with respect to Chamfer
distance. Since, in the datasets used for our experiments, models
within a shape category are generally aligned and normalized, the
median provides a rough approximation of the typical geometry.
Structural variation using templates. For category-specific tem-
plates, we use the fact that template patches are consistently placed
on semantically meaningful components of the shape to account
for structural variation doing training. For instance, in the airplanes
shape category, certain models contain turbines while others do not.
Fig. 4. Structural variation. When using a template, since patches are
mapped consistently across inputs, we can choose to toggle modular com-
ponents by simply showing or hiding certain patches. Here, we demonstrate
the same airplane model with and without turbines. Both configurations
produce manifold meshes.
(a) (b)
Fig. 5. Our geometry representation is composed of Coons patches (a) that
are organized into a deformable template (b).
Fig. 6. The templates used in our experiments. From top to bottom, left to
right: bottle, knife, guitar, car, airplane, coffee mug, gun, bathtub, 24-patch
sphere, 54-patch sphere.
When constructing the airplane template, we note which patches
come from cuboids corresponding to turbines, and, during train-
ing, only sample from the turbine patches for models that contain
turbines. This allows to train the entire airplane shape category,
effectively using two distinct templates. Additionally, at test time,
we can toggle turbines on or off for any given input, as shown in
Figure 4.
3.2 Loss
In our training procedure, we fit a collection of Coons patches {Pi }
to a target mesh M by optimizing a differentiable loss function.
Below, we describe each term of our loss—a main reconstruction
loss analogous to Chamfer distance (§3.2.1), a normal alignment loss
(§3.2.2), a regularizer to inhibit self-intersections (§3.2.3), a patch
flatness regularizer (§3.2.4), and two template-based priors (§3.2.5
and §3.2.6).
3.2.1 Area-weighted Chamfer distance. Given twomeasurable shapes
A,B ⊂ R3 and point setsX andY sampled fromA andB, respectively,
the directed Chamfer distance between X and Y is
Chdir(X ,Y ) =
1
|X |
∑
x ∈X
min
y∈Y d(x ,y), (3)
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where d(x ,y) is Euclidean distance between x and y. The symmetric
Chamfer distance is
Ch(X ,Y ) = Chdir(X ,Y ) + Chdir(Y ,X ). (4)
Chamfer distance is differentiable and therefore a popular loss
function in deep learning pipelines that optimize shapes (§2.1). It
suffers from several disadvantages, however. In particular, the dis-
tribution under which X and Y are sampled from A and B has a
significant impact on the Chamfer distance; sampling in the para-
metric domain does not capture the area measure of the surface.
In our setting, sampling uniformly from Coons patches is difficult,
while sampling uniformly from the parametric domain results in
oversampling around regions with high curvature.
To address this sampling issue, following Smirnov et al. [2020],
we first define the variational directed Chamfer distance, starting
from (3):
Chdir(X ,Y ) =
1
|X |
∑
x ∈X
min
y∈Y d(x ,y) (5)
≈ Ex∼UA
[
inf
y∈Y d(x ,y)
]
(6)
≈ 1Area(X )
∫
X
inf
y∈Y d(x ,y) dx
def
= Chvardir (A,B), (7)
whereUA is the uniform distribution on A. Variational symmetric
Chamfer distance Chvar(A,B) is defined analogously.
We leverage the fact that, while it is difficult to sample uniformly
from our parametric patches, we are able to sample uniformly from
their parametric domain (i.e., the unit square) in a straightforward
fashion. Thus, we perform a change of variables:
Chvardir (P ,M) = (8)
=
1
Area(P)
∫
P
inf
y∈M d(x ,y) dx (9)
=
1
Area(P)
1 1∬
0 0
inf
y∈M d (P(s, t),y) |J (s, t)| ds dt (10)
=
1
Area(P) ·
1
Area(□)
1 1∬
0 0
inf
y∈M d (P(s, t),y) |J (s, t)| ds dt (11)
=
1
Area(P) E(s,t )∼U□
[
inf
y∈M d(P(s, t),y)|J (s, t)|
]
(12)
=
E(s,t )∼U□
[
infy∈M d(P(s, t),y)|J (s, t)|
]
E(s,t )∼U□ [|J (s, t)|]
, (13)
where □ = [0, 1] × [0, 1] and J (s, t) is the Jacobian of P(s, t). In
practice, we approximate this value via Monte Carlo integration:
Chvardir (P ,M) ≈
1
|U□ |
∑
(s,t )∈U□ miny∈M d(P(s, t),y)|J (s, t)|
1
|U□ |
∑
(s,t )∈U□ |J (s, t)|
(14)
=
∑
(s,t )∈U□ miny∈M d(P(s, t),y)|J (s, t)|∑
(s,t )∈U□ |J (s, t)|
, (15)
whereU□ is a set of points uniformly sampled from the unit square.
Since we can precompute uniformly sampled random points from
the target mesh, we do not need to use area weights to compute
Chvardir (M, P). Thus, our area-weighted Chamfer distance is
LCh(∪Pi ,M) =
∑
i
∑
(s,t )∈U□ miny∈M d(P(s, t),y)|Ji (s, t)|∑
i
∑
(s,t )∈U□ |Ji (s, t)|
+
1
|M |
∑
x ∈M
min
y∈∪Pi
d(x ,y). (16)
We use symbolic evaluation software to compute the expression for
Ji (u,v) for Coons patch i given its control points in closed-form;
this formula is computed once and compiled into our code.
3.2.2 Normal alignment. While the Chamfer distance loss term
encourages our predicted patches to be close to the ground-truth
mesh with respect to Euclidean distance, it contains no explicit
notion of curvature or normal alignment. This results in surfaces
whose curvature differs significantly from that of the ground truth
models (see §4.4, Figure 20 (a)). To address this, we add an additional
normal alignment loss term.
This loss term is computed analogously to Chdir(∪Pi ,M), except
that instead of Euclidean distance, we compute normal distance,
defined as
dN (x ,y) = ∥nx − ny ∥22 , (17)
where nx is the normal vector at point x . For each point y sampled
from our predicted surface, we compare ny to nx , where x ∈ M is
closest to y under Euclidean distance, and, symmetrically, for each
x ′ ∈ M , we compare nx ′ to to ny′ , where y′ ∈ ∪Pi is closest to x ′.
We precompute the normal vectors for all points sampled from our
target meshes, and we again use symbolic differentiation to compute
the expression for the normal vector of a Coons patch at P(u,v).
In analogy to the variational Chamfer loss above, we have
Lnormal(∪Pi ,M) =∑
i
∑
(u,v)∈U□ dN (NN(Pi (u,v),M), Pi (u,v)) |Ji (u,v)|∑
i
∑
(u,v)∈U□ |Ji (u,v)|
+
1
|M |
∑
x ∈M
dN (x ,NN(x ,∪Pi )) , (18)
where NN(x ,Y ) is the nearest neighbor to x in Y under Euclidean
distance.
3.2.3 Intersection regularization. We introduce a collision detection
loss to detect pairwise patch intersections. We define this loss as
Lcoll({Pi }) =
∑
i,j
exp
(
−
(
min(d(T i , P j ), d(T j , P i ))/ε
)2)
, (19)
where T i is a triangulation of patch Pi , and P i is a set of points
sampled from patch Pi . We triangulate a patch during training by
taking the image of a fixed triangulation of a regular grid in patch
parameter space. With a small ε (ε = 10−6 in our experiments), this
expression smoothly interpolates between near-zero when the two
patches do not intersect and one if the patches are intersecting, up
to resolution of the grid used to compute the triangulation. For a
pair of adjacent patches or those that share a junction, we truncate
Learning Manifold Patch-Based Representations of Man-Made Shapes • 7
one patch by one grid row at the adjacency before evaluating the
collision loss.
3.2.4 Patch flatness regularization. The loss functions defined above
ensure that our output is a manifold surface that matches the target
geometry. However, we also prefer that our Coons patches align to
smooth regions of the geometry and that sharp creases fall on patch
boundaries. To this end, we define a patch flatness regularizer that
favors flat Coons patches, discouraging excessively high curvature.
The patch flatnesss regularizer encourages each Coons patch map
P : [0, 1] × [0, 1] → R3 to be close to a linear map. For each Coons
patch, we sample random points U□ in parameter space, compute
their image P(U□) and fit a linear function using linear least-squares.
Thus, we have Pˆ(U□) = AU□ + b ≈ P(U□) for some A,b. We define
patch flatness loss as
Lflat({Pi }) =
∑
i
∑
(u,v)∈U□ ∥Pˆi (u,v) − Pi (u,v)∥22 |Ji (u,v)|∑
i
∑
(u,v)∈U□ |Ji (u,v)|
. (20)
3.2.5 Template normals regularization. For shape categories where
a category-specific template is available, we not only utilize the
template geometry to initialize the network output but also regu-
larize the output geometry using normals defined by the template.
Along with the patch flatness regularizer, this encourages favorable
positioning of patch seams and prevents patches from unnecessarily
sliding over high-curvature regions.
We define template normals loss as
Ltemplate({Pi }, {Ti }) =
∑
i
∑
(u,v)∈U□ ∥nPi (u,v) − nTi ∥22 |Ji (u,v)|∑
i
∑
(u,v)∈U□ |Ji (u,v)|
,
(21)
where nTi is the normal vector of the ith template patch; since
template patches are flat, the normal vector is constant for a patch.
3.2.6 Global symmetry. Man-made shapes frequently exhibit global
bilateral symmetries. Enforcing symmetry during reconstruction
may be problematic for previous shape representations, such as de-
formable meshes or implicit surfaces. In contrast, our representation
allows for a straightforward implementation of symmetry. Having
computed the symmetry planes of the initial template, we may en-
force symmetric positions of the corresponding control points as
an additional loss term:
Lsym(∪Pi ) = 1|S |
∑
(i, j)∈S
∥(P ix − a, P iy , P iz ) − (a − P jx , P jy , P jz )∥22 (22)
where S contains pairs of indexes of symmetric control points and
P i = (P ix , P iy , P iz ) is the ith control point. Here, we define symmetry
loss for symmetry plane x = a, but the definition for other axes of
symmetry is analogous.
We employ this principle to enforce symmetrical reconstruction
of airplanes and cars.
128x128 
image
ResNet-18 fully
connected
patch
flatness
loss
collision
loss
template
normals
loss
normal
alignment
loss
Chamfer
loss
Coons
patches
template
ground truth
symmetry
loss
Fig. 7. An overview of our deep learning pipeline. We encode an image and
get back a series of parameters defining a collection of Coons patches. We
then compute six loss values based on the predicted patches and the ground
truth 3D model as well as a template.
3.3 Deep learning pipeline
The final loss that we optimize is
L({Pi },M) = LCh(∪Pi M) + αnormalLnormal(∪Pi M)
+ αflatLflat({Pi }) + αcollLcoll({Pi })
+ αtemplateLtemplate({Pi }, {Ti }) + αsymLsym(∪Pi ).
(23)
For models scaled to fit in a unit sphere, we use αnormal = 0.008,
αflat = 2, and αcoll = 0.00001 for all experiments, and αtemplate =
0.0001 and αsym = 1 for experiments that use those regularizers.
Our network takes as input one or more 128 × 128 raster images
and outputs parameters defining the predicted Coons patches. We
use an encoder-decoder architecture, consisting of a ResNet-18 He
et al. [2016] followed by three fully-connected hidden layers with
1024, 512, and 256 units, respectively, and an output layer with
size equal to the appropriate output dimension. We initialize the
weights of the final layer to zero with bias equal to the parameters
for the template, therefore setting the starting geometry to that of
the template. To accept multi-view input for the tests in §4.2, we
encode each input image using the ResNet encoder and perform
max pooling over the latent codes. We use ReLU nonlinearity and
batch normalization after each layer except for the last. We train
each network on a single Tesla V100 GPU, using Adam [Kingma
and Ba 2014] and batch size 8 with learning rate 0.00001 when using
generic sphere templates and 0.0001 for category-specific templates.
We train all categories for 24 hours. At each iteration, we sample
7,000 points from the predicted and target shapes. Additionally, we
perform train-time data augmentation by applying random crops, ro-
tations, and horizontal flips to the input images. Our entire pipeline
is illustrated in Figure 7.
4 EXPERIMENTAL RESULTS
We demonstrate the efficacy of our method by applying it to the task
of sketch-based modeling. We introduce a synthetic data generation
pipeline for automatically creating realistic sketch data from 3D
models. We then use our pipeline to train a network that takes a
natural sketch image and converts to a patch-based 3D representa-
tion. We show 3D reconstruction results both on synthetic sketches
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(a) (b) (c) (d)
Fig. 8. Our data generation and augmentation pipeline. Starting with a 3D
model (a), we use Arnold Renderer in AutodeskMaya to generate its contours
(b), which we vectorize using themethod of Bessmeltsev and Solomon [2019]
and stochastically modify (c). We then use the pencil drawing generation
model of Simo-Serra et al. [2018] to generate the final image (d).
from our dataset as well as natural human-drawn sketches and also
perform an ablation study, demonstrating the necessity of each term
in our objective function. Finally, we compare our results to existing
methods for sketch-based as well as single-view 3D reconstruction.
4.1 Data Preparation
While there exist annotated datasets of 3D models and correspond-
ing hand-drawn sketches [Gryaditskaya et al. 2019], such data are
unavailable at the scale necessary for deep learning. Thus, we in-
stead generate synthetic training data from 3D models. Our system
creates sketch-like images that capture a model from several views
and contain the typical ambiguities and inaccuracies present in
human-drawn sketches.
Our first step is to generate 2D contours from the 3Dmodel, which
an artist would capture in a sketch. Guided by the study by Cole
et al. [2012], we render occluding contours and sharp edges using
the Arnold Toon Shader in Autodesk Maya. We render each model
from a fixed number of distinct camera angles manually chosen per
shape category to best capture representative views.
Although the contour images capture the main features of the
3D model, they lack some of the ambiguities present in rough hand-
drawn sketches [Liu et al. 2018], so we augment our contour images
with features such as broken lines. To this end, we first vectorize
the contour images using the method of Bessmeltsev and Solomon
[2019]. Then, for each vectorized image, we augment the set of
contours. With a probability of 0.3, we split a random stroke into
two at a uniformly random position. We do this no more than 10
times for a single image. Additionally, for each stroke, we truncate
it at its endpoints with probability of 0.2. Finally, we introduce a
realistic sketch-like texture to our contours while also adding noise
and ambiguity. For each augmented vectorized contour image, we
rasterize it using several different stroke widths. We then pass the
rasterized images through the pencil drawing generation model of
Simo-Serra et al. [2018]. We illustrate our entire data generation
and augmentation pipeline in Figure 8.
In the end, for each 3D model, we obtain a series of realistic,
synthetically-generated sketch images. In our experiments, we train
models from the airplane, bathtub, guitar, bottle, car, mug, gun, and
knife categories of the ShapeNet Core (v2) dataset [Chang et al.
2015]. We choose these categories because they largely contain
Fig. 9. Results on synthetic sketches of airplanes. From left to right: input
sketch, 3Dmodel with sphere template (54 patches), 3Dmodel with category-
specific template (76 patches). For more results, please refer to Fig. 1
models with consistent structure, making them well-suited for our
representation. Prior to processing, we convert the ShapeNet models
to watertight meshes using the method of Huang et al. [2018] and
normalize them to fit into an origin-centered unit sphere. We also
manually remove some mislabeled models from the dataset.
4.2 Results on Real and Synthetic Sketches
We pick a random 10%-90% test-train split for each shape category
and evaluate our method on synthetic sketches from our test dataset
in Figures 1, 10, 11, 12, 13, 14, 15, and 9. For each category, we show
results from both a model using a generic 54-patch sphere template
and a category-specific template. The templates for airplanes, gui-
tars, guns, knives, and cars are generated fully automatically using
semantic segmentations of Yi et al. [2016]. For mugs, we start with
an automatically-generated template and manually add a hole in
the handle as well as a void in the mug interior. To demonstrate our
method using a template consisting of multiple distinct parts, for
cars, we use the segmentation during training, computing Chamfer
and normal alignment losses for wheel and body patches separately.
Finally, to demonstrate the use case of our system when segmenta-
tions are not available, we manually construct the bottle and bathtub
templates simply by placing two and and five cuboids, respectively,
and then running our template processing algorithm.
For a generic sphere template, our method produces a compact
piecewise-smooth representation of surfaces of comparable quality
to the more conventional deformable meshes. Our algorithmic con-
struction of category-specific templates, however, enables a higher-
quality reconstruction of sharp features and details.
In Figure 17, we show how our system is able to utilize multiple
views of the same object in order to refine its prediction.
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Fig. 10. Results on synthetic sketches of bottles. From top to bottom: input
sketch, 3Dmodel with sphere template (54 patches), 3Dmodel with category-
specific template (14 patches).
Fig. 11. Results on synthetic sketches of bathtubs. From left to right: input
sketch, 3Dmodel with sphere template (54 patches), 3Dmodel with category-
specific template (14 patches).
We also test our method on real sketches drawn by four artists
using pencil and paper as well as an iPad with an Apple Pencil
(Figure 18). Each artist was shown a rendering of a sample 3D model
rendered from each of our viewpoints and was told to sketch an
object in the same category from one of the viewpoints. The artists
were never shown the contours or synthetic sketches used in our
Fig. 12. Results on synthetic sketches of guitars. From top to bottom: input
sketch, 3Dmodel with sphere template (54 patches), 3Dmodel with category-
specific template (22 patches).
Fig. 13. Results on synthetic sketches of guns. From left to right: input
sketch, 3Dmodel with sphere template (54 patches), 3Dmodel with category-
specific template (20 patches).
training procedure. The 3D results that we recover are similar to
those on the synthetic sketches. This demonstrates that our dataset
is reflective of the choices that humans make when sketching 3D
objects.
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Fig. 14. Results on synthetic sketches of knives. From top to bottom: input
sketch, 3Dmodel with sphere template (54 patches), 3Dmodel with category-
specific template (14 patches).
Fig. 15. Results on synthetic sketches of cars. From left to right: input sketch,
3D model with sphere template (54 patches), 3D model with category-
specific template (43 patches).
4.3 3D Model Interpolation
The representation learned by our method is naturally well-suited
for interpolating between 3D models. Because each model is com-
posed of a small number of patches, each of which is placed con-
sistently across different models, we can linearly interpolate the
parameters that define the patches (e.g., the vertex positions) to
generate models “between" those output by our network.
We are also able to perform interpolation in the latent space
learned by our deep model; we take the output of our our first 1024-
dimensional hidden fully-connected layer to be the latent space.
Fig. 16. Results on synthetic sketches of mugs. From top to bottom: input
sketch, 3Dmodel with sphere template (54 patches), 3Dmodel with category-
specific template (32 patches).
Fig. 17. We demonstrate our method’s ability to incorporate details from
different views of a model into its final prediction. We show our output
when given a single view of an airplane as well as the output when given
an additional view. The combined model incorporates elements not visible
in the original view.
Fig. 18. Results on real human-drawn sketches of airplanes.
While the resulting interpolation is similar to that in patch space,
each interpolant better resembles a realistic model due to the priors
learned by our network.
We demonstrate both patch-space and latent-space interpolation
between two car models in Figure 19.
4.4 Ablation Study
We perform an ablation study of our method. We demonstrate on
an airplane model the effect of training without each term in our
loss function as well as the difference between a category-specific
template, a 54-patch sphere template, and a lower resolution 24-
patch template. The results are shown in Figure 20.
The ablation study demonstrates the contribution of each com-
ponent of our system method to the final result. Training without
collision detection loss results in predictions containing pairwise or
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Fig. 19. Linear interpolation in learned latent space (above) and patch
parameter space (below) between two car models. The consistent patch
placement and the low-dimensional, geometrically meaningful nature of our
representation make it possible to interpolate directly in patch parameter
space. We obtain even better interpolants, however, when interpolating in
the 1024-dimensional latent space learned by our model; each model in the
latent space interpolation appears to be a valid car.
(a) (b) (c) (d)
(e) (g) (h) (i)
Fig. 20. An ablation study of our algorithm, training the network (a) without
the normal alignment loss, (b) without collision detection loss, (c) without
patch flatness loss, (d) without template normal loss (e), without symmetry
loss (f), as well as using 24-patch (g) and 54-patch (h) sphere templates
compared to the final result (i).
self-intersections. Omitting the normal loss causes the 3D surface
to suffer in smoothness. Patch flatness and and template normal
losses encourage patch seams to align to sharp features. While both
sphere templates capture the geometry, using more patches allows
to capture greater details, and using a non-generic template further
improves the model.
4.5 Comparisons
In Figure 21, we compare our method to the sketch-based 3D re-
construction methods of Lun et al. [2017] and Delanoy et al. [2018].
Our comparisons are generated using the species of input used to
train these two methods, rather than attempting to re-train their
models for our input.
Although we train on a different dataset, the visual quality and
fidelity of our predictions is comparable to the output of [Lun et al.
2017] and [Delanoy et al. 2018]. Moreover, our method offers some
distinct advantages. In particular, we output a 3D representation
that sparsely captures smooth and sharp features, independent of
resolution. In contrast, Delanoy et al. [2018] produce a 643 voxel
grid—a dense representation at a fixed resolution, which cannot be
edited directly and offers no topological guarantees. In Figure 22,
we show results of their system evaluated on contours from our
dataset. These inputs were not processed with the pencil sketch
model, to more closely resemble the data used to train their system.
We show their results (orange) on two inputs alongside our results
(blue). These results largely demonstrate that our task of reconstruct-
ing sketches with a prior on class (airplane) rather than geometric
structure (cylinders and cuboids) is misaligned with theirs: Since
our training data is not well-approximated by CSG models, their
method is unable to extract meaningful output.
(b)
(d)
(a)
(c)
Fig. 21. Compared to the previous approaches, [Delanoy et al. 2018] (a) and
[Lun et al. 2017] (c), our model (b and d) captures qualitative aspects of the
input images despite having been trained on data generated from different
3D models and rendered using a distinct pipeline. See Figure 22 for models
produced by the method of Delanoy et al. [2018] on our data. Furthermore,
unlike voxel-based [Delanoy et al. 2018] or smooth mesh-based [Lun et al.
2017] approaches, our models do not depend on resolution and can represent
sharp and smooth regions explicitly.
Fig. 22. Comparison to [Delanoy et al. 2018] on inputs from our dataset.
Their predictions (generated by the authors) are in orange, and ours are in
blue. This experiment demonstrates that their method does not generalize
to arbitrary single-view sketches.
Although the method of Lun et al. [2017] ultimately produces a
mesh, it is only after a computationally expensive post-processing
and fine-tuning procedure, since a forward pass through their net-
work returns a labeled point cloud from which the mesh is extracted.
Our method directly outputs the parameters for surface patches with
no further optimization or post-processing. Additionally, the final
mesh from their technique contains more components (triangles)
than our output representation (patches), making it less useful for
editing. Finally, their fine-tuning approach is fundamentally incom-
patible with the goal of parsing human-drawn sketches, since they
rely on propagating changes to the 3D mesh back to the raster im-
age. The inherent ambiguity and noise of our input precludes this
procedure.
In Figure 23, we compare our method to AtlasNet [Groueix et al.
2018]. Since AtlasNet does not operate on sketch-based input, we
retrain our model with the renderings used for AtlasNet. We use
the generic 54-face sphere template for fair comparison. While our
3D reconstructions capture the same amount of detail, they do not
suffer from the topological defects of AtlasNet’s representation. In
particular, AtlasNet’s reconstruction contains many patch intersec-
tions as well as holes in the surface. Extracting a watertight mesh
would require significant post-processing. Additionally, each patch
in our representation is parameterized sparsely by control points on
its boundary. This is in contrast to AtlasNet’s patches, which come
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(b) (c)(a)
Fig. 23. 3D reconstructions using AtlasNet [Groueix et al. 2018] (b) and
our method (c) given a single rendering as input (a). Compared to Atlas-
Net, we produce a result without topological defects (holes and overlaps).
Additionally, each of our patch primitives is easily editable and has a low
dimensional, interpretable parameterization.
from a learned latent space and, therefore, must be sampled using a
deep decoder network and cannot be easily edited.
In Pixel2Mesh. Wang et al. [2018b] output a triangle mesh given
a rendering as input. We train models using our method for the car
category, using the same renders and an identical test-train split as
Pixel2Mesh. For fair comparison, we use our generic 54-face sphere
template; Pixel2Mesh also initializes its output with a sphere mesh.
While the final output of Pixel2Mesh is a mesh containing 2466
vertices, which corresponds to 7398 degrees of freedom, we out-
put 54 patches, corresponding to 816 degrees of freedom, making
our representation better suited for editability and interpretability
(Figure 2.) As shown in Figure 24, the low dimensionality of our 3D
models is not at the expense of expressiveness.
We compare to Pixel2Mesh quantitatively in Table 1. We select
2500 random test set views and compute Chamfer distance using
5000 sampled points. We rescale the Pixel2Mesh meshes to be the
same size as our meshes for the comparison. While we are able to
obtain comparable Chamfer distance values, our representation is
significantly more compact, editable, and less prone to non-manifold
artifacts.
Category CD DOFP2M ours P2M ours
airplane 0.022 0.025 7398 816
car 0.018 0.022 7398 816
Table 1. Quantitative comparison to Pixel2Mesh [Wang et al. 2018b]. For
the airplane and car ShapeNet categories, we report Chamfer distance (CD)
and degrees of freedom in the representation (DOF). Although we obtain
comparable Chamfer distance, we do so using a representation that is an
order of magnitude more compact and without non-manifold artifacts.
5 DISCUSSION AND CONCLUSION
As more and more 3D data becomes readily available, the need for
processing, modifying, and generating 3Dmodels in a usable fashion
also increases.While the quality of results produced by deep learning
systems continues to improve, it is necessary to think carefully
about their format, particularly with respect to existing applications
and use cases. By carefully designing representations together with
compatible learning algorithms, we can truly harness all these data
for the purpose of simplifying and automating workflows in design,
modeling, and manufacturing.
While many difficult problems remain on the path toward this
goal, our system represents a significant step toward practical 3D
Pixel2Mesh OursInput Pixel2Mesh OursInput
Fig. 24. Comparison to Pixel2Mesh [Wang et al. 2018b] on four test set
images from each of the car and airplane categories. From left to right
in each column: input image, Wang et al. [2018b], ours trained on the
generic 54-patch sphere template. While we are able to capture a similar
degree of geometric detail in our 3D models, the dimensionality of our
patch-based representation is an order of magnitude smaller than the mesh-
based representation of Pixel2Mesh, and our results do not suffer from
non-manifold artifacts.
modeling assisted by deep learning. Our use of a sparse patch-based
representation is closer to what is used in artistic and engineering
practice, and we accompany this representation with new geometric
regularizers that greatly improve the reconstruction process. Unlike
meshes or voxel occupancy functions, this representation can easily
be edited and tuned after 3D reconstruction, and it captures a trade-
off between smoothness and sharp edges reasonable for man-made
shapes. Furthermore, our synthetic sketch data generation pipeline
fills a gap in data sets needed to train modern machine learning
systems for this task.
Our work suggests several avenues for future research. Currently
our technique uses pre-trained networks to generate sketch training
data; inspired by recent generative adversarial networks (GAN), we
could couple together training of these different pieces to allevi-
ate dependence on matched sketch–3D model pairs. We also could
explore coupling with other representations, leveraging the rich
literature in computer-aided geometric design (CAGD) to identify
other structures amenable to learning with relatively few parame-
ters. Of particular interest are multiresolution representations (e.g.,
subdivision surfaces), which might enable the system to learn both
high-level smooth structure as well as geometric details like filigree
independently. It also may be beneficial to incorporate additional
modalities such as photographs to further regularize our learned
output.
Other extensions of our work might be oriented toward the end
user. Capturing and learning from the sequence of strokes might be
fruitful for disambiguating depth information in 3D reconstruction.
Furthermore, we should close the loop between learning system and
artist, allowing the artist to edit the 3D model or to edit the sketch
and have the changes propagate to the other side.
Perhaps the most important challenge remaining from our work—
and others, such as [Kanazawa et al. 2018; Smirnov et al. 2020; Wang
et al. 2019]—involves inference of the topology of a shape. While
our current per-class templates support structural variability and
modular parts, scaling this towards a completely learned topology
is nontrivial. Although this limitation is reasonable for the classes
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of shapes we consider—and likely for parts of shapes, as explored in
[Mo et al. 2019]—reconstruction of a sketch of a generic full shape
will require algorithms that automatically add and connect patches
in a flexible and adaptive fashion.
Even without the improvements above, our system remains an
effective means of 3D shape recovery. It can be used as-is as a means
of extracting an initial 3D model that can be tuned by an artist
or engineer. Moreover, our architecture and loss functions can be
incorporated as building blocks into larger pipelines connecting
artistic imagery to the 3D world.
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