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Let Q=[Qj]j=0 be a strictly increasing sequence of integers with Q0=1 and
such that each Qj is a divisor of Q j+1 . The sequence Q is a numeration system in
the sense that every positive integer n has a unique ‘‘base-Q’’ representation of
the form n=j0 aj (n) Qj with ‘‘digits’’ aj (n) satisfying 0aj (n)<Q j+1 Qj . A
Q-additive function is a function f: N  C of the form f (n)=j0 fj (aj (n)) where
n=j0 aj (n) Qj is the base-Q representation of n and the component functions fj
are defined on [0, 1, ..., Qj+1 Qj&1] and satisfy fj (0)=0. We study the distribution of
integer-valued Q-additive functions in residue classes. Our main result gives necessary
and sufficient conditions for f to be uniformly (resp. non-uniformly) distributed
modulo m, for any given prime m. We apply this result to many cases, showing, for
example, that the sum-of-digits functions associated with base-Q representations are
uniformly distributed modulo any prime m.  1999 Academic Press
INTRODUCTION
If an integer is chosen at random and written in base 2, one can ask
how ‘‘likely’’ it is that the number of digits 1 in this representation is even.
Trivially, if N is a power of 2 then exactly half of the nonnegative integers
n<N have an even number of ones in their binary representation. It is not
hard to show that for general N the proportion of nonnegative integers
n<N with an even number of ones in their binary representations tends to
12 as N tends to infinity. In other words, if s2 (n) denotes the sum of digits
in the binary representation of n, then
lim
N  
1
N
*[0n<N : s2 (n)#0 mod 2]=
1
2
.
In this paper we generalize this problem in three directions. The first
generalization is to consider more general ‘‘numeration systems’’ than the
binary system. These systems are defined as follows. Let Q=[Qj]j=0 be a
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sequence of positive integers such that Q0=1 and each Qj is a proper
divisor of Qj+1 , and set qj=Qj+1 Q j . It is known that every positive
integer n has a unique ‘‘base-Q’’ representation given by n=j0 aj (n) Qj
with digits satisfying 0aj (n)<qj (see, e.g., [3]). Examples are the fac-
torial representation (Qj=( j+1)!), the factorial-squared representation
(Qj=( j+1)!2), the ordinary base-q representation (Qj=q j), and the
doubly geometric representation (Qj=> ji=0 q
i). Such numeration systems
have been extensively investigated in the literature; see, for example, the
survey article by A. Fraenkel [3]. We will show in this paper that for any
numeration system Q the associated sum-of-digits function is even and odd
with the same frequency.
The second generalization is to allow more general functions than the
sum-of-digits functions. Specifically, we consider so-called Q-additive func-
tions, defined as follows. Given a numeration system Q as described
above, a Q-additive function f : N  C is a function of the form f (n) =
j0 fj (a j (n)) where n=j0 a j (n) Q j is the base-Q representation of n
and the ‘‘component functions’’ f j are functions defined on [0, 1, ..., qj&1]
and satisfying fj (0)=0. such functions were introduced in 1977 by Coquet
[1] and have been most recently studied by Manstavic$ ius [7]. Examples
of Q-additive functions include the following functions.
(a) the number of digits 1 in the factorial representation of n;
(b) the sum of digits in the binary representation of n;
(c) the number of digits in the factorial-squared representation of n
which are maximal (i.e., digits aj (n) that are equal to qj&1);
(d) the sum of digits with prime indices in any doubly-geometric
representation of n;
(e) the sum of prime digits in the factorial representation of n.
If the numeration system Q is the ordinary base-q representation, then
Q-additive functions reduce to so-called q-additive functions, which were
introduced in 1968 by A. O. Gelfond [4], and have been studied by
Delange [2] and others.
The third generalization is to consider, instead of even and odd values of
f, the distribution of f among general residue classes k mod m. Given an
integer-valued Q-additive function f and a residue class k mod m, we say
that f has a limit distribution modulo m if, for each integer k, the limit
lim
N  
1
N
*[0n<N : f (n)#k mod m]
exists. We say that f has a uniform limit distribution modulo m if each of the
above limits is 1m. Our main theorem gives a complete characterization of
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those integer-valued Q-additive functions that have a limit distribution
(resp. uniform limit distribution) modulo m in the case that m is a prime
number. As a consequence of this result we obtain, for example, that the
function defined in (c) above has a non-uniform limit distribution modulo
m, for any prime m, whereas the function defined in (d) above has a
uniform limit distribution modulo any prime m. We also will show (see
Corollary 5 below) that any sum-of-digits function is uniformly distributed
modulo m, for any prime m.
1. STATEMENT OF RESULTS
Let Q=[Qj] j0 be a numeration system, in the above sense, with
factors qj=Qj+1 Qj . Let f be an integer-valued Q-additive function with
component functions fj , and let m be a positive integer. We set
+j=1&max
k
1
qj
*[0n<qj : fj (n)#k mod m]
and
_j= max
1Nqj
1
N
*[0n<N : f j (n)0 mod m].
We call fj uniformly distributed modulo m if, for every integer k,
1
qj
*[0n<qj : fj (n)#k mod m]=
1
m
.
Theorem. Let m be prime. The function f has a uniform limit distribution
modulo m if and only if at least one of the following conditions holds:
(i) For some j, fj is uniformly distributed modulo m.
(ii) j=0 +j=.
The function f has a non-uniform limit distribution modulo m if and only if
the following three conditions all hold:
(iii) There is no j for which fj is uniformly distributed modulo m.
(iv) j=0 +j<.
(v) limj   _ j=0.
Without requiring the modulus m to be prime, the statement of the
Theorem is not true in general. This can be seen from the following example.
Let Q be the doubly geometric numeration system with q=2, i.e., Q is
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defined by qj=Qj+1Qj=2 j+1. Let f (n)=a0+2a1 , where a0 and a1 are two
rightmost digits in the base-Q representation of n. Since, in this case, the
component functions fj are identically zero for j2, we have +j=_j=0 for
such j. Thus, for any integer m2, the function f satisfies conditions (iv)
and (v) of the Theorem. Also, it is easy to see that none of the component
functions fj ( j0) is uniformly distributed modulo 8, and so f also satisfies
condition (iii) of the Theorem for m=8. On the other hand, observe that,
since Q2=21+2=8, f (n) is periodic with period 8, and that f (n)=n for
0n<8. Hence f is uniformly distributed modulo 8, contradicting the con-
clusion of the second part of the Theorem.
We apply the Theorem to derive several corollaries that deal with special
cases. We first consider numeration systems in which the factors qj are bounded.
In particular, these systems include the ordinary base-q representations.
Corollary 1. Let m be prime. Suppose the numbers qj are bounded and
there are infinitely many indices j such that fj is not identically 0 modulo m.
Then f has a uniform limit distribution modulo m.
We next consider functions which count those digits in the base-Q
representation of an integer n that are from a specified set and which occur
at specified positions in the representation.
Corollary 2. Let I/N _ [0] be infinite, and let A/N be a non-
empty set with qj>min A for infinitely many values of j # I. Let f (n) denote
the number of digits aj in the base-Q representation of n such that j # I and
aj # A, and set $j=(1qj)*[0a<qj : a # A].
(i) If m is an odd prime, then f has a uniform limit distribution modulo
m if and only if j # I min($j , 1&$j) diverges, and f has no limit distribution
modulo m, otherwise.
(ii) The function f has a uniform limit distribution modulo 2 if and only
if j # I min($ j , 1&$ j) diverges or, for some j # I, $ j=12. The function f has
no limit distribution modulo 2 otherwise.
The next two corollaries deal with functions that count occurrences of
digits that are larger than specified values.
Corollary 3. Let [rj]j1 be a sequence of positive integers with rj<qj .
Let f (n) denote the number of digits aj in the base-Q representation of n
satisfying ajqj&rj , and set $j=rj q j .
(i) If m is an odd prime, then f has a uniform limit distribution modulo
m, if and only if j0 min($j , 1&$j) diverges, and f has a non-uniform limit
distribution modulo m if and only if j0 $j converges.
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(ii) The function f has a uniform limit distribution modulo 2 if and only
if j0 min($j , 1&$j) diverges or $j=12 for some j0. The function f has
a non-uniform limit distribution modulo 2 if and only if j0 $j converges
and $j {12 for all j0.
Corollary 4. Let f (n) denote the number of digits aj in the base-Q
representation of n which are maximal (i.e., equal to qj&1).
(i) If m is an odd prime, then f has a uniform limit distribution modulo
m if and only if j0 1qj diverges, and f has a non-uniform limit distribution
modulo m otherwise.
(ii) The function f has a uniform limit distribution modulo 2 if and only
if j0 1qj diverges or qj=2 for some j0, and f has a non-uniform limit
distribution modulo 2 otherwise.
In our last two corollaries we consider two generalizations of the sum-of-
digits function, motivated by the examples (d) and (e) above.
Corollary 5. Let I/N _ [0] be infinite, and let f (n) denote the sum
of digits aj in the base-Q representation of n with j # I. Then f has a uniform
limit distribution modulo m, for any prime m.
Corollary 6. Let m be prime. Let A/N be non-empty and suppose
that qj>min[a # A : a0 mod m] for infinitely many values of j. Let f (n)
denote the sum of digits from the set A in the base-Q representation of n.
Set $j=(1qj)*[0a<qj : a # A, a0 mod m]. Then f has a uniform
limit distribution modulo m if and only if j0 $j diverges or, for some
j0, qj is divisible by m and for all integers k, *[0  a < qj : a # A,
a#k mod m]=qj m. The function f has no limit distribution modulo m
otherwise.
Examples. Applying the corollaries to the functions defined in (a)(e)
of the previous section, we obtain the following results.
(a) Let f (n) denote the number of digits 1 in the factorial representa-
tion of n, and let m be prime. Then f (n) satisfies the requirements of
Corollary 2 with A=[1]. Since in this case j # I min($j , 1&$j)=
j0 1( j+2) diverges, Corollary 2 shows that f has a uniform limit dis-
tribution modulo m.
(b) Let f (n) denote the number of digits 1 in the factorial-squared
representation of n, and let m be prime. Then f (n) satisfies the requirements
of Corollary 2 with A=[1]. Since in this case j # I min($j , 1&$j)=
j0 1( j+2)2 converges and $j=1( j+2)2{12 for all j0, Corollary 2
shows that f has no limit distribution modulo m.
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(c) Let f (n) denote the number of maximal digits in the factorial-
squared representation of n, and let m be prime. Since j0 1q j=
j0 1( j+2)2 converges and q j {2 for all j0, Corollary 4 shows that f
has a non-uniform limit distribution modulo m.
(d) Let Q be an arbitrary numeration system. Let f (n) denote the
sum of digits with prime indices in the base-Q representation of n, and let
m be prime. This function satisfies the requirements of Corollary 5 with I
being the set of primes. Thus, by Corollary 5, f has a uniform limit distribu-
tion modulo m.
(e) Let f (n) denote the sum of prime digits in the factorial represen-
tation of n, and let m be prime. This function satisfies the requirements of
Corollary 6 with A being the set of primes. Since for sufficiently large j,
1
qj
*[0a<qj : a prime, a0 mod m]>>
1
log qj
=
1
log( j+2)
and j0 1log( j+2) diverges, it follows by Corollary 6 that f has a
uniform limit distribution modulo m.
Notation and Conventions. Unless otherwise specified, m will denote an
arbitrary positive integer. All congruences are modulo m. We set e(x)=e2?ix.
The outline of the remainder of this paper is as follows. in Section 2 we
introduce the concept of a probability distribution modulo m and prove
some elementary lemmas about these distributions. In Section 3 we prove
some auxiliary results on Q-additive functions. In Section 4 we prove the
Theorem stated above, and in Section 5 we prove the corollaries.
2. LEMMAS ON PROBABILITY DISTRIBUTIONS
A probability distribution modulo m (in short, a distribution) is a func-
tion \: Z  [0, 1] such that \(k+m)=\(k) for all integers k and
m&1k=0 \(k)=1; in other words, \ is a probability distribution in the usual
sense on the set [0, 1, ..., m&1] extended by periodicity to a function
defined on all integers. The uniform distribution modulo m is the prob-
ability distribution \ defined by \(k)=1m for all integers k. If \ is a
probability distribution modulo m, we define its transform \^ by
\^(l )= :
m&1
k=0
\(k) e \klm+ (l # Z).
Note that \^ is periodic with period m and that \^(l )=1 if l#0.
The first lemma shows how to recover \ from \^.
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Lemma 1. We have
\(k)=
1
m
:
m&1
l=0
\^(l) e \&klm + (k # Z).
Proof. By the definition of \^ and the relation
:
m&1
t=0
e \stm+={
m
0,
s#0
s0
(t # Z), (2.1)
it follows that
1
m
:
m&1
l=0
\^(l ) e \&klm +=
1
m
:
m&1
l=0
:
m&1
k$=0
\(k$) e \k$lm + e \
&kl
m +
=
1
m
:
m&1
k$=0
:\(k$) :
m&1
l=0
e \(k$&k) lm +
=\(k) (k # Z).
The next lemma characterizes the uniform distribution in terms of its
transform.
Lemma 2. A distribution \ is uniform if and only if \^(l )=0 for all l0.
Furthermore, if the numbers \(k) are all rational and m is prime, then \ is
uniform if and only if \^(l )=0 for at least one l.
Proof. If \ is uniform, then
\^(l )= :
m&1
k=0
\(k) e \klm+=
1
m
:
m&1
k=0
e \klm+=0 (l0),
by (2.1). Conversely, if \^(l )=0 for all l0, then, by Lemma 1,
\(k)=
1
m
:
m&1
l=0
\^(l ) e \&klm +=
1
m
\^(0)=
1
m
(k # Z),
and so \ is uniform. This establishes the first assertion of the lemma. Now
assume that each of the numbers \(k) is rational, m is prime, and there is
some integer l0 for which \^(l0)=0. We necessarily have l0 0, since
\^(l )=1 if l#0. Thus, m&1k=0 e(kl0 m)=0 by (2.1). It follows that
m&1k=0 (\(k)&\(0)) e(kl0 m)=0. The latter relation is equivalent to
:
m&1
k=1
(\(k)&\(0)) !k&1=0, (2.2)
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where !=(l0 m) is a primitive m th root of unity. It is well known that
since m is prime, ! is an algebraic number of degree m&1 (see, e.g., [5,
pp. 232233]). Thus, the numbers !0, !1, ..., !m&2 are linearly independent
over Q. Since we assumed that \(k) is rational for all k, (2.2) can only hold
if \(k)=\(0) for all k. Hence, \ is uniform.
The next lemma shows that if most of the mass of a distribution \ is con-
centrated on a single value k0 , then \^(l ) is close to e(k0 lm) for all l.
Lemma 3. Let k0 be such that \(k0)=maxk \(k), and set +=1&\(k0).
Write \^(l )=r(l ) e(%(l )) with r(l )0 and %(l ) # R. Then
} \^(l )&e \k0 lm +}2+ (l # Z), (2.3)
and
8
m4
+1&r(l )2+ (l#0). (2.4)
Moreover, if k0=0, then
r(l ) &%(l )&+ (l # Z), (2.5)
where &x& denotes the nearest integer from x.
Proof. We have
} \^(l )&e \k0 lm +}= } \^(l ) e \
&k0 l
m +&1 }
= } :
m&1
k=0 \\(k) e \
(k&k0) l
m ++&1 }
= } :
kk0
0k<m
\(k) \e \(k&k0) lm +&1+}
2 :
kk0
0k<m
\(k)=2(1&\(k0))=2+ (l # Z),
which proves (2.3). The right hand inequality in (2.4) follows immediately
on noting that, by the triangle inequality,
1&r(l )=1&| \^(l )| } \^(l )&e \k0 lm +},
and applying (2.3) to the right hand side.
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We now prove the left hand inequality in (2.4). We note that
\(k0)= max
0k<m
\(k)
1
m
:
0k<m
\(k)=
1
m
. (2.6)
Fix l0, and let k1 be such that \(k1)=maxkk0 \(k). Set
+1= :
kk0, k1
0k<m
\(k)=1&\(k0)&\(k1).
Then
\(k1)
1
m
:
kk0
0k<m
\(k)=
+
m
. (2.7)
Let :=2? &k1 lm&k0 lm&. Since 2?m:?, we have
1&cos(:)
8
m2
, (2.8)
by the elementary inequality
1&cos x=2 sin2
x
2
2 \x?+
2
( |x|?).
Thus
}\(k0) e \k0 lm ++\(k1) e \
k1 l
m +}
2
(\(k0))2+(\(k1))2+2\(k0) \(k1) cos(:)
=(\(k0)+\(k1))2&2\(k0) \(k1)(1&cos(:))
=(1&+1)2&2\(k0) \(k1)(1&cos(:))
(1&+1)2&2 \ 1m+\
+
m+\
8
m2+
=(1&+1)2 \1& 16+m4 (1&+1)2+ ,
where the last two steps follow from (2.6), (2.7), and (2.8).
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Using the inequality - 1&x1&x2 (0x1), it follows that
}\(k0) e \k0 lm ++\(k1) e \
k1 l
m +}(1&+1) 1&
16+
m4 (1&+1)2
(1&+1) \1& 8+m4 (1&+1)2+
=1&+1&
8+
m4 (1&+1)
1&+1&
8+
m4
.
Adding in the other values of k gives
| \^(l )|= } :
m&1
k=0
\(k) e \klm+}
 }\(k0) e \k0 lm ++\(k1) e \
k1 l
m +}+ } :
kk0 , k1
0k<m
\(k)}
1&+1&
8+
m4
++11&
8+
m4
.
Hence 1&r(l )=1&| \^(l )|8+m4, which completes the proof of (2.4).
It remains to prove (2.5). Assume that k0=0. By the elementary
inequality
&%& 14 |1&e(%)| (% # R),
we have, for all l,
r(l ) &%(l )&=
r(l )
4
|1&e(%(l ))|
=
1
4
|r(l )&\^(l )|

1
4
((1&r(l ))+|1&\^(l )| ).
By (2.3) and (2.4), it follows that r(l) &%(l )&+, which is (2.5). This
completes the proof of the lemma.
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If [\n] is a sequence of probability distributions modulo m such that
\n (k) converges to \(k) for each k, we write \n O \ and we call \ the limit
distribution of [\n]. The following lemma gives a necessary and sufficient
condition for the convergence of \n in terms of the associated transforms \^n .
Lemma 4. We have \n O \ if and only if, for each l0, \^n (l) converges
to \^(l ).
Proof. Assume first that \n O \. Let =>0 be given and choose N such
that |\n (k)&\(k)|<= for k=0, 1, ..., m&1 and all nN. Then we have
| \^n (l )&\^(l )|= } :
m&1
k=0
(\n (k)&\(k)) e \klm+}<=m (l # Z, nN).
Thus, \^n (l ) converges to \^(l ) for all l. Conversely, assume that \^n (l ) con-
verges to \^(l ) for each l0. Since \^n (0)=1=\^(0), this trivially holds for
l#0. Given =>0, let N be such that | \^n (l )&\^(l )|<= for l=0, 1, ..., m&1
and all nN. It follows from Lemma 1 that
|\n (k)&\(k)|= } 1m :
m&1
l=0
( \^n (l )&\^(l )) e \&klm +}<= (k # Z, nN).
Hence \n O \.
3. LEMMAS ON Q-ADDITIVE FUNCTIONS AND
THEIR COMPONENTS
In this section we fix a positive integer m, a numeration system Q=
[Qj] j0 with factors qj=Qj+1 Qj , and an integer-valued Q-additive
function f with component functions fj . We set, for N1,
\N(k)=\N( f; k)=
1
N
*[0n<N : f (n)#k mod m],
and define, for 1rqj ,
\( j)r (k)=
1
r
*[0n<r : f j (n)#k mod m].
It will be convenient to denote \ ( j)qj (k) simply by \
( j) (k), and to extend the
definition of \ ( j)r (k) to the case r=0 by setting
\ ( j)0 (k)={1, k#0,0, k0.
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The following lemma relates the distributions \N to the distributions \ (i)r
and \( j) for values N of the form N=rQj , 1rqj .
Lemma 5. For j0 and any positive integer r with 1rqj , we have
\^rQj (l )=\^
( j)
r (l) \^Qj (l ) (l # Z). (3.1)
Moreover, for any i0,
\^Q i+1 (l )= ‘
i
j=0
\^( j) (l ) (l # Z). (3.2)
Proof. We first note that, since Q0=1 and f (0)=0, we have \Q0 (k)=1
if k#0 and \Q0 (k)=0 otherwise. Therefore, \^Q0 (l )=1 for all l. Thus, (3.2)
follows from (3.1) by applying (3.1) with r=qj and iterating the identity.
Hence, it suffices to prove (3.1).
Observe that any nonnegative integer n<rQj can be written uniquely in
the form n=aj Qj+n1 with 0n1<Qj and 0aj<r. By the Q-additivity
of f, we have, with this representation,
f (n)= fj (aj)+ f (n1).
If n runs through [0, 1, ..., rQj&1], then aj and n1 run through [0, 1, ...,
r&1] and [0, 1, ..., Qj&1] independently. It follows that
\rQ j (k)=
1
rQ j
*[0n<rQj : f (n)#k]
=
1
rQ j
*[(aj , n1): 0a j<r, 0n1<Qj , fj (a j)+ f (n1)#k]
=
1
r
:
r&1
aj=0
\Qj (k& fj (aj))
= :
m&1
s=0
\ ( j)r (s) \Qj (k&s) (k # Z).
Taking transforms on each side, we obtain
\^rQj (l )= :
m&1
k=0
:
m&1
s=0
\ ( j)r (s) \Qi (k&s) e \klm+
= :
m&1
s=0
\ ( j)r (s) e \slm+ :
m&1
t=0
\Q i (t) e \tlm+
=\^ ( j)r (l ) \^Q j (l ) (l # Z),
which is (3.1). K
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To obtain necessary and sufficient conditions for the convergence of the
product in (3.2), we will use the following lemma.
Lemma 6. Let z0 , z1 , ... be complex numbers satisfying |zj |1, and let
Pi=>ij=0 zj . Write zj=rje(%j) with rj0 and %j # R. The limit limi   Pi
is zero if and only if at least one of the following two conditions holds:
(i) There is some j0 such that zj=0.
(ii) j=0 (1&rj)=.
The limit limi   Pi exists and is non-zero if and only if the following three
conditions are all satisfied:
(iii) zj {0 for all j.
(iv) j=0 (1&rj)<.
(v) limi   & ij=0 %j& exists.
Here &x& denotes the distance from x to the nearest integer.
Proof. Clearly, limi   Pi=0 if and only if
lim
i  
‘
i
j=0
rj=0. (3.3)
If condition (i) of the lemma holds then rj=0 for some j0 in which case
(3.3) certainly holds. Now assume that rj {0 for all j. Since 0<rj1,
condition (3.3) holds if and only if j=0 log rj diverges. The latter condition
is easily seen to be equivalent to condition (ii) of the lemma. This proves
the first assertion of the lemma.
The second assertion follows easily from the well-known fact (see, e.g.,
[6, pp. 383384]) that an infinite product >j=0 z j converges with non-zero
limit if and only if zj {0 for all j and j=0 Log zj converges, where Log
denotes the principal value of the logarithm.
The following lemma gives necessary and sufficient conditions for the
convergence of the distributions \Qj in terms of the quantities \
( j).
Lemma 7. Suppose m is prime. The limit distribution (as i tends to )
of \Qi exists and is uniform modulo m if and only if at least one of the
following conditions holds:
(i) For some j0, fj is uniformly distributed modulo m.
(ii) j=0 mink (1&\
( j) (k))=.
The limit distribution of \Qi exists and is non-uniform if and only if the
following conditions both hold:
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(iii) There is no j for which the function fj is uniformly distributed
modulo m.
(iv) j=0 (1&\
( j) (0))<.
Proof. By Lemma 4 and the identity (3.2) of Lemma 5, the sequence
[\Qi] converges to a limit distribution if and only if the limit
limi   > ij=0 \^
( j) (l ) exists for each l. Furthermore, by Lemma 2, the limit
distribution is uniform if and only if this limit is zero for all l0. Applying
Lemma 6 with zj = \^( j) (l ), we see that for any fixed l  0, Pl=
limi   > ij=0 \^
( j) (l ) is zero if and only if at least one of the following
conditions holds:
(a) there is some j0 for which \^( j) (l )=0.
(b) j=0 (1&| \^
( j) (l )| )=.
Moreover, Pl exists and is non-zero if and only if all three of the following
conditions hold:
(c) \^( j) (l ){0 for all j.
(d) j=0 (1&| \^
( j) (l )| )<.
(e) the limit limi   & ij=0 %j (l )& exists, where %j (l ) is given by
\^( j) (l )=| \^( j) (l )| e(% j (l )).
By Lemma 2 and the fact that the numbers \( j) (k) are rational numbers
with denominator qj , condition (a) holds for some l0 if and only if con-
dition (i) of the lemma holds, and condition (c) holds for some l0 if and
only if condition (iii) of the lemma holds. By Lemma 3, we have
1&| \^( j) (l )|  +j :=mink (1&\( j) (k)) for all l0. Thus, condition (b)
holds for some l0 if and only if condition (ii) of the lemma holds, and
condition (iv) of the lemma implies that condition (d) holds for all l0.
From the same lemmas, we see that each of conditions (a) and (c) holds
for all l0, if it holds for one such l. Thus, Pl=0 for all l0 if and only
if either condition (i) or (ii) holds. Hence we have proved the first assertion
of the lemma.
To prove the second assertion, it only remains to show that, for any
fixed l with 0<l<m, conditions (d) and (e) together imply condition (iv)
of the lemma and that condition (iv) of the lemma implies condition (e).
Assume that conditions (d) and (e) both hold. Condition (d) implies that
the sum j0 +j converges, and hence that + j converges to 0. Condition (e)
implies that &%j (l )& converges to 0, which, by inequality (2.3) of Lemma 3,
implies that for sufficiently large j, maxk \ ( j) (k)=\( j) (0). Thus, we have
+j=mink (1&\( j) (k))=1&\( j) (0) for all sufficiently large j, which, along
with the convergence of j0 +j , implies condition (iv). Conversely, condi-
tion (iv) implies that lim j   \( j) (0) = 1, and thus + j = 1 & \ ( j) (0) for
sufficiently large j. By inequality (2.5) of Lemma 3, this implies that
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| \^( j) (l)| &%j (l )&+ j for such j. Since, condition (iv) implies condition (d),
we have | \^( j) (l )|12 for large enough j. Hence, by inequality (2.5) of
Lemma 3, &%j (l )&+j | \^( j) (l )|2+j for sufficiently large j, and thus condi-
tion (iv) implies condition (e). It follows that conditions (iii) and (iv) are
necessary and sufficient conditions for \Qi to converge to a non-uniform
limit distribution, as claimed.
The next lemma relates the distributions \N for general integers N to the
distributions \Q j .
Lemma 8. Let N be a nonnegative integer with base-Q representation
ij=0 ajQj , where ai>0. Then we have
\^N(l)= :
i
j=0
aj Qj
N
e \lS jm + \^ ( j)aj (l ) \^Qj (l ) (l # Z), (3.4)
where Sj= im= j+1 fm (am).
Furthermore, for any positive integer hi we have
:
i&h
j=0
ajQj
N
<21&h. (3.5)
Proof. For 1hi, let Nh=N& ij=i&h+1 aj Qj . Note that for any
integer k we have, by the Q-additivity of f,
*[ai Qin<N: f (n)#k]=*[0n1<N1 : f (ai qi+n1)#k]
=*[0n1<N1 : f (n1)#k& fi (ai)]
=N1\N1 (k& fi (ai))
and
*[0n<aiQi : f (n)#k]=aiQ i\ai Qi (k).
Thus,
\N(k)=
a iQ i
N
\aiQi (k)+
N1
N
\N1 ( f; k& f i (ai)) (k # Z).
Taking the transform on each side and applying Lemma 5 to \^aiQi (l), we
obtain
\^N(l)=
aiQi
N
\^ (i)ai (l ) \^Qi (l )+
N1
N
\^N1 (l ) e \f i (ai) lm + (l # Z).
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Iterating the last expression i&1 times and noting that \^Ni (l )=\^a0 (l )=
\^(0)a0 (l ) gives (3.4). Inequality (3.5) follows from the chain of inequalities
1
N
:
i&h
j=0
ajQj
1
Qi
:
i&h
j=0
ajQ j
Qi&h+1
Qi
= ‘
i&1
j=i&h+1
1
q j
21&h.
4. PROOF OF THE THEOREM
Throughout this section we assume that m is prime. We first note that
conditions (i) and (iii) of the Theorem are identical to the corresponding
conditions of Lemma 7. Also, recall that
+j =1&max
k
1
qj
*[0n<qj : fj (n)#k mod m]
=min
k
(1&\( j) (k)), (4.1)
and
_j = max
1Nqj
1
N
*[0n<N : fj (n)0 mod m]
= max
1rqj
(1&\ ( j)r (0)). (4.2)
By (4.1), condition (ii) of the Theorem is a restatement of condition (ii) of
Lemma 7. Conditions (i)(iii) of the Theorem and Lemma 7 are therefore
interchangeable and we will refer to these conditions simply as conditions
(i)(iii).
Assume first that either condition (i) or (ii) holds. Then, by Lemma 7,
the distributions \Qj converge to the uniform distribution. By Lemmas 4
and 2, this implies that limj   \^Qj (l )=0 for all l0. We now show that
limN   \^N(l )=0 for all l0. By Lemmas 4 and 2, this is equivalent to the
convergence of the sequence of distributions \N to the uniform distribution.
Let =>0 be given and choose i0 such that, for all l0 and all ii0 ,
| \^Qi (l )|<= and 2
1&i<=. Let N be a nonnegative integer with base-Q
representation  ij=0 a jQj where ai>0, and assume N is large enough so
that wi2xi0 . Applying Lemma 8 with h=wi2x, we obtain, for any l0,
} \^N(l )& :
i
j=i&h+1
ajQj
N
e \lS jm + \^ ( j)aj (l ) \^Qj (l ) }
= } :
i&h
j=0
ajQj
N
e \lSjm + \^ ( j)aj (l) \^Qj (l )}<21&h<21&i0,
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which is less than = by assumption. Furthermore, since i&h=i&wi2xi0 ,
we have | \^Qj (l )|<= for ji&h, and thus
} :
i
j=i&h+1
ajQj
N
e \lSjm + \^ ( j)aj (l ) \^Qj (l )}<= } :
i
j=i&h+1
ajQj
N }<=.
Therefore, | \^N(l )|<2=. Hence limN   \^N(l )=0 for all l0, and so the
distributions \N converge to the uniform distribution as claimed.
Conversely, assume that the distributions \N converge to the uniform
distribution. Then, in particular, the distributions \Q j converge to the
uniform distribution, and by Lemma 7 at least one of conditions (i) or (ii)
holds. Thus, the validity of conditions (i) or (ii) of the Theorem is
necessary and sufficient for f to have a uniform limit distribution modulo m.
It remains to show that conditions (iii), (iv), and (v) of the Theorem are
necessary and sufficient for f to have a non-uniform limit distribution
modulo m. Assume first that conditions (iii), (iv), and (v) of the Theorem
hold. As noted above, condition (iii) of the Theorem is identical to con-
dition (iii) of Lemma 7. Also, by (4.1) and (4.2), conditions (iv) and
(v) of the Theorem imply condition (iv) of Lemma 7. Hence conditions
(iii) and (iv) of Lemma 7 both hold, and so, by the conclusion of that
lemma, the distributions \Qj converge to a non-uniform limit distribution
modulo m. Let \ denote this distribution. Then, by Lemma 4, the limit
limj   \^Qj (l ) exists and is equal to \^(l ) for all l  0. We now show that
limN   \^N(l )=\^(l ) for all l0. By Lemmas 4 and 2, this is equivalent to
the convergence of the sequence of distributions \N to the non-uniform
distribution \.
Let =>0 be given and choose i0 such that, for all l0 and ii0 we have
21&i<=, and the following three conditions:
(a) | \^Qi (l )&\^(l )|<=.
(b) | \^ (i)n (l )&1|<= (0<nqi).
(c) fi (a)#0 (a<1=).
Conditions (b) and (c) are possible since, by condition (v) of the
Theorem, the quantity
_i = max
1nqi
1
n
*[0M<n : fi (M)0 mod m]
= max
1nqi
(1&\ (i)n (0))
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tends to 0 as i tends to , and
| \^ (i)n (l )&1| :
m&1
k=1
\ (i)n (k)=1&\
(i)
n (0).
Let N be a nonnegative integer with base-Q representation  ij=0 a jQ j
where ai>0, and suppose that N is sufficiently large that wi2xi0 . Apply-
ing Lemma 8 with h=wi2x, we have, for any l0,
| \^N(l )&\^(l )|
= } :
i
j=0
ajQj
N \e \
lS j
m + \^ ( j)aj (l ) \^Q j (l )&\^(l )+}
< } :
i
j=i&h+1
ajQj
N \e \
lS j
m + \^ ( j)aj (l ) \^Qj (l )&\^(l )+}+2 :
i&h
j=0
ajQj
N
.
By inequality (3.5) of Lemma 8, the second term on the right hand side is
bounded by 2(21&h)<2=. Moreover, by the triangle inequality, the first
term is bounded by
:
i
j=i&h+1
ajQj
N } e \
lSj
m +&1 } | \^ ( j)aj (l ) \^Q j (l )|
+ :
i
j=i&h+1
ajQj
N
( | \^ ( j)aj (l )&1| | \^Qj (l )|+| \^Qj (l )&\^(l )| )
=1+2 .
By assumptions (a) and (b), we have
22= :
i
j=i&h+1
a jQ j
N
2=.
To estimate 1 , we distinguish two cases. If aj<1= for all j with
i&h< ji, then since i&hwi2xi0 and, by assumption (c), f j (a)#0
for a<1= and ji0 , we have Sj= it= j+1 ft (at)#0 for all j in that range
and thus 1=0. Otherwise, let j0 be the largest value of j in the range
i&h< ji for which aj01=. Then, as before, for all j with j0 ji, we
have Sj= it= j+1 ft (at)#0. Thus,
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1 = :
j0&1
j=i&h+1
ajQ j
N } e \
lSj
m +&1 } | \^ ( j)aj (l ) \^Qj (l )|
2 :
j0&1
j=i&h+1
ajQ j
N
<2 :
j0&1
j=0
(qj&1) Qj
N
<
2Qj0
N
<
2Qj0
aj0 Qj0
=
2
aj0
<2=.
In either case, we have
| \^N(l )&\^(l )|<6= (l0),
and so limN   \^N(l ) = \^(l ) for all l  0. Therefore, by Lemma 4, the
distributions \N converge to \. Thus we have established that conditions
(iii), (iv), and (v) of the Theorem imply that f has a non-uniform limit
distribution modulo m.
Conversely, assume that the function f has a non-uniform limit distribu-
tion modulo m. Let \ denote this distribution. Then, in particular, the
sequence of distributions \Q j converges to the non-uniform distribution \.
By Lemma 7, this implies conditions (iii) and (iv) of that lemma. By (4.1),
condition (iv) of Lemma 7 implies condition (iv) of the Theorem and, as
noted above, condition (iii) of the Theorem and condition (iii) of Lemma 7
are identical. To complete the proof of the Theorem, it remains to show
that condition (v) of the Theorem also holds.
Let [rj]j=0 be a sequence of integers such that the maximum
max1rqj (1&\
( j)
r (0)) is attained at rj . Then \ is the limit distribution of
\r j Qj . By Lemma 4, it follows that for each l, lim j   \^r j Qj (l )=\^(l ).
Furthermore, by Lemma 5, \^r j Qj (l )=\^
( j)
r j
(l ) \^Qj (l ) for all l. Since \ is not
uniform, Lemma 2 implies that there is at least one value l0 0 such that
\^(l0){0. Hence,
lim
j  
\^ ( j)r j (l0)= limj  
\^r j Qj (l0)
\^Qj (l0)
=
\^(l0)
\^(l0)
=1.
By Lemma 3 this implies that for sufficiently large j, maxk (\ ( j)r j (k))=
\( j)r j (0), and that limj   \
( j)
r j
(0)=1. By (4.2), the latter condition is equiv-
alent to condition (v) of the Theorem. This completes the proof of the
Theorem.
5. PROOF OF THE COROLLARIES
Proof of Corollary 1. Note that + j is always an integer multiple of 1qj .
By the assumption that the qj are bounded, the series j=0 +j diverges
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unless +j=0 for all sufficiently large j. Observe that, by the definition of + j ,
+j=0 if and only if fj is constant modulo m. Since, by definition, fj (0)=0
for any Q-additive function f and all j, fj is constant modulo m if and only
if fj is identically 0 modulo m. Since, by assumption, the latter condition
does not hold for infinitely many indices j, it follows that the series j=0 + j
diverges. Thus, condition (ii) of the Theorem is satisfied, and f has a
uniform limit distribution modulo m.
Proof of Corollary 2. Let f be given as in the statement of the corollary.
The associated component functions f j then satisfy
fj (a)={1, j # I, a # A,0, otherwise.
Since, by assumption, qj>min A for infinitely many j # I, we have _j>
1(min A+1) for such j. Thus condition (v) of the Theorem cannot hold,
and a non-uniform limit distribution modulo m is impossible. Furthermore,
since the functions fj only take on the values 0 and 1, these functions can-
not be uniformly distributed modulo m for any m>2. Hence condition (i)
of the Theorem is never satisfied for m>2. If m=2, then the function fj is
uniformly distributed if and only if f j (n)=1 for exactly half of the integers
n with 0n<qj . Thus, condition (i) of the Theorem is satisfied in the case
m=2 if and only if $j=(1qj)*[0a<qj : a # A]=12 for some j # I.
Also, note that
+j=min
k
1
qj
*[0n<qj : fj (n)k mod m]=min($j , 1&$j).
Hence condition (ii) of the Theorem is equivalent to the condition
j # I min($j , 1&$j)= stated in the corollary. Thus the conditions for f
to have a uniform limit distribution modulo m are as claimed.
Proof of Corollary 3. Let f be given as in the statement of the corollary.
The associated component functions fj are then given by
fj (a)={1, aqj&r j ,0, otherwise.
Thus condition (i) of the Theorem is satisfied if and only if
(i)$ m=2 and $j=r j qj=12 for some j0.
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In the case m>2 the Theorem therefore implies that f has a uniform limit
distribution modulo m if and only if condition (ii) of the Theorem holds.
Since
+j =min
k
1
qj
*[0n<q j : fj (n)k mod m]
=
1
qj
min(qj&r j , rj)=min($j , 1&$j),
condition (ii) is equivalent to
(ii)$ j0 min($j , 1&$j)=.
Hence, by the first part of the Theorem, f has a uniform limit distribution
modulo m if and only if at least one of conditions (i)$ or (ii)$ holds. This
establishes the desired criterion for a uniform limit distribution.
Next, observe that conditions (iii) and (iv) of the Theorem hold if and
only if (i)$ and (ii)$ do not hold, i.e., if and only if
(iii)$ m>2 or $j {12 for all j0 and
(iv)$ j0 min($j , 1&$j)<.
Furthermore, since
_j= max
0<Nqj
1
N
*[n: qj&r jn<N]=
r j
q j
=$j ,
we see that condition (v) is equivalent to
(v)$ limj   $j=0.
By the second part of the Theorem it therefore follows that f has a non-
uniform limit distribution modulo m if and only if conditions (iii)$, (iv)$,
and (v)$ all, hold. Noting that, under condition (v)$, min($j , 1&$j)=$j for
sufficiently large j, we see that condition (iv)$ may be replaced by
(iv)" j0 $j<.
Since the latter condition implies (v)$, it follows that (iii)$, (iv)$, and (v)$
are equivalent to (iii)$ and (iv)", which is the asserted criterion for a non-
uniform limit distribution.
Proof of Corollary 4. This corollary follows by applying Corollary 3
with rj=1, and noting that in this case $j=1qj=min($j , 1&$j) for all
j0.
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Proof of Corollary 5. For the given function f, the associated com-
ponent functions fj are given by
fj (a)={a, j # I,0, otherwise.
Thus, for any prime m and j # I,
+j =1&max
k
1
qj
*[0n<qj : n#k mod m]
1&
1
qj \
qj
m
+1+=1& 1m&
1
qj
.
If the numbers qj are bounded, then, by Corollary 1, f is uniformly
distributed modulo m. If the numbers qj are unbounded, then
lim supj   + j1&1m, and so condition (ii) of the Theorem is satisfied.
Thus, f has a uniform limit distribution modulo m.
Proof of Corollary 6. If f is defined as in Corollary 6, then the
associated component functions fj are given by
fj (a)={a, a # A,0, otherwise.
Hence we have, for k0,
*[0a<qj : fj (a)#k mod m]
=*[0a<qj : a#k mod m, a # A]
*[1a<qj : a#k mod m]
\qj&1m +1.
Also,
*[0a<qj : fj (a)#0 mod m]*[0a<qj : a#0 mod m]
=\qj&1m +1.
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It follows that k=0 maximizes the quantity *[0a<qj : fj (a)#k], and
therefore
+j =1&
1
qj
*[0a<qj : fj (a)#0 mod m]
=1&
1
qj
*[0a<qj : a  A or a#0 mod m]
=
1
qj
*[0a<qj : a # A, a0 mod m]=$j .
Thus condition (ii) of the Theorem is satisfied if and only if j0 $j=.
Since qj>min[a # A : a0 mod m] for infinitely many j, we have
_j>1(min A+1) for such j. Thus, condition (v) of the Theorem is not
satisfied, and hence f cannot have a non-uniform limit distribution modulo m.
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