Second order phase dispersion by optimised rotation pulses by Goodwin, David L. et al.
Second order dispersion by optimised rotation pulses
David L. Goodwin,1, ∗ Martin R. M. Koos,1, 2 and Burkhard Luy1
1Institute for Biological Interfaces 4,
Karlsruhe Institute for Technology (KIT), Karlsruhe, Germany
2Department of Chemistry, Carnegie Mellon University, Pittsburgh, USA
(Dated: April 23, 2019)
Abstract
Optimal control has become a useful tool in designing pulses for complicated control problems,
beyond the limit of classical hard pulses. Building on past research of broadband pulses performing
effective unitary propagation (burbop), research presented here presents a class of pulse following
adiabatic evolution via second order phase dispersion. This class of pulse performs a rotation
around an axis on the transverse plane defined by the phase dispersion. Resulting pulses have
equivalently lower energy/higher fidelity when compared to burbop.
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INTRODUCTION
The critically important milestones on the roadmap of quantum technology development
are expected to include quantum optimal control [1, 2]. As an application of optimal control
theory, this area of science is tasked with taking a quantum system from one state to another
with minimal expenditure of time and energy. Already, this modern scientific method has
been applied successfully to a wide range of experiments including nuclear magnetic reso-
nance spectroscopy [3–5], error-correction for quantum computing [6], electron paramagnetic
resonance spectroscopy [7, 8], controlled excitation of Bose-Einstein condensates [9], state
entanglement for quantum information registers [10], high resolution medical imaging satis-
fying legal irradiation constraints [11], and robust cold-atom interferometry [12]. In addition
to experimental applications, optimal control has advanced theoretical studies calculating
gates for quantum computing [13–15].
The growing plethora of reported applications of quantum optimal control is twinned
with the concurrent development of optimal control algorithms. This development is es-
sential as desired solutions push to the limit of what is physically possible and control
problems become computationally arduous. There are a number of different approaches
to optimal control, such as Lagrangian methods [16], time optimal control [17], sophisti-
cated gradient-free searches [18], rapidly converging Krylov-Newton methods [19], and more
recently optimal control using analytic controls [20].
This communication is concerned primarily with optimal control problems solved numer-
ically with the piecewise-constant control pulse approximation [3]. The trajectory gradient
can be calculated and followed with linear convergence [4], super-linear convergence [21],
or quadratic convergence [22, 23], to an optimum destination. Extensions of this method
include annealing a quantum system to a desired effective Hamiltonian [5], and utilisation
of cooperative multi-pulse control [24].
A subset of desired control targets can be used to construct quantum gates [13–15], being
unitary propagators of the system [6], from universal rotations [10, 25]. Pulses designed
for these applications induce an effective rotation of the coordinate system, with a defined
rotation axis and rotation angle, for arbitrary initial state vectors. The development reported
in this communication will be concerned with to this class of control pulses.
One of the problems associated with universal rotation solutions is the resulting high
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irradiation energy compared with the easier control problem of optimising state-to-state
problems [25]. A novel method is presented here which will show this energy can be lowered
by defining target propagators as a function of phase dispersion. A customised version of
the Spinach [26] optimal control toolbox [21, 23, 27, 28] is used to simulate an ensemble
of two-level quantum systems and produce these low energy pulses. This class of pulses is
named sordor (Second ORder Dispersion by Optimised Rotation) pulses by the authors.
BROADBAND OPTIMAL CONTROL TO EFFECTIVE PROPAGATORS
An ensemble of uncoupled two-level systems should include frequency dispersion terms
from local environmental conditions, making uniform manipulation of the ensemble a diffi-
cult practical task. Although irradiation pulse shapes can be calculated analytically to be
robust over a desired bandwidth [29, 30], the ensemble can also be described by a bilinear
control problem. The controllable part of the Hamiltonian is the irradiated pulses, and the
uncontrollable part is a local frequency dispersion term. Restricting irradiated controls to
phase modulation, ϕ(t), the time-dependent Hamiltonian for this ensemble of K uncoupled
two-level systems can be written as
Hˆ(t) =
K∑
k=1
ωkσˆ
(k)
z + A cos
(
ϕ(t)
)
σˆ(k)x + A sin
(
ϕ(t)
)
σˆ(k)y (1)
where ωk is variously termed resonant frequency offset, chemical shift, or detuning, and
describes the local frequency dispersion within the ensemble. σˆ
(k)
x,y,z are operators of the kth
two-level system, operating in a Hilbert space, and related to the Pauli matrices σˆx,y,z by
σˆ(k)x,y,z = E ⊗ σˆx,y,z (2)
where E is a K ×K matrix of zeros except with Ekk = 1, and ωk form a grid of resonance
offsets spread over a bandwidth [3, 31].
The grape method of optimal control [4] proceeds to describe the time-dependent irra-
diation as piecewise constant over a small time interval ∆t [3]. This approximation allows
numerical solution of Eq. (1) through time-ordered propagation,
ˆˆPn = exp
[
− i ˆˆLn∆t
]
,
Un = ˆˆPn . . . ˆˆP2 ˆˆP1
Vn = ˆˆP †n+1 . . . ˆˆP †NR
(3)
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with the Liouvillian, ˆˆLn, an adjoint representation of a Hamiltonian:
ˆˆL = 1 ⊗ Hˆ − Hˆ† ⊗ 1
[21]. At a time increment, n, the effective propagator, Un, evolves the system forward in
time over the interval [t1, tn], and the effective propagator of the adjoint control problem,
Vn, evolves backwards from a desired target, R, over the interval [T, tn].
The Hilbert-Schmidt inner product of the desired effective propagator, R, and the effec-
tive propagator over the irradiation duration, UN , gives a measure to numerically maximise
and is termed the fidelity [4, 5, 10, 25]:
max
ϕ
{F} = 1
d
max
ϕ
{
Re
〈R∣∣UN〉} (4)
This fidelity measure, F , is normalised with the dimension of the Hilbert space, d, to give
sensible and predicable bounds F ∈ [−1,+1].
The gradient-following grape method of optimal control requires directional propagator
derivatives at each time increment in the direction of each control operator. For phase
modulated pulses, the gradient vector is constructed from the elements
∂F
∂ϕn
= A2
〈Vn∣∣[ cos (ϕn)∂ ˆˆPn
∂ ˆˆσy
− sin (ϕn)
∂ ˆˆPn
∂ ˆˆσx
]
Un
〉
(5)
The time propagators in Eq. (3) and their directional derivatives in Eq. (5) can be cal-
culated analytically with one exponentiation of a block-triangular matrix [28, 32],
exp
[
− i
 ˆˆLn ˆˆσ
0 ˆˆLn
∆t] =
 ˆˆPn ∂ ˆˆPn∂ ˆˆσ
0 ˆˆPn
 (6)
in each direction ˆˆσ ∈ {ˆˆσx, ˆˆσy}.
ROTATION AXES WITH QUADRATIC PHASE DISPERSION
The ensemble of Eq. (1) can be controlled with adiabatic evolution [33–35], described as a
linear frequency sweep over the two-level systems, or equivalently pulses with quadratic phase
dispersion. This phase dispersion can be used to define targets of an optimal control method,
previously optimised as a state-to-state problem with linear phase dispersion [24, 36–38] and
quadratic phase dispersion [29, 33, 39].
Although state-to-state optimal control is useful, it is specific: the control only effective
for a defined initial state of the system. A more general control method is to find desired
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effective propagators of the two-level system [10, 25] which rotate all components its coor-
dinate system around a defined axis. The axis of rotation can be defined for each member
of the ensemble by its phase dispersion
Rk(β) = exp
[
− i
(
cos (αk)ˆˆσ
(k)
x + sin (αk)ˆˆσ
(k)
y
)
β
]
(7)
where β is the rotation angle, and αk is the desired phase of the ensemble member. For adia-
batic evolution the desired phase dispersion can be derived from Landau-Zener-Stu¨ckelberg-
Majorana theory [40, 41], given here with quadratic phase dispersion
αk =
piQT
Ω
(
− ω2k sin2
(
β
2
)
+ Ωωk sin (β) +
(
Ω
2
)2)
(8)
where T is the total duration of the pulse, Q is an adiabaticity factor [42] to produce phase
dispersed pulses, and Ω is the required bandwidth.
CHAINED OPTIMAL CONTROL
The process of finding the desired optimal solutions set out in EQ. (7) is not trivial.
Finding the maximum fidelity in EQ. (4) for K uncoupled two-level systems is equivalent
to the arithmetic average of K optimisations, each for a single two-level system in EQ. (1).
The standard procedure of starting the optimisation from a random guess, or even from
an appropriate adiabatic passage pulse, results in a fidelity profile over the bandwidth with
periodically reducing to zero fidelity. As the optimisation continues these sections of zero
fidelity become engraved into the fidelity profile – fidelity sections either side of the zeroed
fidelity increase, also increasing the average fidelity, trapping this fidelity minima into the
problem. This can be viewed as missed turns over the offset profile.
A stabilising unwinding penalty, penalising parts of the ensemble beyond the missed turns,
can be designed with a deadzone-quadratic penalty method [23], so unwinding the fidelity
beyond the missed turns
K = 1
K
(∥∥ ~F − g1∥∥2h1 + ∥∥ ~F − g2∥∥2h2) (9)
∇K = 2
K
((
~F − g1
)
h1 +
(
~F − g2
)
h2
)
(10)
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where ~F is the vector representation of the fidelity profile, and h1,2 are Heaviside functions
h1 =
1, if Fk > g10, otherwise , h2 =
1, if Fk < g20, otherwise (11)
g1 and g2 define the bounds of the penalty and are found by inspection of F(αk) as the
first offset points to have F(αk) = Fk ≈ 0 either side of zero offset. However, this method
becomes unstable and will fail with many missed turns, which should be expected for all
but the shortest duration pulses.
This communication sets out a procedure of chained optimal control to stabilise the
problem of missed turns outlined above:
1. Start with an initial pulse shape of the appropriate burbop.
2. Set j = 0 and run the chained optimal control forward, gradually increasing Q.
(a) Run grape optimisation with Q = jε near to convergence, stopping when
‖∇F‖ 6 τ .
(b) If K > 0 from EQ. (9) at the end of the optimisation, continue to 3 below.
(c) Else, set the new initial pulse shape from 2a, increment j = j + 1, and return to
2a.
3. Run the chained optimal control backwards, gradually decreasing Q.
(a) While j > 0, run grape optimisation with Q = jε near to convergence, stopping
when ‖∇F‖ 6 τ .
(b) Set the new initial pulse shape from 3a, decrement j = j − 1, and return to 3a.
The authors find it adequate to use τ = 10−4 and ε = 0.01 in the results that follow.
RESULTS
A single spin-1/2
13C nucleus in a static magnetic field of B0 = 14.0954 T is used as the
two-level system in EQ. (1). A linearly spaced resonance offset profile, over a bandwidth of
40 kHz, is defined with relation to the pulse duration with K = 1 + d4T ×105e, representing
the uncoupled 13C nuclei.
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FIG. 1. Comparison of the maximum fidelity achieved for sordor and burbop, shown for (a)
β = pi/2 and (b) β = pi rotation angles.
The Spinach spin dynamics software toolbox [26] is chosen for the optimal control simu-
lations, with minimal modification to enable optimisation to the desired unitary propagators
in EQ. (7), using the `-bfgs(20) optimisation method [21].
A time increment of ∆t = 0.5 µs with a constant pulse amplitude of A = 10 kHz sets
the constraints of the phase modulated pulse shapes. The chained optimal control method
outlined above is performed for durations T = 150 µs to 450 µs in increments of 10 µs, and
for the rotation angles β = pi/2 and β = pi.
FIG. 1 shows the maximum fidelity achieved in these simulations compared to the fidelity
of an equivalent burbop pulse. The few points that did not achieve a fidelity according to
the visible trend are expected to be improved with further forward and backward chained
optimisations (the final shape after the backward chain is not the same as the initial burbop
pulse), or with a smaller τ . It is the general case that Q > 0.65 starts to exhibit the missed
turns of EQ. (9).
Particularly for β = pi/2, the backward chained optimisation becomes essential in finding
the maximum fidelity. Furthermore, the β = pi/2 optimisations are much more difficult
compared to the β = pi case, and these optimisations take more than twice than amount of
computational effort. This is should be expected as the β = pi/2 case is below the adiabatic
threshold, whereas the β = pi case is above the adiabatic threshold [39].
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CONCLUSIONS
Optimised pulses giving an effective unitary propagator defining a rotation axis on the
transverse plane, with a second order phase dispersion function, can be designed with a
combination of chained grape optimisations and an unwinding penalty. Compared to the
burbop pulses, the sordor pulses designed in this communication produce equivalently
higher fidelity or lower energy pulses. The trend of this comparison shows β = pi/2 sordor
pulses are approximately 125 µs shorter than burbop pulses, and β = pi sordor pulses are
approximately half of the burbop pulses duration. The β = pi/2 sordor optimisations are
the considerably more difficult than β = pi sordor optimisations, and although not shown
here, a β = pi sordor pulse can be similarly designed with the first half of the pulse being the
corresponding β = pi/2 sordor – mimicking the idea of adiabatic half-passage/full-passage
pulses.
The difficulty in producing rotation pulses with second phase dispersion, similar to adia-
batic passage pulses, is an interesting question on the limits of what pulses can do. Further
than this, investigation of the achievable fidelity for a given second order phase dispersion
factor defines a class of pulse with the universality of rotation pulses and evolution character
of adiabatic pulses.
The methods set out in this communication can also be used to design pulses similar
sordor, with other phase dispersion functions e.g. of arbitrary or higher order. These
methods used to produce phase-modulated sordor pulses may also be used to produce
phase and amplitude modulated pulses, with care taken to ensure pulse amplitudes stay
constrained within defined bounds, and can be calibrated for hardware specific resonator
effects [8].
The authors are grateful to Jens Haller, Herbert Ullrich, Michael Garwood, and Mal-
colm Levitt for insightful comments and discussion. Thanks is given to Ilya Kuprov and
Mohammadali Foroozandeh for help finalising this manuscript.
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