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We show that entanglement can be utilized to extract the thermodynamic work beyond classical
correlation via feedback control based on measurement on part of a composite system. The net work
gain due to entanglement is determined by the change in the mutual information content between
the subsystems that is accessible to the memory.
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I. INTRODUCTION
Feedback control of thermal fluctuations has been dis-
cussed by a number of researchers [1–14] since the sem-
inal work by Maxwell [1] who pointed out that if an
observer can access microscopic degrees of freedom, the
second law of thermodynamics may break down. Szi-
lard devised a quintessential model of Maxwell’s demon,
in which kBT ln 2 of work can be extracted from a ther-
modynamic cycle [2]. It has been shown [8, 9] that ex-
tractable work WSext from a system is determined by the
information gain (or the quantum-classical mutual infor-
mation) I [8, 15, 16] which measures the acquired knowl-
edge of the system via measurement, and that the same
quantity sets the lower bound on the total cost WMcost of
measurement and erasure of information:
WSext ≤ −∆F
S + kBTI, (1)
WMcost ≥ kBTI, (2)
where ∆FS is the free-energy difference of the system. It
has also been shown that a positive entropy production
in measurement compensates for the work gain via feed-
back control [10]. Quite recently, Maxwell’s demon [13]
and Landauer’s principle [14] have been demonstrated
experimentally.
There has been considerable experimental interest in
quantum feedback control concerning, for example, cool-
ing [17–19] and spin squeezing [20]. A number of results
have been obtained that exploit quantum entanglement
and cannot be achieved classically [21–32]. Entangled
states can also be used to extract energy by controlling
quantum fluctuations via feedback control [24]. The dif-
ference in the extractable work between local and nonlo-
cal Maxwell’s demons is closely related to quantum dis-
cord [27, 28]. In Refs. [31, 32], work gain from entan-
gled states using LOCC protocols is discussed. However,
the ability of genuine quantum entanglement to obtain
thermodynamic work gain has yet to be fully explored.
In this paper, we address the question of whether quan-
tum entanglement can be utilized as a resource for the
thermodynamic work gain beyond classical correlation.
We show that work can be extracted by feedback control
from quantum correlations between the systems as well
as from their thermal fluctuations.
To examine the effect of measurement and feedback
control, let us consider a qubit system. Let the initial
state be the maximally mixed state, i.e., ρ = 12 (| ↓ 〉〈 ↓ |+
| ↑ 〉〈 ↑ |). The von Neumann entropy of the initial state
is given by S(ρ) = ln 2, where S(ρ) := −Tr[ρ ln ρ]. Now
let us perform a projective measurement using the basis
{| ↓ 〉 , | ↑ 〉}. Depending on the measurement outcome,
we perform a unitary operation U↓ = 1 and U↑ = | ↑
〉〈 ↓ |+ | ↓ 〉〈 ↑ |, which flips the spin if the measurement
outcome is ↑. Then, the final state is given by a pure state
irrespective of the measurement outcome: ρ′ = | ↓ 〉〈 ↓ |
and the entropy of the vanishes, i.e., S(ρ′) = 0. From the
thermodynamic relation; F = E − TS, we observe that
the average reduction in entropy via measurement and
feedback leads to the free-energy gain, which, in turn,
can be extracted from the system as work.
The above protocol can be generalized by considering
a general quantum measurement on the system by intro-
ducing a memory and performing an indirect measure-
ment, i.e. a unitary transformation on the composite sys-
tem followed by a projective measurement on the mem-
ory [33]. Also, the feedback control is realized by per-
forming a unitary transformation on the system depend-
ing on the measurement outcome as exemplified above.
This paper is organized as follows. In Sec. II, we intro-
duce a protocol to realize the measurement and feedback
control on entangled states. In Sec. III, we derive a gen-
eralized second law of thermodynamics under the proto-
col discussed in Sec. II. We give an upper bound for the
work that can be extracted from an entangled resource.
An essential distinction from the classical case is that the
classical mutual information is replaced by the quantum
mutual information. Since the latter can, in general, be
larger than the former due to entanglement, the upper
bound of the extractable work can also be larger than
the classical case. A similar result is obtained for the
measurement cost. In Sec. IV, we summarize the main
results of this paper and discuss future work.
2II. SETUP
We consider a composite system AB and a memoryM
that stores information about the measurement outcome.
We consider the following protocol (see Fig. 1).
1. Let the initial Hamiltonian of the total system be
Hi = H
A
i ⊗H
B
i ⊗H
M . Here, we decompose the Hilbert
space of the memory into mutually orthogonal subspaces
H
M =
⊕
k
H
M
k
according to the measurement outcome
k [9]. We also decompose the Hamiltonian of the memory
as HM = ⊕kH
M
k , so that each support of H
M
k belongs to
H
M
k
. We assume that the initial state of the memory is
the standard state belonging to HM0 . Let the initial state
be ρABMi = ρ
AB
i ⊗ ρ
M
0 . The initial correlation between
subsystems A and B is characterized by the quantum
mutual information:
I(ρAi : ρ
B
i ) := S(ρ
A
i ) + S(ρ
B
i )− S(ρ
AB
i ). (3)
2. A general quantum measurement on the subsystem
A is implemented by performing a unitary transforma-
tion UAM on AM followed by a projection measurement
PMk =
∑
b |ψ
M
k (b)〉〈ψ
M
k (b)| on M , where {|ψ
M
k (b)〉} is an
orthogonal basis set in HM
k
. The measurement outcome
k is registered by the memory during this process. The
postmeasurement state depending on the outcome k is
given by
ρABM (k)
:=
1
pk
PMk U
AM (ρABi ⊗ ρ
M
0 )U
†AMPMk
A
System
Memory
Measurement
Feedback
B
RHeat bath
ErasureM
FIG. 1. (color online). Schematic illustration of our setup.
We perform a measurement on subsystem A of an initially
entangled composite system AB, and obtain an outcome k.
We then perform a feedback control on each subsystem via
a local unitary operation that depends on k. The thermody-
namic cycle is completed with the initialization or erasure of
the memory.
=
1
pk
∑
a,b,c
MAk,a,bρ
AB
i M
†A
k,a,c ⊗ |ψ
M
k (b)〉〈ψ
M
k (c)|, (4)
where
pk = Tr[P
M
k U
AM (ρABi ⊗ ρ
M
0 )U
†AMPMk ] (5)
is the probability of obtaining k. Here
MAk,a,b :=
√
pM0 (a)〈ψ
M
k (b)|U
AM |ψM0 (a)〉 (6)
is a measurement operator acting on A, where
ρM0 :=
∑
a
pM0 (a)|ψ
M
0 (a)〉〈ψ
M
0 (a)|, (7)
and it satisfies the relation
∑
k,a,b
M
A†
k,a,bM
A
k,a,b = 1. (8)
We note that the reduced density matrix of AB is given
by
ρAB(k) =
1
pk
∑
a,b
MAk,a,bρ
AB
i M
†A
k,a,b. (9)
3. We detach the memory from A, and perform a feed-
back control on each subsystem by means of local unitary
operators UAk and U
B
k that depend on k. The unitary op-
erators are given by U
A(B)
k := T exp[−i
∫ tf
0 H
A(B)
k (t)dt],
where T is the time-ordering operator andH
A(B)
k (t) is the
Hamiltonian of A(B) at time t depending on the measure-
ment outcome k. The density matrix of the composite
system after the feedback control is given by
ρABMf (k) := (U
A
k ⊗ U
B
k )ρ
ABM (k)(UAk ⊗ U
B
k )
†. (10)
The final Hamiltonian of the system (at time tf) depends
on k and is given by HAf (k)⊗H
B
f (k).
4. We erase the information registered in the memory
to complete the thermodynamic cycle. We attach a heat
bath R to the memory, and perform a unitary operation
UMRers so that the state of the memory goes back to the
standard state, i.e., the support of ρMers := TrR[ρ
MR
ers ] is in
H
M
0
, where
ρMRers = U
MR
ers (ρ
M
f ⊗ ρ
R)U †MRers . (11)
Here ρR = ρRcan := e
−β(HR−FR) is the initial density
operator of the heat bath, and ρMf :=
∑
k pkρ
M
f (k) =∑
k pkTrAB[ρ
ABM
f (k)] is the final density operator of the
memory which is obtained by taking the ensemble aver-
age over k. The Hamiltonian and free energy of the heat
bath are denoted by HR and FR, respectively.
The primary purpose of this paper is to show that
the upper bound for the net work gain depends on the
amount of correlation that can be utilized via measure-
ment and feedback, as shown in inequality (44). In par-
ticular, we can extract work for entangled states beyond
3classical correlation. For example, the maximum work
gain for a 2-qubit system is given by 2kBT ln 2 for en-
tangled states, whereas it is given by kBT ln 2 for clas-
sically correlated states [34]. This difference arises from
the measurement cost as discussed later (see (35)). To
derive (44), we show three inequalities concerning the ex-
tractable work from feedback control (27), the measure-
ment cost (35), and the information-erasure cost (40).
III. GENERALIZED SECOND LAWS
A. Second law of thermodynamics without
feedback control
We derive second-law-like inequalities using entropy
production σ which measures the irreversibility of the
thermodynamic process. Let us consider a thermody-
namic process where the initial density matrix is given
by ρi and the system undergoes a unitary evolution
U := T exp[−i
∫ tf
ti
H(t)dt], whereH(t) is the Hamiltonian
of the system. Then, the entropy production is given by
σ := −Tr[ρf ln ρr]− S(ρi), (12)
where ρf := UρiU
† is the final density matrix and ρr is
a reference state which is the initial state of the back-
ward process (time-reversed protocol) in the context of
detailed fluctuation theorems [11]. The entropy produc-
tion of the system is non-decreasing: σ ≥ 0, which can
be evaluated as follows:
σ = −Tr[ρf ln ρr]− S(ρf)
= S(ρf ||ρr) ≥ 0, (13)
where the last inequality results from the positivity of the
relative entropy: S(ρ||ρ′) := −Tr[ρ ln ρ′]− S(ρ) ≥ 0 [33].
Although the inequality (13) holds for any choice of refer-
ence states, we assume that the reference state is given by
the canonical distribution ρr = e
−β(H(tf )−Ff ) since the en-
tropy production can be related to thermodynamic quan-
tities. In fact, if the initial state is given by the canonical
distribution, i.e., ρi = e
−β(H(ti)−Fi), the entropy produc-
tion is given by
σ = −β(Wext +∆F ), (14)
whereWext := Tr[ρiH(ti)]−Tr[ρfH(tf)] is the extractable
work, ∆F := Ff − Fi is the free-energy difference, and β
is the inverse temperature. Thus the non-negativity of
the entropy production leads to the conventional second
law:
Wext ≤ −∆F. (15)
B. Extractable work via feedback control
When information processing is involved, the second
law should be generalized by including information con-
tents [8–10]. The relevant information content is the in-
formation gain [8, 15, 16], which characterizes the addi-
tional knowledge about the system acquired by the mea-
surement:
I(ρAi : X
M ) := S(ρAi )−
∑
k
pkS(ρ
A(k)). (16)
The information gain is bounded from above by I(ρAi :
XM ) ≤ H(XM ), where H(XM ) := −
∑
k pk ln pk is the
Shannon entropy. Equation (16) may take negative val-
ues in general due to the measurement back action. How-
ever, it can be shown that the information gain is non-
negative:
0 ≤ I(ρAi : X
M ) ≤ H(XM ), (17)
if the postmeasurement state (9) is expressed by a
single measurement operator MAk , i.e., ρ
AB(k) =
p−1k M
A
k ρ
AB
i M
†A
k [8, 16]. In this paper, we consider the
situation in which the information gain satisfies the in-
equality (17) so that we can utilize the measurement re-
sult.
We define the following quantity
σAext := −
∑
k
pkTr[ρ
A
f (k) ln ρ
A
r (k)]− S(ρ
A
i ), (18)
where ρAr (k) is the reference state of A depending on k. It
is similar to the entropy production defined in Eq. (12),
but σAext can take negative values since it contains not
only the dissipative part but also the information con-
tents via measurement and feedback:
σAext =
∑
k
pkS(ρ
A
f (k)||ρ
A
r (k))− S(ρ
A
i ) +
∑
k
pkS(ρ
A
f (k))
≥ −I(ρAi : X
M ), (19)
where the last inequality follows from the positivity of the
relative entropy and S(ρAf (k)) = S(ρ
A(k)). The equality
in (19) holds when ρAf (k) = ρ
A
r (k). From inequality (19),
we observe that σAext + I(ρ
A
i : X
M ) is nonnegative and
measures the irreversibility of the thermodynamic pro-
cess. It also shows that the entropy of A can be decreased
up to the information gain I(ρAi : X
M ). Thus σAext mea-
sures the amount of entropy that can be decreased from
the system via measurement and feedback.
A similar relation holds for the subsystem B:
σBext ≥ −I(ρ
B
i : X
M ), (20)
where
σBext := −
∑
k
pkTr[ρ
B
f (k) ln ρ
B
r (k)]− S(ρ
B
i ) (21)
is the amount of entropy that can be decreased via mea-
surement and feedback on B, ρBr (k) is the reference state
of B depending on k, and
I(ρBi : X
M ) := S(ρBi )−
∑
k
pkS(ρ
B(k)) (22)
4is the Holevo χ quantity which gives the amount of in-
formation about B acquired by the measurement. Apart
from the information gain (16), Eq. (22) is nonnegative
for any measurement operator MAk,a,b [33]:
0 ≤ I(ρBi : X
M ) ≤ H(XM ), (23)
since the effect of measurement back action does not di-
rectly affect on B.
Next, we derive the upper bound of the work that can
be extracted from subsystems A and B by assuming that
their initial states are given by the canonical distributions
ρAi = e
β(FA
i
−HA
i
) and ρBi = e
β(FB
i
−HB
i
). Such conditions
are met by the following entangled state [35]:
∣∣ψAB〉 = Z− 12
∑
k
e−βǫk/2 |k〉A ⊗ |k〉B , (24)
where |k〉A,B is the k-th energy eigenstate and ǫk is the
energy eigenvalue of A and B, respectively, and Z−
1
2
is the normalization constant. Such a quantum cor-
related state can be created experimentally by para-
metric amplification [36], and it plays a pivotal role in
such diverse phenomena as Hawking radiation [37], the
dynamical Casimir effect [38, 39], and the Unruh ef-
fect [40]. By choosing the reference state to be the
canonical distribution ρAr (k) = e
β(FA
f
(k)−HA
f
(k)), where
FAf (k) := −β
−1 lnTr exp[−βHAf (k)], we can relate σ
A
ext
to work done on the system A
WAext := Tr[ρ
A
i H
A
i ]−
∑
k
pkTr[ρ
A
f (k)H
A
f (k)] (25)
and the free-energy difference ∆FA :=
∑
k pkF
A
f (k)−F
A
i
as
σAext = −βW
A
ext − β∆F
A. (26)
A similar relation holds for subsystem B. Then, (19)
and (20) lead to the inequality concerning the extractable
work from the quantum correlated state:
WAext +W
B
ext ≤ −∆F
A −∆FB
+ kBT
[
I(ρAi : X
M ) + I(ρBi : X
M )
]
.(27)
The work gain beyond the conventional second law is
expressed by the mutual information contents between
each subsystem and the memory: I(ρA : XM ) and I(ρB :
XM ). For initially uncorrelated states, I(ρBi : X
M ) = 0
because the work gain of B arises from the initial correla-
tion between the subsystems. Then, the result of Ref. [8]
is reproduced for A:
WAext ≤ −∆F
A + kBTI(ρ
A
i : X
M ), (28)
and the conventional second law holds for B: WBext ≤
−∆FB. For a single system, a feedback control that
achieves the upper bound of the extractable work is con-
structed in Ref. [12].
C. Measurement cost
Next, we derive inequalities for the measurement pro-
cess by following Ref. [9], which gives the lower bound
of the measurement cost. We define the following quan-
tity that measures the additional entropy produced via
measurement:
σMmes = −Tr[ρ
M
f ln ρ
M
r ]− S(ρ
M
0 ), (29)
where ρMr =
∑
k pkρ
M
r (k) is the reference state of the
memory and the support of ρMr (k) belongs to H
M
k
. Since
the supports of ρMk and ρ
M
r (k) belong to the mutually
orthogonal subspace HM
k
, we have
−Tr[ρMf ln ρ
M
r ] = −
∑
k
pkTr[ρ
M
f (k) ln ρ
M
r (k)]+H(X
M ).
(30)
Now we derive the lower bound of σMmes. First, note that
σMmes − I(ρ
AB
i : X
M )
= S(ρABMf )− S(ρ
ABM
i )−
∑
k
pkS(ρ
ABM
f (k))
+
∑
k
pkS(ρ
AB
f (k)) −
∑
k
pkTr[ρ
M
f (k) ln ρ
M
r (k)],(31)
where ρABMf :=
∑
k pkρ
ABM
f (k). The equality in Eq. (31)
follows from Eq. (30) and the fact that ρABMf (k)’s are
mutually orthogonal. We then have
σMmes − I(ρ
AB
i : X
M )
= ∆S +
∑
k
pkS(ρ
ABM
f (k)||ρ
AB
f (k)⊗ ρ
M
r (k))
≥ 0, (32)
where ∆S := S(ρABMf )−S(ρ
ABM
i ) and the last inequal-
ity is satisfied because the relative entropy is positive and
the von Neumann entropy of the density matrix that is
averaged over many runs of the projective measurement
does not decrease in comparison with the entropy of the
premeasurement state [33]. The equality in (32) is sat-
isfied if ρABMf (k) = ρ
AB
f (k) ⊗ ρ
M
r (k) and ∆S = 0. In-
equality (32) gives the fundamental lower bound of en-
tropy that is produced under measurement. The bound
is expressed by the information gain between the total
system and the memory:
I(ρABi : X
M ) := S(ρABi )−
∑
k
pkS(ρ
AB(k)). (33)
When the initial and reference density operators of the
memory obey the canonical distributions ρM0 = ρ
M
0,can :=
eβ(F
M
0
−HM
0
) and ρMr (k) = ρ
M
k,can := e
β(FM
k
−HM
k
), σMmes can
be related to work as
σMmes = H(X
M ) + βWMmes − β∆F
M , (34)
where WMmes :=
∑
k pkTr[ρ
M
k H
M
k ] − Tr[ρ
M
0 H
M
0 ] and
∆FM :=
∑
k pkF
M
k − F
M
0 . Then, (32) reduces to
WMmes ≥ kBT [I(ρ
AB
i : X
M )−H(XM )] + ∆FM , (35)
5which gives the lower bound of the measurement cost.
For initially uncorrelated states, I(ρABi : X
M ) reduces
to the classical result I(ρAi : X
M ) [9]. The measurement
cost depends on the amount of accessible information for
the feedback controller, and in the present case, the non-
local correlation between the subsystems should be con-
sidered.
D. Erasure cost
Next, we derive the lower bound of the work cost for
initializing the memory. The entropy production is given
by
σMers = S(ρ
M
ers)− S(ρ
M
f )− βQers, (36)
where Qers := Tr[H
RρRf ] − Tr[H
RρRers]. Since the era-
sure process is unitary for MR, the entropy production
is nonnegative:
σMers = S(ρ
M
f )− S(ρ
M
f )− Tr[ρ
R
ers ln ρ
R
can]− S(ρ
R)
= −S(ρRers) + S(ρ
M
ers)− Tr[ρ
R
ers ln ρ
R
can]
= −Tr[ρMRers ln ρ
M
ers ⊗ ρ
R
can]− S(ρ
MR
ers )
= S(ρMRers ||ρ
M
ers ⊗ ρ
R
can) ≥ 0. (37)
If ρMf =
∑
k pkρ
M
k,can and ρ
M
ers = ρ
M
0,can, we have
σMers = −H(X
M ) + βWMers + β∆F
M , (38)
where
WMers := Tr[ρ
M
ersH
M
0 ]−
∑
k
pkTr[ρ
M
k,canH
M
k ]−Qers. (39)
Then, the erasure cost is given by [9]:
WMers ≥ kBTH(X
M)−∆FM . (40)
For ∆FM = 0, this inequality reduces to Landauer’s
principle [4].
E. Net work gain from entangled states
By combining the results derived above, we give the
lower bound of the net work gain from initially entangled
states. The net entropy that can be decreased from the
total system is characterized by σnet = σ
A
ext+σ
B
ext+σ
M
mes,
and it satisfies the following inequality:
σnet ≥ −[I(ρ
A
i : ρ
B
i )− I(ρ
A
i : ρ
B
i |X
M )], (41)
where I(ρAi : ρ
B
i ) is the quantum mutual information
given by Eq. (3) and
I(ρAi : ρ
B
i |X
M )
:=
∑
k
pk[S(ρ
A(k)) + S(ρB(k))− S(ρAB(k))] (42)
is the quantum mutual information between the subsys-
tems conditioned upon the measurement outcomes k’s.
Inequality (41) can be derived by combining (19), (20),
and (32), and using the identity:
I(ρAi : X
M ) + I(ρBi : X
M )− I(ρABi : X
M )
= I(ρAi : ρ
B
i )− I(ρ
A
i : ρ
B
i |X
M ), (43)
which results from the entropy balance in the protocol
(see Fig. 2). We can decrease the entropy of the total
system up to the right-hand side of (41) with the help of
the measurement and feedback.
We define the net work gain Wnet = W
A
ext + W
B
ext −
WMmes −W
M
ers, which describes the work gain due solely
to the initial correlation. It follows from (27), (35), and
(40) that
Wnet ≤ kBT
[
I(ρAi : ρ
B
i )− I(ρ
A
i : ρ
B
i |X
M )
]
−∆FAB.
(44)
This is the primary result of this paper. The net work
gain depends on the amount of the initial correlation be-
tween the subsystems that the memory can access. This
can be seen if we use the Venn diagram, since the term
I(ρAi : ρ
B
i ) − I(ρ
A
i : ρ
B
i |X
M ) expresses the information
that is shared by the three states (i.e., states of A, B
and M). Since the available correlation for the quantum
state is larger than that for the classical state, we can
extract work from the entangled state beyond classical
correlation. For a two-qubit system, the maximum value
of the quantum mutual information I(ρAi : ρ
B
i ) is 2 ln 2
for entangled states whereas it is ln 2 for classically cor-
related states. If we choose an appropriate scheme for
measurement and feedback control which utilize all the
correlation between subsystems, i.e., I(ρAi : ρ
B
i |X
M ) = 0,
we observe that the upper bound of the net work gain for
the entangled states is twice as large as that of the classi-
cally correlated states. The result (44) demonstrates that
quantum correlation can be utilized as a resource to ob-
tain the thermodynamic work gain. For initially uncorre-
lated states, inequality (44) reduces to the conventional
second law for the total system including the memory:
Wnet ≤ −∆F . By considering the cost for establishing
the correlation, we can show that (44) is consistent with
the conventional second law as shown below.
F. Cost for creating entanglement
Let us start with an uncorrelated state ρA⊗ ρB of the
composite system AB, and perform a unitary transfor-
mation UAB to establish correlation: ρABi = U
ABρA ⊗
ρBU †AB. The amount of entropy that is produced in
subsystems A and B during this process is given by
σAent := −Tr[ρ
A
i ln ρ
A
r ]− S(ρ
A),
σBent := −Tr[ρ
B
i ln ρ
B
r ]− S(ρ
B), (45)
where the reference states are given by ρAr and ρ
B
r . By
noting that S(ρA) + S(ρB) = S(ρABi ), we obtain
σAent + σ
B
ent = S(ρ
A
i ||ρ
A
r ) + S(ρ
B
i ||ρ
B
r )
6+S(ρAi ) + S(ρ
B
i )− S(ρ
A)− S(ρB)
≥ I(ρAi : ρ
B
i ). (46)
The inequality (46) states that the lower bound of creat-
ing correlation is given by the quantum mutual informa-
tion between subsystems. The equality in (46) is achieved
if and only if ρAr = ρ
A
i and ρ
B
r = ρ
B
i . Combining inequal-
ities (41) and (46), we obtain the lower bound on the
total entropy that is produced under a thermodynamic
cycle as
σcycle ≥ I(ρ
A
i : ρ
B
i |X
M ) ≥ 0, (47)
where σcycle := σ
A
ent+σ
B
ent+σnet. From (47), we find that
the entropy production is always positive, and bounded
from below by I(ρAi : ρ
B
i |X
M ). The additional entropy
production I(ρAi : ρ
B
i |X
M ) arises since the feedback con-
trol is limited to local unitary operations, i.e. UAk ⊗U
B
k .
If we are allowed to perform a unitary operation UABk on
the composite system for the feedback control, we can
show that the entropy produced under a thermodynamic
cycle restores the conventional second law. First, note
that the entropy produced on the composite system is
bounded by
σ′ABext ≥ −I(ρ
AB
i : X
M ), (48)
where
σ′ABext := −
∑
k
pkTr[ρ
AB(k) ln ρABr (k)]− S(ρ
A ⊗ ρB),
(49)
and ρABr (k) is the reference state which depends on k.
We note that this inequality directly follows by applying
the result discussed in Ref. [8] to the composite system
AB. Combined with the measurement cost (32), we ob-
serve that the total entropy produced for a cyclic process
restores the conventional second law:
σ′cycle ≥ 0, (50)
where σ′cycle := σ
′AB
ext +σ
M
mes. Comparing inequalities (47)
and (50), we find that I(ρAi : ρ
B
i |X
M ) measures the dif-
ference in the performance between local and nonlocal
feedback operations.
To address the question of whether a more general
LOCC protocol would leads to a better work gain, let
us prepare another memory that measures B depending
on A’s measurement outcome k. Suppose that the out-
come is l ∈ YM , and the post-measurement state is given
by
ρAB(k, l) =
1
pl|k
MBk,lρ
AB
f (k)M
B†
k,l , (51)
where MBk,l is the measurement operator which depends
on k and satisfy the relation
∑
lM
†B
k,lM
B
k,l = 1. The mea-
surement on B enables us to obtain further knowledge
about A and B:
I(ρ
A(B)
f (k) : Y
M ) := S(ρ
A(B)
f (k))−
∑
l
pl|kS(ρ
A(B)(k, l)).
(52)
Thus the results in (27)-(44) can be generalized by re-
placing I(ρAi : X
M ) with
I(ρAi : X
MYM ) := S(ρAi )−
∑
k,l
pl|kpkS(ρ
A(k, l))
= I(ρAf (k) : Y
M ) + I(ρAi : X
M ),(53)
and similar generalization can be made for B and AB.
Thus, (44) is generalized to
Wnet ≤ kBT [I(ρ
A
i : ρ
B
i )−
∑
k,l
pl|kpkI(ρ
A(k, l) : ρB(k, l))]
−∆FAB, (54)
which results in a better work gain. The generalization
to a more complicated LOCC protocol is straightforward.
IV. DISCUSSIONS AND CONCLUSION
In contrast to Refs. [27, 28], we have added here the
work gain which results solely from entanglement. We
also note that the work gain from entangled states using
LOCC protocols was discussed in Refs. [31, 32]. Our re-
sult is quantitatively different from theirs because the up-
per bound of work gain in these references gives the same
value for both entangled states and classically correlated
states for the same marginal density matrix, whereas our
result shows that genuine quantum entanglement can be
utilized to achieve further work gain. Further work gain
arises from the difference in the measurement cost be-
cause the initial entropy of AB is smaller for quantum
correlated states than for classical ones. Therefore, the
cost required for the memory to compensate for the de-
crease in the composite system’s entropy via feedback
is different. It is an interesting future problem to ap-
ply quantum discords [41, 42] to our setup by comparing
thermodynamic work gain between global operations and
LOCC protocols. It is also an interesting future problem
to construct an explicit model which achieves the lower
bound of the measurement cost (35) and also the upper
bound of the net work gain (44) from entangled states.
In conclusion, we have shown that entanglement can be
utilized to extract work beyond classical correlation, and
that the maximal work is determined by the difference
in the quantum mutual information between the subsys-
tems that expresses the memory’s accessible information
about the system. The results of our work serve as the
foundations for controlling quantum-correlated thermo-
dynamic systems and set the fundamental upper bound
on the amount of work gain that can be obtained from
such systems.
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FIG. 2. (color online). Entropy transfer in the protocol: (a)
A and B are initially entangled, where the negative entropy is
described by the quantum mutual information −I(ρAi : ρ
B
i ).
We can decrease the entropy of A and B up to I(ρAi : ρ
B
i )
by performing an appropriate unitary transformation on the
entire system. (b) Measurement on A and entropy trans-
fer from the system to M . The information gain of sub-
system A is given by −I(ρAi : X
M ) and that of subsystem
B by −I(ρBi : X
M ), whereas the memory generates a posi-
tive entropy I(ρABi : X
M ). (c) Feedback control performed
on both A and B produce negative entropies −I(ρAi : X
M )
and −I(ρBi : X
M ), which arise from the initial correlation
−I(ρAi : ρ
B
i ) and information gain −I(ρ
AB
i : X
M ). Conse-
quently, the total entropy of A and B decreases, and work can
be extracted from them. The correlation I(ρAi : ρ
B
i |X
M ) be-
tween A and B remains nonvanishing, which, however, cannot
be utilized unless A and B are brought together to perform
an appropriate unitary transformation on the entire state.
