Heart disease is amongst the most widely recognized diseases in the world. This research aims to consolidate the precision of heart disease classification/diagnosis by developing a system depending on multiple classifiers. The proposed system contains two phases, which are the preprocessing phase and the classification phase. The preprocessing phase includes data cleaning, normalization and accounting for missing values. In the classification phase, multiple classifiers are used as an ensemble technique based on the Multilayer Perceptron (MLP), K-Nearest Neighbor (K-NN) and C4.5. A heart disease dataset, which contains four databases and gathered from the UCI machine learning repository, was used for experiments. The proposed classification system gives 99.4% classification precision according to 10-fold cross-validation technique. The outcome obtained from the proposed system shows that its performance is better than that of already reported classification systems.
INTRODUCTION
Heart disease [1] [2] is a term used for disorders that may influence the heart and it is also called cardiac disease. Also, "heart disease" is often named "cardiovascular disease". Cardiovascular disease refers to many conditions that include blocked or narrowed blood-vessels that may lead to a heartattack, stroke, or angina (chest pain). The heart conditions influencing the heart's muscle, rhythm or valves are also considered a sort of heart disease. Also, the cardiovascular disease is considered a prime reason for disability. The WHO [2] and CDC [3] reported that the disease of the heart is the major source of death in the Great Britain, the USA, Australia and Canada. There are 26.6 million US adults that are diagnosed with a heart disease (11.3% of the population of the adult). The heart disease caused 23.5% of deaths in America nowadays.
In the context of computer science, classification is the issue of finding the category (class) of a new instance from a group of classes in accordance to a dataset (it is called a training set) that contains instances with their categories. Classification is a sort of supervised learning which is a learning where each item in its training set is associated with its category. Many classifiers are used in this context such as the Neural Networks (NN) [4] , Decision Trees (DT) [5] and so on. This paper presents a proposed system for categorizing the heart disease. In what follows, the various techniques of data mining and the different methods of machine learning used for heart disease classification are presented.
In [6] , the author provides a study of heart disease diagnosis using several techniques of data mining. The author shows that the classification precision is not as intended when a single method of data mining is used separately so to boost the value of accuracy, it is better to combine various techniques of data mining together. When the Support Vector Machines (SVM) and Genetic Algorithms (GA) are combined together, the classification precision reaches 95%, which is higher than other techniques when used individually.
In [7] , four classifiers (C5.0, SVM, K-NN and NN) are used to categorize the dataset of heart disease. The classifiers were implemented on a UCI dataset. The data used is partitioned into a testing set (30%) and a training dataset (70%). The training set is applied for constructing the classifier while the testing dataset is used for validating it. From the results obtained, the C5.0 decision tree gives the higher accuracy, which is 93.02%. The accuracies resulted from the remaining classifiers are lower than the C5.0. The K-NN gives 88.37% accuracy, SVM gives 86.05% accuracy and finally NN gives 80.23% accuracy.
In [8] , numerous studies have been presented. These studies applied different techniques (which are Naï ve Bayes (NB), NN and DT) for the categorization of heart disease and they achieved different accuracies. Also, the authors presented a prediction system of heart disease that is based on NB algorithm.
In [9] , many techniques, which have been applied in the categorization of heart disease, have been discussed. Three algorithms (NB, NN and DT) are implemented on a dataset that contains a training dataset (303 records) and a testing set (270 records). From the results obtained, the NN gives better achievement for such a non-linear problem of categorization of heart disease.
In [10] , the authors implemented a multi-stage categorization system of the heart disease database. First, the heart disease data is preprocessed by the removal of the repeated records. Second, the algorithm of K-means is applied on the data that are preprocessed with K=2. Third, the MAFIA algorithm is applied (usually used for mining the maximally frequent itemsets that are contained in a transactional database), and fourth, as an optional step, a decision tree is implemented as a prediction model.
In [11] , the author develops a prediction system of the heart disease that is rely on the Naive Bayesian classification and Jelinek-mercer smoothing technique. The author proves that the Naï ve Bayes with Jelinek-mercer smoothing is more effective than the Naive Bayes for categorizing the patients with heart disease. The system allows for incorporating more records or attributes and new rules may be produced for categorizing the heart disease so as to enhance the precision of the classification. The paper organization is as follows; section 2 contains the dataset used for classifying the heart disease, section 3 explains the proposed classification method, section 4 shows the obtained outcomes and discussions, and finally section 5 contains the conclusions.
THE HEART DISEASE DATASET
The dataset used in this research contains four databases concerning the categorization of heart disease. The data was gathered from the following locations:
• The Cleveland Clinic Foundation.
• The Cardiology Institute at Budapest.
• The VA Medical Center at Long Beach, CA.
• The University Hospital, Switzerland. These databases are obtainable from the UCI machine learning warehouse [12] . All the databases have the same format of instances. Only 14 attributes, from the 76 databases' attributes, are rightly used for the categorization of heart disease. In table 1, these 14 attributes information are demonstrated. The "num" field is the predicted attribute, which refers to the existence/absence of a heart disease in the patient. It is a numeric value (integer) valued from zero (no presence) to four. Almost all the experiments, that are done by the researchers, only seeking to distinguish the existence of the disease (values 1,2,3 and 4) from its absence (value 0). This dataset has 920 instances; table 2 presents the databases' class distribution. The Cleveland dataset has 303 instances, the Hungarian dataset has 294 instances, the Switzerland dataset has 123 instances and the Long Beach VA dataset has 200 instances. This dataset has missing attribute values.
THE PROPOSED CLASSIFICATION APPROACH
This Proposed classification approach uses three classifiers, which are the MLP [13] , K-NN [14] and C4.5 [15] to boost the classification precision of heart disease. This ensemble technique is used to categorize the heart disease dataset as either healthy or sick (this is the reason for which the values 1,2,3 and 4 of the "num" attribute in the used dataset are exchanged with the string value "sick" and the value 0 is replaced with the string value "healthy" in the experiments that are done by the author). The proposed methodology has three stages; data preprocessing, classification and validation (see figure 1 ). The first two stages (data preprocessing and classification) are expounded in the subsections (3.1 and 3.2) while the validation stage is expounded in the upcoming section (section 4).
Figure 1. The proposed heart disease categorization system
The following subsections (3.1 and 3.2) explain the data preprocessing and the classification steps in details. The proposed classification methodology is stated in figure 2 . The heart disease categorization methodology includes many stages; data acqusition, data cleaining, accounting for the missed attributes, normalizing the data, classification and evaluation.
Data preprocessing
The preprocessing of the dataset are accomplished through the following steps:
• Combining the four databases into a dataset and removing the duplicated records if exist.
• Accounting for missing data values.
• Normalizing the values that represent the attributes' information enclosed in the dataset. Initially the four databases (Cleveland, Hungarian, Switzerland, and Long Beach VA) are combined into a dataset and any duplicated records are removed. The produced dataset has almost 900 records.
The produced dataset has some missing attribute values. These values are identified and replaced with appropriate values by scanning all the dataset records and substituting the missing values with the mean value [16] .
For normalizing (scaling) the values that represent the attributes' information enclosed in the dataset, each attribute value is exchanged with a value into the range between 0 to 1 according to the following formula (Eqs. 1-4) [17] :
where Xmax and Xmin are the maximum and the minimum values of the feature being normalized respectively, X is the input attribute value and Y is its corresponding output value. The data normalization (scaling) is a very important step for classification, it can fasten the process of training the NN and minimize the chances of being stuck in, what is called, local optima. After preprocessing the data, multiple classifiers are used for classification.
Classification
After preprocessing the data, multiple classifiers are used and a voting is applied to find what the output (category) should be. The classifiers used in this voting process are; MLP, K-NN and C4.5 decision tree. Voting is an ensemble algorithm used for classification. In voting, every classifier makes a vote (prediction) for each test record and the final category (class) is the one that is received by all (or at least 2) of these classifiers. The first classifier is the MLP. The MLP is a sort of NN (a feedforward model) that has 3 or more layers; one input layer, a hidden layer or more and a single layer for output. Every layer consists of processing units, which are named neurons. The learning in the NN occurs by changing the weights of the processing units' connections after presenting each segment of data to the network, in accordance to the error estimate occurred in the output [18] . The error value in the output node j for the nth training example is calculated as in Eq. (5). (5) where the desired (target) value is represented by the symbol d and y represents the value resulted by the perceptron. The node weights are changed, based on corrections, so as to make the error as low as possible in the output value, this error is calculated as in Eq. (6). (6) The network developed in the developed system has a learning rate value 0.5, a momentum 0.2, 2 hidden layers with four hidden nodes in every layer and 5000 epochs are performed for training the NN through.
The second classifier is the K-NN. The K-NN classifier is a fundamental method of classification that is used if there is either no prior knowledge or little knowledge concerning the distribution of the input data. The classifier is ordinarily uses the Euclidean distance between the particular training samples and a test sample. Consider x i be an input record that has p features (x i1 ,x i2 ,…,x ip ) and the input records' count is n (i=1,2,…,n), the Euclidean distance between sample x i and x l is calculated as in Eq (7).
The K-NN assigns to a test instance the majority category label of its k closest (nearest) training instances. In practice, k is defined to be odd so as to avoid ties. In the applied algorithm, the value chosen for K is five, p=13 and n=900.
The third classifier is the C4.5. The C4.5 is applied for constructing decision trees that are used for classification purposes; it is called a statistical classifier. C4.5 generates decision trees using a dataset (training data) by applying the entropy concept. The training dataset used consists of a set S= s 1 , s 2 ,… of formerly classified instances. Each instance s i consists of 2 parts; a vector of 13-dimension (X 1,i , X 2,i , ….X 13,i ) where x j is the feature value, and the category (class) to which s i belongs. The algorithm chooses the data attribute that breaks the instances into subsets effectively. To divide the data, the entropy difference (the normalized information gain) is used. The feature that has the maximum value of normalized information gain, is selected to divide the dataset. Then the steps are repeated for the smaller subgroups until all of the records in a subset have a similar class, in this case the algorithm creates a leaf node (the output class).
RESULTS AND DISCUSSION
The developed classification system performance has been examined with four medical databases. The source of these databases is the UCI repository. As a method to test the developed classification system, the 10 fold cross validation is applied. The cross validation is used to test the predictive systems' performance. The evaluation is done by partitioning the dataset into two sets; a training dataset for training the system, and a testing set for evaluating it. In 10 fold cross validation, the available data is partitioned randomly into ten subgroups (subsets) of equal size. From the ten subsets, a subset is retained for assessing the system (the validation data) and the remaining nine subgroups are used for system training. This operation is repeated ten times (the folds), in which every subset of the 10-subsets is used rightly once for validating the system. The 10-results (from the folds) are averaged for obtaining a single assessment. The cross-validation advantage is that all the data observations (instances) are used for the training procedure and the validation procedure of the system, and each data instance is used for the validation process exactly once. Table 3 manifests the comparison between the proposed classification system and other approaches. The classification precision of heart disease is improved by the developed classification system considering that only one database (the Cleveland database) is used by the authors discussed in this literature while the developed classification system uses four heart disease databases including the Cleveland database. From table 3, it is noticed that the DT and NN give the highest accuracy in classifying the heart disease but with the proposed approach, which uses the MLP, the K-NN and the C4.5, the accuracy is improved significantly.
CONCLUSIONS
In this paper, a (Multilayer Perceptron, C4.5 and K-NN) based categorization system is proposed for heart disease. As a method to validate the developed system, it is examined against databases that are collected from the UCI repository.
The experimental results, performed on four databases, show that the proposed approach is a competitive method for the categorization of heart disease. The developed system gives 99.4% classification accuracy, which is outstanding comparing to the existing techniques that are explored in the literature. The results proved that the proposed classification system is a reliable alternative system for the categorization of heart disease.
