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REGULAR ALGEBRAS OF DIMENSION 4 AND
THEIR A∞-EXT-ALGEBRAS
D.-M. LU, J. H. PALMIERI, Q.-S. WU AND J. J. ZHANG
ABSTRACT. We construct four families of Artin-Schelter regular algebras of global dimension four. Under some generic
conditions, this is a complete list of Artin-Schelter regular algebras of global dimension four that are generated by two
elements of degree 1. These algebras are also strongly noetherian, Auslander regular and Cohen-Macaulay. One of the main
tools is Keller’s higher-multiplication theorem on A∞-Ext-algebras.
INTRODUCTION
Recent developments in noncommutative projective algebraic geometry and its applications to fields such as math-
ematical physics demand to have more examples of quantum spaces. For example, what are the quantum K3 surfaces
and the quantum Calabi-Yau 3-folds? One naive idea is to construct these quantum spaces as subschemes of some
higher dimensional quantum Pns — noncommutative analogues of projective n-spaces. The quantum P2s have been
classified by Artin, Schelter, Tate and Van den Bergh [ASc, ATV1, ATV2] and understood very well by many re-
searchers. One of the central questions in noncommutative projective geometry is
the classification of quantum P3s.
The complete classification of quantum P3s is an extremely difficult project and is probably an unreachable goal
in the near future. An algebraic approach of constructing quantum Pns is to form the noncommutative scheme ProjA
where A is a noetherian Artin-Schelter regular connected graded algebra of global dimension n+ 1. Therefore the
algebraic version of the above mentioned question is
the classification of noetherian, Artin-Schelter regular, connected graded algebras of global dimension 4.
Researchers have been studying many special classes of noetherian Artin-Schelter regular algebras of global di-
mension 4. For simplicity we only consider graded algebras that are generated in degree 1. The most famous one
is the Sklyanin algebra of dimension 4, introduced by Sklyanin [Sk1, Sk2]. Homological and ring-theoretic prop-
erties of the Sklyanin algebra were understood by Smith and Stafford [SS]. Levasseur and Smith [LS] studied the
representations of the Sklyanin algebra. Some deformations of Sklyanin algebras were studied by Stafford [Staf].
The homogenized U(sl2) was studied by Le Bruyn and Smith [LBS]. Normal extensions of Artin-Schelter regular
algebras of dimension 3 were studied by Le Bruyn, Smith, and Van den Bergh [LBSV]. The quantum 2× 2-matrix
algebra was studied by Vancliff [Va1, Va2]. Some classes of Artin-Schelter regular algebras with finitely many points
and Artin-Schelter regular algebras containing a commutative quadric were studied by Shelton, Van Rompay, Vancliff,
Willaert, etc. [SV1, SV2, VV1, VV2, VVW]. This is a partial list, and the different families may overlap. However,
up to now, we do not have a clear picture of the complete classification.
Note that all of the regular algebras listed in the previous paragraph are Koszul and generated by four elements
of degree 1. The Koszul duals of some of these algebras have been studied also. From the list it seems that Koszul
regular algebras are more popular than the non-Koszul ones. There are two explanations. One is that the non-Koszul
regular algebras can be more difficult to study since the relations of such algebras are not quadratic. The other is that a
non-Koszul algebra A is not a deformation of the commutative polynomial ring k[x0,x1,x2,x3] where k is a base field,
hence Proj A is not a “classical deformation” of the commutative P3. Nevertheless it is important to search for both
the Koszul and non-Koszul regular algebras of dimension four or higher.
Throughout, let k be a commutative base field; in Section 5, we will assume that k is algebraically closed. Our main
result is the following.
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Theorem A. The following algebras are Artin-Schelter regular of global dimension four.
(a) A(p) := k〈x,y〉/(xy2− p2y2x,x3y+ px2yx+ p2xyx2 + p3yx3), where 0 6= p ∈ k.
(b) B(p) := k〈x,y〉/(xy2 + ip2y2x,x3y+ px2yx+ p2xyx2 + p3yx3), where 0 6= p ∈ k and i2 =−1.
(c) C(p) := k〈x,y〉/(xy2 + pyxy+ p2y2x,x3y+ jp3yx3), where 0 6= p ∈ k and j2− j+ 1 = 0.
(d) D(v, p) := k〈x,y〉/(xy2 + vyxy+ p2y2x,x3y+(v+ p)x2yx+(p2 + pv)xyx2 + p3yx3), where v, p ∈ k and p 6= 0.
If k is algebraically closed, then this list (after deleting some special algebras in each family) is, up to isomorphism, a
complete list of (m2,m3)-generic Artin-Schelter regular algebras of global dimension four that are generated by two
elements.
The (m2,m3)-generic condition is a condition on the multiplications m2 and m3 of the Ext-algebras. The details
will be explained later—see (GM2) and (GM3) in Section 5. The enveloping algebra of U(g) given in [ASc, 1.21(iii)]
is a special case of (d) when p = 1 and v =−2. None of the algebras in Theorem A is Koszul.
Note that every algebra in Theorem A is Z2-graded with degx = (1,0) and degy = (0,1). The proof of Theorem A
also shows:
Theorem B. The list given in Theorem A is, up to isomorphism, a complete list of noetherian Artin-Schelter regular
Z
2
-graded algebras of global dimension four generated by two elements with degrees (1,0) and (0,1).
Using the Artin-Schelter regular algebras given above, we can form new examples of quantum spaces of dimension
three. We also show that algebras in Theorem A have good homological properties, which are useful for understanding
the structure of their projective schemes.
Theorem C. All of the algebras in Theorem A are strongly noetherian, Auslander regular and Cohen-Macaulay.
A crucial step in proving Theorem A is to study the A∞-structure on Ext-algebras. The use of A∞-algebras in
graded ring theory is a new approach since the concept of an A∞-algebra was introduced to noncommutative algebra
very recently. This method has advantages for non-Koszul regular algebras because one can get information from the
non-trivial higher multiplications on the Ext-algebras. It is plausible that all non-Koszul Artin-Schelter regular algebra
of global dimension 4 will be classified by this method. A complete classification of 4-dimensional Artin-Schelter
regular algebras generated by two elements of degree 1 is undergoing in [LWZ]. This method could also be useful for
constructing some new families of Artin-Schelter regular algebras of higher global dimension.
Here is an outline of the paper. In Section 1, we recall the definition of Artin-Schelter regular algebras; we focus on
those which have global dimension 4 and are generated in degree 1, computing their Hilbert series and the size of their
Ext algebras. There are three types of such Artin-Schelter regular algebras, called (12221), (13431), and (14641).
Those of type (14641) are Koszul, while the (m2,m3)-generic algebras of Theorem A are all of type (12221).
The goals of Section 2 are to define A∞-algebras and to state a theorem of Keller’s relating the A∞-structure on
Ext∗A(kA,kA) to the relations in A. Some grading issues are also discussed there. In Section 3, we apply the com-
putations of the sizes of Ext algebras in Section 1 to compute the possible A∞-structures on Ext algebras of regular
algebras of dimension 4. We specialize to algebras of type (12221) starting in Section 4, and we introduce the generic
conditions in Section 5. Under these conditions, we describe the various possible A∞-structures on the Ext algebras. In
Section 6, we eliminate some of those possibilities, showing that they correspond to non-regular algebras. In Section 7,
we show that the remaining possibilities lead to regular algebras, and this leads to the proofs of our main theorems,
which we give in Section 8.
There is also an appendix, which gives results on A∞-structure on Ext-algebras. These have appeared elsewhere,
some without proof. The appendix starts with a discussion of Kadeishvili’s and Merkulov’s results about the A∞-
structure on the homology of a DGA. The bar construction is described: this is a DGA whose homology is Ext, and so
leads to an A∞-structure on an Ext algebra. The appendix finishes with a proof of Keller’s theorem. Throughout, some
extra care is taken with gradings, since this is necessary in various parts of this paper.
1. ARTIN-SCHELTER REGULAR ALGEBRAS
In this section, we recall the definition of Artin-Schelter regular algebras, we study their Hilbert series, and for
those of global dimension 4 generated in degree 1, we describe the possible shapes of their Ext-algebras.
A connected graded algebra A is called Artin-Schelter regular (or AS regular) if the following three conditions hold.
(AS1) A has finite global dimension d,
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(AS2) A is Gorenstein, i.e., for some integer l,
ExtiA(k,A) =
{
k(l) if i = d
0 if i 6= d
where k is the trivial module A/m, and
(AS3) A has finite Gelfand-Kirillov dimension, i.e., there is a positive number c such that dimAn < c nc for all n ∈N.
The notation (l) in (AS2) is the degree l shift operation on graded modules.
AS regular algebras have been studied in many recent papers, and in particular, AS regular algebras of global
dimension 3 have been classified [ASc, ATV1, ATV2, Ste1, Ste2] and their geometry has been studied extensively
[ATV2, Ste3]. If A is an AS regular algebra of global dimension 3, then it is generated by two or three elements.
Suppose now that A is generated in degree 1. If A is (minimally) generated by three elements, then A is Koszul and the
trivial A-module k has a minimal free resolution of the form
0 → A(−3)→ A(−2)⊕3 → A(−1)⊕3 → A → k → 0.
If A is generated by two elements, then A is not Koszul and the trivial A-module k has a minimal free resolution of the
form
0 → A(−4)→ A(−3)⊕2 → A(−1)⊕2 → A → k → 0.
In this case, since A is not Koszul, the Ext-algebra of A has nontrivial higher multiplications. The Ext-algebra of A has
been studied by Shi and Wang [SW].
Lemma 1.1. Suppose A is connected graded and satisfies (AS1) and (AS2).
(a) A is finitely generated.
(b) The trivial A-module kA has a minimal free resolution of the form
0 → Pd → ··· → P1 → P0 → kA → 0,
where Pw =
⊕nw
s=1 A(−iw,s) for some finite integers nw and iw,s.
(c) The above free resolution is symmetric in the following sense: P0 = A, Pd = A(−l), nw = nd−w, and iw,s +
id−w,nw−s+1 = l for all w,s.
Proof. (a) and (b) are proved in [SteZ, 3.1.1]. Part (c) is given in the proof of [SteZ, 3.1.4]. We repeat the main idea
here. The trivial A-module kA has a minimal free resolution of the form
(1.1.1) 0 → Pd → ··· → P1 → P0 → kA → 0,
where Pw =
⊕nw
s=1 A(−iw,s) for some finite integers nw and iw,s. The dual complex (1.1.1)∨ is a free resolution of
Ak(l). By duality, (1.1.1) is minimal if and only if (1.1.1)∨ is. Since the ith term of the minimal free resolution of
kA (respectively, Ak) is isomorphic to TorAi (k,k)⊗k A (respectively, A⊗k TorAi (k,k)), kA and Ak have the same type of
minimal free resolution. By comparing (1.1.1) with (1.1.1)∨(−l), we see that −iw,s =−l+ id−w,nw−s+1. It is clear that
P0 = A, so Pd = A(−l). 
Recall from [AZ] that the cohomological dimension of the noncommutative projective scheme ProjA associated to
a graded ring A is defined to be
cdProjA = sup{i | Hi(ProjA,M ) 6= 0 for some M ∈ QGrA}.
Lemma 1.2. If A is a noetherian AS regular algebra of global dimension at least 3, then the GK-dimension of A is at
least 3.
Proof. Let A be a noetherian connected graded ring with GKdimA ≤ 2. We claim that cdProjA ≤ 1. Since A is
noetherian, we may assume that A is prime by [AZ, 8.5]. If GKdimA ≤ 1, then by [SSW], A is PI and hence by [AZ,
8.13] cdProjA ≤ 0. So it suffices to consider the case when GKdimA = 2. Combining the results of Artin-Stafford
[ASt2, 0.3, 0.4 and 0.5], we obtain that some Veronese subring A(n) of A is a subring of a twisted homogeneous
coordinate ring B := B(E ,B1,τ) and ProjA(n) ∼= ProjB. Here E is an OY -order for some projective curve Y and B1 is
an ample invertible (E ,E τ)-bimodule; see [ASt2] for the details. In particular, [ASt2, 0.4(ii)] says that ProjA(n) and
ModOE are equivalent. By [AZ, 8.7(2)], ProjA = ProjA(n). Hence
cdProjA = cdProjA(n) = cdModOE = 1,
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where the last equality follows from the fact that Y is a curve.
On the other hand, by [AZ, 8.1], if A is AS regular, then cdProjA = d− 1 where d is the global dimension of A.
This shows that if d ≥ 3, then cdProjA ≥ 2. By the claim proved in the last paragraph one sees that GKdimA > 2.
Finally, the GK-dimension of a noetherian AS regular algebra is an integer [SteZ, 2.4], so GKdim≥ 3. 
Now we start to focus on AS regular algebras of global dimension 4. The classification of such algebras is far from
finished. Some abstract properties of 4-dimensional AS regular algebras have been proved. We will use the following
result from [ATV2, 3.9] in later sections.
Lemma 1.3. [ATV2, 3.9]. If A is a noetherian connected graded AS regular algebra of global dimension 4, then it is
an integral domain.
The Hilbert series of a graded vector space M =
⊕
i∈Z Mi is defined to be
HM(t) = ∑
i∈Z
(dimk Mi)t i.
We determine the Hilbert series of A when A is generated in degree 1.
Proposition 1.4. Let A be a graded AS regular algebra of global dimension 4 that is generated in degree 1. Suppose
that A is a domain. Then A is minimally generated by either 2, 3, or 4 elements.
(a) If A is generated by 2 elements, then there are two relations whose degrees are 3 and 4. The minimal resolution
of the trivial module is of the form
0 → A(−7)→ A(−6)⊕2 → A(−4)⊕A(−3)→ A(−1)⊕2 → A → k → 0.
The Hilbert series of A is
HA(t) = 1/(1− t)2(1− t2)(1− t3).
(b) If A is generated by 3 elements, then there are two relations in degree 2 and two relations in degree 3. The
minimal resolution of the trivial module is of the form
0 → A(−5)→ A(−4)⊕3 → A(−3)⊕2⊕A(−2)⊕2 → A(−1)⊕3 → A → k → 0.
The Hilbert series of A is
HA(t) = 1/(1− t)3(1− t2).
(c) If A is generated by 4 elements, then there are six quadratic relations. The minimal resolution of the trivial
module is of the form
0→ A(−4)→ A(−3)⊕4 → A(−2)⊕6 → A(−1)⊕4 → A → k → 0.
The Hilbert series of A is
HA(t) = 1/(1− t)4.
In each of these cases, the GK-dimension of A is 4.
Proof. Suppose A is minimally generated by n elements in degree 1. By Lemma 1.1, kA has a minimal free resolution
0→ A(−l)→ A(−l+ 1)⊕n →
⊕v
s=1 A(−ns)→ A(−1)⊕n → A → k → 0
where 2 ≤ n1 ≤ ·· · ≤ nv ≤ l− 2 and ns + nv−s+1 = l for all s. The Hilbert series of A is HA(t) = 1/p(t), where
p(t) = 1− nt+
v
∑
s=1
tns − nt l−1 + t l.
Recall that the GK-dimension of A is equal to the order of the zero of p(t) at 1 [SteZ, 2.2]. Clearly GKdimA ≥ 1,
whence p(1) = 0. This implies that v = 2n− 2. Since ns + nv−s+1 = l, we have
(1.4.1) ∑
s
ns =
1
2
v
∑
s=1
l = 1
2
(2n− 2)l = (n− 1)l.
We claim that GKdimA ≥ 3. If GKdimA = 1, then A is PI and noetherian by [SSW], but if A is noetherian, then by
Lemma 1.2, GKdimA ≥ 3. If GKdimA = 2, by [ASt1] A is isomorphic to a twisted homogeneous coordinate ring
B := B(E,σ,L) up to a finite-dimensional vector space, where E is a projective curve. In particular, A is noetherian,
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and again Lemma 1.2 yields a contradiction. Therefore GKdimA ≥ 3. Now going back to the polynomial p(t), the
fact that GKdimA ≥ 3 implies that p′′(1) = 0. Since
p′′(t) =
v
∑
s=1
ns(ns− 1)tns−2− (l− 1)(l− 2)nt l−3+ l(l− 1)t l−2,
we obtain
v
∑
s=1
ns(ns− 1)− n(l− 1)(l− 2)+ l(l− 1) = 0.
Simplifying this by using (1.4.1), we have
(1.4.2)
v
∑
s=1
n2s = n(l2− 2l+ 2)− l2.
Using (1.4.1) and (1.4.2), we have
v
∑
s=1
nv−s+1ns = ∑
s
(l− ns)ns = l ∑
s
ns−∑
s
n2s = 2(l− 1)n.
Since v = 2(n− 1), we have
(1.4.3)
n−1
∑
s=1
nv−s+1ns = (l− 1)n.
We will do some detailed analysis using (1.4.1)—(1.4.3).
Clearly n ≥ 2. If n = 2, then v = 2, and (1.4.3) becomes n1(l− n1) = 2(l− 1). We see that n1 6= 2. Hence n1 ≥ 3,
and since n1 ≤ l/2, n1(l− n1) ≥ 3(l− 3). Then 3(l− 3) ≤ 2(l− 1) implies that l ≤ 7. Since n1 ≤ l/2, n1 = 3. So
n2 = 3 (if l = 6) or n2 = 4 (if l = 7). Also l = n1 + n2 ≥ 6. Since n1n2 6= 2 ·5, l 6= 6. Hence l = 7 is the only possible
value. When l = 7, then n1 = 3 and n2 = 4. (a) follows.
Now we consider the case when n ≥ 3. Since 2 ≤ ns ≤ 12 l for 1 ≤ s ≤ n− 1, we have
2(l− 2)≤ ns(l− ns),
and (1.4.3) implies that
(n− 1)2(l− 2)≤ n(l− 1).
Solving the inequality, we have
l ≤ 3n− 4
n− 2
= 3+ 2
n− 2
.
If n = 3, then the last inequality implies that l ≤ 5. Also l ≥ 4 for any AS regular algebra of global dimension 4.
If l = 4 (and n = 3), by (1.4.1) and the fact that ns ≥ 2, we find that ns = 2 for all s. This contradicts (1.4.3), though.
Hence l = 5 and n1 = n2 = 2, n3 = n4 = 3. (b) follows.
If n = 4, l ≤ 4 and hence l = 4. Thus ns = 2 for all s, 1 ≤ s ≤ 6. (c) follows.
If n ≥ 5, then
l ≤ 3+ 2
n− 2
< 4.
This is impossible for an AS regular algebra of global dimension 4.
It is clear from the Hilbert series that GKdimA = 4 in all three cases. 
Artin and Schelter stated the same result in the PI case [ASc, 1.20] and provided some examples in each of the
cases (a,b,c).
Remark 1.5. In Proposition 1.4 it is essential to assume that A has finite GK-dimension, i.e., (AS3). If A does not
have finite GK-dimension, then A has exponential growth and the number of the generators can be any number larger
than 4. This means that there are many more algebras satisfying the other hypotheses of Proposition 1.4.
We do not have a counterexample to the following question.
Question 1.6. If A is noetherian and connected graded, is the minimal number of generators of A no more than the
global dimension of A?
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Definition 1.7. If an algebra satisfies the hypotheses of Proposition 1.4, we label it according to the dimensions of
vector spaces ExtiA(k,k). That is, algebras as in Proposition 1.4(a) are said to be of type (12221), algebras as in
Proposition 1.4(b) are of type (13431), and algebras as in Proposition 1.4(c) are of type (14641).
We also state the following result for later use. This is a generalization of a result of Smith [Sm], and was proved
using A∞-algebra methods.
Theorem 1.8. [LPWZ2] Let A be a connected graded algebra and let E be the Ext-algebra of A. Then A is AS regular
if and only if E is Frobenius.
2. A∞-ALGEBRAS AND GRADING
The notion of A∞-algebra was introduced by Stasheff in the 1960s [Sta]. Since then, more and more theories
involving A∞-structures have been discovered in algebra, geometry and mathematical physics; see Kontsevich’s 1994
ICM paper [Ko], for example. The methods of A∞-algebras can be very effective in ring theory. The best introductory
paper on A∞-algebras for ring theorists is a paper by Keller [Ke3]; Keller’s other papers [Ke2, Ke4, Ke5] are also very
interesting. These papers convinced us to look further into applications of A∞-algebras in ring theory.
In this section we review the definition of an A∞-algebra, we discuss grading systems, and we state a result about
A∞-structures on Ext algebras. Other basic material about A∞-algebras can be found in Keller’s paper [Ke3]. Some
examples of A∞-algebras related to ring theory were given in [LPWZ1].
2.1. A∞-algebras.
Definition 2.1. [Sta] An A∞-algebra over a base field k is a Z-graded vector space
A =
⊕
p∈Z Ap
endowed with a family of graded k-linear maps
mn : A⊗n → A, n ≥ 1,
of degree 2− n satisfying the following Stasheff identities:
SI(n) ∑(−1)r+stmu(id⊗r ⊗ms⊗ id⊗t) = 0
for all n ≥ 1, where the sum runs over all decompositions n = r+ s+ t (r, t ≥ 0 and s ≥ 1), and where u = r+ 1+ t.
Here, id denotes the identity map of A. Note that when these formulas are applied to elements, additional signs appear
due to the Koszul sign rule. Some authors also use the terminology strongly homotopy associative algebra (or sha
algebra) for A∞-algebra.
The degree of m1 is 1 and the identity SI(1) is m1m1 = 0. This says that m1 is a differential of A. The identity SI(2)
is
m1m2 = m2(m1⊗ id+ id⊗m1)
as maps A⊗2 → A. So the differential m1 is a graded derivation with respect to m2. Note that m2 plays the role of
multiplication although it may not be associative. The degree of m2 is zero. The identity SI(3) is
m2(id⊗m2−m2⊗ id) = m1m3 +m3(m1⊗ id⊗ id+ id⊗m1⊗ id+ id⊗ id⊗m1)
as maps A⊗3 → A. If either m1 or m3 is zero, then m2 is associative. In general, m2 is associative up to a chain
homotopy given by m3.
When n ≥ 3, the map mn is called a higher multiplication. We write an A∞-algebra A as (A,m1,m2,m3, · · · ) to indi-
cate the multiplications mi. An associative algebra A is an A∞-algebra concentrated in degree 0 with all multiplications
mn = 0 for n 6= 2, so an associative algebra has the form of (A,m2). A differential graded algebra (or DGA) (A,∂) is
an A∞-algebra with m1 = ∂, m2 the multiplication, and mn = 0 for all n ≥ 3, so we may write a DGA as (A,m1,m2).
We also assume that every A∞-algebra in this paper contains an identity element 1 with respect to the multiplication
m2 that satisfies the following strictly unital condition:
If n 6= 2 and ai = 1 for some i, then mn(a1, · · · ,an) = 0.
In this case, 1 is called the strict unit or identity of A.
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Let A be a graded algebra generated in degree 1, and let kA be the trivial A-module. Then the Ext-algebra
Ext∗A(kA,kA) is equipped with an A∞-algebra structure. We use Ext∗A(kA,kA) to denote both the usual associative Ext-
algebra and the Ext-algebra with its A∞-structure. For more information on this A∞-structure, see Subsection A.3. By
[LPWZ1, Ex. 13.4] there is a graded algebra A such that the associative algebra Ext∗A(kA,kA) does not contain enough
information to recover the original algebra A; on the other hand, the information from the A∞-algebra Ext∗A(kA,kA) is
sufficient to recover A. This is the point of the following theorem, and this process of recovering the algebra from its
Ext-algebra is one of the main tools used in this paper.
If V is a graded vector space over k, then the graded k-linear dual of V is denoted by V #.
Theorem 2.2 (Keller’s higher-multiplication theorem in the connected graded case). Let A be a graded algebra, finitely
generated in degree 1, and let E be the A∞-algebra Ext∗A(kA,kA). Let R =
⊕
n≥2 Rn be the minimal graded space of
relations of A such that Rn ⊂ A1⊗An−1 ⊂ A⊗n1 . Let i : Rn → A⊗n1 be the inclusion map and let i# be its k-linear dual.
Then the multiplication mn of E restricted to (E1)⊗n is equal to the map
i# : (E1)⊗n = (A#1)⊗n −→ R#n ⊂ E2.
Keller has the same result for a more general class of algebras kQ/I where Q is a finite quiver and I is an admissible
ideal of kQ; this was stated in [Ke4, Proposition 2] without proof. Our result works only for graded algebras generated
in degree 1, so it is a special case of Keller’s result. We announced Theorem 2.2 at several conferences a few years ago,
where several experts informed us that the result was somewhat known and they were interested in a detailed proof.
As we stated in [LPWZ1], we hope to develop a theory of A∞-algebras for ring theorists, especially for people working
on homological properties of graded rings. Keeping this in mind, a quite detailed proof of Theorem 2.2 is provided in
the Appendix. We also want to point out that Theorem 2.2 is essential for the classification of Artin-Schelter regular
algebras of global dimension 4 that are generated by two elements [LWZ].
We mention that there may be several quasi-isomorphic A∞-algebra structures on Ext∗A(kA,kA); we call these differ-
ent structures models for the quasi-isomorphism class of E .
2.2. Adams grading. In this paper we are mainly interested in graded algebras and their Ext-algebras. The grading
appearing in a graded algebra may be different from the grading appearing in the definition of the A∞-algebra. We
introduce the Adams grading for an A∞-algebra, as follows. Let G be an abelian group. (In this paper, G will always
be free abelian of finite rank.) Consider a bigraded vector space
A =
⊕
p∈Z,i∈G A
p
i
where the upper index p is the grading appearing in Definition 2.1, and the lower index i is an extra grading, called the
G-Adams grading, or Adams grading if G is understood. We also write
Ap =
⊕
i∈G A
p
i and Ai =
⊕
p∈ZA
p
i .
The degree of a nonzero element in Api is (p, i), and the second degree is called the Adams degree. For an A∞-algebra
A to have an Adams grading, the map mn in Definition 2.1 must be of degree (2− n,0): each mn must preserve the
Adams grading. When A is an associative G-graded algebra A =
⊕
i∈G Ai, we view A as an A∞-algebra (or a DGA)
concentrated in degree 0, viewing the given grading on A as the Adams grading. The Ext-algebra of a graded algebra
is bigraded; the grading inherited from the graded algebra is the Adams grading, and we keep using the lower index to
denote the Adams degree.
Assume now that G = Z, since we are mainly interested in this case. Write
A≥n =
⊕
p≥n Ap and A≥n =
⊕
i≥n Ai,
and similarly for A≤n and A≤n. An A∞-algebra A with a Z-Adams grading is called Adams connected if (a) A0 = k,
(b) A = A≥0 or A = A≤0, and (c) Ai is finite-dimensional for all i. When G = Z×G0, we define Adams connected in
the same way after omitting the G0-grading. If A is a connected graded algebra which is finite-dimensional in each
degree, then it is Adams connected when viewed as an A∞-algebra concentrated in degree 0.
We prove the following result in the appendix.
Proposition 2.3. Let A be a Z⊕G-Adams graded algebra, such that with respect to the Z-grading, A is finitely
generated in degree 1. Then there is an A∞-model for E such that the multiplication mn in Theorem 2.2 preserves the
Z⊕G grading.
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3. A∞-EXT-ALGEBRAS OF REGULAR ALGEBRAS OF DIMENSION 4
Let E be the A∞-Ext-algebra Ext∗A(k,k) of A. For simplicity, we just call it the Ext-algebra of A. In this section we
use information about the grading of E from Proposition 1.4 to examine the possible A∞-structures on E .
Proposition 3.1. Let A be an algebra as in Proposition 1.4 and let E be the Ext-algebra of A.
(a) (type (12221)) If A is minimally generated by 2 elements, then E is isomorphic to
k
⊕
E1−1
⊕
(E2−3⊕E
2
−4)
⊕
E3−6
⊕
E4−7
as a Z2-graded vector space, where the lower index is the Adams grading inherited from the grading of A and
the upper index is the homological grading of the Ext-group. The dimensions of the subspaces are
dimE1−1 = dimE3−6 = 2, dimE2−3 = dimE2−4 = dimE4−7 = 1.
As an A∞-algebra, mn = 0 for all n ≥ 5; that is, E = (E,m2,m3,m4).
(b) (type (13431)) If A is minimally generated by 3 elements, then E is isomorphic to
k
⊕
E1−1
⊕
(E2−2⊕E
2
−3)
⊕
E3−4
⊕
E4−5
as a Z2-graded vector space. As an A∞-algebra, mn = 0 for all n≥ 4; that is, E = (E,m2,m3). The dimensions
of the subspaces are
dimE1−1 = dimE3−4 = 3, dimE2−2 = dimE2−3 = 2, dimE4−5 = 1.
(c) (type (14641)) If A is minimally generated by 4 elements, then E is isomorphic to
k
⊕
E1−1
⊕
E2−2
⊕
E3−3
⊕
E4−4
as a Z2-graded vector space. The algebras A and E are Koszul and mn of E is zero for all n 6= 2. The
dimensions of the subspaces are
dimE1−1 = dimE3−3 = 4, dimE2−2 = 6, dimE4−4 = 1.
Proof. The vector space decomposition of E and the dimensions of the subspaces of E are clear from the form of the
minimal free resolution of the trivial module. In case (c), kA has a linear resolution in the sense of [Sm]. Hence A and E
are Koszul, and this implies that the higher multiplications of E are trivial. The assertions about higher multiplications
in (a) and (b) (and also (c)) follow from the next lemma. 
Lemma 3.2. Let E be an Adams connected A∞-algebra.
(a) (type (12221)) If E is isomorphic to
k
⊕
E1−1
⊕
(E2−3⊕E2−4)
⊕
E3−6
⊕
E4−7
as a Z2-graded vector space, then mn = 0 for n 6= 2,3,4.
(b) (type (13431)) If E is isomorphic to
k
⊕
E1−1
⊕
(E2−2⊕E
2
−3)
⊕
E3−4
⊕
E4−5
as a Z2-graded vector space, then mn = 0 for n 6= 2,3.
(c) (type (14641)) If E is isomorphic to
k
⊕
E1−1
⊕
E2−2
⊕
E3−3
⊕
E4−4
as a Z2-graded vector space, then mn = 0 for n 6= 2.
Proof. First of all m1 = 0 since the degree of m1 is (1,0).
(a) We consider the maps mn for n ≥ 5, restricted to a homogeneous subspace:
mn : E i1− j1 ⊗·· ·⊗E
in
− jn → E
i
− j
where i = ∑ns=1 is− n+ 2 and j = ∑ns=1 js. If is = 0 (and hence E is− js = k) for some s, then mn = 0 by the strict unital
condition. So we assume that is ≥ 1 for all s.
If E is− js 6= 0, then is ≤ js ≤ is + 3. We assume that E
is
− js 6= 0 for all s and show that E
i
− j = 0 when n ≥ 5. If n > 5,
then
j = ∑
s
js ≥∑
s
is = i+(n− 2)> i+ 3.
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Hence E i− j = 0 and mn = 0. It remains to show that m5 = 0. If is = 1 for all s, then E i− j = E2−5 = 0, whence m5 = 0.
If is0 > 1 for some s0, then js0 ≥ is0 + 1 and
j = ∑
s
js ≥∑
s
is + 1 = i+(5− 2)+ 1> i+ 3.
This shows that E i− j = 0 and m5 = 0.
(b) The proof is similar to that of (a). We again consider the multiplications mn restricted to a homogeneous
subspace:
mn : E i1− j1 ⊗·· ·⊗E
in
− jn → E
i
− j.
We assume that E is− js 6= 0 for all s and show that E
i
− j = 0 when n ≥ 4.
If E is− js 6= 0, then is ≤ js < is + 2. If n≥ 4, then
j = ∑
s
js ≥∑
s
is = i+(n− 2)≥ i+ 2.
Hence E i− j = 0 and mn = 0.
(c) Use an argument similar to (a) or (b). 
If A is an AS regular algebra of type (14641), then A and its Ext-algebra are both Koszul. All higher multiplications
of E are zero, so A∞-algebra methods cannot be used here. We will have other methods to study these algebras, for
example, using the matrices constructed from the multiplication of E . We present this idea below for AS regular
algebras of type (13431).
If A is an AS regular algebra of type (13431), then m2 and m3 of E will be nonzero. By Theorem 2.2 and Proposition
3.1, the relations of A, two of which are in degree 2 and other two are in degree 3, are determined completely by m2
and m3 of E . By the Z2-graded decomposition given in Lemma 3.2(b), the possible nontrivial components of m2 of E
are
E1−1⊗E
1
−1 → E
2
−2,
E1−1⊗E2−3 → E3−4, E
2
−3⊗E1−1 → E3−4,
E1−1⊗E
3
−4 → E
4
−5, E
3
−4⊗E
1
−1 → E
4
−5,
E2−2⊗E
2
−3 → E
4
−5, E
2
−3⊗E
2
−2 → E
4
−5.
Let {α1,α2,α3} be a k-linear basis of E1−1. Let {β1,β2} be a k-linear basis of E2−2 and {ζ1,ζ2} a k-linear basis of E2−3.
Let {γ1,γ2,γ3} be a k-linear basis of E3−4, and let δ be a nonzero element of E4−5. Since E is Frobenius (see Theorem
1.8), the maps
m2 : E1−1⊗E
3
−4 → E
4
−5 and m2 : E3−4⊗E1−1 → E4−5
define a perfect pairing. We may choose {γ1,γ2,γ3} so that αiγ j = δi jδ. Write γiα j = λi jδ; then Λ := (λi j)3×3 is a non-
singular matrix. Similar we may choose {ζ1,ζ2} such that βiζ j = δi jδ. Write ζiβ j = ti jδ; then the matrix T := (ti j)2×2
is a non-singular matrix. We call (Λ,T ) the Frobenius data of E . For algebras of type (14641), the Frobenius data
provides a lot of information about A. For algebras of type (13431), one uses the different Jordan forms of (Λ,T ) and
the associativity of m2 to obtain a list of equations which the entries of Λ and T must satisfy. These equations should
be essential for the classification of the possible m2’s.
Next we look into m3. Here is a list of the possible nonzero components of m3:
(E1−1)
⊗3 → E2−3,
[(E1−1)
⊗2⊗E2−2]⊕ [E
1
−1⊗E
2
−2⊗E
1
−1]⊕ [E
2
−2⊗ (E
1
−1)
⊗2]→ E3−4,
E1−1⊗ (E2−2)⊗2]⊕ [E2−2⊗E1−1⊗E2−2]⊕ [(E2−2)⊗2⊗E1−1]→ E4−5.
It is not hard to verify that the identities SI(n) are automatic for n ≥ 5. The only constraint to make (E,m2,m3) an
A∞-algebra is SI(4). In the near future we will look into the possibility of classifying those A∞-algebras (E,m2,m3)
which correspond to the AS regular algebras of type (13431).
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4. A∞-EXT-ALGEBRAS OF TYPE (12221)
We now concentrate on algebras of type (12221). In this section we describe formulas for the possible multiplication
maps mn on their A∞-Ext-algebras, and we use Keller’s theorem 2.2 to relate these formulas to the relations in the
original algebra. This sets the stage for our classification, which starts in the next section.
Using the ideas in the proof of Lemma 3.2, we can list all of the possible maps mn here. Except for the multiplying
by the unit element, the possible nonzero m2’s of E are
E1−1⊗E
3
−6 → E
4
−7, E
3
−6⊗E
1
−1 → E
4
−7,
E2−3⊗E2−4 → E4−7, E2−4⊗E2−3 → E4−7.
By Theorem 1.8, if A is an AS regular algebra, then E is a Frobenius algebra. The multiplication m2 of a Frobenius
algebra E of type (12221) can be described as follows.
Let δ be a basis element of E4−7. Pick a basis element β1 ∈ E2−3. Since E is a Frobenius algebra,
m2 : E2−3⊗E
2
−4 → E
4
−7 and m2 : E2−4⊗E2−3 → E4−7
are both nonzero. So we can pick a basis element β2 ∈ E2−4 such that β1β2 = δ and β2β1 = t δ for some 0 6= t ∈ k. Pick
a basis {α1,α2} for E1−1. Since E is a Frobenius algebra,
m2 : E1−1⊗E
3
−6 → E
4
−7 and m2 : E3−6⊗E1−1 → E4−7
are perfect pairings. Hence we may choose a basis {γ1,γ2} of E3−6 such that αiγ j = δi jδ. Let γiα j = ri jδ for some
ri j ∈ k. Then the matrix Λ := (ri j)2×2 ∈ M2(k) is non-singular.
We call (Λ, t) the Frobenius data of E or of A.
Possible nonzero components of m3 on E⊗3 are
(E1−1)
⊗3 → E2−3,
(E1−1)
⊗2⊗E2−4 → E
3
−6, E
1
−1⊗E
2
−4⊗E
1
−1 → E
3
−6, E
2
−4⊗ (E
1
−1)
⊗2 → E3−6,
E1−1⊗ (E
2
−3)
⊗2 → E4−7, E
2
−3⊗E
1
−1⊗E
2
−3 → E
4
−7, (E
2
−3)
⊗2⊗E1−1 → E
4
−7.
We have, for 1 ≤ i, j,k ≤ 2,
m3(αi,α j ,αk) = ai jk β1;
m3(αi,α j ,β2) = b13i j γ1 + b23i j γ2,
m3(αi,β2,α j) = b12i j γ1 + b22i j γ2,
m3(β2,αi,α j) = b11i j γ1 + b21i j γ2;
m3(αi,β1,β1) = c1i δ,
m3(β1,αi,β1) = c2i δ,
m3(β1,β1,αi) = c3i δ,
all other applications of m3 are zero.
Here ai jk, bip jk and cpi are scalars in the field k.
Since m1 = 0, the Stasheff identity SI(4) (see Definition 2.1) becomes
m3(m2⊗ id⊗2− id⊗m2⊗ id+ id⊗2⊗m2)−m2(m3⊗ id+ id⊗m3) = 0.
Applying SI(4) to the elements (αi,α j,αk,β2), (αi,α j,β2,αk), (αi,β2,α j,αk), and (β2,αi,α j ,αk), respectively, we
obtain
SI(4a)
ai jk = bi3 jk, bi2 jk =
2
∑
s=1
rsk bs3i j,
bi1 jk =
2
∑
s=1
rsk bs2i j, −t ai jk =
2
∑
s=1
rsk bs1i j.
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Note that Koszul sign rule applies when two symbols are commuted. As a consequence of SI(4a), we have
SI(4b) −t ai jk =
2
∑
s,t,u=1
rsk rt j rui auts.
Possible nonzero applications of m4 on E⊗4 are
(E1−1)
⊗4 → E2−4,
(E1−1)
⊗3⊗E2−3 → E
3
−6, (E
1
−1)
⊗2⊗E2−3⊗E
1
−1 → E
3
−6,
E1−1⊗E2−3⊗ (E1−1)⊗2 → E3−6, E
2
−3⊗ (E1−1)⊗3 → E3−6.
We write down the coefficients of these maps. For 1 ≤ i, j,k,h ≤ 2,
m4(αi,α j,αk,αh) = yi jkh β2,
m4(αi,α j ,αk,β1) = x14i jk γ1 + x24i jk γ2,
m4(αi,α j ,β1,αk) = x13i jk γ1 + x23i jk γ2,
m4(αi,β1,α j,αk) = x12i jk γ1 + x22i jk γ2,
m4(β1,αi,α j,αk) = x11i jk γ1 + x21i jk γ2,
all other applications of m4 are zero.
Here yi jkh and xhpi jk are scalars in the field k.
The Stasheff identity SI(5) becomes
m4(m2⊗ id⊗3− id⊗m2⊗ id⊗2 + id⊗2⊗m2⊗ id− id⊗3⊗m2)+
+m3(m3⊗ id⊗2 + id⊗m3⊗ id+ id⊗2⊗m3)+m2(m4⊗ id− id⊗m4) = 0.
As with SI(4), after applied to elements (αi,α j ,αk,αh,β1), (αi,α j ,αk,β1,αh), (αi,α j ,β1,αk,αh), (αi,β1,α j,αk,αh)
and (β1,αi,α j ,αk,αh), respectively, SI(5) gives the following equations:
SI(5a)
ai jk c2h− a jkh c1i + t yi jkh− xi4 jkh = 0,
ai jk c3h + r1h x14i jk + r2h x24i jk− xi3 jkh = 0,
r1h x13i jk + r2h x23i jk− xi2 jkh = 0,
c1i a jkh− r1h x12i jk− r2h x22i jk + xi1 jkh = 0,
a jkh c2i− ai jk c3h− r1h x11i jk− r2h x21i jk + yi jkh = 0.
The Stasheff identity SI(6) becomes
m4(−m3⊗ id⊗3− id⊗m3⊗ id⊗2− id⊗2⊗m3⊗ id− id⊗3⊗m3)
+m3(m4⊗ id⊗2− id⊗m4⊗ id+ id⊗2⊗m4) = 0.
Applying SI(6) to (αi,α j,αk,αh,αm,αn), we obtain the equation
SI(6a) − ai jkxs1hmn + a jkhxs2imn− akhmxs3i jn + ahmnxs4i jk
+ bs1mnyi jkh− bs2iny jkhm + bs3i jykhmn = 0.
We now have all of the equations we need, by the following lemma.
Lemma 4.1. If E = E(m2,m3,m4) is as in Lemma 3.2(a), then the identity SI(n) holds for every n ≥ 7.
Proof. In this situation, the Stasheff identity SI(7) becomes
m4(
3
∑
i=0
(−1)iid⊗i⊗m4⊗ id⊗3−i) = 0,
which is zero when applied to basis elements. For n≥ 8, SI(n) must involve mi for some i≥ 5, and hence it is zero. 
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Given an AS regular algebra A = k〈z1,z2〉/(R) of type (12221), we know from Proposition 1.4 that A has two
relations r3 and r4 of degree 3 and 4, respectively, which we write as
(4.1.1) r3 = ∑ai jk ziz jzk
and
(4.1.2) r4 = ∑yi jkh ziz jzkzh.
By Theorem 2.2, for the Ext-algebra E of A, we have
(4.1.3)
m3(αi,α j ,αk) = ai jk β1
m4(αi,α j ,αk,αh) = yi jkh β2.
Conversely, if we know for the Ext-algebra E that (4.1.3) holds, then the relations of A are given by (4.1.1) and (4.1.2).
The main idea of the next section is to classify all possible higher multiplications m3 and m4 on E , thus all possible
coefficients ai jk and yi jkh. Then we define the relations r3 and r4 using (4.1.1) and (4.1.2), and we investigate when the
resulting algebra k〈z1,z2〉/(r3,r4) is AS regular.
By Lemma 1.3 if A is an AS regular algebra of type (12221), then A is a domain. So the relations satisfy the
following two conditions.
(R3) r3 is neither zero nor a product of lower degree polynomials,
and
(R4) r4 is neither zero nor a product of lower degree polynomials.
By Proposition 1.4(a), the first ten terms of the Hilbert series of A are
(HS) HA(t) = 1+ 2t+ 4t2+ 7t3 + 11t4+ 16t5+ 23t6+ 31t7+ 41t8+ 53t9+ 67t10+ · · · .
5. GENERIC ALGEBRAS OF TYPE (12221)
In this section we classify generic AS regular algebras of type (12221). The idea is simple. We first classify all
generic multiplications m2 on E , then all generic maps m3, and then all possible maps m4. After we know m3 and m4,
we use Theorem 2.2 to recover the relations r3 and r4 of A.
In this section let k be an algebraically closed field, and let A be an AS regular algebra of type (12221).
We first work on m2 of E . If B is an invertible 2× 2 matrix, then replacing (α1,α2) by (α1,α2)B−1 and (γ1,γ2) by
(γ1,γ2)BT changes the Frobenius data of E from (Λ, t) to (BΛB−1, t). So choosing B properly, we may assume that
the matrix Λ is either (
g1 0
0 g2
)
or
(
g1 1
0 g1
)
for some nonzero gi ∈ k.
We now give a generic condition for m2:
(GM2) Let g1 and g2 be the eigenvalues of Λ. Then (g1g−12 )i 6= 1 for 1 ≤ i≤ 4.
Remark 5.1. Let E be the Ext-algebra of an AS regular algebra of type (12221). Let (Λ, t) be the Frobenius data of
E , and let gi be the eigenvalues of Λ. By some preliminary results in [LWZ], the following are equivalent:
(a) g1 is a root of 1.
(b) g2 is a root of 1.
(c) t is a root of 1.
(d) g1g−12 is a root of 1.
Ideally if A is “generic”, then gi should not be a root of unity. By Remark 5.1, this implies that g1g−12 is not a root
of 1, so (GM2) holds. Hence (GM2) can be viewed as a sort of generic condition.
Suppose now that (GM2) holds. Then g1 6= g2, so we may assume that Λ =
(
g1 0
0 g2
)
. The multiplication map m2
is now described by the Frobenius data.
Next we work with m3 by considering SI(4). By SI(4b), we have
−tai jk = gig jgkai jk for all i, j,k = 1,2,
12
or equivalently,
(t + g31 ) a111 = 0,
(t + g21g2) a112 = 0, (t + g21g2) a121 = 0, (t + g21g2) a211 = 0,
(t + g1g22) a122 = 0, (t + g1g22) a212 = 0, (t + g1g22) a221 = 0,
(t + g32 ) a222 = 0.
If all t + gs1g
3−s
2 6= 0 for s = 0,1,2,3, then the only solution is ai jk = 0 for all i, j,k. In this case, the corresponding r3
has zero coefficients, a contradiction. It follows from (GM2) that at most one of the t + gs1g3−s2 terms can be zero. If
t+g31 = 0, then ai jk = 0 except for a111; thus r3 = a111z31, which does not satisfy (R3). So this is impossible. The same
holds for the case t + g32 = 0. Therefore we have either
t + g21g2 = 0 or t + g1g22 = 0.
By switching α1 ↔ α2 and γ1 ↔ γ2, these two cases are equivalent. Therefore, without loss of generality, we may
assume that
t + g1g22 = 0.
Under this hypothesis, the coefficients ai jk are zero except possibly for a122, a212, and a221. Hence
r3 = a122z1z
2
2 + a212z2z1z2 + a221z
2
2z1.
Since A is a domain, it follows from (R3) that a122 6= 0 and a221 6= 0. Without changing the structure of E we may
assume that
(5.1.1)
a122 = 1, a212 = v, a221 = w 6= 0,
ai jk = 0 for all other (i jk).
Using SI(4a), we solve for biq jk; the solution is
(5.1.2)
biq jk = 0 except for
b1322 = 1, b2312 = v, b2321 = w,
b2221 = g1, b1222 = g2v, b2212 = g2w,
b1122 = g22w, b2112 = g2g1, b2121 = g1g2v.
Our generic condition for m3 is
(GM3) a122 + a212+ a221 6= 0 or 1+ v+w 6= 0.
This condition is not very essential, but it guarantees that the matrix Λ is diagonal. An AS regular algebra of type
(12221) is called (m2,m3)-generic if its A∞-Ext-algebra satisfies both (GM2) and (GM3).
Lemma 5.2. Assume that E satisfies (5.1.1) and (GM3). Then Λ =
(
g1 0
0 g2
)
and t =−g1g22.
Proof. Let g1 and g2 be the eigenvalues of Λ =
(
r11 r12
r21 r22
)
. A direct (but tedious) computation from SI(4b) together
with (5.1.1) and (GM3) shows that r12 = 0 = r21 and t =−r11r222. 
Without (GM3), we cannot conclude that r12 = 0. Lemma 5.2 means that under the hypotheses of (5.1.1) and
(GM3), the matrix Λ is always diagonal, so when we make changes to the relation r4, the structure of m2 and m3 will
not change. By replacing r4 by the equivalent relation
r4− y1122z1r3− y2122z2r3− y1221r3z1− y1222r3z2,
we may assume that
(5.2.1) y1122 = y2122 = y1221 = y1222 = 0.
This is the advantage of (GM3). Using SI(5a) recursively, we obtain (when Λ is diagonal) that
SI(5b) (1− tgig jgkgh)yi jkh = ai jkUi jkh + a jkhV jkhi
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for all i, j,k. Here
Ui jkh =−ghc1h + gig jgkghc2h + c3h,
V jkhi =−gig jgkghc1i− c2i+ g jgkghc3i.
Using (5.1.1) and (5.2.1), the equations SI(5b) become
(1− tg41)y1111 = 0, (1− tg42)y2222 = 0,
(1− tg2g31)y1112 = 0, (1− tg22g21)y1212 = vV2121,
(1− tg2g31)y1121 = 0, (1− tg22g21)y2211 = wU2211,
(1− tg2g31)y1211 = 0, (1− tg22g21)y2121 = vU2121,
(1− tg2g31)y2111 = 0, (1− tg22g21)y2112 = 0,
(1− tg32g1)y2212 = wU2212 + vV2122, (1− tg32g1)y2221 = wV2212,
V1221 = 0, vU2122 +V1222 = 0,
U1222 = 0, U1221 +wV2211 = 0.
Since Ui jkh =Ui′ j′k′h and Vi jkh =Vi′ j′k′h when the set {i, j,k} is equal to the set {i′, j′,k′}, the last four equations imply
U1221 =U2211 =U2121 = 0,
U1222 =U2122 =U2212 = 0,
V1221 =V2211 =V2121 = 0,
V1222 =V2122 =V2212 = 0.
Hence SI(5b) becomes
SI(5c) (1− tgig jgkgh)yi jkh = 0
for all i, j,k,h. If all of the terms 1− tgs1g4−s2 are nonzero, then all yi jkh = 0, and this contradicts (R4). The generic
condition (GM2) says that (g1g−12 )i 6= 1 for 1≤ i≤ 4; hence at most one of 1− tgs1g4−s2 is zero. Of course, at least one
must be zero; otherwise r4 = 0, which contradicts (R4). We consider the possibilities in the following.
Proposition 5.3. Suppose that A is an AS regular algebra satisfying the generic conditions (GM2) and (GM3).
Case 1: 1− tg41 = 0. There are no AS regular algebras satisfying this.
Case 2: 1− tg42 = 0. There are no AS regular algebras satisfying this.
Case 3: 1− tg1g32 = 0. There are no AS regular algebras satisfying this.
Case 4: 1− tg21g22 = 0. There are no AS regular algebras satisfying this.
Case 5: 1− tg31g2 = 0. This leads to several possible relations r3 and r4, all of which give AS regular algebras.
The proofs for cases 4 and 5 are long. We deal with cases 1–3 here, and defer cases 4 and 5 to subsequent sections.
Proof. Cases 1 and 2 contradict (R4): in either of these cases, the relation r4 is a product of lower degree polynomials.
The same holds for Case 3, because of assumption (5.2.1). 
We will analyze Case 4 in Section 6, where we will show that those algebras are not AS regular: see Lemmas 6.5,
6.6, and 6.7. We will analyze Case 5 in Section 7.
6. CASE 4: NON-REGULAR ALGEBRAS
We continue our discussion of AS regular algebras of type (12221) which satisfy the two generic conditions (GM2)
and (GM3). In this section we assume that we are in Case 4 of Proposition 5.3. We show that the resulting algebras
cannot in fact be AS regular.
We have an algebra A of the form
A = k〈z1,z2〉/(r3,r4),
where k is a field, and the relations are
r3 = z1z
2
2 + vz2z1z2 +wz
2
2z1,
r4 = ∑yi jkh ziz jzkzh.
14
According to equation SI(5c) and the discussion following it, Case 4 says that the possible nonzero y’s are
y1212,y2112,y2121,y2211.
By (R4), y1212 6= 0. So we may assume that
y1212 = 1,y2112 = p,y2121 = q,y2211 = r, and yi jkh = 0
for all other (i, j,k,h). That is, we may assume that the relations for A have the form
r3 = z1z
2
2 + vz2z1z2 +wz
2
2z1,
r4 = z1z2z1z2 + pz2z21z2 + qz2z1z2z1 + rz
2
2z
2
1.
In this case we may assume that ci2 = 0 for all i, by the next lemma.
Lemma 6.1. Suppose A= k〈z1,z2〉/(r3,r4), where r3 = z1z22+vz2z1z2+wz22z1 and r4 = z1z2z1z2+ pz2z21z2+qz2z1z2z1+
rz22z
2
1. If A is an AS regular algebra of dimension 4, then the coefficient ci2 in E is zero for all i.
Proof. We define an Adams grading on A by
adeg(z1) = (1,1,0) ∈ Z3, adeg(z2) = (1,0,1) ∈ Z3.
The first component gives the usual connected grading of A. Note that adeg(r3) = (3,1,2) and adeg(r4) = (4,2,2).
The Ext-algebra E will also have an Adams Z3-grading, with
adeg(α1) = (−1,−1,0) and adeg(α2) = (−1,0,−1).
From this, together with (4.1.3) and the definition of δ, it is easy to compute the following Adams degrees:
adeg(β1) = (−3,−1,−2), adeg(β2) = (−4,−2,−2), and
adeg(δ) = (−7,−3,−4).
Also
adeg(α2⊗β1⊗β1) = (−7,−2,−5).
Hence ci2 = 0 by its definition in terms of m3. 
Next we perform some long but elementary computations. There are similar computations for Case 5, and we give
a few more details for those; see the discussion after Lemma 7.1.
We start by using SI(5) to find formulas for xis jkh (which we omit), and then we input those into SI(6). This
produces 27 equations, which can be generated by Maple 8. After a few steps of simplification, we are able to list
all possible solutions. The details are omitted since the computations are straightforward; we only give the solutions
here. After deleting some useless solutions (they give algebras that are clearly not domains), we have three non-trivial
solutions, as listed below.
Set f = c21 and h = g1g2. Note that h 6= 0. To make sure that the algebra is a domain, we also need that w 6= 0.
Solution 6.2.
v = h2 f − h, w =−h3 f ,
p = h2 f , q = h3 f , r = h5 f 2.
Solution 6.3.
v = 0, w =−h2,
p = h, q = h2, r = h4 f .
Solution 6.4. This is the most complicated one. Since h 6= 0, h is invertible. We find that w = −hp. Since w 6= 0, we
have p 6= 0 and hence p is also invertible. When h 6= p, the solution is
v = h−1 p−1(h3− p3), w =−hp,
p = p, q = h−2 p−1(h5 + h4p+ h3p2− hp4− p5) r =−p(h2 + hp+ p2).
In this case f =−h−3(h2 + hp+ p2). When h = p, this reduces to Solution 6.3.
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We then use Bill Schelter’s program “Affine” to check the Hilbert series of the algebras in the above three cases.
The algebra corresponding to Solution 6.2 is X(p,h) = k〈z1,z2〉/(r3,r4), where the two relations are
r3 = z1z
2
2 +(p− h)z2z1z2− hpz22z1,
r4 = z1z2z1z2 + pz2z21z2 + hpz2z1z2z1 + hp2z22z21.
If either p or h is zero, then X(p,h) is not a domain.
Lemma 6.5. The algebra X(p,h) is not a noetherian AS regular algebra of dimension 4.
Proof. Let X = X(p,h). We prove the assertion by showing that the Hilbert series of X is wrong.
The Affine program gives the first few terms of the Hilbert series of X :
HX(t) = 1+ 2t+ 4t2 + 7t3+ 11t4+ 17t5 + · · · ,
which is different from (HS): in (HS) the coefficient of t5 is 16. 
There are other ways to prove this lemma without using Affine. For example, the k-vector space dimension of
X5 can be computed directly by using the ideas in Bergman’s diamond lemma [Be]. It can also be proved that the
Hilbert series of X (for any p and h) is equal to the Hilbert series of B := k〈z1,z2〉/(z1z22,z1z2z1z2) (which is X(0,0)
by definition). Now B is a monomial algebra, and the start of HB(t) is 1+ 2t + 4t2 + 7t3 + 11t4 + 17t5 by a direct
computation.
The algebra corresponding to Solution 6.3 is Y (h, f ) = k〈z1,z2〉/(r3,r4), where
r3 = z1z
2
2− h2z22z1,
r4 = z1z2z1z2 + hz2z21z2 + h2z2z1z2z1 + h4 f z22z21.
Lemma 6.6. The algebra Y (h, f ) is not a noetherian AS regular algebra of dimension 4.
Proof. Let Y = Y (h, f ). Suppose to the contrary that Y is a noetherian AS regular algebra of dimension 4. By the
relation r3, z22 is normal element. By Lemma 1.3, Y is a domain, so z22 is regular. Let B = Y/(z22); then HB(t) =
(1− t2)HY (t). It follows from Proposition 1.4(a) that
(6.6.1) HB(t) = 1
(1− t)2(1− t3)
= 1+ 2t+ 3t2 + 5t3 + 7t4+ 9t5 + · · · .
Clearly B is isomorphic to k〈z1,z2〉/(z22,z1z2z1z2 + hz2z21z2 + h2z2z1z2z1), which is independent of the parameter f .
The Affine program gives the following Hilbert series for B (for any h):
HB(t) = 1+ 2t+ 3t2 + 5t3+ 7t4 + 10t5+ · · · .
This is different from (6.6.1), yielding a contradiction. 
Another way of proving the above lemma is to show that the Hilbert series of B is equal to the Hilbert series of B′ :=
k〈z1,z2〉/(z22,z1z2z1z2). Since B′ is a monomial algebra, the computation of the Hilbert series of B′ is straightforward.
We can also compute the Hilbert series of Y directly without introducing B. The Affine program gives
HY (t) = 1+ 2t+ 4t2+ 7t3 + 11t4+ 16t5+ 23t6+ 32t7+ · · · .
The coefficient of the t7 term is different from that in (HS); hence the algebra Y is not AS regular. The direct compu-
tation of the Hilbert series of Y without the Affine program is tedious.
The algebra corresponding to Solution 6.4 is Z(p,h) = k〈z1,z2〉/(r3,r4), where
r3 = z1z
2
2 + h−1p−1(h3− p3)z2z1z2− hpz22z1,
r4 = z1z2z1z2 + pz2z21z2− p(h2 + hp+ p2)z22z21
+ h−2p−1(h5 + h4p+ h3p2− hp4− p5)z2z1z2z1.
The relations here are more complicated than last two cases. We handle this algebra in the same fashion as the last
case. For example, for any nonzero p and h except for the case p+ h = 0, the Affine program gives the following
Hilbert series:
HZ(p,h)(t) = 1+ 2t+ 4t2 + 7t3+ 11t4+ 16t5+ 23t6 + 32t7+ · · ·
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which is different from (HS). We would like to remark that the higher-degree terms of HZ(p,h)(t) are different for
different values of (p,h), but for our purposes, the coefficient of t7 provides enough information. When p+h = 0, the
Affine program gives the following Hilbert series:
HZ(p,−p)(t) = 1+ 2t+ 4t2 + 7t3+ 11t4 + 17t5+ 26t6+ 39t7+ · · ·
which is also different from (HS). Hence the following holds.
Lemma 6.7. The algebra Z(p,h) is not a noetherian AS regular algebra of dimension 4.
7. CASE 5: REGULAR ALGEBRAS
We continue our discussion of AS regular algebras of type (12221) which satisfy the two generic conditions (GM2)
and (GM3). In this section we assume that we are in Case 5 of Proposition 5.3. We prove that these algebras are indeed
AS regular, and we describe some of their properties.
We have an algebra A of the form
A = k〈z1,z2〉/(r3,r4),
where k is an algebraically closed field, and the relations are
r3 = z1z
2
2 + vz2z1z2 +wz
2
2z1,
r4 = ∑yi jkh ziz jzkzh.
According to equation SI(5c) and the discussion following it, Case 5 says that the possible nonzero y’s are
y1112,y1121,y1211,y2111.
By (R4), y1112 6= 0 and y2111 6= 0, and we may assume that
y1112 = 1, y1121 = p, y1211 = q, y2111 = r 6= 0, and yi jkh = 0
for all other (i, j,k,h). That is, we may assume that the relations for A have the form
r3 = z1z
2
2 + vz2z1z2 +wz
2
2z1,
r4 = z
3
1z2 + pz
2
1z2z1 + qz1z2z
2
1 + rz2z
3
1.
In this case we can show that cih = 0 for all i,h.
Lemma 7.1. Suppose A= k〈z1,z2〉/(r3,r4) where r3 = z1z22+vz2z1z2+wz22z1 and r4 = z31z2+ pz21z2z1+qz1z2z21+rz2z31.
If A is an AS regular algebra of dimension 4, then the coefficient cih in E is zero.
Proof. Just as in the proof of Lemma 6.1, we define an Adams grading on A by
adeg(z1) = (1,1,0) ∈ Z3, adeg(z2) = (1,0,1) ∈ Z3.
It is easy to compute the following Adams degrees:
adeg(β1) = (−3,−1,−2), adeg(δ) = (−7,−4,−3),
and
adeg(α1⊗β1⊗β1) = (−7,−3,−4), and adeg(α2⊗β1⊗β1) = (−7,−2,−5).
This implies that c1i = 0. Similarly, we have c2i = c3i = 0. 
In contrast to Lemma 6.1, we can prove that all of the coefficients cih are zero. Using SI(5), we can find all of the
x’s:
x11211 =−g31g
3
2r, x21111 =−g
4
1g
2
2,
x11112 =−g31g
3
2 p, x11121 =−g
3
1g
3
2q,
x12121 =−g21g
3
2r, x12211 =−g
3
1g
2
2,
x22111 =−g31g
2
2 p, x12112 =−g
2
1g
3
2q,
x13121 =−g21g
2
2, x13211 =−g
2
1g
2
2 p,
x23111 =−g21g
2
2q, x13112 =−g1g
3
2r,
x14112 =−g1g22, x14211 =−g1g
2
2q,
x14121 =−g1g22 p, x24111 =−g1g
2
2r,
xis jkh = 0 for all other (i,s, j,k,h).
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Now we input the solutions of {ai jk,bstmn,csh,yi jkh,xis jkh} (which are polynomial in g1,g2, p,q,r,v,w) into SI(6), and
obtain 27 equations involving the variables g1,g2, p,q,r,v,w. This list of equations from SI(6) is easy to generate by
using the mathematical software Maple 8, and most of them are easy to analyze. We omit this list here because of its
length. Instead we just give the non-trivial equations, which we call now the “solutions.”
There are several different solutions:
Solution 7.2. Assume vq 6= 0. Let f = (g1g2)−1. Then v is a free variable and the others are functions of v and f :
g1 =− f 3, g2 =− f−4, v = v, w = f 2,
p =− f + v, q =−(− f + v) f , r =− f 3.
Solution 7.3. Assume that v = 0. There are three cases.
g1 =−p3, g2 =−1/p4, v = 0 w =−p2,(a)
p = p, q = p2, r = p3.
g1 = ip3, g2 =−1/p4, v = 0, w = ip2,(b)
p = p, q = p2, r = p3,
where i2 =−1.
g1 = p3, g2 =−1/p4, v = 0, w = p2,(c)
p = p, q = p2, r = p3.
Solution 7.3(c) is a special case of 7.2 when v = 0 and p =− f , so we don’t need to consider this one.
Solution 7.4. Assume that q = 0. There are two cases.
g1 =−v3, g2 = jv−4, v = v, w = v2,(a)
p = 0, q = 0, r = j−1v3.
where j2− j+ 1 = 0.
g1 =−v3, g2 =−1/v4, v = v, w = v2,(b)
p = 0, q = 0, r =−v3.
Solution 7.4(b) is a special case of 7.2 when f = v, so we don’t need to consider this one.
We now recall the definitions of Auslander regular and Cohen-Macaulay. For any A-module M we define the grade
(or j-number) of M with respect to A to be
j(M) = inf{q | ExtqA(M,A) 6= 0}.
The grade of a right A-module is defined similarly. An algebra A is called Cohen-Macaulay if
j(M)+GKdimM = GKdimA
for all finitely generated left and right A-modules M. An algebra A is called Auslander regular if the following
conditions hold.
(a) A is noetherian and has finite global dimension;
(b) for every finitely generated left A-module M, every integer q, and a right A-submodule N ⊂ ExtqA(M,A), one
has j(N) ≥ q;
(c) the same holds after exchanging left with right.
Let A be an algebra with automorphism σ and σ-derivation δ. The Ore extension A[t;σ,δ] is defined to be the
algebra generated by A and t subject to the following relation:
at = tσ(a)+ δ(a)
for all a ∈ A.
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Now we consider Solution 7.2, which includes Solutions 7.3(c) and 7.4(b). Let D(v, p) be the algebra k〈z1,z2〉/(r3,r4)
where
r3 = z1z
2
2 + vz2z1z2 + p
2z22z1,
r4 = z
3
1z2 +(v+ p)z
2
1z2z1 +(p
2 + pv)z1z2z21 + p
3z2z
3
1.
This is the algebra coming from Solution 7.2 by replacing the letter f in Solution 7.2 by −p (in order to match the
form in part (d) of Theorem A).
Proposition 7.5. Let D := D(v, p) be defined as above. Then D is a noetherian AS regular algebra of global dimension
4 if and only if p 6= 0. Further, if p 6= 0, then D is Auslander regular and Cohen-Macaulay.
Proof. If p = 0, then D is not a domain since r3 is a product of two lower degree polynomials. Hence D can not be
AS regular of dimension 4 by Lemma 1.3.
In the rest of the proof we assume that p 6= 0. Let c and d be two scalars such that c+d = v and cd = p2. We claim
that D ∼= B[z1;σ,δ] where
B = k〈x,y,z2〉/(yx+ pxy,xz2 + dz2x,yz2− p2z2y),
σ : x 7→ −d−1x, y 7→ −p−1y, z2 7→ −c−1z2,
δ : x 7→ d−1y, y 7→ 0, z2 7→ c−1x.
Verifications of σ being an automorphism and δ being a σ-derivation are straightforward. Since B is a skew polynomial
ring (and an iterated Ore extension), it is AS, Auslander regular, Cohen-Macaulay, and has global dimension 3. Hence
R := B[z1,σ,δ] is a connected graded AS regular algebra of global dimension 4; and further by [Ek, Theorem 4.2] it is
Auslander regular and Cohen-Macaulay. This also follows from the fact that R has a filtration such that the associated
graded algebra of R is isomorphic to the skew polynomial ring kpi j [x1,x2,x3,x4] for some 0 6= pi j ∈ k.
We may re-write the relations between z1 and x,y,z2 as follows:
z1x = (−dx)z1 + y, z1y = (−py)z1, z1z2 = (−cz2)z1 + x.
Then x and y can be generated from z1 and z2 as
(7.5.1) x = z1z2 + cz2z1, y = z1x+ dxz1.
Hence R is generated by z1 and z2. The relation r3 is equivalent to xz2 + dz2x = 0, and the relation r4 is equivalent to
z1y = −pyz1. Hence there is a surjective map from D → R. To see that this map is an isomorphism, we define x and
y in D using the formula given in (7.5.1). The relation yz2− p2z2y = 0 follows from r3, and the relation yx+ pxy = 0
follows from yz2− p2z2y = 0 and r4. Hence the defining relations of R hold in D. Therefore D is isomorphic to R. 
To prove that the algebras in Solution 7.3(a) are AS regular, we need some lemmas.
Lemma 7.6. Let A be a connected graded algebra and h a homogeneous normal non-zero-divisor in A. If A/(h) has
global dimension n, then A has global dimension n+ 1.
Proof. As an A-module, A/(h) has projective dimension 1, so since k has finite projective dimension over A/(h), it
also has finite projective dimension over A (see [MR, 8.2.2(i)]). Combined with the fact that A is connected graded,
this means that A has finite global dimension. By the Rees lemma the injective dimension of A/(h) is one less than the
injective dimension of A. The assertion follows from the fact that the injective dimension of A is equal to the global
dimension of A when the latter is finite. 
Let O be the connected graded algebra k〈z1,z2〉/(z22z1,z2z31,z2z1z2z21).
Lemma 7.7. The connected graded algebra O has the following Hilbert series:
HO(t) =
1
(1− t)2(1− t2)(1− t3)
.
Proof. By a result of Anick [An, 1.4], the trivial module k has a free resolution
· · · → kV (4)⊗O→ kV (3)⊗O→ kV (2)⊗O→ kV (1)⊗O→ (kz1 + kz2)⊗O→ k → 0,
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where V (n) is the set of n-chains defined in [An, p. 643]. In this case we have V (1) = {z22z1,z2z31,z2z1z2z21}, V (2) =
{z22z1z2z
2
1,z
2
2z
3
1,z2z1z2z
3
1}, V (3) = {z22z1z2z31}, and V (n) = /0 for n > 3. So the global dimension of O is 3 and the Hilbert
series of O is the inverse of the following polynomial:
1− 2t+(t3 + t4 + t5)− (t5 + 2t6)+ t7 = (1− t)2(1− t2)(1− t3).

Since O is a monomial algebra, a standard k-linear basis of O is the set of monomials that do not contain z22z1, z2z31,
or z2z1z2z21 as a submonomial. Using this fact one can also compute the Hilbert series of O by counting the monomial
basis in each degree.
In the rest of this section we call a monomial in two variables z1 and z2 standard if it does not contains a submono-
mial of the form z22z1, z2z31, or z2z1z2z21. Otherwise a monomial is called non-standard. The set of standard monomials
forms a k-linear basis of O.
Let A(p) be the algebra k〈z1,z2〉/(r3,r4), where
r3 = z1z
2
2− p
2z22z1,
r4 = z
3
1z2 + pz
2
1z2z1 + p
2z1z2z
2
1 + p
3z2z
3
1.
If p = 0, then A(p) is not a domain, so it is not a noetherian AS regular algebra of dimension 4.
Lemma 7.8. Let A := A(p) be defined as above. If p 6= 0, then
HA(t) =
1
(1− t)2(1− t2)(1− t3)
.
Proof. We follows the procedure in Bergman’s diamond lemma [Be].
Let z1 < z2 and order all monomials using lexicographic order. We will find a reduction system (a set of relations)
such that all ambiguities are resolvable [Be, 1.2]. The relations r3 and r4 can be written as
z22z1 = p
−2z1z
2
2,
z2z
3
1 =−p
−3z31z2− p
−2z21z2z1− p
−1z1z2z
2
1.
Using either r3 or r4, the monomial z22z31 = (z22z1)z21 = z2(z2z31) can be reduced in two different ways. In [Be, p. 181],
the 5-tuple (r3,r4,z2,z2z1,z21) is called an overlap ambiguity. For simplicity, we call the monomial z22z31 an overlap
ambiguity by abuse of the notation. We now reduce z22z31 in two ways:
z22z
3
1 = (z
2
2z1)z
2
1 = (p
−2z1z
2
2)z
2
1 = · · ·= p
−6z31z
2
2
and
z22z
3
1 = z2(−p
−3z31z2− p
−2z21z2z1− p
−1z1z2z
2
1)
=−p−3z2z31z2− p
−2z2z
2
1z2z1− p
−1z2z1z2z
2
1
=−p−3(−p−3z31z2− p
−2z21z2z1− p
−1z1z2z
2
1)z2− p
−2z2z
2
1z2z1− p
−1z2z1z2z
2
1
= p−6z31z
2
2 + p
−5z21z2z1z2 + p
−4z1z2z
2
1z2− p
−2z2z
2
1z2z1− p
−1z2z1z2z
2
1.
Using these we obtain another relation of A of degree 5, called r5:
z2z1z2z
2
1 =−p
−1z2z
2
1z2z1 + p
−3z1z2z
2
1z2 + p
−4z21z2z1z2.
Starting from r3, r4, and r5, there are three overlap ambiguities:
{z22z
3
1, z2z1z2z
3
1, z
2
2z1z2z
2
1}.
It is easy to verify that all ambiguities are resolvable, which means that the two different ways of reducing the mono-
mials give the same result. If S is the set of non-standard monomials, then all ambiguities of S are resolvable. By
Bergman’s diamond lemma [Be, 1.2], the set of standard monomials forms a k-linear basis of A. Therefore the Hilbert
series of A is equal to the Hilbert series of the algebra O, which is the desired Hilbert series. 
Proposition 7.9. Let A := A(p) be as in Lemma 7.8 with p 6= 0. Then A is a noetherian AS regular algebra of global
dimension 4. Further, A is Auslander regular and Cohen-Macaulay.
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Proof. We first claim that h = z21z2 + p2z2z21 is a normal element of A. The relation r4 is equivalent to the relation
z1h+ phz1 = 0. Using r3, we have
hz2 = z21z22 + p2z2z21z2 = p4z22z21 + p2z2z21z2 = p2z2h.
Hence h is a normal element of A and
AhA = Ah = hA.
Let B = A/(h) = k〈z1,z2〉/(r3,r4,h). Since r4 is generated by h and z1, B is isomorphic to B′ := k〈z1,z2〉/(r3,h). By
[ASc, ATV1, ATV2], B′ is a noetherian AS regular algebra of global dimension 3 of type S2. Thus
HB(t) =
1
(1− t)2(1− t2)
= (1− t3)HA(t).
Since B = A/hA = A/Ah, we have HhA(t) = HAh(t) = t3HA(t). This implies that h is a non-zero-divisor. By Lemma
7.6, A has global dimension 4. By [ATV1, 8.2], A is noetherian. Since B = A/(h) is Auslander regular and Cohen-
Macaulay, by [Lev, 5.10], so is A. 
We now consider the algebras in Solution 7.3(b). Let B(p) be the algebra k〈z1,z2〉/(r3,r4), where
r3 = z1z
2
2 + ip2z22z1,
r4 = z
3
1z2 + pz
2
1z2z1 + p
2z1z2z
2
1 + p
3z2z
3
1,
and where i2 =−1. The difference between the algebra A(p) in Lemma 7.8 and B(p) is the relation r3. Suppose p 6= 0.
Let S be the set of standard monomials. We list some basic properties of B(p) below.
Lemma 7.10. Let B := B(p) be defined as above and let p 6= 0.
(a) z22 is a normal element of B. z41 is a normal element in B and is central if p4 = 1.
(b) B/(z22) is a factor ring of the AS regular algebra in Lemma 7.8. B is noetherian.
(c) The automorphism group of B is (k−{0})×2, acting separately on z1 and z2.
(d) B(p) is a twist of B(1).
(e) The Hilbert series of B is ((1− t)2(1− t2)(1− t3))−1. The set S is a k-linear basis of B.
(f) z1 and z2 are non-zero-divisors of B.
(g) z1 is a non-zero-divisor in the factor ring B/(z22). At the level of B, if cz1 ∈ Bz22, then c ∈ Bz22.
(h) B has global dimension 4.
Proof. (a) It follows from the relations r3 and r4 respectively that z1z22 =−ip2z22z1 and z41z2 = p4z2z41.
(b) Let A be the noetherian algebra in Lemma 7.8. Then B/(z22) ∼= A/(z22), and this quotient is noetherian. By
[ATV1, 8.2] B is noetherian.
(c) Since the relations r3,r4 are Z2-homogeneous, the “diagonal” map
z1 7→ a11z1, z2 7→ a22z2
is an automorphism of B. It remains to show every automorphism is of this form. For any automorphism σ, σ(r3) must
be a scalar multiple of r3 and σ(r4) must be generated by r3 and r4.
Suppose σ : z1 7→ a11z1 + a12z2, z2 7→ a21z1 + a22z2 is an automorphism of A. We write σ(r3) as a linear combi-
nation of monomials:
σ(r3) = a11a
2
21(1+ ip2)z31 + · · ·+ a12a222(1+ ip2)z32.
Since σ(r3) is a scalar multiple of r3, the coefficients of z31 and z32 are zero.
If 1+ ip2 = 0, then p4 =−1. This is one case we need to consider later.
If 1+ ip2 6= 0 or p2 6= i, then a11a21 = 0 = a12a22. Since σ is an automorphism, there are two cases to consider:
either a21 = a12 = 0 or a11 = a22 = 0. The first case gives the diagonal automorphism. In the second case σ(r3) 6= cr3
for any c ∈ k−{0}. So σ is not an automorphism.
It remains to consider the case of p4 = −1. Let Ω = 1+ p+ p2 + p3, which is nonzero when p4 = −1. Express
σ(r4) as a linear combination of monomials:
σ(r4) = Ωa311a21z41 + · · ·+Ωa312a22z42 =: r′.
To make r′ = 0 in A, we need both a311a21 and a312a22 to be zero. Thus we have either a21 = a12 = 0 or a11 = a22 = 0.
Both were discussed in the previous paragraph.
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(d) Via the automorphism τ : z1 7→ z1, z2 7→ pz2, the twisted algebra B(p)τ is isomorphic to B(1). (For definitions
and details see [Zh].)
(e) These can be proved by imitating the proof of Lemma 7.8. The computation is slightly more complicated since
there is an extra term in r5. The proof is omitted.
(f) If f ∈ S, then f does not contain a submonomial of the forms z22z1, z2z31, or z2z1z2z21. This implies that z1 f and
f z2 do not contain a submonomial of the form z22z1, z2z31, or z2z1z2z21. Hence z1 f , f z2 ∈ S.
Let a be a non-zero element in B. Write a as a linear combinations of monomials in S, say a = ∑ci fi where
ci ∈ k−{0} and the fi are distinct elements in S. Then z1a = ∑i ciz1 fi where {z1 fi} is a set of different elements
in S. Hence z1a 6= 0. This says that z1 is a left non-zero-divisor. Since z41 is a normal by part (a), z1 is also a right
non-zero-divisor.
A similar argument works for z2.
(g) We use Bergman’s diamond lemma [Be]. Write the two relations of B/(z22) as
z22 = 0,
z2z
3
1 =−p
−3z31z2− p
−2z21z2z1− p
−1z1z2z
2
1.
As in the proof of Lemma 7.8, we can reduce the overlap ambiguity z22z31 in two different ways and obtain a new
relation,
z2z1z2z
2
1 =−p
−1z2z
2
1z2z1 + p
−3z1z2z
2
1z2 + p
−4z21z2z1z2.
Using these three relations (two original and the new one displayed above) one can verify that all three overlap ambigu-
ities {z22z31,z2z1z2z31,z22z1z2z21} are resolvable and therefore they will not create new relations. By Bergman’s diamond
lemma [Be, 1.2], the set S/(z22) of all monomials that do not contain a submonomial of the form z22,z2z31,z2z1z2z21 is a
k-linear basis of B/(z22). If f = zi11 z2 · · · z2zin1 is an element in S/(z22), then so is z1 f . So z1 is a left non-zero-divisor.
Since z41 is normal, z1 is also a right non-zero-divisor.
(h) Since B(p) is a twisted algebra of B(1), B(p) and B(1) have the same global dimension [Zh, 5.7 and 5.11]. It
suffices to show that B(1) has global dimension 4. So we assume that p = 1. (When p 6= 1 one can also give a similar
proof, but p and the powers of p appear in various places.)
Let R = B(1) and consider the following complex of left R-modules
(7.10.1) 0 → Rδ∗→ Rγ∗1⊕Rγ∗2 → Rβ∗1⊕Rβ∗2 → Rα∗1⊕Rα∗2 → R → k → 0
where
the map R → k sends
z1 7→ 0, z2 7→ 0;
the map Rα∗1⊕Rα∗2 → R sends
α∗1 7→ z1, α
∗
2 7→ z2;
the map Rβ∗1⊕Rβ∗2 → Rα∗1⊕Rα∗2 sends
β∗1 7→ iz22α∗1 + z1z2α∗2, β∗2 7→ (z21z2 + z1z2z1 + z2z21)α∗1 + z31α∗2;
the map Rγ∗1⊕Rγ∗2 → Rβ∗1⊕Rβ∗2 sends
γ∗1 7→ (z21z2 + z1z2z1 + z2z21)β∗1 + iz22β∗2, γ∗2 7→ z31β∗1 +(−z2z1)β∗2;
and the map Rδ∗→ Rγ∗1⊕Rγ∗2 sends
δ∗ 7→ z1γ∗1 + z2γ∗2.
Using the relations r3 and r4, it is easy to verify that (7.10.1) is a complex, namely, the composition of any two
consecutive maps is zero. Since z1 and z2 are the generators and r3 and r4 are the relations, the complex (7.10.1) is
exact at the positions k, R and Rα∗1⊕Rα∗2. Since z1 and z2 are left non-zero-divisors, the complex is exact at Rδ∗.
Next we want to show that (7.10.1) is exact at the position Rγ∗1⊕Rγ∗2. Let F be the map Rγ∗1 ⊕Rγ∗2 → Rβ∗1⊕Rβ∗2.
Exactness is equivalent to
kerF = {az1γ∗1 + az2γ∗2 | a ∈ R}=: I.
It is clear that kerF ⊃ I. It remains to show that kerF ⊂ I. If f = f1γ∗1 + f2γ∗2 ∈ kerF , then the β∗2 component of the
equation F( f ) = 0 is
f1iz22 + f2(−z2z1) = 0.
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So ( f2z2)z1 = i f1z22 ∈ Rz22. By (g) f2z2 ∈ Rz22. Since z2 is a non-zero-divisor, f2 ∈ Rz2. Write f2 = az2. Using r3 and
the equation above, f1 = az1 and f ∈ I.
Applying the additive function HM(t) to the complex (7.10.1) gives
HR(t)p(t) = 1−HH−2(t),
where p(t) = (1− t)2(1− t2)(1− t3) and where H−2 is the cohomology of the complex at the position Rβ∗1⊕Rβ∗2. By
(e), HR(t)p(t) = 1. Hence HH−2(t) = 0 and therefore H−2 = 0. This implies that (7.10.1) is exact. So R = B(1) has
global dimension 4. 
Proposition 7.11. Let B = B(p) be the algebra in Lemma 7.10. Then B is Auslander regular and Cohen-Macaulay of
global dimension 4.
Proof. By Lemma 7.10(b), B/(z22) is isomorphic to A/(z22), where A = A(p) is the algebra in Lemma 7.8. Since z22
is a normal non-zero-divisor of B and of A, and since A is an Auslander (and AS) Gorenstein and Cohen-Macaulay,
by using [Lev, 5.10] twice, B is Auslander (and AS) Gorenstein and Cohen-Macaulay. The regularity follows from
Lemma 7.10(h). 
By a direct computation, the algebra A(p) is not isomorphic to B(p′) for all p, p′. Another way of showing this is to
use the following lemma. Recall that there is a surjective map from A(p) to an AS regular algebra of global dimension
3 (see the proof of Proposition 7.9).
Lemma 7.12. Let B = B(p) be the AS regular algebra in Lemma 7.10.
(a) There are no nonzero normal elements of degree 3 in B.
(b) There is no surjective map from B to any AS regular algebra of global dimension 3.
Proof. (a) Suppose that a is a nonzero normal element of degree 3. Then there is an automorphism σ such that
ba = abσ for all b ∈ B. By Lemma 7.10(c) there are nonzero scalars c1 and c2 such that
z1a = c1az1 and z2a = c2az2.
Since B is Z2-graded, we may assume a is Z2-homogeneous. Then up to a scalar, a is one of the following:
z31, b1z21z2 + b2z1z2z1 + b3z2z21, d1z1z22 + d2z2z1z2, z32.
If a = z31, then z2a 6= c2az2 for any c2 ∈ k.
If a = b1z21z2 + b2z1z2z1 + b3z2z21, then z2a = c2az2 implies that b2 = 0, c2 = ip−2 and b3 = −ip−2b1. In this case
z1a 6= c1az1 for any c1 ∈ k.
If a = d1z1z22 + d2z2z1z2, then az1 = c1z1a implies that d2 = 0, and az2 = c2z2a implies that d1 = 0.
If a = z32, then z1a 6= c1az1 for any c1 ∈ k.
(b) If there is a surjective map from B to a 3-dimensional AS regular algebra D, then D is generated by two degree
1 elements. By Artin and Schelter’s classification [ASc], HD(t) = ((1− t)2(1− t2))−1. Comparing the Hilbert series
of B and D we see that D ∼= B/(a) where a is a degree 3 normal non-zero-divisor. This contradicts (a). 
The next case is Solution 7.4(a). Let C(p) be the algebra k〈z1,z2〉/(r3,r4) with
r3 = z1z
2
2 + pz2z1z2 + p
2z22z1,
r4 = z
3
1z2 + jp3z2z31,
where p 6= 0 and j2− j+ 1 = 0.
Similar to Lemma 7.10, we can show the following. We will omit most of details in the proof since the ideas are
the same as in the proof of Lemma 7.10.
Lemma 7.13. Let C =C(p) be defined as above.
(a) z31 and z32 are normal elements of C.
(b) C/(z31) is a factor ring of the AS regular algebra D(−p, p) in Proposition 7.5 (with v=−p). As a consequence,
C is noetherian.
(c) The automorphism group of C is (k−{0})×2, the factors acting separately on z1 and z2.
(d) C(p) is a twist of C(1).
(e) The Hilbert series of C is ((1− t)2(1− t2)(1− t3))−1. The set S of standard monomials is a k-linear basis of
C.
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(f) z1 and z2 are non-zero-divisors of C.
(g) z2 is a non-zero-divisor of C/(z31). At the level of C, if cz2 ∈Cz31, then c ∈Cz31.
(h) C has global dimension 4.
Proof. (a) It follows from r4 that z31 is normal. To see that z32 is normal, we use the relation r3:
z1z
3
2 = (−pz2z1z2− p
2z22z1)z2 =−pz2[−pz2z1z2− p
2z22z1]− p
2z22z1z2 = p
3z32z1.
(b,c,d) Similar to Lemma 7.10(b,c,d).
(e) We give a sketch of the proof when p = 1. The relations r3,r4 can be written as
z22z1 =−z1z
2
2− z2z1z2,
z2z
3
1 =− j−1z31z2.
The first overlap ambiguity is z22z31. The extra condition r5 derived from this overlap ambiguity is
z2z1z2z
2
1 = j2z31z22− z21z2z1z2 + z1z2z1z2z1.
Using these three relations, all ambiguities are resolvable. Hence S is a k-linear basis of C. The assertion follows.
(f,g) Similar to Lemma 7.10(f,g).
(h) We use the same method as in the proof of Lemma 7.10(h). Again we assume that p = 1. Let R = C(1) and
consider the following complex.
(7.13.1) 0 → Rδ∗→ Rγ∗1⊕Rγ∗2 → Rβ∗1⊕Rβ∗2 → Rα∗1⊕Rα∗2 → R → k → 0
where
the map R → k sends
z1 7→ 0, z2 7→ 0;
the map Rα∗1⊕Rα∗2 → R sends
α∗1 7→ z1, α
∗
2 7→ z2;
the map Rβ∗1⊕Rβ∗2 → Rα∗1⊕Rα∗2 sends
β∗1 7→ z22α∗1 +(z1z2 + z2z1)α∗2, β∗2 7→ jz2z21α∗1 + z31α∗2;
the map Rγ∗1⊕Rγ∗2 → Rβ∗1⊕Rβ∗2 sends
γ∗1 7→ (− jz21z2)β∗1 + z22β∗2, γ∗2 7→ (− j2z31)β∗1 +(z1z2 + z2z1)β∗2;
and the map Rδ∗→ Rγ∗1⊕Rγ∗2 sends
δ∗ 7→ z1γ∗1 + z2γ∗2.
It is straightforward to check that this is a complex and that it is exact at positions k, R, Rα∗1⊕Rα∗2 and Rδ∗. Next
we check that it is exact at position Rγ∗1 ⊕Rγ∗2. This is equivalent to checking that kerF = {az1γ∗1 + az2γ∗2|a ∈ C},
where F is the map from Rγ∗1⊕Rγ∗2 → Rβ∗1⊕Rβ∗2. Let f = f1γ∗1 + f2γ∗2 ∈ kerF . Then
0 = F( f ) = (− j)[ f1z21z2 + f2 jz31]β∗1 +[ f1z22 + f2(z1z2 + z2z1)]β∗2.
Hence f1z21z2+ f2 jz31 = 0 and ( f1z21)z2 ∈ Rz31. By (g), ( f1z21)∈ Rz31 and this implies that f1 = az1 for some a∈ R. Using
f1z21z2 + f2 jz31 = 0 and r4, we see that f2 = az2 as desired.
The rest of the proof is the same as the proof of Lemma 7.10(h). 
Similar to Proposition 7.11, we have the following.
Proposition 7.14. Let C =C(p) be the algebra in Lemma 7.13. Then C is Auslander regular and Cohen-Macaulay of
global dimension 4.
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8. PROPERTIES OF GENERIC ALGEBRAS
In this section, we prove our main theorems.
For each AS regular algebra A discussed in the previous section – A(p), B(p), C(p), and D(v, p) – one can study
the geometric properties and invariants of its projective spectrum ProjA. For example, one can try to compute the
point-scheme and the line-scheme. To ensure that the point-scheme and the line-scheme are in fact projective schemes
it is sufficient to prove that the algebra A is strongly noetherian, namely, for every commutative noetherian k-algebra
R, A⊗R is noetherian [ASZ, p.580]. This property can be proved.
Proposition 8.1. Algebras A(p), B(p), C(p) and D(v, p) are strongly noetherian.
Proof. Since k is trivially strongly noetherian and D(v, p) is an iterated Ore extension starting from k, by [ASZ, 4.1(1)],
D(v, p) is strongly noetherian.
By the proof of Proposition 7.9, A′ := A(p)/(h) is an AS regular algebra of dimension 3. Using the relations of
A′ one sees that z21 and z22 are normal elements of A′, and that A′/(z21,z22) = k〈z1,z2〉/(z21,z22) is a noetherian affine PI
ring. It follows from [ASZ, 4.9(1,5)] that A(p) is strongly noetherian. Similar ideas apply to B(p) and C(p) by using
Lemmas 7.10(b) and 7.13(b). 
Proof of Theorems A and C. By Propositions 7.9, 7.11, 7.14 and 7.5, the algebras A(p), B(p), C(p) and D(v, p) are
AS regular of global dimension four and Auslander regular and Cohen-Macaulay. By Proposition 8.1 these algebras
are strongly noetherian.
Now let k be an algebraically closed field. By Proposition 5.3 and the discussion in Section 7, these are the only
possible (m2,m3)-generic, AS regular algebras of type (12221). 
Proposition 8.2. Two algebras in Theorem A are isomorphic if and only if their relations are the same.
Proof. Let A = k〈z1,z2〉/(r3,r4) be an algebra of the form given in Theorem A. The relations r3 and r4 are the two
relations of degree 3 and degree 4 given in Theorem A. Let A′ = k〈z1,z2〉/(r′3,r′4) be another such algebra and let
σ : A′ → A be an isomorphism of graded algebras. By an argument similar to the one given in the proof of Lemmas
7.10(c) and 7.13(c), σ(z1) = a11z1 and σ(z2) = a22z2. Using the special form of the relations r3 and r4, it easily follows
that r3 = r′3 and r4 = r′4. 
Proof of Theorem B. Let A be a Z2-graded AS regular algebra of type (12221) generated by elements z1 and z2 in
degrees (1,0) and (0,1), respectively, and let E be its Ext-algebra. Then we may choose a basis {α1,α2} of E1 so that
adegα1 = (−1,0) and adegα2 = (0,−1).
By Proposition 1.4(a), A has two relations r3 and r4 of Adams degree 3 and 4 respectively. Since A is a domain, r3
is either z1z22 + vz2z1z2 +wz22z1 (with w 6= 0) or z2z21 + vz1z2z1 +wz21z2. By symmetry we may assume that
r3 = z1z
2
2 + vz2z1z2 +wz
2
2z1.
To determine r4 we need to use information from the Ext-algebra. Since A is AS regular, E is Frobenius (Theorem 1.8).
Let δ be a nonzero element in E4, and let {γ1,γ2} be a homogeneous basis for E3−6. Using the Z2-grading, we may
choose these so that αiγ j = γ jαi = 0 when i 6= j. Choosing γi properly, we may assume that αiγi = δ and γiαi = giδ.
This means that the Λ-matrix of E is always diagonal.
Since r4 is homogeneous with respect to the Z2-graded, adegr4 is equal to one of the following:
Case 1: (4,0), Case 2: (0,4), Case 3: (1,3), Case 4: (2,2), Case 5: (3,1).
These correspond exactly to the cases listed in Proposition 5.3. Cases 1 and 2 contradict (R4). Case 3 contradicts
(R4) by our choice of (5.2.1). The discussion of Cases 4 and 5 gives the list of possible Es. Only those in Case 5 are
possible Es for AS regular algebras of type (12221). 
Finally we mention the following proposition without proof. The proof we have is computational.
Proposition 8.3. The A∞-Ext-algebras of the AS regular algebras D(v, p), A(p), B(p), C(p) are the ones described in
Solutions 7.2, 7.3(a), 7.3(b), and 7.4(a), respectively.
APPENDIX A. A∞-STRUCTURE ON EXT-ALGEBRAS
The main goal of this appendix is to prove Theorem 2.2 and Proposition 2.3. We also review some material which
may be useful for people working in graded ring theory.
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A.1. Kadeishvili’s theorem and Merkulov’s construction. Let A and B be two A∞-algebras. A morphism of A∞-
algebras f : A → B is a family of k-linear graded maps
fn : A⊗n → B
of degree 1− n satisfying the following Stasheff morphism identities:
MI(n) ∑(−1)r+st fu(id⊗r ⊗ms⊗ id⊗t) = ∑(−1)wmq( fi1 ⊗ fi2 ⊗·· ·⊗ fiq)
for all n≥ 1, where the first sum runs over all decompositions n = r+ s+ t with s≥ 1 and r, t ≥ 0, where u = r+1+ t,
and the second sum runs over all 1 ≤ q ≤ n and all decompositions n = i1 + · · ·+ iq with all is ≥ 1. The sign on the
right-hand side is given by
w = (q− 1)(i1− 1)+ (q− 2)(i2− 1)+ · · ·+ 2(iq−2− 1)+ (iq−1− 1).
When A and B have a strict unit (as we always assume), an A∞-morphism is also required to satisfy the following
extra unital morphism conditions:
f1(1A) = 1B
where 1A and 1B are strict units of A and B respectively, and
fn(a1⊗·· ·⊗ an) = 0
if n ≥ 2 and ai = 1A for some i.
If A and B have Adams gradings indexed by the same group, then the maps fi are required to preserve the Adams
degree.
A morphism f is called a quasi-isomorphism if f1 is a quasi-isomorphism. A morphism is strict if fi = 0 for all
i 6= 1. The identity morphism is the strict morphism f such that f1 is the identity of A. When f is a strict morphism
from A to B, then the identity MI(n) becomes
f1mn = mn( f1⊗·· ·⊗ f1).
A morphism f = ( fi) is called a strict isomorphism if it is strict with f1 a vector space isomorphism.
Let A be an A∞-algebra. Its cohomology ring is defined to be
HA := kerm1/ imm1.
The following result, due to Kadeishvili [Ka], is a basic and important property of A∞-algebras.
Theorem A.1. [Ka] Let A be an A∞-algebra and let HA be the cohomology ring of A. There is an A∞-algebra structure
on HA with m1 = 0, constructed from the A∞-structure of A, such that there is a quasi-isomorphism of A∞-algebras
HA → A lifting the identity of HA. This A∞-algebra structure on HA is unique up to quasi-isomorphism.
Kadeishvili’s construction is very general. We would like to describe some specific A∞-structures that we can work
with. Merkulov constructed a special class of higher multiplications for HA in [Me], in which the higher multipli-
cations can be defined inductively; this way, the A∞-structure can be described more explicitly, and hence used more
effectively. For our purposes we will describe a special case of Merkulov’s construction, assuming that A is a DGA.
Let A be a DGA with differential ∂ and multiplication ·. Denote by Bn and Zn the coboundaries and cocycles of An,
respectively. Then there are subspaces Hn and Ln such that
Zn = Bn⊕Hn
and
(A.1.1) An = Zn⊕Ln = Bn⊕Hn⊕Ln.
We will identify HA with
⊕
n Hn, or embed HA into A by cocycle-sections Hn ⊂ An. There are many different choices
of Hn and Ln.
Note that if A has an Adams grading, then the decompositions above will be chosen to respect the Adams grading,
and all maps constructed below will preserve the Adams grading.
Let p = PrH : A → A be a projection to H :=⊕n Hn, and let Q : A → A be a homotopy from idA to p. Hence we
have idA− p= ∂Q+Q∂. The map Q is not unique. From now on we choose Q as follows: for every n, Qn : An → An−1
is defined by
• Qn = 0 when restricted to Ln and Hn, and
• Qn = (∂n−1|Ln−1)−1 when restricted to Bn.
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So the image of Qn is Ln−1. It follows that Qn+1∂n = PrLn and ∂n−1Qn = PrBn .
Define a sequence of linear maps λn : A⊗n → A of degree 2− n as follows. There is no map λ1, but we formally
define the “composite” Qλ1 by Qλ1 =−idA. λ2 is the multiplication of A, namely, λ2(a1⊗a2) = a1 ·a2. For n≥ 3, λn
is defined by the recursive formula
(A.1.2) λn = ∑
s+t=n,
s,t≥1
(−1)s+1λ2[Qλs⊗Qλt ].
We abuse notation slightly, and use p to denote both the map A → A and also (since the image of p is HA) the map
A → HA; we also use λi both for the map A⊗i → A and for its restriction (HA)⊗i → A.
Merkulov reproved Kadeishvili’s result in [Me].
Theorem A.2. [Me] Let mi = pλi. Then (HA,m2,m3, · · · ) is an A∞-algebra.
We can also display the quasi-isomorphism between HA and A directly.
Proposition A.3. Let {λn} be defined as above. Let fi =−Qλi : (HA)⊗i → A and let mi = pλi : (HA)⊗i →HA. Then
(HA,m2,m3, · · · ) is an A∞-algebra and f := { fi} is a quasi-isomorphism of A∞-algebras.
Proof. This construction of {mi} and { fi} is a special case of Kadeishvili’s construction. 
Any A∞-algebra constructed as in Theorem A.2 and Proposition A.3 is called a Merkulov model of A, denoted
by HMerA. The particular model depends on the decomposition (A.1.1), but all Merkulov models of A are quasi-
isomorphic to each other. If A has an Adams grading, then by construction all maps mi and fi preserve the Adams
degree.
Next we consider the unital condition.
Lemma A.4. Suppose H0 is chosen to contain the unit element of A. Then HMerA satisfies the strictly unital condition,
and the morphism f = { fi} satisfies the unital morphism conditions.
Proof. First of all, 1 ∈ H0 is a unit with respect to m2. We use induction on n to show the following, for n ≥ 3:
(a)n: fn−1(a1⊗·· ·⊗ an−1) = 0 if ai = 1 for some i.
(b)n: λn(a1⊗·· ·⊗ an) ∈ L :=
⊕
n Ln if ai = 1 for some i.
(c)n: mn(a1⊗·· ·⊗ an) = 0 if ai = 1 for some i.
The strictly unital condition is (c)n. The unital morphism condition is (a)n.
We first prove (a)3. For a ∈ H,
f2(1⊗ a) =−Qλ2(1⊗ a) =−Q(a) = 0,
since Q|H = 0. Similarly, f2(a⊗1) = 0. This proves (a)3. Now suppose for some n≥ 3 that (a)i holds for all 3≤ i≤ n.
By definition,
λn =
n−1
∑
s=1
(−1)s+1λ2( fs⊗ fn−s).
If a1 = 1, (a)n implies that
λn(a1⊗·· ·⊗ an) = fn−1(a2⊗·· ·⊗ an) ∈ L.
Similarly, if an = 1, we have λn(a1⊗·· ·⊗ an) ∈ L. If ai = 1 for 1 < i < n, then λn(a1⊗·· ·⊗ an) = 0. Therefore (a)i
for i ≤ n implies (b)n. Since p(L) = 0, (c)n follows from (b)n. Since Q(L) = 0, (a)n+1 follows from (b)n. Induction
completes the proof. 
Lemma A.5. Let (A,∂) be a DGA and let e ∈ A0 be an idempotent such that ∂(e) = 0. Let D = eAe and C =
(1− e)A+A(1− e).
(a) If HC = 0, then we can choose Merkulov models so that HMerA is strictly isomorphic to HMerD. As a conse-
quence A and D are quasi-isomorphic as A∞-algebras.
(b) If moreover HA is Adams connected, then H0A and H0D in part (a) can be chosen to contain the unit element.
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Proof. First of all, D is a sub-DGA of A with identity e. Since A=D⊕C as chain complexes, the group of coboundaries
Bn decomposes as Bn = BnD⊕BnC, where BnD = Bn∩D and BnC = Bn∩C. Since HC = 0, we can choose H and L so that
they decompose similarly (with HC = 0), giving the following direct sum decompositions:
An = Dn⊕Cn = (BnD⊕HnD⊕LnD)⊕ (BnC⊕LnC),
An = Bn⊕Hn⊕Ln = (BnD⊕BnC)⊕HnD⊕ (LnD⊕LnC).
It follows from the construction before Theorem A.2 that HMerA = HMerD. We choose H0D to contain e. By Lemma
A.4, e is the strict unit of HMerD; hence e is the strict unit of HMerA, but note that the unit 1 of A may not be in HA.
Now suppose HA is Adams connected with unit u. Let H0 = ku⊕H0≥1 (or H0 = ku⊕H0≤−1 if negatively connected
graded). Replace H0 by k1⊕H0≥1 and keep the other subspaces Bn, Hn, and Ln the same. Let HMerA denote the new
Merkulov model with the new choice of H0. Then by Lemma A.4, 1 is the strict unit of HMerA. By construction,
we have (HMerA)≥1 = (HMerA)≥1 as A∞-algebras without unit. By the unital condition, we see that HMerA is strictly
isomorphic to HMerA. 
A.2. The bar construction and Ext. The bar/cobar construction is one of the basic tools in homological algebra.
Everything in this subsection is well-known – see [FHT], for example – but we need the details for the proof in the
next subsection.
Let A be a connected graded algebra and let k be the trivial A-module. Of course, the i-th Ext-group ExtiA(kA,kA)
can be computed by the i-th cohomology of the complex HomA(PA,kA) where PA is any projective (or free) resolution
of kA. Since PA is projective, HomA(PA,kA) is quasi-isomorphic to HomA(PA,PA) = EndA(PA); hence ExtiA(kA,kA)∼=
H i(EndA(PA)). Since EndA(PA) is a DGA, the graded vector space Ext∗A(kA,kA) :=
⊕
i∈Z ExtiA(kA,kA) has a natural
algebra structure, and it also has an A∞-structure by Kadeishvili’s result Theorem A.1. By [Ad, Chap.2], the Ext-
algebra of a graded algebra A can also be computed by using the bar construction on A, which will be explained
below.
First we review the shift functor. Let (M,∂) be a complex with differential ∂ of degree 1, and let n be an integer.
The nth shift of M, denoted by Sn(M), is defined by
Sn(M)i = Mi+n
and the differential of Sn(M) is
∂Sn(M)(m) = (−1)n∂(m)
for all m ∈M. If f : M → N is a homomorphism of degree p, then Sn( f ) : Sn(M)→ Sn(N) is defined by the formula
Sn( f )(m) = (−1)pn f (m)
for all m ∈ Sn(M). The functor Sn is an automorphism of the category of complexes.
The following definition is essentially standard, although sign conventions may vary; we use the conventions from
[FHT, Sect.19]. Let A be an augmented DGA with augmentation ε : A → k, viewing k as a trivial DGA. Let I be the
kernel of ε and SI be the shift of I. The tensor coalgebra on SI is
T (SI) = k⊕ SI⊕ (SI)⊗2⊕ (SI)⊗3⊕·· · ,
where an element Sa1⊗ Sa2⊗·· ·⊗ San in (SI)⊗n is written as
[a1|a2| · · · |an]
for ai ∈ I, together with the comultiplication
∆([a1| · · · |an]) =
n
∑
i=0
[a1| · · · |ai]⊗ [ai+1| · · · |an].
The degree of [a1| · · · |an] is ∑ni=1(degai− 1).
Definition A.6. Let (A,∂A) be an augmented DGA and let I denote the augmentation ideal ker(A → k). The bar
construction on A is the coaugmented differential graded coalgebra (DGC, for short) BA defined as follows:
• As a coaugmented graded coalgebra, BA is the tensor coalgebra T (SI).
• The differential in BA is the sum d = d0 + d1 of the coderivations given by
d0([a1| · · · |am]) =−
m
∑
i=1
(−1)ni [a1| · · · |∂A(ai)| · · · |am]
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and
d1([a1]) = 0
d1([a1| · · · |am]) =
m
∑
i=2
(−1)ni [a1| · · · |ai−1ai| · · · |am]
where ni = ∑ j<i(−1+ dega j) = ∑ j<i deg[a j].
The cobar construction ΩC on a coaugmented DGC C is defined dually [FHT, Sect.19]. We omit the definition
since it is used only in two places, one of which is between Lemma A.11 and Lemma A.12, and the other is in Lemma
A.13.
In the rest of this subsection we assume that A is an augmented associative algebra. In this case SI is concentrated
in degree−1; hence the degree of [a1| · · · |am] is −m. This means that the bar construction BA is graded by the negative
of tensor length. The degree of the differential d is 1. We may think of BA as a complex with (−i)th term equal to
I⊗i; the differential d mapping I⊗i to I⊗i−1. If A has an Adams grading, denoted adeg, then BA has a bigrading that is
defined by
deg [a1| · · · |am] = (−m,∑
i
adegai).
The second component is the Adams degree of [a1| · · · |am].
The bar construction on the left A-module A, denoted by B(A,A), is constructed as follows. As a complex B(A,A) =
BA⊗A with (−i)th term equal to I⊗i⊗A. We use
[a1| · · · |am]x
to denote an element in I⊗i⊗A where x ∈ A and ai ∈ I. The degree of [a1| · · · |am]x is −m. The differential on B(A,A)
is defined by
d(x) = 0 (m = 0 case),
and
d([a1| · · · |am]x) =
m
∑
i=2
(−1)i−1[a1| · · · |ai−1ai| · · · |am]x+(−1)m[a1| · · · |am−1]amx.
Then B(A,A) is a complex of free right A-modules. One basic property is that the augmentations of BA and A make it
into a free resolution of kA,
(A.6.1) B(A,A)→ kA → 0
(see [FHT, 19.2] and [Ad, Chap.2]).
Remark A.7. In the next subsection we use the tensor ⊗ notation instead of the bar | notation, which seems more
natural when we concentrate on each term of the bar construction.
We now assume that A is connected graded and finite-dimensional in each degree. The grading of A is the Adams
grading. Then B(A,A) is bigraded with Adams grading on the second component, and the differential of B(A,A)
preserves the Adams grading. Let B#A be the graded k-linear dual of the coalgebra BA. Since BA is locally finite,
B#A is a locally finite bigraded algebra. With respect to the Adams grading, B#A is negatively connected graded.
The DGA EndA(B(A,A)A) is bigraded too, but not Adams connected. Since B(A,A) is a left differential graded
comodule over BA, it has a left differential graded module structure over B#A, which is compatible with the right
A-module structure. By an idea similar to [FHT, Ex. 4, p. 272] (also see [LPWZ2]) one can show that the natural map
B#A → EndA(B(A,A)A) is a quasi-isomorphism of DGAs.
Define the Koszul dual of a connected graded ring A to be the DGA EndA(PA), where PA is any free resolution of
kA. By the following lemma, this definition makes sense up to quasi-isomorphism in the category of A∞-algebras.
Lemma A.8. Let A be a connected graded algebra and let PA and QA be two free resolutions of kA.
(a) EndA(PA) is quasi-isomorphic to EndA(QA) as A∞-algebras.
(b) EndA(PA) is quasi-isomorphic to B#A as A∞-algebras.
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Proof. (a) We may assume that QA is a minimal free resolution of kA. Then PA = QA⊕ IA where IA is another complex
of free modules such that HIA = 0 [AFH, 10.1.3 and 10.3.4]. In this case D := EndA(QA) is a sub-DGA of E :=
EndA(PA) such that D = eEe where e is the projection onto QA. Let C = (1− e)E +E(1− e). Then
C = HomA(IA,QA)+HomA(QA, IA)+HomA(IA, IA),
and HC = 0. By Lemma A.5, D and E are quasi-isomorphic.
(b) Since B(A,A) is a free resolution of kA, then part (a) says that EndA(PA) is quasi-isomorphic to EndA(B(A,A)A).
The assertion follows from the fact that EndA(B(A,A)) is quasi-isomorphic to B#A [FHT, Ex. 4, p. 272]. 
So we may think of the bigraded DGA B#A as the Koszul dual of A. This viewpoint of Koszul duality is also taken
by Keller in [Ke1]. By results in [LPWZ2], we can define the Koszul dual of any connected graded (or augmented)
A∞-algebra, and the double Koszul dual is quasi-isomorphic to the original A∞-algebra.
The classical Ext-algebra Ext∗A(kA,kA) is the cohomology ring of EndA(PA), where PA is any free resolution of kA.
The above lemma demonstrates the familiar fact that this is independent of the choice of PA. Since E := EndA(PA) is a
DGA, by Proposition A.3, Ext∗A(kA,kA) = HE has a natural A∞-structure, which is called an A∞-Ext-algebra of A. By
abuse of notation we use Ext∗A(kA,kA) to denote an A∞-Ext-algebra.
A.3. A∞-structure on Ext-algebras. In this subsection we consider the multiplications on an A∞-Ext-algebra of a
connected graded algebra, and finally give proofs of Theorem 2.2 and Proposition 2.3. Consider a connected graded
algebra
A = k⊕A1⊕A2⊕·· · ,
which is viewed as an A∞-algebra concentrated in degree 0, with the grading on A being the Adams grading. Let V ⊂ A
be a minimal graded vector space which generates A. Then V ∼=m/m2 where m := A≥1 is the unique maximal graded
ideal of A. Let R ⊂ T 〈V 〉 be the minimal graded vector space which generates the relations of A. Then A ∼= T 〈V 〉/(R)
where (R) is the ideal generated by R, and the start of a minimal graded free resolution of the trivial right A-module
kA is
(A.8.1) · · · → R⊗A→V ⊗A → A → k → 0.
Lemma A.9. Let A be a connected graded algebra. Then there are natural isomorphisms of graded vector spaces
Ext1A(kA,kA)∼=V # and Ext2A(kA,kA)∼= R#.
Proof. This follows from the minimal free resolution (A.8.1). 
In the rest of the section, we assume that A is generated by V = A1 and that A1 is finite-dimensional; hence A =
T 〈A1〉/(R). Let E be the A∞-Ext-algebra Ext∗A(kA,kA). We would like to describe the A∞-structure on E by using
Merkulov’s construction.
We first fix some notation. Since A is generated by A1, the multiplication map µn : A1⊗An−1 → An is surjective for
n ≥ 2. Let ξn : An → A1⊗An−1 be a k-linear map such that the composition
(A.9.1) An ξn−→ A1⊗An−1 −µn−−→ An
is the identity map of An. Let θn be the composition
An
ξn
−→ A1⊗An−1
idA1⊗ξn−1−−−−−−→ A1⊗A1⊗An−2 −→ ·· · −→ A⊗n1 .
Define ξ1 = θ1 = idA1 . Inductively we see that θn = (idA1 ⊗θn−1)◦ ξn.
Let R =
⊕
n≥2 Rn ⊂ T 〈A1〉 be a minimal graded vector space of the relations of A. If A is a quadratic algebra, then
R = R2, but in general R can be any graded subspace of T 〈A1〉≥2.
We claim that we may choose R such that
(A.9.2) Rn ⊂ A1⊗θn−1(An−1)⊂ A⊗n1 .
Inductively, we assume that Ri ⊂ A1 ⊗ θi−1(Ai−1) for all i < n. Let (R)n−1 be the degree n− 1 part of the ideal (R).
Then it is generated by the relations of degree less than n, and we have a decomposition
A⊗n−11 = θn−1(An−1)⊕ kerµ = θn−1(An−1)⊕ (R)n−1,
where µ : A⊗n−11 → An−1 is the multiplication. Hence we have
A⊗n1 =
(
A1⊗θn−1(An−1)
)
⊕
(
A1⊗ (R)n−1
)
.
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Any relation r ∈ Rn is a sum of r1 ∈ A1⊗θn−1(An−1) and r2 ∈ A1⊗ (R)n−1. Modulo the relations of degree less than
n, we may assume r2 = 0. Hence the claim is proved.
Assuming now that Rn ⊂ A1⊗θn−1(An−1)⊂m⊗m for all n, then the minimal resolution (A.8.1) becomes a direct
summand of the bar resolution (A.6.1)
· · · →m⊗2⊗A→m⊗A→ A → k → 0.
The proof of Theorem 2.2 follows from Merkulov’s construction and several lemmas below.
Remark A.10. After we identify T (Sm) with a complex, all linear maps between subspaces/dual spaces of (Sm)⊗i
now have degree 0, so no extra sign will be introduced when commuting two linear maps.
Since A is concentrated in degree 0, the grading on the differential graded coalgebra T (Sm) is by the negative of
the wordlength, namely, (T (Sm))−i = m⊗i. The differential d = (di) of the bar construction T (Sm) is induced by the
multiplication m⊗m→m in A. For example,
d−1([a1]) = 0 and d−2([a1|a2]) = (−1)−1[a1a2]
for all a1,a2 ∈m. There is a natural decomposition of m with respect to the Adams grading,
m= A1⊕A2⊕A3⊕·· · ,
which gives rise to a decomposition of m⊗m with respect to the Adams grading:
m⊗m= (A1⊗A1)⊕ (A1⊗A2⊕A2⊗A1)⊕·· · .
Using the map
Rn → A1⊗θn−1(An−1)→ A1⊗An−1,
we can view Rn as a subspace of A1⊗An−1.
Lemma A.11. Let W−2n =
⊕
i+ j=n Ai ⊗A j, where n is the Adams grading. Then there are decompositions of vector
spaces
W−2n = im(d−3n )⊕Rn⊕ ξn(An),
ker(d−2n ) = im(d−3n )⊕Rn,
where Rn and ξn(An) are subspaces of A1⊗An−1.
Proof. It is clear that the injection An ξn−→A1⊗An−1 −→W−2n defines a projection from W−2n to An. Since d−2n : W−2n →
An is a surjection, we have a decomposition
W−2n = ker(d−2n )⊕ ξn(An).
Since R# ∼= Ext2A(kA,kA) = H2((T (Sm))#) by Lemma A.9, there is a decomposition ker(d−2n ) = im(d−3n )⊕Rn where
Rn ⊂ A1⊗An−1 by the choice of R. Hence the assertion follows. 
This lemma says that im(d−3n ) is in the ideal generated by the relations of degree less than n.
Since A is Adams locally finite, (m⊗n)# ∼= (m#)⊗n for all n. Let ΩA# be the cobar construction on the DGC A#. Via
the isomorphisms
B#A = (T (Sm))# ∼= T ((Sm)#)∼= T (S−1m#) = ΩA#,
we identify B#A = (T (Sm))# with ΩA# = T (S−1m#). The differential ∂ on B#A is defined by
∂( f ) =−(−1)deg f f ◦ d
for all f ∈ T (S−1m#) .
We now study the first two nonzero differential maps of ΩA#,
∂1 : m# → (m#)⊗2 and ∂2 : (m#)⊗2 → (m#)⊗3.
For all s and n, let
T s = (m#)⊗s
and
T s−n =
⊕
i1+···+is=n A
#
i1 ⊗·· ·⊗A
#
is.
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Fix the Adams degree−n, and let
∂1−n : A#n →
⊕
i+ j=n A#i ⊗A#j ,
∂2−n :
⊕
i+ j=n A#i ⊗A#j →
⊕
i1+i2+i3=n A
#
i1 ⊗A
#
i2 ⊗A
#
i3 .
The decomposition (A.1.1) for T 1−n is
T 1−1 = H
1
−1, i.e., B1−1 = L1−1 = 0,
T 1−n = L
1
−n i.e., B1−n = H1−n = 0,
for all n ≥ 2. The decomposition (A.1.1) for T 2−n is given below.
Lemma A.12. Fix n ≥ 2. With notation as above, we have the following.
(a) Define the duals of subspaces by using the decompositions given in Lemma A.11. Then im∂1−n = (ξn(An))#
and ker∂2−n = (ξn(An))#⊕R#n.
(b) The decomposition (A.1.1) for T 2−n can be chosen to be
T 2−n = B2−n⊕H2−n⊕L2−n = (ξn(An))#⊕R#n⊕ (imd−3n )#.
The projections onto R#n and (ξn(An))# kill ⊕i+ j=n, j>1 A#i ⊗A#j .
(c) Let Q be the homotopy defined in Merkulov’s construction for DGA T (m#). Then we may choose Q2−n to be
equal to −(ξn)# when restricted to T 2−n.
Proof. (a) This follows from Lemma A.11 and a linear algebra argument.
(b) This follows from Lemma A.11, part (a), and the fact that Rn and ξn(An) are subspaces of A1⊗An−1.
(c) Let ξn also denote the map An →A1⊗An−1 →W−2n . Since d−2n =−µn, the composite d−2n ◦ξn : An →W−2n →An
is the identity map (see (A.9.1)). Since (d−2n ◦ ξn)# = (ξn)# ◦ (d−2n )#,
(ξn)# ◦ (d−2n )# : A#n → T 2−n → A#n
is the identity map of A#n, which is a subspace T 1. Since (d−2n )# =−∂1−n, we may choose the homotopy Q to be−(ξn)#
when restricted to T 2−n. 
When n = 1, we formally set Qλ1 =−idT . Let λi be defined as in (A.1.2) in Merkulov’s construction. In particular,
λ2 is the multiplication of T (S−1m#).
Recall that T (S−1m#) is a free (or tensor) DGA generated by S−1m#. Then for all a1⊗ ·· ·⊗ an ∈ (S−1m#)⊗n and
b1⊗·· ·⊗ bm ∈ (S−1m#)⊗m we have
(A.12.1) λ2((a1⊗·· ·⊗ an)
⊗
(b1⊗·· ·⊗ bm)) = (a1⊗·· ·⊗ an⊗ b1⊗·· ·⊗ bm).
By the above formula, we see that λ2 changes
⊗
to ⊗, so it is like the identity map.
Lemma A.13. Let E1 = Ext1A(kA,kA) = A#1. Let n ≥ 2.
(a) When restricted to (E1)⊗n, the map λn has image in
T 2−n =
⊕
i+ j=n A#i ⊗A#j .
(b) When restricted to (E1)⊗n, the map −Qnλn is the k-linear dual of the map
θn : An → A1⊗An−1 → A⊗n1 .
(c) When restricted to (E1)⊗n, the map mn = PrHλn is the k-linear the dual of the canonical map
Rn −→ A1⊗An−1
id⊗θn−1
−→ (A1)⊗n.
Proof. We use induction on n.
(a) By definition,
λn = λ2 ∑
i+ j=n,
i, j>0
(−1)i+1Qλi⊗Qλ j.
For n = 2, the claim follows from (A.12.1). Now assume n > 2. By (b) each Qλi has image in (Ai)# for all i < n.
Hence the image of λn is in
⊕
i+ j=n(Ai)#⊗ (A j)#.
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(b) When n = 2, θ2 = ξ2, and the claim follows from Lemma A.12(c). Now we assume n > 2. When restricted to
(E1)⊗n, the image of Qλi⊗Qλ j is in A#i ⊗A#j for all i+ j = n. If i > 1,
Qλ2(A#i
⊗
A#j) = Q(A#i ⊗A#j) =−(ξn)#(A#i ⊗A#j) = 0
(see Lemma A.12(b,c)). Therefore, when restricted to (E1)⊗n, we have
Qλn = Qλ2[(−1)2(−id)⊗Qλn−1] =−Qλ2(id⊗Qλn−1).
By induction, Qλn−1 =−(θn−1)#, and by Lemma A.12(c) we see that Q =−(ξn)#. Hence
Qλn = (ξn)#λ2(idA#1
⊗
−(θn−1)#) =−((idA1 ⊗ (θn−1)))◦ ξn)# =−(θn)#.
(c) Since we assume that each Rn is subspace of A1⊗An−1, then the dual of
Rn → A1⊗An−1
is PrH restricted to A#1⊗A#n−1. Hence the dual of Rn → A
⊗n
1 is equal to PrH ◦ (id⊗θn−1)#.
By Lemma A.12(b), PrH is zero when applied to (Ai)#⊗ (A j)# for all i > 1. By (a),
PrHλn = PrHλ2(−idA#1 ⊗Qλn−1) = PrH(idA#1 ⊗ (θn−1)
#),
which is the desired map. 
Proof of Theorem 2.2. First of all by (A.9.2) and its proof, we may assume that Rn ⊂ A1 ⊗ θn−1(An−1). So Lemmas
A.11, A.12 and A.13 hold. The canonical map in Lemma A.13(c) is just the inclusion. Therefore the assertion
holds. 
The following corollary is immediate.
Corollary A.14. Let A and E be as in Theorem 2.2.
(a) The algebra A is determined by the maps mn restricted to (E1)⊗n for all n.
(b) The A∞-structure of E is determined up to quasi-isomorphism by the maps mn restricted to (E1)⊗n for all n.
Proof. (a) By Theorem 2.2, the map
R →
⊕
n(A1)⊗n
can be recovered from mn restricted to (E1)⊗n. Hence the structure of A is determined.
(b) After A is recovered, the A∞-structure of E is determined by A. Therefore the structure of E is determined by
the restriction of mn on (E1)⊗n, up to quasi-isomorphism. 
Proof of Proposition 2.3. By the construction given above, it is clear that if the grading group for the Adams grading is
Z⊕G for some abelian group G, then all of the maps including mn preserve the G-grading. The assertion follows. 
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