Ab initio semiglobal potential energy and dipole moment hypersurfaces for the isomerising HCN-HNC system are computed, using a grid of 242 points, principally at the all-electron cc-pCVQZ CCSD͑T͒ level. Several potential energy hypersurfaces ͑PES͒ are presented including one which simultaneously fits 1527 points from earlier ab initio, smaller basis CCSD͑T͒ calculations of Bowman et al. ͓J. Chem. Phys. 99, 308 ͑1993͔͒. The resulting potential is then morphed with 17 aug-cc-pCVQZ CCSD͑T͒ points calculated at HNC geometries to improve the representation of the HNC part of the surface. The PES is further adjusted to coincide with three ab initio points calculated, at the cc-pCV5Z CCSD͑T͒ level, at the critical points of the system. The final PES includes relativistic and adiabatic corrections. Vibrational band origins for HCN and HNC with energy up to 12 400 cm Ϫ1 above the HCN zero-point energy are calculated variationally with the new surfaces. Band transition dipoles for the fundamentals of HCN and HNC, and a few overtone and hot band transitions for HCN have been calculated with the new dipole surface, giving generally very good agreement with experiment. The rotational levels of ground and vibrationally excited states are reproduced to high accuracy.
I. INTRODUCTION
The ͓H,C,N͔ chemical system is of key interest for a number of reasons: It is the prototypical isomerizing system with a stable ͑HCN͒ and a metastable ͑HNC͒ isomer, both with linear geometries; the rotations and vibrations of HCN and HNC have been probed [1] [2] [3] [4] and continue to be probed experimentally [5] [6] [7] over a wide range of excitation energies; its isomerising motion has also been subject to theoretical studies; [8] [9] [10] [11] [12] it is an important constituent of both the interstellar medium, where anomalously high ratios of HNC to HCN are found frequently, and of the atmosphere of cool carbon stars. Furthermore, calculations by Jørgensen and co-workers 13, 14 suggest that the proper and detailed treatment of the vibration-rotation spectrum can have a profound influence on the modelling of the atmosphere of such C-stars. It is this problem which motivated the present study.
The potential energy hypersurface ͑PES͒ about the HCN minimum, and the resulting localized rovibrational energy levels, have been the subject of detailed theoretical studies. [15] [16] [17] [18] However, at typical C-star temperatures of 2000-4000 K one would expect significant populations of both isomers necessitating a ͑semi͒global approach. Semiglobal PESs of the ͓H,C,N͔ system have been constructed by Bowman and co-workers [19] [20] [21] [22] and others. 23 These PESs include both pure ab initio surfaces and surfaces adjusted to spectroscopic data. Ab initio techniques employed in these studies gave, in particular, less satisfactory results for properties dependent on the C-N bond, ab initio calculations have also been performed on excited states of HCN-HNC, see for example, Stanton and Gauss. 24 Calculations of stellar opacities, or indeed spectra, require not only reliable PESs but also dipole moment surfaces ͑DMS͒ to give the necessary intensity information. Despite a long-running controversy over the intensity of overtone spectra of HCN 25, 26 there appears to be surprisingly little work on the DMS of the ͓H,C,N͔ system. Indeed, we were able to identify only one previous DMS which covers the isomerising region, due to Jakubetz and Lan. 27 In this paper we present a semiglobal DMS of the ͓H,C,N͔ system and a number of ab initio PESs. These surfaces not only combine results from calculations performed at a number of different levels which allow us, for example, to determine the critical points on the surface to very high accuracy, but also include consideration of electronic relativistic effects and a simple adiabatic correction to the Born-Oppenheimer approximation, both of which are usually neglected during ab initio construction of PESs. 28 Section II of this paper presents details about our ab a͒ initio computations and Sec. III describes our fits. Spectroscopic results obtained are presented in Sec. IV, followed by conclusions in Sec. V.
II. ELECTRONIC STRUCTURE CALCULATIONS
The majority of electronic structure calculations were performed with the MOLPRO 96 29 and the NWCHEM 30 program systems. Calculation of relativistic energies, utilizing the direct perturbation theory ͑DPT͒ approach of Kutzelnigg 31, 32 in the framework of the Dirac-Coulomb Hamiltonian, were performed with a modified 33 version of the program package DALTON. 34 Determination of the diagonal BornOppenheimer corrections ͑BODC͒ 35 utilized the code PSI2.
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A. Computational details
To investigate the suitability of single-reference coupledcluster ͑CC͒ techniques, in particular the one including single, double, and a perturbative estimate of triple excitations ͓CCSD͑T͒, Ref. 37͔, for PES and DMS calculations for the ground electronic state of the ͓H,C,N͔ system, we have performed multireference configuration interaction ͑MR-CI͒ calculations with the cc-pVTZ basis set at three geometries chosen to be near the HCN and HNC minima and the saddle point ͑see Table IV below͒. These calculations show that ͑a͒ convergence of the energy differences with respect to the enlargement of the reference space is very slow, and ͑b͒ the MR-CI energies converge to values that are in excellent agreement with the CCSD͑T͒ relative energy values. We can thus conclude that the CCSD͑T͒ method is a good choice for the PES calculations. This is additionally confirmed by T 1 diagnostic values 38 from all-electron cc-pCVTZ CCSD calculations, which were found to be 0.0125, 0.0165, and 0.0220 for the HCN and HNC minima and the saddle point, respectively. These T 1 values indicate that it is adequate to use single-reference techniques to describe the portions of the ground electronic state of the ͓H,C,N͔ system of interest for us, and that the CCSD͑T͒ method is expected to yield highly accurate energies and dipole moments with a judicious choice of basis sets.
Consequently, this study of the ground-state PES and DMS of the ͓H,C,N͔ system utilizes CCSD͑T͒ wave functions obtained with several Gaussian basis sets. The computations of Bowman et al., 20 also performed at the CCSD͑T͒ level, employed a very extended grid comprising 2160 points. Therefore, a much smaller basis than those utilized in this study had to be employed. As it is not practical to recompute CCSD͑T͒ energies at such an extensive grid with large basis sets, we selected grid points from Bowman et al. which lay less than 25 000 cm Ϫ1 above the absolute minimum of the surface. This selection still resulted in too many points, so only those grid points were retained for which the H-CN Jacobi angle, , was equal to 0, 20, 40, 60, 80, 100, 120, 140, 160, or 180°; i.e., only half of the angular grid was retained. This procedure resulted in a total of 242 points. Finally, a variety of high-accuracy ab initio methods were used to determine the relative energy and geometry of three stationary points of the ground-state ͓H,C,N͔ system: the two minima ͑HCN and HNC͒ and the saddle point ͑transition state͒ connecting them.
Electronic energies and dipole moments were calculated at the selected 242 grid points employing cc-pCVQZ CCSD͑T͒ wave functions and correlating all electrons. At each grid point the dipole moment was computed via the finite-field method. To check the suitability of the grid, 14 additional energy calculations were run, at the same level, at new grid points about the HNC minimum; these points were not used in the final fit. Seventeen calculations were repeated with the larger aug-cc-pCVQZ basis also about the HNC minimum. This was done to improve the surface around the secondary minimum ͑see below͒.
B. Stationary points
Geometries of the three stationary points investigated on the ground-state PES of the ͓H,C,N͔ system were optimized at the CCSD͑T͒ level using the (aug͒-cc-p͑C͒VnZ correlation-consistent Gaussian basis sets of Dunning and co-workers, [39] [40] [41] where n is the cardinal number of the basis set, n is 2, 3, 4 for cc-pCVDZ, cc-pCVTZ, and cc-pCVQZ, respectively. Starting at the cc-pCV5Z/CCSD͑T͒ level full geometry optimizations proved to be computationally prohibitive. The two bond distances of linear HCN and HNC were therefore optimized by a simple two-step line search. First the CH distance ͑for HCN͒ or the NH distance ͑for HNC͒ was optimized, keeping the CN distance fixed at an estimated value, obtained by extrapolating the cc-pCVDZ to cc-pCVQZ results using a simple three-parameter exponential function of the form
R͑n ͒ϭAϩBe
ϪCn , ͑1͒
where R is the distance to be extrapolated, n is the cardinal number of the basis set, and A, B, and C are fitting parameters. Next, the CN distance was optimized, keeping the other distances fixed at their optimized values. All distances were optimized to within an accuracy of 0.0001 a 0 . This results in an accuracy for the cc-pCV5Z CCSD͑T͒ energy of better than 0.5 E h . For the saddle point, only one singlepoint calculation was carried out at the estimated cc-pCV5Z CCSD͑T͒ geometry. This geometry was obtained by estimating the values of the distances by an exponential extrapolation, employing cc-pCVDZ to cc-pCVQZ results. The bond angle was kept at the cc-pCVQZ optimized value, since the angle was found to be virtually independent of the basis set employed for its determination. Tables I-III list computed equilibrium bond lengths and  total energies for HCN, HNC, and the saddle point, respectively. Also listed are the experimental equilibrium distances of the minima. [42] [43] [44] The inclusion of diffuse functions in the cc basis sets does not significantly change the computed relative energies, as indicated by the very small difference between the cc-p͑C͒VnZ and aug-cc-p͑C͒VnZ results. Moreover, the effect decreases with increasing basis set quality: The cc-p͑C͒VnZ and aug-cc-p͑C͒VnZ results converge to the same limiting value.
For simple diatomic molecules CCSD͑T͒ geometry optimizations with large core-valence basis sets proved to be extremely accurate ͑see, e.g., Ref. 45͒. Note, in particular, the excellent agreement between the extrapolated all-electron aug-cc-pCVnZ CCSD͑T͒ and the experimental geometry parameters for HCN and HNC. Nevertheless, computation of the PES of the ͓H,C,N͔ system at the aug-cc-pCVQZ and cc-pCV5Z CCSD͑T͒ levels is computationally too expensive. For this reason, we chose to perform our CCSD͑T͒ calculations for the PES and DMS with the cc-pCVQZ basis set with all electrons correlated. 48 Molecular properties computed with correlationconsistent basis sets generally converge monotonically toward an apparent limit; 49, 50 this was found here for the computed energies and most of the time for the distances of the three stationary points investigated on the ground-state ͓H,C,N͔ PES. The only clear exception found is the NH distance in HNC computed with cc-pCVnZ basis sets, which shows an irregular convergence pattern. Such a zigzag convergence pattern is often observed for properties that are significantly affected by basis set superposition error ͑BSSE͒.
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It is well known that PESs of weakly bound complexes may be distorted by BSSE, and in these cases the geometry should be optimized on the counterpoise ͑CP͒-corrected 52 surface. For covalently bound systems, like HCN, it is generally accepted that the effect of BSSE is rather small, although investigations have found evidence of BSSE in strongly bound systems. 51, 53, 54 To investigate if the irregular convergence of the NH distance in HNC is caused by BSSE, we have recomputed the geometries of HCN and HNC with BSSE corrections. Figure 1͑a͒ shows that the CP-corrected NH distance does converge regularly with increasing cc-pCVnZ basis set quality, confirming that the unexpected convergence behavior of the NH distance is indeed caused by BSSE. Regular convergence is also restored by using the aug-cc-pCVnZ sets, as illustrated in Fig. 1͑b͒ . This indicates that inclusion of diffuse functions in the basis set significantly decreases the BSSE effect. The CP-corrected as well as the uncorrected CH distances in HCN show regular convergence, as depicted in Fig.  1͑c͒ . The two curves are very close to each other and converge smoothly towards the same limit. At the cc-pCVQZ CCSD͑T͒ level the corrected and uncorrected CH distances are identical ͑within the accuracy of the optimization procedure͒.
C. Energy separations
Table IV lists the energy separations between the three stationary points investigated. The energy differences should be better converged than the individual energies, because there will be some cancellation of errors in taking the differences. This can be seen from the effect of the diffuse functions, which is only 20-40 cm Ϫ1 for the energy differences. Table V presents the results of a valence focal-point analysis 55 of the HCN-HNC and HCN-TS ͑saddle point͒ energy differences, based on coupled-cluster calculations ͑Series CC͒ performed at fixed reference geometries.
The valence-only complete basis set ͑CBS͒ CCSDT estimate for the HCN-HNC energy difference is ϩ5147 cm Ϫ1 . We expect higher-order correlation effects, not taken explicitly into account, to be smaller than about 10-15 cm
Ϫ1
. The core-valence correction is ϩ70 cm
, computed at the augcc-pCVQZ CCSD͑T͒ level. Adding relativistic and BODC corrections, ϩ11 and Ϫ6 cm Ϫ1 , respectively ͑see Sec. III C below͒, results in a final energy difference of 5222 cm Ϫ1 . This energy difference, when corrected for zero-point energies ͑ZPE͒, taken to be Ϫ96 cm Ϫ1 ͑vide infra͒, becomes 5126 cm Ϫ1 , with a conservative error bar of about 50 cm Ϫ1 . This converged ab initio prediction is in agreement with the experimental results of Pau and Hehre, 56 who obtained 5180 Ϯ700 cm Ϫ1 , rather than 3600Ϯ400 cm Ϫ1 given by Maki et al. 57 The ab initio potential surface of Bowman et al. 20 gives a value of 5202 cm Ϫ1 for the HCN-HNC energy difference which also agrees with Pau and Hehre rather than Maki et al. 
D. Auxiliary corrections
It has been found that electronic relativistic effects and the adiabatic or Born-Oppenheimer diagonal correction ͑BODC͒ can have a small but significant effect on the effective potential surface, and hence on the calculated vibrationrotation levels of small molecules. 50, 59 ,60 Therefore, they have been considered as part of this study. Electronic relativistic corrections were obtained using all-electron aug-ccpCVDZ CCSD͑T͒ wave functions and the DPT approach of Kutzelnigg. 31,32 BODC energy points were computed at the TZ2P restricted Hartree-Fock ͑RHF͒ level. All these calculations were performed for 242 geometries representing our initial grid. The results of the ab initio calculations at these points for the potential energy, relativistic correction, and BODC can be obtained from the electronic archive.
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III. FITTED POTENTIAL ENERGY AND DIPOLE SURFACES
The function we chose to represent the ͓H,C,N͔ groundstate PES is where (R,r,␥) are Jacobi coordinates ͑Rϭr H-CN , rϭr CN ͒, with HCN at ␥ϭ0. A i jk is a constant for a particular i, j, and k, and P k (cos ␥) are Legendre polynomials for the angular ͑␥͒ component of the fit. X and Y are functions of primarily the R and r coordinates, respectively, and are based on Morse coordinate transformations, 17 with
The position of the minimum in r and R and the steepness of the potential in R are not constant with the change of ␥, hence we have made R e , r e , and ␣ R a function of ␥. R e also shows a less strong but significant dependence on r, hence we also made R e a function of r 2 . 
with ␣ r a constant.
Initially the functions R e (␥,r) and r e (␥) were fitted to the least energy isomerization ͑LEI͒ path. However, if we allowed the parameters of these functions to change we were able to achieve a lower standard deviation for the fit to the overall potential energy surface. This functional form yielded a fit to the initial 242 ab initio potential points calculated in this work with a standard deviation of less than 3 cm Ϫ1 . There are 180 terms in this fit with i max ϭ4, j max ϭ5, and k max ϭ5. This fit shall be hereafter referred to as the VCVQZ potential surface. Using 216 terms and maximum values of i, j, and k of 5 in our fitting function, we also achieved a standard deviation of 3 cm Ϫ1 to the ͑unshifted͒ points of Bowman et al. 20 truncated at 25 000 cm
Ϫ1
, a total of 508 points. This fit will be hereafter referred to as the VANO25 fit.
The HCN and HNC minima and the LEI path of the VCVQZ surface occur at significantly different geometries and energies than those characterising the surface of Bowman et al., 20 resulting in large standard deviations ͑Ͼ800 cm Ϫ1 ͒ when both grids were simultaneously fitted. This problem was solved by ''shifting'' the potential points of Bowman et al. in the r and R coordinates and in energy as a function of the angle ␥, so that the LEI path of both sets of points were coincident. This was achieved as follows: We calculated the energy, the r, and the R coordinates of the LEI path of the VANO25 surface, and those of the VCVQZ surface, at 40 equally spaced values over the range 0р␥р. We Optimized to lie at the critical points. e Experimentally determined equilibrium bond lengths determined using isotopic substitution ͑Refs. 42 and 44͒. f Equilibrium bond lengths determined from spectroscopic fit ͑Ref. 18͒. then used a Legendre polynomial up to fifth-order to leastsquares fit the differences between coordinates and energy of the VANO25 and the VCVQZ surfaces. With these functions the points of Bowman et al. were shifted at all values of the angle ␥. We fitted the shifted Bowman et al. points truncated at 25 000 cm
, hereafter referred to as the VANO25S surface. The steepness of the slope of the potential with change of the r coordinates of the VANO25S surface was less than that of the VCVQZ surface, resulting in a large difference in energy ͑200 cm Ϫ1 ͒ between the two surfaces at high deviations of r from the local minimum. A weighting system was chosen for all the points, to reflect the accuracy of, and the differences between, the shifted points of Bowman et al. and the points of this work, and the greater importance of fitting accuracy at low energies. We gave a weight of 5000 to all the points calculated in this work. The weight, W, of the shifted Bowman et al. points was calculated from a function based on the inverse square of the displacement of r from the r e (␥) on the LEI path
where W is the weight given to the point and w(V) is a further weighting factor as a condition of energy, given by VϽ25 000 cm Ϫ1 , w͑V ͒ϭ100, 25 000 cm Ϫ1 рVϽ35 000 cm Ϫ1 , w͑V ͒ϭ10, Vу35 000 cm Ϫ1 , w͑V ͒ϭ0.5.
The shifted Bowman et al. points were truncated at 45 700 cm Ϫ1 , the dissociation energy of HCN, 62 so that the very high-energy points did not interfere with the fit at low energies. This weighting method was used to least-squares fit the potential points calculated in this work and the remaining 1527 shifted points of Bowman et al. We used 252 terms with i max and j max of 5 and a k max of 6. The fit, hereafter referred to as the VQZANO1 surface, had an RMS deviation of 3.3 cm Ϫ1 from the points calculated in this work, an overall standard deviation of 412 cm Ϫ1 , and an root-mean-square ͑rms͒ deviation of 376 cm Ϫ1 . Basis set extrapolations were performed ͑Ref. 50͒ with Eq. ͑1͒ for the RHF energies and E X ϭE CBS ϩb * X Ϫ3 for the correlation energy, where X is the cardinal number of the correlation-consistent ͑cc͒ basis and only the best three-two energies were used during the extrapolation. The higher-order correlation increments listed in brackets are taken for the purpose of extrapolation from corresponding entries for smaller basis sets.
A. Morphing the potential energy hypersurface
The vibrational fundamentals of both HCN and HNC, calculated with the VQZANO1 potential surface deviate by 4 cm Ϫ1 or less from the observed band origins except for the HN stretching fundamental ( 1 ) of HNC ͑see Tables VI and VII͒. This calculated fundamental value deviates from the observed value by 20 cm Ϫ1 , an anomalously large deviation. Extra points calculated at the CCSD͑T͒/cc-pCVQZ level in the region of the HNC minimum made little difference to band origins suggesting that this was not a problem with the coarseness of our grid. However, we found that the ccpCVQZ basis used to calculate our points is too small to model the HNC part of the potential accurately. With our limited computer time 17 new ab initio points at the level aug-cc-pCVQZ CCSD͑T͒ were calculated, see Sec. II. We then adapted our initial potential by ''morphing'' it 63,64 using the function
Here V morph is the morphed surface, V orig is the original surface, and (R,␥) is a distance scaling function
where B i j are the coefficients of the fit and R LEI (␥) is the local R coordinate of the LEI path and ␣͑␥͒ is a damping function with the conditions ␣͑␥͒→0 when ␥→0 and ␣͑␥͒→1 when ␥→. The damping function was used to force (R,␥) to zero at the low angles that correspond to the HCN side of the surface. The functional form for ␣͑␥͒ is given by ␣͑␥͒ϭexp͑Ϫ͑0.6͑␥Ϫ͒͒ 6 
͒. ͑11͒
We used Eq. ͑9͒ with nine terms and i max ϭ2 and j max ϭ2 to morph the VQZANO1 surface with the 17 new, more accurate points. The morphed surface has a standard deviation of 4 cm Ϫ1 for the 17 new aug-cc-pCVQZ points. The HNC HN stretching fundamental calculated from the morphed surface improved to within 14 cm Ϫ1 of the experimental value. The other vibrational fundamentals calculated from the morphed surface are almost unchanged from those calculated with the VQZANO1 surface, as we intended.
B. Stationary points
Finally the potential was re-mapped so that the minima and saddle point were coincident in energy and coordinates with the three cc-pCV5Z points calculated at the critical points. Coordinate mappings for R, r, and ␥ and an energy scaling function were least-squares fitted to the three highaccuracy points with the coordinates and energy of the minima and saddle point of the morphed surface. The functional forms for these mappings and energy scaling function are as follows:
In these equations A and B are the coefficients of the mapping fit and f (␥) and g(␥) are functions of the angle ␥. The R and r coordinates of the three high-accuracy points and the R and r coordinates of the minima and saddle point in our potential deviate by the greatest amount at the saddle point ͑␥ϭ1.3347͒. The deviations in R and r at the HCN minimum are roughly the same as those at the HNC minimum. A function for f (␥) that would peak at ␥ϭ1.3347 while f (␥)ϭ0 when ␥ϭ0 and ␥ϭ was chosen. The function used in this work is f ͑ ␥͒ϭsin ␥ϩ0.131 325 sin͑2␥ ͒. ͑16͒
We chose the 4th power of f (␥) in Eqs. ͑12͒ and ͑13͒ to ''sharpen'' the peak so that the mapping at the saddle point would not influence the HCN and HNC minima regions. The ␥ mapping function ͑14͒ should be 0 at ␥ϭ0 and ␥ϭ. For the energy scaling the damping function ͑16͒ was used, with a g(␥) function where g(␥)ϭ0 for HCN geometries and g(␥) 0 for HNC geometries. The g(␥) function used in this work is
The above functions were used to map and energy scale the VQZANO1 surface to the three high-accuracy points at the minima and saddle point. The mapped VQZANO1 surface will be referred to as the VQZANO2 surface hereafter.
C. The relativistic and BODC correction fits
Both the relativistic energy correction and BODC points were least-squares fitted with the function
This surface proved to be far smoother than the potential energy surface, so only 80 coefficients with i max ϭ3, j max ϭ3, and k max ϭ4 were required to fit to the relativistic correction points with a standard deviation of 0.3 cm Ϫ1 . The relativistic correction is ϩ5.86 cm Ϫ1 at the HCN minimum, ϩ17.26 cm Ϫ1 at the HNC minimum, and Ϫ16.77 cm Ϫ1 at the saddle point. For the BODC surface we used i max ϭ2, j max ϭ3, and k max ϭ4, which yielded a standard deviation of 0.93 cm
Ϫ1
. The BODC is Ϫ1.65 cm Ϫ1 at the HCN minimum, Ϫ7.64 cm Ϫ1 at the HNC minimum, and ϩ6.37 cm Ϫ1 at the saddle point. Figure 2 shows a contour plot of our VQZANO2 potential surface with relativistic and BODC corrections ͑referred to as VQZANOϩsurface͒ in R and ␥, with r fixed to the equilibrium value of 2.1785 a 0 .
D. Fitting the dipole moment surface
The x and z components of the 242 ab initio dipole points of this work were least-squares fitted using functions similar to those used by Brocks et al. 65 to represent the dipoles of KCN and LiCN, The HCN zero-point energy for given surface.
͑20͒
The z axis of our dipole surface lies along the CN bond and the x axis lies perpendicular to the x axis so that the H nucleus bends in the xz plane. For z , we used i max ϭ2, j max ϭ2, and k max ϭ6 and achieved a standard deviation of 0.008 D during the fit. For x , we used i max ϭ2, j max ϭ2, and k max ϭ5 and achieved a standard deviation of 0.002 D. The dipole points of this work are limited to nuclear geometries that correspond to energies of less than 25 000 cm Ϫ1 ; consequently, the dipole moment surfaces ͑DMSs͒ can only be considered reliable for energies below this value.
Values for the various constants necessary to generate the VQZANOϩ PES and DMS, and FORTRAN subroutines representing the surfaces, are given in the electronic archive.
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IV. NUCLEAR MOTION CALCULATIONS
Our vibrational, rotational, and dipole transition calculations were performed with the DVR3D program suite, 66 which uses an exact kinetic-energy ͑EKE͒ operator and a discrete variable representation ͑DVR͒ for the vibrational motions. Jacobi coordinates were used with Legendre polynomials to give the angular grid points and Morse oscillatorlike functions for the radial grids. 40 grid points were used for the R coordinate, 25 for the r coordinate and 50 for the angular coordinate. This was sufficient to converge all calculations reported here.
A. HCN and HNC band origins
We have calculated all (Jϭ0) vibrational band origins ͑VBOs͒ for HCN and HNC states below 12 400 cm Ϫ1 rela- , with increments of 5000 cm
Ϫ1
. The HCN and HNC minima and barrier are at ␥ϭ0, ␥ϭ rad, and ␥ϭ1.3338 rad, respectively, and their coordinates are marked by crosses.
tive to the HCN zero-point energy. Results calculated with our ab initio VQZANOϩ, VQZANO2, and VQZANO1 surfaces are reported in Tables VI and VII. These results agree well with experiment, the HCN and HNC fundamentals agree to within 4 cm Ϫ1 except the 1 (HNC) fundamental. The morphed VQZANO2 surface shows an improvement over the unmorphed VQZANO1 surface, cutting the value of E obs ϪE calc by 1/3. This shows that the 17 aug-cc-pCVQZ CCSD͑T͒ points used made a significant difference to the cc-pCVQZ CCSD͑T͒ surface, implying that the electronic structure of HNC needs a basis larger than cc-pCVQZ to calculate its electronic structure accurately.
Our HCN and HNC ab initio VBOs are significantly closer to experiment than the ab initio VBOs of Bowman et al., especially for the HNC band origins and the HCN levels containing excited CH stretch. The better agreement of our HNC band origins again shows the need for using a larger Gaussian basis for HNC geometries. For bending states with 2 Ͻ8, the results from our surfaces are closer to experiment than the band origins calculated by Bowman et al. However, for bending states with 2 у8 the VQZANO1 surface gives results that are of comparable accuracy to those of Bowman et al., but the VQZANOϩ and VQZANO2 surfaces give VBOs that are roughly 5 cm We have also calculated rovibrational energy levels for the fundamental bands of HCN and HNC using the VQZANOϩ surface, see Tables VIII and IX. The obs.-calc. for these levels have been calculated and corrected for the known vibrational error, the rotational errors are, as for the pure rotational levels, less than 0.7 cm Ϫ1 for the Jϭ20 state. This small error makes the surface useful for spectroscopic line assignments.
C. HCN and HNC band transition dipoles
Wave functions for 0рJϽ4 states calculated with the VQZANOϩ potential surface and the DVR3D program suite were used to compute transition dipoles using our dipole surface. Band dipole strengths can be calculated from the line dipole strengths by dividing the line dipole by the square root of the appropriate Hönl-London factors 67, 68 for a particular transition dipole. There is a difference in the Hönl-London factors used in various works: Smith et al.
1 use Hönl-London factors that are a factor of 4 and 2 greater than those of Maki et al. 68 for the ⌸-⌺ and ⌺-⌸ bands, respectively. This in turn will give band dipoles that are a factor of 1/2 and 1/ͱ2 the band dipoles calculated with the Hönl-London factors used by Maki et al., for the ⌸-⌺ and ⌺-⌸ bands, respectively. To compare ab initio and experimental dipole band strengths it is necessary to know which Hönl-London factor was used to calculate the experimental dipole 
V. CONCLUSION
We have obtained new ab initio ͑semi͒global potential energy and dipole moment surfaces for the HCN-HNC system, based principally on cc-pCVQZ CCSD͑T͒ electronic structure calculations. The final calculated and fitted PES, termed VQZANOϩ, includes relativistic and adiabatic correction surfaces. Our best estimate for the critical energies on the VQZANOϩ surface is that HNC lies 5281 cm Ϫ1 above the HCN absolute minimum. This value is reduced to 5186 cm Ϫ1 when zero-point energy effects are included. The barrier between these minima lies 16 798 cm Ϫ1 above the HCN minimum. These last two values can be compared with 5126Ϯ50 cm Ϫ1 and 16 733 cm Ϫ1 , obtained using a focalpoint procedure. The focal-point estimates are expected to be more accurate than any others presently available.
In general our vibrational band origins are in good agreement with experiment. The main exception is the H-NC stretch for HNC with an anomalously large ͑20 cm Ϫ1 ͒ error. We have morphed the HNC side of our potential with 17 aug-cc-pCVQZ CCSD͑T͒ points, which cuts the error on our H-N͑HNC͒ fundamental by a third. Therefore, a substantial part of the error in the original prediction of the H-N ͑HNC͒ fundamental appears to be caused by the cc-pCVQZ basis not being large enough to represent this part of the potential accurately.
We have calculated Jϭ0 band origins for both HCN and HNC up to 12 400 cm Ϫ1 above the HCN zero-point energy, using our new surfaces. These band origins have been compared with the ab initio calculations of Bowman et al. 20 and with experimental data. The ab initio HCN vibrational band origins agree well with experiment and for the fundamental bands and C-H overtones are a significant improvement on the ab initio results of Bowman et al. 20 The ab initio HNC vibrational band origins also agree well with experiment and are a significant improvement over the results of Bowman et al. This improvement may well be due to the better representation of the HNC well by the cc-pCVQZ basis, and to improve further the surface it will be necessary to extend the size of the basis to beyond aug-cc-pCVQZ.
The geometries and energies of the HCN and HNC minima of our PES agree far better with experiment than does the Bowman et al. surface. The relativistic and adiabatic corrections have the effect of changing the relative energies of the HCN and HNC minima by 5.4 cm Ϫ1 , as is reflected in the change in the HNC͑0,0,0͒ state relative to the HCN ZPE, between the VQZANOϩ surface and the VQ-ZANO2 surface, see Table VII . We have also calculated some representative pure rotational states (Jϭ1, 5, 10, 15, 20) and some rovibrational states for the vibrational fundamentals (Jϭ1, 5, 10, 15, 20) for both HCN and HNC. These states also agree well with experiment and demonstrate that the surface is useful for spectroscopic line assignments.
With our new potential and dipole surfaces we have calculated band transition dipoles for nine bands of HCN including the fundamentals and for the fundamental bands of HNC. We have compared these with experiment and found that they agree to within experimental error in all cases. These new surfaces are presently being used to generate an extensive, accurate, variational linelist for the HCN-HNC system which will be used both to generate opacities for the atmospheres of cool stars and to aid the analysis of laboratory spectra of this system. Our best ab initio potential energy surface, VQZANOϩ, also provides an excellent starting point for determining a high accuracy surface using spectroscopic data for the combined HCN and HNC molecules. The surfaces due to Bowman et al., 19, 20 have been used as a starting point for a spectroscopically fitted surface, 21 which reproduce experimental vibrational band origins to within 1 cm
Ϫ1
. As our experience has shown, a better starting point for a spectroscopic fit leads to a better fitted PES, so we would expect a significant improvement to the fitted HCN-HNC PES from our present starting point. Ab initio TZP AQCC dipole surface of Jakubetz and Lan ͑Ref. 27͒, transformed from integrated band intensities to band dipoles. c Experimental data ͑Ref. 78͒.
