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Abstract
We consider iid Brownian motions, Bj(t), where Bj(0) has a rapidly decreasing,
smooth density function f . The empirical quantiles, or pointwise order statistics,
are denoted by Bj:n(t), and we consider a sequence Qn(t) = Bj(n):n(t), where
j(n)/n → α ∈ (0, 1). This sequence converges in probability to q(t), the α-quantile of
the law of Bj(t). We first show convergence in law in C[0,∞) of Fn = n1/2(Qn − q).
We then investigate properties of the limit process F , including its local covariance
structure, and Ho¨lder-continuity and variations of its sample paths. In particular, we
find that F has the same local properties as fBm with Hurst parameter H = 1/4.
AMS subject classifications: Primary 60F05; secondary 60F17, 60G15, 60G17,
60G18, 60J65
Keywords and phrases: quantile process, order statistics, fluctuations, weak
convergence, fractional Brownian motion, quartic variation
1 Introduction
The classical example of a Brownian motion occurring in nature is the pollen grain on the
surface of the water. Bombarded by the much smaller water molecules that surround it, the
pollen grain embarks on a random walk with numerous, tiny steps. Applying a law of large
numbers type scaling to its path leaves it sitting right where it is, since its trajectory has
mean zero. But applying a central limit theorem type scaling, which exposes its fluctuations,
reveals the Brownian path that we observe in nature.
If we observe a large collection of pollen grains, and approximate their density with a
continuous function, then we might expect this density function to evolve according to the
diffusion equation. In this setting, the diffusion equation can be derived by assuming that
each individual pollen grain moves as an independent Brownian motion.
∗Supported in part by NSA Grant H98230-09-1-0079.
1
However, if the pollen grains are close to one another, as they should be if we are
approximating their density with a continuous function, then their motions are certainly
not independent. They are interacting with one another through collisions. Moreover, the
collisions would evidently provide each individual pollen grain with a drift, pushing it toward
regions where the pollen density is lower. In other words, the individual pollen grains would
not be performing Brownian motions. The question then arises, what do the trajectories of
these colliding pollen grains look like on the mesoscopic scale (that is, under central limit
theorem type scaling)?
In this paper, we consider the simpler, one-dimensional question of the scaling limit of
colliding Brownian motions on the real line. To motivate our model of the collision process,
first consider two physical particles with equal mass and velocities v1 and v2. If these
particle have an elastic collision, then they will exchange velocities. The effect of this will
be that they exchange trajectories at the moment of collision. If x1(t) and x2(t) describe
their trajectories without any interaction, then their trajectories in the presence of collisions
will be min{x1(t), x2(t)} and max{x1(t), x2(t)}. If we extend this reasoning to n particles,
then we are led naturally to consider the empirical quantiles, or order statistics, of the non-
interacting trajectories, x1(t), . . . , xn(t). Two concepts, therefore, which are central to our
approach, are the notions of an α-quantile of a probability measure, and the order statistics
of a family of random variables.
Let ν be a probability measure on R with distribution function Φν(x) = ν((−∞, x]).
Given α ∈ (0, 1), an α-quantile of ν is any number q such that Φν(q−) ≤ α ≤ Φν(q). It is
easy to see that ν has at least one α-quantile, given by q = inf{x : α ≤ Φν(x)}. It is also
clear that if Φν is continuous, then Φν(q) = α for any α-quantile, q.
Given random variables, X1, . . . , Xn, let σ be a (random) permutation of the set
{1, . . . , n} such that Xσ(1) ≤ · · · ≤ Xσ(n) a.s. For 1 ≤ j ≤ n, we define the j-th order statistic
of X = (X1, . . . , Xn) to be Xσ(j), and denote it by Xj:n. Note that −Xj:n = (−X)(n−j+1):n.
Now fix α ∈ (0, 1) and let B be a one-dimensional Brownian motion with a random initial
position. For simplicity in the calculations that are to come, we shall assume that B(0) has
a density function f that is a Schwartz function. That is, f ∈ C∞(R) and
sup
x∈R
(1 + |x|n)|f (m)(x)| <∞, (1.1)
for all nonnegative integers n and m. We will also assume that f(x) dx has a unique α-
quantile, q(0), such that f(q(0)) > 0.
Let {Bj} be an iid sequence of copies of B. For fixed n, the trajectories B1, . . . , Bn denote
the paths of a system of n particles with no interactions. When these particles are allowed
to interact through collisions, their trajectories are given by the pointwise order statistics, or
empirical quantile processes, B1:n, . . . , Bn:n. More specifically, Bj:n is the process such that,
for each t ≥ 0, Bj:n(t) is the j-th order statistic of (B1(t), . . . , Bn(t)). Note that Bj:n is a
continuous process. We shall fix a sequence of integers {j(n)}∞n=1 such that 1 ≤ j(n) ≤ n and
j(n)/n = α+ o(n−1/2). We then consider the sequence of empirical quantile processes {Qn}
given by Qn = Bj(n):n. Our first result concerns the convergence in C[0,∞) of the sequence
{Qn}. To this end, we begin by defining the (deterministic) limit process, and show that it
is continuous.
Let u(x, t) denote the density of B(t). It is well-known that our assumptions on f are
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sufficient to ensure that u ∈ C∞(R× (0,∞)), ∂jxu ∈ C(R× [0,∞)), and ∂jxu(x, 0) = f (j)(x)
for all j ≥ 0. Moreover, ∂jxu(x, t) = Ex[f (j)(B(t))] and u satisfies the diffusion equation,
∂tu = (1/2)∂
2
xu. For each t > 0, the function u(·, t) is strictly positive, which implies
that u(x, t) dx has a unique α-quantile, q(t). The following lemma is easily derived by
differentiating the defining equation for q(t); its proof is given in the appendix.
Lemma 1.1. The function q is in C[0,∞) ∩ C∞(0,∞) and satisfies
q′(t) = −∂xu(q(t), t)
2u(q(t), t)
(1.2)
for all t > 0.
Remark 1.2. Let Ck[0,∞) denote the space of functions g : [0,∞)→ R such that g(j) has a
continuous extension to [0,∞), for all j ≤ k. Also, let C∞[0,∞) = ∩k≥0Ck[0,∞). It is easy
to see from Lemma 1.1 that since u(q(t), t) > 0 for all t ≥ 0, and ∂jxu ∈ C(R × [0,∞)), it
follows that q ∈ C∞[0,∞). That is, q(k) has a continuous extension to [0,∞) for all k.
Remark 1.3. The diffusive flux at time t, in the positive spatial direction, across an
arbitrary moving boundary s(t) is given by −(1/2)∂xu(s(t), t) − u(s(t), t)s′(t). The first
term corresponds to Fick’s first law of diffusion, and the second term comes from the motion
of the boundary. By (1.2), it follows that q(t) is the unique trajectory starting at q(0), across
which there is no diffusive flux. The vanishing of the flux can also be seen by noting that∫ q(t)
−∞
u(x, t) dx = α,
which follows from the definition of q(t).
It will follow from later results that Qn → q in probability in C[0,∞). Our primary
interest, however, is with the fluctuations, Fn = n
1/2(Qn− q). Our objective in this paper is
twofold: (i) to establish the convergence in law in the space C[0,∞) of the sequence Fn to a
limit process F , and (ii) to investigate properties of the limit process F , including its local
covariance structure, and the Ho¨lder continuity and variations of its sample paths.
Regarding (i), we establish the following result, whose proof can be found in Section 6.
(The notation Xn ⇒ X means Xn → X in law.)
Theorem 1.4. There exists a continuous, centered Gaussian process F with covariance
function
ρ(s, t) =
P (B(s) ≤ q(s), B(t) ≤ q(t))− α2
u(q(s), s)u(q(t), t)
, (1.3)
such that Fn ⇒ F in C[0,∞).
It is worth pointing out here that the limiting process F is not deterministic at time
t = 0. In fact, E|F (0)|2 = (α− α2)f(q(0))−2.
Regarding (ii), we derive, in Section 3, several key properties of the limit process F . We
will show that, on compact time intervals, E|F (t)− F (s)|2 is bounded above and below by
constant multiples of |t−s|1/2. In particular, the paths of F are almost surely locally Ho¨lder
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continuous with exponent γ for all γ < 1/4. (See Corollaries 3.2 and Corollary 3.3.) We will
show that F is locally anti-persistent. More specifically, nearby, small increments of size ∆t
have a negative covariance whose order of magnitude is −|t − s|−3/2∆t2. (See Corollaries
3.4 and 3.5.) We will also show that F has a nontrivial, deterministic quartic variation,
given by (6/π)
∫ t
0
|u(q(s), s)|−2 ds. (See Theorem 3.7.) All of these are local properties
that F shares with B1/4, the fractional Brownian motion (fBm) with Hurst parameter
H = 1/4. (Recall that fBm, BH , is a centered Gaussian process with BH(0) = 0 and
E|BH(t) − BH(s)|2 = |t − s|2H , where H ∈ (0, 1).) These local properties are also shared
with the solution to the one-dimensional stochastic heat equation, which was recently studied
in [17] and [4]. On the other hand, the global properties of F can be quite different from
B1/4, which we will illustrate at the end of Section 3, via the special case where f(x) dx is a
standard Gaussian distribution.
A model similar to this was studied in [7]. That model consists of a countably infinite
collection of real-valued stochastic processes xi(t), i ∈ Z, t ≥ 0. The points {xi(0)}i∈Z form
a unit Poisson process on the real line, conditioned to have a point at 0, and labeled so that
· · · < x−2(0) < x−1(0) < x0(0) = 0 < x1(0) < x2(0) < · · ·
The processes {xi(·) − xi(0)} are independent, standard Brownian motions. This family of
processes represents the motion of the particles without collisions. By counting upcrossings
and downcrossings, the motion of a “tagged particle” in the collision system can be defined.
Informally, the tagged particle y(t) is defined as follows. It begins with y(0) = x0(0), and
then continues as y(t) = x0(t) until the first time the path of x0 intersects one of its neighbors,
x1 or x−1. At this point, y adopts the trajectory of the neighboring particle, and follows this
trajectory until the first time it meets one if its two neighbors, and so on.
Of course, when two Brownian particles meet, they intersect infinitely often immediately,
which makes it difficult to carry out the above informal construction. This is why upcrossings
and downcrossings are used instead. (See also [5].) Note that, with only finitely many
particles, the empirical quantiles serve as tagged particles, without any need for counting
crossings.
By the scaling property of Brownian motion, the process n−1y(n2t) has the same law
as a tagged particle in a system initially distributed according to a Poisson process with
a density of n particles per unit length. This is analogous to our centered empirical
quantile process Qn(t)− q(t). Multiplying by n1/2 shows that our process Fn is analogous to
yA(t) = y(At)/A
1/4, where A = n2. In [7], it is shown that yA(1) = y(A)/A
1/4 ⇒ (2/π)1/4N
as A→∞, where N is a standard normal random variable. This implies that for fixed t > 0,
yA(t) = t
1/4yAt(1)⇒ t1/4(2/π)1/4N L= (2/π)1/4B1/4(t),
where
L
= denotes equality in law. In [5], a substantially stronger result was proven, one
case of which shows that yA ⇒ (2/π)1/4B1/4 in C[0,∞). The proof of tightness in [5] relies
heavily on the special properties of the initial Poisson distribution, under which the resulting
particle system has a stationary distribution.
Similar results hold for the simple symmetric exclusion process (SSEP) on the integer
lattice. It has been known since the work of Arratia [1] and Rost and Vares [14] in the 1980s
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that the fluctuations of a tagged particle in a one-dimensional SSEP started in equilibrium
converge, in the sense of finite-dimensional distributions (fdd), to fBm B1/4. The proof of
tightness, however, was established only recently by Peligrad and Sethuraman [13] in 2008.
As with the proof in [5], the proof of tightness for the tagged particle in [13] also relies on
the initial distribution of the particles and does not extend to the non-equilibrium case.
The motion of a tagged particle in a non-equilibrium SSEP was studied in Jara and
Landim [8]. Theorem 2.6 in [8] establishes a result on the fluctuations of a tagged particle in
SSEP which is analogous to our Theorem 1.4, except that in [8] convergence is established
only in the sense of fdds.
It should be noted that the proof methods in [5] do generalize to the non-equilibrium
case when one considers the current process, rather than the tagged particle. In 2005,
Seppa¨la¨inen [15] studied the current process in a system of independent random walks in
a non-equilibrium case. Tightness for this current process (for a certain restricted class of
initial profiles) was proved by Kumar [11] in 2008 by extending the proof of Proposition 5.7
in [5].
In [18], we considered what is very nearly a special case of the present model. Suppose
B(0) = 0 a.s. and j(n) = ⌊(n+ 1)/2⌋, so that Qn is the median process, α = 1/2, and q = 0.
In that case, it was shown in [18] that Fn ⇒ X in C[0,∞), where X is a centered Gaussian
process with covariance function
E[X(s)X(t)] =
√
st sin−1
(
s ∧ t√
st
)
. (1.4)
The main difficulty in establishing this result was the proof of tightness. Unlike [5], we
did not have the benefit of the Poisson initial distribution. Instead, we proved tightness
by making direct estimates on P (|Qn(t)−Qn(s)| ≥ n−1/2ε). The method of estimation was
essentially a four-step procedure. First, we established a connection between this probability
and a certain random walk. Second, we derived estimates for probabilities associated with
this random walk – estimates which depend on the parameters of the walk. Third, we
estimated those parameters in terms of the dynamics of the original model. And fourth, we
put all of this together to get separate estimates on P (|Qn(t)−Qn(s)| ≥ n−1/2ε), depending
on whether n−1/2ε≪ |t− s|1/2, n−1/2ε ≈ |t− s|1/2, or n−1/2ε≫ |t− s|1/2.
Regarding the convergence portion of the present paper, our proof of tightness is
motivated by this rough outline. It is our hope that the new ideas and techniques developed
here in relation to tightness, as well as the methods employed to study the properties of the
limit process, will be applicable to more general colliding particle models.
2 Finite-dimensional distributions
We summarize here the definitions and assumptions from Section 1. Let B be a Brownian
motion such that B(0) has a density function f ∈ C∞ satisfying (1.1) for all nonnegative
integers n and m. Let {j(n)}∞n=1 be a sequence of integers satisfying 1 ≤ j(n) ≤ n and
j(n)/n = α + o(n−1/2), where α ∈ (0, 1). Assume the probability measure f(x) dx has a
unique α-quantile, q(0), satisfying f(q(0)) > 0.
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Let {Bj} be a sequence of iid copies of B. We define Fn = n1/2(Qn−q), where Qn = Bj(n):n
and q(t) is the unique α-quantile of the law of B(t). The fact that Fn ∈ C[0,∞) follows
from Lemma 1.1.
In this section, we begin the proof of Theorem 1.4 by noting that the convergence of the
fdds follows as an immediate corollary of a multi-dimensional quantile central limit theorem,
which is stated below as Theorem 2.1. The proof of the quantile CLT is a straightforward
exercise in the application of the Lindeberg-Feller theorem, and is given in the appendix.
To state the quantile CLT, we first need some preliminaries. Let X be an Rd-valued
random variable. It will be convenient to denote vector components with function notation,
X = (X(1), . . . , X(d)). Let Φj(x) = P (X(j) ≤ x) and Gij(x, y) = P (X(i) ≤ x,X(j) ≤ y).
Fix α ∈ (0, 1)d and assume there exists q ∈ Rd such that Φj(q(j)) = α(j) for all j. Also
assume that, for all i and j, Φ′j(q(j)) exists and is strictly positive, and that Gij is continuous
at (q(i), q(j)).
Let {Xn} be a sequence of iid copies of X . If κ ∈ {1, . . . , n}d, then Xκ:n ∈ Rd shall
denote the componentwise order statistics of X1, . . . , Xn. That is, Xκ:n(j) is the κ(j)-th
order statistic of (X1(j), . . . , Xn(j)).
Theorem 2.1. With the above notation and assumptions, define the matrix σ ∈ Rd×d by
σij =
Gij(q(i), q(j))− α(i)α(j)
Φ′i(q(i))Φ
′
j(q(j))
. (2.1)
If κ(n) = (κ(n, 1), . . . , κ(n, d)) ∈ {1, . . . , n}d satisfies κ(n)/n = α + o(n−1/2), then
n1/2(Xκ(n):n − q) ⇒ N , where N is multinormal with mean zero and covariance matrix
σ.
Corollary 2.2. There exists a centered Gaussian process F with covariance function ρ, given
by (1.3), such that Fn → F in the sense of finite-dimensional distributions.
Proof. Given 0 ≤ t1 < · · · < td, apply Theorem 2.1 with X = (B(t1), . . . , B(td)) and
κ(n) = (j(n), j(n), . . . , j(n)). ✷
Remark 2.3. Note that one of the assumptions in the above theorem is that Φ′j(q(j)) exists
and is strictly positive. In particular, Φj must be continuous at q(j). That is, the theorem
does not apply when the distribution of X(j) has a jump at the quantile point q(j). This,
however, is never the case for the random variables considered in this paper, since for any
initial distribution, the solution of the heat equation is continuous for any positive time.
Remark 2.4. To give some limited intuitive sense to (2.1), let us consider what it implies
for stochastic processes. Let {Xn(t) : t ∈ T}∞n=1 be a sequence of iid, measurable, real-
valued copies of a stochastic process X(t), parameterized by some general index set T .
Let Φ(x, t) = P (X(t) ≤ x). Suppose that Φ(·, t) is continuous and strictly increasing,
and, for α ∈ (0, 1), define q(α, t) so that Φ(q(α, t), t) = α. Let κ : (0, 1) × N → N
satisfy κ(α, n) ∈ {1, . . . , n} and κ(α, n) = αn + o(n1/2) for each fixed α. Let Xκ:n(t)
denote the κ-th order statistic of X1(t), . . . , Xn(t), and define Qn(α, t) = Xκ(α,n):n(t). Let
Fn(α, t) = n
1/2(Qn(α, t)− q(α, t)).
From Theorem 2.1, we find that if we make the additional assumptions that ∂xΦ(x, t) > 0
for all x such that 0 < Φ(x, t) < 1, and that the functions (x, y) 7→ P (X(s) ≤ x,X(t) ≤ y)
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are continuous for each fixed s and t, then the fdds of the two-parameter processes Fn
converge to those of a centered Gaussian process F on (0, 1)× T with covariance function
E[F (α, s)F (β, t)] =
P (X(s) ≤ q(α, s), X(t) ≤ q(β, t))− αβ
∂xΦ(q(α, s), s)∂xΦ(q(β, t), t)
. (2.2)
In this paper, we are considering not only the special case in which the processes are Brownian
motions, but also the special case in which α is fixed. If we fix t, however, then a familiar
process emerges. Namely, for fixed t, the process α 7→ F (α, t) has covariance function
E[F (α, t)F (β, t)] =
α ∧ β − αβ
∂xΦ(q(α, t), t)∂xΦ(q(β, t), t)
. (2.3)
In other words, ∂xΦ(q(·, t), t)F (·, t) is a Brownian bridge. This phenomenon stems from
the relationship between the quantiles and the empirical processes. That is, let Φn(x, t) =
1
n
∑n
j=1 1{Xj(t)≤x}. Then
n1/2(Φn(Qn(α, t), t)− Φ(q(α, t), t)) = n1/2(n−1κ(α, n)− α) = o(1).
Hence, under suitable assumptions on Φ(·, t) and its derivatives, we may use a Taylor
polynomial for Φ(·, t) about q(α, t), obtaining
n1/2(Φn(Qn(α, t), t)− Φ(Qn(α, t), t)) = −n1/2(Φ(Qn(α, t), t)− Φ(q(α, t), t)) + o(1)
= −∂xΦ(q(α, t), t)Fn(α, t) + n−1/2|Fn(α, t)|2O(1) + o(1). (2.4)
For fixed t, it is well-known that n1/2(Φn(·, t) − Φ(·, t)) converges to B◦(Φ(·, t)), where B◦
is a Brownian bridge (see Billingsley [2], for example). Hence, the left-hand side of (2.4)
converges to B◦(Φ(q(α, t), t)) = B◦(α), which explains the covariance function (2.3).
The connection to the empirical processes given by (2.4) is still valid, of course, even when
t is allowed to vary. In this case, (2.4) and (2.2) show that the two-parameter fluctuation
processes n1/2(Φn −Φ)→ V in the fdd sense, where V is centered Gaussian with covariance
E[V (x, s)V (y, t)] = P (X(s) ≤ x,X(t) ≤ y)− P (X(s) ≤ x)P (X(t) ≤ y). (2.5)
At this point, it is interesting to compare this with the results in Martin-Lo¨f [12]. When X
is a Markov process, [12] considers the convergence, in the fdd sense, of fluctuations such
as these, although for a slightly different model in which we have N ∼ Poisson(n) particles
instead of n particles. This subtle difference produces slightly different fdds in the limit.
(For example, in the fixed t case, the fluctuations of the empirical distributions of a Poisson
number of variables converges to a Brownian motion rather than a Brownian bridge, which
can be seen either from the heuristic demonstration below, or as a special case of Corollary
2 in [12].)
More specifically, let Φ˜n(x, t) = 1
n
∑N
j=1 1{Xj(t)≤x}. Note that
n1/2(Φ˜n − Φ) = (N/n)1/2N1/2(ΦN − Φ) + n1/2(N/n− 1)Φ.
Hence, n1/2(Φ˜n−Φ)→ V˜ in the fdd sense, where V˜ = V +ZΦ, and Z is a standard normal
random variable, independent of V . Using (2.5), it follows that V˜ is centered Gaussian with
covariance
E[V˜ (x, s)V˜ (y, t)] = P (X(s) ≤ x,X(t) ≤ y).
This, of course, is precisely the result we obtain from Corollary 2 in [12].
7
3 Properties of the limit process
Before proceeding to the proof of tightness, we first establish some of the properties of the
limit process. In what follows, C shall denote a positive, finite constant, that may change
value from line to line.
Theorem 3.1. Recall ρ given by (1.3). For each T > 0, there exist positive constants
δ, C1, C2 such that whenever 0 < s < t ≤ T and |t− s| < δ, we have
(i) C1|t− s|−1/2 ≤ ∂sρ(s, t) ≤ C2|t− s|−1/2,
(ii) −C2|t− s|−1/2 ≤ ∂tρ(s, t) ≤ −C1|t− s|−1/2, and
(iii) −C2|t− s|−3/2 ≤ ∂2stρ(s, t) ≤ −C1|t− s|−3/2.
Proof. Define F˜ (t) = u(q(t), t)F (t) and note that F˜ is a centered Gaussian process with
covariance function
ρ˜(s, t) = P (B(s) ≤ q(s), B(t) ≤ q(t))− α2. (3.1)
We will first prove the theorem for ρ˜ instead of ρ. For later purposes, it will be convenient
at this time to introduce the auxiliary function
ζ(s, t, w, z) =
∫ q(s)+w
−∞
∫ q(t)+z
−∞
p(t− s, x, y)∂ixu(x, s) dy dx, (3.2)
where i ≥ 0 and p(t, x, y) = (2πt)−1/2e−(x−y)2/2t. In this proof, we use only the case i = 0.
Later, in Section 6, we will make use of the general case for arbitrary i. We now compute
that
∂tζ = q
′(t)
∫ q(s)+w
−∞
p(t− s, x, q(t) + z)∂ixu(x, s) dx
+
∫ q(s)+w
−∞
∫ q(t)+z
−∞
∂tp(t− s, x, y)∂ixu(x, s) dy dx
= q′(t)
∫ q(s)+w
−∞
p(t− s, x, q(t) + z)∂ixu(x, s) dx
+
1
2
∫ q(t)+z
−∞
∫ q(s)+w
−∞
∂2xp(t− s, x, y)∂ixu(x, s) dx dy.
(3.3)
Using integration by parts,∫ q(s)+w
−∞
∂2xp(t− s, x, y)∂ixu(x, s) dx
= ∂xp(t− s, q(s) + w, y)∂ixu(q(s) + w, s)− p(t− s, q(s) + w, y)∂i+1x u(q(s) + w, s)
+
∫ q(s)+w
−∞
p(t− s, x, y)∂i+2x u(x, s) dx.
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Substituting this into (3.3) gives
∂tζ = q
′(t)
∫ q(s)+w
−∞
p(t− s, x, q(t) + z)∂ixu(x, s) dx
+
1
2
∫ q(t)+z
−∞
∂xp(t− s, q(s) + w, y)∂ixu(q(s) + w, s) dy
− 1
2
∫ q(t)+z
−∞
p(t− s, q(s) + w, y)∂i+1x u(q(s) + w, s) dy
+
1
2
∫ q(t)+z
−∞
∫ q(s)+w
−∞
p(t− s, x, y)∂i+2x u(x, s) dx dy.
We now use the fact that ∂xp(t, x, y) = −∂yp(t, x, y) to rewrite this as
∂tζ = q
′(t)
∫ q(s)+w
−∞
p(t− s, x, q(t) + z)∂ixu(x, s) dx
− 1
2
p(t− s, q(s) + w, q(t) + z)∂ixu(q(s) + w, s)
− 1
2
∂i+1x u(q(s) + w, s)
∫ q(t)+z
−∞
p(t− s, q(s) + w, y) dy
+
1
2
∫ q(t)+z
−∞
∫ q(s)+w
−∞
p(t− s, x, y)∂i+2x u(x, s) dx dy. (3.4)
Similarly, for the other partial derivative, we have
∂sζ = q
′(s)
∫ q(t)+z
−∞
p(t− s, q(s) + w, y)∂ixu(q(s) + w, s) dy
−
∫ q(s)+w
−∞
∫ q(t)+z
−∞
∂tp(t− s, x, y)∂ixu(x, s) dy dx
+
∫ q(s)+w
−∞
∫ q(t)+z
−∞
p(t− s, x, y)∂t∂ixu(x, s) dy dx.
By (3.3), this becomes
∂sζ = q
′(s)
∫ q(t)+z
−∞
p(t− s, q(s) + w, y)∂ixu(q(s) + w, s) dy
− ∂tζ + q′(t)
∫ q(s)+w
−∞
p(t− s, x, q(t) + z)∂ixu(x, s) dx
+
∫ q(s)+w
−∞
∫ q(t)+z
−∞
p(t− s, x, y)∂t∂ixu(x, s) dy dx. (3.5)
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Substituting (3.4) into the above, and using ∂tu = (1/2)∂
2
xu gives
∂sζ =
1
2
p(t− s, q(s) + w, q(t) + z)∂ixu(q(s) + w, s)
+
(
q′(s)∂ixu(q(s) + w, s) +
1
2
∂i+1x u(q(s) + w, s)
)∫ q(t)+z
−∞
p(t− s, q(s) + w, y) dy. (3.6)
Now observe that, taking i = 0, ρ˜(s, t) = ζ(s, t, 0, 0)− α2. Hence, by (3.4) and (1.2),
∂tρ˜(s, t) = q
′(t)
∫ q(s)
−∞
p(t− s, x, q(t))u(x, s) dx− 1
2
p(t− s, q(s), q(t))u(q(s), s)
+ u(q(s), s)q′(s)
∫ q(t)
−∞
p(t− s, q(s), y) dy+ 1
2
∫ q(t)
−∞
∫ q(s)
−∞
p(t− s, x, y)∂2xu(x, s) dx dy,
and by (3.6) and (1.2),
∂sρ˜(s, t) =
1
2
p(t− s, q(s), q(t))u(q(s), s). (3.7)
Differentiating (3.7) with respect to t gives
∂2stρ˜(s, t) =
1
2
∂tp(t− s, q(s), q(t))u(q(s), s) + 1
2
∂yp(t− s, q(s), q(t))u(q(s), s)q′(t). (3.8)
Part (i) now follows easily from (3.7), using the fact that u(q(s), s) is continuous and strictly
positive on [0,∞), and |q(t)− q(s)| ≤ C|t− s| for all s, t ∈ [0, T ].
Part (ii) will follow from (i), once we show that
|∂sρ˜(s, t) + ∂tρ˜(s, t)| ≤ C. (3.9)
By (3.5),
∂sρ˜(s, t) + ∂tρ˜(s, t) = q
′(s)
∫ q(t)
−∞
p(t− s, q(s), y)u(q(s), s) dy
+ q′(t)
∫ q(s)
−∞
p(t− s, x, q(t))u(x, s) dx+
∫ q(s)
−∞
∫ q(t)
−∞
p(t− s, x, y)∂tu(x, s) dy dx. (3.10)
Note that∣∣∣∣∣q′(s)
∫ q(t)
−∞
p(t− s, q(s), y)u(q(s), s) dy
∣∣∣∣∣ = |q′(s)|u(q(s), s)P q(s)(B(t− s) ≤ q(t)) ≤ C.
(3.11)
Next, by the Markov property, u(y, t) =
∫
R
p(t− s, x, y)u(x, s) dx. Hence,∣∣∣∣∣q′(t)
∫ q(s)
−∞
p(t− s, x, q(t))u(x, s) dx
∣∣∣∣∣ ≤ |q′(t)|u(q(t), t) ≤ C. (3.12)
10
Finally, note that ∂tu(x, t) = (1/2)∂
2
xu(x, t) = (1/2)E
x[f ′′(B(t))]. Therefore,∫ q(s)
−∞
∫ q(t)
−∞
p(t− s, x, y)∂tu(x, s) dy dx
=
1
2
∫ q(s)
−∞
∫ q(t)
−∞
∫
R
p(t− s, x, y)p(s, x, z)f ′′(z) dz dy dx
=
1
2
∫
R
P z(B(s) ≤ q(s), B(t) ≤ q(t))f ′′(z) dz,
which implies ∣∣∣∣∣
∫ q(s)
−∞
∫ q(t)
−∞
p(t− s, x, y)∂tu(x, s) dy dx
∣∣∣∣∣ ≤ 12‖f ′′‖1. (3.13)
Applying (3.11), (3.12), and (3.13) to (3.10) establishes (3.9), and completes the proof of
(ii).
Part (iii) will follow from (3.8), once we establish that for |t− s| sufficiently small,
−C2|t− s|−3/2 ≤ ∂tp(t− s, q(s), q(t)) ≤ −C1|t− s|−3/2, and (3.14)
|∂yp(t− s, q(s), q(t))| ≤ C2|t− s|−1/2. (3.15)
First, note that
∂tp(t, x, y) = − 1
2
√
2π
e−(x−y)
2/2t
(
1− (x− y)
2
t
)
1
t3/2
.
Since |q(t)−q(s)| ≤ C|t−s|, it follows that for |t−s| sufficiently small, ∂tp(t−s, q(s), q(t)) < 0
with |∂tp(t−s, q(s), q(t))| ≤ C|t−s|−3/2, which establishes the lower bound in (3.14). For the
upper bound, note that e−(q(t)−q(s))
2/2(t−s) ≥ e−C|t−s| ≥ e−CT . Hence, |∂tp(t− s, q(s), q(t))| ≥
C|t− s|−3/2 when |t− s| is small enough.
Finally, we observe that
|∂yp(t, x, y)| = 1√
2π
|x− y|
t3/2
e−(x−y)
2/2t ≤ |x− y|t−3/2,
so that (3.15) follows as above from |q(t)− q(s)| ≤ C|t− s|. This completes the proof of the
theorem when ρ is everywhere replaced by ρ˜. We now prove the theorem as stated.
By (1.3), ρ(s, t) = θ(s)θ(t)ρ˜(s, t), where θ(t) = (u(q(t), t))−1. Note that θ ∈ C1[0,∞)
and
∂sρ(s, t) = θ
′(s)θ(t)ρ˜(s, t) + θ(s)θ(t)∂sρ˜(s, t),
∂tρ(s, t) = θ(s)θ
′(t)ρ˜(s, t) + θ(s)θ(t)∂tρ˜(s, t),
∂2stρ(s, t) = θ
′(s)θ′(t)ρ˜(s, t) + θ′(s)θ(t)∂tρ˜(s, t) + θ(s)θ
′(t)∂sρ˜(s, t) + θ(s)θ(t)∂
2
stρ˜(s, t),
from which (i), (ii), and (iii) follow. ✷
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Corollary 3.2. Fix T > 0. There exist positive constants C1, C2 such that
C1|t− s|1/2 ≤ E|F (t)− F (s)|2 ≤ C2|t− s|1/2 (3.16)
for all s, t ∈ [0, T ].
Proof. Since (s, t) 7→ E|F (t)− F (s)|2 is continuous and strictly positive on {s 6= t}, it will
suffice to show there exists δ0 > 0 such that the theorem holds whenever |t− s| ≤ δ0. Also,
in the notation of the proof of Theorem 3.1, since F (t) = θ(t)F˜ (t), where θ ∈ C1[0,∞) is
strictly positive, it will suffice to prove the theorem for F˜ . For this, observe that
E|F˜ (t)− F˜ (s)|2 = ρ˜(t, t) + ρ˜(s, s)− 2ρ˜(s, t) = 2(ρ˜(t, t)− ρ˜(s, t)), (3.17)
where ρ˜ is given by (3.1). Hence,
E|F˜ (t)− F˜ (s)|2 = 2
∫ t
s
∂sρ˜(u, t) du.
Applying Theorem 3.1(i) and the fact that
∫ t
s
|t − u|−1/2 du = 2|t− s|1/2 finishes the proof.
✷
Corollary 3.3. The process F has a modification which is locally Ho¨lder continuous on
[0,∞) with exponent γ for any γ < 1/4.
Proof. By the Kolmogorov-Cˇentsov theorem (see, for example, [10], Thm 2.2.8), if, for each
T > 0, there exist positive constants β, r, C such that
E|F (t)− F (s)|β ≤ C|t− s|1+r
for all s, t ∈ [0, T ], then F has a continuous modification which is locally Ho¨lder continuous
with exponent γ for all γ < r/β. Since F is Gaussian, (3.16) implies E|F (t) − F (s)|p ≤
Cp|t − s|p/4. We may therefore take β = p and r = p/4 − 1. Letting p → ∞ completes the
proof. ✷
Corollary 3.4. For each T > 0, there exist positive constants δ, C1, C2 such that
−C2|t− s|−1/2∆t ≤ E[F (s)(F (t+∆t)− F (t))] ≤ −C1|t+∆t− s|−1/2∆t,
for all 0 ≤ s < t ≤ T and ∆t > 0 such that |t− s| < δ and ∆t < δ.
Proof. We write
E[F (s)(F (t+∆t)− F (t))] = ρ(s, t +∆t)− ρ(s, t) =
∫ t+∆t
t
∂tρ(s, u) du.
Applying Theorem 3.1(ii) and the fact that
|t+∆t− s|−1/2∆t ≤
∫ t+∆t
t
|u− s|−1/2 du ≤ |t− s|−1/2∆t,
finishes the proof. ✷
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Corollary 3.5. For each T > 0, there exist positive constants δ, C1, C2 such that
− C2|t− s|−3/2∆s∆t ≤ E[(F (s)− F (s−∆s))(F (t+∆t)− F (t))]
≤ −C1|t+∆t− (s−∆s)|−3/2∆s∆t,
for all 0 ≤ s < t ≤ T , ∆s > 0, and ∆t > 0 such that |t− s| < δ, ∆s < δ, and ∆t < δ.
Proof. We write
E[(F (s)− F (s−∆s))(F (t+∆t)− F (t))] =
∫ s
s−∆s
∫ t+∆t
t
∂2stρ(u, v) dv du.
Applying Theorem 3.1(iii) and the fact that
|t+∆t− (s−∆s)|−3/2∆s∆t ≤
∫ s
s−∆s
∫ t+∆t
t
|v − u|−3/2 dv du ≤ |t− s|−3/2∆s∆t,
finishes the proof. ✷
Remark 3.6. Note that in Corollaries 3.4 and 3.5, since ∂tρ(s, t) and ∂
2
stρ(s, t) are continuous
away from {s = t}, we have
|E[F (s)(F (t+∆t)− F (t))]| ≤ C|t− s|−1/2∆t, and
|E[(F (s)− F (s−∆s))(F (t+∆t)− F (t))]| ≤ C|t− s|−3/2∆s∆t,
for all 0 ≤ s < t ≤ T , ∆s > 0, and ∆t > 0. Also note that Theorem 3.1 and Corollaries
3.2-3.5 all apply to F˜ (t) = u(q(t), t)F (t) as well.
As an application of these estimates on the local covariance structure of the increments
of F , we now show that F has a finite, nonzero, deterministic quartic variation.
Theorem 3.7. If
VΠ(t) =
∑
0<tj≤t
|F (tj)− F (tj−1)|4,
where Π = {0 = t0 < t1 < t2 < · · · } is a partition of [0,∞) with tj ↑ ∞, then for all T > 0,
lim
|Π|→0
E
[
sup
0≤t≤T
∣∣∣∣VΠ(t)− 6π
∫ t
0
|u(q(s), s)|−2 ds
∣∣∣∣2] = 0,
where |Π| = supj |tj − tj−1|.
Proof. We again adopt the notation of the proof of Theorem 3.1. Let θ(t) = (u(q(t), t))−1
and recall that θ ∈ C1[0,∞) is strictly positive, and that F (t) = θ(t)F˜ (t). Since VΠ is
monotone, it suffices by Dini’s theorem to show that
VΠ(t)→ 6
π
∫ t
0
θ(s)2 ds,
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in L2 for each fixed t > 0. For any stochastic process X , we adopt the notation
∆Xj = X(tj)−X(tj−1). We will also write ∆tj = tj − tj−1. Hence,
∆Fj = θ(tj)∆F˜j + F˜ (tj−1)∆θj ,
which implies ∆F 4j = θ(tj)
4∆F˜ 4j +Rj, where
|Rj | ≤ C
4∑
i=1
|F˜ (tj−1)|i∆tij∆F˜ 4−ij .
Thus,
E
∣∣∣∣ ∑
0<tj≤t
Rj
∣∣∣∣2 ≤ C 4∑
i=1
E
∣∣∣∣ ∑
0<tj≤t
|F˜ (tj−1)|i∆tij∆F˜ 4−ij
∣∣∣∣2.
Note that Corollary 3.2 also holds for F˜ . Thus, using Ho¨lder’s inequality, we have
E
∣∣∣∣ ∑
0<tj≤t
Rj
∣∣∣∣2 ≤ C 4∑
i=1
E
[( ∑
0<tj≤t
∆t2j
)( ∑
0<tj≤t
|F˜ (tj−1)|2i∆t2(i−1)j ∆F˜ 2(4−i)j
)]
= C
4∑
i=1
( ∑
0<tj≤t
∆t2j
)( ∑
0<tj≤t
∆t
2(i−1)
j E[|F˜ (tj−1)|2i∆F˜ 2(4−i)j ]
)
≤ C
4∑
i=1
( ∑
0<tj≤t
∆t2j
)( ∑
0<tj≤t
∆t
2(i−1)
j (E|F˜ (tj−1)|4i)1/2(E∆F˜ 4(4−i)j )1/2
)
≤ C
4∑
i=1
( ∑
0<tj≤t
∆t2j
)( ∑
0<tj≤t
∆t2i−2j (E∆F˜
4(4−i)
j )
1/2
)
.
As in the proof of Corollary 3.3, since F is Gaussian, (3.16) implies E∆F˜
4(4−i)
j ≤ Ci∆t4−i.
Thus,
E
∣∣∣∣ ∑
0<tj≤t
Rj
∣∣∣∣2 ≤ C 4∑
i=1
( ∑
0<tj≤t
∆t2j
)( ∑
0<tj≤t
∆t
3i/2
j
)
→ 0,
as |Π| → 0. It therefore suffices to show that
∑
0<tj≤t
θ(tj)
4∆F˜ 4j →
6
π
∫ t
0
θ(s)2 ds,
in L2 as |Π| → 0.
By (3.17),
E∆F˜ 2j = 2(ρ˜(tj , tj)− ρ˜(tj−1, tj)) = 2
∫ ∆tj
0
∂sρ˜(tj − ε, tj) dε. (3.18)
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By (3.7),
∂sρ˜(tj − ε, tj) = 1
2
p(ε, q(tj − ε), q(tj))u(q(tj − ε), tj − ε)
=
1
2
√
2π
ε−1/2e−(q(tj )−q(tj−ε))
2/2εu(q(tj − ε), tj − ε).
Using |1 − e−x| ≤ x for all x ≥ 0, and |q(t) − q(s)| ≤ C|t − s| for all 0 ≤ s ≤ t ≤ T , and
u(q(·), ·) ∈ C1[0,∞), this gives∣∣∣∣∂sρ˜(tj − ε, tj)− 12√2π ε−1/2u(q(tj), tj)
∣∣∣∣ ≤ Cε1/2.
Substituting this into (3.18) gives∣∣∣∣E∆F˜ 2j −
√
2
π
∆t
1/2
j u(q(tj), tj)
∣∣∣∣ ≤ C∆t3/2j .
Since E∆F˜ 4j = 3(E∆F˜
2
j )
2 and θ(t) = (u(q(t), t))−1, this implies∣∣∣∣θ(tj)4E∆F˜ 4j − 6π∆tjθ(tj)2
∣∣∣∣
= 3θ(tj)
4
∣∣∣∣E∆F˜ 2j −
√
2
π
∆t
1/2
j θ(tj)
−1
∣∣∣∣∣∣∣∣E∆F˜ 2j +
√
2
π
∆t
1/2
j θ(tj)
−1
∣∣∣∣ ≤ C∆t2j .
Note that ∑
0<tj≤t
6
π
∆tjθ(tj)
2 → 6
π
∫ t
0
θ(s)2 ds.
It will therefore suffice to show that
E
∣∣∣∣ ∑
0<tj≤t
(θ(tj)
4∆F˜ 4j − θ(tj)4E∆F˜ 4j )
∣∣∣∣2 → 0,
as |Π| → 0.
For this, we write
E
∣∣∣∣ ∑
0<tj≤t
(θ(tj)
4∆F˜ 4j − θ(tj)4E∆F˜ 4j )
∣∣∣∣2 =∑
i,j
θ(ti)
4θ(tj)
4(E[∆F˜ 4i ∆F˜
4
j ]− (E∆F˜ 4i )(E∆F˜ 4j )).
If X and Y are jointly normal with mean zero and variances σ2X and σ
2
Y , then
E[X4Y 4] = σ4Xσ
4
Y (9 + 72ρ
2
X,Y + 24ρ
4
X,Y ),
where ρX,Y = (σXσY )
−1E[XY ]. Hence,
|E[X4Y 4]− (EX4)(EY 4)| ≤ Cσ2Xσ2Y |E[XY ]|2.
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Therefore,
E
∣∣∣∣ ∑
0<tj≤t
(θ(tj)
4∆F˜ 4j − θ(tj)4E∆F˜ 4j )
∣∣∣∣2 ≤ C∑
i,j
∆t
1/2
i ∆t
1/2
j |E∆F˜i∆F˜j |2.
By Ho¨lder’s inequality, |E∆F˜i∆F˜j |2 ≤ C∆t1/2i ∆t1/2j . Thus, it will suffice to show that∑
tj−ti>2|Π|
∆t
1/2
i ∆t
1/2
j |E∆F˜i∆F˜j |2 → 0,
as |Π| → 0.
If tj − ti > 2|Π|, then tj−1 > ti. Hence, by Corollary 3.5 and Remark 3.6,
|E∆F˜i∆F˜j |2 ≤ C∆t2i∆t2j |tj−1 − ti|−3,
where C depends only on T . Since |tj−1 − ti| > |Π| ≥ ∆tk for all k, this implies
|E∆F˜i∆F˜j |2 ≤ C∆t1/2i ∆t5/4j |tj−1 − ti|−3/4 ≤ C|Π|3/4∆t1/2i ∆t1/2j |tj−1 − ti|−3/4.
Hence, ∑
tj−ti>2|Π|
∆t
1/2
i ∆t
1/2
j |E∆F˜i∆F˜j |2 ≤ C|Π|3/4
∑
tj−ti>2|Π|
∆ti∆tj |tj−1 − ti|−3/4 → 0,
since
∫ t
0
∫ t
0
|u− v|−3/4 du dv <∞. ✷
Although the local properties of F are very similar to B1/4, the global properties need not
be. One simple observation along these lines is that E|BH(t)|2 = t2H , whereas E|F (t)|2 ≥ Ct,
for some constant C that depends on the initial distribution f . Indeed, by (1.3), we have
E|F (t)|2 = (α− α2)|u(q(t), t)|−2, and
u(x, t) =
1√
2πt
∫
f(y)e−(x−y)
2/2t dy ≤ 1√
2πt
‖f‖1.
In other words, for t large, F (t) has a variance which is comparable to Brownian motion,
rather than fBm.
We will illustrate some other global properties of F with a particular example of an initial
distribution. As noted in Section 1, if B(0) ∼ N(0, 1) and j(n) = ⌊(n + 1)/2⌋, so that Qn
is the median, α = 1/2, and q = 0, then the result in [18] implies that Fn(·) ⇒ X(· + 1) in
C[0,∞), where the covariance function of X is given by (1.4). We will illustrate the global
properties of F in this case by deriving some of the global properties of X .
First, note that fBm has a self-similarity scaling property. Namely, c−HBH(ct) and BH(t)
have the same law, as processes. Based on this, we might expect X to have a similar scaling
property with exponent 1/4. However, X obeys the Brownian scaling law with exponent
1/2. This can be seen immediately by direct inspection of (1.4).
Second, note that fBm is a long-memory process. In particular,
rH(n) = E[B
H(1)(BH(n + 1)−BH(n))]
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decays only polynomially. It is well-known that rH(n) ∼ 2H(2H − 1)n2H−2, where an ∼ bn
means an/bn → 1 as n→∞. Based on this, we might expect
r(n) = E[X(1)(X(n+ 1)−X(n))] (3.19)
to satisfy r(n) ∼ Cn−3/2 for some constant C. However, this is not the case.
Proposition 3.8. If r(n) is given by (3.19), then r(n) ∼ −(1/6)n−2.
Proof. The proposition follows easily by observing that
r(n) =
√
n + 1 sin−1
(
1√
n+ 1
)
−√n sin−1
(
1√
n
)
,
and using the Taylor expansion sin−1 x = x+ x3/6 + 3x5/40 +O(x7). ✷
We see then that X is a process which behaves locally like fBm with H = 1/4, but whose
increments are more weakly correlated than those of fBm. Another example of such a process
is sub-fBm (see Bojdecki et al [3], for example). For sub-fBm with H = 1/4, the increments
decay at the rate n−5/2. The decay rate of n−2 in Proposition 3.8 has only been established
here for the case when the initial distribution of the particles is a standard Gaussian, and an
investigation of the relationship between the initial distribution and this exponent is beyond
the scope of the current paper. However, we may presently note that F is not a sub-fBm
for any initial distribution f , since the variance of a sub-fBm is always proportional to t2H ,
whereas E|F (t)|2 ≥ Ct, as we observed above.
4 Outline of proof of tightness
Our primary tool for proving tightness is the following version of the Kolmogorov-Prohorov
tightness criterion.
Theorem 4.1. If {Zn} is a sequence of continuous stochastic processes such that
(i) supn≥n0 P (|Zn(0)| > λ)→ 0 as λ→∞, and
(ii) supn≥n0 P (|Zn(t) − Zn(s)| ≥ ε) ≤ CT ε−α|t − s|1+β whenever 0 < ε < 1, T > 0, and
0 ≤ s < t ≤ T ,
for some positive constants n0, α, β, and CT (depending on T ), then {Zn} is relatively
compact in C[0,∞).
When we apply the above theorem to our processes {Fn}, Condition (i) will automatically
be satisfied due to the already established convergence of the fdds. Our main theorem will
therefore be proved once we establish that {Fn} satisfies Condition (ii) of Theorem 4.1. The
remainder of the paper will be devoted to proving this. For this, we will need to study the
distribution of the difference of two quantiles. Unfortunately, the difference of the quantiles is
not the quantile of the differences. The stark non-linearity of the quantile mapping creates
substantial technical difficulties. In the next section, we begin by using conditioning to
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connect the probability being estimated to a certain random walk. With an eye to future
applications, we construct this connection in abstract generality. In Section 6, we will return
to the specific sequence {Fn}.
Before moving on to the details of the proof of tightness, we pause here to present a
general overview of the key steps to be taken in the remainder of the paper. Let Bj = Bj−q,
B = B1, and Qn = Qn − q = Bj(n):n. To verify Condition (ii) of Theorem 4.1, we will aim
to show that
P (|Fn(t)− Fn(s)| ≥ ε) ≤ Cpε−p|t− s|p/4, (4.1)
for any p > 2. We begin by writing
P (|Fn(t)− Fn(s)| ≥ ε) = P (|Qn(t)−Qn(s)| ≥ n−1/2ε).
Heuristically, the order of magnitude of |Qn(t) − Qn(s)| should be less than that of
|B(t)− B(s)|, which is |t− s|1/2. Consequently, it is easy to estimate this probability when
n−1/2ε ≥ |t − s|1/2−∆ for some ∆ > 0. (This is what we call the “large gap regime”.) This
routine estimate is carried out in the appendix, and (4.1) is easily verified in the large gap
regime.
We next turn our attention to the “small gap regime”, when n−1/2ε ≤ |t − s|1/2+∆ for
some ∆ > 0. We begin with the fact that
P (Qn(t)−Qn(s) ≤ −n−1/2ε) = E[P (Qn(t)−Qn(s) ≤ −n−1/2ε | Qn(s))]. (4.2)
(The estimates for P (Qn(t)−Qn(s) ≥ n−1/2ε) are nearly identical.) To deal with the right-
hand side of (4.2), we apply the results from Section 5, wherein we study, in generality,
the conditional distribution of the difference of two quantiles. There we find that this
conditional probability can be well-approximated by certain probabilities connected to sums
of iid random variables, and that sufficient estimates on these probabilities can be derived.
When we apply Theorem 5.1 to the problem at hand, we find that if
q1(x, y) = P (B(t) > q(t) + x+ y | B(s) < q(s) + x),
q2(x, y) = P (B(t) < q(t) + x+ y | B(s) > q(s) + x),
and
ϕ≤j:n(x, y) = P
( j−1∑
i=1
1{Ui≤q1} ≤
n∑
i=j+1
1{Ui≤q2}
)
,
where {Ui} are iid and uniform on (0, 1), then
P (Qn(t)−Qn(s) ≤ −n−1/2ε | Qn(s)) ≤ ϕ≤j(n):n(Qn(s),−n−1/2ε).
By (4.2) and the fact that ϕ≤j:n(x, y) ≤ 1, this gives, for any K > 0,
P (Qn(t)−Qn(s) ≤ −n−1/2ε) ≤ sup
|x|≤K
ϕ≤j(n):n(x,−n−1/2ε) + P (|Qn(s)| > K).
Since Fn has well-behaved tail probabilities (see Proposition A.2 and Remark A.3), we
may choose K so that P (|Qn(s)| > K) ≤ Cpε−p|t − s|p/4. (In fact, the correct choice is
K = n−1/2ε|t− s|−1/4.) The problem thus reduces to showing that
sup
|x|≤K
ϕ≤j(n):n(x,−n−1/2ε) ≤ Cpε−p|t− s|p/4. (4.3)
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For this, we again appeal to the general results in Section 5. This time applying Theorem
5.2, we find that
ϕ≤j(n):n(x,−n−1/2ε) ≤ C
(
σ(x,−n−1/2ε)
nµ(x,−n−1/2ε)2
)p/2
,
where
σ(x, y) = αq1(x, y) + (1− α)q2(x, y),
µ(x, y) = αq1(x, y)− (1− α)q2(x, y).
To show that this leads to (4.3), we use Taylor expansions for σ and µ which are developed
in Proposition 6.1 and Corollary 6.2, and which rely on some of the computations in the
proof of Theorem 3.1. When all of this analysis is finally complete, we will have established
(4.3), and therefore (4.1), in the small gap regime.
Lastly, we must deal with the “medium gap regime”, in which |t − s|1/2+∆ ≤ n−1/2ε ≤
|t−s|1/2−∆ for some ∆ > 0. This case is treated by making minor modifications to the proof
for the small gap regime. In making these modifications, however, the result is weakened,
and we are only able to prove that, for parameter values in the medium gap regime,
P (|Fn(t)− Fn(s)| > ε) ≤ C(ε−1|t− s|1/4−2∆)p. (4.4)
Although we conjecture that the sharper bound (4.1) does in fact hold in all regimes, the
weaker bound (4.4) which we are able to prove is still sufficient to establish tightness.
5 A random walk representation and estimate
Let {Un}∞n=1 be an iid sequence of random variables, uniformly distributed on (0, 1), and for
r1, r2 ∈ (0, 1), define
ψ≤j:n(r1, r2) = P
( j−1∑
i=1
1{Ui≤r1} ≤
n∑
i=j+1
1{Ui≤r2}
)
,
ψ<j:n(r1, r2) = P
( j−1∑
i=1
1{Ui≤r1} <
n∑
i=j+1
1{Ui≤r2}
)
.
Also, let ψ>j:n = 1− ψ≤j:n and ψ≥j:n = 1− ψ<j:n.
Let X and Y be real-valued random variables such that (x, y) 7→ P (X ≤ x, Y ≤ y) is
continuous. Define
q1(x, y) = P (Y > x+ y | X < x),
q2(x, y) = P (Y < x+ y | X > x),
and let ϕ⋆j:n(x, y) = ψ
⋆
j:n(q1(x, y), q2(x, y)), where ⋆ may be any one of the symbols ≤, <, >,
or ≥. Note that ϕ>j:n(x, y) = ψ<(n−j+1):n(q2, q1) and ϕ≥j:n(x, y) = ψ≤(n−j+1):n(q2, q1).
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Theorem 5.1. If {(Xn, Yn)} is a sequence of iid copies of (X, Y ), then for all y ∈ R,
ϕ<j:n(Xj:n, y) ≤ P (Yj:n −Xj:n < y | Xj:n) ≤ ϕ≤j:n(Xj:n, y), (5.1)
almost surely. Consequently,
ϕ>j:n(Xj:n, y) ≤ P (Yj:n −Xj:n > y | Xj:n) ≤ ϕ≥j:n(Xj:n, y), (5.2)
almost surely.
Theorem 5.1 establishes a connection between the conditional distribution of the
difference of two quantiles and probabilities connected to sums of iid random variables. To
give some intuitive sense to this connection, let us consider the following heuristic derivation
of (5.1).
We are interested in estimating P (Yj:n−Xj:n < y | Xj:n = x) = P (Yj:n < x+y | Xj:n = x).
Let us consider X1, . . . , Xn as representing the locations on the real line of some particles
at time s, and Y1, . . . , Yn as representing the locations of those same particles at some later
time t > s. We are given that the j-th leftmost particle at time s is located at position x.
Conditioned on this information, we know the following. At time s, there is one particle
located at x, there are j−1 iid particles located in (−∞, x), and there are n− j iid particles
located in (x,∞). The event {Yj:n < x+ y} will occur if and only if at least j particles end
up in (−∞, x+ y) at time t.
Each particle which is in (−∞, x) at time s has probability
p1 = 1− q1 = P (Y < x+ y | X < x)
of ending up in the target interval (−∞, x+ y) at time t. Therefore, we may represent the
number of particles from (−∞, x) which end up in the target interval by ∑j−1i=1 1{Ui≤p1}.
Similarly, the number of particles from (x,∞) which end up in the target interval is
represented by
∑n
i=j+1 1{Ui≤q2}.
We are therefore interested in computing the probability that
j ≤
j−1∑
i=1
1{Ui≤p1} +
n∑
i=j+1
1{Ui≤q2}
d
=
j−1∑
i=1
(1− 1{Ui≤q1}) +
n∑
i=j+1
1{Ui≤q2}
= j − 1−
j−1∑
i=1
1{Ui≤q1} +
n∑
i=j+1
1{Ui≤q2},
which happens if and only if
∑j−1
i=1 1{Ui≤q1} <
∑n
i=j+1 1{Ui≤q2}. This probability is exactly
ψ<j:n(q1, q2) = ϕ
<
j:n(x, y). In fact, the true probability is even larger than this, since the
particle at x may itself end up in the target interval (−∞, x+ y) at time t. If that happens,
then we only need
∑j−1
i=1 1{Ui≤q1} ≤
∑n
i=j+1 1{Ui≤q2}, and the probability of this is ϕ
≤
j:n(x, y).
Hence, the conditional probability of interest is sandwiched between ϕ<j:n and ϕ
≤
j:n.
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Proof of Theorem 5.1. By taking complements, (5.1) and (5.2) are equivalent. We will
prove (5.2). For this, we will first establish that for any a, b, y ∈ R with a < b,
E[ϕ>j:n(Xj:n, y)1{Xj:n∈(a,b)}] ≤ P (Yj:n −Xj:n > y,Xj:n ∈ (a, b))
≤ E[ϕ≥j:n(Xj:n, y)1{Xj:n∈(a,b)}]. (5.3)
Let us begin with the upper bound in (5.3).
First, by taking ai ↓ a and bi ↑ b if necessary, we may assume that P (X < a) > 0
and P (X > b) > 0, so that qi, ϕ
≥
j:n, and Φ, where Φ(x) = P (X < x), are all well-defined,
continuous, and bounded on {(x, y) ∈ [a, b] × R}. Now fix ε > 0 and x ∈ [a, b − ε] and let
N = #{i : Xi ∈ (x, x+ ε)}. Then
P (Yj:n −Xj:n > y,Xj:n ∈ (x, x+ ε)) ≤ P (N ≥ 2)
+ P (Yj:n > x+ y,#{i : Xi < x} = j − 1,#{i : Xi > x+ ε} = n− j, N = 1).
Thus,
P (Yj:n −Xj:n > y,Xj:n ∈ (x, x+ ε))
≤
(
n
2
)
P (X ∈ (x, x+ ε))2 + j
(
n
j
)
P (Yj:n > x+ y, A), (5.4)
where
A = {Xi < x for all i < j} ∩ {Xi > x+ ε for all i > j} ∩ {Xj ∈ (x, x+ ε)}.
Note that
P (Yj:n > x+ y,A)
= P (#{i : Yi < x+ y} < j,A)
≤ P (#{i 6= j : Yi < x+ y} < j,A)
=
j−1∑
ℓ=0
j−1∑
m=ℓ
P (#{i < j : Yi < x+ y} = ℓ,#{i > j : Yi < x+ y} = m− ℓ, A).
By independence, this gives
P (Yj:n > x+ y, A)
≤
j−1∑
ℓ=0
j−1∑
m=ℓ
(
j − 1
ℓ
)
P (Y < x+ y,X < x)ℓP (Y > x+ y,X < x)j−1−ℓ
·
(
n− j
m− ℓ
)
P (Y < x+ y,X > x+ ε)m−ℓP (Y > x+ y,X > x+ ε)n−j−m+ℓ
· P (X ∈ (x, x+ ε)).
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If we define q˜i(x, y) = qi(x + ε, y − ε), pi = 1 − qi, p˜i = 1 − q˜i, and Φ = 1 − Φ, then this
becomes
P (Yj:n > x+ y, A) ≤
j−1∑
ℓ=0
j−1∑
m=ℓ
(
j − 1
ℓ
)(
n− j
m− ℓ
)
pℓ1q
j−1−ℓ
1 p˜
n−j−m+ℓ
2 q˜
m−ℓ
2
· Φ(x)j−1Φ(x+ ε)n−jP (X ∈ (x, x+ ε)). (5.5)
Compare this with
ϕ≥j:n(x, y) = P
( j−1∑
i=1
1{Ui≤q1} ≥
n∑
i=j+1
1{Ui≤q2}
)
=
j−1∑
ℓ=0
j−1∑
m=ℓ
P
( j−1∑
i=1
1{Ui≤q1} = j − 1− ℓ,
n∑
i=j+1
1{Ui≤q2} = m− ℓ
)
=
j−1∑
ℓ=0
j−1∑
m=ℓ
(
j − 1
ℓ
)(
n− j
m− ℓ
)
pℓ1q
j−1−ℓ
1 p
n−j−m+ℓ
2 q
m−ℓ
2 . (5.6)
Finally, partition (a, b) into subintervals of size ε and apply (5.4) and (5.5). Let ε→ 0 and
apply dominated convergence. By (5.6), this gives
P (Yj:n −Xj:n > y,Xj:n ∈ (a, b)) ≤ j
(
n
j
)∫ b
a
ϕ≥j:n(x, y)Φ(x)
j−1Φ(x)n−j dΦ(x).
By Lemma A.4, this completes the proof of the upper bound in (5.3).
The lower bound in (5.3) is proved similarly. As before,
P (Yj:n −Xj:n > y,Xj:n ∈ (x, x+ ε))
≥ P (Yj:n > x+ ε+ y,#{i : Xi < x} = j − 1,#{i : Xi > x+ ε} = n− j, N = 1),
which gives
P (Yj:n −Xj:n > y,Xj:n ∈ (x, x+ ε)) ≥ j
(
n
j
)
P (Yj:n > x+ ε+ y, A)
= j
(
n
j
)
P (#{i : Yi < x+ ε+ y} < j,A)
≥ j
(
n
j
)
P (#{i 6= j : Yi < x+ ε+ y} < j − 1, A).
Note that
P (#{i 6= j : Yi < x+ ε+ y} < j − 1, A)
=
j−2∑
ℓ=0
j−2∑
m=ℓ
P (#{i < j : Yi < x+ ε+ y} = ℓ,#{i > j : Yi < x+ ε+ y} = m− ℓ, A).
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If we now define q̂i(x, y) = qi(x, y + ε), qi(x, y) = qi(x + ε, y), p̂i = 1 − q̂i, and pi = 1 − qi,
then this gives
P (Yj:n −Xj:n > y,Xj:n ∈ (x, x+ ε))
≥ j
(
n
j
) j−2∑
ℓ=0
j−2∑
m=ℓ
(
j − 1
ℓ
)(
n− j
m− ℓ
)
p̂ℓ1q̂
j−1−ℓ
1 p
n−j−m+ℓ
2 q
m−ℓ
2
· Φ(x)j−1Φ(x+ ε)n−jP (X ∈ (x, x+ ε))
We compare this with
ϕ>j:n(x, y) = P
( j−1∑
i=1
1{Ui≤q1} >
n∑
i=j+1
1{Ui≤q2}
)
=
j−2∑
ℓ=0
j−2∑
m=ℓ
P
( j−1∑
i=1
1{Ui≤q1} = j − 1− ℓ,
n∑
i=j+1
1{Ui≤q2} = m− ℓ
)
=
j−2∑
ℓ=0
j−2∑
m=ℓ
(
j − 1
ℓ
)(
n− j
m− ℓ
)
pℓ1q
j−1−ℓ
1 p
n−j−m+ℓ
2 q
m−ℓ
2 ,
and the remainder of the proof is the same.
Using (5.3), we now prove the upper bound in (5.2). Let
ξ = P (Yj:n −Xj:n > y | Xj:n)− ϕ≥j:n(Xj:n, y),
so that {ξ > 0} = {Xj:n ∈ B} for some Borel subset B ⊂ R. Fix ε > 0. There exists B0 ⊂ R
such that B0 is a finite, disjoint union of open intervals, and
|P (Xj:n ∈ B)− P (Xj:n ∈ B0)| < ε.
(See Proposition 1.20 in [6], for example.) Hence, by (5.3),
E[P (Yj:n −Xj:n > y | Xj:n)1{Xj:n∈B}] = P (Yj:n −Xj:n > y,Xj:n ∈ B)
≤ P (Yj:n −Xj:n > y,Xj:n ∈ B0) + ε
≤ E[ϕ≥j:n(Xj:n, y)1{Xj:n∈B0}] + ε
≤ E[ϕ≥j:n(Xj:n, y)1{Xj:n∈B}] + 2ε.
Therefore, E[ξ1{ξ>0}] ≤ 2ε. Letting ε→ 0 shows that ξ ≤ 0 a.s., completing the proof. The
lower bound in (5.2) is proved similarly. ✷
With Theorem 5.1, we have accomplished the first step of connecting our quantiles to a
random walk. The second step, given by the next theorem, is to derive an estimate for this
walk.
Theorem 5.2. Fix α ∈ (0, 1). Let
σ = σ(r1, r2) = αr1 + (1− α)r2,
µ = µ(r1, r2) = αr1 − (1− α)r2,
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and suppose j(n)/n = α + o(n−1/2). Then for each τ > 1, there exist constants C > 0 and
n0 ∈ N such that, for all n ≥ n0,
ψ≤j(n):n(r1, r2) ≤ C
στ
nτµ2τ
,
whenever µ > 0. Note that C does not depend on r1 or r2.
Proof. First note that if nαr1 ≤ 2, then
στ
nτµ2τ
≥ (αr1)
τ
nτ (αr1)2τ
≥ 2−τ ≥ 2−τψ≤j(n):n(r1, r2).
Hence, we may assume that nαr1 > 2.
Now, since j(n)/n = α + n−1/2an, where an → 0, we may write
ψ≤j(n):n(r1, r2) = P (n
−1(ξL − ξU) + bn ≤ −µ) ≤ P (|n−1(ξL − ξU) + bn| ≥ µ),
where
ξL =
j(n)−1∑
i=1
(1{Ui≤r1} − r1),
ξU =
n∑
i=j(n)+1
(1{Ui≤r2} − r2),
bn = n
−1/2an(r1 + r2)− n−1r1.
By Chebyshev’s inequality,
ψ≤j(n):n(r1, r2) ≤ µ−2τE|n−1(ξL − ξU) + bn|2τ
≤ C(nµ)−2τ (E|ξL|2τ + E|ξU |2τ ) + Cµ−2τ |bn|2τ .
Note that
|bn| ≤ Cn−1/2(r1 + r2) ≤ Cn
−1/2σ
α ∧ (1− α) ,
which implies |bn|2τ ≤ Cn−τσ2τ . It will therefore suffice to show that
E|ξL|2τ + E|ξU |2τ ≤ C(nσ)τ .
By Lemma A.5, there exists n0 and C such that n ≥ n0 implies
E|ξL|2τ ≤ C((j(n)r1)τ ∨ (j(n)r1)).
By making n0 larger if necessary, we may assume nα/2 ≤ j(n) ≤ 3nα/2. Since nαr1 > 2,
this gives j(n)r1 > 1, so that
E|ξL|2τ ≤ C(j(n)r1)τ ≤ C(nαr1)τ ≤ C(nσ)τ .
Similarly, for n sufficiently large,
E|ξU |2τ ≤ C(((n− j(n))r2)τ ∨ ((n− j(n))r2))
≤ C((n(1− α)r2)τ ∨ 1)
≤ C((n(1− α)r2)τ ∨ (nαr1)τ ) ≤ C(nσ)τ ,
completing the proof. ✷
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6 Parameter estimates and gap regimes
Let us now return to the specific assumptions of our model, as outlined in the beginning of
Section 2. Fix 0 ≤ s < t. We shall adopt the notation and definitions of Section 5, in the
special case that X = B(s)− q(s) and Y = B(t)− q(t). In this case,
q1(x, y) = P (B(t) > q(t) + x+ y | B(s) < q(s) + x),
q2(x, y) = P (B(t) < q(t) + x+ y | B(s) > q(s) + x).
(6.1)
Let us also define
Ψ(x, y) = P (B(t) > q(t) + x+ y, B(s) < q(s) + x). (6.2)
Our objective is to verify Condition (ii) of Theorem 4.1. Ideally, we would like to show that
P (|Fn(t)− Fn(s)| > ε) ≤ Cpε−p|t− s|p/4. (6.3)
In the end, we will actually show something slightly weaker, although our final estimate will
be sufficient to verify the conditions of Theorem 4.1. Our approach will begin by conditioning
on Fn(s), so that we may apply Theorem 5.1. We will then use Theorem 5.2 to obtain the
specific bound we need. Implementing this strategy will require precise estimates on the
function q1 and q2, in terms of x, y, s, and t. These estimates will come from Taylor
expansions. We therefore begin with a Taylor expansion for Ψ.
Proposition 6.1. Fix T,K > 0. There exists a constant C such that for all 0 ≤ s < t ≤ T
and all x, y satisfying |x|+ |y| ≤ K,
Ψ(x, y) = Ψ(0, 0)− 1
2
u(q(s), s)y +
1
2
√
2πδ
u(q(s), s)y2 +R, (6.4)
where
|R| ≤ C ((|x|+ |y|)(δ1/2 + |y|+ δ−1/2|y|2) + δ−3/2|y|4) , (6.5)
and δ = t− s.
Proof. Fix T,K > 0, s, t ∈ [0, T ], and x, y ∈ R such that s < t and |x| + |y| ≤ K. Let
δ = t − s. In what follows, C shall denote a constant that depends only on T and K, and
may change value from line to line.
By Taylor’s theorem, we may write
Ψ(x, y) = Ψ(0, 0) + ∂xΨ(0, 0)x+ ∂yΨ(0, 0)y
+
1
2
∂2xΨ(0, 0)x
2 + ∂x∂yΨ(0, 0)xy +
1
2
∂2yΨ(0, 0)y
2
+
1
6
∂3xΨ(θx, θy)x
3 +
1
2
∂2x∂yΨ(θx, θy)x
2y +
1
2
∂x∂
2
yΨ(θx, θy)xy
2 +
1
6
∂3yΨ(θx, θy)y
3, (6.6)
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where θ ∈ (0, 1). Let Φ(x) = (2π)−1/2 ∫ x
−∞
e−y
2/2 dy and Φ = 1 − Φ. We first establish that
for all integers i ≥ 0 and j ≥ 1,
∂ixΨ =
∫ q(s)+x
−∞
Φ
(
x+ y + q(t)− z
δ1/2
)
∂ixu(z, s) dz, (6.7)
∂ix∂
j
yΨ = −δ−(j−1)/2Φ
(j−1)
(
y + q(t)− q(s)
δ1/2
)
∂ixu(q(s) + x, s) + ∂
i+1
x ∂
j−1
y Ψ. (6.8)
If i = 0, then (6.7) follows directly from the definition of Ψ, (6.2). Differentiating (6.7) gives
∂i+1x Ψ = Φ
(
y + q(t)− q(s)
δ1/2
)
∂ixu(q(s) + x, s)
+ δ−1/2
∫ q(s)+x
−∞
Φ
′
(
x+ y + q(t)− z
δ1/2
)
∂ixu(z, s) dz.
Applying integration by parts shows that (6.7) holds for i + 1. By induction, this proves
(6.7). For (6.8), let j = 1 and let i ≥ 0 be arbitrary. By (6.7), we have
∂ix∂yΨ = ∂y
[∫ q(s)+x
−∞
Φ
(
x+ y + q(t)− z
δ1/2
)
∂ixu(z, s) dz
]
= ∂x
[∫ q(s)+x
−∞
Φ
(
x+ y + q(t)− z
δ1/2
)
∂ixu(z, s) dz
]
− Φ
(
y + q(t)− q(s)
δ1/2
)
∂ixu(q(s) + x, s)
= −Φ
(
y + q(t)− q(s)
δ1/2
)
∂ixu(q(s) + x, s) + ∂
i+1
x Ψ,
which is (6.8). Now assume (6.8) is valid for some j ≥ 1 and all i ≥ 0. Applying ∂y to both
sides of (6.8) immediately shows that (6.8) is valid for j + 1 and any i ≥ 0. By induction,
this proves (6.8).
Now, by (6.7), we may write, for any i ≥ 1,
∂ixΨ(x, y) =
∫ q(s)+x
−∞
∂ixu(z, s) dz −
∫ q(s)+x
−∞
∫ q(t)+x+y
−∞
p(t− s, z, w)∂ixu(z, s) dw dz
= ∂i−1x u(q(s) + x, s)− ζ(s, t, x, x+ y),
where ζ is given by (3.2). We shall adopt the convention that ∂−1x u(x, t) := P (B(t) ≤ x), so
that the above equality is, in fact, valid for all i ≥ 0. Hence,
∂ixΨ(x, y) = ∂
i−1
x u(q(s) + x, s) +
∫ t
s
∂sζ(r, t, x, x+ y) dr− ζ(t, t, x, x+ y).
Since
ζ(s, t, w, z) =
∫ q(s)+w
−∞
P x(B(t− s) ≤ q(t) + z)∂ixu(x, s) dx,
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it follows that
ζ(t, t, w, z) =
∫ q(t)+(w∧z)
−∞
∂ixu(x, t) dx = ∂
i−1
x u(q(t) + (w ∧ z), t).
Therefore,
∂ixΨ(x, y) = ∂
i−1
x u(q(s) + x, s)− ∂i−1x u(q(t) + x+ (y ∧ 0), s) +
∫ t
s
∂sζ(r, t, x, x+ y) dr.
By the mean value theorem, since |q(t)− q(s)| ≤ C|t− s| = Cδ, we have
|∂i−1x u(q(s) + x, s)− ∂i−1x u(q(t) + x+ (y ∧ 0), s)| ≤ C(δ + |y|).
By (3.6), |∂sζ(r, t, x, x+ y)| ≤ C|t− r|−1/2, and so we obtain
|∂ixΨ(x, y)| ≤ C(δ1/2 + |y|), (6.9)
for any i ≥ 0. (Here we have used the fact that since δ ≤ T , there exists C such that
δ ≤ Cδ1/2 for all δ ≤ T .)
We next consider the derivatives with respect to y. By (6.8),
∂yΨ(0, 0) = −Φ
(
q(t)− q(s)
δ1/2
)
u(q(s), s) + ∂xΨ(0, 0).
By (6.9), |∂xΨ(0, 0)| ≤ Cδ1/2. Also, |q(t)− q(s)| ≤ Cδ and Φ(x) = 1/2 +O(|x|). Hence,∣∣∣∣∂yΨ(0, 0) + 12u(q(s), s)
∣∣∣∣ ≤ Cδ1/2.
Similarly,
|∂x∂yΨ(0, 0)| =
∣∣∣∣−Φ(q(t)− q(s)δ1/2
)
∂xu(q(s), s) + ∂
2
xΨ(0, 0)
∣∣∣∣ ≤ C,
and
∂2yΨ(0, 0) = −δ−1/2Φ
′
(
q(t)− q(s)
δ1/2
)
u(q(s), s) + ∂x∂yΨ(0, 0).
Since Φ
′
(x) = −(2π)−1/2e−x2/2 = −(2π)−1/2(1 +O(|x|2)), this implies∣∣∣∣∂2yΨ(0, 0)− 1√2πδu(q(s), s)
∣∣∣∣ ≤ C.
For the third-order partial derivatives, we have
|∂2x∂yΨ(x, y)| =
∣∣∣∣−Φ(y + q(t)− q(s)δ1/2
)
∂2xu(q(s) + x, s) + ∂
3
xΨ(x, y)
∣∣∣∣ ≤ C,
|∂x∂2yΨ(x, y)| =
∣∣∣∣−δ−1/2Φ′(y + q(t)− q(s)δ1/2
)
∂xu(q(s) + x, s) + ∂
2
x∂yΨ(x, y)
∣∣∣∣ ≤ Cδ−1/2,
|∂3yΨ(x, y)| =
∣∣∣∣−δ−1Φ′′(y + q(t)− q(s)δ1/2
)
u(q(s) + x, s) + ∂x∂
2
yΨ(x, y)
∣∣∣∣
≤ C(δ−3/2|y|+ δ−1/2),
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where the last inequality follows from Φ
′′
(x) ≤ C|x|.
Substituting all of this into (6.6) gives (6.4), where R satisfies
|R| ≤ C(δ1/2|x|+ δ1/2|y|+ δ1/2|x|2 + |xy|+ |y|2
+ δ1/2|x|3 + |x3y|+ |x2y|+ δ−1/2|xy2|+ δ−3/2|y|4 + δ−1/2|y|3).
Since x and y are restricted to a compact set, we may simplify this to
|R| ≤ C(δ1/2|x|+ δ1/2|y|+ |xy|+ |y|2 + δ−1/2|xy2|+ δ−3/2|y|4 + δ−1/2|y|3),
which is precisely (6.5). ✷
Corollary 6.2. Recall q1, q2 given by (6.1). Fix T,K > 0. There exist constants δ0 and C
such that for all 0 ≤ s < t ≤ T and all x, y satisfying |x|+ |y| ≤ K and |x| ≤ δ0,
αq1(x, y) = Ψ(0, 0)− 1
2
u(q(s), s)y +
1
2
√
2πδ
u(q(s), s)y2 +R1, (6.10)
(1− α)q2(x, y) = Ψ(0, 0) + 1
2
u(q(s), s)y +
1
2
√
2πδ
u(q(s), s)y2 +R2, (6.11)
where R1, R2 both satisfy (6.5), and δ = t− s.
Proof. By (6.4) and (6.9),
|Ψ(x, y)| ≤ C(δ1/2 + |y|+ δ−1/2|y|2) + |R|, (6.12)
where R satisfies (6.5). By (6.1) and (6.2),
q1(x, y) =
Ψ(x, y)
P (B(s) < q(s) + x)
.
Note that P (B(s) < q(s) + x) = α + r(x, s), where |r(x, s)| ≤ C|x|. Hence,
|αq1(x, y)−Ψ(x, y)| =
∣∣∣∣ r(x, s)α + r(x, s)
∣∣∣∣Ψ(x, y) ≤ C|x|α− C|x|Ψ(x, y).
If x is sufficiently small, then using (6.12), we have
|αq1(x, y)−Ψ(x, y)| ≤ C(δ1/2|x|+ |xy|+ δ−1/2|xy2|) + |R|.
By (6.4), this gives∣∣∣∣αq1(x, y)−Ψ(0, 0) + 12u(q(s), s)y − 12√2πδu(q(s), s)y2
∣∣∣∣
≤ C(δ1/2|x|+ |xy|+ δ−1/2|xy2|) + 2|R|.
Since this is bounded above by the right-hand side of (6.5), this completes the proof of
(6.10).
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For (6.11), let B˜(t) = −B(t), and let q˜(t) be the (1 − α)-quantile of the law of B˜(t), so
that q˜(t) = −q(t). Let u˜(x, t) be the density of B˜(t), so that u˜(x, t) = u(−x, t). Define
Ψ˜(x, y) = P (B˜(t) > q˜(t) + x+ y, B˜(s) < q˜(s) + x),
and
q˜1(x, y) = P (B˜(t) > q˜(t) + x+ y | B˜(s) < q˜(s) + x)
= P (B(t) < q(t)− x− y | B(s) > q(s)− x)
= q2(−x,−y).
Hence, by (6.10),
(1− α)q2(x, y) = (1− α)q˜1(−x,−y)
= Ψ˜(0, 0) +
1
2
u˜(q˜(s), s)y +
1√
2πδ
u˜(q˜(s), s)y2 +R2
= Ψ˜(0, 0) +
1
2
u(q(s), s)y +
1√
2πδ
u(q(s), s)y2 +R2,
where R2 satisfies (6.5). To complete the proof, we observe that
Ψ˜(0, 0) = P (B(t) < q(t), B(s) > q(s))
= P (B(t) < q(t))− P (B(t) < q(t), B(s) < q(s))
= P (B(s) < q(s))− P (B(t) < q(t), B(s) < q(s))
= P (B(t) > q(t), B(s) < q(s)) = Ψ(0, 0),
which gives (6.11). ✷
We are now ready to establish (6.3) and complete the proof of our main result, Theorem
1.4. Recall that Fn = n
1/2(Qn − q). Hence, the event {|Fn(t)− Fn(s)| > ε} is precisely the
event that the process Qn− q traverses a gap of size n−1/2ε in the time interval [s, t]. In that
same time interval, each Brownian particle will traverse a gap of size roughly |t− s|1/2. We
therefore divide our proof into three separate cases, or parameter regimes: n−1/2ε≫ |t−s|1/2
(the large gap regime), n−1/2ε ≪ |t − s|1/2 (the small gap regime), and n−1/2ε ≈ |t − s|1/2
(the medium gap regime).
The proof in the large gap regime (Lemma 6.3) uses only crude estimates and requires
none of the machinery we have so far developed. The proof is entirely standard and is given
in the appendix. The proof in the small gap regime (Lemma 6.4) requires the most care. We
follow the strategy outlined earlier, utilizing all of the tools developed previously. The proof
in the medium gap regime (Lemma 6.5) is a minor modification of the proof of Lemma 6.4.
In making this modification, however, our estimate loses some precision, and the result in
the medium gap regime is, in fact, slightly weaker than (6.3).
Lemma 6.3. Fix T > 0, ∆ ∈ (0, 1/2), and p > 2. There exists a positive constant C such
that
P (|Fn(t)− Fn(s)| > ε) ≤ C(ε−1|t− s|1/4)p,
whenever s, t ∈ [0, T ], 0 < ε < 1, and n−1/2ε ≥ |t− s|1/2−∆.
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Lemma 6.4. Fix T > 0, ∆ ∈ (0, 1/2), and p > 2. There exists a positive constant C and
an integer n0 such that
P (|Fn(t)− Fn(s)| > ε) ≤ C(ε−1|t− s|1/4)p,
whenever n ≥ n0, s, t ∈ [0, T ], 0 < ε < 1, and n−1/2ε ≤ |t− s|1/2+∆.
Proof. Fix T > 0, ∆ ∈ (0, 1/2), and p > 2. Without loss of generality, assume s < t and
define δ = t− s. Note that it is sufficient to prove that there exists a constant δ0 > 0 such
that the lemma holds whenever δ ≤ δ0.
Let n0 be as in Theorem 5.2, with τ = p/2. Define Bj = Bj − q and Qn = Qn − q.
Note that Qn = Bj(n):n and Fn = n
1/2Qn. Let K = n
−1/2εδ−1/4 and y = n−1/2ε. Then by
Theorem 5.1,
P (Fn(t)− Fn(s) < −ε) = P (Qn(t)−Qn(s) < −y)
= E[P (Qn(t)−Qn(s) < −y | Qn(s))]
≤ E[ϕ≤j(n):n(Qn(s),−y)]
≤ sup
|x|≤K
ϕ≤j(n):n(x,−y) + P (|Qn(s)| > K). (6.13)
By making n0 larger, if necessary, we may apply Proposition A.2 and Remark A.3 to obtain
P (|Qn(s)| > K) = P (|Fn(s)| > εδ−1/4) ≤ C(εδ−1/4)−p = C(ε−1|t− s|1/4)p. (6.14)
For the other term, fix x ∈ [−K,K]. Following the notation of Theorem 5.2, define
σ(x, y) = αq1(x, y) + (1− α)q2(x, y),
µ(x, y) = αq1(x, y)− (1− α)q2(x, y).
By Corollary 6.2,
µ(x,−y) = u(q(s), s)y +Rµ,
where Rµ satisfies (6.5). Note that |x| ≤ K = n−1/2εδ−1/4 and y = n−1/2ε ≤ δ1/2+∆. In
particular, y ≤ K and y ≤ δ1/2. Therefore, (6.5) simplifies to
|Rµ| ≤ C(Kδ1/2 + δ−3/2y4) ≤ C(Kδ1/2 + δ3∆y) = C(δ1/4 + δ3∆)y.
Hence, since s 7→ u(q(s), s) is bounded below on [0, T ], there exists δ0 such that δ ≤ δ0
implies µ(x,−y) > Cy. Similarly,
σ(x,−y) = 2Ψ(0, 0) + 1√
2πδ
u(q(s), s)y2 +Rσ,
where |Rσ| ≤ C(δ1/4 + δ3∆)y ≤ Cy ≤ Cδ1/2. By (6.9), this implies |σ(x,−y)| ≤ Cδ1/2.
We now apply Theorem 5.2 with τ = p/2 to obtain
ϕ≤j(n):n(x,−y) ≤ C
(
σ(x,−y)
nµ(x,−y)2
)p/2
≤ C
(
δ1/2
ny2
)p/2
= C(ε−1|t− s|1/4)p. (6.15)
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Substituting (6.15) and (6.14) into (6.13) gives
P (Fn(t)− Fn(s) < −ε) ≤ C(ε−1|t− s|1/4)p.
To complete the proof, we follow as in (6.13) to obtain
P (Fn(t)− Fn(s) > ε) ≤ sup
|x|≤K
ϕ≥j(n):n(x, y) + P (|Qn(s)| > K),
and apply (6.14) to the second term. For the first term, recall from Section 5 that
ϕ≥j(n):n(x, y) = ψ
≤
(n−j(n)+1):n(q2(x, y), q1(x, y)).
Since (n− j(n) + 1)/n = (1− α) + o(n−1/2), we may apply Theorem 5.2 to obtain
ϕ≥j(n):n(x, y) ≤ C
(
σ˜(x, y)
nµ˜(x, y)2
)p/2
,
where
σ˜(x, y) = (1− α)q2(x, y) + αq1(x, y) = σ(x, y),
µ˜(x, y) = (1− α)q2(x, y)− αq1(x, y) = −µ(x, y).
The estimates preceding (6.15) can now be used, as before, to give
ϕ≥j(n):n(x, y) ≤ C(ε−1|t− s|1/4)p,
which completes the proof. ✷
Lemma 6.5. Fix T > 0, ∆ ∈ (0, 1/8), and p > 2. There exists a positive constant C and
an integer n0 such that
P (|Fn(t)− Fn(s)| > ε) ≤ C(ε−1|t− s|1/4−2∆)p,
whenever n ≥ n0, s, t ∈ [0, T ], 0 < ε < 1, and |t− s|1/2+∆ ≤ n−1/2ε ≤ |t− s|1/2−∆.
Proof. Fix T > 0, ∆ ∈ (0, 1/8), and p > 2. Without loss of generality, assume s < t and
define δ = t− s. Note that it is sufficient to prove that there exists a constant δ0 > 0 such
that the lemma holds whenever δ ≤ δ0.
Let n0 be as in Theorem 5.2, with τ = p/2. Let K = n
−1/2εδ−1/4 and y = n−1/2ε. Also
define ε˜ = n1/2δ1/2+∆ ≤ ε and y˜ = n−1/2ε˜ = δ1/2+∆. As in (6.13) and (6.14),
P (Fn(t)− Fn(s) < −ε) ≤ P (Fn(t)− Fn(s) < −ε˜)
≤ sup
|x|≤K
ϕ≤j(n):n(x,−y˜) + C(ε−1|t− s|1/4)p.
By the estimates following (6.14), µ(x,−y˜) = u(q(s), s)y˜ +Rµ, where
|Rµ| ≤ C(Kδ1/2 + δ−3/2y˜4) ≤ C(δ3/4−∆ + δ1/2+4∆) = C(δ1/4−2∆ + δ3∆)y˜.
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Since ∆ < 1/8 and s 7→ u(q(s), s) is bounded below on [0, T ], there exists δ0 such that
δ ≤ δ0 implies µ(x,−y˜) > Cy˜. Similarly, |σ(x,−y˜)| ≤ Cδ1/2. As in (6.15), this gives
ϕ≤j(n):n(x,−y˜) ≤ C(n−1y˜−2δ1/2)p/2. Note that y˜ = δ1/2+∆ ≥ n−1/2εδ2∆. Hence,
ϕ≤j(n):n(x,−y˜) ≤ C(ε−2δ1/2−4∆)p/2 = C(ε−1|t− s|1/4−2∆)p.
As in the second half of the proof of Lemma 6.4, the bound on P (Fn(t) − Fn(s) > ε) is
proved similarly. ✷
Proof of Theorem 1.4. By Corollary 2.2, it will suffice to show that {Fn} is relatively
compact in C[0,∞). By Theorem 4.1, we need only verify that
sup
n≥n0
P (|Fn(t)− Fn(s)| ≥ ε) ≤ Cε−α|t− s|1+β.
Taking ∆ = 1/16 and p = 9 in Lemmas 6.3, 6.4, and 6.5 shows that
P (|Fn(t)− Fn(s)| ≥ ε) ≤ Cε−9|t− s|9/8,
for all n ≥ n0, which completes the proof. ✷
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A Appendix
In this section, we have collected together the more routine and straightforward proofs, so
as not to distract from the essential techniques of the main paper. We begin with the proof
of Lemma 1.1.
Proof of Lemma 1.1. Standard results imply that for each t0 > 0, there exists a
neighborhood I of t0 on which (1.2) has a unique solution q˜ with q˜(t0) = q(t0). To show
that q˜ = q on I, it suffices to show that g(t) = P (B(t) ≤ q˜(t)) satisfies g = α on I. Since
g(t0) = α, it suffices to show g
′ = 0 on I. For this, we simply differentiate
g(t) =
∫ q˜(t)
−∞
u(x, t) dx,
which gives
g′(t) = u(q˜(t), t)q˜′(t) +
∫ q˜(t)
−∞
∂tu(x, t) dx = −1
2
∂xu(q˜(t), t) +
1
2
∫ q˜(t)
−∞
∂2xu(x, t) dx = 0.
Since t0 > 0 was arbitrary, this shows that q ∈ C∞(0,∞) and satisfies (1.2) for all t > 0.
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To show that q(t)→ q(0) as t→ 0, we first show that q(0) ≤ lim inft→0 q(t). The proof is
by contradiction. Suppose not. Then there exists ε > 0 and tn ↓ 0 such that q(tn) < q(0)−ε
for all n. Hence,
α = P (B(tn) ≤ q(tn)) ≤ P (B(tn) ≤ q(0)− ε)
→ P (B(0) ≤ q(0)− ε) ≤ P (B(0) ≤ q(0)) = α.
It follows that P (B(0) ≤ q(0)−ε) = α, but this contradicts the uniqueness of the α-quantile
of the measure f(x) dx. The proof that lim supt→0 q(t) ≤ q(0) is similar. ✷
We next present a proof of the quantile central limit theorem. The proof uses a multi-
dimensional version of the Lindeberg-Feller theorem, which is stated below as Theorem A.1.
Theorem A.1. For each fixed n, let {Xm,n}nm=1 be independent, Rd-valued random vectors
with mean zero and covariance matrix σm,n. If
(i)
∑n
m=1 σm,n → σ as n→∞, and
(ii) for each θ ∈ Rd and each ε > 0, ∑nm=1 E[|θ ·Xm,n|21{|θ·Xm,n|>ε}]→ 0 as n→∞,
then Sn = X1,n + · · ·+Xn,n ⇒ N , where N is multi-normal with mean 0 and covariance σ.
Proof of Theorem 2.1. Given x, y ∈ Rd, we shall write x ≤ y if x(i) ≤ y(i) for all i.
Fix x ∈ Rd and for each n,m ∈ N, 1 ≤ m ≤ n, define the random vector Ym,n ∈ Rd by
Ym,n(j) = n
−1/2
(
1{Xm(j)≤n−1/2x(j)+q(j)} − pn(j)
)
,
where pn(j) = Φj(n
−1/2x(j) + q(j)). Then for each fixed n ∈ N, Ym,n, 1 ≤ m ≤ n, are
independent, EYm,n = 0, and
(i)
∑n
m=1 E[Ym,n(i)Ym,n(j)]→ Gij(q(i), q(j))− α(i)α(j) as n→∞,
(ii) for each θ ∈ Rd and ε > 0, ∑nm=1E[|θ · Ym,n|21{|θ·Ym,n|>ε}]→ 0 as n→∞.
Part (i) follows since
n∑
m=1
E[Ym,n(i)Ym,n(j)]
= n−1
n∑
m=1
[P (Xm(i) ≤ n−1/2x(i) + q(i), Xm(j) ≤ n−1/2x(j) + q(j))− pn(i)pn(j)]
= P (X(i) ≤ n−1/2x(i) + q(i), X(j) ≤ n−1/2x(j) + q(j))− pn(i)pn(j),
and part (ii) follows since |θ · Ym,n| ≤ n−1/2dmax(|θ(1)|, . . . , |θ(d)|), and therefore P (|θ ·
Ym,n| > ε) = 0 for sufficiently large n.
Thus, by Theorem A.1, Sn = Y1,n + · · ·+ Yn,n ⇒ N˜ , where N˜ is multinormal with mean
0 and covariance
E[N˜(i)N˜(j)] = Gij(q(i), q(j))− α(i)α(j). (A.1)
Now, observe that the following are equivalent:
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(a) n1/2(Xκ(n):n − q) ≤ x,
(b) Xκ(n):n(j) ≤ n−1/2x(j) + q(j) for all j,
(c)
∑n
m=1 1{Xm(j)≤n−1/2x(j)+q(j)} ≥ κ(n, j) for all j,
(d) n−1/2
∑n
m=1(1{Xm(j)≤n−1/2x(j)+q(j)} − pn(j)) ≥ n−1/2(κ(n, j)− npn(j)) for all j.
Thus, if an ∈ Rd is defined by an(j) = n−1/2(κ(n, j) − npn(j)), then P (n1/2(Xκ(n):n − q) ≤
x) = P (Sn ≥ an). Note that
an(j) = n
1/2(α(j) + o(n−1/2)− pn(j)) = Φj(q(j))− Φj(n
−1/2x(j) + q(j))
n−1/2
+ o(1),
so that an → a ∈ Rd, where a(j) = −x(j)Φ′j(q(j)). Therefore,
P (n1/2(Xκ(n):n − q) ≤ x)→ P (N˜ ≥ a) = P (N˜ ≤ −a) = P (N ≤ x),
where N is the random vector defined by N(j) = N˜(j)/Φ′j(q(j)). Comparing (A.1) and
(2.1), this completes the proof. ✷
At certain points in Section 6, we use the fact that Fn has well-behaved tail probabilities.
The precise formulation of this fact is given below.
Proposition A.2. Fix T > 0. For each r > 0, there exist constants C and n0 such that
P (|Fn(t)| > λ) ≤ C(λ−r + P (|B(t)− q(t)|2 > λ)),
for all n ≥ n0, 0 ≤ t ≤ T , and λ > 0. In particular, supn P (|Fn(0)| > λ)→ 0 as λ→∞.
Remark A.3. Since B is Gaussian, Proposition A.2 in fact shows that P (|Fn(t)| > λ) ≤ Cλ−r.
Indeed,
P (|B(t)− q(t)|2 > λ) ≤ P (|B(t)|+M > λ1/2) = 2P (B(t) ≤ −λ1/2 +M),
where M = sup0≤t≤T |q(t)|. If λ > 4M2, then
P (|B(t)− q(t)|2 > λ) ≤ 2P (B(t) ≤ −λ1/2/2) = 2Φ(−t−1/2λ1/2/2) ≤ 2Φ(−T−1/2λ1/2/2),
where Φ is the distribution function of the standard normal, which satisfies Φ(−x) ≤ Crx−r
for all r > 0. Hence, P (|B(t)− q(t)|2 > λ) ≤ 2C2rT−r2−2rλr for λ sufficiently large.
Proof of Proposition A.2. Fix T > 0 and r > 0. Since u(q(0), 0) > 0, there exists
ε ∈ (0, 1) such that
m = inf{u(x, t) : |x− q(t)| ≤ ε, 0 ≤ t ≤ T} > 0.
Since j(n)/n = α+o(n−1/2), we may choose n0 ≥ 2m−1 such that |j(n)/n−α| ≤ n−1/2εm/2,
for all n ≥ n0. Let n ≥ n0, t ∈ [0, T ], and λ > 0 be arbitrary. Note that we may assume
without loss of generality that λ > 1 + 2m−1/2 and r > 2.
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Let us first assume n−1/2λ ≤ ε. We begin with
P (Fn(t) < −λ) = P
( n∑
j=1
1{Bj(t)<q(t)−n−1/2λ} ≥ j(n)
)
= P
(
n−1
n∑
j=1
(1{Bj(t)<q(t)−n−1/2λ} − pn) ≥
j(n)
n
− pn
)
, (A.2)
where pn = pn(λ) = P (B(t) < q(t)−n−1/2λ). By the mean value theorem, α−pn ≥ n−1/2λm.
Since |j(n)/n− α| ≤ n−1/2m/2 ≤ n−1/2λm/2, we have
P (Fn(t) < −λ) ≤ P
(
n−1
n∑
j=1
(1{Bj(t)<q(t)−n−1/2λ} − pn) ≥ n−1/2λm/2
)
.
By Chebyshev’s inequality,
P (Fn(t) < −λ) ≤ Cn−r/2λ−rE
∣∣∣∣ n∑
j=1
(1{Bj(t)<q(t)−n−1/2λ} − pn)
∣∣∣∣r.
By Burkholder’s inequality (see, for example, Theorem 6.3.10 in [16]),
P (Fn(t) < −λ) ≤ Cn−r/2λ−rE
∣∣∣∣ n∑
j=1
|1{Bj(t)<q(t)−n−1/2λ} − pn|2
∣∣∣∣r/2.
Finally, by Jensen’s inequality,
P (Fn(t) < −λ) ≤ Cλ−rE|1{B(t)<q(t)−n−1/2λ} − pn|r.
Note that
E|1{B(t)<q(t)−n−1/2λ} − pn|r = pn(1− pn)r + (1− pn)prn
= pn(1− pn)((1− pn)r−1 + pr−1n ) ≤ 2pn.
Hence, P (Fn(t) < −λ) ≤ Cλ−rpn(λ) ≤ Cλ−r.
Similarly, using the mean value theorem,
P (Fn(t) > λ) = P
( n∑
j=1
1{Bj(t)>q(t)+n−1/2λ} ≥ n− j(n) + 1
)
≤ P
(
n−1
n∑
j=1
(1{Bj(t)>q(t)+n−1/2λ} − pn) ≥ 1−
j(n)
n
− pn
)
≤ P
(
n−1
n∑
j=1
(1{Bj(t)>q(t)+n−1/2λ} − pn) ≥ n−1/2λm/2
)
.
where pn = pn(λ) = P (B(t) > q(t) + n
−1/2λ). By Chebyshev, Burkholder, and Jensen,
P (Fn(t) > λ) ≤ Cλ−rpn(λ) ≤ Cλ−r. This completes the proof in the case n−1/2λ ≤ ε.
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We now assume n−1/2λ > ε. In this case, α − pn ≥ P (q(t) − ε < B(t) < q(t)) ≥ εm.
Hence, j(n)/n− pn ≥ εm/2. Thus, starting from (A.2), Chebyshev, Burkholder, and Jensen
imply
P (Fn(t) < −λ) ≤ Cn−2rE
∣∣∣∣ n∑
j=1
(1{Bj(t)<q(t)−n−1/2λ} − pn)
∣∣∣∣2r ≤ Cn−rpn(λ).
Similarly, P (Fn(t) > λ) ≤ Cn−rpn(λ). Hence,
P (|Fn(t)| > λ) ≤ Cn−r(pn(λ) + pn(λ)) = Cn−rP (|B(t)− q(t)| > n−1/2λ).
If n > λ, then P (|Fn(t)| > λ) ≤ Cλ−r, and we are done. If n ≤ λ, then
P (|Fn(t)| > λ) ≤ CP (|B(t)− q(t)| > λ1/2) = CP (|B(t)− q(t)|2 > λ),
and this completes the proof. ✷
In the proof of Theorem 5.1, we need the following formula for the distribution of the
j-th order statistic.
Lemma A.4. If {Xn} is a sequence of iid copies of X, then for all x ∈ R,
P (Xj:n ≤ x) =
∫ x
−∞
j
(
n
j
)
Φ(y)j−1Φ(y)n−j dΦ(y),
where Φ(x) = P (X ≤ x) and Φ = 1− Φ.
Proof. Recall that Φ is continuous. Hence, if g is absolutely continuous on [0, 1], then
g(Φ(x)) = g(0) +
∫ x
−∞
g′(Φ(y)) dΦ(y).
(See Exercise 3.36(b) in [6], for example.) We therefore have
P (Xj:n ≤ x) = P
( n∑
i=1
1{Xi≤x} ≥ j
)
=
n∑
k=j
P
( n∑
i=1
1{Xi≤x} = k
)
=
n∑
k=j
(
n
k
)
Φ(x)kΦ(x)n−k
=
n∑
k=j
(
n
k
)∫ x
−∞
(kΦ(y)k−1Φ(y)n−k − (n− k)Φ(y)kΦ(y)n−k−1) dΦ(y).
We can rewrite this as
P (Xj:n ≤ x) =
∫ x
−∞
[ n∑
k=j
k
(
n
k
)
Φ(y)k−1Φ(y)n−k
−
n∑
k=j+1
(n− k + 1)
(
n
k − 1
)
Φ(y)k−1Φ(y)n−k
]
dΦ(y).
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Observing that
(n− k + 1)
(
n
k − 1
)
= k
(
n
k
)
,
completes the proof. ✷
The following lemma is needed in the proof of Theorem 5.2.
Lemma A.5. For each r ≥ 1, there exist constants C > 0 and n0 ∈ N such that
E
∣∣∣∣ n∑
i=1
(1{Ui≤p} − p)
∣∣∣∣2r ≤ C((np)r ∨ (np)), (A.3)
for all n ≥ n0 and all p ∈ [0, 1]. Note that C depends only on r, and not on n or p.
Remark A.6. If r < 1, then Lemma A.5, together with Jensen’s inequality, imply that the
expectation in (A.3) is bounded above by C(np)r.
Proof of Lemma A.5. First assume that r ∈ N. Let ξ = 1{Ui≤p} − p and ϕ(t) = E[eitξ].
Then
E
∣∣∣∣ n∑
i=1
(1{Ui≤p} − p)
∣∣∣∣2r = (−1)r d2rdt2r (ϕ(t)n)
∣∣∣∣
t=0
.
By Faa` di Bruno’s formula (see [9], for example), if n > 2r, then
d2r
dt2r
(ϕ(t)n) =
∑ (2r)!
b1!b2! · · · b2r!
n!
(n− k)!ϕ(t)
n−k
(
ϕ′(t)
1!
)b1 (ϕ′′(t)
2!
)b2
· · ·
(
ϕ(2r)(t)
(2r)!
)b2r
,
where the sum is over all different solutions in nonnegative integers b1, . . . , b2r of b1 + 2b2 +
3b3 + · · · + 2rb2r = 2r, and k = b1 + · · · + b2r. Let us take t = 0 and observe that, since
ϕ′(0) = 0, every nonzero summand has b1 = 0, which implies
k =
2b2 + 2b3 + 2b4 + · · ·+ 2b2r
2
≤ 2b2 + 3b3 + 4b4 + · · ·+ 2rb2r
2
= r.
Also, ϕ(0) = 1 and |ϕ(j)(0)| = |Eξj| ≤ 2p. Therefore,∣∣∣∣ d2rdt2r (ϕ(t)n)
∣∣∣∣
t=0
∣∣∣∣ ≤ Cr r∑
k=1
nkpb2+b3+···+b2r = Cr
r∑
k=1
(np)k.
Taking into account the two possibilities, np < 1 and np ≥ 1, gives us (A.3).
Now consider the general case, r ∈ [1,∞). First assume np > 1. Choose an integer
k > r. Then (A.3), together with Jensen’s inequality, give
E
∣∣∣∣ n∑
i=1
(1{Ui≤p} − p)
∣∣∣∣2r ≤
(
E
∣∣∣∣ n∑
i=1
(1{Ui≤p} − p)
∣∣∣∣2k
)r/k
≤ C(np)r.
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Next assume np ≤ 1. Choose positive integers k, ℓ such that ℓ ≤ r ≤ k. Then
E
∣∣∣∣ n∑
i=1
(1{Ui≤p} − p)
∣∣∣∣2r ≤ E∣∣∣∣ n∑
i=1
(1{Ui≤p} − p)
∣∣∣∣2ℓ + E∣∣∣∣ n∑
i=1
(1{Ui≤p} − p)
∣∣∣∣2k
≤ C1(np) + C2(np) = C(np),
which completes the proof. ✷
Finally, we present the proof of Lemma 6.3, which establishes the needed estimates for
tightness in the large gap regime.
Proof of Lemma 6.3. Fix T > 0, ∆ ∈ (0, 1/2), and p > 2. Without loss of generality,
assume s < t and define δ = t − s. Note that it is sufficient to prove that there exists a
constant δ0 > 0 such that the lemma holds whenever δ ≤ δ0.
Let M = sup0≤t≤T |q′(t)| and define δ0 = (M−2 ∧ 2)/4. Note that, for a.e. ω ∈ Ω,
#{j : Bj(s, ω) ≤ Qn(s, ω)} = j(n). Hence, if Bj(t, ω) ≤ Bj(s, ω) + n−1/2ε + q(t) − q(s), for
all j, then #{j : Bj(t, ω) ≤ Qn(s, ω) + n−1/2ε+ q(t)− q(s)} ≥ j(n). In other words, up to a
set of measure zero,
n⋂
j=1
{Bj(t) ≤ Bj(s) + n−1/2ε+ q(t)− q(s)} ⊂ {Qn(t) ≤ Qn(s) + n−1/2ε+ q(t)− q(s)}.
We therefore have
P (Fn(t)− Fn(s) > ε) = P (Qn(t)−Qn(s) > n−1/2ε+ q(t)− q(s))
≤ P
( n⋃
j=1
{Bj(t)− Bj(s) > n−1/2ε+ q(t)− q(s)}
)
≤ nP (B(t)− B(s) > n−1/2ε+ q(t)− q(s))
≤ nP (B(t)− B(s) > n−1/2ε−M |t− s|).
Recalling Φ, defined below (6.6), this gives
P (Fn(t)− Fn(s) > ε) ≤ nΦ(n−1/2εδ−1/2 −Mδ1/2).
Note that Mδ1/2 ≤ Mδ1/20 ≤ 1/2 ≤ (1/2)δ−∆ and n−1/2εδ−1/2 ≥ δ−∆. Thus, using
Φ(x) ≤ Crx−r with r = ∆−1(1 + p/4), we have
P (Fn(t)− Fn(s) > ε) ≤ nCr2rδr∆ ≤ ε2δ−1+∆Cr2rδ1+p/4 = Cp,∆ε2δ∆|t− s|p/4,
which is in fact a sharper bound than necessary. (The second inequality above follows from
the assumption in the statement of the lemma that n−1/2ε ≥ |t − s|1/2−∆.) The bound on
P (Fn(t)− Fn(s) < −ε) is obtained similarly. ✷
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