In this work, different global optimization techniques are assessed for the automated development of molecular force fields, as used in molecular dynamics and Monte Carlo simulations. The quest of finding suitable force field parameters is treated as a mathematical minimization problem. Intricate problem characteristics such as extremely costly and even abortive simulations, noisy simulation results, and especially multiple local minima naturally lead to the use of sophisticated global optimization algorithms. Five diverse algorithms (pure random search, recursive random search, CMA-ES, differential evolution, and taboo search) are compared to our own tailor-made solution named CoSMoS. CoSMoS is an automated workflow. It models the parameters' influence on the simulation observables to detect a globally optimal set of parameters. It is shown how and why this approach is superior to other algorithms. Applied to suitable test functions and simulations for phosgene, CoSMoS effectively reduces the number of required simulations and real time for the optimization task.
Introduction
Nowadays, molecular dynamics and Monte-Carlo simulations are indispensable in various areas, including thermodynamic properties of fluids [1] , transport processes in liquids [2] , protein folding [3] , polymer properties [4] or pharmaceutics [5] . They are likely to become even more important due to the rapid development and affordability of powerful computers.
As possibilities open up, there is a growing need for accurate molecular models that are tailored for specific applications with quantitatively matching capabilities. The parameterization of the models, which are given as force field equations, is the most critical part of the modeling process. While intramolecular parameters can be derived from quantum mechanics, intermolecular parameters, e.g. the Lennard-Jones parameters, have to be adjusted empirically. In practice, this means that the latter have to be tuned in order to reproduce macroscopic physical observables, such as density, diffusion coefficients, viscosity, vapor pressure and heat of vaporization. This so-called calibration is the principal bottleneck in the modeling process. The first reason for the high cost of the calibration is the lengthy computation time required for a single simulation. Simulations have to be iteratively repeated with changing parameter settings in order to minimize the loss between simulated and experimental observables. Second, the simulation observables are calculated as statistical averages and hence they are noisy. Third, simulations can terminate without any useful result, for instance when the simulation system becomes unstable for a certain parameter combination. Fourth, the objective loss functional may have plenty of local optima which is unfavorable for the discovery of a global optimum as well. Consequently, the calibration requires sophisticated optimization algorithms that are capable of detecting a globally optimal set of intermolecular force field parameters automatically and within an acceptable amount of time. Hence, they have to scale well on multi-core computers, be robust with respect to noise as well as abortive function evaluations and prevent preliminary convergence to local optima. Each of the above criteria is indispensable for a generic force field optimization workflow. Although several groups have worked on developing accurate force fields, the authors do not know any approach that meets all of the criteria. The most significant contributions are briefly highlighted in the next section.
Related work
The Nelder-Mead simplex method [6] was one of the first optimization algorithms used for automated force field design [7, 8] . It is robust with respect to noise and derivative-free but does not guarantee convergence, not even to a local optimum. Up to a hundred sequential function evaluations were needed to solve calibration problems for hydrocarbons at a single temperature. The obtained parameters failed to produce similarly good results for other temperatures [9] . Later, Ungerer et. al. [10, 11] used the gradient-based Gauß-Newton method, obtaining accurate force fields for small molecules. In the meantime, a similar method by Stoll [12] was successfully applied to other molecules such as cyclohexanol [13] and acetonitrile [14] . These methods are efficient in the immediate neighborhood of an optimum but they require a suitable initial guess for the objective parameters. Otherwise, they converge to a non-optimal solution. The recently proposed gradient-based optimization workflow (GROW) by Hülsmann et. al. [15] has extended this approach by various descent methods like steepest descent, conjugate gradients, and trust region, allowing the initial parameters to be situated farther away from the optimum. GROW has proven to be a useful and reliable tool in diverse applications: test functions [16] , small molecules [17] , and ionic liquids [18] . Nevertheless, suitable starting parameters are necessary for convergence. Parallel iterations are not possible for these gradient-based methods since iterations depend on each other. Alternatively, metamodels were used for the optimization task. Metamodels are also called response surface models in the literature [19] . The terms are used interchangeably throughout the present paper, denoting multimodal interpolations or regressions with cheap evaluations. Maaß et. al. [20] have studied the global influence of force field parameters for ethylene oxide. Metamodels, based on 80 random parameter sets, were created and studied with the interactive tool DesParO [21] . A set of parameters was selected manually. Most recently, Hülsmann et. al. [22, 23] have shown that global optimization in connection with GROW is likely to be a generalizable workflow for optimizing intermolecular parameters entirely automatically from scratch (cf. Figure 1 ). The parameters provided by DesParO were not optimal, but the subsequent GROW optimization turned them into an excellent force field within 14 steepest descent iterations. However, the interactivity of the global metamodeling as well as the great number of overall function evaluations are unfavorable for a generic calibration tool, as the overall optimization process took weeks [22] . At that point, it became clear that the global part of the optimization process could be enhanced in terms of efficiency and automation. Consequently, in this work, research was focused on appropriate global optimization techniques. Global optimization is concerned with two goals: exploration of the search space and exploitation of previous function evaluations. Various techniques have been developed, for instance simulated annealing [24, 25] , evolutionary methods (including swarm optimization and genetic algorithms) [26] [27] [28] [29] , taboo search [30, 31] , multistart [32] , direct search [33, 34] , and finally metamodelbased optimization [19, [35] [36] [37] . The last are particularly suited for functions with computationally expensive evaluations as they involve the results of all previous evaluations [35] . Different types of global optimizers were tested by the authors with respect to the given calibration problem. In particular, six different algorithms were selected for comparison: pure random search (PRS), recursive random search (RRS) [38] , the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [39, 40] , differential evolution (DE) [27] , a special taboo search (TS) algorithm [30] , and Constrained Optimization using Response Surfaces (CORS) [19, 37] . Each of them represents a particular class of global optimizers. In contrast to the random sampling favored by DesParO, modern metamodelbased optimizers, like CORS, rely on intelligent sampling techniques. In fact, the metamodel is exploited to concentrate sampling onto more interesting domains of the search space. Hence, the accuracy of the model grows especially in these domains and, furthermore, the sampling points are likely to approach an optimal set of parameters. Taken together, metamodeling and optimization complement and stimulate each other. CoSMoS follows this approach as a global optimization tool for the Calibration of molecular force fields by Simultaneous Modeling of Simulated data (cf. Figure 1) . Currently, three metamodeling schemes and two different intelligent sampling techniques are implemented in CoSMoS: The CORS sampling technique and a new method developed by the authors. Additional components of CoSMoS are a suitable normalization of the metamodels, different loss functionals for the optimization, a parallelization framework and a way to make use of abortive simulations. New features like other sampling techniques or metamodeling schemes can easily be integrated through the modular program structure. CoSMoS uses the GROW interface to molecular simulations. Taken together, it is tailored to meet all of the above-mentioned criteria and satisfy the need for an appropriate globally convergent force field calibration tool. It can be used as a pre-optimizer for gradient based optimization (cf. Figure 1) or as a stand-alone solution.
Developing an appropriate global optimization strategy
The numerical results on test functions and a case study on phosgene illustrate that metamodel-driven optimization is a viable concept to calibrate force field parameters. It is shown that the presented tool suits a wide range of calibration problems and that it saves simulations and real time compared with the other tested global optimization methods.
Optimization of force field parameters: General methodology

Notation
The following notation is used throughout the paper:
• n denotes the number of force field parameters,
• m denotes the number of observables, multiplied by the number of temperatures,
• x ∈ R n denotes a vector of objective force field parameters,
• f sim (x) ∈ R m denotes a vector of simulated observables,
• f exp (x) ∈ R m denotes the vector of corresponding experimental observables, and
• M (ν) (x) ∈ R m denotes a metamodel for the ν-th observable, ν = 1, . . . , m.
The optimization task
The quest of finding suitable force field parameters is stated as a minimization problem:
The search space D ⊂ R n is defined by box constraints:
max }, where x min and x max ∈ R n are vectors and the inequalities are considered componentwise. The loss functional F : D → R mirrors the relative deviation between simulated observables and the experimentally measured counterparts, in an arbitrary p-norm:
The weighting matrix
with observable-specific weighting factors w 1 , . . . , w m > 0 enables the user to priorize certain observables over others. For p = 2, the loss functional F 2 (x) is equivalent to the one defined in Hülsmann et. al. [15] . As formula (1) gives a mathematical description of the parameterization task, general numerical optimization algorithms can be applied.
The global optimization algorithms
In this subsection, five global optimization algorithms are briefly introduced. They were selected based on a detailed problem analysis and required to cover a range of different global optimization approaches. All of them can be scheduled in parallel, applied to noisy objective functions and used for functions with abortive evaluations. The first selected global optimization method is pure random search (PRS). It samples iteration points according to a uniform distribution on the search space. The method was not chosen to compete with the other methods but to assess their performance. The second is a simple recursive random search (RRS) method, which was successfully used for the optimization of force field parameters but in connection with a less costly simulation technique [38] . It is also based on uniform distributions and box constrained search domains. In contrast to PRS, RRS iteratively reduces the size of the search domain by a problem-specific scaling factor to zoom in on the global optimum. The number of function evaluations in each iteration is called population size.
The third selected algorithm is the Covariance Matrix Adpatation Evolution Strategy (CMA-ES) [39, 40] , a state-of-the art evolutionary algorithm. It has shown desireable behavior in hundreds of practical applications and test functions [41, 42] , including noisy and multimodal objective functions. CMA-ES samples its populations based on multivariate normal distributions. After each iteration, the distributions are sophisticatedly scaled and moved along descent directions. The population size is the most important problem-specific parameter. The fourth algorithm is differential evolution (DE) [27] , which has been shown to be superior to a variety of genetic optimization methods [43] . Like genetic methods, it mimes mechanisms like mutation and crossover. Viewing the objective function as a fitness landscape, the unfitter individuals are replaced by fitter ones. New sampling points emerge as combinations of old sampling points, through mutation and crossover. Two mutations factors and a so-called crossover probability are problem-specific parameters. The fifth algorithm is a taboo search (TS) algorithm which is based on the derivate-free local optimization method by Hooke and Jeeves [30, 44] . It provides additional functionality to prevent preliminary convergence, i.e. intensifying search after a certain number of function evaluations without improvement, diversifying search after another number of function evaluations without improvement and reducing the step size by half after another number of function evaluations without improvement. The initial step sizes and the three mentioned numbers are problem-specific parameters. The sixth algorithm, CORS, was integrated into CoSMoS and is explained in a later section. Since it is based on metamodels, the metamodeling scheme is explained first.
Tailor-made solution: The CoSMoS methodology
Metamodeling scheme
Metamodels are constructed by appropriate interpolation or regression schemes. They estimate the result of a simulation based on simulation results that were obtained for other force field parameters. Consequently, they become more accurate as the number of former simulations increases. CoSMoS has three different metamodeling schemes implemented: simple radial basis function (RBF) networks, RBF networks with error bars and inverse distance weighting. The metamodels used in this work are built upon simple RBF networks. Those are well-established for interpolation in lower-dimensional spaces. A variety of nonlinear functions can be formed by RBF networks. This enables them to reliably reproduce the multimodal dependency between force field parameters and simulation observables.
Construction of RBF metamodels
RBF networks can form very complex shapes (e.g. cf. Figure 2 ) but they are composed of simple building blocks, the RBFs. RBFs are rotational-symmetric functionsΦ : R n → R. Convenient examples are linear functions
cubic ( x 3 ) functions; thin plate splines ( x 2 log x ); Gaussian functions (exp(−(γ x )
2 )); multiquadrics ( x 2 +γ 2 ); and inverse multiquadrics ((
. The RBF parameterγ > 0 impacts the shape of the last three types of RBFs. RBF networks are sums of RBFs, which are located at distinct sampling points x 1 , . . . , x i ∈ R n . It is common to combine RBFs with low-order polynomial basis functions: p 1 , . . . , p r , r ∈ N. Consequently, the metamodels take the form
where ν ∈ {1, . . . , m} is the index of the target observable. Given distinct data points (
can be adjusted to interpolate the previous simulations results. Therefore, the interpolation condition
is expressed as a linear equation system. Each solution to this equation system provides a set of coefficients which define an interpolation of the data points. To obtain a unique solution, the RBF coefficients are forced to satisfy an additional constraint:
This guarantees the uniqueness of the obtained coefficients, presuming that the RBF is either positive or negative definite [36] . Replacing f sim (x) by M(x) in the definition of the loss functional gives a metamodel M F (x) of the loss functional.
Normalization of the metamodels
Since force field parameters as well as observables may have diverse quantity dimensions, normalization is a natural way to smooth the shape of metamodels and to simplify the choice of the metamodel parameters. First, the search space, i.e. the space of force field parameters is normalized to the n-dimensional unit cube by a transformatioñ
Second, it is also useful to normalize the space of system observables. This simplifies the metamodeling process as a similar metamodeling approach can be applied to all different kinds of system observables regardless of the noise or range of a quantity. In most cases, there is detailed knowledge not only about the desired target values f exp ν but also about the standard deviations of the relative noise s
sets the standard deviation to a value of about 1 and the desired target value to 0. For all of the above-mentioned benefits, the metamodeling approach described in the previous subsection was applied to the transformed data instead of the original data. The metamodel of the loss functional was also reformulated, in terms of normalized parameters and unnormalized observables.
Intelligent sampling
In this section, two sampling mechanisms, CORS [19] and a new method for CoSMoS developed by the authors, are presented. Both exploit a metamodel of the loss functional to focus sampling on points were the loss functional values are comparatively small. Both also generate sampling points through solving a surrogate optimization problem in every iteration. By this means, sampling is directed towards the most promising parameter sets, aiming to accumulate sampling points in the neighborhood of a global optimum. This is illustrated by the black sampling points in Figure 2 (left).
CORS: Constrained Optimization using Response Surfaces
CORS is a metamodel-based optimization method for expensive black-box functions [19, 37] . It has been applied to various practical problems [46] [47] [48] . CORS exploits all of the previously produced data by minimizing the metamodel of the objective function. Exploration is granted by introducing a taboo region around the sampling points, which results in a constrained optimization problem. Concretely, the taboo region is defined as
where Ur(x) is a ball of radiusr > 0 around a pointx in the transformed search space, i.e. the n-dimensional unit cube.Q is the set of transformed sampling points. In order to prevent Rr ,Q from covering the whole unit cube, the radius has to fulfill the requirement r < δ 
with I(i) = (i mod 6) + 1. To summarize, the candidate point in iteration i of CORS is generated by solving the constrained optimization problem
A new sampling technique for CoSMoS
Starting from CORS, a new sampling technique was tailored to the force field calibration problem in order to save explorative function evaluations. The new technique utilizes the fact that ξ = 0 is a lower bound for the loss functional, reducing exploration as soon as the sampled function values approach ξ. This was achieved by replacing the rigid taboo approach by a penalty technique. The penalty termp
also defined for normalized variables, grows to infinity asx approaches a sampling point. The penalty function and the metamodel of the loss were assembled
The parameter γ controls the amount of exploration, similar tor i in CORS. Therefore, the search pattern idea was adapted from CORS, replacing γ by
While CORS samples candidates points according to the constrained minimization problem (7), the new method samples candidate points by solving
Parallel and abortive simulations
For both sampling techniques, parallel and abortive simulations were handeled in a similar way. The normalized parameter setsx (for currently running and aborted simulations) were included intoQ to deflect the sampling from all previous sampling points, including abortive and currently running simulations. CoSMoS automatically classifies simulations as abortive when they do not deliver useful results in a time range defined by the user. The overall algorithm, including all presented features, is presented in Figure 3 .
Results
The presented algorithms were assessed for the global optimization of force field parameters. This was done in two steps: First, all of the algorithms were applied to a set of suitable test functions. Algorithm parameters were tuned for the most promising: RRS, CMA-ES and CoSMoS. Second, these three were applied to an example simulation system.
Comparison with other methods based on test functions 4.1.1. Definition of test problems
In order to assess the described algorithms, mathematical test functions have to be used instead of costly molecular simulations. The test functions defined below have properties similar to those of real simulation observables: noisy evaluations, a continuous dependency between parameters and mean function values, a "global trend", multiple local optima and, eventually, local bumpiness. They take the place of the simulated observables in the definition of the loss functional.
The first kind of test functions, denoted as φ, were taken from a study of twocenter Lennard-Jones fluids with pointdipole [49] . Four force field parameters had been used: reduced dipolar momentum µ 2 , reduced bond length L, and the reduced Lennard-Jones parameters σ, ε; x := (µ 2 , L, σ, ε). Three observables had been considered: saturated liquid density, heat of vaporization, and vapor pressure at temperatures T . The nonlinear dependencies between force field start single thread (no. τ )
Check for the stop conditions:
• Optimal parameters found?
• Recieved stop signal?
• iτ = Nmax? add transformed data to metamodel data: The main routine (upper right) initializes the iteration count i, the set of simulated dataS, and the taboo setQ which are common to all threads. Then it creates Npar ∈ N parallel threads. Each of the runs through four steps: First, it checks for stopping conditions. These are: a threshold for the number of evaluations Nmax ∈ N and the detection of an optimal parameter vector. Second, it samples a new solution vectorx (iτ ) , randomly (for the first N rand ∈ N iterations) or according to one of the presented intelligent sampling strategies. Third, it evaluates the objective function, and fourth, it adds the result of the evaluation toS. Then it starts again from the beginning. CoSMoS contains further functionality to rule out conflicts between the threads. Those are not described by the flowchart.
parameters and observables had been approximated by functions φ
T , and φ (3)
T . These functions have been used to assess GROW [16] . In the present work, φ (1) T (x) and φ (2) T (x) were considered at T ∈ {65 K, 75 K, . . . , 115 K} and compared with experimental data for Nitrogen [50] . The search space was defined by x min := (0.29, 0.3, 0, 0) and x max := (0.4, 0.4, 0.0468, 0.24). The second kind of test functions, denoted as ψ, are artificial functions defined on spaces of arbitrary dimension n, in order to generalize conclusions to calibration problems with more or fewer than four parameters. They were defined as follows:
The target values for the calibration were defined as ψ (n),exp k := 4 + k, k ∈ {1, . . . , m}. A set of eleven test problems was defined (cf. Table 1 ). The quadratic loss functional F 2 was used with uniform weights. Figure 2 shows the loss functional for test problem 1. Artificial Gaussian distributed noise with a relative standard deviation of s sim was added to the functions. The amount of noise was varied to study the robustness of the algorithms. 
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Comparison of all algorithms
As a first step, all algorithms were applied to all test problems to roughly estimate their performance. The algorithms' parameters, such as the population size of evolution methods, were chosen by hand (cf. Table 2 ). Thereby, extensive optimizations of the algorithms' parameters were avoided for algorithms turning out less appropriate. Each optimization run was stopped after N max = 100 evaluations of the loss functional. We observed the evolution of the smallest loss functional value found within the optimization process. The values are averaged over ten replicates of each optimization run in order to respect the stochastic nature of the algorithms. TS, a fully determinstic method, was started from random initial points. For CoSMoS, the normalization of observables was not used, N rand was set to 10. Parallelization was switched off, N par := 1. The numerical results for all test problems are given in Tables 3  and 4 . Figure 4 illustrates the results for test problems 2, 7, 8, 9 and 10. Obviously, CoSMoS dominated the other algorithms on all test problems except no. 11. The CORS sampling with search pattern V (1) was slightly better than the new sampling technique with search pattern (2.0) in most applications, especially no. 4-11. At this point, it was not clear if this was due to the search pattern or due to the sampling technique. For test problem 8, both versions of CoSMoS reached a value smaller than 1E-3. Remarkably, alike values can only be found in the immediate neighborhood of the global optimum, which has a loss functional value of 7E-4. Test problem 8 is particularly interesting, because it is based on real molecular simulations, with a realistic amount of noise added. CoSMoS was outperformed on the test problem with the ten-dimensional search space, no. 11. Here, RRS performed best. For impartial assessment, the algorithms are compared to PRS. Generally, RRS was clearly better than PRS, except for test problem 6. So was CMA-ES, except for problems 7-9, i.e. the test problems based on Nitrogen simulations. DE and TS could not prove any significant benefit over PRS for the test problems. Hence, we rated them as unsuitable and sorted them out at this point. Moderate noise had no noticeable effect on the algorithms (test problems 2, 5 and 8). High noise (no. 3,6 and 9) slowed down all of them. Especially for the simulation-based test problem (no. 9), none of them could find values smaller than 1E-3, any more.
Parameter tuning for RRS, CMA-ES and CoSMoS
In order to exhaust the full potential of RRS, CMA-ES and CoSMoS, the following parameters were tuned: RRS' population size and scaling factor; CMA-ES' population size; and CoSMoS' search pattern, RBF type, and RBF parameter. The tuning was carried out with view to test problem 8, which was considered most related to real applications. RRS. The scaling parameter and population size were tuned sequentially: First, scaling parameters from 0.2 to 0.9 were used on test problem 8, 100 replicates for each setting. The population size was fixed to 4. According to table 5, 0.6 led to the best results. Setting the scaling parameter too small, e.g. 2, leads to a serious performance loss. Second, population sizes from 3 to 15 were used with the scaling parameter fixed to 0.6. The optimal population size was 5.
CMA-ES.
CMA-ES population sizes from 3 to 20 were used on test problem 8, 100 replicates for each population size. None of the tested population sizes could enhance the previous efficiency significantly (cf. Table 5 ). A population size of 8 seemed most appropriate.
CoSMoS. The search pattern and metamodels were tuned sequentially, using the new sampling strategy: First, the search pattern was varied, 10 replicates for each. The candidates were search patterns with one element ((2), (1), (0), (20) ) and multiple elements (V (1) as before, V (2) = (2, 1, 0.5, 0.25, 0.13, 0)). For the new sampling technique, switching to the multi-element pattern V
(1) augmented the performance (cf. Table 5 ). Second, different metamodeling techniques were compared. RBF parameters were tuned via leave-one-out-cross validation [51] , which we do not describe here in detail. Three promising RBF settings were selected: inverse multiquadrics with RBF parameterγ = 2 and a polynomial of degree d = 0, multiquadrics withγ = 1.2 and d = 1, and Gaussian RBFs withγ = 0.7 and d = 0. In a final comparison, all of them outperformed the previously used cubic RBF (cf. Table 5 ) concerning pace of optimization. Multiquadrics were most appropriate.
Final comparison. Finally, the algorithms with tuned parameters were compared on test problem 8, 100 replicates each (cf. Figure 5) . Changing the population size did not overcome the difficulties of CMA-ES concerning test problem 8. Tuning the parameters of RRS and CoSMoS brought a small gain of performance. In general, the overall picture remains: CoSMoS clearly dominates RRS and CMA-ES, but now with slight advantages for the new sampling technique.
Comparison of RRS, CMA-ES and CoSMoS based on simulations
Definiton of the simulation systems
The three selected methods were used to parameterize a molecular model for phosgene (COCl 2 ). The Lennard-Jones parameters of phosgene, x = (σ C , σ O , σ Cl , ε C , ε O , ε Cl ), were optimized in order to reproduce the saturated liquid density ρ l at temperatures ranging from 235 K to 280 K. The molecular model includes fixed bond lengths and angles, an improper dihedral, four partial point charges at the atom centers, and Lennard-JonesParameters for three atom types [22] . The intermolecular parameters and partial atomic charges were derived from quantum mechanical calculations using GAMESS and WOLF 2 PACK, respectively [52] [53] [54] . Parallel N pT simulations were carried out at vapor liquid equilibrium for seven temperatures and their corresponding pressures, using GROMACS [55] . The simulation box contained 750 molecules. We used the GROW interface and its capabilities to initialize and equilibrate the simulations [15] . Each equilibration cycle as well as the production run included 250000 time steps with a length of 2 fs. The pre-equilibration included 750000 time steps with a length of 2 fs.
Global and local optimization of phosgene
For each of the optimization algorithms, the global search was combined with the Steepest Descent (SD) local optimization method. First, the global optimization was carried out to find close-to-optimal parameters. Then, local SD optimizations were carried out with GROW to turn the close-to-optimal parameters into optimal ones. The objective function was a quadratic loss functional Remarkably, the final parameters only differed marginally from x RRS . Figure 7 shows that the percentual error of the saturated liquid density was optimal, i.e. as accurate as the experimental measurement. The experimental uncertainty is approximately 0.5%. RRS without local optimization could further improve x RRS (Figure 6 ), but it did not reach the experimental accuracy.
CMA-ES.
The population size was set to 6. The starting point and initial standard deviations were again set to the center of the search space and a third of its diagonal, respectively. Until evaluation 40, CMA-ES performs similarly efficiently as RRS. Thereafter, it takes longer to improve the loss functional values. The best parameter vector was found after 106 evaluations, CoSMoS. The search pattern was set to V (1) . The metamodels were based on multiquadrics with parametersγ = 1.2, d = 0. Interestingly, nearly half of the first 50 function evaluations failed due to unstable simulation systems. Nevertheless, within only 52 evaluations, CoSMoS found a parameter vector with loss functional value 2.3E-4, x CoSMoS . The subsequent local optimization brought no further improvements. After 109 evaluations, CoSMoS found a different parameter vector with loss functional value 1.9E-4, x CoSMoS,2 = (0.156, 0.328, 0.34, 0.552, 1.049, 1.823). From here, the local optimization improved the loss functional value to 5.0E-5, x CoSMoS+SD = (0.156, 0.327, 0.339, 0.552, 1.049, 1.823), again, a very small change in parameters. The simulated saturated liquid density was again optimal.
Discussion
A variety of six global optimization algorithms were tested for parameterizing molecular force fields. Through systematic test applications, RRS, CMA-ES and CoSMoS were selected to parameterize a molecular force field for phosgene. In combination with a simple local optimizer, they generated three diverse parameter vectors. Each of them was capable to reproduce the saturated liquid density of phosgene at vapor liquid equilibrium over a range of 50 K. However, without subsequent local optimizations, they could only produce almost optimal parameter vectors. This supports the combination of global and local optimization methods to obtain highly accurate force fields. The detected optimal parameter vectors for phosgene were scattered over a big part of the search space. Obviously, the given parameterization problem was under-determined and thus quite easy to solve. This is not surprising after all, because six parameters were available to reproduce only one observable. Consequently, the optimized parameter vectors may not be transferable to go well with other simulation systems and observables. If less crucial or, as in this case, too many parameters are involved in the global optimization, they may have arbitrary values in the final (optimal) force field. This can lead to force fields that are highly accurate in a specific system but neither transferable nor physically interpretable. In order to prevent such situations, global optimization should incorporate more than one observable and focus on the decisive parameters. However, it is not always easy to decide a priori which parameters are decisive. In the example of phosgene, the chlorine parameters affect the observables most, because they simply apply to more atoms in the system. Inserting an additional sensitivity analysis before the actual global optimization can help to detect parameters that have little influence, in order to keep them fixed or at least tighten their bounds. For CoSMoS, the generated meta models can be used to study the influences of the individual parameters. This enables the user to reject or pick parameter sets that have been sampled by CoSMoS, according to a physical reasoning. In nearly all applications, the newly designed CoSMoS dominated the other algorithms. This is partially due to the specific implementations of the algorithms. There are various implementations of DE and TS methods. The poor performance of DE and TS in this paper can not be generalized to all of them. There are also various implementations of CMA-ES, including a multi-objective version and a version using metamodels. Those might go better with force field parameterization. CoSMoS performed best for search patterns with multiple elements, e.g. (0.9, 0.75, 0.25, 0.05, 0.03, 0.0), and in connection with multiquadric RBFs. The CORS and new sampling strategy worked comparably well for all of the test problems. Especially after the tuning of algorithm parameters, CoSMoS clearly outperformed the other algorithms. A limitation of CoSMoS is foreshadowed by test problem 11: For optimizing more than ten parameters at once, its efficiency drops. This is rooted in the wellknown fact that RBF networks converge slowly in higher-dimensional spaces, i.e. they require more sampling points to reliably reproduce the shape of the objective function. Here, direct search methods like RRS may be superior. Anyway, as discussed before, this has only little consequences for our field of application. In a typical parameterization, we optimize two to six parameters against two or three reference observables at a range of three to seven temperatures. Optimizing ten or more parameters will normally lead to tasks that are either under-determined or involve many unimportant parameters. Taken together, the present results demonstrate that metamodel-based optimizers particularly suit the given quest. CoSMoS is likely to be efficient for a broad range of different parameterization problems and robust with respect to noise. Using sophisticated metamodeling techniques could possibly further enhance robustness. In the future, CoSMoS will be applied to more complex parameterization tasks.
Conclusions
Intermolecular force field parameters are the essence of every molecular simulation. For realistic simulations, they have to be optimized. As classical local optimizers can easily get stuck in local optima or due to noise, global optimization algorithms become an interesting alternative. In this paper, three diverse optimization algorithms were proven feasible for parameterizing force fields: RRS, CMA-ES and CoSMoS. The best results were achieved by combining global and local optimization algorithms. Our specifically designed algorithm CoSMoS outperformed the other methods on a set of test problems and on parameterizing a molecular model for phosgene. Its particular efficiency is granted by exploiting metamodels of the simulated physical properties. CoSMoS supports parallel simulations, copes with noisy observables and abortive simulations and prevents preliminary convergence to local optima. Taken together, a combination of CoSMoS and GROW may fa-
