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Tóm tắt. Ranh giới từ trong tiếng Hoa và tiếng Việt không được xác định bởi khoảng trắng. Do
đó, phân đoạn từ Hoa-Việt luôn được thực hiện đầu tiên trong bài toán xử lý ngôn ngữ Hoa-Việt
nói chung và trong dịch máy thống kê Hoa-Việt nói riêng. Việc phân đoạn từ làm tăng chất lượng
dịch chung cuộc nhưng lại xuất hiện nhiều “từ chưa biết” (Unknown Word: UKW) ở bản dịch đích.
Dạng từ chưa biết phổ biến trong hệ thống dịch Hoa-Việt đó là thực thể có tên (named entity:NE).
Trong bài báo này, chúng tôi sẽ trình bày một phương pháp lai, kết hợp luật và thống kê, để dịch
lại các UKW dạng thực thể có tên biểu thức số. Áp dụng phương pháp này vào trong hệ dịch thống
kê Hoa-Việt, kết quả thử nghiệm cho thấy phương pháp của chúng tôi đã cải tiến đáng kể hiệu suất
dịch máy thống kê Hoa-Việt.
Từ khóa. Dịch thống kê Hoa-Việt, từ chưa biết, thực thể có tên, Number expression.
Abstract. Word boundary in Chinese and Vietnamese is not defined by a space. Therefore, Chinese-
Vietnamese word segmentations are always done first in Chinese-Vietnamese natural language pro-
cessing problem in general and in Chinese-Vietnamese statistical machine translation in particular.
The word segmentation increases the final quality of translation but it appears many unknown words
(UKW) in the target translation. The type of popular unknown word in Chinese-Vietnamese transla-
tion system that is named entity (NE). In this paper, we present a hybrid method to combine statistic
and rule and to re-translate number expression NE-UKW (NumExp-NE-UKW ). Applying this
method into Chinese-Vietnamese SMT, the experiment result shows that our method significantly
improves Chinese-Vietnamese SMT performance.
Key words. Chinese-Vietnamese statistical machine translation, unknown word, named entity,
number expression.
1. GIỚI THIỆU
Tập hợp từ của ngôn ngữ tự nhiên là một tập mở. Không có cách nào để chúng ta có thể thu
thập được tất cả các từ của một ngôn ngữ, do từ mới được phát sinh thường xuyên trong các hoạt
động như: giải thích một khái niệm mới, một phát minh mới, tên trẻ em mới sinh, các tổ chức mới
thành lập, . . . Trong bài toán dịch máy thống kê, chúng ta có thể kết luận rằng: ngữ liệu huấn luyện
của hệ thống dịch máy dù lớn đến mức nào đi nữa cũng không thể bao phủ hết tất cả các từ của một
ngôn ngữ. Do đó, thay vì tìm cách làm sao cho hệ dịch có khả năng dịch được tất cả các từ của một
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ngôn ngữ để không phát sinh “từ chưa biết” (unknown word: UKW), ở đây chúng tôi xem UKW như
là một phần hiển nhiên của dịch máy và tìm cách dịch lại các UKW này để cải tiến chất lượng dịch
máy chung cuộc. Không giống với các ngôn ngữ phương Tây, điển hình là tiếng Anh, các từ trong
tiếng Hoa không được phân biệt bởi khoảng trắng. Một câu tiếng Hoa bao gồm một dãy các từ chính
tả, kể cả dấu câu, nằm liên tiếp với nhau và không có khoảng trắng giữa các từ chính tả này. Do đó,
vấn đề phân đoạn từ luôn được giải quyết đầu tiên trong bài toán dịch máy từ tiếng Hoa sang ngôn
ngữ khác (chủ yếu là tiếng Anh). Việc phân đoạn từ làm tăng chất lượng dịch chung cuộc nhưng lại
xuất hiện nhiều UKW ở bản dịch đích do ngữ liệu huấn luyện ở trường hợp này ít từ vựng hơn khi
chưa phân đoạn từ [3]. Phần lớn các UKW trong dịch thống kê Hoa-Việt là UKW dạng thực thể có
tên (Named Entiy: NE). NE được chia thành các loại như sau: tên người, tên tổ chức, tên địa danh
và các biếu thức số (ngày, giờ, phần trăm, số, số điện thoại) [9]. Theo [10], các loại NE được phân bố
như sau (Bảng 1):
Bảng 1. Sự phân bố của NE tiếng Hoa trong ngữ liệu tin tức
NE Tỉ lệ % trong NE Tỉ lệ % trong ngữ liệu
Tên người 15,59 1,69
Tên địa danh 23,69 2,57
Tên tổ chức 10,07 1,09
Thời gian 16,33 1,77
Số 34,43 3,72
Trong phạm vi bài báo này, chúng tôi sẽ tập trung vào giải quyết bài toán nhận dạng và dịch
lại NE-UKW dạng biểu thức số (Number expression NE-UKW : NumExp-NE-UKW ) trong dịch
thống kê Hoa-Việt. Một từ tiếng Hoa bao gồm nhiều hình vị có nghĩa kết hợp lại với nhau (thông
thường hình vị cũng là ký tự tiếng Hoa). Từ trong các NumExp bao gồm các ký tự số kết hợp với
các từ khóa đại diện cho mỗi loại NumExp (trình bày chi tiết ở phần 3). Các số và các từ khóa đại
diện là hữu hạn, nhưng sự kết hợp của chúng đã tạo ra tập hợp các từ NumExp vô cùng lớn và hệ
thống dịch máy không có khả năng nhận dạng hết các NumExp này. Hơn nữa, khi kết hợp lại với
nhau, các số và các từ khóa này không còn giữ nguyên nghĩa ban đầu của chúng, tạo ra sự nhập
nhằng về nghĩa dẫn đến kết quả dịch (nếu dịch được) có thể bị sai. Trong bài báo này, dựa vào ngữ
pháp hình thành nên các NumExp của tiếng Hoa, chúng tôi đã xây dựng nên các luật chuyển đổi
nhằm dịch lại các NumExp–NE-UKW cho hệ dịch thống kê Hoa-Việt.
Mặt khác, với bản chất nhập nhằng vốn có của ngôn ngữ, một từ có thể có nhiều nghĩa ở nhiều
ngữ cảnh khác nhau. Biểu thức số cũng không ngoại lệ. Thông thường, một biểu thức số không đầy
đủ sẽ có nhiều nghĩa trong từng ngữ cảnh khác nhau. Ví dụ, từ , từ này nếu là biểu thức số thì có
nghĩa là “10 phút”; tuy nhiên nó lại có nghĩa là “vô cùng” nếu tồn tại trong câu
(tôi vô cùng cảm ơn ông). Đối với các trường hợp này, chúng tôi đề nghị sử dụng mô hình ngôn
ngữ (language model) ở tiếng Việt để chọn ra nghĩa phù hợp.
Nội dung bài báo được trình bày như sau: ở Phần 2, chúng tôi sẽ trình bày các công trình liên
quan đến bài toán xử lý các UKW trong dịch máy cũng như một số hướng tiếp cận cho bài toán
nhận dạng thực thể có tên tiếng Hoa. Các cấu trúc cũng như các luật chuyển đổi của các NumExp
sẽ được trình bày ở Phần 3. Trong khi đó, ở Phần 4 chúng tôi sẽ trình bày mô hình dịch lại các
NumExp-NE-UKW từ tiếng Hoa sang tiếng Việt. Phần 5 chúng tôi sẽ trình bày các thử nghiệm,
phần thảo luận sẽ được trình bày ở Phần 6. Phần kết luận sẽ được chúng tôi trình bày ở Phần 7.
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2. CÔNG TRÌNH LIÊN QUAN
Trong phần này, chúng tôi sẽ trình bày một số công trình liên quan đến nhận dạng thực thể có
tên và xử lý UKW.
Nhận dạng thực thể có tên tiếng Hoa đã được các nhà nghiên cứu quan tâm và tiến hành cài
đặt thử nghiệm, các hướng tiếp cận chủ yếu trong thời gian gần đây là hướng tiếp cận lai (hybrid
approach), kết hợp giữa thống kê và luật. Điểm mấu chốt để nhận dạng thực thể có tên tiếng Hoa là
dựa vào các từ khóa của từng loại thực thể có tên (hướng tiếp cận dựa vào luật). Ví dụ: Để nhận dạng
tên người, nhóm tác giả JianFeng Gao [8] đã phân tích tên người tiếng Hoa thành mẫu: <Family
name> (F) + <Given name> (G) (tương ứng với tiếng Việt là <họ> + <tên>). Trong đó, F và G
có chiều dài là một hoặc hai ký tự. Nhóm tác giả chỉ xem xét các ứng viên là tên người khi thành
phần F của tên người đó có mặt trong danh sách 373 từ chỉ mục F của tiếng Hoa. Bước tiếp theo,
nhóm tác giả nhận dạng phần G của tên người dựa vào mô hình ngôn ngữ xác suất 2-gram (bigram
model) (hướng tiếp cận dựa vào thống kê).
Cũng theo cách này, nhóm tác giả Youzheng Wu [9] cũng đã sử dụng thuật toán lai, kết hợp mô
hình thống kê dựa vào phân lớp (class based statistical model) với các loại tri thức ngôn ngữ khác
nhau để nhận dạng thực thể có tên. Riêng đối với tác giả Keh-Jiann Chen và các đồng sự [7], nhóm
tác giả chỉ tập trung nhận dạng tên tổ chức (organization names) dựa vào phân tích hình thái từ
(Morphological analysis).
NE là dạng UKW phổ biến trong dịch thống kê nói chung và dịch thống kê Hoa-Việt nói riêng.
Hiện nay có rất nhiều nghiên cứu với các hướng tiếp cận khác nhau nhằm dịch lại UKW, nâng cao
hiệu suất dịch máy. Dựa vào phép chính tả của từ, nhóm tác giả Joao Silva và các đồng sự [4] đã
đề xuất hai phương pháp nhằm khắc phục các UKW, đó là: phát hiện từ cùng nguồn gốc (cognates’
detection) và độ tương tự hợp lý (logical analogy) để dịch lại UKW. Hướng tiếp cận này được các
tác giả áp dụng cho cặp ngôn ngữ biến hình, điển hình là cặp ngôn ngữ “Anh-Bồ Đào Nha”.
Một hướng tiếp cận khác để xử lý UKW được thực hiện bởi tác giả Matthias Eck [5] và các đồng
sự. Nhóm tác giả này đã tìm các định nghĩa của các UKW ở ngôn ngữ nguồn và dịch các định nghĩa
của UKW này (thay vì dịch các UKW). Các định nghĩa của UKW sẽ được rút trích tự động từ các
từ điển trực tuyến và các bách khoa toàn thư, sau đó chúng được dịch lại qua hệ thống SMT. Kết
quả dịch này sẽ thay thế các UKW ở bản dịch cũ. Các tác giả đã thực nghiệm hướng tiếp cận này
trên cặp ngôn ngữ “Anh-Tây Ban Nha”.
Ở khía cạnh khác, tác giả Ruiqiang Zhang và đồng sự [6] đã dịch lại các UKW bằng cách phân
rã các UKW thành các từ con (subwords). Nhóm tác giả đã phân rã các UKW tiếng Hoa thành các
từ con và dịch dựa vào các từ con này (subword-based translation). Từ con là một đơn vị ở giữa ký
tự và từ. Bên cạnh đó, nhóm tác giả còn phát hiện ra rằng, chất lượng dịch sẽ tăng đáng kể nếu áp
dụng nhận dạng thực thể có tên (Named entity recognition: NER) để dịch các UKW trước khi áp
dụng dịch dựa vào từ con. Hướng tiếp cận này được áp dụng cho cặp ngôn ngữ “Hoa-Anh”, nơi tiếng
Anh với khoảng trắng là ranh giới của một từ và khoảng trắng này cũng là một tiêu chí rất quan
trọng để phân rã các từ tiếng Hoa.
Đối với dịch biểu thức số tiếng Hoa, hiện nay có rất ít các công trình nghiên cứu về vấn đề này.
Gần đây nhất là công trình của nhóm tác giả Mei Tu và đồng sự [11], các tác giả thực hiện dịch
các biểu thức số dựa vào luật từ các ngôn ngữ khác (điển hình là tiếng Anh) sang chữ số tiếng Hoa.
Riêng đối với các công cụ dịch biểu thức số tiếng Hoa hiện nay, phần lớn các công cụ chỉ dịch số
thông thường, nếu có hỗ trợ dịch biểu thức số thì thường là dịch không chính xác các câu có chứa
biểu thức số. Bảng 2 liệt kê một số công cụ có dịch số tiếng Hoa trực tuyến hiện nay.
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Bảng 2. Các công cụ dịch biểu thức số tiếng Hoa
Số thứ tự Địa chỉ website Phạm vi
1 Công cụ Mandarin [13] Dịch số, không dịch ngày giờ, không dịch
câu chứa biểu thức số
2 Bing Translator [14] Hỗ trợ dịch Hoa-Việt thông qua ngôn ngữ
trung gian tiếng Anh
3 Công cụ dịch tự động đa ngữ
của công ty SmartLink [15]
Dịch tổng quát Hoa-Việt, thường dịch sai
các câu chứa biểu thức số
4 Google Translator [1] Dịch tổng quát Hoa-Việt (thông qua ngôn
ngữ trung gian tiếng Anh), thường dịch
sai các câu chứa biểu thức số
Trong bài báo này, chúng tôi sử dụng tập luật luật để nhận dạng và dịch lại các NumExp-NE-
UKW. Bên cạnh đó, chúng tôi sử dụng mô hình ngôn ngữ tiếng Việt để khử nhập nhằng các biểu
thức số không đầy đủ.
3. CẤU TRÚC CỦA CÁC NUMEXP
NumExp bao gồm các loại sau: số, số không chứa ký tự đơn vị, số thứ tự, phân số, số thập phân,
ngày và giờ. Từ trong các NumExp bao gồm các ký tự số kết hợp với các từ khóa đại diện cho mỗi
loại NumExp. Do đó, số đóng vai trò chủ đạo trong việc hình thành các NumExp của tiếng Hoa.
Giống như tiếng Việt, số trong tiếng Hoa cũng được hình thành từ sự kết hợp các ký tự tương tự
như các số từ 0 đến 9 của tiếng Việt. Các ký tự số của tiếng Hoa được trình bày ở Bảng 3 và Bảng 4.
Một điểm khác biệt nhỏ giữa tiếng Hoa và Việt là các số như 100, 1.000, 10.000 hay 100.000.000
thì tiếng Hoa có từ riêng dành cho các số này (tạm gọi là ký tự đơn vị).
Bảng 3. Ký tự số tiếng Hoa (0 đến 9)
Bảng 4. Các ký tự đơn vị của tiếng Hoa
Sau khi phân đoạn từ, một từ dạng NumExp trong tiếng Hoa bao gồm nhiều ký tự số học kết
hợp với các từ khóa đại diện cho các NumExp. Sự kết hợp này đã tạo ra rất nhiều từ NumExp trong
tiếng Hoa và hệ thống huấn luyện không thể nhận dạng hết các từ này và phát sinh UKW. Dựa vào
đặc trưng của các biểu thức số, chúng tôi phân loại chúng thành bảy loại sau.
a. NumExp dạng số có chứa ký tự đơn vị
Đây là một trong hai loại NumExp cơ bản (loại còn lại là NumExp không chứa ký tự đơn vị được
trình bày ở phần b tiếp theo). Hai loại này đóng vai trò hạt nhân trong cấu trúc của các NumExp
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còn lại. Thông thường loại từ này bao gồm từ 2 ký tự số học trở lên. Gọi N là NumExp dạng số, N
rơi vào một trong hai trường hợp sau:
- Trường hợp 1: N có giá trị tương ứng từ 0→ 19: chuyển đổi theo bảng 5.
- Trường hợp 2: N có giá trị từ 20 trở lên:
+ Phân tách từ N thành các cụm từ Si, cụm từ này bao gồm ký tự đơn vị và số đứng trước
chúng. Ví dụ: được tách thành hai cụm: và .




f(ci) ∗ f ′(dvi). (1)
Trong đó v là số tiếng Việt, ci là ký tự số (1 <= i <= l), dvi là các ký tự đơn vị với
dvi > dvi+1, f là hàm chuyển đổi ký tự tiếng Hoa sang tiếng Việt, f(ci) có giá trị từ 1 đến
9 (Bảng 1). f ′ là hàm chuyển đổi ký tự đơn vị sang số tương ứng (Bảng 4), l là số cụm từ S.
Như ví dụ trên, số = 4 ∗ 100 + 3 ∗ 10 = 430.
- Ngoại lệ: Theo chiều từ trái sang phải của từ N các ký tự đơn vị có giá trị giảm dần. Nếu cụm
từ cuối cùng không chứa ký tự đơn vị, chỉ chứa số thì cụm cuối cùng (ký hiệu Sl) này được tính:
Sl = f(cl) ∗ f ′(dvl−1)/10. (2)
Ví dụ: số = 3 ∗ 1000 + 4 ∗ 1000/10 = 3000 + 400 = 3400.
Bảng 5. Chuyển đổi NumExp dạng số từ 0→ 19 tiếng Hoa sang số tiếng Việt
b. NumExp dạng số không chứa ký tự đơn vị
Dạng số này thường sử dụng để biểu thị số điện thoại, số phòng.
- Phương pháp chuyển đổi:
+ Phân rã số này thành các ký tự riêng biệt ci.
+ Chuyển đổi từng ký tự ci sang số tiếng Việt, công thức chuyển đổi:
v = f(c1)...f(cl) (3)
Trong đó, v là số tiếng Việt, c1 . . . cl là các ký tự số tiếng Hoa, l là tổng số ký tự tiếng Hoa có trong
NumExp điện thoại, f là hàm chuyển đổi ký tự số tiếng Hoa sang số tiếng Việt (Bảng 3).
- Ví dụ:
c. NumExp dạng số thứ tự
- Cấu trúc: , với n là NumExp dạng số, là từ khóa đại diện.
- Chuyển đổi sang tiếng Việt:
+ Từ khóa được dịch sang tiếng Việt là “thứ”
+ n được dịch sang số tiếng Việt như ở mục a (NumExp dạng số)
- Ví dụ: dịch sang tiếng Việt là “thứ 11”.
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d. NumExp dạng phân số
- Cấu trúc: , n1 và n2 là các NumExp dạng số, là từ khóa đại diện.
- Chuyển đổi sang tiếng Việt:
+ Từ khóa được dịch sang tiếng Việt là “/”
+ Công thức chuyển đổi:
v = f(n2)/f(n1) (4)
Trong đó, v là kết quả tiếng Việt, f là hàm chuyển đổi số tiếng Hoa sang tiếng Việt, n1 và n2 là các
số dạng có chứa ký tự đơn vị, cách thức chuyển đổi giống như cách chuyển NumExp dạng số ở Mục
a.
- Ví dụ:
e. NumExp dạng số thập phân
- Cấu trúc: ,
Với n1, n2 là hai số có chứa ký tự đơn vị, là từ khóa đại diện.
- Chuyển đổi sang tiếng Việt:
+ Từ khóa được dịch sang tiếng Việt là dấu “,” (dấu phẩy trong số thập phân)
+ n1, n2 được dịch sang số tiếng Việt như ở Mục a.
- Ví dụ: .
f. NumExp dạng ngày
- Từ tiếng Hoa dạng ngày được chia làm 3 loại: từ chỉ ngày, từ chỉ tháng và từ chỉ năm. Cấu trúc
tổng quát như sau: , trong đó: , và là các từ khóa đại diện.
- Chuyển đổi sang tiếng Việt:
+ Cấu trúc này được đảo trật tự khi dịch sang tiếng Việt, công thức chuyển đổi:
(5)
+ Các từ khóa , , và được dịch sang tiếng Việt lần lượt là: “ngày”, “tháng” và “năm”.
+ n1 và n2 là các số chứa ký tự đơn vị, được dịch sang số tiếng Việt như ở mục a.
+ n3 là số không chứa ký tự đơn vị, được dịch sang số tiếng Việt như ở Mục b.
- Ví dụ: ngày 10 tháng 12 năm 2005.
- Một NumExp dạng ngày chỉ có thành phần “ /ngày” có thể bị nhập nhằng về nghĩa khi dịch sang
tiếng Việt. Ví dụ như từ có hai nghĩa khác nhau trong hai câu sau:
+ 1. (Hôm nay ngày 6 , thầy giáo Lý có đến không?)
+ 2. (Mời bạn qua cửa sổ số 6 nhận thư.)
Từ ở cả hai câu đều là các NumExp dạng ngày không đầy đủ, ở câu 1 nó có nghĩa là “ngày
6” nhưng ở câu 2 nó lại có nghĩa là “số 6”.
g. NumExp dạng giờ
Một từ w được xem là giờ nếu nó thõa mãn:
- Ký tự (giờ) nằm ở cuối từ w, các ký tự phía trước phải là số.
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- Nếu ký tự nằm ở giữa từ thì phía sau phải có ký tự (rưỡi) hoặc (đồng hồ) hoặc ký tự
(phút), (giây). Các ký tự còn lại trong từ w phải là số.
Số trong giờ là số chứa ký tự đơn vị (NumExp dạng số), được chuyển đổi theo cách ở Mục a,
phạm vi của số dạng giờ là nhỏ, cụ thể: giờ từ: 0 đến 24, phút và giây: từ 0 đến 60.
- Ví dụ: → 12 giờ 23 phút.
- Từ nếu đứng đơn lẻ có thể bị nhập nhằng nghĩa khi dịch sang tiếng Việt. Ví dụ như ở hai câu
sau, từ có hai nghĩa hoàn toàn khác nhau.
+ 1. (Tôi vô cùng cám ơn anh.)
+ 2. (Tôi chạy 1 vòng tốn khoảng 10 phút) Từ ở cả hai câu đều là
các NumExp dạng ngày không đầy đủ, ở câu 1 nó có nghĩa là “vô cùng” nhưng ở câu 2 nó lại có
nghĩa là “10 phút”.
4. MÔ HÌNH DỊCH LẠI NUMEXP-NE-UKW
Mô hình của chúng tôi như sau:
Hình 1. Mô hình dịch lại NumExp-NE-UKW
- Chúng tôi sử dụng công cụ Stanford Chinese Segmenter1 để phân đoạn từ cho kho ngữ liệu
tiếng Hoa. Ngữ liệu tiếng Việt được chúng tôi phân đoạn bằng công cụ của nhóm chúng tôi, công cụ
này được cài đặt theo hướng tiếp cận Maximum Entropy [12]. Tiếp theo, chúng tôi sử dụng công cụ
Moses2 để dịch câu tiếng Hoa đầu vào.
- Từ kết quả dịch thống kê của công cụ Moses, chúng tôi tiếp tục nhận diện các UKW tiếng Hoa
và lọc ra các NumExp-NE-UKW. Mẫu tự Hoa-Việt khác nhau, do đó, chúng tôi dễ dàng nhận diện
các UKW tiếng Hoa trong bản dịch tiếng Việt. Dựa vào tập luật phân loại, chúng tôi tiến hành phân
loại các NumExp-NE-UKW này thành bảy loại tương ứng (như Phần 3. đã đề cập). Trong các loại
NumExp thì NumExp dạng ngày và giờ có thể bị nhập nhằng khi chúng bị thiếu các thành phần
cấu tạo, chúng tôi gọi trường hợp này là “NumExp không đầy đủ”. Các NumExp còn lại được gọi
là “NumExp đầy đủ”.
- Dịch lại NumExp đầy đủ: loại này được dịch bởi bộ luật chuyển đổi.
1Download tại địa chỉ: http://nlp.stanford.edu/software/segmenter.shtml
2Download tại địa chỉ: http://www.statmt.org/moses/
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- Đối với các NumExp không đầy đủ:
+ Phát sinh tập hợp nghĩa của của các NumExp này dựa vào bộ luật chuyển đổi và từ điển
Hoa-Việt.
+ Chọn nghĩa tốt nhất từ tập hợp nghĩa này dựa vào mô hình ngôn ngữ 2-gram. Gọi wi là
NumExp-NE-UKW trong một ngữ tiếng Việt, wi−1 , wi+1 là từ đứng trước và sau nó, nếu
NumExp đứng ở đầu hoặc cuối một ngữ thì sẽ không có từ wi−1 hoặc wi+1 tương ứng. Nghĩa
tiếng Việt tốt nhất v(w) của wi được tính theo mô hình ngôn ngữ 2-gram như sau:
v (w) = argmaxw (p(wi|wi−1) + p(wi+1|wi)). (6)
Chúng tôi sử dụng tổng xác suất của hai 2-gram (thay vì phải là tích) để tránh trường hợp một
trong hai 2-gram có giá trị bằng 0. Hình 2 sẽ minh họa quá trình chọn nghĩa cho NumExp trong
câu dịch tiếng Việt “Hôm_nay , thầy_giáo Lý có đến không ?”.
Hình 2. Minh họa quá trình dịch NumExp
Do từ đứng ở cuối một ngữ và được dịch thành hai từ tiếng Việt (“ngày” “6” hoặc “số” “6”)
nên chúng tôi chỉ tính xác suất 2-gram của từ đứng trước nó với từ “ngày” hoặc “số”, cụ thể, chúng
tôi tính xác xuất 2-gram cho hai cặp “Hôm_nay ngày” và “Hôm_nay số”. Cụm từ “Hôm_nay ngày”
có xác suất cao hơn nên câu dịch tiếng Việt được chọn sẽ là “Hôm_nay ngày 6 , thầy_giáo Lý có
đến không ?”.
5. THỬ NGHIỆM
Kho ngữ liệu song ngữ thử nghiệm của chúng tôi bao gồm 20.000 cặp câu được chúng tôi tổng
hợp từ các sách giáo khoa đàm thoại tiếng Hoa và các diễn đàn tiếng Hoa trực tuyến. Văn bản trong
kho ngữ liệu chủ yếu là văn bản giao tiếp phổ thông, chiều dài của các câu tương đối ngắn, bình
quân khoảng 10 từ trong một câu. Chất lượng kho ngữ liệu khá sạch, nội dung ngữ liệu đồng nhất
và trải đều trong 20.000 câu. Chúng tôi sử dụng 90% tổng số câu cho huấn luyện (training), 5% số
câu dành cho kiểm tra (testing) và 5% số câu còn lại dành cho điều chỉnh tham số (developing). Ngữ
liệu huấn luyện (các câu dành cho huấn luyện và điều chỉnh tham số) được huấn luyện bằng công cụ
Moses với các tham số mặc định (SMT Baseline). Chúng tôi sử dụng bộ ngữ liệu này để thực hiện ba
thử nghiệm: dịch không phân đoạn từ, dịch phân đoạn từ, dịch lại NumExp-NE-UKW cho trường
hợp phân đoạn từ. Bên cạnh đó, chúng tôi cũng thử nghiệm dịch các NumExp trong bộ ngữ liệu thử
nghiệm qua hệ dịch Google Translator và Bing Translator. Thử nghiệm này không nhằm mục đích
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đánh giá chất lượng dịch của hệ thống chúng tôi so với Google và Bing, vì với ngữ liệu vô cùng lớn
của mình, các hệ dịch này dường như dịch được mọi câu đầu vào, ít khi phát sinh UKW. Mục đích
của thử nghiệm này chỉ để chứng minh cải tiến của chúng tôi trong phạm vi hẹp là dịch văn bản tiếng
Hoa có chứa các NumExp. Mô hình ngôn ngữ được huấn luyện từ ngữ liệu tiếng Việt gồm 212.454
cặp câu của nhóm VLSP.
Ở hệ dịch cơ sở, chúng tôi xem các ký tự tiếng Hoa và từ chính tả tiếng Việt như những đơn
vị độc lập. Chúng tôi tiến hành chèn một khoảng trắng vào giữa các ký tự tiếng Hoa. Đối với tiếng
Việt, chúng tôi thực hiện chèn khoảng trắng vào giữa các từ chính tả với các dấu câu.
Ở thử nghiệm dịch phân đoạn từ, chúng tôi tiến hành phân đoạn từ tiếng Hoa bằng công cụ
Stanford Chinese Segmenter. Đối với tiếng Việt, chúng tôi phân đoạn từ bằng công cụ của nhóm
chúng tôi. Khái niệm từ trong công cụ này là từ theo ngữ dụng, ứng dụng hiệu quả trong dịch máy
thống kê.
Dựa vào kết quả dịch của Moses ở trường hợp phân đoạn từ, chúng tôi tiến hành dịch lại kết quả
này. Tùy vào cách chọn lựa câu thử nghiệm mà điểm BLEU có sự chênh lệch tùy theo cách chọn lựa.
Sự chọn lựa bộ thử nghiệm cho ra kết quả với nhiều NumExp-NE-UKW chắc chắn điểm BLEU của
hệ dịch phân đoạn từ được dịch bởi MOSES sẽ thấp hơn nhiều so với hệ dịch có can thiệp dịch lại
UKW NumExp và ngược lại. Sau đây là kết quả dịch của bộ thử nghiệm được chọn lựa theo mẫu:
mỗi 20 câu trong kho ngữ liệu thì 18 câu đầu dành cho huấn luyện, câu 19 dành cho điều chỉnh tham
số và câu thứ 20 dành cho thử nghiệm.
Hình 3. Kết quả thử nghiệm
Bên cạnh đó, chúng tôi cũng đã tiến hành thử nghiệm dịch một số câu có chứa các NumExp
qua 3 hệ thống: hệ thống của chúng tôi, Bing Translator và Google Translator. Chúng tôi rút trích
tự động 34 câu tiếng Hoa có chứa các NumExp từ ngữ liệu kiểm tra (testing) của hệ thống. Số câu
dịch đúng của 3 hệ thống được trình bày ở Hình 4.
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Hình 4. Kết quả dịch qua 3 hệ thống
6. THẢO LUẬN
Kết quả dịch phân đoạn từ thường cho kết quả tốt hơn không phân đoạn từ (dịch cơ sở), vấn đề
này chúng tôi đã trình bày ở công trình [3]. Tuy nhiên, dịch phân đoạn từ mặc dù kết quả tốt hơn
so với trường hợp dịch cơ sở nhưng lại xuất hiện nhiều UKW. Kết quả dịch của trường hợp phân
đoạn từ sẽ được tiếp tục dịch qua hệ thống dịch lại NumExp của chúng tôi. Bên cạnh đó, ngữ liệu
thử nghiệm cũng được chúng tôi dịch qua hệ thống của Google và Bing Translator. Với kho ngữ liệu
vô cùng lớn, hai hệ dịch này dường như dịch được tất cả các từ tiếng Hoa. Tuy nhiên, cũng giống
như hệ dịch cơ sở, kết quả dịch của Google tuy ít phát sinh UKW nhưng kết quả dịch thường bị sai
nghĩa. Bảng 6 trình bày bốn trường hợp cụ thể trong 34 câu thử nghiệm có chứa NumExp:
Cả bốn trường hợp hệ dịch cơ sở đều cho ra kết quả nhưng phần lớn kết quả lại không chính xác
(trừ trường hợp 2). Do các ký tự số đều có trong ngữ liệu huấn luyện của hệ dịch cơ sở nên hệ dịch
này nhận diện được các ký tự số. Tuy nhiên, do là dịch cơ sở, không có tri thức nên hệ dịch bị nhập
nhằng về nghĩa ở các ký tự thời gian ( ) cũng như không thể chuyển đổi đúng từ số tiếng Hoa
sang tiếng Việt. Ví dụ: ở câu số 4 từ ( ) có nghĩa là “số” với xác suất cao nhất, nhưng trong trường
hợp này, từ ( ) có nghĩa đúng là “ngày”. Chúng tôi không bàn luận về kết quả dịch sai của Google
và Bing vì hai hệ dịch này phải thông qua ngôn ngữ trung gian tiếng Anh, kết quả sai ở tiếng Việt
có thể là sai cộng hưởng khi dịch từ Hoa-Anh và Anh-Việt. Ở trường hợp phân đoạn từ, số từ trong
ngữ liệu của trường hợp này sẽ ít hơn so với trường hợp dịch cơ sở, dẫn đến từ điển “gióng hàng từ”
cũng sẽ ít hơn, khả năng nhận dạng từ của hệ thống cũng sẽ kém hơn. Kết quả là hệ dịch phân đoạn
từ phát sinh nhiều UKW.
Mặt khác, với sự phong phú của NumExp-NE, nên dù ngữ liệu có lớn đến mức nào đi nữa cũng
rất khó có thể bao quát hết các NumExp, nên hệ thống không dịch được NumExp-NE là điều khó
tránh khỏi. Kết quả dịch phân đoạn từ sau khi cho qua hệ thống của chúng tôi đã cho ra kết quả với
điểm BLEU tăng lên rõ rệt, do hệ thống đã nhận dạng và dịch đúng các NumExp. Ở ví dụ trên, hệ
thống đã dịch đúng 4 trường hợp NumExp.
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Bảng 6. Một số câu tiếng Hoa được dịch qua 5 hệ thống
7. KẾT LUẬN
Trong bài báo này, chúng tôi đã đề xuất phương pháp xử lý NumExp-NE-UKW trong dịch
thống kê Hoa-Việt dựa vào tri thức ngữ pháp của chúng. Bên cạnh đó, đối với các NumExp-NE-
UKW không đầy đủ, chúng tôi đã khử nhập nhằng nghĩa của chúng bằng mô hình ngôn ngữ 2-gram.
Kết quả thực nghiệm cho thấy hệ thống của chúng tôi đã dịch rất tốt các NumExp, góp phần cải
tiến đáng kể chất lượng dịch máy Hoa-Việt. Trong tương lai, chúng tôi sẽ áp dụng phương pháp này
kết hợp với thống kê trên ngữ liệu lớn để xử lý các thực thể có tên còn lại, nhằm giúp cho hệ thống
dịch Hoa-Việt-Hoa ngày càng nâng cao.
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