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Introduction
In a classical PERT scheduling problem, two optimal (i.e., with minimum makespan) schedules are of main importance:
the earliest schedule and the latest one.
From these two schedules, nearly all measures of interest can be derived.
The cyclic version of a PERT scheduling problem is what we call a basic cyclic scheduling problem. This problem is specified by a generic PERT scheduling problem corresponding to the production of an item and by a finite set of additional generic constraints associated with precedence relations between tasks involved in the production of distinct items. As an extension of PERT scheduling, resource constraints are not taken into account; the main goal here is to get schedules that maximize the item production rate and to study their structural properties such as periodic behavior.
Due to the increase in application areas (pipe-lined architecture task scheduling [7] , automatic control [6] , flexible manufacturing systems [8] , timed Petri nets [I] 0166-218X/91/$03.50 0 1991 -Elsevier Science Publishers B.V. (North-Holland) research on this field is quickly developing. Up to now, results on the basic cyclic scheduling problem have mainly concerned the existence, calculation and properties of the earliest schedule. Some of these results were independently obtained from bivalued graph studies with an operations research approach [4] and from the (max,+) algebra with a more theoretical appraoch [6] .
This paper also deals with the basic cyclic scheduling problem, but its purpose is to present some results on the latest schedule existence, calculation and properties; this problem has not been studied up to now.
By contrast with dynamic scheduling problems [ll, 121 involving real time constraints such as task arrival times [lo] , our problem is a static one whose data are supposed to be known a priori. The main feature here is that the problem deals with an infinite set of tasks whose precedence graph has a simple periodic structure.
After a brief review of the earliest schedule results, we define the basic cyclic scheduling problem with deadlines and show that a latest schedule exists. In the most general case, each instance execution time of this latest schedule is the least upper bound of an infinite set of path values and may not correspond to a critical path value.
However in most applications, the main goal is to produce the successive items at their earliest dates. For this particular problem, which we call the optimal cyclic production problem, we show that the latest execution times correspond to path values, we give an upper bound of the number of maximal path values needed to get the altest execution times, and we show that the latest execution time sequences are K-periodic with the same periodicity factor and period as the earliest sequences.
The paper is organized as follows: Section 1 presents the basic cyclic scheduling problem definitions and gives a brief review of the main results on the earliest schedule problem. Section 2 first defines the basic cyclic scheduling problem with deadlines, then proves that a latest schedule exists and finally extends this result to generalized deadlines. The last section is devoted to the optimal cyclic production scheduling problem. For this particular problem, it is first shown that the latest starting times correspond to critical path values; then we show how to calculate these values and we prove that the sequence of latest starting times associated with successive instances of the same generic task is K-periodic with the same periodicity factor and period as the earliest one. The nth item production involves the execution of the instances T( 1, n), 7'(2, n), . . . , T(q, n). The set of all the instances of 17 is denoted INST(I7).
The basic cyclic scheduling problem

I. Problem definition
Generic tasks are assigned positive rational durations. If pi is the duration of 7;) all instances of 7;: also have duration pi.
P is a finite set of generic succession constraints defined as follows: a generic succession constraint is a triple (T/y Tj,k) where Tj and Tj are genric tasks and k is a natural number.
If k> 0 (respectively, k = 0), (q, q, k) is an external (respectively internal) generic succession constraint, for it concerns instances of distinct items (respectively, the same item).
P induces the following partial order <n on INST(IT):
A schedule s : INST(17) --f Q$' of the basic scheduling problem Z7 is a set of instance starting times s(i,n) such that:
We associate with 17 a multigraph G(17) defined as follows: T is the set of vertices and with each generic succession constraint (Ti;:, q, k) is associated an edge from Ti to q whose value is pi and whose height is k.
If,f4=(e,,ez ,..., ek) is a path of G(n), the height H(p) (respectively, value V(P)) of p is the sum over { 1,2, . . . , k} of the heights (respectively values) of the ei's.
In this paper, we shall consider basic scheduling problems satisfying the following three hypotheses:
(Hl) For any generic task q, (7;:, 7;, 1) is a generic succession constraint. (H2) The multigraph G has no zero height circuit. (H3) The multigraph G is strongly connected.
Hypothesis (H 1) ensures that the execution time intervals of two successive executions of the same generic task must not overlap.
Hypothesis (H2) ensures that at least one item can be produced. Hypothesis (H3) ensures that the production duration of the nth item is bounded [51*
Previous results
Up to now, results on the basic cyclic scheduling problem have mainly concerned the earliest schedule and its properties.
The aim of this paper is to derive results answering latest schedule questions. As can be intuitively understood, these two aspects of the basic cyclic scheduling problem are rather closely linked, although it will soon appear that latest schedule problems are more difficult than earliest schedule ones. Critical circuits [9] . Let G(I7) be the multigraph associated with Z7 and Q be a simple circuit of G. We denote H(Q) (respectively V(Q)) the height (respectively, the
A simple circuit is critical if its ratio is maximal.
The critical circuit ratio will be denoted q(Z7).
The following values indicate the critical circuit of the multigraph G(I7) associated with the problem I7 defined by K-periodic sequence [4] . A sequence u, of positive rational numbers is K-periodic if there exist two integers N,, K and a positive rational number r such that:
K is called the periodicity factor, r the period and K/r the frequency of u,.
The earliest schedule [4] . Let a(i, n) be the maximal value of a path from the starting node T(0, 0) to the instance node T(i, n) in EXP (Z7). a(i, n) is the earliest execution time of the instance T(i, n) and the set a = {a(i, n): T E T, n E IN *> is the earliest schedule of n; i.e., for any schedule s of Z7, we have
The earliest schedule structure [4] . Let 7; be a generic task. The a(i, n), n E N * sequence is K-periodic with period r; the periodicity factor K is equal to the product of the heights of the critical circuits; the period r is equal to K. q(n).
The basic cyclic scheduling problem with deadlines
A-schedules
We now assume that for any generic task q and any strictly positive integer n, the execution time s(i,n) of the instance T(i,n) must be less than a fixed deadline A(i, n). The A (i, n) values are positive rational numbers. The resulting basic cyclic scheduling rpoblem with deadlines is denoted (n, A).
In the following, by a A-schedule we mean a schedule of 17 such that for any instance T
(i, n): s(i, n) I A (i, n).
The next lemma is a straightforward consequence of the existence of an earliest schedule a for a basic cyclic scheduling problem 17.
Lemma 2.1. The set of A-schedules is not empty if and only if for any instance T(i, n): a(i, n) % A (i, n).
The proof is simple and can be omitted.
Remark. If a is the earliest schedule of the basic cyclic scheduling problem I7, then a is also the earliest A-schedule of the basic cyclic scheduling problem with deadlines (fl, A).
The expanded graph of (I7, A)
We now extend the expanded graph notion in order to take the deadline constraints into account. 
Let us denote by I/,E and u the set of vertices, the set of edges and the valuation function of EXP(Z7,A).
The following lemma directly results from the expanded graph definition.
Lemma 2.2. s: I/+ Q$' is a A-schedule if and only if:
(4 GTO, 0)) = 0,
(b) for any edge (X, Y) of E: s(Y) -s(X)> u(X, Y).
In the remainder of the paper, it will be convenient to call the set of (b)-inequalities that must be satisfied by any A-schedule the potential inequalities.
The latest A-schedule
We now show that a latest A-schedule
exists. If we denote by b the latest Aschedule, then for any A-schedule s and for any instance T(i, n), we have: s(i, n) 5 b(i, n).
A preliminary lemma will be useful. Proof. Let x be the first node of a path ,U of EXP(n,A) whose last node is T(O,O) and let a be the earliest A-schdule of (I&A). Summing the potential inequalities associated with the edges of ,u, we get:
From the hypothesis (H2) and the definition of EXP(fl,A), we know that the stating node belongs to every circuit of EXP(Z7,A). So, from Lemma 2.3, we can conclude that every circuit of the expanded graph has a negative or null value.
A useful consequence is that there always exists a simple maximal valued path between any two nodes of the expanded graph.
We now come to the theorem. taken by the paths of PTH(i, n). Notice first that these two sets are not empty. From Lemma 2.3, each element of VPTH(i,n) is less than or equal to zero, so the set VPTH(i, n) has a least upper bound l(i, n) which is a real number.
We show that b : I/+ Q+, defined by: In the basic cyclic scheduling problem with deadlines, we assume that any instance has a finite deadline. This condition is rather strong with respect to applications, so we now introduce generalized deadlines and give a necessary and sufficient condition for the latest A-schedule to exist.
Generalized deadlines
We assume here that only the instances of a subset DINST of the set of instances are constrianed by a deadline. We then denote by (n, A, DINST) an instance of the basic cyclic scheduling problem with generalized deadlines. Notice that we could as well have defined a generalized deadline by letting A(i, n) be a rational number if
T(i, n) is constrained by a deadline or be +03 if not. From the choice we have made, there is no back edge (T(i,n), T(O,O)) if T(i,n) is not constrained by a deadline.
The next theorem extends Theorem 2.4 to a basic cyclic scheduling problem with generalized deadlines (n, A, DINST).
Theorem 2.5. Let (Z7, A, DINST) be a basic cyclic scheduling problem with generalized deadlines such that A : DINST -+ Q' satisfies: V T(i, n) E DINST: A (i, n) 2 a(i, n).
The set of A-schedules has a latest schedule if and only if for any instance T(i, n) there is a path from T(i, n) to T(0, 0) in the expanded graph EXP(17, A).
Proof. Let T(i, n) be an instance node. If PTH(i, n) is not empty, then VPTH(i, n)
is not empty too and I(i, n) is defined. One can easily show, following the proof of Theorem 2.4, that b(i,n)= -/(i,n) defines the latest d-schedule. Conversely, let us assume that for one instance node T(i, n), PTH(i, n) is the empty set. Then T(O,O) and T(i, n) belong to two distinct strongly connected components Cc and C, of EXP(Z7,d).
Let C be the set of nodes reachable from T(i, n) in EXP(n,A), we have C> C, and C, n C= 0. Moreover, there is no edge (x, y) of EXP(n,A) with x in C and y not in C.
Now, if s is a d-schedule
and K a positivie constant, we can define a new Aschedule s' as follows: s'(x) =s(x) if x is not in C; s'(x) =s(x) + K if x is in C. So, a latest d-schedule does not exist. 0
An example
Let us consider the following cyclic scheduling problem with generalized deadlines (n, A, DINST).
We have four generic tasks T,, T, , T,, T4 with durations 1, 1, 3, and five generic succession constraints (T,, T,, 0), (T2, T,, 0), (T,, T,, 0), (T3, T4, 0), (T4, T,, 1).
The multigraph G(17) is reported on Fig. 2(a) . We assume that the instance T(4,n) must start its execution before the deadline A (4, n) = 4 + 5(n -1) + l/n, n 2 1 and that there is no deadline assigned to the other instances. We know from Theorem 2.5 that a finite latest d-schedule exists and we are now concerned with the latest execution time of the first instance of T4, i.e., b(4,l).
We know from Theorem 2.4 that -b (4,1) is the least upper bound of the set VPTH(4,l).
If we denote by g, the maximal value of a path from T(4,l) to T(4, n), then the least upper bound of VPTH (4,l) is equal to Sup,, , {g, -A (4, n)}. production schedule. The following paragraphs will develop specific results for this particular cyclic scheduling problem, which we call the optimal cyclic production scheduling problem. In this problem, the deadlines are assigned to the successive item production dates and are equal to the earliest values of these dates.
3. The optimal cyclic production scheduling problem
Problem definition
Let Z7= (T, P) be a basic cylcic scheduling problem and a its earliest schedule. We recall that a(i, n) is the earliest starting time of instance T(i, n). The earliest production time of the nth item, denoted a,,, is defined by a, =Max{a(i,n)+pi:
JET}.
In order to introduce the events associated with the earliest item production times, we will slightly change the modelling of the original basic cyclic scheduling problem by adding to T a "fictitious" generic tast T, and to ZZ the generic succession constraints (T, T,,O), TE T and (T,, T,, 1) .
Task T, has duration pw = 0. F or clarity, we denote this problem Z7, and we call it a basic cyclic production scheduling problem.
Let us first give two simple properties of the sequence a,. 
n(ZT).
The proof is simple and can be omitted. From the definition of fl,, we know that, in the expanded graph EXP(17,), any instance node is the first node of the two edges path (
T(i, n), T(o, n), T(O,O)).
So 17, has a latest schedule g where g(i,n) is the latest starting time of the instance T(i, n) and g(w, n) = a, and our purpose will be to derive some specific properties of this schedule. The next theorem states an important property of the latest schedule of the cyclic production scheduling problem; in this special case, the latest execution time of any instance corresponds to the value of a "critical" path of the expanded graph.
Theorem 3.3. The latest execution time g(i, n) of the instance T(i, n) is equal to the maximal value of a path from the instance node T(i, n) to the starting node T(0, 0) in the expanded graph EXP(I7,).
Proof. Let DV = {ei, e2, . . . , e,} be the set whose elements are the distinct duration values of the generic tasks of l7,. (Notice that 0 is in DV.) From the definition of EXP(II,), the value of any of its edges is a linear combination of DV elements with integer (positive or negative) weights; this is obvious for the edges ending at an instance node and this directly results from the fact that a,, is the value of a path from T(0, 0) to T(w, n) for the edges ending at 7(0,0). Note that a path value is also a linear combination of DV elements weighted by integers.
We now consider the set PTH(i,n) whose elements are the paths of EXP(I7,) from T(i, n) to T(O,O); its corresponding set of path distinct values is VPTH(i, n).
Let fl and u be two path with distinct values; we have:
Any ei is a positive rational number, so there exist natural numbers pi, i= 1, . . . ,s and D such that: ei=Ni/D, i=l,..., s.
We have: V(U)-V(U)=(C~=~,~ ziNi)/D; SO /CI=l,S ZiNij ~1 and finally
Suppose now that u is the value of some path in PTH(i,n) (recall that PTH(i,n) is not empty), then (*) implies that only a finite number of path values can be greater than u. So there exists at least one path whose value is equal to the least upper bound of VPTH(i,n). 
Latest schedule properties
We now proceed to the derivation of properties concerning the latest schedule calculation. We first define critical instances and give a necessary and sufficient condition for an instance to be critical.
Then, the K-periodic structure of the earliest schedule allows us to derive an upper bound of the number of path values needed to compute the latest starting time of any instance. Finally, we show that the latest starting times sequence of the successive instances of a generic task is K-periodic.
Definition. T(i, n) is a critical instance of I7, if its earliest execution time a(i, n) is equal to its latest execution time g(i,n).
The next lemma provides a necessary and sufficient condition for an instance to be critical. Given any N, that condition can be easily used to compute all the critical instances whose rank is less or equal than N. be the expanded graph.
Suppose that the instance node r(j, q) belongs to a maximal valued path p from the starting node T(0, 0) to the instance node T(w, ,n) (note that n L q) and let p' be the subpath of ,U from T(j,q) to T(o,n).
In any d-schedule, the starting time s(j, q) of the instance T(j, q) must satisfy: a, -s(j, q) 2 V(p') = a, -a(j, q) ; so we have: s (j, q) 5 a(j, q) and s(j, q) = a(j, q) .
Suppose now that the instance T(j, q) is critical, i.e., a(j, q) =g(j, q). We know from Theorem 3.3 that -g(j, q) is the maximal value of a path p from the instance node r(j, q) to the starting node T(O,O). Let (T(u, n), T(O,O)) be the last edge of p, p2 be the subpath of p from r(j, q) to T(w, n) and u the value of ,u~ (see Fig. 3 ). T(j, q) is a critical instance, so we have: Both proofs are simple and are omitted.
In the following, the smallest index N, such that, for nzN,, the K-periodic sequence u, has reached its limiting behaviour (i.e., Vn zNO: u,+~ = u, + r) will be called the limiting behaviour index. We also denote by I;ljq(cU, n) the maximal value of a path in the expanded graph EXP(Z7,) from instance node T(j,q) to instance node T(u, n).
The next theorem provides the means to compute the latest execution time of an instance and shows that the latest schedule has the same K-periodic structure (i.e., the same period and the same periodicity factor) as the earliest one. "parallel" to o; from T(j, q) to T(o, ml -K) such that: V(u,) = V(u;) (see Fig. 4 ). We have V(o;) = V(u,) and A (0, m,) =A (w, ml -K) + r; so we should get a path u from T(j, q) to T(0, 0) that consists of u1 followed by the edge (T(o, ml -K), T(0, 0)) with:
V
(u) = V(u,) -A (0, m, -K) = V(u;) -(A (co, ml) -r) = V(u;) -d (co, m,) + r = V(d) + r > V(,d) + r = V(p).
Thus ,LI is not the maximal path from T(j, q) to T(O,O). So, for q>&, we have: g(j,q+K)=-V(p')=-V(p)+r=g(j,q)+r. 0
The latest execution time of any instance T(j,q) can be computed using Theorem 3.7 because it has been shown in [4] how to get an upper bound of the limiting behaviour index of sequences such as rlj,(i,p), PL 1. Obviously in practice it would be worth using computational effort not to get two large upper bounds.
Conclusion
We have shown in this paper that the latest schedule notion which is well known and useful in classical scheduling theory (without resource constraints) can be extended to the basic cyclic scheduling problem with deadlines.
In the general case, the latest schedule exists but is not always easy to compute. In the particular case of cyclic production scheduling, more specific results allow calculation of thelatest starting times and to show that the associated time sequences have the same K-periodic structure as the earliest ones. In the case of cyclic scheduling with resource constraints, these results could be used to derive bounds on the latest execution times.
