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Abstract: Heat demand of a district heating network needs to be accurately predicted and managed to
reduce consumption and emissions. Detailed thermal parameters are essential for predictions using
physics-based energy models, but they are not always available or sufficiently accurate. To reduce
the simulation time in calibration and the dependency of accurate data of buildings, this paper
develops a prediction approach using a building energy model whose parameters are calibrated
by Bayesian-based calibration method to match the recorded data of monthly heat demand. In the
proposed calibration approach, an emulator is established to evaluate the untested values of thermal
parameters using Bayesian method, and then use the evaluation results to search for the most suitable
parameters value. The designed approach greatly accelerates the calibration speed. The method is
used to calibrate a single parameter and multiple parameters of the building thermal energy models
for a district heating network. After it has been verified with measured data, the developed calibration
method is used to calibrate parameters of building energy models. The output of the calibrated model
can predict the hourly building heat demand in district heating networks.
Keywords: heat demand prediction; parameter calibration; district heating network; Bayesian
history matching
1. Introduction
The increasing consumption of fossil fuel has been causing global warming problems [1]. In cold
regions, the demand of heat is much higher than that of electricity [2–4]. In the building sector,
heat demand is much higher than in other sectors and constitutes 40% of the household energy
consumption [5,6]. Accurate prediction of the heat demand of buildings is needed for the optimisation
of heating networks, thermal comfort maintenance, and smart control of intelligent HVAC system [7].
The building energy models used to predict the heat dynamics of buildings can be categorised into
engineering approaches, data-driven approaches, and their hybrids [8,9]. Engineering methods are
developed with building energy simulators, which use bottom-up models to simulate the energy
behaviour of a building. Based on the physical principles of heat transfer and engineering expertise,
the bottom-up models can simulate the real thermal behaviour of a building according to the given
ambient weather conditions, user behaviour and related building parameters including the heating
area, thermal coefficients of walls, roof and windows, and solar heat gain coefficient. The thermal
performance parameters depend on the thermal properties of various building material and the
configurations of the building envelope [10]. Therefore, the building energy model is reliable to predict
the heat demand only when the building thermal parameters of the model is well calibrated [11].
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Many calibration methodologies have been proposed depending on different analytical methods
and strategies [12–15]. Analytical calibration methods are widely used to adjust input parameters until
simulation outputs match actual measurements [16]. In these studies, most calibration techniques are
manual while only a few are automated. When the complexity of the building model increases, the
reliability of the calibration method decreases [17]. In addition, these analytical calibration methods
also require significant amounts of data from sensors, such as internal temperature or consumed
energy in the target building [18]. On the other side, the input parameters have complicated internal
interaction between each other since there are a large number of input parameters [17]. As a result,
the analytical calibration method is unable to get available evidence to determine each parameter.
Due to this issue, some sensitivity analysis approaches have been introduced to reduce the number of
parameters to be adjusted in analytical calibration methods [19,20]. Alternatively, some studies have
investigated simplified models with lumped parameters to reduce computational cost [21,22]. In many
areas, such as in large parts of Scotland, a large number of historical buildings have been maintained
and modified several times since they were built. It is a big challenge to measure the exact parameters
of these historical buildings or to install sensors to obtain detailed data [23,24]. Besides, district heating
networks (DHNs) usually contain tens to hundreds of different buildings, which increases the difficulty
of collecting detailed data of each building for calibration.
Moreover, if the measured data is not accurate or the data is affected by uncertain factors, the
traditional method could cause overfitting issue to the recorded data. The uncertainty analysis
attracts particular research interests as the building energy models represent a simplification of reality.
Mustafaraj et al. proposed a calibration method to ensure accuracy and to reduce the likelihood of
errors for building energy efficiency simulation [25]. Heo et al. proposed a general theoretical approach
to the uncertainty analysis in calibrating building energy simulation models [1]. Yang et al. devised a
mesh generation strategy to calibrate the model parameters under high uncertainty by comparing the
simulated indoor air temperatures to the experimental measurements [26]. Another possible approach
is Bayesian calibration, which performs well in finding the posterior distribution of uncertain building
parameters with noisy sensor data sets [9]. Yuan et al. used a Bayesian calibration approach to quantify
the uncertainties associated with model parameter for representation improvement [27], and they also
proposed a Gaussian Process (GP) based Bayesian method to simultaneously calibrate and rank input
parameters of building energy simulation models to enable the efficient use of limited data sources [28].
However, the analysis of uncertainty aims to find the total distribution of the uncertainty statistically.
The uncertainties still affect recorded data in time-series. Also, the traditional calibration method runs
the simulation model many times until it matches the accurately recorded data of heat consumption.
However, in calibrating the model of a DHN, the simulation time is extremely long as the network
includes dozens of building models.
To solve these problems, this paper develops an approach to predict the heat demand of
multi-buildings in a DHN accurately, even though the data source is limit and inaccurate. IES-VE
software is used to build the bottom-up model of each building. The model parameters are then
calibrated by Bayesian history matching (BHM) approach with monthly heat demand data. The BHM
based calibration approach establishes an emulator to evaluate the untested points based on Bayesian
method that calculates the conditional expectation and variance. The results from the emulator are
then applied to exclude the implausible parameter ranges, as a result to find the point with the highest
expectation from the non-implausible space for the next iteration. The expectation of the emulator
describes the current belief of model behaviour to reduce the calibration time with reliable evidence.
These steps are repeated until the stopping criteria are met. To demonstrate the proposed methodology,
a case study has been conducted using the DHN at University of Glasgow main campus that includes
thirty-four buildings connected to the heating network.
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2. Modelling of Building Heat Demand in a District
The DHN at the main campus of the University of Glasgow is used as a case study, which has
thirty-four buildings. It is modelled in a building energy simulator to predict its heat demand over the
year. For this purpose, the campus map is used to determine the floor area and shape of each building.
The buildings whose heat are supplied by the DHN are simulated in the model.
There are several commonly used simulators for this purpose. This paper chose Integrated
Environmental Solutions Virtual Environment (IES-VE) to develop bottom-up models of buildings for
thermal design and analysis as well as heating and cooling load simulation. IES-VE is an integrated
system to simulate the building thermal behaviour using a proprietary engine called Apache. Compared
with other building energy simulators, the strength of IES-VE is to correctly express the relationship
between thermal zones and spaces defined in the building information bottom-up models [29].
The first step is to draw the building envelope either in the inbuilt toolbox or in an external
building bottom-up modelling software. We established a building model of all buildings in SketchUp
based on the campus map and then imported the bottom-up models into IES-VE for simulation of
heating energy consumption. Apart from the floor area information given from the 2D campus map,
the 3D information, such as the height of each building, shape of the roof, windows area, are measured
from the 3D satellite image of Google global. The comparison between the satellite image and the
completed building model of 34 buildings is shown in Figure 1. Then the completed model of buildings
is imported into IES-VE, which can automatically detect the external walls, roofs, internal walls, and
windows of each building from the bottom-up model.
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inside the building from the outside of the building and provides heat transfer resistance. The U-value
is calculated in the software based on the basic building parameters, such as the thickness and materials.
The external walls and roofs are the main surfaces for heat transfer between inside and outside
environment, and there are many different types of materials in the structure [30,31]. The most common
applied materials in construction are brick and blockwork, concretes, insulating materials, and plasters,
as shown in Figure 2. In the exampled construction of the external wall, the better thermal resistance
of the material causes faster temperature decreasing across layers.
Energies 2019, 12, x FOR PEER REVIEW 4 of 19 
 
transfer resistance. The U-value is calculated in the software based on the basic building parameters, 
uch as the thickness nd materials. The external walls and oofs are  main surfaces for heat 
transfer between inside and outside environment, and there are many differ nt types of materials in 
the structure [30,31]. The ost common applied t i ls in construction are brick and blockwork, 
concretes, insu ating materials, nd plasters, as shown in Figur  2. In the exa pled construction of 
the external wall, the bett r thermal resistance of the material c uses fast r temperature d cre sing 
across l y rs. 
 
Figure 2. Temperature and condensation prediction for external building wall in IES. 
In contrast to the walls that have a low heat transfer coefficient, the windows are transparent 
and have a higher heat transfer coefficient. Therefore, the size of windows is a significant parameter 
affecting the average U-values of the building envelope as well as the solar radiative coefficient in 
building heat demand estimation [32]. The window area can be easily measured for each building 
and is normally not a parameter that will be changed over time. For example, after hundreds of years, 
the thermal resistances of historical buildings could have significantly changed due to retrofitting, 
but their basic building information, such as floor area, building height and windows area, normally 
remains unchanged. The window area is a significant parameter affecting the building’s thermal 
behaviour, but it does not need to be calibrated like other parameters, such as the U-value of the 
ground floor, roof, internal ceiling/carpeted floor and internal partitions. 
In addition to the building envelope parameters, the thermal gain also affects the building heat 
demand, including the thermal template of the HVAC system, the internal gain based on the number 
of people per unit area, the domestic hot water usage and the heating equipment operating hours. 
However, they are normally unpredictable and are also challenging to be accurately measured, 
especially in old buildings. In the IES-VE simulations, the parameters of these uncertain thermal gains 
were set as a constant ratio of the total heat demand of each building. The building management 
department provides the setting value from the documentation of plan. There are extra thermal gains 
inside the building as heat generated from people, computers, and other heating equipment. In 
addition, the building operating time also affects the total heat demand. For example, libraries are 
heated 24 h every day while office buildings usually are heated from 8 am to 6 pm. These parameters 
are variable depending on human activities and thus are difficult to predict accurately. The values 
set in IES-VE are chosen from the average usage of building template. 
After defining the parameters, IES-VE will calculate the heat transfer coefficient of each part of 
the buildings from the above information and calculate the heat demand of every building with the 
imported weather profile and operating mode. The outdoor environment, especially the temperature, 
is the main factor that affects the building energy demand. In IES-VE model, the impact of weather 
is calculated together with the building heat transfer coefficient to get the heat demand as an output. 
The weather profile is obtained from the recorded database from the nearest weather station in 
Glasgow International Airport, including solar position, hourly temperature, humidity, and wind 
speed and direction. Since the campus is just around 7 miles away from the airport, the difference 
between the real weather condition around the heating network and the recorded weather profile 
Figure 2. e perature and condensation prediction for external building wall in IES.
In contrast to the walls that have a low heat transfer coefficient, the windows are transparent
and have a higher heat transfer coefficient. Therefore, the size of indo s is a significant para eter
affecting the average U-values of the building envelope as ell as the solar radiative coefficient in
building heat demand estimation [32]. The window area can be easily measured for each building and
is normally not a parameter that will be changed over time. For example, after hundreds of years, the
thermal resistances of historical buildings could have significantly changed due to retrofitting, but their
basic building information, such as floor area, building height and windows area, normally remains
unchanged. The window area is a significant parameter affecting the building’s thermal behaviour, but
it does not need to be calibrated like other parameters, such as the U-value of the ground floor, roof,
internal ceiling/carpeted floor and internal partitions.
In a itio to t e building envelope parameters, the thermal gain also affects the building
heat dema d, including the thermal template of the HVAC system, the inter al gain based on the
number of eople per unit area, the domestic hot water usage and the heating equipment operating
hours. However, they are normally unpredictable and are also challenging to be acc rately eas re ,
especially in old buildings. In t e I S- si lations, the ara eters of t ese certain ther al gains
were set as a constant ratio of the total heat demand of each building. The building management
depart ent r i es t e setting value from the documentation of plan. There are extra thermal
gains inside the building as heat generated from eople, computers, and other heating equipment.
In addition, the building operating time also affects the t tal eat e a . r exa le, li raries are
heated 24 h every day hile office buildings usually are heated from 8 am to 6 pm. These para eters
are variable depending on human activities and thus are difficult to predict accurately. The values set
in IES-VE are chosen from the average usage of building template.
After defining the para eters, IES- E ill calculate the heat transfer coefficient of each part of
the buildings fro the above infor ation and calculate the heat de and of every building with the
i ported eather profile and operating ode. e t r e ir e t, es eciall t e te erat re,
is the main factor that affects the building energy demand. In IES-VE model, the impact of weather is
calculated together with t e building heat transfer coefficient to get the heat demand as an t t.
The weather profile is obtained from the recorded database from the nearest we ther station in Glasgow
International Airport, including solar positi n, hourly temperatur , humidity, and wind speed and
Energies 2019, 12, 3408 5 of 19
direction. Since the campus is just around 7 miles away from the airport, the difference between the
real weather condition around the heating network and the recorded weather profile from the airport
is negligible. In the IES-VE simulation, the variation of the building envelope parameters, such as
wall and glass thickness as well as their material and structure, will significantly affect the thermal
behaviour of the building model and subsequently the heat demand. Therefore, the heat transfers
related building parameters need to be carefully calibrated to force the model to match the thermal
behaviour of the real buildings.
The ideal approach is to calibrate the thermal parameters of each building according to recorded
data. However, this will require a large number of sensors to be installed in each building. It is not
efficient for calibrating the models of multi-buildings due to extremely high costs. An alternative
method is to use lumped parameters for all buildings, and only one sensor is required to record the
heat demand of the whole heating network. While the usage of lumped parameters could reduce
the accuracy of the heat demand of a single building, in a DHN with tens to hundreds of buildings,
the accuracy of a single building will not have a significant impact on the overall heat demand of
the network. What is more, the complexity and computational load in model calibration will be
significantly reduced in calibrating the lumped parameters for all the buildings. Also, the average
relative heat loss of district heating network is variable within the range of 9% to 30% [33–35] depending
on its insulation, pipe dimension, supply and return temperature, and geographical distribution [36].
Comparing with the heat demand of the whole network, heat loss on pipes is relatively low. Therefore,
the heat loss in pipes is regarded as an uncertain disturbance and not considered in detail in this paper.
3. The Development of Model Calibration Approach
3.1. Bayesian Methodology
The model calibration aims to find reliable values of a set of model parameters from historical
data to adjust the model to match the real data. Consider the case that the computer model is fast to
run with a known function ym as model output. The modelling assumptions are formalized with the
statement of ‘reality = model + bias’ [37]:
yr(x) = ym(x,u) + b(x) (1)
where x is the input; u is a tuning parameter; yr(x) is the value of the real process at input; b(x) is the
unknown bias function. Then the field data y f (x) is represented as:
y f (x) = yr(x) + ε f = ym(x,u) + b(x) + ε f (2)
where ε f is independent normal random error. In the Bayesian approach, all unknown variables are
presented by random values. The independent error can be presented as a normal distribution with
mean zero and variance σ2f as:
ε f ∼ N
(
0, σ2f
)
(3)
A multivariate normal density has been produced for collecting all field data, y f .The field data
can be denoted by f
(
y f
∣∣∣u, σ f , b), while the elements u, σ f , b are unknown from the model, and their
prior distribution will be presented by p
(
u, σ f , b
)
. The Bayesian theorem yields the posterior density
p
(
u, σ f , b
∣∣∣y f ) of the unknowns with the given field data as shown below [37]:
p
(
u, σ f , b
∣∣∣y f ) ∝ f (y f ∣∣∣u, σ f , b)p(u, σ f , b) (4)
To compute their posterior density, the normalizing constant needs to be determined by integrating
the right-hand side in the previous equation. However, in practice, it is challenging to calculate all
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the parameters to get the posterior distribution [38]. The posterior density is typically worked out by
Markov chain Monte Carlo (MCMC) analysis [39]. Thus, the result will be N draws from the posterior
distribution to describe u, σ f , and b, the unknowns. These unknowns can then be sampled using ui,
σ f i, and bi (i = 1, . . . ,n), then the posterior distribution can be estimated from these samples.
3.2. Emulator Design in General Gaussian Process Model
An emulator represents the belief about the behaviour of an unknown function [35]. The emulator
is designed using Bayesian approach, which is used to evaluate the untested points for providing
evidence in searching for the most probable point. In the calibration process of building heat demand
prediction model, the emulator is designed to represent the belief of prediction error with plenty of
parameters to determine the characteristics of its expected distribution. The main function of the
emulator is to calculate the conditional mean and conditional variance of simulators output at an
untested input point [40]. The emulator could also be called surrogate model or metamodel in literature.
Assuming g(x) is a general Gaussian process (GP) written as:
g(x) ∼ N
(
β, σ2c(x, x′)
)
(5)
where β is the parameter for moving the mean; σ2 is the parameter for the scaling the variance; x
and x′ are the dimensional vectors of different inputs written as
[
x1, x2, . . . , xp
]
, where p indicates the
number of dimension of the inputs; c(x, x′) is the correlation function of x and x′ to describe how they
are related, which plays a fundamental role in GPs [41]. It determines the relativity of g(x) and g(x′)
depending on the distance between x and x′. The common correlation functions are known as Linear,
Exponential, Gaussian, and Matern functions. The Gaussian correlation function can be represented as:
c(x, x′) = exp
(
−W2
)
(6)
where W denotes the weighted distance between x and x′ and defined as:
W = sqrt
 p∑
i=1
(xi − x′i
δi
)2 (7)
where δi are the correlation parameters to weigh the distance between x and x′ in different dimensions.
Assuming g(D) is the observation of n(n > 2) tested points to train the emulator, its likelihood of
a Gaussian distribution [40]:
p
(
g(D)
∣∣∣β, σ2, δ) = N(Hβ, σ2A) = |A|−1/2
(2piσ2)n/2
exp
[
− 1
2σ2
(g(D) −Hβ)TA−1(g(D) −Hβ)
]
(8)
where H is a n× 1 column vector with n unit values; A is the covariance matrix of g(D) defined as:
A =

1 c(x1, x2) · · · c(x1, xn)
c(x2, x1) 1 · · · c(x2, xn)
...
...
. . .
...
c(xn, x1) c(xn, x2) · · · 1
 (9)
Assuming a prior distribution p
(
β, σ2
)
∝ σ2 [42] to marginalise of σ2 and β, and then (8) can
approximate to:
p(g(D)
∣∣∣δ) ∝ |A|−1/2∣∣∣HTA−1H∣∣∣−1/2
(σ2)n/2
(10)
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The correlation parameters can be determined by maximising the equation of p(g(D)
∣∣∣δ) as:
δˆ = arg max
δ
[
p(g(D)
∣∣∣δ)] (11)
Finally, the posterior distribution for the emulator can be obtained as:
p
(
g(x)
∣∣∣g(D), δˆ) = N(E∗[g(x)], Var∗[g(x)]) (12)
with its mean and variance as:
E∗[g(x)] = βˆ− cT(x)A−1
(
g(D) −Hβˆ
)
(13)
Var∗[g(x)] = σˆ
2
n− 2c1(x, x
′) (14)
where:
βˆ =
(
HTA−1H
)−1
HTA−1g(D) (15)
σˆ2 = g(D)T
[
A−1 −A−1H
(
HTA−1H
)−1
HTA−1
]
g(D) (16)
c(x) = [c(x, x1), c(x, x2), . . . , c(x, xn)]
T (17)
c1(x, x′) = 1− cT(x)A−1c(x) +
(
1− cT(x)A−1H
)(
HTA−1H
)−1(
1− cT(x)A−1H
)T
(18)
The function of the emulator is to estimate the expected result at untested points without simulating
them, which can rapidly provide evidence via searching for the most expected value of parameters.
The building simulator is used to calculate the energy consumption of buildings with given ambient
information depending on the physical behaviour of heat transfer. The emulator aims to use the data
at tested points to generate a data map and then estimate the expected value at untested points. So, the
real energy consumption is normally different from the theoretical result. This also leads to difficulties
in a building model and parameter calibration.
3.3. Model Calibration Process
The building model in the IES-VE simulator contains detailed information about each building,
such as floor area, building height, the material of wall and roof, wall thickness, windows area, as well
as solar angle and period. Besides, the weather condition for building energy simulation includes the
temperature of dry and wet air, relative humidity, wind speed and direction, solar radiation, cloud
cover, and atmospheric pressure. Thus, to simulate the building energy consumption with one set
of parameters will take at least several minutes. The traditional calibration methods that require
thousands of iterations will take too much computational time. The model calibration iteration process
of the developed Bayesian-based calibration approach is shown in Figure 3.
In the model calibration process, the first step is to choose the initial values of parameters from
their likely range and test them in IES-VE for the detailed building energy simulation. Then compare
the simulated monthly heat demand with the recorded data to get the accumulated difference for
a whole year with the tested parameters. Based on the result of difference using tested parameters,
the conditional mean and variance of the difference at untested parameters are calculated from the
designed emulator. After that, the emulated result of untested parameters can be analysed to calculate
the reduced likely range of parameters. Then choose the parameter with the maximum likelihood
from the reduced range as the suggested parameters to be evaluated in IES-VE simulation model in the
next iteration. Repeat the model calibration process until the stopping criteria are met.
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In the developed approach, the emulator is used to analyse the current simulation results to
guess the parameters with the maximum likelihood as a suggested output. When the new simulation
result is received, the emulator calculates the new conditional expectation and variance, and updates
the suggested point of parameters. Therefore, even with fewer simulation results, the developed
calibration approach can also provide a set of suggested parameters depending on current results.
4. Result and Discussion
In this section, a case study has been conducted to validate the proposed method in calibrating the
thermal parameters of the building envelope. To verify the performance of the developed calibration
approach, the case study is separated into three cases. The first case is to calibrate the single parameter,
in which the wall U-value is chosen to be calibrated. The detailed explanation and result of each
iteration are provided. Then the case is followed by two other cases to verify the approach in calibrating
the two-parameters and multi-parameters simultaneously.
In the test, the calibration aims to find the most suitable parameter values of building model from
historical data, including heat energy consumption and weather profile. However, the prediction
of long-term weather profile from historical data is difficult due to the uncertainty of unpredictable
weather condition. In addition, human activities are also randomly happened events that cause the
uncertainties in recorded real-time heat demand. Thus, the monthly heat demand contains the lead
contribution of heat demand, and the impact of uncertainties can be significantly reduced in the
monthly data. The other parameter settings in the IES-VE model for simulation is shown in Table 1.
The values of the parameters are either from the building management office or estimated from the
average daily usage.
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Table 1. Settings of other parameters in IES-VE model.
Parameters Value & Unit
Room heating set-point 21.8 ◦C
Natural ventilation in air exchange l/people/m2
Occupant density of people 2 m2/people
Internal gains of people 90 W/people
Lighting and equipment power density 45 W/m2
4.1. Wall Heat Resistance Coefficient Calibration
The thermal behaviour of external wall is one of the most significant factors of building envelope,
which affects the heat demand for a given input weather profile. Thus, in the first case, the thermal
transmittance coefficient, or U-value, of the external wall is chosen as the only thermal parameter to be
calibrated. The error criteria for calibration are the relative RMS error of monthly heat demand, based
on hourly prediction results and the recorded heat demand data (derived from the gas consumption).
However, the hourly recorded heat consumption includes the uncertainty of human activities, which
is known as disturbance to the heat demand affected by weather conditions. In order to reduce
their impact, the calibration uses the data of monthly heat demand to calculate the prediction error.
Then their relative RMS error can be obtained as ration of the RMS error (i.e., the difference between
the simulated results with the recorded data) and the recorded monthly heat demand. The prediction
error is finally known as the percentage error of predicted monthly heat demand to the real value.
In the building consumed energy calibration, the conditional mean and variance are calculated
from the emulator based on the training from the tested points, as shown in Figure 4a. The black
circles indicate the difference of heat demand between recorded data and simulated result at the tested
U-value of the external wall in IES-VE simulation. Based on the initial tests, the point that causes the
minimum heat demand difference needs to be obtained.
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In the Gaussian distribution, its probability value at different variance is given as an explanation
of the emulator’s process. In Figure 4a, the σ indicates the standard deviation, which is the square
root of the variance. As the ‘three-sigma rule’ described, the points beyond the ±3σ limit are assumed
as a small probability event and can be neglected, as seen in the Gaussian distribution. The yellow
region is the 3σ region at the untested points to cover all the probability of the event. As the case is
to find the point with the lowest energy difference, only the bottom differences are considered in the
calculation. The black line shows the curve of conditional mean at untested points and indicates the
expectation with the highest probability. The dashed blue line shows the lower probable curve of ±1σ
away from the conditional mean line, while the dashed red line shows that of ±2σ. The star points
show the min value of each line at ±1σ, ±2σ, and ±3σ. These can be used to emulate the expected
global minimum point.
The probability density function (PDF) of the event that the minimum points match the real
history data is shown as the blue dash line in Figure 4b. The wall U-value below the lowest value
and above the highest value of the curve is deemed to the implausible points, whose expectation
improvement is negative, or its probability of available improvement is too small. If only the highest
probability is considered, it is too conservative in choosing the suggested point for the next iteration,
and that will cause many more iteration steps. Therefore, in consideration of the benefit of energy
difference reduction. The probability and expectation curves are shown in the red line in Figure 4b.
The probability curve is calculated from its variance in Gaussian distribution, while the expectation
curve is the product of probability and improvements. The red pentagram is not the highest probability
point but is expected to get the best benefit.
Depending on the output of the emulator, the x value of the suggested point can be used as the
next input for simulator testing. Figure 5 shows the calibration process in three iterations. The green
area on the right side indicates the expected input space of the wall U-value. The initial parameter
range of wall U-value is chosen from 0.5 W/m2K to 2.5 W/m2K, which covers most building types.
The three initial tested points are randomly chosen from the original parameter ranges and tested in
the simulator to get the result of energy difference to recorded data. In the figure, when the U value
of external wall is 2.32 W/m2K the simulated heat demand is 32% different from that of the recorded
data, which means the wall heat resistance coefficient is too high. In the same way, when the wall
U-value is 0.52 and 1.78 W/m2K, the heat demand differences are 20% and 16%, respectively. In the
first iteration, the potential input space is within the range of 1.1 W/m2K to 1.7 W/m2K as presented
with the green line in Figure 5b, around 30% its initial input space. The first suggested parameter is at
the wall U-value of 1.2 W/m2K with about 5% improvement in expectation. Then, IES-VE is used to
simulate the building heat demand with the wall U-value at the suggested value.
The result is shown in the second iteration, with the new point of heat demand difference being
less than 10% as in Figure 5c. Based on the information of the new tested point, the suggested parameter
is updated to the wall U-value of 1.15 W/m2K, which is close to the last suggested point. The figure
indicates that the emulator estimates the minimum point has higher probability within the range from
1.1 W/m2K to 1.28 W/m2K, approximate 9% of its initial input space. The suggested parameter at
1.15 W/m2K has the expectation of 20% improvement. The new suggested wall U-value is tested in
the simulator for the next iteration. After the simulation test, it shows that the suggested U-value at
1.15 W/m2K was a bad guess with an even higher heat demand difference than the previous point.
However, the new result updates the range of valid wall U-value from 1.21 W/m2K to 1.25 W/m2K,
approximate 2% of its initial input space. The final suggested value of the wall U-value is 1.24 W/m2K.
Thus, when the most expected improvement of the suggested point is less than the threshold, for
example, 0.02% in this case, it is assumed that no more iteration is required. After the stopping criteria
are met, the calibration gives the final range of the wall U-value to the building model. The calibration
results of parameter range and simulation results of the suggested parameter in each iteration have
been given in Table 2. The parameter range is reduced to 2%. With the calibrated parameter value, the
prediction error of hourly heat demand is reduced from 16.1% to 8.11%, and the final suggested value of
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wall U-value is 1.24 W/m2K. The calibrated wall U-value is higher than in modern domestic buildings.
The latest Scottish building regulations standards require a maximum U-value of 0.27 W/m2K for walls
of new buildings [42]. Most buildings in the campus were constructed before the 1950s, before such
regulations were introduced. The cavity of building external wall was left un-insulated and historical
buildings were constructed with solid walls, which have even worse thermal resistance coefficient.
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Table 2. Calibration results of each iteration in single parameter calibration.
Parameters Iteration Calibrated Range(W/m2K)
Range to Its
Initial (%)
Suggested
Value (W/m2K)
Prediction
Error (%)
External wall
U-value
(W/m2K)
0th 0.5–2.5 100 1.75 16.24
1st 1.1–1.7 28.2 1.2 8.16
2nd 1.1–1.28 9.1 1.15 8.27
3rd 1.21–1.25 1.9 1.24 8.11
There are many optimisation methods for searching for the global minimum. However, most
of the methods require the information of gradient or even second-order derivatives at tested point,
such as the Gradient Descent and Newton’s method. In the present case study, the gradient at tested
point is not available from the physics-based energy model. Thus, to make a meaningful comparison,
the proposed calibration method is compared with the golden search algorithm that does not require
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gradient information. The comparison is shown in Figure 6a, the BHM method only needs four iteration
times to reduce the initial parameter ranges into less than 2% while the golden search method needs
ten iteration times to reduce the parameter ranges, showing that the proposed method only needs
much fewer iteration times to run the simulation in calibrating a model parameter. The comparison of
modelling error between golden search and BHM method after each iteration is given in Figure 6b.
Although both methods find the point of least modelling error before the final iteration, the wide range
of possible parameter space also needs to be reduced to provide enough evidence. The BHM not only
obtains a much faster speed in finding the optimised point, but also solves the issue that the Golden
search method will reduce the search speed when it gets close to the target point. The improved
efficiency of the approach increases the calibration speed and reduces the computational cost to run
the large simulation model of a district-level heating network with multiple buildings.
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4.2. Dual-Parameters Calibration
Apart from the external wall, the thermal transmittance coefficient of windows is also a significant
parameter in the building heat transfer. The windows’ U-value depends on its thickness, cavity and
types, such as single or double-glazed window. The parameters of windows’ thermal behaviour
should also consider the average human activities to windows, such as opening a window that reduces
the total thermal resistance of the building envelope. If the U-value of external wall and windows
are calibrated individually using the single parameter calibration approach, it could not calculate
their internal interaction between the parameters, and the calibration processes have to be operated
many times. Therefore, an approach of calibrating dual parameters using BHM approach can be
implemented. The results of calibrating both the wall U-value and windows U-value together are
shown in Figure 7.
The left figure in Figure 7a shows the surface of the simulated error to the recorded data regarding
the variation of the two calibration parameters. The figures on the right show the likelihood density
function that indicates the expectation of improvement at each point. From the colour bar, the lighter
area shows higher likelihood while darker area shows the lower probability. The density map indicates
the expected parameter input area to be calibrated in the two-parameter map. In the first iteration,
the parameter input space has been reduced to 19% of its initial range; while in the second and third
iterations, the input space has been reduced to 10% and 4%, respectively, as seen in Figure 7b,c. After
several iterations, the final range of both parameters can be detected from the calibration. The wall
U-value is calibrated to the range between 1.05 W/m2K and 1.2 W/m2K, and the windows U-value is
calibrated to the range between 3.7 W/m2K to 4.8 W/m2K. The final simulated error is reduced to about
6.2% compared with the recorded heat demand.
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4.3. ulti-Parameters Calibration
In addition to external all -value and indows U-value, several more parameters affect the
total energy consumption in building models. In the next case, three additional parameters, the U-value
of roof, ground, and internal partition/floor/ceiling, will be calibrated simultaneo sly f r the building
model. These five parameters describe the building fabrication and thermal behaviour of all buildings,
and they are calibrated together wi h random values as initially tested poin s to feed the emulator for
the expected value at the untested points. Th number of unt sted points grow xpone tially ith
the number of calibratio parameters. To reduce the computational burden of the emu ato to calculate
the conditional expectation and varianc at untested points, the sampli g method is used to randomly
choose the points f om the prior distributio range as unteste points.
Based on the c l l t l fr t e e ulator, the points with expectation higher than the
threshold are retained in the result while the points with lower expectation are reduced from the initial
range. Only the points from the remaining range will be considered as the untested points. The points
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beyond the remaining range are considered as implausible. Due to the high-dimension results of five
parameters, the scatter matrix plot is given to compare the parameters in pairs, as seen in Figure 8.
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In the figure, each row and column show the remaining points of the corresponding parameter
regarding the other four parameters. For example, the second plot in the first column indicates the
remaining points whose parameters are chosen with the corresponding external wall U-value and
windows U-value. The same points with corresponding external wall U-value and roof U-value are
given in the third plot in the first column, and so were other plots. The bar charts on the diagonal line
show the statistical distribution of each parameter. The first figure in the first column indicates the
statistic result of all the remaining points distributed along with the parameters of the external wall.
After several iterations in the multi-parameter calibration process, the maximum likelihood distribution
of external wall U-value is from 1.05 W/m2K to 1.25 W/m2K after the final iteration of multi-parameter
calibration. Based on the statistical distribution result of each parameter, the best parameter values
can be chosen from the highest expected range from the calibration results. The remaining space of
each parameter is the maximum likelihood range to make the model output fit the recorded heat
demand. The simulation results show that the monthly and hourly prediction error has been reduced
to 4.3% and 12.63%, respectively, compared with the recorded data. The calibrated parameters and
their suggested results are shown in Table 3.
Table 3. Calibrated parameters with initial range and calibrated value.
Parameters Unit InitialRange
Calibrated
Range
Range to Its
Initial (%)
Suggested
Value
Wall U-value W/m2K 0.5–2.5 1.05–1.25 10 1.16
Windows U-value W/m2K 2–6 3.2–4.2 25 3.8
Roof U-value W/m2K 0.2–2.2 0.6–1.1 25 0.95
Ground U-value W/m2K 0.2–0.9 0.4–0.7 43 0.55
Internal U-value W/m2K 1.5–3.6 2.4–3 29 2.7
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To validate the effect of model parameters, the sensitivity analysis has been made to provide the
elementary effect of each parameter. The Morris method, which is the most commonly used global
sensitivity analysis method, has been used to test the elementary effect in the case [43]. The basic idea
of Morris method is to evaluate the response of model output on the basis of a small change in a single
parameter. The mean elementary effect of a single parameter is presented as:
µ∗i =
1
R
R∑
j=1
∣∣∣∣∣∣ f (x1, · · · , xi + ∆, · · · , xn) − f (x1, · · · , xn)∆
∣∣∣∣∣∣ (19)
where µ∗i is the mean elementary effect of the ith parameter out of n parameters in total, j is the number
of tested data out of R tested data in total; ∆ is a small change in parameter and f (·) indicates the
model output with related parameters.
The results of the sensitivity analysis are shown in Figure 9. The x-axis shows five parameters of
the walls, windows, roof, ground and internal partition. The y-axis indicates the elementary effect
with the unit of kW per change of U value in every 0.1 W/m2K. From the result, the wall U value
has the highest elementary effect with about 70 kW increase of heat demand in every increment of
0.1 W/m2K in its U value. The second most significant parameter for the building thermal resistance is
the roof U-value followed by that of windows and internal partitions. The ground U-value is the least
significant parameter that affects the building thermal resistance and heat demand.Energ es 2019, 12, x FOR PEER REVIEW 15 of 19 
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Figure 9. Elementary effect sensitivity analysis of each calibrated para eter.
The calibrated result of the IES-VE model is compared with the recorded data and default result
before calibration as given in Figure 10. The results show that the calibrated monthly heat demand has
reduced from 16.3% to 4.3% as the best calibration result.
After the most probable parameters chosen after the calibration from the monthly result, the hourly
heat demand of each building can be predicted from the model. The result comparison among one
parameter calibration, two parameters calibration, and multi parameters calibration is given in Table 4.
In the one parameter calibration, only the wall thickness has been calibrated and results in the smallest
range. The result of that in the two-parameter calibration covers the same range. Because the second
parameter has been calibrated together, the final range of the wall thickness is wider than that of the
single parameter calibration. The same situation has been found in the multi-parameter calibration as
well. The final range of each parameter is wider than that of the single parameter calibration, but the
prediction error of model simulation is less in multi-parameter calibrations.
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Table 4. Prediction result comparison among different number of parameters to be calibrated.
Parameters Monthly Prediction Error Hourly Predicti n Error
Before calibration 16.3% 18.5%
One parameter calibration 8.02% 15.4%
Two p rameters calibration 6.1% 13.2%
Multi parameters calibration 4.3% 12.6%
The average prediction error of hourly heat de and after multi-parameter calibration is around
12.6%. That means the prediction accuracy of using the proposed approach is more than 87% in
predicting the hourly heat demand without known the detailed building information. The overall
waveform of the predicted heat demand matches the recorded data and can be used for prediction of
the whole heating network. In practical, the real building energy consumption not only depends on
these parameters and weather conditions but also the human activities and other uncertainties, such as
the observation error from the sensor, model uncertainty in simulating the thermal behaviour. In fact,
the uncertainties, such as the domestic hot water usage and internal gains, are also contributors of heat
demand, but they are hard to predict as it highly depends on the activities of occupants. In the IESVE
simulation, the domestic hot water usage and internal gains have been set as a constant ratio of the
total heat demand of each building. The model only predicts heat demand affected by the weather
conditions (which is the dominant factor) in this work. The variation of heat demand caused by those
secondary factors such as human activities is beyond the scope of this work, and it can be addressed
by building control system.
The hourly heat demand prediction is shown in Figure 11. The recorded data of hourly heat
demand is shown by the blue line. The red line represents the prediction on the basis of weather profile
only, of which the actual human activities within the buildings have not been properly considered in
the model. The grey line shows the absolute difference between these two sets of data, namely the
prediction error of the model basis on weather profile. In comparison with Figure 10, one can find that
the hourly prediction has much higher error than the monthly prediction.
There are two points should be highlighted here: (1) The IES-VE model has some default settings
of human activities when the type of building is selected. However, such settings are just a constant
value (i.e., an extra percentage of heat demand), which are very different from actual user’s behaviour
that however are dynamic and have not been recorded by the University’s energy centre. Hence, the
prediction error can be largely attributed to the unknown human activities within the buildings. (2) The
model itself does not forecast weather, but uses the hourly weather profile of a whole year embedded
in the IES-VE software, which are historical weather data recorded by the weather centre at Glasgow
Airport. For this reason, the uncertainty introduced by the weather profile is considered negligible,
Energies 2019, 12, 3408 17 of 19
and thus neglected in this paper. Furthermore, the hourly weather profile is used, the prediction is can
be considered as one hour ahead of time.
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Comparing Figure 10 with Figure 11, with r f rence to Table 4, one can fin tha the hourly
prediction result has much higher error than the monthly prediction result, showing that the accuracy
of the model is strongly affected by human activities, especially at short time scale. In general, the more
factors being considered, the more accurately the model can predict the heating demand. Since not
all input parameters can be accurately measured (e.g., user’s behaviour), the calibration methods
developed in this paper becomes necessary and useful.
In summary, the proposed approach uses IES-VE to build the bottom-up model of a district-level
heating network, and some unknown parameters are calibrated using the Bayesian-based approach to
improve the model’s ac uracy. The model can predic the hourly heating demand of each building
with the err r less than 13% for a case study, of w ich a umber of building parameters are unknown.
5. Conclusions
This paper developed an approach to predict the hourly heat demand of a district-level heating
network, using a model calibrated by the proposed Bayesian-based calibration method and monthly
recorded data. The IES-VE building energy software is used to build the bottom-up model of
buildings in a DHN. Due to the lack of detailed building parameters and heavy computational
load of simulating such a large model, a Bayesian history matching based calibration method was
proposed to calibrate the model over a shorter time span without the requirement of gradient
calculation. In the approach, a statistical method-based emulator has been designed to estimate the
conditional expectation and variance of model mismatch at untested points for the calibration iterations.
The designed emulator-based calibration method has been compared with a traditional golden search
algorithm, and the results show that the Bayesian approach-based emulator performs better with
fewer calibration times to find the optimal point. Another case study has been designed to validate
the proposed method in calibrating the single parameter, two-parameters, and multi-parameters of
building envelope. The results indicate that the method is reliable and efficient to calibrate thermal
parameters in building energy models. The multi-parameters calibration gives better performance by
calibrating all parameters simultaneously. Finally, it is verified that the proposed approach can predict
the hourly heat demand of a DHN without the requirements of detailed building information and
accurate recorded data.
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