Introduction
Image registration is one of fundamental tasks in image processing. This task can be simply considered as a process of aligning/matching two or more images having similar contents in some sense. For example, the images could have been captured at different times, from different viewpoints and/or using different types of sensors. Image registration has been researched extensively in the last twenty years. Whilst global rigid/affine registration has matured, deformable registration is still under intense research, specially in the biomedical image processing [5] [6] .
The image registration methods can be broadly divided into two main categories, feature-based and intensity-based registration methods. The feature-based registration methods requires pre-processing step to extract corresponding image features such as points, lines and curves. By matching the corresponding image features, deformation of the whole image can be calculated using one of "smooth" interpolation methods. The often used interpolation methods are B-spline [7] , Thin-Plate Spline [3] , Radial Basis Functions [1] , Inverse Distance Weighted Interpolation [15] or their combination [8] . The intensity-based methods operate directly on image intensity values. One of the most popular methods is to calculate the transformation using a set of equally spaced sparse control points, which are not linked to any specific image features, and finding the extreme in the cost function defined in the neighbourhood of the control points. Subsequently, the image deformations are calculated from displacement of sparse control points using one of interpolation methods mentioned above. This technique is often called as the Free Form Deformation [9] . As the number of control points might be significant additional regularisation, measures are necessary to avoid excessive variation of the deformation field. Rueckert et. al. [12] applied the global affine transformation first, and subsequently used the B-spline interpolation and a penalty function which is a 3D counterpart of the 2D bending energy of the Thin-Plate Spline. Schnabel et. al. [13] extended and generalised the work described in [12] by introducing multi-resolution optimisation and allowing non-uniform distribution of control points. Another often used method is to model the displacement field by using physical analogies. One of the first such methods was the scheme using the Navier-Lam Partial Differential Equations (PDEs) to model elastic behaviour of the registered data [2] . This method performs well when dealing with relatively small deformation, but is not suitable for large deformation. Christensen et. al. [4] proposed to use the Navier-Stokes PDEs to register the data with large displacements. This technique is so-called fluid registration. However, the technique has higher probability of the gross miss-registration than elastic registration. This kind of miss-registration issue has been recently addressed by Modersitzki [11] , who proposed a new PDEs registration scheme, so-called diffusion registration. Since the intensity-based methods estimate the transformation based on the entire image contents, these methods are more computationally demanding. Whilst feature-based methods can greatly reduce computational complexity, they also have number of disadvantages including: (i) the process of selecting ground control points represented in the image is time consuming; (ii) the feature extraction methods produce inherent erroneous features due to imperfection and noise in the image acquired; (iii) the registration errors can be significantly increased by uneven feature distribution. This paper describes a hybrid method, which combines feature-based and intensitybased methods. In the proposed method, the deformation is modelled using an elastic spring mass system, containing a number of sparse spring-masses and springs interconnecting them. At the initial stage the system of interconnected masses is assumed to be in equilibrium. One of the advantages of using such a system is that the system can explicitly represent features presented in the image in order to improve the registration accuracy. For instance, spring-masses can coincide with all the feature points; and also, feature curves can be represented as spring-masses placed on the curve and their interconnecting springs lying along the curve with controllable approximation error. By moving these masses representing the features in one image to the corresponding location in the other image, the system will no longer be in equilibrium. The remaining masses will move to the appropriate location until all the internal forces are in equilibrium. The motion of the spring mass system is described here by the Newtonian mechanics and is expressed by a set of ordinary differential equations, which is comparatively much simpler to solve than PDEs. In the following stage, the external forces calculated from the image content are introduced into the system to locally guide movable masses to gradually improve registration accuracy under the constraints caused by the internal forces. The applied multi-resolution approach reduces the computational time and improves the registration accuracy.
The remainder of the paper is organised as follows: Section 2, 3 and 4 briefly describe three main steps in the algorithm. They are spring mass system generation, motion modelling, and image warping. Section 5 describes a multi-resolution registration scheme. Section 6 gives some registration results. The conclusion is drawn in the section 7.
Spring Mass System Generation
The spatial topology of the spring mass system is defined using a mesh generation algorithm with the mesh vertices interpreted as the spring-masses and the mesh edges as the springs connecting these masses. To achieve high registration accuracy, the mesh generation algorithm should provide:
S
Well shaped triangles (all triangles should have three inner-angles close to 60T ) to reduce sensitivity to the mesh orientation;
Variable mesh density that is controllable by a user;
Vertices coinciding with all feature landmarks; S Good representation of the feature curve (such as anatomical structures) with the vertices placed on the curve and mesh edges lying along the curve with controllable approximation errors.
Any mesh generation algorithms can be used as long as they could provide these requirements. In this paper, the bubble mesh algorithm [16] has been used to generate the mesh vertices. This method is based on the geometrical circle packing, with the centre of each circles (bubble) representing a mesh vertex. The method adapts automatically a local population of the bubbles to ensure the required local density of the mesh; and thereby, it enables generation of the well shaped triangles. The Quad-tree technique is used to achieve fast initialisation of the location of bubble centres in the image, as well as a constraint surface being used to control the sizes of the bubbles locally. Once the algorithm terminates the bubble centres (mesh vertices) are connected using Delaunay Triangulation, which selects the best topological connection for a given set of vertices by minimising the number of badly shaped triangles. With Constrained Delaunay Triangulation technique, it enforces the consistency of the mesh along the feature curves.
Motion Modelling
The motion of the system is described here by the Newtonian mechanics and is expressed by a set of the 2-nd order Ordinary Differential Equations (ODEs). The 4-th order RungeKutta method has been used to yield the numerical solution.
where:
S N is a set of indices for which the corresponding masses in the spring mass system are movable. S aY t`is iteration dependant scalar which weights the contribution of the internal and external forces. Initially the value of scalar aY t`is set to one. Subsequently, after the external force is activated, the value of this parameter is decreased gradually, after each iteration, from one to a predefined threshold a 0 (see Algorithm 1).
S b is a binary value which controls whether the external forces are acting on the movable spring-masses. In the initial stage, aY t`is set to one and b is set to zero to disable the external forces. Subsequently, b is set to one to enable the forces and aY t`starts to decrease. Consequently, the external forces can guide the system deformation under the constraints caused by the internal forces. Initially, the deformation is more likely to be rigid. With the decreasing internal forces, the system gradually allows the more flexible deformation.
Internal Forces
The role of internal forces in the system is to make sure the calculated deformation is "smooth". In the algorithm, the repulsive force in the traditional spring force formula [10] can cause unexpected results when the deformable images contain large local movement. Therefore, the repulsive force needs to be removed. To keep the system stable in the initial stage, the extra attractive force is added locally along each spring direction. If a set of indices for which the corresponding masses are connected to the current i-th mass is defined as M Y ì , the internal force [14] can be written in general as:
S k j is a spring constant locally controlling how easily the system can be deformed. The default value is one. S ρ ji is the "added" length for the current i-th mass along the spring direction. It is important to notice that n general ρ ji t X ρ i j .
The scalars ρ ji , where j u M Y ì , need to be obtained. However, there are infinite possible selections of ρ ji , which fulfil the equation in (2). Hence, a constraint is added in order to have a unique result. The constraints optimisation used here is defined by the following cost function:
subject to two equality constraints in (4) and N inequality constraints in (5)
ρ ji 
This can be solved using Lagrange Multiplier method [14] .
External Forces
The external force defined as f ext U iV is a force indicating how much the i-th spring-mass should be moved towards the good matching direction. The role of external forces is to incorporate information of image content into the system to achieve iteratively higher and higher registration accuracy. In this case, a small size image I w i is extracted from the warped source image, whose centre is the current location of the i-th spring-mass, to estimate the good local matching direction in the target image I t i around the corresponding location of the i-th spring-mass. The external force is defined as:
i s a similarity measure between two images. The proposed algorithm enables the use of different similarity measures. For the results presented in this paper, the normalised cross correlation function in (7) with the experimentally selected parameters (A X 50 and n X 2) has been used. However, it can be replaced by other measures such as sum of square differences or mutual information.
Image Warping
After the solution of equations defined by formula (1) has been found, the source image needs to be warped to match the target image. This process involves coordinate transformation to find corresponding locations of all the pixels from the warped source image in the source image (inverse mapping is used) and subsequent computation of the pixel values in these new locations. while the standard bilinear interpolation is used for the latter, one of interpolation methods for scattered data needs to be used for the former. In the proposed method, the image warping step needs to be used iteratively. Therefore, the piecewise affine interpolation based on Constrained Delaunay Triangulation [14] is used. Figure 1 illustrates an example of motion modelling and image warping using the spring mass system with three rigid structures. The boundaries of the image and three structures are represented as the point masses denoted by the asterisks. At this stage, Figure 1 : Example of spring mass system deformation the system as shown in Figure 1 (a) is in equilibrium. By moving masses representing the three structures to the new location as shown in Figure 1(b) , the system is no longer stable. Without the external forces applied, the movable masses denoted as circles move to the appropriate location until all the internal forces are in equilibrium. The solution is shown in Figure 1 (c). To have a better illustration for transformation in the whole image domain, Figure 1 (e) shows a warped texture using the source texture in the Figure 1(d) .
Multi-resolution Registration Scheme
The multi-resolution approach [2] [13] is an often used technique to register the images with larger deformation. In the work presented in the paper, a Gaussian pyramid is built for the source and target images first. Subsequently, the registration scheme starts at the coarsest level and progress to the finest level. The multi-resolution registration scheme is summarised in Algorithm 1. In the work, d ratio is set to 0y 8 and the threshold a 0 is equal to 0y 3.
Results and Validation
The proposed method is first tested using simulated data. The 512-by-512 source image shown in Figure 2 is warped using a sequence of randomised transformations to generate a set of simulated target images (see Figure 2 ). Subsequently, the described registration algorithm is used to recover the known displacement field. To generate these simulated target images, the bony structures and the rectum have been segmented in the source image and each of them have been transformed rigidly with randomly selected translation vector (with maximum translation of 20 pixels) and rotation angle (with maximum of 15T ). The simulated images are generated using Little's Radial Basis Function method Calculated spring-masses location in the source image using the transformation estimated in the previous pyramid level; until true ; described in [8] . Figure 3 shows typical results obtained using the multi-resolution registration technique described in the previous section. A simple statistics of the displacement field calculated for each resolution level are shown in Table 1 . The column with bold letters in Table 1 represents statistics calculated for the original simulated displacement field. The results shown in Figure 3 and Table 1 are typical for the all the simulated target images as described at the beginning of this section.
The proposed method has been also applied for a sequence of real dynamic magnetic resonance images. The source and target images are randomly selected from the sequence. Four of such examples are shown in Figure 4 .
Conclusion
The paper presents a new registration method using an elastic spring mass system, which enables to reflect prior information about image including spatial topology of image fea- Table 1 : Validation results using simulated images Figure 4 : The columns from left to right show: the source images; the target images; the registered target images; image differences between the source and target images; image differences between the registered and target images.
tures and local elastic properties. By moving the masses representing the features in one of the images to the corresponding location in the other image, an initial deformation is modelled via the internal forces caused by springs. Subsequently, the external forces are calculated from image content and embedded into the system. This guides the system to achieve higher and higher registration accuracy under the constraints of the internal forces. With the multi-resolution registration scheme, it improves registration quality for the large deformation. Although the registration results have been shown only using dMRI data in the same modality, the algorithm can generally be used to register multi-modality and multi-dimension data.
