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EXPONENTIAL DECAY OF EIGENFUNCTIONS AND
GENERALIZED EIGENFUNCTIONS OF A NON
SELF-ADJOINT MATRIX SCHRO¨DINGER OPERATOR
RELATED TO NLS
DIRK HUNDERTMARK AND YOUNG-RAN LEE
Abstract. We study the decay of eigenfunctions of the non self-adjoint
matrix operator H =
(
−∆+µ+U W
−W ∆−µ−U
)
, for µ > 0, corresponding to
eigenvalues in the strip −µ < ReE < µ.
1. Introduction
For some positive µ, we consider the system
H :=
( −∆+ µ+ U W
−W ∆− µ− U
)
, (1.1)
with real-valued functions U and W . We will impose some weak conditions
on U and W which insure that H is a closed operator on the domain
D(H) = H2(Rd,C2). The unperturbed operator H0, where U = W = 0, is
given by
H0 :=
( −∆+ µ 0
0 ∆− µ
)
.
Note that H0 is a self-adjoint operator on the domain H2(Rd,C2) and, by
inspection, the spectrum of H0 equals σ(H0) = (−∞,−µ] ∪ [µ,∞).
Our assumptions on U and W are
A. U and W are −∆-bounded with relative bound zero. That is, the
domains D(U) and D(W ), as multiplication operators with real-
valued functions, contain the Sobolev space H2(Rd) = D(−∆) and
for all ε > 0 there exists a Cε such that
‖Xg‖2 ≤ ε‖ −∆g‖2 + Cε‖g‖2 for X = U,W.
B. U and W decay to zero at infinity.
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Let us explain how such a non-symmetric system naturally arises in the
stability/instability study of solutions of the non-linear Schro¨dinger equa-
tion (NLS): The NLS is a non-linear evolution equation of the form
i∂tψ = −∆ψ − F (|ψ|2)ψ on Rd (1.2)
for some real-valued non-negative function F , for example, F (s) = sσ with
σ > 0. Making the ansatz ψ(t, x) = eitµφ(x), with µ > 0, one gets the time
independent NLS
(−∆+ µ− F (|φ|2))φ = 0. (1.3)
Now let φ be a solution of (1.3). If φ > 0 one often calls it the non-linear
ground state, but we will not make this requirement. Perturbing ψ a bit,
one makes the ansatz ψ = eitµ(φ+R) and gets the equation
i∂tR =
[−∆+ µ− (F (|φ|2) + F ′(|φ|2)|φ|2)]R− F ′(|φ|2)φ2R +N
where N is a term quadratic in R. Note that φ can always be chosen to be
real-valued, however, we do not need to make this assumption. The above
can be written as the system,
i∂t
(
R
R
)
= H
(
R
R
)
+N (1.4)
where N is a term quadratic in R, H is as in (1.1), and the potentials are
given by U = −F (|φ|2) − F ′(|φ|2)|φ|2 and W = −F ′(|φ|2)φ2. Hence the
non-linear system (1.4) describes the time behavior of a perturbation R of
the NLS around a stationary solution φ.
Since N is quadratic in R, one sees that to first order in the perturba-
tion R, the spectral properties of systems like the one in (1.1) determine
the linear stability/instability properties of (1.4) and hence the linear sta-
bility/instability of stationary solutions of the NLS (1.2). For this reason,
the study of the spectral properties of operators given by (1.1) has received
renewed interest in recent years, see, for example, [1, 3, 4, 7, 17, 20, 21].
Remark 1.1. (i) Assumption A is equivalent to
lim
λ→∞
‖X(−∆+ iλ)−1‖ = 0
forX = U,W , see, for example, [5, 12, 15]. Note that because of assumption
A, the operator H is a closed operator on its domain D(H) = D(H0) =
H2(Rd,C2).
(ii) Assumption A is fulfilled, if U and W obey certain local uniform
Lp-conditions, U,W ∈ Lploc,unif(Rd) with p = 2 for d ≤ 3 and p > d/2 if
d ≥ 4, or, slightly more generally, if they are in the Stummel class Sd, see
[5, 18, 19].
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(iii) We want to stress the fact that we do not make any assumptions on
how fast U and W decay, only that they tend to zero at infinity.
Our first result deals with the essential spectrum of systems like (1.1).
Since there are several non-equivalent definitions for the essential spectrum
of non-selfadjoint operators, let us discuss these a little bit in more detail:
Let T be an arbitrary closed operator on a Hilbert space. Its resolvent
set ρ(T ) consists of all z ∈ C such that T − z is boundedly invertible. Its
spectrum is given by σ(T ) = C \ ρ(T ). A closed operator T is Fredholm,
if its range is closed and both the kernel and co-kernel, the orthogonal
complement of its range, are finite-dimensional. Its index is the difference of
the dimensions of its kernel and co-kernel, ind(T ) = nul(T )− def T , where
nul(T ) = dimker(T ) and def(T ) = dim ran(T )⊥. T is semi-Fredholm, if
its range is closed and either its kernel or co-kernel is finite-dimensional.
Consider the following sets
• ∆1(T ) = {z ∈ C| T − z is semi-Fredholm}.
• ∆2(T ) = {z ∈ C| T − z is semi-Fredholm and nul(T − z) <∞}.
• ∆3(T ) = {z ∈ C| T − z is Fredholm}.
• ∆4(T ) = {z ∈ C| T − z is Fredholm with ind(T − z) = 0}.
• ∆5(T ) = {z ∈ ∆4(T )| a deleted neighborhood of z is in ρ(T )}.
Note that ρ(T ) = {z ∈ C| T−z is Fredholm with nul(T−z) = def(T−z) =
0}. Thus all sets defined above contain the resolvent set ρ(T ) and possible
definitions for the essential spectrum, in terms of Fredholm properties, are
given by
σess,j(T ) = C \∆j(T ), j = 1, . . . , 5.
Remark 1.2. (i) These definitions are taken from page 40 in [6], see also
[11]. The first one is the one used by Kato, see page 243 in [14], the fifth
was introduced by Browder, [2], see also the discussion in Appendix B.
(ii) Theorem IX-1.5 in [6] shows that σess,5(T ) is the union of σess,1(T ) with
all components of C \ σess,1(T ) which do not intersect the resolvent set.
(iii) For self-adjoint operators, all definitions above coincide. In general,
one has the inclusions
σess,1(H) ⊂ σess,2(H) ⊂ σess,3(H) ⊂ σess,4(H) ⊂ σess,5(H) ⊂ σ(H)
since ∆j(T ) is a decreasing sequence of sets containing the resolvent set
ρ(T ). All of the above inclusion can be strict, see the discussion in [11].
(iv) Another natural definition, in the spirit of the essential spectrum for
self-adjoint operators, is to define the essential spectrum as the complement
(in the spectrum) of the discrete spectrum. More precisely, if we denote
by σdisc(T ) the set of all isolated points λ ∈ σ(T ) with finite algebraic
multiplicity. Then the essential spectrum should be given by σ(T )\σdisc(T ).
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This definition of essential spectrum is introduced on page 106 in [16]. In
fact, it coincides with the fifth one,
σess,5(T ) = σ(T ) \ σdisc(T ). (1.5)
We could not find any proof of this in the literature and, for the convenience
of the reader, give a proof of this in Appendix B.
(v) It might be surprising that in our case all of the above five definitions
of essential spectrum coincide, as the following theorem shows.
Theorem 1.3. Under the above conditions on U and W , one has
σess,j(H) = σ(H0) = (−∞,−µ] ∪ [µ,∞) for j = 1, 2, 3, 4, 5,
and the spectrum of H outside of its essential spectrum consists of a discrete
set of eigenvalues of finite algebraic multiplicity.
Moreover, σ(H) is symmetric under reflection along the real and imagi-
nary axes, that is, σ(H) = −σ(H) and σ(H∗) = σ(H).
Remark 1.4. (i) The only condition needed on V =
(
U W
−W −U
)
is that V is
relativelyH0-compact, which is the case if U andW are relatively Laplacian
compact.
(ii) Because of Theorem 1.3, there is no need to distinguish between the
different definitions for the essential spectrum in the following.
(iii) Since H is not self-adjoint, it can happen that, for some eigenvalue z,
ker((H− z)2) 6= ker(H− z), that is, H can possess generalized eigenspaces
(a non-trivial Jordan normal form). However, the generalized eigenspace
stabilizes, that is, for any z ∈ σ(H) \σess(H) there is a k ∈ N with ker(H−
z)m+1 = ker(H − z)m for all m ≥ k, see the proof of Theorem 1.3. In the
application to the non-linear Schro¨dinger equation, this typically happens
at z = 0, see [22, 23, 20, 17].
(iv) Under the so-called positivity condition,
L− := −∆+ µ+ U −W ≥ 0,
one has σ(H) ⊂ R ∪ iR and each eigenvalue with z 6= 0 has trivial Jordan
form, ker((H− z)2) = ker(H − z). That is, the generalized eigenspace for
non-zero eigenvalues coincides with the eigenspace. Under the positivity
condition, only z = 0 can possess a generalized eigenspace. This is, for
example, shown in [1, 17] and the proof carries over to our assumptions on
U and W .
Our main goal in this paper is to prove that the generalized eigenfunctions
of the above system with energies in the gap of the essential spectrum decay
exponentially. This is the content of the next theorem.
EXPONENTIAL DECAY 5
Theorem 1.5. Let E be an eigenvalue of H with −µ < Re(E) < µ. Then
under the above assumptions on U andW , every eigenfunction and general-
ized eigenfunction corresponding to E decays exponentially. More precisely,
if (H− E)kϕ = 0 for some k ∈ N, we have the L2-decay estimate
e(
√
µ−|ReE|−2δ)|x|ϕ ∈ L2(Rd,C2) for all positive δ < 1
2
(µ− |ReE|).
(1.6)
Remark 1.6. This result improves the exponential decay estimates of [17]
in two directions. First, the authors of [17] need much stronger condi-
tion on the off-diagonal part W , namely some exponential decay of W .
Secondly, they considered only (generalized) eigenfunctions corresponding
to real eigenvalues within the gap (−µ, µ). However, as shown in [8, 9]
and [10], certain supercritical non-linearities lead to linearizations of NLS
around the ground state which have a pair of purely imaginary eigenvalues
in addition to their generalized eigenspace at zero, see also Lemma 17 in
[20]. Our result shows that no a-priori decay rate for the matrix poten-
tial has to be specified for this. Moreover, the decay rate is uniform in
the imaginary part of the eigenvalues and explicitly depends only on the
positivity of µ− |ReE|.
In the next section we give the proof of Theorem 1.3. Theorem 1.5 is
proved in Sections 3 and 4. Exponential decay of eigenfunctions is given in
Section 3 and exponential decay of generalized eingefunctions in Section 4.
Acknowledgement: It is a pleasure to thank Wilhelm Schlag for bringing
this type of spectral problem to our attention. Young-Ran Lee thanks the
School of Mathematics at the University of Birmingham, England, for their
warm hospitality. Furthermore, we would like to thank Des Evans for some
discussions and the unknown referee for numerous comments which, in
particular, helped to improve Theorem 1.3.
2. Proof of theorem 1.3
Using, for example, the Fourier transform, one sees that the unperturbed
operator H0 is self-adjoint on H2(Rd,C2) and that its spectrum is given by
σ(H0) = σess(H0) = (−∞,−µ]∪ [µ,∞). Recall that all different notions of
essential spectrum coincide due to the self-adjointness of H0. Since U and
W are Laplacian bounded with relative bound zero and go to zero at infinity,
they are Laplacian compact. In particular, this implies for V =
(
U W
−W −U
)
that
V (H0 − z)−1 is compact
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for all z ∈ C \ σ(H0) = C \ ((−∞,−µ]∪ [µ,∞)). Thus, by Theorem IX-2.1
in [6],
σess,j(H) = σess(H0) = (−∞,−µ] ∪ [µ,∞) for j = 1, 2, 3, 4.
To prove the claim for σess,5(H) we need to know a bit more about the
resolvent set of H. Let us first prove that the eigenvalues of H in C\σ(H0)
form a discrete set with only σ(H0) are possible accumulation points. By
Remark 1.1.i and the assumptions on V , we see that
lim
λ→∞
‖V (H0 + iλ)−1‖ = 0. (2.1)
Using (2.1), one sees that 1 + V (H0 − z)−1 is invertible for some complex
z and hence the analytic Fredholm alternative, see [15], shows that there
exists a discrete subset D of C\σ(H0) such that 1+V (H0−z)−1 is invertible
for all z ∈ C \ σ(H0) which are not in D.
This set D is precisely the set of all eigenvalues ofH in C\σ(H0). Indeed,
by the compactness of V (H0−z)−1, 1+V (H0−z)−1 is not invertible if and
only if −1 ∈ σ(V (H0 − z)−1). So there exists a non-trivial φ ∈ L2(Rd,C2)
with
V (H0 − z)−1φ = −φ.
With ψ = (H0 − z)−1φ, we can rewrite this as
(H0 + V )ψ = zψ,
so z is an eigenvalue of H with eigenvector ψ. In addition, reversing the
above argument, one sees that if z 6∈ C \ σ(H0) is an eigenvalue of H,
then −1 ∈ σ(V (H0 − z)−1) and hence z ∈ D. So the set D consists of all
eigenvalues of H in C \ σ(H0).
As a second step, let us show that the resolvent set of H is quite big, it
contains C \ (σ(H0) ∪D). Indeed, for any z 6∈ σ(H0) ∪D,
(H− z)(H0 − z)−1
(
1 + V (H0 − z)−1
)−1
=
(H0−z)(H0−z)−1
(
1+V (H0−z)−1
)−1
+V (H0−z)−1
(
1+V (H0−z)−1
)−1
=(
1 + V (H0 − z)−1
)(
1 + V (H0 − z)−1
)−1
= I.
Thus, for those values of z, H− z is surjective. A similar calculation shows
(H0 − z)−1
(
1 + V (H0 − z)−1
)−1
(H− z) = I,
so H− z is also injective, and hence a bijection if z 6∈ σ(H0)∪D. Thus, by
the closed graph theorem, H− z is boundedly invertible for those values of
z with inverse
(H− z)−1 = (H0 − z)−1(1 + V (H0 − z)−1)−1. (2.2)
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In particular, the resolvent set ofH contains at least the set C\(σ(H0)∪D),
where the discrete set D is the set of eigenvalues of H in C \ σ(H0).
Coming back to σess,5(H), we simply note that, due to the above, C \
σess,1(H) is a connected set which intersects the resolvent set of H. Hence,
by Remark 1.2.ii,
σess,5(H) = σess,1(H) = (−∞,−µ] ∪ [µ,∞)
also.
Now we show that the generalized eigenspace corresponding to eigenval-
ues z0 ∈ D of H is finite-dimensional. Let Pz0 be the corresponding Riesz
projection. See chapter 6 in [12], chapter III-6.4 in [14], or chapter XII.2
in [16] for a definition and a discussion of the general properties of Riesz
projections. By the discussion on page 178 in [14] one knows that ran(Pz0)
is a reducing subspace for H and one knows, see III-6.5 in [14], that H− z0
restricted to ran(Pz0) is quasi-nilpotent, that is, its spectral radius is zero.
Again, from formula III-6.32 in [14] one knows that Pz0 is the residue of
(H− z)−1 at z = z0.
By the analytic Fredholm theorem, the residues of (1 + V (H0 − z)−1)−1
at z = z0 are finite rank and, using (2.2), we then know in addition that
Pz0 is a finite rank operator. In particular, H− z0 restricted to ran(Pz0) is
nilpotent, since every finite rank quasi-nilpotent operator is nilpotent, see
problem I-5.6 on page 38 in [14]. That is, there is an m ∈ N such that
ker(H− z0)m = ran(Pz0).
The symmetry of the spectrum around the real and imaginary axis is well-
known. It follows from the fact that H is unitary equivalent to its adjoint
H∗ and to −H. Indeed, writing L = −∆ + µ + U , that is, H = ( L W−W −L ),
one has(
1 0
0 −1
)(
L W
−W −L
)(
1 0
0 −1
)
=
(
L −W
W −L
)
= H∗
and (
0 1
1 0
)(
L W
−W −L
)(
0 1
1 0
)
=
( −L −W
W L
)
= −H.
Remark 2.1. There is an alternative way to show that σess,5(H) = σ(H).
Once one knows that ρ(H) 6= ∅ one can use Remark 1.2.iv and the fact that
the unperturbed operator H0 is self-adjoint with a gap in its spectrum to
argue as follows: A simple calculation, using (2.2), gives
(H− z)−1 − (H0 − z)−1 = −(H0 − z)−1(1 + V (H0 − z)−1)−1V (H0 − z)−1,
for z ∈ ρ(H) ∩ ρ(H0). Since the right hand side is a compact operator, a
version of Weyl’s criterion for suitable non-self-adjoint operators, Theorem
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XIII.14 in [16], shows σ(H) \ σdisc(T ) = σ(H0)). In addition, this imme-
diately gives that the spectrum of H outside of σ(H0) has finite algebraic
multiplicity since it is the discrete spectrum.
3. Exponential decay of eigenfunctions
We show in this section that every eigenfunction of H corresponding to
an eigenvalue E with −µ < ReE < µ decays exponentially.
Let ϕ = ( ϕ1ϕ2 ) be an eigenfunction with eigenvalue E, i.e., Hϕ = Eϕ, or,
Lϕ1 +Wϕ2 = Eϕ1
−Wϕ1 − Lϕ2 = Eϕ2.
This can be rewritten as(
L− E W
W L+ E
)(
ϕ1
ϕ2
)
= 0.
Thus we are led to study the zero energy eigenfunctions of the energy
dependent operator
ĤE :=
(
L− E W
W L+ E
)
.
Recalling L = −∆+ µ+ U , we can write ĤE = Ĥ0,E + V̂ with
Ĥ0,E :=
( −∆+ µ−E 0
0 −∆+ µ+ E
)
and V̂ :=
(
U W
W U
)
.
Note that the eigenvalue E need not be real, since H is not a self-adjoint
operator. This corresponds to the fact that, for complex E, the energy
dependent operator ĤE will also not be self-adjoint. In this case, we have
ĤE = ReĤE + iImĤE, where
ReĤE =
( −∆+ µ− ReE + U W
W −∆+ µ+ ReE + U
)
and
ImĤE =
( −ImE 0
0 ImE
)
.
To prove exponential decay of ϕ1 and ϕ2, we apply a modification of the
Agmon method from the theory of Schro¨dinger operators, see, for example,
[13], to the operator ĤE . We need the following three preparatory lemmas.
Lemma 3.1. Let BcR = {x ∈ Rd : |x| ≥ R}. Then
Σ := lim
R→∞
inf
{〈ϕ,Re(ĤE)ϕ〉
‖ϕ‖2 : ϕ ∈ H
2(Rd,C2), supp(ϕ) ⊂ BcR
}
≥ µE ,
(3.1)
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where we put µE := µ− |ReE|.
Proof. Since −∆ ≥ 0, we obtain ReĤ0,E ≥ µE. Indeed, for any ϕ ∈
Dom(Ĥ0) = H
2(Rd,C2),
〈ϕ,ReĤ0,Eϕ〉L2(Rd,C2) = 〈ϕ1, (−∆+ µ− ReE)ϕ1〉L2(Rd)
+ 〈ϕ2, (−∆+ µ+ ReE)ϕ2〉L2(Rd)
≥ (µ− ReE)‖ϕ1‖2L2 + (µ+ ReE)‖ϕ2‖2L2
≥ µE‖ϕ‖2L2(Rd,C2). (3.2)
To estimate 〈ϕ, V̂ ϕ〉, note that the matrix V̂ = ( U WW U ) has eigenvalues
U ± |W |. Thus
〈ϕ, V̂ ϕ〉L2(Rd,C2) ≥
∫
Rd
(U(x)− |W (x)|)(|ϕ1(x)|2 + |ϕ2(x)|2) dx.
By assumption A, the two functions U and W tend to zero at infinity, so
for any ε > 0, there exists Rǫ > 0 such that U(x) ≥ −ε/2 and |W (x)| < ε/2
whenever |x| > Rǫ. Using this and the above lower bound, one immediately
gets for any ϕ with supp(ϕ) ⊂ BcRǫ ,
〈ϕ, V̂ ϕ〉 ≥ −ǫ‖ϕ‖2L2(Rd,C2). (3.3)
Combining (3.2) and (3.3), we get
Re〈ϕ, ĤEϕ〉 = 〈ϕ,ReĤ0,Eϕ〉+ 〈ϕ, V̂ ϕ〉 ≥ (µE − ǫ)‖ϕ‖2, (3.4)
for any ϕ ∈ Dom(Ĥ) with supp(ϕ) ⊂ BcRǫ . Since the infimum in the
right-hand side of (3.1) is increasing in R, (3.4) gives
Σ ≥ µE − ǫ.
Since ǫ > 0 is arbitrary, we conclude (3.1).
For the next lemma, we need a cut-off function jR. Let 0 ≤ j ≤ 1 with
j ∈ C∞(R+) and j(t) = 1 for 0 ≤ t ≤ 1 and j = 0 for t ≥ 2 and put
jR(t) = j(t/R). Moreover, let 〈x〉 =
√
1 + |x|2.
Lemma 3.2. Let −µ < ReE < µ. Then for any positive δ < µE/2,
there exists R = R(δ) > 0 such that with the cut-off function j = jR and
uniformly in ε > 0
〈jϕ, (ReĤE − |∇fǫ|2)jϕ〉 ≥ δ〈jϕ, jϕ〉, ϕ ∈ H2(Rd,C2),
where fε(x) =
β〈x〉
1 + ε〈x〉 with β =
√
µE − 2δ.
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Proof. By assumption, µE = µ − |ReE| > 0. Pick any 0 < δ < µE/2.
By Lemma 3.1, there exists Rδ > 0 such that for all ϕ ∈ Dom(ĤE) with
supp(ϕ) ⊂ BcRδ ,
〈ϕ,ReĤEϕ〉 ≥ (µE − δ)〈ϕ, ϕ〉.
Thus, with the cut-off function jR = JR(δ), we obtain, for any ϕ ∈ H2(Rd,C2),
〈jRϕ,ReĤEjRϕ〉 ≥ (µE − δ)〈jRϕ, jRϕ〉.
Since |∇fǫ| ≤ β, we get
〈jRϕ,
(
ReĤE − |∇fǫ|2
)
jRϕ〉 ≥ (µE − δ − β2)〈jRϕ, jRϕ〉 = δ〈jRϕ, jRϕ〉.
Lemma 3.3. If, in addition to the hypothesis of Lemma 3.2, ĤEϕ = 0,
then
‖jRefǫϕ‖ ≤ δ−1‖efǫ[Ĥ0, jR]ϕ‖ (3.5)
where [Ĥ0, jR] = Ĥ0jR − jRĤ0 and Ĥ0 =
( −∆+µ 0
0 −∆+µ
)
.
Proof. Let C∞b (Rd) be the set of bounded, infinitely often differentiable
functions. Note e±gD(ĤE) = D(ĤE) and, since egĤEe−g = egReĤEe−g +
iImĤE , also
Re〈ψ, egĤEe−gψ〉 = 〈ψ,
(
ReĤE − |∇g|2
)
ψ〉 (3.6)
for any ψ ∈ Dom(ĤE) and any real valued function g ∈ C∞b (Rd), see
Appendix A.
Let ĤEϕ = 0. Since fε ∈ C∞b (Rd), the product efεϕ is in the domain of
ĤE. So we can apply Lemma 3.2 with ϕ replaced by e
fǫϕ. Using (3.6), we
obtain
δ‖jRefǫϕ‖2 ≤ 〈jRefǫϕ,
(
ReĤE − |∇fǫ|2
)
jRe
fǫϕ〉
= Re〈jRefǫϕ, efǫĤEe−fǫjRefǫϕ〉
= Re〈jRefǫϕ, efǫĤEjRϕ〉. (3.7)
As ĤEϕ = 0, the right hand side of (3.7) is equal to Re〈jefǫϕ, efǫ[ĤE , j]ϕ〉.
Then, by the Cauchy-Schwarz inequality and [ĤE, j] = [Ĥ0, j], we conclude
(3.5).
The following corollary finishes the proof of Theorem 1.5 for eigenfunc-
tions.
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Corollary 3.4 (=Theorem 1.5 for eigenfunctions). Let −µ < ReE < µ
and ϕ an eigenfunction of zero energy for ĤE, i.e., Hϕ = Eϕ. Then ϕ
decays exponentially. More precisely, for all positive δ < 1
2
(µ− |ReE|),
e(
√
µ−|ReE|−2δ)|x|ϕ(x) ∈ L2(Rd,C2).
Proof. Simply note that [Ĥ0, j] is a first order differential operator concen-
trated on the annulus R ≤ |x| ≤ 2R. Indeed,
[Ĥ0, jR] =
(
[−∆+ µ, jR] 0
0 [−∆+ µ, jR]
)
=
(
[−∆, jR] 0
0 [−∆, jR]
)
=
(
(−∆jR)−∇jR · ∇ 0
0 (−∆jR)−∇jR · ∇
)
and jR is constant outside the annulus R ≤ |x| ≤ 2R. Thus efǫ[−∆, j] is a
bounded operator in H2(Rd) with a uniform bound in ǫ. Hence also
lim sup
ε→0
‖efǫ[Ĥ0, j]ϕ‖ <∞
for any ϕ ∈ H2(Rd,C2). Since fε ↑ f as ε → 0 we can use dominated
convergence and (3.5) to conclude for any eigenfunction of H with energy
E
‖e
√
µE−2δ〈x〉jϕ‖ = lim
ε→0
‖efεjϕ ‖ <∞.
for any 0 < δ < µE/2, where µE = µ − |ReE| > 0, by assumption. Since
j = 1 outside a compact set, e
√
µE−2δ〈x〉ϕ is square integrable on all of
R
d.
4. Exponential decay of generalized eigenfunctions
The method in the previous section can be used to show that all gen-
eralized eigenfunctions decay exponentially. We need a little extension
of Lemma 3.3. But first some more notation: For ϕ ∈ L2(Rd,C2) let
ϕ˜ = (
ϕ1
−ϕ2 ). With this, we have the following
Lemma 4.1. Let −µ < ReE < µ. Assume that for some k ∈ N, ψl−1 ∈
Dom(ĤE)
k−(l−1) for l = 1, . . . , k with ψ˜l = ĤEψl−1. Then for all positive
δ < µE/2 we have
‖jefεψ0‖ ≤
k−1∑
l=0
δ−(l+1)‖efε [Ĥ0, j]ψl‖+ δ−k‖efεjψk‖ (4.1)
Proof. It is enough to show that
‖jefεψl−1‖ ≤ δ−1
(‖efε [Ĥ0, j]ψl−1‖+ ‖efεjψl‖) (4.2)
for l = 1, . . . , k. Then (4.1) follows from iterating this bound.
12 D. HUNDERTMARK AND Y.-R. LEE
Using Lemma 3.2 and the assumption ĤEψl−1 = ψ˜l we see
δ‖jefǫψl−1‖2 ≤ 〈jefǫψl−1,
(
ReĤE − |∇fǫ|2
)
jefǫψl−1〉
= Re〈jefǫψl−1, efǫĤEe−fǫjefǫψl−1〉
= Re〈jefǫψl−1, efǫĤEjψl−1〉
= Re〈jefǫψl−1, efǫ[ĤE, j]ψl−1 + efǫjψ˜l〉
= Re〈jefǫψl−1, efǫ[Ĥ0, j]ψl−1〉+ Re〈jefǫψl−1, jefǫψ˜l〉
≤ ‖jefǫψl−1‖
{∥∥efǫ[Ĥ0, j]ψl−1∥∥+ ‖jefǫψ˜l‖},
which gives (4.2), since ‖jefǫψ˜l‖ = ‖jefǫψl‖.
Corollary 4.2 (=Theorem 1.5 for generalized eigenfunctions). Let E ∈
C with µ < ReE < µ and ϕ be a generalized eigenfunction of H with
eigenvalue E. Then, for all positive δ < 1
2
(µ− |ReE|),
e(
√
µ−|ReE|−2δ)|x|ϕ ∈ L2(Rd,C2).
Proof. Using Theorem 1.3, see also Remark 1.4.iii, we know that the gen-
eralized eigenspace corresponding to E is finite dimensional. Thus there is
a k ∈ N such that ker(H−E)m+1 = ker(H−E)m for all m ≥ k. So fix this
k and assume that (H−E)kϕ = 0. Put ψl = (H−E)lϕ and ψ0 = ϕ. Then
ψl = (H− E)ψl−1. Or, in terms of the operator ĤE,
ψ˜l = ĤEψl−1.
Note that in this case ψk = 0. So for all 0 < δ < µE/2 and large enough R
Lemma 4.1 gives for all ε > 0
‖jefεψ0‖ ≤
k−1∑
l=0
δ−(l+1)‖efε [Ĥ0, j]ψl‖.
Letting ε→ 0, as in the proof of Corollary 3.4, finishes the proof.
Appendix A. Proof of equation (3.6)
Here we prove equation (3.6), that is, Re〈ψ, egĤEe−gψ〉 = 〈ψ,
(
ReĤE −
|∇g|2)ψ〉 for any ψ ∈ Dom(ĤE) and any real valued function g ∈ C∞b (Rd).
Proof. Since ∇(e−gψ) = e−g(∇ψ − (∇g)ψ), we have eg∇e−g = ∇ − ∇g.
Thus,
eg(−∆)e−g = −(eg∇e−g)2 = −(∇−∇g)2 = −∆+∇ · ∇g +∇g · ∇ − (∇g)2
= −∆− |∇g|2 + iB
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where the operator B = −i(∇ · ∇g +∇g · ∇) is self-adjoint. Therefore,
egĤEe
−g =
(
eg(−∆)e−g + µ−E 0
0 eg(−∆)e−g + µ+ E
)
+ egV̂ e−g
=
( −∆− |∇g|2 + iB + µ−E 0
0 −∆− |∇g|2 + iB + µ−E
)
+ V̂
= ĤE − |∇g|2 + iB.
Taking the real part, one arrives at (3.6).
Appendix B. On the equality of certain essential spectra
Let us now prove (1.5), that is, σ(T ) \ σdisc(T ) = σess,5(T ) for any closed
operator T in a Banach space X . Here σ(T ) is the complement of the
resolvent set ρ(T ) and the discrete spectrum σdisc(T ) is the set of all isolated
points in σ(T ) with finite algebraic multiplicity. Recall that in this case,
the nullity and deficiency are given by
nul(T ) = dim ker(T )
and
def(T ) = dim
(
X/ran(T )
)
.
From the definition of resolvent set, the set of all z ∈ C for which T − z
is a bijection (and hence boundedly invertible, by the inverse theorem), we
have
ρ(T ) = {z ∈ C| T − z is Fredholm with nul(T − z) = def(T − z) = 0}.
Recall that σess,5(T ) = C \∆5(T ) with
∆5(T ) = {z ∈ C| T − z is Fredholm with ind(T − z) = 0
and a deleted neighborhood of z is in ρ(T )}.
A straightforward rewriting of this condition shows that
∆5(T ) = ρ(T ) ∪ {λ|λ is an isolated point in σ(T ) such that
T − λ is Fredholm with ind(T − λ) = 0}.
Thus to show (1.5) it is enough to prove
Lemma B.1. Let T be a closed operator on some Banach space X. Then
σdisc(T ) = {λ|λ is an isolated point in σ(T ) such that
T − λ is Fredholm with ind(T − λ) = 0}.
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Proof. Let λ be an isolated point in σ(T ) such that T − λ is Fredholm
with index zero. Since λ 6∈ ρ(T ) and ind(T − z) = 0, we must have 0 <
nul(T −λ) <∞, which implies λ is an eigenvalue of T with finite geometric
multiplicity. Since ran(T − λ) is closed, Theorem IV-5.10 in conjunction
with Theorem IV-5.28 in [14] shows that the algebraic multiplicity of λ
must also be finite. Hence λ ∈ σdisc(T ).
Conversely, let λ ∈ σdisc(T ), i.e., λ be an isolated point in σ(T ) with
finite algebraic multiplicity. We need to show that T − λ is Fredholm
with index zero. By Theorem III-6.17, together with Section III-6.5 in
[14], there is a decomposition of X = M ′ ⊕M ′′ such that M ′ and M ′′ are
reducing subspaces for T and M ′ ∩ M ′′ = 0. In fact, if Pλ is the Riesz
projection corresponding to λ, then M ′ = ran(Pλ) and M ′′ = ran(1− Pλ).
Furthermore, T − λ restricted to M ′ is bounded and quasi-nilpotent and
T − λ restricted to M ′′ is bijective. Note that λ having finite algebraic
multiplicity is equivalent to M ′ being finite-dimensional. In particular,
ran(T − λ) = ran((T − λ)|M ′)⊕M ′′ is closed. One has
ker(T − λ) = ker((T − λ)|M ′)⊕ ker((T − λ)|M ′′)
and
X/(T − λ) = M ′/(T − λ)|M ′ ⊕M ′′/(T − λ)|M ′′.
Hence,
nul(T − λ) = nul((T − λ)|M ′) + nul((T − λ)|M ′′)
and
def(T − λ) = def((T − λ)|M ′) + def((T − λ)|M ′′).
Since (T − λ)|M ′′ is a bijection, we know that the second terms above are
zero, that is, nul(T−λ) = nul((T−λ)|M ′) and def(T−λ) = def((T−λ)|M ′).
Moreover, both are finite, sinceM ′ is finite dimensional, and the well-known
dimension formula from finite dimensional linear algebra shows that
nul((T − λ)|M ′) = def((T − λ)|M ′).
Thus T − λ is indeed Fredholm with index zero.
Remark B.2. Let us also remark on the original definition of essential
spectrum by Browder, see Definition 11 on page 107 in [2]. Browder defines
σess,B(T ) = C \∆B(T ) with
∆B(T ) = {z ∈ C| ran(T − z) is closed, z is of finite algebraic multiplicity,
and z is not a limit point of σ(T )}.
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One can rewrite this as
∆B(T ) = ρ(T ) ∪ {z ∈ C| ran(T − z) is closed and z is an isolated point
in σ(T ) with finite algebraic multiplicity}.
As shown in the proof of Lemma B.1, for any isolated point z ∈ σ(T ) with
finite algebraic multiplicity, ran(T − z) is always closed. Thus, in fact,
∆B(T ) = ρ(T ) ∪ {z ∈ C| z is an isolated point in σ(T )
with finite algebraic multiplicity}
= ρ(T ) ∪ σdisc(T ),
where the last equality is due to Lemma B.1. Hence Browder’s original
definition indeed gives the same essential spectrum as σess,5(T ).
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