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Abstract
Researchers of crime and place have long explored the uneven distribution of crime within the
built environment and repeatedly identified where crime is concentrated. The longstanding
question pertaining to crime at the micro-level, is why crime concentrates. This study operates
within environmental criminology, through an 80-20 framework, to explore the spatial
distribution of crime across streets with crime generators and attractors in St. Louis, Missouri to
fill this gap in the literature. A conjunctive analysis of case configurations is used to identify
unique high and low-crime street profiles. Crime data from 2018 – 2019 are used from the St.
Louis Metropolitan Police Department to explore crime’s distribution, along with crime
generators and attractors’ unique combinations, across streets. The findings of this study support
literature on the 80-20 rule and law of crime concentration with implications for environmental
criminology, policing, practitioners, and future studies.
Keywords: crime and place, 80-20, conjunctive analysis of case configuration
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Introduction
Criminologists have long suggested where crime is most likely to occur is not random.
Balbi and Guerry (1829) were among the first researchers to identify crime variance in France
concerning crimes against persons, property crime, and education. The researchers created maps
across regions of France representing the relationship between areas of low education and high
crime through darker shading, known today as a choropleth map, where shading represents some
kind of statistical variable. Balbi and Guerry’s (1829) findings were supported by Quetelet’s
(1831) research on the variability of crime and disadvantage where crime occurred more
frequently in disadvantaged areas throughout France. Early studies into crime and space
influenced researchers into the 20th century. Most notably, Shaw and McKay’s (1942) early
mapping of delinquency in Chicago furthered our understanding of crime’s variability in space at
the neighborhood level. This early work on how crime varies across space, particularly at the
neighborhood-community level, laid the groundwork for more contemporary micro-level studies
focusing on where crime occurs.
Over the last several decades, there has been a shift in focus from community-level
approaches toward studying crime at the micro-level, for example, at specific addresses, hot
spots, and in clusters of crime across various environments (Eck and Weisburd 1995). Sherman
et al. (1989) were amongst the first researchers to show, based on calls-for-service, how the
concentration of crime clusters spatially at a few addresses or hot spots. Since then, micro-place
spatial studies have uncovered the existence of crime hot spots across many different countries,
leading to “the fact of hot spots” (Brantingham et al. 2020, 61). Studying crime at the microlevel has enabled researchers to identify the concentration of crime in place.
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As interest has grown among researchers and practitioners in identifying locations, places
or areas as crime hot spots, the question as to why crime occurs in some places and not in others
remains (Weisburd et al. 2009). Importantly, by focusing on comparing hot spots, variations in
crime patterns within the hot spots may be overlooked (Clarke and Eck 2007). That is, it is
assumed that addresses within hot spots are at equal levels of risk of experiencing crime, despite
the fact that this is not the case (Weisburd 2015). In any given hot spot, there may be a single
address or place that accounts for most of the crime. Focusing only on crime hot spots allows us
to identify “where” crime clusters occur.
The general focus on identifying the concentration, or clustering, of crime was greatly
influenced by the more contemporary work related to Weisburd’s (2015) discussion on The Law
of Crime Concentration. Weisburd (2015) stated that a small proportion of all places account for
a large proportion of criminal incidents. Research quickly developed on generalizing this
argument and quantifying how to measure concentration of crime across places (Bernasco and
Steenbeek 2017; Eck et al. 2017; Lee 2017). Groff and colleagues (2010) identified a
disproportionate distribution of crime among street segments where the identification of crime
disparities among smaller geographic places, like street segments, has paved the way for new
analytical approaches in addressing the spatial distribution of crime like street-profile analysis.
Although we know that crime concentrates in place, what is typically excluded of this focus is to
why crime concentrates where it does in place. By drawing from environmental criminology’s
concepts of risky facilities and what we know about the concentration of crime in space, it is
possible to gain a deeper understanding of disproportionate crime concentrations within
homogenous groups. For example, all bars, or any other kind of business/facility, do not have the
same risk for crime; there may be one bar that accounts for more of the crime than the other bars.
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That bar would be deemed a risky facility where, through exploring risky facilities, we know
more about how risk of crime is distributed within and between particular facilities.
Examining risky facilities can lead to a better understanding of spatial concentrations of
crime at the micro-level. A risky facility is a specific facility within a group that accounts for
more crime than other facilities within the same facility type (Clarke and Eck 2007). For
instance, Townsley et al. (2014) identify that a few high-rise buildings out of a group in Surfer’s
Paradise Australia accounted for most of the crime across crime types. Clark and Eck (2007) find
that disproportionate amounts of crime persist across different facility types, like bars, shops,
apartments, and motels. The disproportion of crime occurrences concerning risky facilities has
been examined through an “80-20” perspective to better explain the distribution of crime (Eck et
al. 2007). A subset of a facility types are actually risky; for example, 20% of pawn shops rather
than all pawn shops, account for most of the crime.
The current study utilizes environmental criminological theories, building off research
concerning the 80-20 rule and risky facilities, but through a lens of the Law of Crime
Concentration with the implementation of conjunctive analysis of case configurations (see Hart
and Miethe 2015) at the street-level in St. Louis, Missouri. This study intends to go back to the
roots of environmental criminology concerning risky facilities and disproportionate
concentrations of crime in the built environment. Why crime occurs in some places over others
within homogeneous sets will be explored. The distribution of crime across street segments and
the unique combination of facilities on them will be investigated, further exploring crime’s
distribution in the built environment.
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Literature Review
The focus of the current study draws from environmental criminology perspectives of
Routine Activity Theory (Cohen and Felson 1979), Rational Choice (Cornish and Clarke 1986),
and Crime Pattern Theory (Brantingham and Brantingham 1981). Based on these theories, key
concepts such as crime generators and attractors, risky facilities, and the 80-20 rule are further
reviewed to provide a foundation for the current study. Furthermore, relevant arguments related
to the Law of Crime Concentration (Weisburd 2015) are discussed to identify how the broader
environmental criminology literature could be used to understand how crime is concentrated at
the micro-level.
Theoretical Foundations of Environmental Criminology
One of the most prominent environmental criminology perspectives is routine activity
theory. Routine activity theory argues that the convergence of motivated offender, likely target,
and lack of capable guardianship in space and time leads to the formation of criminal
opportunities. Routine activity theory emerged from Cohen and Felson’s (1979) assessment of
crime trends throughout space and time within people’s daily activities. Cohen and Felson (1979)
investigated crime rate changes attributed to time spent away from home in the post-World War
II era. The researchers identify a change in human activity patterns, or routine activities,
influenced crime throughout the mid to late twentieth century. Routine activity theory can also
be applied to smaller units of analysis for crime, moving away from larger aggregates like census
tracts, and towards blocks, neighborhoods, and streets.
Groff (2008) argued routine activity theory could be better operationalized and analyzed
at the micro-level because of individuals’ routine activities. In doing so, routine activities
influence on opportunities for crime, through the convergence of a suitable target, motivated
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offender and lack of capable guardianship, can be identified (Groff 2008). This is because of
routine activity theory’s emphasis on the situation and factors that affect the confluence of
offenders, targets and guardians in space and time (Roman 2003). This has led to numerous
studies using routine activities theory as a basis to examine crime at smaller units of analysis
(Tillyer and Eck 2010; Pizarro et al. 2007). Despite the level of analysis, routine activities theory
still argues that for criminal opportunities to exist, three elements need to converge in time and
space. The three elements are that of a motivated offender, suitable target and lack of capable
guardianship. When these three elements converge in space and time, the opportunity of crime
arises. From here, the crime triangle has been adapted to visualize the three main elements of
routine activity theory (Eck 1994; Felson 1994). Figure 1 below displays the crime triangle of
routine activities with all three elements and crime, adapted from Cohen and Felson (1979).

Figure 1. Crime Triangle of Routine Activity Theory
The first element of routine activity theory holds that an offender is motivated and
calculating; it is the offender who decides if a crime will take place based off of their assessment
of the situated environment, while motivation is often assumed. This assumption that the
5

offender is rational in making the decision to commit a crime leads into Cornish and Clarke’s
(1986) Rational Choice perspective. Routine activity theory does not address motivation behind
criminal action and focuses on the criminal event, whereas Rational Choice brings the offenders
evaluation of the situation to the forefront, placing importance on the offender’s decision-making
process.
Offenders make rational decisions based off of the suitability of the target, including the
surrounding environment or place. This importance of place within an offender’s decision to act,
or not, is defined within the rational choice perspective (Cornish and Clarke 1986; Eck and
Weisburd 2015). Cornish and Clarke’s (1986) rational choice perspective asserts that even if one
decides to commit a crime in under a split second, a decision to act was still made where the
offender bases the decision to act on suitable targets and the means of achieving their goals.
Simultaneously, criminals want to maximize reward and minimize risk, weighing options and
deciding to offend or not given the environmental context. Wright and Decker (1997) suggest
that the criminal decision-making process is influenced by surrounding circumstances and
prospects. Wright and Decker (1997) interviewed burglars in St. Louis and found that many of
the decisions to commit burglary surrounded the need for fast cash and appearance upkeep where
the overall lifestyle of respondents was fast-paced, expensive, and riddled with cash eating habits
like drugs or gambling. The decision to commit a crime is seen as rational due to the potential
benefit the offender seeks in their contemplation of the crime; when the benefits outweigh the
costs, the crime is committed (Cornish and Clarke 2014). Place as well plays a role in the
offender’s decision to commit a crime; certain places provide greater benefits and present less
risk of getting caught, leading us to the second element.
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The second element of routine activities theory is the presence of a suitable, or likely,
target. 1 A suitable target can be a person, object or place that is attractive/vulnerable in the eyes
of the offender. Messner and Tardiff (1985) suggest that social roles can influence victimization.
For example, Messner and Tardiff argue that traditional domestic roles place women at higher
risk of victimization in their homes and those with work and schedules outside of home are more
susceptible to victimization by those with similar activities. Concerning property crimes, Argun
and Daglar (2016) investigate house burglaries and find that small monetarily valuable objects
were the primary focus of offenders and in making the items less vulnerable by hiding them and
changing their accessibility, their suitability as a target lessened.
Throughout the years, routine activities and suitable target literature have increasingly
found that place and the surrounding environment matter in choosing a suitable target (Armitage
2017). Song et al. (2019) used geocoded mobile phone tracks to assess theft counts and offender
mobility across communities in ZG City, China surrounding major areas of foot traffic and
businesses. The researchers find offenders are spatially restricted and prefer to target places close
to their home location. Whether it be the attractiveness or vulnerability of a person, object, or
place, both influence the propensity for a target’s suitability.
The third element that influences criminal opportunity is capable guardianship,
completing the crime triangle (see Figure 1). The overall element of capable guardianship or
supervision is important when it comes to crime prevention and control. Supervision is
emphasized in Cohen and Felson’s (1979) definition of capable guardianship where there can be
formal guardians, like security guards, and/or informal guardians like a next-door neighbor who
watches over the environment. Guardianship is defined as supervision of people or property that
Listen to Ratcliffe, J. (Producer). (November, 2019) Reducing Crime: #16 Marcus Felson [Audio Podcast]
Retrieved from https://soundcloud.com/user-780649270/marcus-felson.

1

7

may deter criminal action (Felson and Cohen 1979). Guardianship can be a neighbor looking out
for disturbances, physical guardianship and place managers. Guardianship over an environment
can influence the occurrence of crime (Homel et al. 1992; Graham et al. 2006). Madensen and
Eck (2008) stress the importance of managerial decisions on the attractiveness of a location for
victimization. Place managers have control over the employees hired, the clientele and the
overall environment of the establishment that are all important to crime prevention and
suppression (Madensen and Eck 2008). Reynald (2011) measured capable guardianship
empirically, relying on routine activity theory’s definition of capable guardianship, where the
presence of visible citizens monitoring an area and ability to interfere are significant in reducing
property/residential street crime All three of these elements are used in a routine activity theory
framework where a change in one can influence criminal opportunity in the environment.
In one of the most well-known hot spot studies, Sherman, Gartin and Buerger (1989)
used routine activity theory as a theoretical foundation when examining calls to police in
Minneapolis across different crime types. The researchers operated under the assumptions of the
presence of a suitable target, likely offender, and lack of capable guardianship with the
convergence of crime non-randomly in Minneapolis, Minnesota. The researchers found support
for their argument, as relatively few areas accounted for most calls across rapes, robberies and
thefts. Spatial studies using routine activity theory as a theoretical foundation provide a
perspective on crime that relates the pattern of offending to the pattern of everyday activities and
routines within people’s interactions in the environment (Groff 2007; Levy et al. 2018; Miller,
2012). Within these patterns, crime clusters can emerge in place and time where crime
occurrences can be influenced by the elements of routine activity theory, the presence of a
motivated offender, suitable target, and a lack of capable guardianship. The confluence of a
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motivated offender, suitable target and guardianship can influence where and when crimes take
place, creating crime clusters within the environment due to suitable conditions for crime.
Brantingham and Brantingham (1995) use the elements of routine activity theory to build
onto the offender’s decision-making process within the environment through crime pattern
theory. Crime pattern theory brings together routine activities and rational choice theory in
explaining crime by highlighting the importance of place. People go about their routine activities
in the built environment creating a spatial awareness in the process; it is here that offenders and
victims converge and a decision to offend occurs. Brantingham and Brantingham (1995)
expanded routine activity theory by extending that crime occurs around major nodes, pathways,
and edges where target and offender are brought together in time and place. The comfortability
that people have in their activity spaces spans across potential offenders and victims. Their
similar activity patterns bring them to the same environment influenced by nodes, paths, and
edges.
Nodes are a place, or destination, that people go to throughout their daily routines and
travels (Wortley and Townsley 2016). They are areas of high activity like home, work, school,
entertainment districts and shopping areas. Many people are brought together in and around
nodes, making the opportunity for potential offender and victim to be brought together and
criminal opportunity imminent. Nodes are connected through paths where people move between
businesses and home throughout their routines and daily travels.
Paths are the routes that people take between nodes; an example of a path would be the
route one takes to and from work and home throughout the week. A path could include
sidewalks, roads, transit lines or any kind of walkway. Brantingham and Brantingham (1981)
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utilize nodes and pathways to create a sort of map of where people spend their time at nodes and
the places/paths in-between.
Edges can be distinct differences or changes in the environment. They can be land use
changes or a physical barrier; they are everywhere from being the outer rim of residential areas
to a river. Edges can also be the boundaries where an offender resides; victimization may occur
when the awareness space and routine of an offender intersects that of a suitable target
(Brantingham and Brantingham 1995). Below, Figure 2, is a diagram depicting nodes, paths, and
edges in a city setting.

Figure 2. Nodes, Paths, and Edges, adapted from Brantingham and Brantingham (1993)
The routine travel patterns surrounding locations and activities bring offenders and
victims together. Nodes, paths and edges create these awareness space that can influence
10

opportunistic crime (Brantingham and Brantingham 1993; 1995). Awareness spaces are crucial
to understanding crime pattern theory as it is argued that offenders are more likely to commit
crimes within environments that they are familiar with. Predictable locations for crime
occurrences can then be identified, as crime is likely to occur where there are overlapping
awareness spaces between offenders and victims. Together, routine activities and rational choice
are implemented within crime pattern theory tying the decision-making process, crime, and the
importance of place together. These theories within environmental criminology focus on the
person rather than on the place, where crime patterns emerge in the environment from the
convergence of victim and offender. Shifting the focus from who commits crime to where crime
occurs, researchers have continued to find that crime is concentrated and disproportionate across
places or features in the environment.
The Law of Crime Concentration
Research concerning crime and place continues to identify concentrations of crime. In
identifying these concentrations or clusters of crime we can better understand differences in the
built environment and that some places account for more crime than others. This in tow, brings
us to the “why” crime clusters in some places more so than others. Weisburd proposed the Law
of Crime Concentration arguing that “for a defined measure of crime at a specific microgeographic unit, the concentration of crime will fall within a narrow bandwidth of percentages
for a defined cumulative proportion of crime” (Weisburd 2015: 138).
Research has since extended Weisburd’s (2015) work and the law of crime concentration
where researchers have examined more empirical observations of the criminology of place
supporting the argument that most crime falls within a small geographical unit of place
(Weisburd and Telep 2018; Braga et al. 2017; Bernasco and Steenbeek 2017). For instance, Gill
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et al. (2017) found stable results over time concerning street segments in Brooklyn Park,
Minnesota where 2% of the streets accounted for 50% of the crime, supporting the Law of crime
concentration. Additionally, Haberman et al. (2017) found stable results supporting Law of crime
concentration with stability across temporal scales in crime at the street level in Philadelphia.
Relevant to the current study in St. Louis, Levin et al. (2017) investigated the spatial mobility of
crime over a 14-year period in St. Louis and found crime was concentrated and stable over time,
supporting the disproportionality of crime in place.
While prior studies support the conclusion that crime occurs disproportionately in time
and place, where some places are at heightened risk for crime, this line of research fails to
examine what factors are contributing to crime occurrence on those streets. Although studies on
concentrations of crime can identify crime clustering, the question as to why crime clusters to
begin with in some places and not others remain. We can begin to better understand crime occurs
in some areas more than other by considering the relevance of crime generators and attractors.
Crime Generators and Attractors
The concept of crime generators and attractors has been used to explain variations in
spatial concentrations of crime (Brantingham and Brantingham 1995). Operating within
Brantingham and Brantingham’s (2013) crime pattern theory, activity nodes that pull people
closer towards are considered crime generators (Kinney et al. 2008). A crime generator can bring
groups of people together in space and time to places like shopping centers and schools, where
the crime may not be planned, but the opportunity is especially tempting for criminals. Crime
attractors are created when criminal opportunities consistently arise in a location. A crime
attractor is an activity node known for its propensity for crime where motivated offenders and
suitable targets congregate without capable guardianship. A common example of a crime
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attractor is an abandoned/vacant building where there is often no one to monitor criminal
activity; these locations are safe places for criminal activity to take place like drug use or
prostitution (Spelman, 1993).
Prior studies have shown crime generators bring people together in nodes and pathways
towards cash economies like that of bars and fast food restaurants (Bernasco and Block, 2011).
While many studies focus on cash-generating facilities like bars, liquor stores and restaurants as
crime generators, other studies have looked at schools, public transit and housing facilities as
generators of crime (Roman 2003). McCord et al. (2007) identified three crime generators,
including high schools, subway stops, and expressway off ramps, based on prior studies due to
the large volume of individuals passing through them. The researchers then identified pawn
brokers, check-cashing stores, drug-treatment centers, halfway houses, homeless shelters, beer
establishments, and liquor stores as crime attractors, hypothesizing, and finding, that the
neighborhoods near them suffer from higher perceived crime and disorder levels (McCord et al.
2007). These studies have shown that we can identify different types of crime generators and
attractors. When a place is categorized as a crime generator and attractor varies with crime type
and spatial context; facilities classification and risk vary across spatial settings like cities and
different types of crime (Connealy 2019). For example, a restaurant may be risky when it comes
to aggravated assault but not with theft. Similarly, schools in one city may be considered risky
for crime whereas another city may not consider schools crime generators and attractors.
While it is possible to identify and differentiate between crime generators and attractors,
not all crime generators and attractors are risky. If we only focus on hot spots, or crime clusters,
we overlook the addresses, places, or streets that account for most of the crime within their group
or defined unit. Crime generators and attractors can also be separated into distinct facility types.
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For instance, bars, hotels, and grocery stores are each a distinct facility type while all are still
described as a crime generator or attractor. By looking into risky facilities, where places/objects
are grouped by facility type, we can better understand crime variation at the micro-level. Below,
in Table 1, an overview is provided of different crime generators and attractors across studies to
justify the selection of facility types that will be explored in the proposed study. There were
seven different crime types studied across crime generators and attractors, motor-vehicle theft,
larceny, burglary, aggravated assault, calls-for-service, disorderly conduct, and robbery. Each
facility was studied with more than one crime type. Eleven different facilities are shown in the
table that are, hotels, liquor stores, grocery stores, recreation centers, parks, public transportation,
bars and clubs, public parking, childcare centers, laundromats, and restaurants. These are the
facilities that will be used in the current study.
Table 1: Crime Generators and Attractors examined in Previous Literature 2
Facility Type

2

Crime

City

Study

Laundromats

Robbery, Shootings

Chicago, IL
Montreal, QC

Liquor Stores

Robbery, Aggravated assault

Chicago, IL
Kansas City, MO
Newark, NJ

Bernasco and Block (2011)
Demeau and Parent (2018)
Xu and Griffiths (2017)
Bernasco and Block (2011)
Barnum et al. (2017)
Tilley et al. (2005)

Grocery Stores

Robbery, Assault, Burglary,
Larceny, Motor Vehicle Theft

Lansing, MI; Kansas
City, MO; Newark, NJ;
Chicago, IL

Schweister et al. (1999)
Barnum et al. (2017)
Bernasco and Block (2011)

Bars/Clubs

Calls for Service, Burglary,
Assault, Theft, Robbery, Motor
Vehicle Theft

Burnaby, BC;
Cambridge, England;
Philadelphia, PN;
Shawnee, KS;
Milwaukee, WI;
Chicago, IL

Brantingham and Brantingham
(1995)
Groff and Lockwood (2013)
Eck et al. (2007)
Sherman et al. (1992)
Bernasco and Block (2011)

Recreation
Centers

Assault, Motor Vehicle Theft

Burnaby, BC

Kinney et al. (2008)

More available upon request
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Table 1: Continued
Facility Type

Crime Type

City

Study

Public
Transportation

Motor Vehicle Theft, Aggravated assault
Robbery
Disorderly Conduct
Larceny
Burglary

Burnaby, BC
Chicago, IL
Philadelphia, PN
Washington, DC
Lansing, MI

Kinney et al. (2008)
Bernasco and Block
(2011)
McCord et al. (2007)
Spicer et al. (2016)
Irvin-Erickson and La
Vigne (2015)
Groff and Lockwood
(2013)
Schweister et al.
(1999)

Childcare
Centers

Dishonesty, drugs and anti-social, property damage,
and violence (New Zealand Police Recorded Crimes
2008 – 2010)

New Zealand

Breetzke and Pearson
(2015)

Parks

Motor Vehicle Theft, Aggravated Assault
Robbery, Disorderly Conduct
Larceny, Burglary

Philadelphia, PN
Lansing, MI
Chicago, IL
Kansas City, MO
Newark, NJ

Groff and McCord
(2012)
Schweister et al.
(1999)
Barnum et al. (2017)
Demeau and Parent
(2018)

Restaurants

Motor Vehicle Theft
Assault
Robbery

Burnaby BC
Chicago, IL
Montreal, QC

Kinney et al. (2008)
Bernasco and Block
(2011)
Demeau and Parent
(2018)

Hotel/Motels

Calls for Service, Theft, Assault

CharlotteMecklenburg, NC
Chula Vista, CA
Burnaby, BC

LeBeau (2014)
Eck et al. (2007)
Kinney et al. (2008)

Public Parking

Motor Vehicle Theft
Assault

Burnaby BC

Brantingham and
Brantingham (1995)
Kinney et al. (2008)
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80-20 Rule and Risky Facilities
In identifying a subset of facilities as riskier than others, the 80-20 rule can identify crime
variation between and within facility types. The 80-20 perspective does not have a set definition
much like that of the law of crime concentration; it is the distribution of some quantifiable
source/feature in a given amount, with the popular example being that 20% of a subset is
responsible for 80% of the outcomes (Koch, 1999). In the case of crime generators/attractors,
20% of the chosen facility type, like apartments, bars or motels, account for 80% of the crime.
This distribution of crime is represented by a J-curve where facilities can be ranked based on
crime occurrences from highest to lowest for a time period and those facilities to the left of the
curve account for most of the crime with a steep decline in crime occurrences attributed to
facilities on the right (Eck et al. 2007; Clarke and Weisburd 1990). Groff and McCord (2011)
used the 80-20 perspective to examine crime incidents in neighborhood parks and generators
within the parks like recreation centers, pools, playgrounds, and night lighting. The researchers
found that neighborhood parks were associated with higher amounts of crime within the
surrounding area. The imbalance is not always precisely 80-20. Crime could be dispersed 60-40
and the rule would still help us understand the disproportionate distribution of crime among
facilities. This distribution can be visualized as a J-curve where 80% of crime is attributed to
20% of the facilities through tallying and ranking crime incidents for each facility from highest
to lowest (Clarke and Weisburd 1990). Below in Figure 3, is a visualization of the J-Curve of
crime concerning larceny across 87 bars in Little Rock, Arkansas for the year 2018.
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Figure 3: Example J-Curve Displaying Bars and Larceny in Little Rock, Arkansas 2018 3
This disproportionate distribution has also been identified as the “Iron Law of
Troublesome Places” where a small proportion of facilities account for a larger proportion of
crime across places (Wilcox and Eck 2011). By applying this perspective to different types of
crime and places, specifically at the street-level, researchers can learn much more about the
facilities that account for more crime than others. The disproportionate distribution of crime
across facilities has provided researchers the ability to identify risky facilities. Eck, Clarke and
Guerette (2007) define risky facilities as a form of crime concentration surrounding facilities
where a small number of facilities in the same set make up for a disproportionate amount of the
crime attributed to that facility set. That is, while all liquor stores could be considered a crime
generator/attractor, not all pose a risk for crime. As an example, see Figure 4 below displaying
hypothetical data on the distribution of crime across liquor stores in an area.

3
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30

Larcenies

25
20
15
10
5
0

a

b

c

d

e

Bars

Figure 4. Example for Risky Facilities and Crime
Risky facilities may appear similar to hot spots but in treating them as such the
comparison of facilities among/between them are ignored and appropriate prevention strategies
may not be implemented (Clarke and Eck 2007). Risky facilities are separate from hot spots in
the way that they are identified as specific addresses or locations that account for more crime
than that of others in the same group (Clarke and Eck 2003). Certain facilities like shopping
centers, bars, restaurants, and apartments have been identified as risky facilities where crime
tends to concentrate (Clarke and Eck 2007). In identifying risky facilities, researchers can better
inform stakeholders, city planners and communities of potential problem facilities.
The identification of risky facilities and disproportionate concentrations of crime within
homogeneous groups of facilities has been supported across studies (Eck et al. 2007; Townsley
et al. 2014; Bowers 2014; Weekers and Zanhow 2019). Franquez et al. (2013) conducted a risky
facility study on bars and nightclubs across three counties in California. The researchers found
the variation in crime among bars and nightclubs could be accounted for by bar/nightclub design
and the crowdedness of the bar or nightclub. The disproportionate concentration of crime within
these risky facilities supports the 80-20 pattern of crime where 80 percent of an outcome can be
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accounted for by 20 percent of a population. This pattern allows researchers to identify crime
disparities at the micro level, where addresses and specific places can be identified.
Current Study
The current study aims to understand crime through a novel approach to the law of crime
concentration and the 80-20 perspective for violent and property crime across twelve facility types:
parks, bus stops, grocery stores, liquor stores, laundromats, bars, hotel/motels, clubs, childcare
centers, restaurants, parking garages, and recreation centers, at the street, and address, level in St.
Louis City, Missouri. The current study expands on the aforementioned literature to fill a gap
within environmental criminology whereas research supports where crime is concentrating but
does not indulge into why crime is happening at those places. The lack of attention given to why
crime occurs in some places over others, specifically concerning crime generators and attractors,
will be examined.
Risky facilities will not be identified in the traditional sense but will still follow the 80-20
framework. Rather than facilities, streets will be identified as risky based on coding (discussed in
Data/Methods) where the subset of streets that account for most of the crime can be identified. In
identifying crime concentrated streets, and then exploring the facilities on street segments, any
patterning based on facilities presence or absence could be explored. Since crime is not random in
space, and the general support for the Law of Crime Concentration continues to indicate crime
concentrates on a small percentage of streets, the current study investigates which facilities are
present, or absent, on risky streets (i.e. presence of crime). Previous studies at the micro-level
concerning the variability of violent crime looked at robbery and risky facilities attributed to street
segments in Chicago, finding that there were streets with a much higher concentration of crime
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(Schnell, Braga, and Piza 2017). The current study will also use street segments with facilities
attributed to them to further explore the variability of crime on streets with certain facilities.
In doing so, the current study is structured by the following research questions:
1. What is the Spatial Distribution of Crime across street segments in St. Louis?
Whether crime concentrates spatially or not in St. Louis will need to be determined in order to
establish a relationship between street segments and crime variability (i.e. Law of Crime
Concentration). This brings us to the second research question:
2.

Does the patterning of crime generators and attractors across streets in St.
Louis represent an 80-20 perspective?

In identifying how crime is distributed in St. Louis we will be able to identify crime patterns
within the environment, assigning facilities to street segments and then classifying low and high
crime street segments, bringing us to the final question:
3. What is the Relationship between Low Crime and High Crime Streets and
Crime Generators and Attractors?
This will allow for the identification of High Crime and Low Crime street profiles based on the
absence or presence of facilities on the street segment. The unique combination of facilities and
their relationship to crime can be explored. Overall, this study intends to address questions
unanswered by previous studies and, as many spatial studies have been done outside of the
Midwest, hopefully lead to more representative and translatable research for larger Midwestern
cities.
Data and Methods
The current study focuses on St. Louis City, Missouri. St. Louis, known as the “Gateway
to the West”, is a major city in the Midwest with over 300,000 people. In 2018 the US Census
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estimated 302,838 were living in St. Louis City with 24% of the population living in poverty. St.
Louis’ Equity Score on the Equity Index 4 for 2018 was 45.57 on a 100-point scale indicating
higher inequality. St. Louis is unique in the way that it does not belong to a county; it is an
“Independent City” meaning it operates as both a city and county independently from the local
governance. St. Louis habitually ranks the FBI’s high crime cities in violent and property crime
and in recent years has been studied at the micro-level (Levin et al. 2017; Rosenfeld et al. 2014;
Smith and Sandoval 2019). Crime rates for St. Louis, Missouri have remained higher than the

Motor Vehicle Thefts

U.S. rate per 100,000, as displayed in Figures 5 and 6.
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Figure 5. Motor-vehicle theft rate US and St. Louis 5

4

https://islg.cuny.edu/sites/our-work/equality-indicators/

Data from Kaplan, Jacob. Jacob Kaplan’s Concatenated Files: Uniform Crime Reporting Program Data: Offenses
Known and Clearances by Arrest, 1960-2018. Ann Arbor, MI: Inter-university Consortium for Political and Social
Research [distributor], 2020-02-19.
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Figure 6. Aggravated Assault rate US and St. Louis 6
Dependent Variable(s)
Crime from 2018-2019 will be used from the City of St. Louis Metropolitan police website 7. For
this study, the crime types explored were limited to reflect one property crime, motor vehicle
theft, and a violent crime, aggravated assault. The dataset contains the date the crime occurred,
the address given to dispatch, and the police reported Intergraph Law Enforcement Automated
Data System (I/LEADS) address with X and Y coordinates. This will allow the current study to
also identify potential similarities and differences across crime types. For 2018-2019 aggravated
assaults and motor-vehicle thefts, crimes that had no location were removed from the analyses as
not all of the crime data had the location available. This resulted in a total of 7,436 aggravated
assaults and 6,401 motor-vehicle thefts. Below in Figure 8 and Figure 9 are both crimes across
St. Louis for 2018 and 2019.

6

Data from Kaplan, Jacob. Jacob Kaplan’s Concatenated Files: Uniform Crime Reporting Program Data: Offenses
Known and Clearances by Arrest, 1960-2018. Ann Arbor, MI: Inter-university Consortium for Political and Social
Research [distributor], 2020-02-19.

7

https://www.slmpd.org/Crimereports.shtml
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Figure 8. Aggravated Assaults 2018-2019 St. Louis City, Missouri

Figure 9. Motor Vehicle Theft 2018-2019 St. Louis, Missouri
Because of the underlying distribution of crime across these streets (see results), each street was
coded with a binary indicator that if they have 1 crime they were coded as “Low Crime = 0” and
if there were 2 or more crimes (High Crime = 1). This process was completed for both crime
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types, indicating if a street was low/high for Motor-vehicle theft and/or Aggravated assault. This
coding was completed to provide an outcome measure for the conjunctive analysis to identify
similarities and differences across streets with the presence of crime rather than no crime at all.
Independent Variable(s)
Data on crime generators and attractors were collected from two sources to better account
for different measures that could be influencing crime occurrence. Two of the crime generators
and attractors, bus stops and parks, were obtained from the St. Louis City government. More
broadly, data received and available from the city of St. Louis either did not include many
businesses or did not provide any documentation for differentiation. The other ten factors were
supplemented from ReferenceUSA historical business record data. ReferenceUSA, classified
using the North American Industry Classification System Data, is point based establishment data
that has been used to supplement business data across cities and criminological studies (Williams
and Hipp 2019; Kubrin et al. 2019; Tillyer et al. 2020). The SIC6 Description from the
ReferenceUSA was used for choosing from the businesses. For the 10 businesses used their SIC6
descriptions are as follows: grocery stores (grocers-retail), bars (bars), clubs (night clubs),
recreation center (recreation center), child care center (childcare service), laundromat (laundries
self-service), liquor store (liquors-retail), parking (parking stations and garages; parking lots),
hotel/motel (hotels and motels), and restaurants (restaurants).
Businesses that were located outside of the St. Louis city boundary were excluded from
the dataset. The spatial files for each of the twelve facility types were clipped to the boundary to
ensure only facilities within the city were being investigated. Parks were a polygon boundary
file, rather than a point, so a proximity assignment to streets was used. Before parks could be
assigned to streets, there was a 447ft buffer used based off the average block length in order to
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better account for the streets nearest to them. Subsequently, parks were coded as streets rather
than polygon with a total of 116 parks. The remaining number of facilities are as follows: bus
stops (n = 1,771), bars (n = 97), grocery stores (n = 93), hotels/motels (n = 47), recreation center
(n = 12), liquor stores (n = 25), parking garages (n = 11), laundromat (n = 12), child care centers
(n = 102), clubs (n = 36), restaurants (n = 579).
From here, a street-level dataset was compiled with both crime types for 2018-2019 and
the facilities where the number of crimes per street and presence of facility per street were coded.
In assigning crime and facility to street segments, crime variability between street segments can
be assessed and street segments can be labeled as either a “High Crime Street” or “Low Crime
Street” for use in the conjunctive analysis. For motor vehicle theft there were 9,801 streets with
no crime (not included), 2,208 streets had 1 crime, and 11% of streets that had 2+ crimes. For
aggravated assault there were 10,541 streets with no crime (not included in analysis), 1,360
streets with 1 crime and 12% of streets that had 2+ aggravated assaults. This is where “risky
streets”, rather than facilities, can be identified based on being deemed a high crime street
profile. This study intends to investigate the relationship between high and low crime streets
based on the presence or absence of certain facilities/crime generators-attractors.
Analytical Strategy
For the current study, a street profile analysis will be used through an 80-20 framework
following a law of crime concentration approach. Crime is expected to vary by street segment
and facility in a way that follows both the 80-20 rule and the law of crime concentration;
however, the crime data were not address specific. The first step is to attach the data to street
segments. Each crime type and crime generator/attractor were joined to the street filed based off
the street segment nearest to each. This made sure that each crime generator/attractor and crime
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type were on a street segment. The street centerline file for St. Louis City had 19,268 street
segments. In order to be confident the streets were broken at the intersection, the street file was
merged together and segmented at intersections in ArcPro with a final count of 13,462 street
segments. Using the near tool in ArcPro, both motor-vehicle theft and aggravated assault were
moved to the nearest street segment. This provides a count of each crime type per street segment.
Similarly, the business data were coded to their respective street segment. From here, the count
of each crime type, the presence of crime generators, and the count of crime generators and
attractors are contained within the street-level dataset.
Next, the distribution of motor vehicle theft and aggravated assault is examined to
determine if it follows a general law of crime concentration argument. In short if few streets
account for most of the crime will be explored. Next, since the crime data were not provided at
the exact address-level, a hybrid approach between Law of crime concentration and the 80-20
rule is utilized, where, based on the street segments identified through the first research question,
it is expected that the streets follow a law of crime concentration framework where few account
for most of the crime. Only streets with crime are used for the analysis. The identification of
streets with crime then leads to the presence or absence of crime generators or attractors on the
street segments. This will allow for the patterning and presence/absence of crime
generators/attractors on these risky streets to be identified, and whether they reflect an 80-20
framework to be explored.
The final step is to identify the presence and/or absence of crime generators and attractors
on the risky streets that had crime through a conjunctive analysis. Facilities presence or absence,
denoted by 1 and 0 respectively, on high-crime/low-crime streets can be identified along with
any patterning amongst the street segments with implications for prevention and intervention. A
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conjunctive analysis of case configurations is an analysis technique that is used to explore
patterns among multiple variables, first used by Meithe et al. (2008). There are predictor
variables, in this case these are crime generators and attractors, and an outcome variable, the
extent of crime across streets. With the binary dependent variable of high crime or low crime
street, a profile with a relative frequency greater than 0.500 would be more likely to be a High
Crime street than Low Crime street. This means that a profile with a probability of 0.440 is likely
to only have 1 crime, rather than 2+ crimes, for that unique street profile (case configuration).
For this study, the conjunctive analysis was run in R with the R package CACC-1.0.1.
made available by Esteve, Moneva, and Hart (2019) 8. A truth table is populated based on the
occurrence of street profiles and the presence or absence of crime generators and attractors. A
truth table reflects all possible combinations based off the predictor variable where each row
represents an aggregate characteristic and the analysis yields a count of how many times each
case is observed (Hart 2014). Below is an example truth table in Table 2 adapted from Meithe et
al. (2008) that shows hypothetical output. For this study, the potential configurations reflect the
presence or absence of the facilities on streets for each crime type. Only streets that had at least
one crime occur on it will be used for the CACC, resulting in 3,662 streets for motor-vehicle
theft and 2,922 for aggravated assault. Given that there are 12 risk factors and 1 dependent
variable per model, there would be a total of 4,096 configurations of predictors alone, and with a
binary outcome, a total of 8,192 total potential configurations.

8

https://zenodo.org/record/3472967#.XpAzzMhKhPY
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Table 2. Example Truth Table for Conjunctive Analysis
ID #
1
2
3
4
5
6
7

X1
0
1
0
0
1
0
1

X2
1
0
0
0
1
0
0

X3
0
1
1
0
0
1
1

X4
1
1
0
0
0
0
1

X5
1
1
0
1
0
0
0

Number
of Cases
nc1
nc2
nc3
nc4
nc5
nc6
nc7

Probability
.50
.25
.30
.40
.45
.10
.05

When a configuration has more than 10 cases, in other words, at least 10 streets with a
similar profile of the presence and absence of facilities, these would be considered dominant case
configurations. Hart (2014) suggests the use of 10 as a minimum threshold when there are a
higher number of total cases, in this case, streets. Due to the large number of streets in this study,
10 will be the used for dominant case configurations.
The conjunctive analysis script includes a Chi Square Goodness of Fit Test to aid in
identifying situational clustering and, if there is situational clustering, quantify the magnitude
through the situational clustering index where the closer the value is to one, the stronger the
clustering (Hart 2019). In other words, the situational clustering index aids in explaining the
uneven distribution of observations across dominant case profiles. Hart (2019) implemented the
situational clustering index where the relative magnitude of the output can be quantified. Lastly,
high and low crime street segments will be compared to identify potential contextual similarities
and differences across the streets. This study intends to fill a gap in environmental studies
pertaining to crime generators and attractors and their role in the concentration of crime at the
street level.
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Results
The Spatial Distribution of Crime
In assessing the spatial distribution of crime across streets, the streets follow a law of crime
concentration framework. For motor-vehicle theft, 3,362 of the 13,462 streets accounted for
100% of the motor-vehicle thefts, indicating that 25% of all streets accounted for 100% of the
motor vehicle thefts. Similarly, for aggravated assaults, 2,922 streets out of 13,462 accounted for
100% of the aggravated assaults, resulting in about 22% of streets capturing 100% of the
aggravated assaults. These slight percentage differences suggest aggravated assaults are more
concentrated than motor vehicle thefts, which could be due to the crime type difference (violent
to property). Additionally, this finding suggests crime occurs disproportionately across street
segments, supporting a law of crime concentration distribution, along with prior study’s findings
using street segments and crime in a similar manner (Groff, Weisburd, and Yang 2010; Schnell,
Braga, and Piza 2017). It is important to keep in mind, both crime types could technically occur
on any street within St. Louis, rather than specific crime types being spatially restricted (e.g.
residential burglary or commercial robbery).
Below in Table 3 and Table 4 are the distributions of crime types and crime
generators/attractors across street segments in St. Louis City. In the tables below, 40% of streets
had all crime generators and attractors. For motor vehicle theft, 13% of all streets accounted for
those that had crime and crime generators/attractors. For aggravated assault, 11% of all streets
accounted for those that had crime generators/attractors and crime. The purpose of Table 3 and
Table 4 is to show that the distribution of crime and crime generators/attractors across streets is
disproportionate.
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Table 3. Crime Generators and Attractors, Street Segments, and Motor-vehicle Theft
CGA

CGA
Total

Streets
with
CGA

Streets
with
CGA and
MVT

Streets
with
CGA and
1 MVT

%
Facilities
out of
Total

Streets with
CGA and 2+
MVTs

%
Facilities
out of
Total

Parks

116

3283

912

533

---- 9

379

----

Bus Stops

1771

1288

471

247

13.94%

224

12.65%

Bars

97

87

44

23

23.71%

21

21.65%

Grocery
Stores

93

86

44

18

19.35%

26

27.96%

Hotel/Motel

47

39

24

7

14.89%

17

36.17%

Rec. Centers

12

11

5

1

8.33%

4

33.33%

Liquor Stores

25

37

14

6

24%

8

32%

Parking
Garage

11

11

4

2

18.18%

2

18.18%

Laundromat

12

12

4

0

0.00%

4

33.33%

102

93

37

23

22.54%

14

13.73%

36

33

17

8

22%

9

25%

579

433

209

104

17.96%

105

18.13%

Childcare
Center
Clubs
Restaurants

Table 4. Crime Generators and Attractors, Street Segments, and Aggravated Assault
CGA
Total

Streets
with
CGA

Streets with
CGA and
AGGASS

Streets with
CGA and 1
AGGASS

%
Facilities
out of
Total

Streets with
CGA and
2+
AGGASS

%
Facilities
out of
Total

Parks

116

3283

759

344

----

415

----

Bus Stops

1771

1288

446

183

10.33%

263

14.85%

Bars
Grocery
Stores

97

87

35

17

17.53%

18

18.55%

93

86

51

21

22.58%

30

32.25%

Hotel/Motel
Recreation
Center

47

39

13

5

10.64%

8

17.02%

12

11

6

3

25%

3

25%

CGA

9

The parks are reported as streets for this analysis, so their percent is not included.
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Table 4. Continued
Liquor Stores

25

37

20

8

32%

12

48%

Parking Garage

11

11

3

2

18.18%

1

9.09%

Laundromat

12

12

8

4

33.33%

4

33.33%

Childcare
Center

102

93

37

17

16.67%

20

19.61%

Clubs

36

33

8

3

8.33%

5

13.88%

Restaurants

579

433

160

63

10.88%

97

16.75%

High and Low-Crime Street Profiles
The presence of a facility on a street segment was denoted by a 1, where 0 represented
the absence of facility. The general configuration of crime generators and attractors across street
segments was run to provide a descriptive street profile before examining across crime types.
This also examines all streets rather than the crime specific subset of streets that had the presence
of crime. There were 18 dominant profiles (98.95% of streets) among crime generators and
attractors on street segments were identified out of a possible 4,096. The most prominent profile
or street segment configuration, ID #1 (8,743), did not include any of the crime generators and
attractors and will be discussed further in supplemental analyses. The next highest street
configuration in ID #2 (2,842) included parks on a street segment. Given the operationalization
of parks was used as a proximity to the park, this captured more streets being labeled as bring
within close proximity to the park rather than presence alone as the other 11 covariates were
coded. The next, ID #3 (862), included bus stops followed by street segments that had a park and
bus stop (275). The lowest configuration, ID #18 (10), included parks and grocery stores. Below,
in Table 5, the conjunctive analysis output for crime generators and attractors on street segments
is displayed.
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Table 5. Crime Generators and Attractors Configuration on Street Segments
Row
ID

Parks

Bus
Stops

Hotel/Motel

Liquor
Stores

Grocery
Stores

Clubs

Rec.
Center

Laundromat

Bars

Restaurant

Child
Care

Parking

Number
of Cases

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

0
1
0
1
0
0
1
0
0
0
0
1
1
0
0
0
0
1

0
0
1
1
0
1
0
0
0
0
0
0
1
1
0
0
1
0

0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0

0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
1
1

0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0

0
0
0
0
1
1
1
0
0
0
1
0
1
0
0
0
0
0

0
0
0
0
0
0
0
0
1
0
0
1
0
1
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

8,743
2,842
862
275
213
66
65
56
55
39
15
15
15
14
12
12
11
10
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Moving on to include an outcome measure, Table 6 provides the CACC output for motor
vehicle theft. There were 8,192 possible configurations for high and low-crime streets with
motor-vehicle theft. Out of the possible configurations, the conjunctive analysis results yielded
10 dominant cases, reflecting 3,532 of the 3,662-total motor-vehicle crime streets (96.45%).
Each dominant case occurred 10+ times; the most common profile, ID #9 in Table 6 below, will
be discussed in supplemental analyses. The next profile that occurred the most, ID #8, had parks
with a 38% likelihood of motor-vehicle theft. This means that it was more likely to experience
one motor vehicle theft, rather than two or more, making it a low-crime profile for motor-vehicle
theft. The street profile with the highest risk for motor-vehicle theft, making it a high-crime
profile ID #1 (62.50%), had solely grocery stores. That is, when there was only a grocery store
present on a street, that street was more likely to have 2 or more motor-vehicle thefts (62.5% of
the time). The street profile with the lowest likelihood of being a high-crime street of motorvehicle theft, ID #10 (23%), included childcare centers making it a low crime profile.
Conjunctive analysis also allows for comparison across profiles. For instance, comparing
ID #2, when buses and restaurants were present, the likelihood of those streets being high-crime
was 57%; however, when examining ID #6, the only change is the absence of restaurants, and
the likelihood of that street being high-crime (having 2 or more motor vehicle thefts) reduces to
about 43%. Additionally, the Chi square test yielded a significant concentration of cases from the
observed dominant profiles where p < 0.001, and the situational clustering was 0.7419. This is
among one of the higher SIC values that had been observed in prior studies (Hart 2020). In short,
this means that 74% of the observations were clustered within few dominant case profiles.
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Table 6. Motor Vehicle Theft High-Low-Crime Configurations
ID
#

Parks

Bus
Stops

High Crime Profiles
1
0
0
2
0
1
3
1
1
4
1
0
Low Crime Profiles
5
0
0
6
0
1
7
0
0
8
1
0
9
0
0
10 0
0

Hotel/Motel

Liquor
Stores

Grocery
Store

Clubs

Rec.
Center

Laundromat

Bars

Restaurants

Child
Care

Parking

Number
of Cases

%
HighCrime
MVT

0
0
0
0

0
0
0
0

1
0
0
0

0
0
0
0

0
0
0
0

0
0
0
0

0
0
0
0

0
1
0
1

0
0
0
0

0
0
0
0

16
33
94
33

62.50%
57.58%
52.13%
51.52%

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

1
0
0
0
0
0

0
0
1
0
0
0

0
0
0
0
0
1

0
0
0
0
0
0

25
298
92
727
2,197
17

48.00%
43.62%
42.39%
38.65%
37.32%
23.53%
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Moving to aggravated assault’s conjunctive analysis results for high and low-crime street
profiles, there were 10 dominant profiles identified, capturing 96.06% of the aggravated assault
risky streets (2,807/2,922). Eight of the profiles are high-crime profiles while two are low-crime
profiles, meaning the low-crime streets were more likely to only have one aggravated assault.
The most common profile did not include any of the facilities and will be discussed in
supplemental analyses. The conjunctive analysis output for aggravated assault is below in Table
7. The dominant high-crime street profiles that had the highest risk for aggravated assault (2+
crimes), included ID #1 (71.43%) with solely grocery stores followed by ID #2 (66.67%) with
streets that included Bus Stops and Restaurants. The next high crime street profiles included ID
#3 with only Restaurants (62.50%) followed by ID # 4 with street segments that had Parks and
Bus Stops (60%) and then, ID #5, streets that had bus stops (57.35%). The street profile that had
the lowest probability of aggravated assault, ID #10 (35.71%), included childcare centers.
Comparing across profiles for instance, if we examine ID #4, where there were only
parks and bus stops present on a street, there was a greater likelihood of that street having 2 or
more aggravated assaults. When a street only had a bus stop or park present, there was a
reduction in the likelihood of the street having 2 or more crimes but, it the likelihood was still
greater than 50 % (57.33% and 53.35% respectively). There were more high-crime profiles, 7,
than there were for low-crime profiles, 3. It is important to note again for interpretation that 2 or
more crimes were coded as 1 and 1 crime for both motor vehicle theft and aggravated assault
was coded as 0. In further comparison, ID #9 had the second lowest probability of aggravated
assault at 43% with parks and restaurants. Looking at ID #6, we see that there are only parks and
likelihood for aggravated assault went up by 10%. Comparing ID #9 and #3, #9 has both parks
and restaurants but with ID #3, risk for two or more aggravated assaults goes up by 17% when
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parks are not in close proximity to a street (absent). The Chi square test yielded a significant
concentration of cases from the observed dominant profiles where p < .001. The situational
clustering was high at 0.7407. This means that 74 % of the observations can be accounted for by
few dominant profiles.
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Table 7. Aggravated Assault High-Low Crime Configuration
ID
#

Parks

Bus
Stops

High Crime Profiles
1
0
0
2
0
1
3
0
0
4
1
1
5
0
1
6
1
0
7
0
0
8
0
0
Low Crime Profiles
9
1
0
10
0
0

Hotel/
Motel

Liquor
Store

Grocery
Store

Clubs

Rec.
Center

Laundromat

Bar

Restaurant

Child
Care

Parking

Number
of
Cases

%
HighCrime
Agg.
Assault

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

1
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
1

0
1
1
0
0
0
0
0

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

21
27
72
100
272
589
1,665
24

71.43%
66.67%
62.50%
60.00%
57.35%
53.65%
51.59%
50.00%

0
0

0
0

0
0

0
0

0
0

0
0

0
0

1
0

0
1

0
0

23
14

43.48%
35.71%
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Situational Clustering
Hart (2019) implemented the situational clustering index for conjunctive analysis to
enhance the transparency of CACC results in its interpretability. Based off of prior studies,
Shaffer and Miethe (2011), Rennison et al. (2013), Doherty and Cwick (2016), and Sousa and
Miethe (2010), the situational clustering in the current study concerning high and low-crime
streets among motor-vehicle theft and aggravated assault was high. The SCI for motor-vehicle
theft was .7419. The SCI for aggravated assault was .7251. This means that in both of the studies
there was strong situational clustering among few dominant profiles. Both crime types were
clustered among street segments and crime generators/attractors. Below in Figure 10, the Lorenz
Curve displays the situational clustering of each crime type.

Figure 10: Two graphs showing the strength of situational clustering across aggravated assault
and motor-vehicle theft using Hart’s (2019) situational clustering index.
The findings here support theoretical expectations. The distribution of crime across streets in St.
Louis supports the law of crime concentration in that a smaller percentage of streets, (22% and
25%) account for all motor-vehicle theft and aggravated assault which would look similar to the
J-curve (Figures 18 and 19 in Discussion). Crime generators and attractors in St. Louis support
an 80-20 perspective across street segments where few of the crime generators/attractors make
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up many of the high crime, or “risky”, streets. For example, in Table 3, one fourth or less of all
but four facility types (liquor stores, recreation centers, grocery stores, hotels/motels) made up
streets with 2+ crimes. In table 4, aggravated assault, one fourth or less of all but three facility
types (laundromats, liquor stores, and grocery stores) made up streets with 2+ crimes. For these
risky streets, restaurants, parks, and bus stops were the most prevalent across both crime types.
For low crime streets, childcare centers were present across both crime types. Grocery stores
were all well present in the “riskiest” street profile with the highest likelihood for crime for both
crime types; grocery stores do not show up in any other profiles. Similarly, the crime generators
and attractors themselves were not evenly distributed; for example, only two facility types,
parking areas and laundromats, had each individual facility fall on a different street. The other
facilities were more disproportionately distributed across street segments, meaning most facility
types had individual facilities that fell on the same street segment. High and low-crime street
profiles yielded unique combinations of crime generators and attractors across both crime types
in St. Louis where their relationship could be further explored. All three of the research questions
were explored in this study, where support for the spatial distribution of crime and crime
generators and attractors was found through an 80-20 framework and the Law of crime
concentration. From here, supplemental analyses were carried out to investigate land use types in
the built environment (as only business, parks, and bus stops, were used and the most common
profile did not include any CGA’s used) and crime’s relationship to the ambient population (as
social measures such as population were not explored in this study) where people are expected to
carry out their daily activities throughout the built environment.
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Supplemental Analyses
Land Use Data
The street profile with the most cases for both high-crime street profile tables had no
facilities present. This is a limitation to the study that was further explored through supplemental
analysis. Mixed land use has been found to influence crime occurrence within the environment
(Zanhow 2018). This was investigated through 2018 Land Use Zoning parcel data from the city
of St. Louis’ Open Data portal. Out of 127,562 parcels, 114,894 are in residential and mixed land
use zoning areas. The zones included were (A) Single Family Residential, (B) Two Family
Residential, (C) Multiple Family Residential 1, (D) Multiple Family Residential 2, (E) Multiple
Family Residential 3, and (F) Neighborhood Commercial Zones (mixed land use) which are all
zoning areas dedicated to neighborhood development and prolongment. The 2018 – 2019 crime
data, crime generators and attractors, and the 2018 land use zoning data were all opened in
ArcPro. In doing so, aggravated assaults, motor vehicle thefts, and crime generators and
attractors that fell within residential/mixed land use parcels could be selected and identified
using the original offset data rather than the adjusted street data used in the main analysis. For
motor vehicle theft, 59% (3,751) occurred within the residential/mixed land use parcels. For
aggravated assault, 56% (4,120) occurred within the residential/mixed land use parcel data.
Below in Table 7, a breakdown of crime type and parcel zoning type is displayed. Figure 11
displays the land use zoning data in St. Louis.
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Table 7. Crime within Zoning Parcel Data
Zoning Code
A
B
C
D
E
F

Parcel Count

Description

MVT
Count

AGGASS
Count

50510

Single Family
Residential

1,078

895

34198

Two Family Residential

1,268

1,559

499

554

267

266

82

74

557

772

17599
4209
758
7620

Multiple Family
Residential 1
Multiple Family
Residential 2
Multiple Family
Residential 3
Mixed Land Use

Figure 11. Residential and Mixed Land use in St. Louis
Along with crimes that fell within parcels, crime that occurred within a block (447ft) of
the parcels were examined. Out of aggravated assaults, 91% (6,767) occurred within one block
of residential/mixed residential commercial parcels. For Motor-vehicle theft, 88% (5,601)
occurred within one block of residential parcels. Facilities that lie within residential parcels and
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mixed land use parcels were as well examined and are as follows: parks (89), bus stops (226),
hotel/motels (8), liquor stores (18), grocery stores (49), clubs (18), recreation centers (8),
laundromat (7), bars (50), restaurants (252), child care centers (76), and public parking (0).
LandScan Data
LandScan data for the city of St. Louis was also used in supplemental analysis to take into
account the ambient population, reflecting a different population measure than a traditional
residential population (e.g. Census or ACS). Based on prior literature, people’s routine activities
bring them together in space and time to places like the crime generators and attractors used in
this study. LandScan data provide a measure of the ambient population; the data are weighted to
account for population throughout the day meaning the data captures people coming into areas
for work/activities over a 24hr estimate. Previous studies have used LandScan data in relation to
crime rather than the residential population (Malleson and Andresen 2016; Andresen and Jenion
2010; Malleson and Andresen 2015). For the purpose of this study and supplemental analysis,
the ambient population and its relationship to motor vehicle theft and aggravated assault is
explored.
LandScan Global data 2018 10 was made available by the Oak Ridge National Laboratory.
The LandScan dataset is composed of raster cells that are weighted for population occurrence
throughout the day based on land cover, roads, slope, urban areas, village locations, and high
resolution imagery analysis along with census counts and general knowledge of the area(s). The
LandScan data is a raster data set with grid cells (1 X 1 km). For the purpose of this study the
data were converted to polygon and the crime points for each crime type were assigned to the
polygons. For the city of St. Louis there were 258 polygons for ambient population, with motor

10

https://landscan.ornl.gov/
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vehicle theft and aggravated assault counts assigned. The estimated ambient population total for
St. Louis was 360,014 people.
Three questions will be explored; if aggravated assault, motor vehicle theft, and ambient
population are concentrated, if they are concentrated what the magnitude of their clustering is,
and whether there is a linear relationship between the crime types and ambient population. Three
analyses, hot spot analysis (Getis Ord-G*), spatial autocorrelation (Global Moran’s I), and a
correlation were run for each crime type to explore these questions. Using ArcPRO’s hot spot
analysis enables the clustering of features, in this case ambient population, motor vehicle theft,
and aggravated assault, to be identified. The results to the hot spot analysis are below in Figures
12, 13, and 14.

Figure 12. Ambient Population Hot Spot Analysis St. Louis, Missouri 11

11

Source: LandScan 2018™, ORNL, UT-Battelle, LLC
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Figure 13. Motor Vehicle Theft St. Louis, Missouri

Figure 14. Aggravated Assault St. Louis, Missouri
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A hot spot analysis (Getis-Ord Gi*) was run initially on the ambient population data for
St. Louis in order to see where most of the city’s ambient population was concentrated and if
there were any significant concentrations. As seen in the results presented in Figure 12, most of
the city’s population was concentrated in the center of the city and towards the East side of St.
Louis. Although motor-vehicle theft seems to be concentrated towards East St. Louis, there is
deviation as motor vehicle theft appears to concentrate towards the southeastern/eastern border
of the city. With aggravated assault, there is more deviation from the ambient population. Based
off the prior supplemental analysis using land use data, the northernmost hot spot for aggravated
assault is located on a large residential area.
In measuring the extent to which motor-vehicle theft and aggravated assault are clustered,
a spatial autocorrelation analysis (Global Moran’s I) is used. This analysis evaluates whether the
data are random, dispersed, or clustered based off the Moran’s I Index where a value closer to 1
indicates clustering and a value closer to -1 indicates dispersion, while 0 would indicate perfect
randomness. Below in Figure 15, patterns and their corresponding Moran’s I Index are displayed.

Figure 15. Spatial Autocorrelation Patterning
The spatial autocorrelation for motor vehicle theft came back significant meaning the
spatial distribution of high values and low values in the dataset are more spatially clustered than
would be expected if there were randomness. This means that motor vehicle thefts were clustered
within St. Louis. Given the z-score of 11.09, there is a less than 1% likelihood that this clustered
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pattern could be the result of random chance. The Moran’s I Index value came back between 0
and 1 at 0.49. This means that the data were significantly clustered. Below in Figure 16 are the
spatial autocorrelation results for motor vehicle theft. In order to assess if there is a linear
relationship between motor vehicle theft and ambient population, a correlation was run. The
correlation for motor vehicle theft and ambient population was 0.580 and significant with a pvalue of 0. This indicates a moderately strong relationship, as ambient population increases the
count of motor vehicle thefts also increases.

Figure 16. Motor Vehicle Theft Spatial Autocorrelation
The spatial autocorrelation for aggravated assault, after assigning aggravated assaults to
the ambient population polygons, came back significant. Given the z-score of 11.49, there is a
less than 1% likelihood that this clustered pattern could be the result of random chance based off
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the spatial autocorrelation results. The Moran’s I Index value was between 0 and 1 at 0.50,
meaning aggravated assault is significantly clustered. Below in Figure 17 are the results of the
spatial autocorrelation for aggravated assault. In running a correlation, the correlation was 0.270
and significant with a p-value of 0. This means that there is a weak linear relationship between
aggravated assault and ambient population. The spatial and temporal confluence of people
throughout the day can almost be accounted for in using LandScan data. In tow, LandScan data
may also be able to take peoples routine activities into account. Although you cannot
differentiate between nighttime and daytime estimates in the publicly available data this is still
an interesting finding that should further be explored.

Figure 17. Aggravated Assault and Spatial Autocorrelation
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Discussion
The purpose of the current study was to explore the distribution, patterning, and
relationship of crime generators and attractors across streets segments and two crime types, with
streets as the unit of analysis. The present study expanded upon environmental criminology
through an 80-20 framework in filling a gap in the literature indicating crime concentrates but
why? Impelling the importance of place, the variability of crime, and the concentration of crime
within the built environment, the findings of this study have implications for future research,
policing, and practitioners through identifying risky streets and their profiles. In conducting a
conjunctive analysis on street segments, coded as having two or more crimes or one crime,
unique street segment profiles were identified in St. Louis, Missouri. The 80-20 framework’s
application to this study helped explore the uneven distribution of crime among street segments,
crime generators and attractors, and identified profiles of high and low-crime streets.
In exploring the spatial distribution of crime across streets in St. Louis, it was found
highly disproportionate, supporting the law of crime concentration, and answering the first
research question. It was found that 25% of all streets accounted for all motor vehicle thefts for
2018 and 2019. For aggravated assault, even fewer streets (22%) accounted for all crime. Below,
Figures 18 and 19 display the distribution of crime across streets. These findings generally
support the Law of crime concentration where a smaller percent of units account for a majority
of the outcome events. The findings here, concerning the distribution of crime across street
segments, align with prior study’s findings using street segments and crime in a similar manner
(Groff, Weisburd, and Yang 2010; Schnell, Braga, and Piza 2017; Spicer et al. 2016). Identifying
streets that are disproportionately crime ridden allows for further exploration. We can then
investigate why they are experiencing disproportionately more crime than other streets. This can
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lead to enhanced policing strategies for targeted patrols, problem-oriented policing, and directed
police saturation on risky streets as found in previous literature (Groff et al. 2010; Schnell et al.
2017). In identifying risky streets, the patterning/combination of crime generators and attractors
on them could be explored.

Streets and Aggravated Assault
35
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20
15
10
5
0

Figure 18. Streets across St. Louis and Aggravated Assault

Streets and Motor Vehicle Theft
25
20
15
10
5
0

Figure 19. Streets across St. Louis and Motor Vehicle Theft
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Regarding research question two, the use of conjunctive analysis through an 80-20
framework for aggravated assault and motor-vehicle theft opened the door to identifying unique
combinations and patterning of facilities and risk for crime across street segments. While the 8020 perspective has been used to identify risky facilities, this study applied it to street segments in
identifying risky street profiles that had the highest likelihood for two or more crimes. Based on
crime counts and crime generators and attractors on streets, unique street profiles with varying
risk for crime (1 crime, or 2+ crimes) were identified. Here, it was found that the patterning of
crime generators and attractors follows an 80-20 perspective. In table 3 and 4, the percentage of
facilities (crime generators and attractors) on streets with 1 crime and 2+ crimes are displayed.
Among all facilities on street segments, fewer facilities fell on streets with 2+ crimes across both
crime types, supporting the 80-20 perspective. Unique profiles for motor-vehicle theft found that
segments with parks by themselves were low crime (1 crime). But, when parks and restaurants
were on the same street, they became high crime (2+ crimes). Similar findings emerged when
bus stops and parks were located on the same street, they became high crime (2+ crimes).
Likewise, with aggravated assault, streets with parks and restaurants together had a low
probability for crime (1 crime); however, bus stops and restaurants together created a high crime
profile (2+ crimes). Parks and bus stops together were also a high crime profile for 2+
aggravated assaults. Here, the combination of distinct facilities on a street segment and their
effect on crime can be seen, while some facilities by themselves may not influence the streets
propensity for crime. Steenbeek et al. (2016) stressed the importance of studying why street
segments are so variable when it comes to crime, stating land use and structural characteristics to
potentially be the cause. This study identified crime generators and attractors that contribute to a
street being considered a high crime (2+ crimes) or low crime (1 crime) street profile. This
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finding can aid practitioners and city planners in the way that the presence of some facilities
together may increase risk of crime on a street segment.
The identification of high crime profiles can inform city planners and practitioners where
they can then shape the built environment so that a street’s risk for crime can be monitored,
prevented, or changed through what features/facilities/crime generators and attractors are
present. Specific to St. Louis, the St. Louis Metropolitan Police Department has stated that they
want to enhance the focus of the 80-20 rule identifying the people that commit most of the crime,
helping them avoid random patrol. 12 This study not only uses the 80-20 rule but identifies where
a majority of crime occurs across streets in St. Louis and why some streets are riskier than
others. This kind of study could assist police agencies and practitioners in the way that a street
and its unique profile are identified, which can then tell where more resources or officers could
be allocated. The profile analysis as well allows for crime generators and attractors to be
identified where, if a street is identified as risky, the facility can be investigated.
Regarding an 80-20 approach focused on the offender, recent policing person-oriented
approaches have been controversial (Asaro 2019). In 2013 the Chicago Police Department used a
Strategic Subject List model that generated a ranked list of “at risk for gun violence” individuals,
where post study, the individuals were no more or less likely to become a victim but they were
more likely to be arrested, potentially because of the misuse of data by police trying to find leads
on shootings (Saunders et al. 2016). Shifting the focus from the person to place has been found
to be productive, and effective in reducing crime (Eck and Guerette 2012). This shift to place
might be considered when agencies want to breakdown where and why crime is occurring
disproportionately.

12

https://www.slmpd.org/CrimeAnalysisUnit.shtml
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In defining high and low-crime street profiles, the relationship between street profiles and
the variability of crime across them was investigated per research question 3. High-crime profiles
were coded as streets that had two or more crimes with low-crime profiles having only one
crime. For aggravated assault, there were more high-crime street profiles than low-crime street
profiles. For motor vehicle theft there were more low crime profiles than high-crime profiles.
The differences in high crime street profiles for crime types could be that the crime generators
and attractors used in this study are not as prone for motor vehicle thefts. This has enabled the
ability to not only differentiate and compare high and low crime profiles but compare profiles
across crime types. Surprisingly, for both crime types, the high crime street profile with the
highest probability was the same; grocery stores on a street segment by themselves were the
highest crime profile. The importance of identifying high and low crime profiles across crime
types in this manner with crime generators and attractors is that we can further identify what
makes a street riskier than another.
Out of all profile configurations across both crime types, the configuration that occurred
the most did not include any of the crime generators and attractors. At first this was alarming, but
in recalling the data collection process, every facility used in this study was a business; there
were no residential facilities/residential crime generators and attractors. This was in part due to
the city not having the data (apartments, condos, row-houses etc…) available or in a manner that
was conducive to place based studies. To supplement this, land use zoning parcels were
explored, as they were the only parcel data that included residential and mixed land use data.
Previous studies have found the mix of different land uses throughout the built environment
shape the movement, lives, and inevitably the crime that move about it (Kinney et al. 2008).
Studies have also explored the influence of different land use types on the spatial distribution of
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crime and found that crime tends to cluster around some land uses over others. In following the
literature on land use data and crime, residential areas have been found to have high clustering of
crime (Sypion-Dutkowska and Leitner 2017). This was found to be apparent, as 91% and 87% of
aggravated assaults and motor vehicle thefts occurred within one block of residential/mixed land
use parcels. Although supplemental, the parcels themselves when broken down categorically
followed an 80-20 distribution where few accounted for much of the crime across both crime
types.
Land use patterns have been studied and found to shape an area and its propensity for
crime (McCord et al. 2007). This is important to this study as motor-vehicle theft and aggravated
assault have been found to cluster around residences near major nodes and pathways (Kinney et
al. 2008). Without investigating the influence of residential areas and mixed land uses on crime,
not all crime, and its distribution throughout the built environment, could be accounted for.
Which, in tow, loses out on any patterning pertaining to residential areas, mixed land uses, crime
generators and attractors, and crime. Although these findings are supplemental, they are
important to identifying, and interpreting, the distribution of crime across St. Louis. In exploring
land use data, the distribution of crime within St. Louis was concentrated within 1 block of
residential/mixed land use parcels and, although clustered, is not strongly related to the ambient
population.
LandScan data has the opportunity to further studies that work within routine activities in
the way that the data takes people’s activities throughout a 24-hour period and assigns them to an
area. For this study, LandScan data and two crime types were investigated. It was found that both
motor-vehicle theft and aggravated assault are significantly clustered, but they are not highly
correlated with ambient population. The correlation for aggravated assault and ambient
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population was weak and the correlation for motor vehicle theft and ambient population was
moderate. Future studies should explore different crime types and their relationship to the
ambient population, as only two crime types were explored. In using the ambient population
data, the activities of people that do not live in the area and crime can be investigated. Future
studies should include these data when exploring the distribution of crime in the built
environment. Future studies could as well use LandScan data coded to the street where streets
could be identified as being in a low, medium, or high ambient population area. From here, it
could then be added to a conjunctive analysis as a covariate. This is important to environmental
criminology in the way that both, different land use and the ambient population, influence where
crime occurs. These findings can aid practitioners in the way that land use can structure the
movement of people and their routines, meaning the confluence of people within land uses can
help practitioners better identify opportunities for crime. These findings as well support the
framework of the overall study and 80-20 literature whereas parcels accounted for most of the
crime counts across both crime types.
Limitations and Future Directions
One limitation in this study that was discussed is the loss of many residential areas that
make up St. Louis City. By not using land use data for the main analyses, any spatial crime
patterns occurring in primarily residential areas or mixed land use are overlooked by focusing on
crime generators and attractors. Future studies should implement both crime generators and
attractors and land use data, to better account for the unique environmental backdrop of the study
area. Mixed land uses have as well been found to shape residential areas and the crime that
happens around them, although there have been inconsistencies found between residential areas
and mixed land use in the way that study areas and their built environments vary (Zahnow 2018;
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Song et al. 2015; McCord et al. 2007). In identifying the crimes that occurred within residential
parcels and mixed land use, many of the crimes were accounted within a one block buffer but
their relationship could not be investigated. Although this is a limitation of the current study, this
leads to a larger limitation within crime generator and attractor specific studies; if only crime
generators and attractors are being investigated, the unique environmental backdrop within the
built environment cannot be fully explored. As such, the way we investigate crime and the built
environment should be broadened by not solely relying on crime generators and attractors to
identify patterns and trends. In relying on crime generators and attractors to understand the
spatial distribution of crime and the relationship between mixed land uses, where commercial
land uses intersect residential, can be overlooked or excluded. Future street profile analyses
should account for the overlap between residential/mixed land use parcels and crime generators
and attractors.
Another limitation to this study was the business data used. The city of St. Louis did not
have the business license data readily available in a useable format so historical business data
from InfoGroup was used instead. This data was from 2018 so there is the possibility that
businesses had changed or moved by 2019 or the InfoGroup data are not as encompassing as
local data. Ten of the businesses/crime generators and attractors were identified from the
InfoGroup data (parking areas, grocery stores, liquor stores, laundromats, bars, clubs, recreation
centers, childcare centers, hotels/motels, and restaurants), the other two crime generators and
attractors, parks and bus stops, came from the city of St. Louis’ open data portal. In only using
twelve crime generators and attractors, there are more unique combinations being missed out on
among street segments. With this limited crime generator and attractor list, we cannot assume
that the “riskiest” facilities were found or that these are the most important facilities to manage
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for aggravated assault and motor vehicle theft. Future studies should implement more businesses
to identify unique patterning of crime generators and attractors on street segments.
Although each of the facilities used in this study have been identified as crime generators
or attractors in prior studies, not all of them were present within dominant profiles for street
segments in St. Louis. Hotels/motels, liquor stores, clubs, and laundromats were not included in
dominant profiles for aggravated assault and motor vehicle theft. This is not as important to this
study as it would be in one studying solely risky facilities; this study’s approach takes a “risky
facility” approach and applies it to the street segment where facilities are risky based on the
street segment. It is here that unique street profiles can be identified as risky or not and patterns
can be identified as can anything/place that falls on the street segment. Streets and crime
generators and attractors should continue to be studied within an environmental context to better
understand the spatial distribution of crime across places and the unique relationship facilities
have, by themselves and with each other, when it comes to different crime types. Future studies
should include different land uses and social measures like the one’s suggested in the
supplemental analyses, to further explore crimes variability at the micro geographic level.
The focus of the current study was on street profiles, which disregards the surrounding
streets. Prior research on the influence of crime generators and attractors have identified their
presence influences crime in the surrounding area (McCord et al. 2007; Groff et al. 2010). This
often includes the connecting and parallel streets, the larger surrounding area, to the street where
the crime generator and attractor is located. When moving the focus of the study to the street
segment, we may lose out on features within the environmental backdrop of the study area that
influence crime. Future studies should take more features/measures into account when
investigating crime at the street-level.
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Social measures have increasingly been studied within an environmental context and
have been found to be associated with crime occurrence (Hipp and Kim 2019; Drawve et al
2016; Wickes and Hipp 2018). Social measures were absent from the current study, but future
studies should explore social measures and crime as they can increase street measures as found
by Wilcox and Tillyer (2018) and Tillyer, Wilcox, and Walter (2020). The researchers
implemented census block-level measures (civic engagement, traffic, and disadvantage) to
investigate their relationship to crime generators and attractors on blocks. They found that crime
among crime generators and attractors was intensified when high vehicle traffic and
disadvantage were high, but crime was lower when civic engagement was high (Tillyer, Wilcox,
and Walter 2020). This finding is very interesting because social measures’ influence on street
measures for crime have not been highly studied. Future studies should implement social factors
in a similar manner as Tillyer, Wilcox and Walter (2020) when investigating streets and crime
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Conclusion
The current study expands on environmental criminology concerning crime generators and
attractors and the variability of crime within the built environment. Crime generators and
attractors could assist in explaining crime variation across streets. Exploring the spatial
distribution of crime in St. Louis has shown that crime varies across street segments when
identifying different configurations of crime generators and attractors. The spatial distribution of
crime across the built environment and crime generators and attractors should be further studied
through land uses, the ambient and residential populations, and social measures. In going back to
the roots of environmental criminology, exploring the importance of crime generators and
attractors, we can identify patterns that can aid our understanding of crime and place, help better
allocate resources to places of need, and aid city/urban planning that influence an area’s
propensity for crime.
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