Data envelopment analysis (DEA) models compute efficiency score for decision making units (DMUs) and discriminate between efficient and inefficient DMUs. Therefore, they rank DMUs except when multiple DMUs have an efficiency score of 1. This paper proposes a new method for complete ranking of DMUs that is based on cross-efficiency evaluation method. One of the drawbacks of the crossefficiency evaluation method is the existence of multiple cross-efficiency scores due to the presence of alternative optimal solutions of the dual multiplier model. Hence choosing weights between alternative optimal solutions as part of a procedure for ranking DMUs is problematic. Liang et al. (2008) introduced alternative secondary goals in cross-efficiency evaluation. However, this paper finds that their approach is problematic in some situations. As a result, this paper seeks to introduce a new secondary objective function in cross-efficiency evaluation for removing their difficulties. Numerical demonstration reveals the validity of the proposed method by using a real data set of a case study which consists of 20 Iranian bank branches.
INTRODUCTION
Data envelopment analysis (DEA) is a mathematical programming technique to evaluate the relative efficiency of decision making units (DMUs) with multiple inputoutput. The efficiency measure obtained by DEA can be used for ranking DMUs, but this ranking can not be applied to efficient units. One of the interesting research subjects is to discriminate between efficient DMUs. Several authors proposed methods for ranking efficient DMUs (Andersen and Petersen, 1993; Jahanshahloo et al., 2007; Alirezaee and Afsharian, 2007) . One of the approaches commonly taken is to employ one of the several cross efficiency models. Cross efficiency was first offered by Sexton et al. (1986) and extended first by Doyle and Green (1994) who responded to the argument that Sexton' approach suffers from the existence of alternate optima in solving for each DMUs best efficiency score. The suggested approaches offered by Doyle and Green were later extended by Liang et al. (2008) who *Corresponding author. E-mail: Zamany2007@yahoo.com. Tel: 00989125529864. presented three models for choosing among the alternate optima for each DMU. Each new secondary objective function represents an efficiency evaluation criterion. With these new models, one can compare the efficiency scores and obtain a better picture of cross efficiency stability with respect to multiple DEA weights.
The purpose of the current paper is to extend the method of Liang et al. (2008) by introducing a new criterion. We also aim to disclose that the different secondary objective functions in their paper lead to multiple cross efficiency scores and hence the ranking of units is not possible.
While they proposed that each of various forms of secondary goals may be applicable in some circumstances, no attempt was made to supply a solid justification for choosing the most favorable goal. Also, in attempting to present the difficulties of their method, we show that the existence of alternate optimal weights for each secondary model yields various results.
We illustrate our claims with numerical examples. Further, various forms of secondary goals proposed by Liang et al. (2008) are presented. A new secondary objective function in cross-efficiency evaluation is then introduced and numerical example is provided to illustrate the power of our proposed ranking methodology.
CROSS-EFFICIENCY EVALUATION
Suppose that we have n DMUs, where each DMU j , j = 1,…,n, produces the same s outputs in (possibly) different amounts rj y , r = 1,…,s, using the same m inputs ij x , i = 1,…,m, also in (possibly) different amounts.
All data are assumed to be nonnegative, but at least, one of the components of every input and output vector is positive. Cross-efficiency is often computed in two phases. The first phase is calculated using the CCR (Charnes, Cooper and Rhodes) multiplier model which is presented as follow: v are the assigned weights to the rth output and ith input for DMU P , respectively. The cross-efficiency of DMU t , using the optimal weights that DMU P has chosen in model (1), is then:
Where (*) denotes optimal solutions in model (1). The values obtained from (2) can be organized in a matrix which is called cross-evaluation matrix as shown in Table  1 .
For DMU t (t = 1,…,n), the average of all pt
, referred to as the cross-efficiency score for DMU t . We note that model (1) Liang et al. (2008) . Liang et al. (2008) proposed that the optimal weights obtained from model (3) (or model (4)) are usually not unique and hence, the cross efficiency defined in (2) is arbitrarily generated, depending on the optimal solution arising from the particular software in use. To resolve this ambiguity, they examined various forms of secondary goals for aiding in cross evaluation.
The following model was first considered where the secondary goal is to minimize the sum of inefficiencies: The stated model derives a multiplier bundle that affords the maximum possible efficiency score to the worseperforming DMU. In so doing, the resulting efficiencies of the other DMUs may be forced to be closer in value. Specifically, in attempting to show this worst-performing DMU in its best possible light, the scores of the other (better-performing) DMUs may decrease, hence leading to DMU performance levels that display less variation than was previously the case.
In the spirit of seeking to minimize the variation among the efficiencies of the DMUs, Liang et al. (2008) (2008) calculated the new cross-efficiency score for any DMU t (t=1,…,n) using n optimal weight vectors obtained from the above models.
METHODOLOGY
It is possible that the previous secondary models have alternate optima and this leads to multiple cross-efficiency scores for a given DMU. In other words, the Liang et al. (2008) approach is problematic when there are alternative optimal solutions for each of the stated models ( (5), (7) and (9)). Our claim will be further proved by the illustration of a simple example.
To elaborate the problem in their approach, we present a numerical example with the data set as in Table 2 . By using model (3), we can see that DMUs A, C and D are CCR efficient. The initial results are given in Table 3 , where in the lines we have efficient DMUs and in the columns we have the optimal weights of models (5), (7) and (9).
In order to rank these DMUs, models (5) and (9) are employed to compute the cross-efficiency scores as illustrated in Tables 4 and 5 . In the case of each model, the existence of alternative optimal weights for DMUc leads to different ranking results. That is, each model provides some relevant cross-efficiency scores corresponding to its alternative optimal solutions.
For example, using the weight vectors optimized for DMUc in model (5), that is, (1, 0.25, 0.08333333) and (1, 0.08333333, 0.25), we obtain the ranking scores of DMUA as 0.866666674 and 0.733333334, respectively, as documented in the first row of Table  4 . Correspondingly, based upon these weight vectors, the ranking related scores of DMUD are 0.733333334 and 0.866666674. Therefore, it is appropriate to apply the novel model as secondary objective function. To do this, we refine the selection of the optimal weights made in the first phase of cross-efficiency by choosing those that maximize the efficiency of the n-1 other DMUs separately. For this purpose, suppose that Table 5 . Results of cross-efficiency score on alternative optimal weights of model (9). Via the three groups of constraints, we consider all the optimal solutions of (3). Now, define (Charnes and Cooper, 1962) , which is as follows: Hence, DMUl has a better rank than DMUk, if both DMUs are the same in efficiency score and k l E E 〉 . That is, each DMU that maximizes the sum of the n-1 other DMUs' cross efficiencies has the best rank.
DMU
Infeasibility, inability to rank non extreme efficient DMUs, which may happen for some ranking methods, do not occur in this method.
NUMERICAL EXAMPLE
Here, we are going to compare the foregoing models by using the inputs and outputs of 20 Iranian bank branches which are presented in Table 6 . The data of these branches have been previously analyzed in Amirteimoori and Kordrostami, (2005) , and Jahanshahloo et al. (2007) . Note that the data are scaled. As can be seen in the last column of Table 6 , DMUs 1, 4, 7, 12, 15, 17 and 20 are CCR efficient. Table 7 reports the results of cross efficiency score based upon unique optimal weights obtained from various forms of secondary goals (models B
