Recommendation algorithms aim at predicting customers' interests and purchases using different ideas and hypotheses. Consequently, system designers need to choose the recommendation approach that is the most suitable with regard to their products' nature and consumers' behaviours within the application field. In this paper, we propose an adaptive recommendation model based on statistical modelling to assist consumers facing choice overload by predicting their interests and consumption behaviours. We also propose a dynamic variant of the model taking into account the recommendations' time-value during interactive online recommendation scenarios. Our proposal has endured a two-fold evaluation. First, we conducted an offline comparative study on the MovieLens recommendation dataset in order to assess our model's performance with regard to several widely adopted recommendation techniques. Then, the model was evaluated within a real time online news recommendation platform to highlight its adaptability, scalability and efficiency in a highly interactive application domain.
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Introduction
As e-business and content delivery services are increasingly popular on the web, it became necessary to tackle the information overload problem and provide an intelligent and personalised access to the available goods and content. E-commerce is widely known for information overload which makes consumers face overcomplicated choices while exploring the available content and market offerings (Gao et al., 2010) . This observation also holds true in other use cases such as choosing a hotel, a cell phone plan or a news article to read. Several social and consumption psychology studies such as Schwartz (2005) , Jacoby et al. (1974) and Iyengar and Lepper (2000) confirmed the existence of an overchoice problem (also known as choice overload) and stressed the need to reduce customers' choices to enable and accelerate decision-making.
Scientific and industrial communities proposed several tools to address this challenge such as personalisation and recommendation systems. The objective of such techniques is to target user needs with the most appropriate goods to reduce the effects of information complexity and overload. Such systems were made popular by Amazon and are now widely adopted within e-commerce websites like Ebay and WalMart. However, recommender systems adoption is not limited to e-commerce as they are used for music, books, news articles and TV programs.
Even if recommendation approaches target the same information overload problem, they adopt different assumptions and methodologies. Indeed, they differ with regard to the data they use, the outcomes they predict and their inference techniques which makes some of them more adapted, generic or relevant than others depending on the application domain and the available data sources.
In this paper, we present an adaptive recommendation model capable of using multiple reasoning strategies by encompassing the main ideas and hypothesis of the state of the art approaches. The originality of this work resides in the adopted methodology which is based on the statistical modelling of consumption behaviours. The proposed model starts from an extensible set of factors that were proven to influence consumers' interests and decisions by consumer psychology researches. Such a model would be able to describe and predict more precisely consumers' interests and purchases using all the available data in the targeted field. Moreover, the model would be able to infer consumers' behaviours whether they were driven by their demographics, by their like-minded individuals, by the content or by the context. This work is part of a research whose objective is to propose a generic multi-purpose recommendation framework based on consumption behaviours modelling and prediction. The model presented in this paper would be used concurrently with another one that was proposed for the prediction of recurrent consumption behaviours and the targeting of users' recurrent needs and interests . Thus, the targeted framework would be able to cover all users needs whether they are recurrent or occasional.
In order to assess our model's quality and performances, two experiments were conducted. On the one hand, the proposed model is compared to a set of widely adopted recommendation approaches within an offline movies recommendation task. On the other hand, a dynamic variant of the proposed model is experimented within an online news recommendation platform. Such experiment would confront our proposition to an other set of challenges due to the content's nature and dynamics. Indeed, the real-time constraints of the task and the high interactivity between the users and the items require a scalable, time-aware and adaptive recommender system capable of delivering continuous suggestions based on an endless large stream of data.
This paper is organised as follows. First, an overview of the main concepts of existing recommendation approaches is presented in Section 2. Next, in Section 3, we propose a new adaptive recommendation model and detail the main ideas behind it. In Section 4, the proposed model is compared to the state of the art approaches in an offline experiment for movies recommendation. Afterwards, in Section 5, our model was experimented in an online news recommendation platform in order to evaluate its performances within a real-time production environment. Finally, we conclude this paper by summarising our proposition and presenting some future research perspectives.
Recommender systems overview and motivations
This section presents an overview of existing recommendation approaches in order to identify their main ideas, assumptions and methodologies. First, we classify existing recommendation approaches based on some common aspects and components. Then, we enumerate and discuss the main recommendation approaches proposed in the literature.
Data acquisition and modelling
Recommender systems quality relies mainly on the data they use in order to infer users' preferences. In fact, the collected data includes users' feedback describing their interactions with the available content and thus reflecting their interests towards it. Goldberg et al. classify users' feedback into two main categories that may be used separately or jointly (Goldberg et al., 1992) . These types of feedback are as follows:
• Explicit feedback (Jeong et al., 2009) : users may express their preferences and interests explicitly to the recommender system by rating items or by responding to questions. The collected data may be then used to infer users' interests and generate targeted suggestions. Such techniques are closely related to the interactive information retrieval use cases where users incrementally deliver and refine their needs in order to help the search engine adjusting its results. Hereby, it is necessary to provide direct mappings between users' interests and the available content in order to facilitate the inference of relevant results. These mappings are generally expressed using rule engines or ontologies (Elloumi-Chaabene et al., 2011; Baazaoui-Zghal and Ghezala, 2014) that are either built manually by domain experts or automatically using machine learning techniques. However, even if the data collected explicitly from users can be directly translated into preferences or attitudes, it is generally sparse, biased and depends on the user's implication and expertise.
• Implicit feedback (Bauer and Nanopoulos, 2014; Yao et al., 2015) : users' preferences are inferred from their navigation trails and interactions with the available content. Hereby, several indicators may be employed in order to transform users' logs into interests such as items consultations' duration, clicks and queries. Hereby, even if the data needs to be processed in order to infer users' preferences, this collection process not only does not require the user's intervention but also generates more information than explicit feedback. Implicit feedback is a potential source of information especially for less active and expressive users (Pasi, 2014) .
In order to generate recommendations, existing approaches may consider different prediction objectives such as:
• Rating prediction: several approaches, such as collaborative and content-based filtering, consider the rating as the variable to predict since it reflects the user's interest in an unknown item. Hereby, items with the highest predicted rating are suggested to the user since they are the most likely to interest him.
• Items classification: several approaches consider recommendation as a classification problem whose objective is to filter items based on a predicted label. Consequently, the variable to predict is the candidate item's class. For example, the recommender objective may be to predict if an item would be purchased, liked, clicked on or considered as relevant by the active user. Therefore, the predicted variable can be binary, multinomial or ordinal.
• Items ranking and relevancy quantification: multi-criteria and utility-based recommendation approaches estimate quantify the quality of an item by measuring its utility or the interest degree for a given user. The objective here is to generate a ranking of potential items based on an estimated value.
Since recommender systems adopt different hypotheses and methodologies, several data models were used in order to infer users' preferences based on the data they collect and the tasks they try to achieve. Collaborative filtering (CF) approaches rely on a minimalistic data model. Items and users are referred to only by their identifiers. In user-centred collaborative filtering (UC-CF), data is organised into a user-item matrix containing the ratings assigned by users to items. Hereby, the objective consists on estimating the missing ratings that users would assign to unknown items (Goldberg et al., 1992) .
Item-centred collaborative filtering (IC-CF) approaches are based on an item to item matrix representing items' correlations. Depending on the approach's hypothesis, two items would be considered as correlated if they were rated similarly or purchased by the same users (Linden et al., 2003) .
CF approaches are generic and may be used in several domains since they are not based on items descriptions nor on users attributes. However, these approaches' effectiveness and usefulness become limited when the ratings are sparse or biased. In such cases, CF may show a poor coverage of the items' (resp. users) space since it does not dispose of enough ratings for all available items (resp. users).
Content-based filtering (CBF) utilises a richer data model including items' features as descriptors. This leads to a more refined user profile describing his/her interests towards items' features instead of their identifiers as in CF. Consequently, users' ratings may be organised into a user-feature matrix where each value quantifies a user's interest in a given item feature (Pazzani, 1999; Mooney and Roy, 2000) . Such data model is used later to estimate users' ratings towards unknown items based on their features.
Demographic filtering (DF) extends the UC-CF data model by describing users based on their demographic attributes (e.g., age, gender, social status and education). Therefore, ratings are organised into a demographic attribute-item matrix where each value quantifies the interest of users having a given demographic attribute towards a given item. More generic approaches may adopt a set of descriptors for both items and users. Hereby, ratings quantify the interests of users having a given demographic attribute to items having a given feature. Such modelling helps predict users interests based on the correlations between their demographic attributes and items' features (Krulwich, 1997; Pazzani, 1999) .
Context-aware recommendation approaches integrate contextual information in their data models for a better handling of context-dependent consumption behaviours. These approaches are mainly derived from the existing approaches in which users' actions (e.g., ratings, queries and purchases) are labeled by a set of variables describing their occurrence contexts (e.g., time, location and access support, etc. . . ). Thus, the current interests of a given user are predicted based on historical data in similar contexts (Jones, 2005; Woerndl and Groh, 2007) . Several research investigated the situations where the context influences users' choices and specified techniques for relevant context aware recommendations (Adomavicius and Tuzhilin, 2011; Baltrunas and Ricci, 2014) .
Recent studies focus on users' social environment as a potential data source for recommendation (Wang et al., 2015) . Such approaches integrate data obtained from social networks in users' profiles in order to infer their interests based on their relationships (Besbes et al., 2016; Haddad et al., 2014) .
Recommendation approaches based on explicit feedback may extend data models with the information users deliver when interacting with the recommender system. Such data may include, for example, keywords related to users' opinions and responses to surveys or explicit weights assigned to items' features and categories. Multi-criteria and utility-based recommendation approaches use such data in order to infer users' interests and personalise recommendations (Baazaoui-Zgha et al., 2014) .
Finally, recommendation approaches relying on statistical modelling may use any available data source in order to build their recommendation kernels. As a matter of fact, such approaches are able to handle any type of descriptors (e.g., for items, users, context, etc. . . ) as numerical, categorical or ordinal variables and generate recommendations using data mining and predictive analytic techniques. In addition to the usual data, this class of approaches are able to infer and use non-functional information describing variables' causalities and relationships (Miyahara and Pazzani, 2000; Iwata et al., 2007) .
Recommendations inference methodologies
Recommendation approaches adopt different ideas and assumptions in order to determine the most relevant resources for a given user. Consequently, according to their recommendations generation processes, the main recommendation approaches may be classified into the following categories:
• Attribute based approaches: these approaches evaluate items' relevancy based solely on their content. They measure the similarities between items' descriptions (e.g., text, attributes vector, keywords, etc. . . ) and the active user's preferred items (e.g., previously liked, well rated or purchased).
• Users' correlation based approaches: collaborative and DF are the main variants of this class of approaches and propose different definitions of users' correlation. In user centred collaborative filtering (UC-CF), the main assumption is that like-minded users will have the same interests and purchases. Therefore, users are considered as correlated if they have similar rating or purchase patterns. Consequently, in order to generate recommendations for a given user, UC-CF approaches predict his/her interests by aggregating the ratings or the purchases of his like-minded users. However, in DF, the main assumption is that demographically similar users will have similar interests and purchases. Therefore, users correlation is induced from their demographic attributes in order to recommend, for a given user, the most popular items within his demographic cluster. Such neighborhood based approaches were made popular thank to their effectiveness during the Netflix recommendation challenge (Bell and Koren, 2007) .
• Items' correlation based approaches: these approaches make recommendations based on items correlations and assume that users would show similar attitudes towards correlated items. For example, in e-commerce, two products may be considered as correlated if they co-occur frequently in users' transactions as in basket analysis approaches. Moreover, in IC-CF, items are considered as correlated if they have similar rating patterns. In order to make suggestions, these approaches recommend the most correlated items to the ones that the user already liked or purchased. Generally, such recommendations are explained as follows: "users that liked/purchased your items have also liked/purchased the following ones".
• Knowledge and utility based approaches: these approaches are based on domain knowledge in order to map users' needs and preferences to the potential items (or items' features) to recommend. This knowledge encapsulates the rules defining how items and their features can satisfy a specific user need and may be issued by domain experts or data mining techniques from consumption data. Therefore, following a user action (e.g., expressing a given need, rating or purchasing an item), the approach generates recommendations by exploiting the knowledge base and inferring the recommendations. Utility based recommendation approach encapsulate the domain knowledge into utility functions in order to measure the compatibility between items and users' needs. Such approaches are able to generate personalised knowledge and thus recommendations by defining a utility function for each user based on his profile. Consequently, items having the highest utility value are recommended to the user.
• Hybrid approaches: several researches focus on the hybridisation of existing recommendation approaches. Such approaches rely on the assumption that the aggregation of several recommendation techniques helps overcome their shortcomings and thus improves their efficiency. Burke et al. argue the need for hybrid recommender systems and define several hybridisation strategies (Burke, 2007) . For example, Tejeda-Lorente et al. (2014) resorted to switching between a collaborative and a content-based approaches, whereas other researches combine both techniques within the same system (Kardan and Ebrahimi, 1974) . Other approaches may include different hybridisation techniques in order to improve their recommendations by taking into account more behavioural patterns and criteria (Chen et al., 2014; Lee et al., 2016) .
Discussion and motivations
Each recommendation algorithm is based on a set of assumptions about consumption behaviours in order to predict individuals' interests and future purchases. However, for a given business, only a subset of the existing recommendation algorithms may properly predict consumption trends since the main ideas behind each one encompass only few facets of consumers' behaviours. Therefore, system designers may rely on hybridisation of several recommendation approaches in order to take into consideration all the facts that drive consumers' purchase decisions and interests.
In this context, we believe that it is more relevant to propose a new class of adaptive and multi-faceted recommendation algorithms, capable of adapting their recommendations based on the observed consumption behaviours in the application domain. Such recommendation algorithms or models would be able to operate independently of the application field and infer consumers' preferences in order to suggest items accordingly using the most suitable set of reasoning mechanisms. Thus, instead of selecting the most appropriate recommendation approach with regard to the application field and systematically and exclusively using its reasoning technique, the adaptive recommendation model or algorithm would adapt its inference methodology to the available data and to the observed consumption behaviours without any pre-defined hypothesis. Our motivations derive from the fact that such recommender system would be capable of operating in all application fields where content or service consumers are facing a wide range of choices and need assistance in order to filter the most appropriate ones (e.g., goods, TV programs, books, e-commerce offers, travel destinations and services, etc. . . ).
Existing recommender systems focus on predicting users' missing ratings as an indicator of their interests. However, we consider that users' ratings and interests are only a factor that influences their decisions to purchase or to adopt a given product. To this end, we believe that an adaptive approach should be able to align its reasoning to the considered use case and either focus on stimulating users' interests by suggesting items that they would highly rate or on filtering the ones that they can consider as potential candidates for acquisition.
A new adaptive recommendation model
In this work, we aim at proposing a recommendation model unifying the main ideas of mainstream recommendation approaches. Such model would be domain-independent and have more coverage than each approach used individually. In fact, an adaptive model should be able to generate relevant recommendations either collaboratively, based on content, contextually or using more complex combinations. In order to achieve this goal, we adopt a statistical approach in order to filter the most appropriate items for a given user. Statistical modelling techniques are well adapted for the predictive nature of the recommendation task. Not only do the statistical models have the advantage of being formally defined, but they provide the necessary tools to take into account uncertainties, data sparsity and the subjectivity of consumers' preferences and decisions.
In this work, we develop two variants of the proposed model. The first targets the offline recommendation use cases where users are not interacting with the service platform and are targeted with static one-time recommendations (e.g., e-mail marketing). The second variants targets online use cases where customers interact with the available content and where recommendations need to be adapted dynamically with regard to the perceived behaviours and attitudes. influences their decisions to purchase or to adopt a given product. To this end, we believe that an adaptive approach should be able to align its reasoning to the considered use case and either focus on stimulating users' interests by suggesting items that they would highly rate or on filtering the ones that they can consider as potential candidates for acquisition.
In this work, we aim at proposing a recommendation model unifying the main ideas of mainstream recommendation approaches. Such model would be domain-independent and have more coverage than each approach used individually. In fact, an adaptive model should be able to generate relevant recommendations either collaboratively, based on content, contextually or using more complex combinations. In order to achieve this goal, we adopt a statistical approach in order to filter the most appropriate items for a given user. Statistical modeling techniques are well adapted for the predictive nature of the recommendation task. Not only do the statistical models have the advantage of being formally defined, but they provide the necessary tools to take into account uncertainties, data sparsity and the subjectivity of consumers' preferences and decisions.
In this work, we develop two variants of the proposed model. The first targets the offline recommendation use cases where users are not interacting with the service platform and are targeted with static one-time recommendations (e.g. email marketing). The second variants targets online use cases where customers interact with the available content and where recommendations need to be adapted dynamically with regard to the perceived behaviors and attitudes. Figure 1 presents the two variants of the proposed recommendation model and their different strategies for targeting consumers' interests based on the observation of their behaviors.
In this section, we start by identifying the variables that may explain consumption decisions and studying their dependencies. Then, we formalize our recommendation model and discuss its possible implementation strategies.
Consumption behaviors modeling
In this section, we start by identifying the variables that may explain consumption decisions and studying their dependencies. Then, we formalise our recommendation model and discuss its possible implementation strategies.
Consumption behaviours modelling
In order to generate recommendations, the proposed methodology starts from previous researches on consumers' psychology in order to identify the factors that influence, and consequently explain consumers' behaviours. We believe that such an approach is more likely to be generic, complete and explicative since it takes into account all known facets of consumption behaviours. However, the proposed model retains only the information that already exists in e-commerce platforms or that can be easily collected with a minimal interaction with consumers. Consequently, the following factors were retained in our proposition in order to model and predict consumers' interests and purchases: 1 consumers' demographic attributes 2 their past attitudes towards perceived content 3 items' features and finally 4 the consumption context.
Demographic attributes
Demographic attributes include basic and objective consumer descriptors such as gender, age, status, income, education and size of the household. Such variables make it possible to build clusters of similar consumption behaviours and preferences. In addition to those intrinsic variables, descriptors pointing to the individual's geographical and social memberships can be considered to capture common behaviours, objectives and intentions induced by social and cultural norms (Chu and Huang, 2017; Chen et al., 2017) .
Attitudes and interests
The main objective of a recommendation approach is to generate accurate and interesting recommendations that meet consumers' preferences and tastes. However, predicting consumers' interests is conditioned by the understanding of their past attitudes towards the items they perceived and interacted with. Thus, it is necessary to take into account the consumers' attitude factor while making recommendations. In our model, attitudes and interests are mainly deduced through the ratings they assign to items.
In addition to ratings, consumers' navigation and past purchases may reflect their attitudes and interests. Navigations represent the set of items a customer accessed and perceived among all the available ones which represents a state of interest and implication towards them. Moreover, navigational data include consumers' purchase history which is the most important information in a recommender system. Indeed, acquiring content or products reveals not only the consumer's interest but also a state of satisfaction with regard to their properties. Thus, the purchase variable is the target variable to predict in our recommendation model.
Items' features
Beyond the consumer modelling, we believe that items' attributes represent an important factor that influences purchase decisions since the satisfaction of the consumer's objectives and needs depends on items' features and on the objectives they may realise. Consequently, we include the intrinsic properties of the available items in the recommendation model. We also take into account the objectives that an item may satisfy to evaluate their compatibility and consistency with a given customer's objectives (Zhang et al., 2007) . This enables the recommendation model to generate recommendations based on their features similarities as in content-based recommendation approaches.
The context
Several studies have shown that considering the context helps improve recommendations quality (Woerndl and Groh, 2007; Jones, 2005) . The context may include several components such as the temporal aspect (e.g., time of the day, day of the week and date) and spatial information (e.g., user's location, neighborhood and future movements). In this work, the context is limited to the temporal dimension in order to capture the consumption patterns that emerge depending on time (e.g., occasional or periodic interests and purchases). However, other contextual variables may be integrated into the model depending on the available data. For example, we believe that users' intentions should be considered as contextual information since they vary over time and may be used to explain their behaviours.
Recommendation model formalisation
We formalise the recommendation model as a classification problem whose goal is to predict whether a purchase would be observed, given a user u, a candidate item x, the current context q and the available explicative variables in the dataset. Hidden variables are also used in the model such as users' groups and items' categories which are inferred from the existing descriptors. Consequently, in order to generate recommendations, we compute the purchase probability p(a + |u, x, q) for each available item and retain the top N ones with the highest odds.
Proposition 1: Let U = {u 1 , . . . , u Nu } be the set of users where each user u is defined by a vector of
Proposition 2: Let X = {x 1 , . . . , x Nx } be the set of available items or products. Each item x is defined by a vector of N f attributes such as
Proposition 3: Users attitudes are mainly expressed through the ratings they assign to items in order to evaluate their interest (e.g., stars rating system). In this work ratings are represented by the ordinal variable e ∈ {e 1 , e 2 , . . . , e Ne }.
Proposition 4: Let a ∈ {a
+ , a − } be the purchase variable having two possible outcomes namely a + and a − indicating respectively whether the purchase event occurred or not. The variable a is the outcome to predict in order to decide whether an item should be recommended.
Claim 1: We assume that each consumer action (i.e., rating or purchase) occurs in a specific context q. The variable q is multidimensional since it may include a set of descriptors representing, for example, the time or the location of the user.
In order to take into account the similarities that exist between users or between items, we introduce two latent variables, namely g and c referring respectively to users' groups and to items' categories. Users in the same group may share demographic attributes, social status or objectives and thus, may have common interests, behaviours and constraints (Chu and Huang, 2017; Chen et al., 2017) . Furthermore, items within the same category may have similar features (e.g., laptops having similar processors, prices or colours) or satisfy the same objectives (e.g., Wi-Fi routers and switches for networking or tents and sleeping bags for camping). Users clustering helps address the new users' problem where no recommendations can be generated for individuals having no purchase history or enough ratings. In these cases, the interests of a new user could be inferred from demographically similar users. Analogically, items clustering into homogeneous categories makes it possible to recommend the new ones based on their neighbours even if they were unknown or not yet rated by consumers. In these cases, a new item could be recommended to users who may find its similar items interesting. In order to develop the recommendation model using the selected variables, we adopt a set of hypotheses concerning their conditional dependencies and independencies.
Claim 2:We assume that users and items are conditionally dependent on their respective groups and categories. Indeed, knowing the group to which a user belongs is sufficient to infer his main demographic attributes with a high probability. Similarly, an item's category is a good indicator of its main features.
Claim 3: We consider that a user's interest (i.e., rating) towards an item, represented by the variable e, depend on his/her groups g, the item's category c and the context q. Hereby, we believe that groups of similar users exhibit similar interests towards some items' categories within the same context. For example, parents and households with children would be probably interested in toys around December and in traveling in scholar holidays. Similar patterns may be noticed on media consumption (e.g., TV programs or news articles) since different demographic groups may be interested in similar topics in the same periods.
Claim 4:
We assume that the purchase decision a of a user u can be inferred from his/her interest degree e towards the considered item x and the current context q. We believe that there are some contexts that drive each user to make a favorable purchase decision with regard to an item towards whom he/she already have high interest degree. Moreover, using training data, our model should be able to spot cases where recommending a highly interesting item to a user would be not effective if it detects that, in the past, no other user from his/her group did purchase the item in the current context.
In order to develop the purchase probability p(a + |u, x, q), we start by marginalising over the variables c and g. This enables the model to predict the outcome based on the past interactions between users that are similar to u and items similar to x. Analogically, given the sparsity of ratings we also marginalise over the variable e. Consequently, groups, categories and missing ratings can be learned from the dataset. Therefore, given our hypothesis on variables' conditional independencies, the purchase probability can be simplified as follows:
The term p(e k |c i , g j , q) denotes the probability of observing a consumer group g j giving a rating value e k to an item from the category c i in the context q. This term generalises content-based, demographic and collaborative filtering algorithms and their derivative context-aware versions when integrating the context variable q. Hereby, if we exclude the context q and consider that each category c i contains exclusively a single item x i , we would obtain :
This formulation abstracts respectively user-based collaborative filtering and DF approaches depending on whether groups are obtained by segmenting users based on their ratings' similarity or on their demographics. Thus, the estimation of the user's rating of an item x would be based on the ones that were assigned to x by his neighbours. However, if we consider that each group g j contains exclusively a single user u j , we would obtain :
This formalisation emulates both item-based collaborative filtering and CBF depending respectively on whether the items' clustering similarity measure uses items ratings or features to calculate similarities. Thus, estimating the rating of a user u towards an item x would be based on the ratings he previously assigned to x's neighbours. The terms p(c i |x) (resp., p(g j |u)) represent the membership degree of an item x (resp. a consumer u) to the category c i [resp., to the group g j ] and is related to clustering. Moreover, these terms are closely related to the unbiased versions of collaborative, demographic and CBF where ratings are weighted according to items and/or users' similarities.
The term p(a + |e k , q) represents the purchase probability given an observed rating e k in the current context q. In this work we assume that potential items for recommendation are not only those that might interest the consumer (with regard to the predicted ratings), but also those he/she would probably purchase in a given context. Therefore, recommendations would generate more conversions since they are more compliant to the user's real purchase patterns, constraints and objectives. This approach would be more effective especially in domains where several items may satisfy the same objectives but have different acquisition costs (e.g., e-commerce).
The presented formalisation of the recommendation model helps filter the resources that are most likely to be adopted by the user in a given context. This formalisation is more adapted to offline recommendation (e.g., e-mail marketing campaigns) and experiments where users are not interacting with the recommendation platform. In these use cases, the main objective of the recommender system is to suggest to the user a static list of interesting items without being able to observe his/her attitude towards the recommendations in order to update them accordingly. Moreover, the proposed formalisation as well as existing approaches, are not able to take into account the time-value of the generated recommendations. In fact, when the recommendation list is generated, its items relevancy degrees remain the same until the new collected data counterbalances the existing one. Consequently, the recommendations would remain the same for a long time even if they did not gain the user's interest.
In the following section, we propose a dynamic formalisation of the proposed model that takes into account the recommendations' time-value within an interactive online recommendation scenario.
Adaptation for online/interactive recommendation
In order to assess the recommendations' time value problem, the recommendation model should be able to adapt its future recommendations with regard to the user's attitudes towards the previously suggested items. We believe that the longer the recommendations are exposed to the user without evoking his/her interest (e.g., click, consultation or purchase), the more probable he/she considers them as irrelevant. Consequently, the dynamic formalisation of the proposed model integrates the concept of awareness in order to determine if the user is aware of the existence of a recommended item and if it should be renewed in the next iteration.
In order to adapt the recommendation model to the online interactive recommendation context, and model the time-value of its suggestions, we define the binary variable w ∈ {w + , w − } indicating if an awareness state is observed. The awareness variable depends only on users and items such as p(w − |x, u) would be the probability that a user u is not aware of the existence of an item x. Moreover, we assume that the user's decision to purchase or not an item is conditionally independent of his/her awareness of it.
Given the stated assumptions, the objective of the proposed dynamic recommendation model is to calculate p(a + , w − |x, u, q), the probability that a user u would acquire an item x that he/she was not aware of, given u's demographics, x's features and the current context q. The recommendation probability of the dynamic model is formalised as follows:
The formalisation of the proposed dynamic model allows it to prioritise the recommendation of items that the user is not aware of, and avoid recommending those that he/she may already have seen and ignored. This constitutes a contribution towards assessing the recommendations' time-value challenge defined by Ricci et al. (2011) . Hereby, the recommendations generated by existing approaches such as CF, DF and CBF remain the same until the newly acquired data (e.g., purchases and ratings) counterbalance the existing one. As shown in equation (5), the dynamic variant of our model utilises p(w − |u, x) in order to reduce the purchase probability, calculated by the static one [cf., equation (2)] for items that were repeatedly recommended to a given user without attracting his interest. Consequently, during navigation, each time the user interacts with the available content, a subset of recommendations may be replaced in order to favor unknown items. Thus, by taking into account users' feedback and attitudes towards recommendations, the model is able to generate more dynamic and diverse recommendations while increasing its recall. In order to illustrate this point, let us consider two items x 1 and x 2 having the same purchase probability with regard to a user u using equation (2)
, the dynamic formalisation of the proposed model would prioritise the item x 1 since x 2 has more chance to be known or seen and ignored by the user.
p(w − |x, u) is an a priory probability mainly depending on the user interface. Indeed, the probability that the user becomes aware or not of a recommendation depends on its position in the interface layout and thus should be estimated empirically. We consider that within a recommendations list, each item has a probability p to be not perceived by the user. Consequently, the probability that a user u is not aware of an item x that was recommended n times derives from a binomial distribution B(n, p) and is equal to p n . Thus, the probability p should be adjusted experimentally depending on the targeted application's user interface layout.
Offline benchmarking of the recommendation model
In order to evaluate the performance of our recommendation model, we implemented several state-of-the-art recommendation approaches and conducted a series of offline experimentations on a real-world dataset. In the following, the experiments' details and main results are presented and discussed.
Experimentation dataset
In this work, we adopted the MovieLens dataset (http://grouplens.org/datasets/ movielens/100k/) since it is the closest to our requirements with regard to the available variables. This dataset includes ratings assigned by a set of users to the movies they have watched. The data also includes several demographic attributes describing the users in addition to a set of variables enumerating items' features. The dataset used in the following experiments includes the following data:
• 1,700 users described by their ages, genders and occupations.
• 950 movies described by their titles and release dates. Movies are classified into 19 predefined genres, namely unknown, action, adventure, animation, children, comedy, crime, documentary, drama, fantasy, film-noir, horror, musical, mystery, romance, sci-fi, thriller, war and western. A set of binary variables indicate whether a movie belongs to a given predefined genre.
• 100,000 ratings, on a scale of one (i.e., awful) to five (i.e., must see) that were assigned by users to the available movies. Hereby, each user has at least 20 ratings.
Implemented algorithms
In this work, four recommendation approaches were implemented in order to evaluate our model's predictions. Hereby, the objective is to predict the rating r ac that a given active user u a would assign to a candidate item x c , given the set of ratings given by all users u i to the available items. Thus, the problem can be reduced to estimating a missing rating in a user-item rating matrix. In order to evaluate the performance of our recommendation model and assess its relevancy, a comparative study was undertaken using several variants of the following algorithms.
• user-centred collaborative filtering (UC-CF)
• item-centred collaborative filtering (IC-CF)
• content-based filtering (CBF)
• demographic filtering (DF)
• the proposed recommandation model (FM).
In this experiment, several variants of each recommendation approach were evaluated. Different similarity and distance measures were implemented such as Euclidean distance, cosine, adjusted cosine, mean absolute error, root mean square error and Manhattan distance. At the same time, several rating estimators were used, when applicable, in order to obtain the best results for each algorithm. Therefore, the compared algorithms were evaluated using all the possible combinations of similarity/distance measures and rating estimators.
Experimental results and observations
In this section, we enumerate and discuss the results of the studied recommendation approaches using the MovieLens dataset. The obtained results are used to evaluate the performances of our proposed recommendation model. Using the mean absolute error (MAE) as a quality measure, each of the studied recommendation approaches is evaluated using different combinations of similarity measures and ratings estimators. Figure 2 shows that user centered collaborative filtering is the least stable approach since it depends heavily on its underlying parameters, similarity measure and rating estimator. When implemented using different parameters, similarity measures and rating estimators, we observe large variations in prediction quality. However, the results obtained from demographic filtering are the least dispersed and show that this algorithm is less sensitive to its parameters and underlying techniques. Meanwhile, item-centered collaborative filtering, content-based filtering and our model present similar prediction quality ranges with regard to the experimented configurations.
User centered collaborative filtering (UC-CF) has the closest results to ours. The proposed unbiased recommendation model (FM-UE) outperforms UC-CF with regard to the MAE measure, whereas the latter have a slightly better RMSE. Meanwhile, the quality of UC-CF recommendations depends on the specified neighborhood size and on the estimator used to aggregate like-minded users' ratings. Hereby, experiments show that the best UC-CF rating estimators are those weighting neighbors' ratings proportionally to their similarity to the active user.
The benchmarking of the proposed model and UC-CF shows that the best results were obtained using the unbiased estimators for both algorithms. In fact, our experiments show that taking into account users rating biases increases the recommendation quality by nearly 12% for F M − U E and 7% UC-CF. This may be explained by the fact that even likeminded users may have different perceptions about the rating scale. This rating bias is Figure 2 presents the distribution of the prediction errors that were obtained using the best configurations of each experimented approach. The obtained mean average error values for each approach are displayed in a box-and-whisker plot in order to visualise the variability of its recommendation quality. The bottom and top of each box indicate the upper and the lower quartiles (respectively the 0.25 and 0.75 quartiles) of the obtained MAE values for a given approach, whereas, the band inside the box indicates the median (the 0.5 quartile). In Figure 2 , Outlier values outside the upper and lower whiskers are plotted with dots. The summary of these obtained results are enumerated in Table 1 where the best two values for each measure are in italic. Figure 2 shows that UC-CF is the least stable approach since it depends heavily on its underlying parameters, similarity measure and rating estimator. When implemented using different parameters, similarity measures and rating estimators, we observe large variations in prediction quality. However, the results obtained from DF are the least dispersed and show that this algorithm is less sensitive to its parameters and underlying techniques. Meanwhile, item-centred collaborative filtering, CBF and our model present similar prediction quality ranges with regard to the experimented configurations. UC-CF has the closest results to ours. The proposed unbiased recommendation model (FM-UE) outperforms UC-CF with regard to the MAE measure, whereas the latter have a slightly better RMSE. Meanwhile, the quality of UC-CF recommendations depends on the specified neighbourhood size and on the estimator used to aggregate like-minded users' ratings. Hereby, experiments show that the best UC-CF rating estimators are those weighting neighbours' ratings proportionally to their similarity to the active user. The benchmarking of the proposed model and UC-CF shows that the best results were obtained using the unbiased estimators for both algorithms. In fact, our experiments show that taking into account users rating biases increases the recommendation quality by nearly 12% for F M -U E and 7% UC-CF. This may be explained by the fact that even like-minded users may have different perceptions about the rating scale. This rating bias is corrected by adjusting the estimated ratings to the user's usual rating patterns. Such results confirm the findings of Piramuthu et al. outlining the importance of bias compensation in recommendation approaches dealing with users' inputs (Piramuthu et al., 2012) .
Content based recommendation relies on similarities between items. However, the utilised similarity or distance measures do not influence the recommendations quality. Our experiments show that, for a given item, the selected similarity neighbourhood only differs slightly when using different measures. Besides, the quality of CBF approaches depends mainly on the application domain. Indeed, when the available items belong to the same semantic concept and are described using the same features, CBF is applicable and able to deliver relevant recommendations since it suggests items that are similar to the ones the user liked. However, when the domain items belong to different categories (e.g., movies, books and electronics), CBF's recommendations are limited to the ones that users already know since similarity measures cannot compare items with different descriptors. Therefore, CBF is unable to help a user explore new items from unknown and potentially irrelevant categories as in CF.
DF presents the least relevant recommendations in our benchmark. However, the recommendations' quality is stable and independent of the utilised similarity measure and rating estimator. This may be explained by the application domain since the films in the MovieLens dataset are not specific to any demographic class. Thus, demographic attributes were not discriminative enough to explain and predict users' interests.
Our experiments show that the proposed recommendation model is able to predict consumer behaviours and interests. By unifying the main ideas of existing recommendation approaches, the proposed model is able to predict and quantify users' interests whether they are induced by their demographics, products' features or by the context. Moreover, the proposed recommendation model is generic and extensible since other factors or descriptors that may influence consumption behaviours can be included if they are available.
Finally, since the proposed recommender is model based, it has a better response time than memory-based ones since it only requires the application of the probability calculation formula which leads to a lower latency and constant execution time for the prediction phase. Concerning the clustering phase, our experiments were carried using kmeans and expectation maximisation techniques which may present a high complexity when dealing with a large number of items or users. Hereby, even if this step is done offline, its execution time may be reduced by constraining the number of iterations in the clustering algorithm or by adopting less complex techniques or heuristics such as the Lloyd kmeans algorithm.
Online evaluation of the recommendation model
In several application domains, services or content providers are able to continuously collect users' behaviours. Therefore, a relevant recommendation approach should be able to perform online on rapidly expanding datasets. Such an approach should take into consideration the latest trends of users' interests and behaviours in order to accurately target their needs. In this experiment, we evaluate our recommendation model on a large scale news recommendation platform collecting large volumes of users' behaviours and serving real-time recommendations to users.
Experimental framework and evaluation protocol
The proposed dynamic recommendation model was evaluated on the open recommendation platform (ORP) from plista (http://orp.plista.org) during the CLEF Newsreel 2015 and 2016 challenges (Kille et al., 2015 (Kille et al., , 2016 . The experimentation platform consists on a multi-site recommendation system whose objective is to collect usage data from new publishers' websites in order to deliver recommendations for their respective readers. In order to evaluate participants' recommendation approaches, the platform shares the collected usage data in real-time (i.e., articles impressions, clicks and updates) and delegates a subset of its recommendation requests to their respective recommender systems. Actually, when a recommendation is needed on a publisher's website, a candidate recommender system may be asked to generate a list of potential articles to suggest to the user. In such case, the recommender system should return the recommendations list within 200 ms otherwise plista would fill the request. Hereby, the performance of a recommender system is evaluated with regard to the click through rates (CTR) it generates via its recommended articles. The more the system's recommendations are clicked by users, the more its clicks rate and quality are better. Figure 3 presents the messaging schema between our recommender system and the ORP platform. The communication between a candidate recommender system and the ORP is established using the HTTP protocol by exchanging JSON encoded messages. Messages' types are as follows:
• Article update: this type of message indicates an update on an existing article or the creation of a new one on a publisher's website. The message includes the article's description, its category and expiration date.
• Notification: when a user interacts with an article on a publisher's website, the platform notifies the evaluated recommender system by indicating the interaction type (impression of an article or a click on a recommendation), its time and the recommendations that were exposed.
• Recommendation request: every time a user starts reading a news article on a publisher's website, the recommendation platform emits a recommendation request to the candidate system. The request includes the user identifier, the publisher and the number of items to recommend.
• Recommendations list: when a candidate system receives a recommendation request, it should return, within 200 ms, a list of relevant articles to the recommendation platform.
In order to adapt the proposed model to the experimentation context, we consider that reading an article is equivalent to purchasing it and model it using the variable a. Several configurations of the proposed dynamic model were deployed online in order to evaluate their performances on the ORP platform using different values of p(w − x, u). During the 2015 challenge, items' categories were available since they were already partitioned into distinct topics on their publishers' websites (e.g., sports, economics, international and local events, etc. . . ). Therefore, the clustering step of our data preparation process was skipped. No user clustering was performed since all the logged actions were anonymous.
Experimental results and interpretation
In order to evaluate the contribution of the awareness concept within an online interactive recommendation scenario, we proceed by comparing the performance of the static formalisation (i.e., F M ) to several configurations of the dynamic one (i.e., F M A). Table 2 shows the number of recommendations (NB REC) and the CTR issued from the static model F M as a baseline and several instances of the dynamic variant denoted F M A γ using different values of p(w − |u, x) = γ. In this experiment spanning three weeks, users' recommendation requests were routed randomly to these different configurations by the Plista platform. The results show that the best results are obtained using the dynamic variant of the recommendation model using p(w − |u, x) = 0.4. This implies that, for the participating news publishing sites, when an article is recommended, it has approximately a 40% probability not to be perceived by the user. Hence, at each iteration, the recommendation list is updated and the items' predicted relevancy decreases according to the number of times they were exposed to the user.
In order to assess the evolution of the dynamic variant of the proposed model over time, we collected the performance measures of the F M A 0.4 variant during 25 weeks during the 2015 challenge and 18 weeks after. Figure 4 shows the number of recommendations requests and the corresponding CTR for each week during the 43 weeks. Even if the obtained results in the 2015 CLEF newsreel challenge were promising and the proposed model obtained the third place, the 2016 challenge showed that the results were not optimal. The news articles in the 2016 challenge were sparsely and poorly labeled and caused an important decrease in our recommender's CTR which dropped to 0.5049%. This stressed the need to exploit the textual description of the available content in order to properly infer the corresponding category of each news article that the system ingests.
Therefore, in the 2016 challenge, we extended our recommendation architecture with a new semantic analysis and clustering component whose objective is to index news articles based on their keywords and cluster them into homogeneous categories based on their content similarities. This semantic variant of our proposition, using kmeans for clustering, showed a CTR of 0.7699% at the same period where the original system had a 0.5049% CTR.
During the 2015 challenge, the monitoring of the deployed recommender system shows that it was able to handle up to 10,000 events (i.e., update, notification or recommendation request) per minute while having a response time below 10 ms, an average CPU occupation of 8% using a two-cores processor and less than 120M o of memory space. However, the average response time for the semantic version during the 2016 challenge was 37 ms since it also handles news articles keywords extraction, lemmatisation, indexation and clustering. During the last experiment, our proposition had proved its scalability since it was able to respond to more recommendation requests than any other participant (Kille et al., 2016) . Hereby, the best configuration of our recommender system was able to process nearly 300,000 events per minute while generating 93 clicks per day among an average of 10,500 recommendations (Kille et al., 2016) .
Conclusions and future works
In this work, we proposed an adaptive recommendation model based on statistical modelling and using several sources of information in order to predict users' interests and consumption behaviours. We derived two variants from the proposed model in order to address offline and online recommendation use cases. The proposed model has the ability to adapt its reasoning schema in order to issue collaborative, content-based, demographic or hybrid recommendations depending on the available data with minimal supervision and configuration.
In order to assess the performances of our proposition, we conducted an offline benchmarking experiment whose objective is to compare our proposition to several commonly adopted recommendation algorithms on a real-world dataset. Furthermore, the proposed model was evaluated on an online news recommendation platform in order to assess its performances, quality and scalability when dealing with real-world applications requiring the processing of high velocity and high volume data streams with real-time constraints.
Our experiments show that the proposed recommendation model is able to outperform existing approaches by unifying their main ideas and by using all the available data sources when inferring and predicting users' interests. In fact, consumers' behaviours may be predicted whether they are driven by consumers internal factors or by the resources features. Furthermore, the online experimentation of the proposed model proves its scalability and low complexity which makes it a potential candidate for a real-time large-scale recommendation.
Future perspective of this work will focus on improving the underlying components of our architecture. A deeper analysis of the available unstructured content would make it possible to infer the context, the mentioned named entities in items' descriptions or users' sentiments and needs expressed in their comments and queries (Hamdan et al., 2015) . Such analysis would make items' clustering and users interests inference more accurate and thus increasing the quality of the recommendations. However, new techniques and algorithms should be adopted in order to handle large-scale cases with high data velocity and volume (Bellot et al., 2011) .
