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Abstract. We consider the regional enlarged observability problem for frac-
tional evolution differential equations involving Caputo derivatives. Using the
Hilbert Uniqueness Method, we show that it is possible to rebuild the initial
state between two prescribed functions only in an internal subregion of the
whole domain. Finally, an example is provided to illustrate the theory.
1. Introduction. Let Ω be an open bounded subset ofRn, with a regular boundary
∂Ω. For T > 0, let us denote QT = Ω× [0, T ] and ΣT = ∂Ω× [0, T ]. We consider
the following time fractional order diffusion system of order q ∈ (0, 1):

C
0 D
q
t y(x, t) = Ay(x, t) in QT
y(ξ, t) = 0 on ΣT
y(x, 0) = y0(x) in Ω.
(1)
Without loss of generality, we denote y(t) := y(x, t). The measurements are given
by the following output function:
z(t) = Cy(t), t ∈ [0, T ] , (2)
where C0 D
q
t denotes the left-sided Caputo fractional order derivative with respect
to time t, A is a second order linear operator with dense domain such that the
coefficients do not depend on time t and generates a strongly continuous semi-group
(R(t))t≥0 on the Hilbert space L
2(Ω). We assume that the initial state y0 ∈ L2(Ω)
is unknown and C is called the observation operator, which is a linear operator,
possibly unbounded, depending on the structure and the number p ∈ N of the
considered sensors, with dense domain D(C) ⊆ L2(Ω) and range in the observation
space O = L2(0, T ;Rp).
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The history of fractional calculus goes back to more than 300 years when in
1965 the derivative of order q =
1
2
was discussed by Leibniz. Since then, several
mathematicians contributed to this subject over the years. We can mention the
works of Liouville, Riemann and Weyl, who made major improvements to the theory
of fractional calculus. The researches continued with the contributions from Fourier,
Abel, Leibniz, Gru¨nwald, Letnikov and many others. During last decades, the
investigation of the theory of differential equations of a fractional order was motived
by the intensive development of the theory of fractional calculus. This area of
research has attracted great attention of many mathematicians, physicists, and
engineers, see, e.g., [1, 2, 11, 12, 13, 19, 32]. It is a very useful and valuable tool in
the modeling of many real phenomena. Indeed, we can find numerous applications
in electrochemistry, electromagnetic, fluid dynamics, control theory, viscoelasticity,
viscoplasticity, traffic, economics, aerodynamics, heat conduction and continuum
mechanics, see, e.g., [4, 5, 6, 8, 9, 20, 24, 26, 27, 28, 31].
One of the recent research topics in control theory is studying the concept of
regional observability for fractional partial differential equations [16, 17]. The au-
thors in these works discuss the problem of regional observability, regional boundary
observability and regional gradient observability of Riemann–Liouville and Caputo
type time fractional diffusion systems, where the goal is the possibility to recon-
struct the initial (state or gradient state) just in an interested subregion of the whole
domain Ω. For partial differential equations, several works deal with this problem.
We refer the interested reader to [3, 10, 14, 15, 34] and references therein for more
details.
In this paper, we investigate the regional enlarged observability, also so-called
observability with constraints on the state, of fractional diffusion systems with Ca-
puto fractional derivative, using the Hilbert Uniqueness Method (HUM) of Lions
[22, 23].
The remainder of this paper is organized as follows. Some basic knowledge and
preliminary results, which will be used throughout the paper, are given in Section 2.
In Section 3, we characterize the enlarged observability of the system. Section 4 is
focused on the regional reconstruction of the initial state between two prescribed
functions only in an internal subregion of the evolution domain. Finally, we present
an example to demonstrate our main result in Section 5. We end with Section 6 of
conclusions.
2. Preliminaries. In this section, we introduce some notations, definitions, and
preliminary results, which are used in the rest of the paper.
Definition 2.1 (See [20, 28]). The left-sided and the right-sided fractional integrals
of order q > 0 of a function y(x, t) with respect to t ∈ [0, T ] are given as
0I
q
t y(x, t) =
1
Γ(q)
∫ t
0
(t− s)q−1y(x, s)ds
and
tI
q
T y(x, t) =
1
Γ(q)
∫ T
t
(s− t)q−1y(x, s)ds,
respectively, provided the right-hand sides are pointwise defined on [0, T ], where
Γ(q) denotes Euler’s Gamma function.
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Definition 2.2 (See [20, 28]). The left-sided and right-sided Caputo fractional
derivatives of order 0 < q < 1, of a function y(x, t) with respect to t ∈ [0, T ], are
defined as
C
0 D
q
t y(x, t) =
1
Γ(1− q)
∫ t
0
(t− s)−q d
ds
y(x, s)ds
and
C
t D
q
T y(x, t) =
−1
Γ(1− q)
∫ T
t
(s− t)−q d
ds
y(x, s)ds,
respectively.
Lemma 2.3 (See [35]). For t ∈ [0, T ], any y0 ∈ L2(Ω) and 0 < q < 1, we say that
the function y ∈ L2(0, T ;L2(Ω)) is a mild solution of system (1), denoted by y(x, ·),
if it satisfies
y(x, t) = Sq(t)y0,
where
Sq(t) =
∫ ∞
0
ξq(θ)R(t
qθ)dθ,
ξq(θ) =
1
q
θ−1−
1
q̟q(θ
− 1
q ),
̟q(θ) =
1
π
∞∑
n=1
(−1)n−1θ−nq−1Γ(nq + 1)
n!
sin(nπq), θ ∈ (0,∞).
Remark 1 (See [25]). Let ξq represent the probability density function defined on
(0,∞), satisfying
ξq(θ) ≥ 0, θ ∈ (0,∞) and
∫ ∞
0
ξq(θ)dθ = 1.
Then, ∫ ∞
0
θνξq(θ)dθ =
Γ(1 + ν)
Γ(1 + qν)
, ν ≥ 0.
Note that the output function (2) can be written as
z(t) = CSq(t)y0
= Kq(t)y0,
where Kq : L
2(Ω) −→ O is a linear operator. To obtain the adjoint operator of
Kq, we have two cases, depending on the notions of admissibility of the observation
operator C.
Case 1: C is bounded (i.e., zone sensors). Let C : L2(Ω) −→ O and C∗ be its
adjoint. We get that the adjoint operator of Kq is given by
K∗q : O −→ L2(Ω)
z∗ 7−→
∫ T
0
S∗q (s)C
∗z∗(s)ds.
Case 2: C is unbounded (i.e., pointwise sensors – see Definition 2.6). In this
case, we have C : D(C) ⊆ L2(Ω) −→ O with C∗ denoting its adjoint. In
order to give a sense to (2), we make the assumption that C is an admissible
observation operator in the sense of the following definition.
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Definition 2.4. The operator C of system (1)–(2) is an admissible observation
operator if there exists a constant M > 0 such that∫ T
0
‖CSq(s)y0‖2 ds ≤M ‖y0‖2
for any y0 ∈ D(C).
Note that the admissibility of C guarantees that we can extend the mapping
y0 7−→ CSq(t)y0 = Kq(t)y0
to a bounded linear operator from L2(Ω) to O. For more details, see, e.g., [29, 30,
33]. Then the adjoint of the operator Kq can be defined as
K∗q : D(K
∗
q ) ⊆ O −→ L2(Ω)
z∗ 7−→
∫ T
0
S∗q (s)C
∗z∗(s)ds.
Next we introduce the notion of sensors.
Definition 2.5 (See [14]). A sensor is a couple defined by (D, f), where D is a
nonempty closed part of Ω representing the geometric support of the sensor, and
f define the spatial distribution of the information on the support D. Then the
output function (2) can be written in the form
z(t) =
∫
D
y(x, t)f(x)dx. (3)
Definition 2.6 (See [14]). A sensor may be pointwise (internal or boundary) if
D = {b} with b ∈ Ω and f = δ(b − ·), where δ is the Dirac mass concentrated in b,
and the sensor is then denoted by (b, δb). In this case, the operator C is unbounded
and the output function (2) can be written in the form
z(t) = y(b, t). (4)
In order to prove our results, the following lemmas are used.
Lemma 2.7 (See [21]). Let the reflection operator Q on the interval [0, T ] be defined
by
Qf(t) := f(T − t).
Then the following relations hold:
QC0 Dqt f(t) = Ct DqTQf(t), Q0Iqt f(t) = tIqTQf(t)
and
C
0 D
q
tQf(t) = QCt DqT f(t), 0IqtQf(t) = QtIqT f(t).
Lemma 2.8 (See [17]). For any q ∈ (0, 1), t ∈ [0, T ], let
Hf(t) =
∞∑
i=1
∫ t
0
Eq,q(λi(t− s)q)
(t− s)1−q (ϕi , Bf(s))dsϕi (x), f ∈ L
2(0, T ;Rp).
Then,
0I
1−q
t Hf(t) =
∞∑
i=1
∫ t
0
Eq(λi(t− s)q)(ϕi , Bf(s))dsϕi(x),
where (ϕ
i
)i∈N are the eigenfunctions of the operator A in L
2(Ω).
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3. Enlarged observability and characterization. Let ω ⊆ Ω be a given subre-
gion with a positive Lebesgue measure. We define the restriction operator χ
ω
and
its adjoint χ∗
ω
by
χω : L
2(Ω) −→ L2(ω)
y −→ χ
ω
y = y|ω
and
(χ∗
ω
y)(x) =
{
y(x) if x ∈ ω
0 if x ∈ Ω\ω.
From [7, 10, 29], we get that a necessary and sufficient condition for the regional
exact observability of system (1) augmented with (2) in ω at time t is given by
Im(χ
ω
K∗q ) = L
2(ω).
Let α(·) and β(·) be two functions defined in L2(ω) such that α(·) ≤ β(·) a.e. in
ω. Throughout the paper, we set
E := {y ∈ L2(ω) | α(·) ≤ y(·) ≤ β(·) a.e. in ω } .
We consider
y0 =
{
y10 in E
y20 in L
2(Ω)\E .
The study of regional enlarged observability for Caputo time fractional order diffu-
sion systems amounts to solve the following problem.
Problem. Given the system (1) together with the output (2) in ω at time t ∈ [0, T ],
is it possible to reconstruct y10 between two prescribed functions α(·) and β(·) in ω?
Before proving our first result, we need two important definitions.
Definition 3.1. The system (1) together with the output (2) is said to be exactly
E-observable in ω if
Im(χ
ω
K∗q ) ∩ E 6= ∅.
Definition 3.2. The sensor (D, f) is said to be exactly E-strategic in ω if the
observed system is exactly E-observable in ω.
Remark 2. If the system (1) together with the output (2) is exactly E-observable
in ω1, then it is exactly E-observable in any subregion ω2 ⊂ ω1.
Theorem 3.3. The following two statements are equivalent:
1. The system (1) together with the output (2) is exactly E-observable in ω.
2. Ker(Kqχ
∗
ω
) ∩ E = {0}.
Proof. We begin by proving that statement 1 implies 2. For that we show that
Im(χ
ω
K∗q ) ∩ E 6= ∅ =⇒ Ker(Kqχ∗ω ) ∩ E = {0}.
Suppose that
Ker(Kqχ
∗
ω
) ∩ E 6= {0}.
Let us consider y ∈ Ker(Kqχ∗ω) ∩ E such that y 6= 0. Then, y ∈ Ker(Kqχ∗ω) and
y ∈ E . We have Ker(Kqχ∗ω ) = Im(χωK∗q )⊥, so that y ∈ Im(χωK∗q )⊥, y 6= 0.
Therefore, y /∈ Im(χ
ω
K∗q ), and
Ker(Kqχ
∗
ω
) ∩ E ⊂ L2(ω) \ Im(χ
ω
K∗q ),
Im(χ
ω
K∗q ) ⊂
[
L2(ω) \Ker(Kqχ∗ω)
] ∪ [L2(ω) \ E ] .
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We have
Im(χ
ω
K∗q ) ⊂ L2(ω) \Ker(Kqχ∗ω).
Accordingly,
Im(χ
ω
K∗q ) ∩Ker(Kqχ∗ω ) = ∅
and
Im(χ
ω
K∗q ) ∩ Im(χωK∗q )⊥ = ∅,
which is absurd. Since
Im(χ
ω
K∗q ) ⊂ L2(ω) \ E ,
it follows that
Im(χ
ω
K∗q ) ∩ E = ∅,
which is also absurd. Consequently,
Ker(Kqχ
∗
ω
) ∩ E = {0}.
We now prove the reverse implication: statement 2 implies 1. For that we show
that
Ker(Kqχ
∗
ω
) ∩ E = {0} =⇒ Im(χ
ω
K∗q ) ∩ E 6= ∅.
Suppose that
Ker(Kqχ
∗
ω
) ∩ E = {0}.
Let us consider
y ∈ Ker(Kqχ∗ω) ∩ E .
Then, y ∈ Ker(Kqχ∗ω) and y ∈ E such that y = 0. We have
Ker(Kqχ
∗
ω
) = Im(χ
ω
K∗q )
⊥,
so y ∈ Im(χ
ω
K∗q )
⊥ such that y = 0. Hence,
y ∈ Im(χ
ω
K∗q ) and y ∈ E ,
and
Im(χ
ω
K∗q ) ∩ E 6= ∅,
which shows that (1)–(2) is exactly E-observable in ω.
Remark 3. There exist systems that are not observable in the whole domain but
exactly E-observable in some region. This is illustrated by the following example
(see Proposition 1).
Example 1. Let us consider the following one-dimensional time fractional differ-
ential system of order q ∈ (0, 1) in Ω1 = [0, 1], excited by a pointwise sensor:

C
0 D
0.6
t y(x, t) =
∂2
∂x2
y(x, t) in [0, 1]× [0, T ]
y(0, t) = y(1, t) = 0 in [0, T ]
y(x, 0) = y0(x) in [0, 1],
(5)
augmented with the output function
z(t) = Cy(x, t) = y(b, t), (6)
where b =
1
3
∈ Ω1. The operator A = ∂
2
∂x2
has a complete set of eigenfunctions
(ϕ
i
) in L2(Ω1) associated with the eigenvalues (λi), given by
ϕ
i
(x) =
√
2 sin(iπx) and λi = −i2π2
REGIONAL ENLARGED OBSERVABILITY OF CAPUTO 7
with
R(t)y(x) =
∞∑
i=1
eλit 〈y, ϕ
i
〉
L2(Ω1)
ϕ
i
(x).
Then,
S0.6(t)y(x) =
∞∑
i=1
E0.6(λit
0.6) 〈y, ϕ
i
〉
L2(Ω1)
ϕ
i
(x),
where Eq(z) :=
∞∑
i=0
zi
Γ(qi+ 1)
, Re q > 0, z ∈ C, is the generalized Mittag-Leffler
function in one parameter (see, e.g., [18]).
Let y0(x) = sin(2πx) be the initial state to be observed. Then, for ω1 =
[
1
4
,
1
2
]
,
the following result holds.
Proposition 1. There is a state for which the system (5)–(6) is not weakly observ-
able in Ω1 but it is exactly E1-observable in ω1.
Proof. To show that system (5)–(6) is not weakly observable in Ω1, it is sufficient
to verify that y0 ∈ Ker(K0.6). We have
K0.6 y0(x) =
∞∑
i=1
E0.6(λit
0.6) 〈y0, ϕi〉
L2(Ω1)
ϕ
i
(b)
= 2
∞∑
i=1
E0.6(λit
0.6) sin
(
iπ
3
)∫ 1
0
sin(2πx) sin(iπx)dx
= 0.
Hence, K0.6y0(x) = 0. Consequently, the state y0 is not weakly observable in Ω1.
On the other hand, one has
K0.6χ
∗
ω1
χ
ω1
y0(x) =
∞∑
i=1
E0.6(λit
0.6)
〈
χ∗
ω1
χ
ω1
y0, ϕi
〉
L2(Ω1)
ϕ
i
(b)
=
∞∑
i=1
E0.6(λit
0.6) 〈y0, ϕi〉
L2(ω1)
ϕ
i
(b)
=
√
3E0.6(−π2t0.6)
∫ 1
2
1
4
sin(2πx) sin(πx)dx
=
4
√
3−√6
6π
E0.6(−π2t0.6)
6= 0,
which means that the state y0 is weakly observable in ω1. Moreover, for
α1(x) =
∣∣∣y0|ω1(x)
∣∣∣− 1
2
< y0|ω1(x)
and
β1(x) =
∣∣∣y0|ω1(x)
∣∣∣+ 1
2
> y0|ω1(x), ∀x ∈ ω1,
we have χ
ω1
y0(x) ∈ E1 and system (5)–(6) is exactly E1-observable in ω1.
The proof is complete.
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4. HUM approach. Here we will use an extension of the Hilbert Uniqueness
Method (HUM) introduced by Lions (see [22]) to reconstruct the initial state be-
tween two prescribed functions α(·) and β(·) in ω. In what follows, G is defined
by
G = { g ∈ L2(Ω) | g = 0 in L2(Ω)\E } . (7)
For ϕ0 ∈ G, we consider the following system:

C
0 D
q
tϕ(x, t) = Aϕ(x, t) in QT
ϕ(ξ, t) = 0 on ΣT
ϕ(x, 0) = ϕ
0
(x) in Ω.
(8)
Without loss of generality, we denote ϕ(x, t) := ϕ(t). System (8) admits a unique
mild solution ϕ ∈ L2(0, T ;L2(Ω)) given by ϕ(t) = Sq(t)ϕ0 . Now we go further into
the state reconstruction by considering two types of sensors.
4.1. Pointwise sensors. In this case, the output function is given by
z(t) = ϕ(b, T − t), t ∈ [0, T ], (9)
where b ∈ Ω denotes the given location of the sensor. We consider a semi-norm on
G defined by
ϕ
0
7−→ ‖ϕ
0
‖2G =
∫ T
0
‖Cϕ(T − t)‖2 dt. (10)
The following result holds.
Lemma 4.1. If the system (1) together with the output (9) is exactly E-observable
in ω, then (10) defines a norm on G.
Proof. Consider ϕ0 ∈ G. Then,
‖ϕ
0
‖G =⇒ Cϕ(T − t) = 0 for all t ∈ [0, T ].
We have
ϕ
0
∈ L2(Ω) =⇒ χ
ω
ϕ
0
∈ L2(ω)
or
Kq(t)χ
∗
ω
χ
ω
ϕ
0
= CSq(t)χ
∗
ω
χ
ω
ϕ
0
= 0.
Hence,
χ
ω
ϕ
0
∈ Ker(Kqχ∗ω).
For χ
ω
ϕ0 ∈ E , one has χωϕ0 ∈ Ker(Kqχ∗ω) ∩ E and, because the system is exactly
E-observable in ω, χ
ω
ϕ
0
= 0. Consequently, ϕ
0
= 0 and (10) is a norm. The proof
is complete.
Consider the system

QCt DqTΨ(x, t) = A∗QΨ(x, t) + C∗CQϕ(x, t) in QT
Ψ(ξ, t) = 0 on ΣT
Ψ(x, T ) = 0 in Ω.
(11)
For ϕ
0
∈ G, we define the operator Λ : G −→ G∗ by
Nϕ
0
= P(0I1−qT Ψ(0)),
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where P = χ∗ωχω and Ψ(0) = Ψ(x, 0). Let us now consider the system

QCt DqTΘ(x, t) = A∗QΘ(x, t) + C∗Qz(t) in QT
Θ(ξ, t) = 0 on ΣT
Θ(x, T ) = 0 in Ω.
(12)
If ϕ
0
is chosen such that Θ(0) = Ψ(0) in ω, then our problem of enlarged observ-
ability is reduced to solve the equation
Nϕ
0
= P(0I1−qT Θ(0)). (13)
Theorem 4.2. If the system (1) together with the output (9) is exactly E-observable
in ω, then equation (13) admits a unique solution ϕ0 ∈ G, which coincides with the
initial state y10 observed between α(·) and β(·) in ω. Moreover, y10 = χωϕ0 .
Proof. By Lemma 4.1, if the system (1) together with the output (9) is exactly
E-observable in ω, we see that ‖·‖G is a norm of the space G.
Now, we show that (13) admits a unique solution in G. For any ϕ0 ∈ G, equation
(13) admits a unique solution if N is an isomorphism. Then,
〈Nϕ
0
, ϕ
0
〉L2(Ω) =
〈
P(0I1−qT Ψ(0)), ϕ0
〉
L2(Ω)
=
〈
χ∗
ω
χ
ω
(0I
1−q
T Ψ(0)), ϕ0
〉
L2(Ω)
=
〈
0I
1−q
T Ψ(0), ϕ0
〉
L2(ω)
.
Moreover, by Lemma 2.7, we see that system (11) can be rewritten as

C
0 D
q
tQΨ(x, t) = A∗QΨ(x, t) + C∗CQϕ(x, t) in QT
Ψ(ξ, t) = 0 on ΣT
Ψ(x, T ) = 0 in Ω,
and its unique mild solution is
Ψ(t) = S∗q (T − t)Ψ(T ) +
∫ T
t
(T − τ)q−1H∗q (T − τ)C∗Cϕ(T − τ)dτ
and
Ψ(0) =
∫ T
0
(T − τ)q−1H∗q (T − τ)C∗Cϕ(T − τ)dτ,
where
H∗q (t) = q
∫ ∞
0
θξq(θ)R
∗(tqθ)dθ
with (R∗(t))t≥0 the strongly continuous semi-group generated by A
∗. We obtain by
Lemma 2.8 that
〈Nϕ0 , ϕ0〉L2(Ω) =
〈
0I
1−q
T Ψ(0), ϕ0
〉
=
〈∫ T
0
S∗q (T − τ)C∗Cϕ(T − τ)dτ, ϕ0
〉
=
∫ T
0
〈Cϕ(T − τ), CSq(T − τ)ϕ0 〉 dτ
=
∫ T
0
‖Cϕ(T − τ)‖2 dτ
= ‖ϕ
0
‖2G .
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Then the equation (13) has a unique solution that is also the initial state to be
estimated between α(·) and β(·) in the subregion ω given by
y10 = χωϕ0 .
The proof is complete.
4.2. Zone sensors. Let us come back to system (1) and suppose that the mea-
surements are given by an internal zone sensor defined by (D, f). The system is
augmented with the output function
z(t) =
∫
D
y(x, T − t)f(x)dx. (14)
In this case, we consider (8), G given by (7), and we define a semi-norm on G by
‖ϕ0‖2G =
∫ T
0
〈ϕ(T − t), f〉2L2(D) dt (15)
with 

Q Ct DqTΨ(x, t) = A∗QΨ(x, t) + 〈Qϕ(t), f〉L2(D) χDf(x) in QT
Ψ(ξ, t) = 0 on ΣT
Ψ(x, T ) = 0 in Ω.
(16)
We introduce the operator
N : G −→ G∗
ϕ
0
−→ Nϕ
0
= P(0I1−qT Ψ(0)),
(17)
where P = χ∗ωχω and Ψ(0) = Ψ(x, 0). Let us consider the system

Q Ct DqTΘ(x, t) = A∗QΘ(x, t) + 〈Qz(t), f〉L2(D) χDf(x) in QT
Θ(ξ, t) = 0 on ΣT
Θ(x, T ) = 0 in Ω.
(18)
If ϕ0 is chosen such that Θ(0) = Ψ(0) in ω, then (18) can be seen as the adjoint of
system (1) and our problem of enlarged observability consists to solve the equation
Nϕ
0
= P(0I1−qT Θ(0)). (19)
Theorem 4.3. If system (1) together with the output (14) is exactly E-observable
in ω, then equation (19) has a unique solution ϕ
0
∈ G, which coincides with the
initial state y10 observed between α(·) and β(·) in ω.
Proof. The proof is similar to the proof of Theorem 4.2.
5. Example. Let us consider the system (5) together with the output (6) and let
b ∈ Ω1 = [0, 1],
ω1 =
[
1
4
,
1
2
]
, α1(x) =
∣∣∣y0|ω1(x)
∣∣∣− 1
2
, β1(x) =
∣∣∣y0|ω1(x)
∣∣∣+ 1
2
and G1 be the set defined
by
G1 =
{
g ∈ L2(Ω1) | g = 0 in L2(Ω1)\E1
}
.
By Lemma 4.1, if the system (5) together with the output (6) is exactly E1-
observable in ω1, then, for any ϕ0 ∈ G1, we see that
ϕ
0
7−→ ‖ϕ
0
‖2G1 =
∫ T
0
‖ϕ(b, T − t)‖2 dt
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defines a norm on G1, where ϕ(x, t) solves

C
0 D
0.6
t ϕ(x, t) =
∂2
∂x2
ϕ(x, t) in [0, 1]× [0, T ]
ϕ(0, t) = ϕ(1, t) = 0 in [0, T ]
ϕ(x, 0) = ϕ
0
(x) in [0, 1].
The regional enlarged observability problem is equivalent to solving the equation
N1ϕ0 = P(0I0.4T Θ(0)), (20)
where Θ satisfies

Q Ct D0.6T Θ(x, t) =
∂2
∂x2
QΘ(x, t) + δ(x− b)z(T − t) in [0, 1]× [0, T ]
Θ(0, t) = Θ(1, t) = 0 in [0, T ]
Θ(x, T ) = 0 in [0, 1].
Let N1 be defined by
N1ϕ0 = P(0I0.4T Ψ(0)),
which is an isomorphism from G1 to G∗1 , and Ψ be the solution of the following
system:

QCt D0.6T Ψ(x, t) =
∂2
∂x2
QΨ(x, t) + C∗CQϕ(x, t) in [0, 1]× [0, T ]
Ψ(0, t) = Ψ(1, t) = 0 in [0, T ]
Ψ(x, T ) = 0 in [0, 1].
By Theorem 4.2, we conclude that (20) admits a unique solution ϕ0 ∈ G1 and
y0|ω1 = χω1ϕ0 , provided that the system (5)–(6) is exactly E1-observable in ω1.
6. Conclusion. In this paper, regional enlarged observability of Caputo time frac-
tional diffusion systems of order α ∈ (0, 1) is discussed. The results we present here
can also be extended to complex fractional order distributed parameter systems.
This and other questions, as to give numerical results and a real application to sup-
port our theoretical analysis, are being considered and will be addressed elsewhere.
Acknowledgments. This work was supported by Hassan II Academy of Sciences
and Technology project 630/2016 and by Portuguese funds through the Center
for Research and Development in Mathematics and Applications (CIDMA) and
The Portuguese Foundation for Science and Technology (FCT), within project
UID/MAT/04106/2013.
REFERENCES
[1] S. Abbas, M. Benchohra and G. M. N’Gue´re´kata, Topics in fractional differential equations,
Developments in Mathematics, 27 , Springer, New York, (2012).
[2] R. Almeida, S. Pooseh and D. F. M. Torres, Computational methods in the fractional calculus
of variations, Imperial College Press, London, (2015).
[3] M. Amouroux, A. El Ja¨ı and E. Zerrik, Regional observability of distributed systems, Internat.
J. Systems Sci. 25 (1994), no. 2, 301–313.
[4] M. Axtell and M. E. Bise, Fractional calculus applications in control systems, IEEE Confer-
ence on Aerospace and Electronics 2 (1990), 563–566.
[5] D. Baleanu, A. K. Golmankhaneh and A. K. Golmankhaneh, On electromagnetic field in
fractional space, Nonlinear Anal. Real World Appl. 11 (2010), no. 1, 288–292.
[6] A. Carpinteri and F. Mainardi, Fractals and fractional calculus in continuum mechanics,
Springer Verlag (1997), 291–348.
12 H. ZOUITEN, A. BOUTOULOUT AND D. F. M. TORRES
[7] R. F. Curtain and H. Zwart, An introduction to infinite-dimensional linear systems theory,
Texts in Applied Mathematics, 21, Springer-Verlag, New York, (1995).
[8] A. Debbouche and D. F. M. Torres, Sobolev type fractional dynamic equations and optimal
multi-integral controls with fractional nonlocal conditions, Fract. Calc. Appl. Anal. 18 (2015),
no. 1, 95–121. arXiv:1409.6028
[9] K. Diethelm and A.D. Freed, On the solution of nonlinear fractional order differential equa-
tions used in the modelling of viscoplasticity, in: Scientific Computing in Chemical Engi-
neering II: Computational Fluid Dynamics, Reaction Engineering and Molecular Properties,
Springer Verlag, Heidelberg, (1999), 217–224.
[10] S. Dolecki and D. L. Russell, A general theory of observation and control, SIAM J. Control
Optimization 15 (1977), no. 2, 185–220.
[11] A. Dzielin´ski and D. Sierociuk, Ultracapacitor modelling and control using discrete fractional
order state-space model, Acta Montan. Slovaca 13 (2008), no. 1, 136–145.
[12] A. Dzielin´ski and D. Sierociuk, Fractional order model of beam heating process and its ex-
perimental verification, in New trends in nanotechnology and fractional calculus applications,
287–294, Springer, New York, (2010).
[13] A. Dzielin´ski, D. Sierociuk and G. Sarwas, Some applications of fractional order calculus,
Bull. Polish Acad. Sci. Tech. Sci. 58 (2010), no. 4, 583–592.
[14] A. El Ja¨ı and A. J. Pritchard, Capteurs et actionneurs dans l’analyse des syste`mes distribue´s,
Recherches en Mathe´matiques Applique´es, 3, Masson, Paris, (1986).
[15] A. El Ja¨ı, M. C. Simon and E. Zerrik, Regional observability and sensors structures, Sensors
and Actuators Journal 39 (1993), 95–102.
[16] F. Ge, Y. Chen and C. Kou, On the regional gradient observability of time fractional diffusion
processes, Automatica J. IFAC 74 (2016), 1–9.
[17] F. Ge, Y. Q. Chen and C. Kou, Regional analysis of time-fractional diffusion processes,
Springer, Cham, (2018).
[18] R. Gorenflo, A. A. Kilbas, F. Mainardi and S. V. Rogosin, Mittag-Leffler functions, related
topics and applications, Springer Monographs in Mathematics, Springer, Heidelberg, (2014).
[19] R. Hilfer, Applications of fractional calculus in physics, World Scientific Publishing Co., Inc.,
River Edge, NJ, (2000).
[20] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and applications of fractional
differential equations, North-Holland Mathematics Studies, 204, Elsevier Science B.V., Am-
sterdam, (2006).
[21] M. Klimek, On solutions of linear fractional differential equations of a variational type,
Czestochowa University of Technology, Czestochowa, (2009).
[22] J.-L. Lions, Controˆlabilite´ exacte, perturbations et stabilisation de syste`mes distribue´s. Tome
2, Recherches en Mathe´matiques Applique´es, 9, Masson, Paris, (1988).
[23] J.-L. Lions, Sur la controˆlabilite´ exacte e´largie, in Partial differential equations and the
calculus of variations, Vol. II, 703–727, Progr. Nonlinear Differential Equations Appl., 2,
Birkha¨user Boston, Boston, MA, (1989).
[24] R. L. Magin, Fractional calculus in bioengineering, Begell House Inc., (2006).
[25] F. Mainardi, P. Paradisi and R. Gorenflo, Probability distributions generated by fractional
diffusion equations, arXiv:0704.0320 (2007).
[26] D. Mozyrska and D. F. M. Torres, Minimal modified energy control for fractional linear
control systems with the Caputo derivative, Carpathian J. Math. 26 (2010), no. 2, 210–221.
arXiv:1004.3113
[27] A. Oustaloup, From fractality to non integer derivation: A fundamental idea for a new process
control strategy. In: Bensoussan A., Lions J.L. (eds) Analysis and Optimization of Systems.
Lecture Notes in Control and Information Sciences, vol. 111, Springer, Berlin, Heidelberg,
(1988), 53–64.
[28] I. Podlubny, Fractional differential equations, Mathematics in Science and Engineering, 198,
Academic Press, Inc., San Diego, CA, (1999).
[29] A. J. Pritchard and A. Wirth, Unbounded control and observation systems and their duality,
SIAM J. Control Optim. 16 (1978), no. 4, 535–545.
[30] D. Salamon, Infinite-dimensional linear systems with unbounded control and observation: a
functional analytic approach, Trans. Amer. Math. Soc. 300 (1987), no. 2, 383–431.
[31] S. G. Samko, A. A. Kilbas and O. I. Marichev, Fractional integrals and derivatives, translated
from the 1987 Russian original, Gordon and Breach Science Publishers, Yverdon, (1993).
REGIONAL ENLARGED OBSERVABILITY OF CAPUTO 13
[32] J. A. Tenreiro Machado, F. Mainardi, V. Kiryakova and T. Atanackovic´, Fractional calculus:
D’ou` venons-nous? Que sommes-nous? Ou` allons-nous?, Fract. Calc. Appl. Anal. 19 (2016),
no. 5, 1074–1104.
[33] G. Weiss, Admissible observation operators for linear semigroups, Israel J. Math. 65 (1989),
no. 1, 17–43.
[34] E. H. Zerrik and H. Bourray, Gradient observability for diffusion systems, Int. J. Appl. Math.
Comput. Sci. 13 (2003), no. 2, 139–150.
[35] Y. Zhou and F. Jiao, Existence of mild solutions for fractional neutral evolution equations,
Comput. Math. Appl. 59 (2010), no. 3, 1063–1077.
Received April 2018; revised July 2018.
E-mail address: zouiten.hayat1991@gmail.com
E-mail address: boutouloutali@yahoo.fr
E-mail address: delfim@ua.pt
