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a b s t r a c t
The hyperbolicmodified Gram–Schmidt (HMGS)method is proposed for block downdating
the Cholesky factorization. The method might be unsatisfactory due to rounding errors.
A modified version based on the MGS process is presented and is shown to be mixed
stable. Numerical tests show that the new method has the same numerical properties as
the generalized LINPACK-type algorithm, and canwork better than the Householder-based
algorithm given by Bojanczyk and Steinhardt (1991) [9].
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let
Y =

X
Y˜

∈ Rm×n (1.1)
be amatrix with full column rank, where the first t rows are denoted as X ∈ Rt×n. Frequently one knows the Cholesky factor
S of Y TY
Y TY = ST S, (1.2)
andwishes to find the new Cholesky factor of Y˜ T Y˜ from S and X . This problem is called the block downdating of the Cholesky
factorization. In view of (1.1) and (1.2), we have the relation
ST S = Y˜ T Y˜ + XTX
and we are to find the upper triangular matrix Rwith positive diagonal entries such that
RTR = Y˜ T Y˜ = ST S − XTX, (1.3)
which is equivalent to the problem of block downdating of the QR decomposition of Y
Y = Q

S
0

,
where the orthogonal factorQ is not available. Throughout this paperwe assume that Y and Y˜ have full column ranks, which
ensure that the matrix R is unique.
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The problem of downdating a single row (when t = 1) has been extensively studied in the literature [1–5]. For the block
downdating problem (when t > 1), the generalized LINPACK (GLPK) downdating algorithm [6] needs 2.5tn2 flops (one flop
is taken to be one multiplication and one addition) as opposed to O((m − t)n2) for recomputing the QR decomposition
completely from Y˜ . Therefore the block downdating algorithm is much faster when t ≪ m. A more stable method based
on the Corrected Seminormal Equations (CSNE) [6] can give more accurate results than the GLPK algorithm when the
downdating problem is ill conditioned, but needs 3tmn + 4tn2 flops, which is more costly. A hybrid algorithm with lower
computational cost that can produce accurate solutions that are comparable to those from the CSNE method was also
investigated in [6]. All these methods need to recover the first t rows of Q during the computations.
Another kind of method for removing several rows simultaneously is based on hyperbolic Householder transforma-
tions [7], where we do not have to recover the first t rows of Q . The method is approximately twice as cost-effective as
hyperbolic-rotation-based method for downdating t rows sequentially, but might be numerically unstable. A modification
to the hyperbolic Householder transformation investigated in [8,9] greatly improves its numerical properties. This stabilized
Householder-based (SHouse) method is half hyperbolic and half orthogonal, and it can be interpreted as the inverse House-
holder QR problem of the matrix

X
R

, i.e., finding the matrix R such that S is the triangular QR factor from the Householder
QR of the matrix

X
R

. It is shown that for matrices X, S, the computed matrix R¯ satisfies
H˜

X +∆X
R¯+∆R

=

S
0

, (1.4)
where H˜ is an orthogonal matrix and∆xj∆rj

2
≤ j(t + 20)ϵ‖Sej‖2. (1.5)
Here ϵ denotes the relative machine precision, and ej means the jth column of the identity matrix with appropriate size.
This results is not backward stability since it is not possible to associate the error matrix ∆X with the original matrix X .
This kind of stability is called mixed stability in [8,9]. However when the matrices S and X have rows of different orders, the
numerical properties of applying the SHouse method will be less than satisfactory. To see this, let
S =

√
3λ
√
3
3
λ
2
√
3
3
λ
0
√
15
3
λ
√
15
15
λ
0 0
2
√
10
5
λ
 , X =

0 1 1
λ 0 λ

, (1.6)
where λ ≫ 1 is a parameter such that ST S − XTX is positive definite. Consider the first stage of the Householder QR of the
matrix Z (1) :=

X
R

. Obviously we can take r11 =
√
2λ since ‖Se1‖2 = ‖Z (1)e1‖2, and the first Householder transformation
has the form H1 = I − 2v1v
T
1
vT1 v1
, where v1 = (−
√
3λ, λ,
√
2λ, 0, 0)T . Therefore by the values of s12 and s13, it is easy to show
that r12 = r13 =
√
2
2 λ. Application of the first stage of the algorithm yields
Z (2) = H1Z (1)
=

0 1 1
λ 0 λ
√
2λ
√
2
2
λ
√
2
2
λ
0 r22 r23
0 0 r33
−
1
3λ2

−√3λ
λ√
2λ
0
0
 (3λ2,−√3λ+ λ2,−√3λ+ 2λ2)
=

√
3λ
√
3
3
λ
2
√
3
3
λ
0
√
3
3
− 1
3
λ
√
3
3
+ 1
3
λ
0
√
6
3
+
√
2
6
λ
√
6
3
−
√
2
6
λ
0 r22 r23
0 0 r33

.
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We see that when λ > 2
√
3ϵ−1, in the computed second and third rows the constants
√
3/3 and
√
6/3 will be lost. This
loss can be shown to be equivalent to zeroing the first rows of X and then carrying out the exact computation. The loss of
information occurs due to a small value in the pivot position. In this example we can interchange the first and second rows
in X to avoid losing the information. However if in the pivot column all the entries of X are of lower order compared to those
in R, the interchange strategy will be invalid to prevent the loss of information. It is necessary to develop a method that is
less insensitive to the row interchanges.
In this paper we present the hyperbolic modified Gram–Schmidt method for block downdating the Cholesky factoriza-
tions in Section 2. In a similar manner the stabilizedMGS-basedmethod is also given in Section 3. Rounding error analysis of
the modified method is also presented. The results show that the modified method is also mixed stable in the same sense as
the methods analyzed in [9,4]. Numerical experiments show that the new method is more stable than the SHouse method,
and has the same numerical properties as the GLPK method.
2. The hyperbolic modified Gram–Schmidt method
Given the signature matrix J = diag(Ip,−Iq) and for the matrix A ∈ R(p+q)×n, the hyperbolic modified Gram–Schmidt
(HMGS) method factorizes the matrix A into the skinny QR form as
A = Q1R, (2.1)
where Q T1 JQ1 = In; and R ∈ Rn×n is an upper triangular matrix with positive diagonal entries.
The theorem below provides information on the existence and uniqueness of the factorization (2.1).
Theorem 2.1. For the signature matrix J = diag(Ip,−Iq) and arbitrary matrix A ∈ R(p+q)×n, the factorization (2.1) exists and is
unique if and only if AT JA is positive definite.
Proof. The necessity is obvious. Suppose that AT JA is positive definite, then there exists a unique Cholesky factor R such that
AT JA = RTR,
where R ∈ Rn×n is an upper triangular matrix with positive diagonal entries. Let Q1 = AR−1, obviously we have A = Q1R
with Q T1 JQ1 = In. 
We now assume that AT JA is positive definite and construct the factorization (2.1) by the hyperbolic modified
Gram–Schmidt (HMGS), where we denote the scalar product ⟨x, y⟩J = xT Jy for x, y ∈ Rp+q and ‖x‖J =

xT Jx if xT Jx ≥ 0.
In the row oriented HMGS process with R being computed row by row, a sequence of matrices A(1) = A, A(2), . . . , A(n) is
generated, where
A(k) = (0, . . . , 0, a(k)k , . . . , a(k)n ), (2.2)
and at the kth step for A(k), the method first computes
rkk = ‖a(k)k ‖J , qk = a(k)k /rkk, (2.3)
and then calculates
rkj = ⟨qk, a(k)j ⟩J , a(k+1)j = a(k)j − rkjqk, (2.4)
for j = k+ 1, . . . , n. Thus after n steps with Q1 = (q1, q2, . . . , qn) and R = (rij), we can write A in the form (2.1).
Based on the procedures above, we note that if q1, . . . , qk−1 are well defined, then
a(k)j ∈ span{q1, . . . , qk−1, a(1)j } = span{a1, . . . , ak−1, aj}, j ≥ k,
Therefore there exists a nonzero vector β ∈ Rk such that a(k)j = Fβ with F = (a1, . . . , ak−1, aj). It follows that ‖a(k)j ‖J for
j ≥ k are well defined since F T JF is positive definite.
It should be pointed out that the HMGS method includes the modified Gram–Schmidt (MGS) method as a special
case. Different from the MGS method, the application to a(k)j at the kth step of the HMGS is determined by the matrix
Mk = I − qkqTk J , whereMk is an oblique projection onto the complement space of span{Jqk}, and it might be unbounded in
norm.
Theorem 2.2. Let J = diag(Ip,−Iq) and
M = I − uu
T J
uT Ju
, uT Ju ≠ 0, u ∈ Rp+q.
Then
‖M‖2 = u
Tu
|uT Ju| .
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Proof. We note that ‖M‖2 has the same 2-norm asM ′, where
M ′ = MJ = J − βuuT , β = 1/(uT Ju).
Obviously 0 is an eigenvalue ofM ′ sinceM ′(Ju) = 0. It is easy to see
rank(M ′ − Ip+q) ≤ rank(J − Ip+q)+ rank(βuuT ) = q+ 1,
which implies thatM ′ has at least p+q−(q+1) = p−1 eigenvalues equal to+1. SimilarlyM ′ has at least p+q−(p+1) = q−1
eigenvalues equal to−1 since rank(M ′ + Ip+q) ≤ p+ 1.
Now we have determined at least p + q − 1 eigenvalues of M ′. For the last eigenvalue λ of M ′, we note that the sum of
all the eigenvalues ofM ′ equals to the trace ofM ′, therefore
trace(M ′) = p− q− βtrace(uTu) = (p− 1)− (q− 1)+ 0+ λ,
from which |λ| = |β|uTu ≥ 1.
It follows thatM ′ and henceM have a zero singular value, p+q−2 unit singular values and |β|uTu is their largest singular
value, from which we derive ‖M‖2 = |β|uTu. 
Following the idea in [10,11], we can also observe the HMGS as a mathematically and numerically equivalent hyperbolic
Householder QR applied to the matrix A augmented with an n × n zeros matrix on the top. To see this, let J˜ = diag(In, J),
G(1) =

On
A

and
G(k+1) = PkG(k), G(k) =

R(k)
A(k)

, k = 1, 2, . . . , n, (2.5)
where
Pk = I − vkvTk J˜, with vk =
−ek
qk

, qk = a(k)k /‖a(k)k ‖J , ‖vk‖J˜ =
√
2, (2.6)
is a hyperbolic Householder matrix (i.e. PTk J˜Pk = J˜) to eliminate the entries below the diagonal of the kth column in G(k). It is
noted that the last n− k+ 1 rows of R(k) are zero and hence the multiplication of vTk J˜G(k) will only involve qTk JA(k) and (2.5)
essentially performs the following computations
r (k+1)kk = ‖a(k)k ‖J , r (k+1)kj = qTk Ja(k)j ,
a(k+1)j = Mka(k)j = (I − qkqTk J)a(k)j = a(k)j − r (k+1)kj qk,
which is equivalent to those in the kth step of HMGS method.
We also note that the matrix PiPj = I − vivTi J˜ − vjvTj J˜ if i ≠ j since vTi J˜vj = eTi ej + qTi Jqj = 0. Therefore P = Pn · · · P2P1 =
I −∑ni=1 vivTi J˜ has the form
P =

On Q T1 J
Q1 I − Q1Q T1 J

,
and (2.5) essentially computes the hyperbolic QR factorization
R
0

= P

On
A

, with PT J˜P = J˜.
We now turn to the block downdating problem (1.3). To obtain the Cholesky factor R, we can set
A =

S
X

, J = diag(In,−It),
and then apply the HMGS process to the matrix A to find the upper triangular R-factor. As for the numerical stability of the
HMGSmethod, it is possible tomimic the standard error analysis for the application of the oblique projectionMk = I−qkqTk J ,
where the roundoff errors might be bounded by ‖Mk‖2 or ‖qk‖2, which might lead to an unsatisfactory error bound because
of Theorem 2.2.
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3. Stabilized MGS-based method for block downdating problems
To derive stable algorithms for the downdating problem (1.3), as done in [9] we can treat the block downdating problem
as a QR problem for finding the matrix R by applying the standard MGS method to the matrix
Z =

X
R

, (3.1)
so that the corresponding triangular QR factor is S. To this end we assume for a moment that we know R and we want to
find the matrix S (while actually the opposite is the case) in the MGS algorithm such that
Z = Q1S, Q1 = (q1, q2, . . . , qn), Q T1 Q1 = In. (3.2)
In the MGS procedure with Z (1) = Z , we need to update Z (k) as
Z (k+1) = MkZ (k), Mk = I − qkqTk , (3.3)
for k = 1, 2, . . . , n. We note that the lower triangular part of R is already zero, the transformation Mk in (3.3) essentially
acts on rows 1 through t + k of Z (k), i.e.,Mk has the form
Mk =

Uk 0
0 In−k

, Uk = I − ukuTk ,
with uTk = (u1k, u2k, . . . , ut+k,k) and the matrix Z (k) has the form
Z (k) =

Y (k)
eTkR
...
eTnR
 , Y (k) ∈ R(t+k−1)×n,
where eTi R is the ith row of R, and Y
(k) is the submatrix of Z (k).
Assume that the matrix Z (k) and the first (k − 1) rows of R have been determined in the previous k − 1 steps. In step k
we want to determine row k of R.
Recall in the kth step of MGS applied to the matrix Z (1),
skk =
y(k)krkk

2
, uk =

y(k)k
rkk

skk,
skj = uTk
y(k)j
rkj

= (y(k)Tk y(k)j + rkkrkj)/skk, j = k+ 1, . . . , n,
which yields the following ‘‘hyperbolic’’ expressions
rkk =

s2kk −
t+k−1−
i=1
(y(k)ik )
2
1/2
rkj =

skkskj −
t+k−1−
i=1
y(k)ik y
(k)
ij

rkk, j = k+ 1, . . . , n.
It is noted that rkk is constructed in ‘‘hyperbolic’’ form and the orthogonal projection Uk = I − ukuTk is also determined after
we have determined rkk, after which we can use Uk to update Z (k), as described below.
Algorithm 3.1. Stabilized MGS-based (SMGS) algorithm
1. for k = 1, 2, . . . , n
2. compute rkk =

s2kk −
∑t+k−1
i=1 (y
(k)
ik )
2
1/2
3. compute uk = ( y
(k)
k
rkk
)/skk
4. for j = k+ 1, . . . , n
5. compute rkj =

skkskj −∑t+k−1i=1 y(k)ik y(k)ij /rkk
6. compute y(k+1)j =

y(k)j
rkj

− skjuk.
7. endfor
8. endfor
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The kth step of Algorithm 3.1 requires 2(t+ k)(n− k)+ t+ k flops for a total cost of n2(t+n/3+0.5)+O(n), compared
to n2(t + 1)+ tn+O(t + n) flops for the stabilized Householder-based method [9] and 2.5tn2 flops for GPLK algorithm [6].
Since theMGS applied to thematrix Z can be interpreted as amathematically andnumerically equivalentHouseholderQR
of G :=

On
Z

, the SMGS algorithm can also be regarded as the stabilized Householder-based (SHouse) method [9] applied
to the augmented matrix G. Therefore we are able to use the roundoff error analysis results in (1.4)–(1.5) to analyze the
numerical properties of the SMGS method.
Let R¯ be the computed downdated Cholesky factor from the SMGS method of Z , which is also the computed downdated
Cholesky factor from the SHouse method of

On
Z

. In view of the results in (1.4)–(1.5) for the SHouse method, there exists
an orthogonal matrix P˜ such that ∆FX +∆X ′
R¯+∆R′
 = P˜ S0

, (3.4)
where
∆fj∆x′j
∆r ′j

2
≤ j(t + n+ 20)ϵ‖Sej‖2. (3.5)
The lemma below is vital for us to analyze the rounding errors of the SMGS method.
Lemma 3.2 ([10]). For any matrices satisfying
F1
A+ F2

=

P11
P21

R, PT11P11 + PT21P21 = I,
there exist Qˆ1 and F such that
A+ F = Qˆ1R, Qˆ T1 Qˆ1 = I
and
‖Fej‖2 ≤ ‖F1ej‖2 + ‖F2ej‖2.
By applying Lemma 3.2 to the results in (3.4)–(3.5), there exist matrices Qˆ1 ∈ R(t+n)×n,∆X and∆R for the SMGSmethod
such that
X +∆X
R¯+∆R

= Qˆ1S, Qˆ T1 Qˆ1 = I, (3.6)
where∆xj∆rj

2
≤ 2j(t + n+ 20)ϵ‖Sej‖2. (3.7)
The results show that the stabilized MGS-based method is also mixed stable.
4. Numerical experiments
This section presents our numerical experiments. These experiments were performed using MATLAB 7.0 with machine
epsilon ϵ ≈ 1.1e− 16.
Before the test we first introduce the condition number κdown for the block downdating problem used in the experiments.
According to the theory in [6], the condition number is given by
κdown = 1/σ 2n (Γ ), Γ TΓ = In − U1UT1 , U1 = S−TXT ,
where σn(Γ ) denotes the smallest singular values of the matrix Γ .
Test 1. The aim of the first example is to verify the mixed stability of the SMGS method. To this end, let R0 be the R-factor
from a QR factorization of a random 8 × 8 matrix, and set R0(1, 1) = δ, where 0 < δ ≤ 1 is a parameter to control the
condition number of R0. Let X be a 4× 8 randommatrix, and update X into R0 to get the matrix S.
During the experiments, let R¯ be the result of using the SMGS method where the matrix X is downdated, which in exact
arithmetic will be R0. Define
ρSM = ‖R¯− R0‖2‖R0‖2 , ESM =
‖ST S − XTX − R¯T R¯‖2
‖ST S‖2 ,
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Table 4.1
Relative errors for different methods.
δ κ(R0) κdown ρSM ESM ρHM EHM
1e−0 4.6e+2 8.1e+3 6.0e−15 9.6e−17 7.5e−16 2.6e−16
1e−1 1.8e+3 1.9e+5 1.7e−14 7.7e−17 1.4e−13 8.4e−15
1e−2 1.8e+4 1.7e+7 4.7e−12 1.5e−16 6.1e−12 9.9e−13
1e−3 1.8e+5 1.7e+9 5.3e−10 6.5e−17 1.9e−9 9.9e−11
1e−4 1.8e+6 1.7e+11 2.3e−8 7.1e−17 4.9e−8 1.1e−8
1e−5 1.8e+7 1.7e+13 4.5e−6 9.8e−17 3.8e−5 9.4e−7
1e−6 1.8e+8 1.6e+15 8.5e−5 8.7e−17 4.2e−3 2.1e−4
Table 4.2
Numerical results for different methods.
λ ESM EHM ESH EPSH ηrSM η
r
HM η
r
SH η
r
PSH
1e+3 9.5e−17 1.2e−16 9.5e−17 9.5e−17 1.8e−16 0 9.3e−17 4.0e−14
1e+5 6.9e−17 6.9e−17 6.9e−17 2.5e−16 0 1.1e−16 1.2e−16 5.1e−12
1e+7 6.8e−17 0 1.5e−16 2.3e−16 5.4e−17 1.4e−16 2.7e−9 3.8e−16
1e+9 4.6e−17 4.6e−17 1.2e−16 2.6e−16 1.4e−16 0 2.5e−7 4.2e−8
1e+11 7.5e−17 9.1e−17 9.4e−17 1.8e−16 1.2e−16 0 2.7e−5 5.4e−6
for the SMGS method, where ESM is referred to as the mixed error for the SMGS method. It follows from (3.6)–(3.7) that if
the SMGS method is mixed stable, we can expect ESM to be proportional to relative machine precision.
Define ρHM, EHM in analogy with ρSM, ESM for the HMGS method. In Table 4.1, we list the numerical results for different
parameters δ, where the maximal condition number κdown is close to the reciprocal of the precision used in the experiments
(about 10−16) and this degree of ill conditioning is about as great as any downdating algorithm can tolerate.
It is observed that there is a significant loss of accuracy in R¯ for both methods when the downdating problem becomes ill
conditioned, as predicted by the theory of downdating [6]. The tabulated values for ESM and EHM indicate the superior mixed
stability of the SMGS over the HMGS method.
Test 2. The aim of the second test is to illustrate that SMGS is more effective than SHouse for downdating problems with
disproportional rows.
(a) Consider the block downdating problem (1.3), where S and X are defined in (1.6) and λ ≫ 1 is a large enough
parameter such that ST S − XTX is positive definite. Since SMGS essentially computes the implicit factorization (3.2), we
define the rowwise error for the corresponding factorization
ηrSM = maxi
‖(Z¯ − Q¯1S)(i, :)‖2
‖Z¯(i, :)‖2
,
where Z¯ =

X
R¯

, Q¯1 are the computed versions of Z and Q1, respectively. Define ηrHM in analogy with η
r
SM for the HMGS
method, ηrSH for the SHouse method, and η
r
PSH for the pivoted SHouse (PSHouse) method, where in the PSHouse method
we only interchange the rows of X and keep the R part uninterchanged so that the pivot position has a maximal value
in magnitude. Table 4.2 tabulates the mixed and rowwise errors for different methods of interest. It is noted that for all
parameters themixed errors for allmethods are proportional to relativemachine precision, and the rowwise errors for SMGS
and HMGS are also very small, while for the SHouse and PSHouse methods the rowwise errors increase as the parameter λ
becomes large. This phenomenon is due to a small entry in the pivot position which leads to the loss of information during
the numerical computations of the corresponding Householder-based algorithms.
(b) Let
R0 =
√2λ √2λ 00 2 −1
0 0
√
2λ
 , Xu = 1 3 11 1 1
1 1 1

.
The vectors h = (2√2λ, 1,√2λ)T and vu = (5, 3, 3)T . Consider the block updating least squares problemby adding (Xu, vu)
into the system R0z = h, and then solving the block downdating least squares problem by removing the first two rows of
( Xu vu ). Obviously the exact solutions to the corresponding updating and downdating problems are (1, 1, 1)T .
Table 4.3 tabulates the relative errors in Euclidean norm of the downdated solutions from four different methods
respectively. We also note that the SMGS and HMGS methods outperform the SHouse and PSHouse methods when the
parameter λ becomes large.
Test 3. In this test we compare SMGS with the generalized LINPACK(GLPK) algorithm [6] via the sliding window recursive
least squares problem arising in signal processing. At each step of the sliding window method with window size w, a new
block of t rows of observations, is updated into the QR factorization, and an existing block of t rows of the observations, is
downdated from the decomposition, on a first in, first out basis.
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Table 4.3
Relative errors for different methods.
λ 1e+1 1e+3 1e+5 1e+7 1e+9 1 e+11
SMGS 9.6e−16 2.7e−16 1.8e−16 4.3e−16 3.6e−16 3.6e−16
HMGS 8.3e−16 2.9e−16 5.4e−16 5.3e−16 3.6e−16 3.6e−16
SHouse 1.6e−15 1.1e−13 1.4e−12 2.9e−11 9.7e−8 1.2e−5
PSHouse 1.6e−15 1.1e−13 1.4e−12 2.9e−11 9.7e−8 1.2e−5
Fig. 4.1. Comparison of four different methods.
Let the observation matrix B be a 400× 10 randommatrix with elements taken from a uniform distribution in (0, 1). An
outlier equal to 6 · 103 was added in position (64, 3). The right-hand side vector d was taken to be d = Bx0 + dr , where dr
has random elements uniformly distributed in (0, 10−6) and x0 is a 10× 1 vector with ones as its components. The window
sizew = 20 and ten rows are added and deleted each time, i.e., t = 10.
The results are shown in Fig. 4.1. In the first graph, we show the relative errors in Euclidean norm for four different
methods. The second graph shows the condition number κdown of the window matrix.
It is observed that all methods have the same numerical properties as the GLPK algorithm, where the relative error
in the solution from all methods is small when the downdating problem is well conditioned at the beginning, and it is
considerably magnified in the ill-conditioned downdating step 7 and it remains on that high level even if the subsequent
downdating problems are well conditioned. The results are consistent with the theory. Since at downdating step 7, the
corresponding problem is ill conditioned, any attempt to compute the Cholesky factormust result in accuracies proportional
to the condition number, which makes the subsequent steps to exhibit these inaccuracies.
5. Conclusion
We have proposed the hyperbolic modified Gram–Schmidt method and its stabilized version for block downdating the
Cholesky factorization. The stabilized MGS-based (SMGS) method has been proven to be mixed stable and can give more
accurate results than the stabilized Householder-based algorithm when X and R have disproportional rows. Numerical
results have also shown that the SMGS method is mixed stable and works better than the SHouse method. Furthermore
it has the same numerical behavior as the generalized LINPACK-type algorithm.
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