1. Introduction. Let {xk : k = l,2,3,...} be a sequence of independent random variables with mean zero, variance one, and for example bounded absolute third moments. Set s¿ =maxxsk¿nsk for sk=xx+x2+ • • • +xk and choose A2:0.
Then, it was shown by Erdös and Kac [5] (1.5) sup |P(j + < XqN)-M(X)\ = 0((1ff1,C)- where <D(A) = (l/(27r)1'2) /*", e-"2'2 du and d>°(A) = 1 -0(A). A uniform rate of convergence here was first obtained by Hirsch [7] (2), with, relative to (1.3), restrictions on {xk}, a, ß, and a weaker rate of convergence. This was used to prove a theorem of iterated logarithm type. In particular, the limit theorem of Hirsch can be extended to classes of {xk} without third moments or essentially constant variances.
As another example, consider the random walk on the real line given by s0=0, sN=Xx+x2+ ■ ■ ■ +xN. The probability of moving initially to the left, and of remaining in the left half line for at least N time units, can be estimated by the right hand side of (1.2). In particular, if \xk\ S C a.s., this probability is bounded by 300 C/qN. This last result seems to be due initially to Burkholder(3) , by the use of martingale methods.
Added in proof. Burkholder's approach apparently works only if xk= ± ak a.s. for constants {ak}, \ak\ S C, and uses Theorem 8 in [2] . Theorem 1 would then give a generalization.
For p = 3, Theorem 1 can be obtained within a logarithmic factor, with the same bound for (1.2) and (1.3), by the methods of [9, §5] . For q2 essentially a constant times N, the estimate (1.2) (multiplied by (log N)112) follows by arguing as in [10] for 2<p<4 or as in [11] for 5<p<ao. However none of these arguments are elementary; it is one of the purposes here to show that these results can be obtained from the Reflection Principle of Désirée André and Levy.
Finally, it should be mentioned that no attempt was made to find the optimal constants in (1.2) and (1.3). If |xfc| S C and 2? E(x2k)= 1, it follows from (1.2) or Lemma 3, §2 that (1.6) sup \P(s¿ < A)-M(A)| S 300 C/(N)112.
By [1] or e.g. xk= ±N~112, this is the best possible rate of convergence. Whether or not (1.2), or in particular (1.5), is best possible seems to be an open question.
Proofs.
Lemma 1 (Centering). Pez xít x2,..., xN be independent random variables such that (2.1) E(xk) = 0, E(\xk\3) S &E(xl), ISkSN.
Then, ifsN = Xx+x2-\-\-xN and p.=50Q, (2.2) P(sN S -p.) < h Proof of Theorem 1. First, note that it is sufficient to assume qN = l and C=(2i E(\xk\p)yl(p + 1)<$. Define yk = xk if \xk\èC; otherwise set yk=0. Then q2 = 2x °2(yk)^h and \yk-E(yk)\/qc-è4C. Applying Lemma 3 to the {yk}, and in general arguing as in [11, §5] , we arrive at (1.2). Clearly we can assume C< 1. Now, if «<0, then P(s$ S«, sNSß)SP(sN _0) <60C<210C2'3, whileP(max0£í£lxíá0) = 0. Also ifOáa^/3,
