Four cloud-seeding cases over southern Idaho during the 2010/11 winter season have been simulated by the Weather Research and Forecasting (WRF) model using the coupled silver iodide (AgI) cloud-seeding scheme that was described in Part I. The seeding effects of both ground-based and airborne seeding as well as the impacts of model physics, seeding rates, location, timing, and cloud properties on seeding effects have been investigated. The results were compared with those from Part I and showed the following: 1) For the four cases tested in this study, control simulations driven by the Real-Time Four Dimensional Data Assimilation (RTFDDA) WRF forecast data generated more realistic atmospheric conditions and precipitation patterns than those driven by the North America Regional Reanalysis data. Sensitivity experiments therefore used the RTFDDA data. 2) Glaciogenic cloud seeding increased orographic precipitation by less than 1% over the simulation domain, including the Snake River basin, and by up to 5% over the target areas. The local values of the relative precipitation enhancement by seeding were ;20%. Most of the enhancement came from vapor depletion.
Introduction
The National Research Council (2003) provided two recommendations on numerical modeling efforts related to intentional weather modification: 1) improving cloud model treatment of cloud and precipitation physics, and 2) improving and using current computational and data assimilation capabilities. During the last decade, rapid progress has been made in these two areas. For example, the Wyoming Weather Modification Pilot Program (WWMPP; Breed et al. 2011 ) applied a stateof-art weather forecast system, the Real-Time Four Dimensional Data Assimilation (RTFDDA) Weather Research and Forecasting (WRF) model (Liu et al. 2008) , to assist in the case-calling decision and the evaluation of seeding effects. Few if any studies have explored detailed seeding effects, however, and particularly forecasts of seeding effects. Such attempts require a microphysics scheme with the capability to simulate seeding events under realistic conditions.
In the first paper of this two-part series (Xue et al. 2013, hereinafter Part I) , we demonstrated that a silver iodide (AgI) cloud-seeding parameterization coupled with the Thompson micropyhysics scheme (Thompson et al. 2004 (Thompson et al. , 2008 reasonably simulated glaciogenic seeding effects of orographic clouds from ground-based generators and aircraft in an idealized two-dimensional (2D) model setup. The results indicated that, for stably stratified orographic clouds, AgI particles nucleated ice crystals mainly through deposition and enhanced precipitation amount under most of the seeding conditions. The majority of precipitation enhancement came from vapor depletion rather than liquid water consumption. The seeding effect was found to be inversely related to the natural precipitation efficiency and was positively related to seeding rates. Airborne seeding enhanced precipitation on the upwind slope, and ground-based seeding increased precipitation on the downwind slope most of the time. In general, airborne seeding was more effective than ground-based seeding because of the improved targeting of the AgI to optimum cloud regions for snow growth and fallout.
As discussed in Part I, the 2D domain and smooth topography limited the AgI particle dispersion and the turbulence in the simulations, which arbitrarily enhanced the immersion-freezing mode and spillover ratio. In Part II (this paper), a three-dimensional (3D) domain with real topography is used to alleviate model artifacts in assessing seeding effects during actual seeding events. This study examines the wintertime glaciogenic cloud-seeding effects using the model under realistic conditions, including testing seeding sensitivities, comparing them with those found in 2D idealized simulations, and quantifying the range of seeding effects under various environmental and seeding uncertainties.
The Idaho Power Company (IPC) conducts a winter cloud-seeding program to augment snowfall in the Snake River basin for hydropower-generation purposes. The program is currently focused in two areas; the Payette River watershed and the Upper Snake River watersheds in eastern Idaho (Fig. 1) . During the 2010/11 winter season, several ground-based and airborne cloud-seeding operations were conducted. From these operations, four seeding cases representing different seeding methods and various environmental conditions were selected to investigate glaciogenic cloud-seeding effects using the WRF model.
In this paper, the seeding effects and their sensitivities to model physics, environmental parameters, and cloud properties are investigated using 3D simulations of the four actual seeding events. The potential application of the coupled cloud-seeding microphysics scheme in operational programs is also demonstrated. Descriptions of four seeding cases, model configurations, and numerical experimental setups are present in section 2. Section 3 presents the results of the simulations, which is followed by a discussion of their implications in section 4. The main conclusions are summarized in section 5. . Generators over the Payette region are in white. Blue generators consist of the northern group over the target area in eastern Idaho (NEID in Table 1 ). Green is the southern group. Black is the Wyoming group (WYO in Table 1 ). White and black stars indicate the cities of Boise and Idaho Falls, respectively. Flight track A4B is represented by the red segment on the western side of the Payette watershed. The cross sections illustrated in Fig. 5 are indicated by yellow dashed lines.
Experimental setups
In this study, the WRF model is run on a single domain covering most of the Snake River basin (Fig. 1) . The domain consists of 420 3 200 horizontal grid points with a grid spacing of 2 km and 61 vertical terrainfollowing levels (as in Part I) with grid spacing varying from 20 m closest to the ground to 1400 m at the model top (Xue et al. 2010 (Xue et al. , 2012 Part I) . Recent research showed that such a horizontal grid spacing ably captures wintertime precipitation patterns over complex terrain on a seasonal scale .
The four cloud-seeding cases are 1) a ground-based seeding case over the Payette (PAY) region on 27 November 2010 (1127_PAY), 2) an airborne seeding case over the PAY region on 2 December 2010 (1202_PAY), 3) a ground-based seeding case over the region of eastern Idaho (EID) on 19 and 20 December 2010 (1219_EID), and 4) a ground-based seeding case over the EID region on 16 and 17 February 2011 (0216_EID). These cases were chosen to represent different seeding methods, seeding times, and various environmental conditions over both target areas. The details of these four seeding cases-such as seeding targets, seeding methods, seeding periods, and seeding materials being released-are listed in the first section of Table 1 . The default cloud droplet number concentration was set to 100 cm 23 to be consistent with that parameter as used in Part I. The model configurations are listed in the second section of Table 1 . The planetary boundary layer (PBL) schemes used in this study were modified to better simulate the vertical diffusion and mixing of AgI particles. The Mellor-Yamada-Janjic (MYJ) scheme was the default PBL scheme in this study, and the Yonsei Fig. 1 ), EID 5 generators in the EID region (blue and green groups in Fig. 1 ), NEID 5 northern group of generators in the EID region (blue group in Fig. 1 ), and WYO 5 generators in the Wyoming Salt region (black group in Fig. 1 ). For EID_1219 and EID_0216, the seeding ending time and sounding time are on 20 Dec and 17 Feb, respectively, as listed in parentheses. c The total mass of AgI being released into the air. d Soundings are from Boise (for 1127_PAY and 1202_PAY) and Idaho Falls (for 1219_EID and 0216_EID). All parameters were calculated for the layer between the surface and 700 hPa, where AgI particles were released, except for LCL height and LCL temperature. The term U is the mean wind speed, U dir is the direction of the mean wind, N is the dry (moist in parentheses) Brunt-V€ ais€ al€ a frequency below (above) the LCL, Fr 5 U/(NH) is the local bulk Froude number corresponding to dry and moist N (where H is the height of the Payette region above Boise for the 1127_PAY and 1202_PAY cases and the height of the eastern-Idaho region above Idaho Falls for the 1219_EID and 0216_EID cases), and Ri 5 N 2 /S 2 is the bulk Richardson number corresponding to dry and moist N, where S is the magnitude of the wind shear. e Boise is a regular radiosonde station with 0000 and 1200 UTC launching time. The soundings from Idaho Falls were specifically launched for IPC seeding operations-the launching time is not the same as the regular one.
University (YSU) scheme was tested as a component of the sensitivity experiments. For the control simulations (no simulated seeding), two sets of data were used as the initial and lateral boundary conditions to test and compare which set produced more realistic atmospheric conditions. One was the North America Regional Reanalysis (NARR) dataset with 32-km grid spacing and 3-hourly data interval, and the other was the RTFDDA WRF forecast dataset with 18-km grid spacing and an hourly interval. The RTFDDA data were taken from the archives of the outer domain of the WWMPP operational forecasts. The observed soundings in Fig. 2 (in black) and the parameters derived from them (the last section of Table 1) show that the atmosphere was stably stratified below the lifting condensation level (LCL) and was moist through 400 hPa for each case. The stable flow was deflected by the mountain, which made the low-level wind direction align with the topography (;1508 at Boise, Idaho, and ;2208 at Idaho Falls, Idaho). The air above the LCL was much less stable. Consequently, the local bulk Froude numbers were greater than unity above the LCL, which implies that the AgI plumes 1 were likely to be carried over the mountain in these cases. The persistent wind shear above the LCL made the atmosphere less stable for the 1127_PAY, 1202_PAY, and 1219_EID cases (bulk Richardson numbers were small), which indicates that the AgI particles would be more easily mixed vertically than in the 0216_EID case (see section 3b for details).
One of the most important criteria for a seeding case is the cloud temperature given that AgI particles will be activated only at temperatures colder than 238C (Meyers et al. 1995; Part I) . The temperatures at the LCL were cold enough for AgI to be activated in the 1127_PAY and 0216_EID cases. The case 1202_PAY was an airborne seeding case with AgI being released at 3353 m MSL, an altitude much colder than its LCL. On the basis of the soundings from Idaho Falls, the temperature was not cold enough for AgI nucleation at the LCL in the 1219_EID case. The large areas of the eastern Idaho watersheds might not be well represented by this sounding for this particular case, however. Nonetheless, in this case the simulation showed that AgI particles reached a highenough altitude to be activated (see section 3b for details). Table 2 lists all of the sensitivity cases conducted in this study. The impacts of model PBL schemes, seeding rates, seeding locations, seeding timing, and cloud microphysical properties on seeding effects are investigated. A 12-h spinup simulation was performed for each case. The frequency of the model output was 30 min for most of the fields except for the vapor field, for which it was 3 h.
Results

a. Control cases
For limited-area mesoscale numerical weather forecasts and regional climate predictions, initial and lateral boundary conditions are needed. Good representations of such initial and lateral boundary conditions are critical for successful and reasonable simulations (Warner et al. 1997; Liang et al. 2001; Wu et al. 2005) . Since this study tries to assess seeding effects under realistic conditions, two sets of available initial and lateral boundary conditions (NARR and RTFDDA) are first evaluated against observations. Figure 2 shows the comparisons between observed soundings and those from the control simulations. The red soundings were produced from simulations driven by NARR, and blue ones were from those driven by RTFDDA. For the 1127_PAY and 1202_PAY cases, the model soundings were taken from the grid point closest to Boise at 1500 UTC (the simulation starting time) rather than at 1200 UTC when the observations were taken. Despite the time shift, both datasets generated sounding features (both the thermodynamics and the wind field) that were similar to the observed soundings above 700 hPa. The RTFDDA tended to match the observations better in the lower levels (between the surface and 700 hPa), however. For the 1219_EID and 0216_EID cases, the model soundings were taken from the grid point closest to Idaho Falls at 2330 UTC and 0100 UTC, respectively (very close to the observed sounding times). Again, both datasets agreed with observations relatively well and the RTFDDA captured low-level features better than did the NARR.
To further assess the performance of each dataset, we also compared the simulated precipitation field with observations. Figure 3 illustrates the accumulated precipitation (snow in this study) over the simulation period of each case for the NARR (Fig. 3 , left panels) and RTFDDA (Fig. 3 , right panels) runs. The corresponding observed snow accumulations from 153 Snowpack Telemetry (SNOTEL) sites (SNOTEL sites consist of automated measurement systems designed to collect snowpack and related climatic data in the western United States and Alaska; see details at http://www.wcc.nrcs.usda.gov/snow/) are also plotted over the model precipitation map (color-filled circles in Fig. 3 ). Since the instrumental resolution is 0.1 in.
(1 in. ' 25.4 mm) from SNOTEL data, the accumulated precipitation is contoured with an interval of 0.1 in. as well. The color scale is the same for both model and SNOTEL precipitation.
Both the NARR and the RTFDDA results captured the precipitation over the Payette region and missed the precipitation over eastern Idaho and western Wyoming on 27 November 2010 (1127_PAY case). The RTFDDA simulation captured precipitation in northeastern Oregon and southwestern Idaho, however, whereas the NARR did not. Since 1202_PAY was the shortest case (only 3 h), the observed and simulated precipitation amounts were low. Nonetheless, the RTFDDA simulation captured precipitation over the Payette and the central Idaho regions better than did the NARR simulation. For the longest case (1219_EID), accumulated precipitation amounts were high for both observed and model results. The NARR run missed the whole precipitation pattern over eastern Idaho and western Wyoming, whereas the RTFDDA run reasonably simulated the observed pattern in this region. On 16 February 2011 (0216_EID case), both the NARR and the RTFDDA runs generated precipitation over northwestern and western Wyoming that was not observed at the SNOTEL sites. The RTFDDA run simulated the precipitation over southeastern Idaho and southwestern Wyoming regions while the NARR run did not.
The comparisons of soundings and accumulated precipitation between control simulations and observations indicate that the RTFDDA WRF forecast data generated more realistic results than did the NARR data. Additional comparisons between observed liquid water path (LWP) from radiometers and model-simulated LWP also confirmed the better performance of the RTFDDA data (not shown).
2 On the basis of these results, we performed seeding and sensitivity simulations using the RTFDDA data as the initial and lateral boundary conditions.
b. Seeding cases
As described in Part I, the AgI cloud-seeding parameterization prescribes AgI sources in the model at fixed grid points or changing positions over specified time periods. Thus, the actual seeding periods and seeding rates listed in Table 1 were simulated for all cases. Figure 4 shows the plan views of AgI number concentration (m 23 ), LWP (mm), and precipitation difference (mm) between seeding and control simulations for all four cases. The four panels in the left column illustrate the instantaneous AgI number concentrations in logarithmic scale at 3000 m MSL (color shaded), which is a representative altitude for seeding conditions (see Fig. 5 ), and regions with an ice saturation ratio of greater than 1.04 (red outlines) in the midtime of the simulations (1930 UTC for 1127_PAY, 1630 UTC for 1202_PAY, 0400 UTC for 1219_EID, and 0200 UTC for 0216_EID). In general, AgI plumes were advected downwind of the prevailing wind direction. The horizontal spread of the plume was associated with the wind shear and the atmospheric stability. The vertical spread of the plume was mainly a function of the atmospheric stability and the vertical motions associated with the complex terrain, which were not presented in the idealized 2D simulations (Part I). As listed in Table 1 , the Ri value above the LCL of the 0216_EID case was much greater than the others, which indicated less-efficient dispersion of AgI particles vertically in this case. This is evident in Figs. 4a1-4a4 and Fig. 5 . AgI number concentration of the airborne seeding case was higher than for the groundbased seeding cases at this level because the airborneseeding altitude is 3353 m MSL and the average altitude of generators is about 1800 m MSL over the Payette region and eastern Idaho.
The parameterizations of AgI ice-nucleating ability in the coupled scheme require water supersaturation (a subset of red-outlined regions) and ice saturation ratio greater than 1.04 for condensation-freezing mode, deposition mode, and contact-freezing mode to be active (Part I; Meyers et al. 1995) . Therefore, ice nucleations are expected in the overlapping areas between AgI plumes and red-outlined regions. The cellular feature of ice-supersaturated areas was determined mainly by the vertical motions induced by the complex terrain. From the finding in Part I that the local AgI activation ratio is between 0.02% and 2% under most seeding conditions, an AgI number concentration of 10 5 m
23
(100 L 21 ) or higher is needed to provide significantly more ice nuclei than the background value. The average 
a YSU cases used the YSU PBL scheme instead of the MYJ scheme. N1O were seeding cases with new and original generators (see Fig. 7 ). Track indicated whether a new or alternative flight track was used in the test. SR05, SR2, and SR5 were cases with 0.5, 2, and 5 times the original seeding rates, respectively. E30m and L30m were cases in which seeding occurred 30 min earlier and later than the original starting time, respectively. IN001 and IN100 were cases with 1% of and 100 times the background IN concentrations, respectively. CN200 and CN800 were cases with cloud droplet concentrations of 200 and 800 cm 23 , respectively. b For the 1202_PAY case, A2B was tested instead of A4B. For the 1219_EID and 0216_EID cases, the northern group of ground generators was replaced by an imaginary flight track (see Fig. 7 ). c The 0216_EID seeding-rate cases were tested for the airborneseeding scenario.
ice crystal number concentration of the seeded clouds was found to range between 25 and 100 L 21 for the ground-based seeding cases and ;150 L 21 for the airborneseeding case (not shown). These simulated ice concentrations were in good agreement with previous studies (Deshler et al. 1990; Meyers et al. 1995; Reisin et al. 1996; Geerts et al. 2010) . 3 It is the supercooled LWP since the temperatures at the LCL were below 08C in all cases (see Table 1 ).
(red outlines) at the same times as in Figs. 4a1-4a4 . The coexistence of supercooled liquid water and ice nuclei facilitated the growth of AgI-nucleated ice crystals through both the Bergeron-Findeisen process and the riming process. Supercooled liquid water drops can scavenge AgI particles and subsequently are frozen through contact freezing and immersion freezing of AgI. At these times, the 1202_PAY and 1219_EID cases appeared to have faster snow growth rates than the other two cases because of more liquid water content around the AgI plumes. The liquid water field was constantly changing, however, which might help the AgI-nucleated crystals to grow at other times in the 1127_PAY and 0216_EID cases. The very high concentration of AgI inside cloud droplets as a result of the model artifact in 2D simulations was not observed in these 3D simulations. The magnitude of AgI concentration in cloud droplets was two orders of magnitude smaller in real cases because of efficient dispersion and turbulent mixing (not shown). Consequently, the nucleation rate of immersion freezing was considerably reduced relative to 2D simulations.
The precipitation differences between the seeding runs and the control runs at the end of the simulations are plotted in Figs. 4c1-4c4 for all cases. For the 1127_PAY case, the simulated precipitation enhancements were mainly within the Payette target area with some downwind signals, which was different from the 2D result that ground-based seeding mainly enhanced downwind precipitation. This result was partly due to the weak lowlevel wind speed 4 and partly due to the real topography and three-dimensional domain used in this study. The precipitation enhancements were very localized and cases.
were generally in the upwind region in the 1202_PAY case. Most of the seeding signals were in the downwind regions of the eastern-Idaho target area in the 1219_EID case. These effects were associated with strong low-level wind and the high-altitude terrain over these areas. The negative signals in this case were attributed to microphysical and dynamic feedbacks on the spatiotemporal patterns of the cloud formation and the precipitation onset introduced by the seeding materials. The weakest seeding effect was observed in the 0216_EID case in which almost all of the precipitation enhancements occurred downwind of the target area. The spillover ratio was well defined in the 2D simulation with uniform wind direction, unique mountain peak, and one-dimensional continuous distribution of precipitation. It is not well defined under realistic conditions, however. In 3D simulations, the wind field was not steady, the topography was much more complicated than the 2D idealized mountain (multiple ridges and different summit heights), and the spatial distribution of precipitation was not continuous. Therefore, systematic and quantitative examinations of spillover ratio in 3D simulations are difficult. Nonetheless, the upwind seeding effect of the 1202_PAY case and the downwind seeding signals in the 1219_EID and 0216_EID cases agreed with the finding in 2D simulations qualitatively well. In general, seeding increased precipitation in all cases, with some locations having negative effects. The agreement between areas with seeding signal and collocation of supercooled liquid water and seeding materials in this study was simulated by Meyers et al. (1995) as well (see Figs. 4b1-4b4 and 4c1-4c4).
More details on how seeding affects the wintertime orographic precipitating clouds can be seen in the vertical cross sections of these cases. Figure 5 shows the west-east cross sections (Fig. 5 , left panels) and southnorth cross sections (Fig. 5, right ), temperature (red contours; 8C), and regions with ice saturation ratio of greater than 1.04 (white outlines) at the same times as in Figs. 4a1-4a4 and 4b1-4b4 for all cases. The west-east cross section is indicated by the horizontal yellow dashed line in Fig. 1 . The south-north cross section of 1127_PAY and 1202_PAY is represented by the perpendicular yellow dashed line on the left, and the line on the right is for 1219_EID and 0216_EID (see Fig. 1 ).
AgI plumes from ground generators reached an altitude of 2 km above ground with significant concentration (.10 5 m
) when the meteorological conditions were favorable (high wind shear and low Ri number in the 1127_PAY and 1219_EID cases). Under unfavorable conditions such as in the 0216_EID case (little wind shear and high Ri number), the AgI plume was suppressed below 1 km above ground. As discussed in previous paragraphs, the cellular feature of high ice-supersaturated regions caused by the complex terrain was also illustrated in Fig. 5 . Such vertical motions were responsible for transportation of highly concentrated AgI into high altitudes as well, which was not observed in 2D simulations (Part I). The broader ice-supersaturated area than the liquid water region as found in 2D simulations (Part I) was also evident in 3D simulations. From the findings in Part I, the optimum AgI-nucleating condition can be defined as the collocation of high concentration of AgI particles (.10 5 m
), temperature between 2208 and 288C, high ice supersaturation (S i . 1.04) and nonnegligible supercooled liquid water content. All four cases met most of these criteria (as shown in Fig. 5) . Therefore, positive seeding effects are expected in these cases.
The analyses in Figs. 4 and 5 showed how seeding affected precipitation in a spatial sense. Figure 6 illustrates the time series of the total mass differences of water vapor (circles), liquid water in the air (shortdashed lines), solid-phase water in the air (long-dashed lines), and precipitation on the ground (solid lines) between seeding and control simulations for all cases over the entire domain. Since the output frequency of the water vapor field is 3 h, they are plotted as discrete symbols on each panel. Note that the detailed microphysical processes need huge storage space for these 3D simulations, which was unavailable to this study. Thus, detailed microphysics analyses as done in Part I were not performed in this paper.
It is found that the seeding materials did not affect the cloud or the precipitation right after they were released from the generators or the aircraft. It took 2-3 h for ground-based seeding and less than 1 h for airborne seeding to notably affect the cloud and the precipitation, which confirmed the findings in Deshler et al. (1990) . This is reasonable given the time needed for AgI particles to be transported and dispersed into optimum nucleation regions. The changes of liquid water/vapor and those of solid water/precipitation were generally in counterphase because seeding materials converted liquid water and vapor into ice particles, which grew at the expense of vapor and liquid water. It is worth mentioning that the sum of these terms at a certain moment after seeding started is not necessarily equal to zero because the fluxes of these variables through the lateral boundaries of the domain were modified by the seeding process, especially for long-time runs and EID simulations. 5 An interesting phenomenon presented here is that the impacts of seeding materials on clouds occurred earlier than the impacts on the precipitation in the 1202_PAY and 1219_EID cases, whereas it was the opposite for the 1127_PAY and 0216_EID cases. For the 1127_PAY and 0216_EID cases, highly concentrated AgI particles entered the region with high ice supersaturation that were very close to the ground before they encountered liquid water contents. Deposition nucleation was the only active mode. Diffusional growth and aggregation of these newly nucleated ice crystals were the main growth mechanisms in this case. Hence, these close-to-ground crystals fell on the ground as precipitation quickly. On the other hand, in 1202_PAY and 1219_EID, high concentrations of AgI particles quickly reached high altitudes where both liquid water contents and high ice supersaturation coexisted. Therefore, liquid water was consumed and ice-phase water was increased by AgI particles before they reached the ground as precipitation. In all cases, more vapor was depleted than liquid water by seeding, which agreed with the finding in Part I that more enhanced snow came from deposition growth than from riming.
Overall, the 3D simulations of actual seeding events agreed qualitatively well with the 2D idealized results in Part I, such as AgI particles nucleating ice crystals through different modes under various conditions, AgInucleated ice crystals growing by diffusion and riming and reaching the ground as snow, and ground-based seeding increasing precipitation on the lee side of the mountain most of time. Because of the stronger dispersion and turbulent mixing of AgI particles as the result of complex topography and the extra dimension used in these simulations, immersion freezing was not as active as in Part I and ground-based seeding enhanced upwind precipitation under low wind conditions.
c. Sensitivity tests
The sensitivities of seeding effects to model PBL schemes, seeding method, rate, location and timing, and cloud microphysical properties in a 3D setup are investigated in this section (see Table 2 ). For each groundbased seeding case, a test of adding five automatic generators was performed (N1O). An airborne test included replacing the original A4B track in 1202_PAY with the A2B track. For the 1219_EID and 0216_EID cases, the northern group of generators (blue group in Fig. 1 ) was replaced by airborne seeding from the track AB. Note that the seeding-rate tests of the 0216_EID case were based on the airborne scenario. Figure 7 shows the new generator locations (blue circles) and the alternative flight tracks (red segments).
The precipitation enhancements by seeding of default seeding cases (BASE) and all of the sensitivity experiments (see Table 2 ) are listed in Table 3 . The absolute amount of precipitation enhancement is listed in the unit of acre feet (1 acre ft ' 1233.5 m 3 ' 1.233 3 10 6 L), which is commonly used in the hydrology community. The relative increase of precipitation by seeding is also listed in percentage. Both absolute amounts and relative increases were calculated within the entire domain, within the Snake River basin, and within the target areas.
It is found that seeding increased precipitation over the entire domain, the basin, and target areas in all of the sensitivity cases. The relative increases of precipitation were small over all of the regions in all cases (,5%), however. The absolute amounts of precipitation enhancements over the basin or target areas were small portions of those over the entire domain (,50%). The portions were much higher in the 1127_PAY and 1202_PAY cases relative to the 1219_EID and 0216_EID cases. The topographic features (mountain height, halfwidth, and complexity), flow patterns associated with the topography, and meteorological conditions might cause such differences between the Payette region and the region of eastern Idaho.
Such differences are also manifested by the sensitivity simulations using the YSU PBL scheme. The YSU and the MYJ PBL schemes simulated very similar seeding effects over the Payette region (1127_PAY and 1202_ PAY cases) whereas the YSU run simulated less than 50% of the effects of the MYJ simulations over the region of eastern Idaho (1219_EID and 0216_EID). The treatment of PBL directly affects the vertical diffusion of AgI particles. The less-pronounced seeding effects of the YSU simulations could be attributed to the fact that the YSU scheme simulated a more stable boundary layer than does the MYJ run and lifted fewer AgI particles into the optimum seeding region. The investigation of why the YSU PBL scheme simulated very different boundary layer features when compared with the MYJ scheme over the region of eastern Idaho is beyond the scope of this paper and is subject to another study.
The purpose of testing the new and original locations of ground generators (N1O) is to find out, by focusing on the seeding effects over the target area, whether these new locations can improve targeting. This can be assessed by analyzing the results of N1O tests and the seeding-rate tests (SR05, SR2, and SR5). Figure 8 shows the relations between seeding-rate ratio and normalized seeding effect (precipitation enhancement normalized by that of BASE case) over the domain for all cases and those over the target areas for the 1127_PAY and 1219_EID cases. Similar to what has been found in the 2D sensitivity tests (Part I), such relations in 3D simulations showed that they followed the power law and that the slopes were steeper for ground-based seeding FIG. 7 . As in Fig. 1 , but for new generator locations indicated by blue circles, the flight track A2B indicated by the red segment close to the Payette region, and the flight track AB indicated by the red segment over northeastern Idaho.
cases relative to airborne seeding cases. 6 The filled symbols in Figs. 8a, 8c , 8e, and 8f indicate the corresponding results of N1O cases. The data points of the N1O cases in Figs. 8e and 8f lay either on or below the regression line defined by the seeding-rate tests, which indicated that no apparent improvements of targeting by these new generators were achieved.
The alternative flight-track tests for 1202_PAY, 1219_EID, and 0216_EID were conducted to investigate the targeting issue as well. As seen from Table 3 , the original track A4B performed much better than the track A2B being tested for the 1202_PAY case mainly because of the orientation of the track A4B that captured the optimum seeding region to the north of the Payette watershed. The flight track AB was designed to replace the northern group of generators in the region of eastern Idaho (blue generators in Fig. 1) , which was identified to have consistent targeting problems (not shown). In the 1219_EID case, the airborne seeding lasted from 2300 UTC 19 December to 0200 UTC 20 December. The AgI being released was 4.32 kg as compared with the 2.02 kg that was released by the northern-group generators. With more AgI being released, the seeding effect over the target area was still less than the ground-based seeding scenario, which implied track AB is not a good alternate for this group in this case, mainly because of unfavorable atmospheric conditions. In the 0216_EID case, AB seeding also covered 3 h from 0000 to 0300 UTC on 17 February. The AgI amount from generators was 1.44 kg in this case. Unlike the 1219_EID case, with 2 times as much AgI materials, the AB seeding almost tripled the precipitation over the target area and the Snake River basin in X U E E T A L . this case. As described by the power law, tripling the default seeding rate cannot achieve triple seeding effect from ground-based seeding. Thus, the targeting was improved by switching ground-based seeding to airborne seeding in the 0216_EID case, which echoed the finding in Part I that airborne seeding is more effective than groundbased seeding because of the improved targeting of the AgI to optimum cloud regions for snow growth and fallout. The seeding effect over the entire domain from AB seeding was just 21% higher than the ground-based seeding, however. These airborne tests implied that airborne seeding is generally more efficient than ground-based seeding in terms of targeting but that its efficiency depends on meteorological conditions near the target areas.
Limited by the computing resources, we only performed sensitivity tests of seeding timing and cloud microphysical properties for the 1127_PAY case. The results showed that just by shifting the seeding starting time 30 min before or after the original time a 20% difference of seeding effect was achieved in the target area. This result poses a strong requirement for an accurate forecast and prompt decision making on seeding timing in seeding operations. The tests of different background ice nuclei (IN) concentrations and cloud droplet concentrations led to the same conclusion as the 2D sensitivity tests (Part I) did that, the less efficient the natural precipitation processes are, the more precipitation enhancements will result by seeding (IN001 and CN800 cases), and vice versa (IN100 and BASE cases). Givati and Rosenfeld (2005) argued that cloud seeding might compensate the precipitation loss due to anthropogenic pollution. In our simulations, seeding did make up the precipitation loss in the CN200 case but could not offset the loss in the CN900 case.
7 Therefore, the suppression of precipitation by heavy pollution tends to be stronger than the precipitation invigoration by the glaciogenic orographic cloud seeding.
One of the major goals of collecting so many sensitivity results is to find out the range of seeding effects under various conditions for a certain seeding event. The normalized seeding effects over the entire domain, the Snake River basin, and the target areas of all of the sensitivity experiments are plotted in the left panels in Fig. 9 . The right panels in Fig. 9 are cases without seeding-rate tests, which are more representative for this assessment. It is found that the seeding effects in the basin and the target (Fig. 9 , middle and bottom panels) were more scattered than those in the domain (Fig. 9 , top panels). Again, this implied the uncertainty and importance of targeting. When the data points of seeding-rate tests were removed, the normalized seeding effects were confined between 0.4 and 1.4 over the entire domain. The circles on the top in Figs. 9b2 and 9c2 represented the AB test in 0216_EID, which was not consistent with the original ground-based seeding scenario. The circles and triangles at the bottom in Figs. 9b2 and Figs. 9c2 were the YSU cases, which need further investigation. If these outliers were to be removed, the normalized seeding effects in the basin and the target would be in the range between 0.5 and 1.6. Therefore we tentatively conclude from this sensitivity study that the normalized seeding effects are from 0.4 to 1.6 under various conditions for a certain case.
Discussion
In section 3a, the accumulated precipitation of SNOTEL sites was compared with that of model simulations. Comparisons of precipitation time series with daily interval between individual SNOTEL sites and WRF simulations were presented in Rasmussen et al. (2011) . It was shown that, at grid spacing of 6 km or finer, WRF simulations with the Thompson microphysics scheme captured the observed precipitation trend very well within an error of 20% over the entire Colorado headwater region in many winter seasons. Similar analyses have been performed over the Sierra Madre and the Medicine Bow Mountains (target areas of WWMPP) in March of 2008 (K. Ikeda 2012, personal communication). The results showed good agreement between RTFDDA-WRF forecasts and SNOTEL data as well (not shown). Such analyses are hard to repeat in this study because of the short simulation periods (subdaily) and coarse temporal resolution of SNOTEL measurements (hourly or 3 hourly depending on sites). The few data points in the time series imposed great uncertainties such as instrument errors and spatial-temporal errors of simulated precipitation patterns.
The better control results of RTFDDA runs could be partly attributed to the fact that the RTFDDA forecast data have a finer grid spacing and time interval than does the NARR dataset (18 vs 32 km, and hourly vs 3 hourly). The larger number of observations in higher resolutions (both temporal and spatial) being assimilated into the RTFDDA-WRF system that are not available to the NARR data contribute to the better performance of RTFDDA simulations as well. 8 Another noticeable difference between these two datasets is that the model top of the RTFDDA data (20 hPa, or about 22 km) is significantly higher than the NARR data (100 hPa, or about 16 km). Although such a difference is not very important for wintertime stably stratified orographic cloud simulations, it is critical for summertime deep convection simulations. The different data top height leads to another interesting point that the vertical grid spacings close to the ground are slightly different in RTFDDA and NARR FIG. 9 . Scatterplots of normalized seeding effects of all cases (a1) over the entire domain, (b1) over the Snake River basin, and (c1) over the target region. The X axis indicates the cases listed in Table 3 . (a2),(b2),(c2) As in the left plots, but with the seeding-rate experiments removed.
simulations since the vertical coordinate consists of the same eta levels. The height of the first level above the ground is ;20 m in the RTFDDA runs and is ;17 m in the NARR runs. This phenomenon led us to test how the vertical resolution affects the seeding effects. Several simulations with lower vertical resolution (45 eta levels) showed that the seeding effects became weaker. Since the vertical dispersion of AgI particles from the ground generators is critical to the seeding simulations, higher vertical resolution close to the ground is expected to yield better results. Systematic investigation of the impacts of vertical resolution on seeding effects is subject to another study.
Despite the discrepancy of accumulated precipitation between the NARR control runs and the SNOTEL measurements, we performed the default seeding simulations using the NARR data. The results showed uniformly stronger relative seeding effects than the RTFDDA results did over the domain, the basin, and the target areas for all cases. As both 2D and 3D sensitivity tests demonstrated that the relative seeding effect is inversely related to natural precipitation efficiency, the stronger seeding signals from the NARR simulations were expected since the precipitation amounts of control runs were uniformly less than those of the RTFDDA runs (see Fig. 3 ). The general patterns of seeding signals were very similar to those of the RTFDDA simulations, indicating consistent seeding effects were simulated regardless of the initial and later boundary conditions being used.
The relative precipitation enhancements of seeding over the entire domain, the Snake basin, and the target areas were small in comparison with the values in Part I (see Table 3 in this study and Tables 2-10 in Part I). This result is mainly due to the differences of precipitation features between the 3D and 2D simulations. The steady state, continuous moisture fluxes, and abundant liquid water content simulated in 2D led to continuously distributed precipitation in one dimension. Such features were not present in 3D simulations. The values in this study represented the ratios between precipitation differences within an area and control precipitation in the same area. Figure 10 shows the local values of the relative precipitation enhancements in percentage (ratios between precipitation differences within one grid box and control precipitation in the same grid box) for all default seeding cases corresponding to Fig. 4 . The local values were much higher than those over a large area (;20% in Fig. 10 vs ,5% in Table 3 ). The local values varied from less than 215% (1219_EID) to greater than 50% (1127_PAY and 0216_EID). These highly uncertain local relative seeding signals imply that the seeding effects observed from a single target site are usually not representative for the entire target area. Since the spatial distribution of precipitation enhancements is not well correlated with natural precipitation patterns, the cloudseeding effects purely derived from ground-based observations are highly uncertain. A numerical tool similar to the one used here is necessary to help seeding programs quantify the seeding effects over a region. The 3D setup of this study alleviated the model limitation of 2D simulations. Vertical dispersion and transportation of AgI plumes have been properly handled over the complex terrain in this study. The limitation of constant cloud droplet concentration in the microphysics scheme was still in effect, however. As discussed in Part I, such an assumption affects cloud droplet size, riming efficiency, diffusion, and AgI particle-scavenging processes. Therefore, results of this study need to be interpreted with caution. To better investigate glaciogenic cloud-seeding effects numerically, a more sophisticated microphysics scheme should be used. The microphysics scheme used in this study is efficient and is suitable for real-time forecast application.
Conclusions
Four cloud-seeding cases over southern Idaho during the 2010/11 winter season have been simulated by the WRF model using the same AgI cloud-seeding parameterization as was described in Part I. The seeding effects from both ground and airborne seeding and the effects of PBL schemes, seeding rate, seeding timing, seeding location, and cloud microphysical properties on seeding effects have been investigated and compared with those of Part I. The five main conclusions of this study are summarized as follows: 1) For the four cases tested in this study, control simulations driven by the RTFDDA-WRF forecast dataset generated more realistic atmospheric conditions and precipitation patterns than those driven by the NARR dataset. 2) Through the same physical processes as described in Part I, glaciogenic cloud seeding increased the wintertime orographic precipitation by less than 1% over the simulation domain and the Snake River basin and by up to 5% over the target areas. The local values of the relative precipitation enhancements were ;20%. Most of the precipitation enhancements came from vapor depletion. 3) The seeding effect was inversely related to the natural precipitation efficiency but was positively related to seeding rates. 4) Airborne seeding is generally more efficient than ground-based seeding in terms of targeting, but its efficiency depends on meteorological conditions near the target areas.
5) The normalized seeding effects ranged from 0.4 to 1.6 under various conditions for a certain seeding event.
Many of the findings in this study of 3D simulations of actual cloud-seeding events agreed well with those of 2D idealized simulations. With the capability of simulating seeding events in a 3D setup, real-time decision support for seeding operations is now possible. This is a step beyond the suggestions made by the National Research Council (2003) on how numerical models can help weather-modification programs.
