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Small-time asymptotics for a general
local-stochastic volatility model:
curvature and the heat kernel expansion
John Armstrong∗ Martin Forde† Hongzhong Zhang‡
December 10, 2013
Abstract
We compute a small-time expansion for implied volatility under a general uncorrelated local-stochastic volatility
model, with mild linear growth conditions on the drift and vol-of-vol. For this we use the Bellaiche[Bel81] heat kernel
expansion combined with Laplace’s method to integrate over the volatility variable on a compact set, and (after
a gauge transformation) we use the Davies[Dav88] upper bound for the heat kernel on a manifold with bounded
Ricci curvature to deal with the tail integrals. We also consider the case when the correlation ρ ≤ 0; in this case
our approach still works if the drift of the volatility takes a specific functional form and there is no local volatility
component, and our results include the SABR model for β = 1, ρ ≤ 0.1
1 Introduction
In the physics literature, a very convenient form for the heat kernel was originally given by de Witt[dW65] (see also
McAvity&Osborn[MO91]). We can re-write the second order elliptic operator associated with a general diffusion
process on Rn in terms of the Laplace-Beltrami operator plus a first order differential operator (i.e. a vector field); the
heat kernel expansion is obtained as the exponential of the work done by the vector field along the geodesic joining the
two points, multiplied by the Minakshisundaram-Pleijel[MP49] heat kernel expansion for the usual Laplace-Beltrami
operator, which contains the leading order exponential term from large deviations theory multiplied by the square root
of the Riemmanian volume form element under geodesic spherical coordinates (see also Chavel[Chav84], Hsu[Hsu02],
Laurence[Laur10], Neel[Neel07], Molchanov[Mol75]). [Mol75] provides a rigorous probabilistic proof of the de Witt
expansion at leading order, using a Girsanov change of measure and conditioning on the end point of the process i.e.
considering the bridge process. Bellaiche[Bel81] showed that the Molchanov expansion also holds for non-compact
manifolds under certain technical conditions and it is the latter which we use in this article.
Paulot[Pau10] formally derived a small-time expansion for call options under a general local-stochastic volatility
model by applying Laplace’s method to integrate the heat kernel over the range of the volatility variable, then using
the Tanaka-Meyer formula and some well known asymptotic expansions for the standard Normal distribution function.
[Pau10] also computes explicit formulae for the well known SABR model. Henry-Laborde´re[HL08] formally derived a
small-time expansion for the implied volatility from a small-time expansion for the effective local volatility. However,
both authors do not justify integrating over the infinite range of the volatility variable with appropriate tail estimates
(which is needed because the aforementioned small-time heat kernel expansions are only known to converge uniformly
on compact sets). This is the main technical issue which we resolve in this article, under suitable growth conditions
on the vol-of-vol coefficient α(y) and drift coefficient µ(y) as y → 0 and as y →∞.
[FJ11] characterize the small-time behaviour of the implied volatility (at leading order) for a local-stochastic volatil-
ity model with zero correlation, using the Freidlin-Wentzell theory of large deviations for SDEs and then converting to
the differential geometry problem of computing the shortest geodesic from a point to a vertical line on a Riemmanian
manifold. The volatility is assumed to be bounded which means that the curvature can change sign (unlike the SABR
model), and the solution to this variable endpoint problem is obtained using conserved quantities which arise from
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integrating the geodesic equations and a transversality condition, where the shortest geodesic comes in perpendicular
to the vertical line under the aforementioned metric. The small-time behaviour of the price of an out-of-the-money
European call option is computed using Ho¨lder’s inequality, and this is then translated into a statement about the
small-time behaviour of the implied volatility. [FJ11] also derive a series expansion for the implied volatility in the
small-maturity limit, in powers of the log-moneyness, and they show how to calibrate such a model to the observed
implied volatility smile in the small-maturity limit.
Gatheral et al.[GHLOW12] consider at small-time asymptotics for a one-dimensional local volatility model, using
Girsanov’s theorem and conditioning with a bridge process to derive a small-time expansion for the transition density
which holds uniformly in R. They also derive the corresponding expansion for the implied volatility. When the
diffusion coefficient is time-dependent, they find that even the leading order term in the expansion requires a small but
important modification. For a time-homogenous one-dimension diffusion process dSt = Stσ(St)dWt, they prove the
following asymptotic expansion for the implied volatility σˆ(K, t) at strike K and time-to-maturity t
σˆ(K, t) = σˆ0(K) +
σˆ0(K)
3
(log KS0 )
2
log
√
σ(S0)σ(K)
σˆ0(K)
t+O(t2) ,
where σ0(K) = (
1
log K
S0
∫K
S0
du
uσ(u) )
−1 is the well known leading order term (see also Busca et al. [BBF02], [BBF04]).
Deuschel et al.[DFJV11],[DFJV11b] use Laplace’s method on Wiener space in the same spirit as Azencott, Bismut
and Ben Arous[BA88] to compute a small-noise expansion for the density of the canonical projection into Rm of an
n-dimensional hypoelliptic diffusion process Xεt . This is accomplished using the Ben Arous expansion applied to the
characteristic function of Xεt combined with a Fourier inversion. This has the advantage over the heat kernel expansion
that the diffusion coefficient need not be uniformly elliptic. However, they do not compute the pre-factor that goes in
front of the expansion, which is needed to compute the correction term for implied volatility in the small-time limit,
which is computed in this article.
In Theorem 2.2, we recall the Bellaiche[Bel81] small-time heat kernel expansion. This is the main result that is
used for proving the main Theorem 4.6 where we compute a small-time expansion for non at-the-money call options
under a general local-stochastic volatility model with zero correlation. The pre-factor in the heat kernel expansion is
expressed in terms of the Jacobian of the exponential map, which is a ratio of the pullback of two volume forms at
the start and the end point of the geodesic. We show how this calculation is simplified by working in geodesic normal
coordinates, and after a brief digression on the geometric meaning of curvature as the first order deviation from the
Euclidean metric in geodesic normal coordinates, we provide an expansion for this pre-factor when the Riemmanian
distance d≪ 1.
In section 3 we introduce our local-stochastic volatility model, and we compute the Laplace-Beltrami operator, the
metric and the curvature associated with the model (the metric is induced by the inverse of the diffusion matrix). We
then state the technical assumptions on the coefficients in the SDES, the most important of which is that α(y) ∼ A1y as
y → 0 and α(y) ∼ B1yp as y →∞ for some constants A1, B1 > 0 and p ∈ (0, 1], where α(y) is the vol-of-vol coefficient.
This ensures that the associated Riemmanian manifold on the upper half plane is complete - the distance to y = 0 and
y =∞ under the metric gij is infinite, and ensures that y = 0 and y =∞ are unattainable boundaries for the volatility
process Yt. Under these assumptions, we prove the existence of unique strong solution to the two-dimensional system
of SDEs, using standard Lipschitz arguments and Gronwall’s inequality. We then impose that the manifold M has
negative curvature (recall that in two dimensions the sectional and the Gaussian curvature are the same), which (by
Hadamard’s theorem, implies that the cut locus of M is empty), and we discuss some simple well known examples of
parametric stochastic volatility models.
In Theorem 4.6, we give the main result of the article - a small-time expansion for non at-the-money call options
under the aforementioned model. This effectively sharpens the result obtained in [FJ11] and relaxes the assumption
of bounded volatility to allow for more realistic tail behaviour (e.g. moment explosions). The proof follows the
steps of Paulot[Pau10] but with full rigour - we use Laplace’s method to integrate the two-dimensional heat kernel
with respect to Lebesgue measure multiplied by the local volatility squared to compute a small-time expansion for
1
dxE(σ(Xt)
2Y 2t 1Xt∈dx) where Yt is the volatility and Xt is the log forward price. The tail integrals are dealt with
using the Davies[Dav88] upper bound for the heat kernel on a Riemmanian manifold with Ricci curvature bounded
from below combined with a gauge transformation. We then use the Tanaka-Meyer formula to estimate the price
of a call option in terms of 1dxE(σ(Xt)
2Y 2t 1Xt∈dx) by integrating over time from zero to the maturity of the option,
and using well known asymptotic results for the standard Normal distribution function. This trick using the gauge
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transformation only works when ρ = 0, unless we impose a specific functional form for the drift of the volatility process
and we assume that the local volatility function σ(x) is constant (see subsection 4.4 for details on this); in particular
we show that SABR model with β = 1, ρ ≤ 0 can still be handled using this trick, and as far we know, this is the first
rigorous analysis of the small-time correction term for implied volatility under SABR model (the leading order term is
computed using viscosity solutions in [BBF04]).
In Appendix B, we discuss how to explicitly compute the drift correction term that appears in the Bellaiche
expansion, and when there is no local volatility component, this term takes an especially simple form. In principle,
we can also formally derive a similar expansion for at-the-money call options, for which the small-time behaviour is
qualitatively different, but this requires knowledge of the next term in Bellaiche heat kernel expansion (which is not
given by Bellaiche), and we do not have a published reference for this next term, aside from slides by Laurence[Laur08],
so we defer the details for future work.
In Proposition 4.8, we derive the corresponding expansions for call options under the Black-Scholes model with a
time-dependent implied volatility. This is needed in section 5, where we derive the correction terms for the implied
volatility of non at-the-money options. The correction term for implied volatility is important because it takes account
of the drift terms in the SDEs, which the result in [FJ11] fails to capture because Freidlin-Wentzell theory only works
on a crude logarithmic scale. The correction term is also required to accurately approximate the price of a call option
at small maturities. Finally we provide closed-form formulae for all expressions of interest and numerics for the well
known SABR model.
Henry-Laborde´re[HL08] has also formally derived a small-time expansion for implied volatility under a general local-
stochastic volatility model, in terms of a small-time expansion for the effective local volatility σˆ(x, t)2 = E(σ(Xt)
2Y 2t |Xt =
x). However, [HL08] does not justify integrating over the infinite range of the volatility variable with appropriate tail
estimates and to make this approach rigorous would also require a mimicking result to convert the known behaviour
of σˆ(x, t) into a small-time expansion for implied volatility, which requires knowing regularity conditions on σˆ(x, t)
e.g. Lipschitz continuity, which is not known. [HL08] does not derive a small-time expansion for the price of an
out-of-the-money call option, which is computed in this article.
2 The Heat kernel expansion
Consider a diffusion process on R2 with infinitesimal generator L. In local coordinates, L takes the form
L =
1
2
∑
1≤i,j≤2
aij(x)
∂2
∂xi∂xj
+
∑
1≤i≤2
bi(x)
∂
∂xi
.
Let M denote the upper half plane {(x, y) : y > 0} with metric gij = (aij)−1 so that M is a smooth Riemmanian
manifold with a single chart given by the identity map. We can write L as 12∆+A, where ∆ =
∑
i,j
1√
|g|
∂i(
√
|g| gij∂j)
is the Laplace-Beltrami operator and Ai = bi − 12
∑
j
1√
|g|
∂j(
√
|g| gij) is a smooth first-order differential operator and
|g| = | det gij | (recall that gij = (gij)−1).
Given such an operator L, the heat kernel pt(x,y) of L is the fundamental solution to the heat equation ∂tu =
(A+ 12∆)u, which is also the transition density of the diffusion with respect to the Riemannian volume measure
√
|g|
(see [Hsu] for more details). To obtain the probability density pˆt(x,y) with respect to Lebesgue measure dx1...dxn, we
set
pˆt(x,y) = pt(x,y)
√
g(y) .
Intuitively, one expects that the heat kernel on a Riemannian manifold should be a deformation of the heat kernel
on Euclidean space. Molchanov [Mol75] made this idea precise by providing a small-time expansion for the heat kernel
on a compact manifold. Subsequent authors have extended this result to more general manifolds. We state two such
results.
3
Theorem 2.1 (Theorem 5.1.1 in [Hsu02]). Let M be a complete n-dimensional Riemmanian manifold. Let C(M) be
the subset of points (x,y) in M ×M such that x lies in the cut locus of y. Let d(x,y) be the Riemannian distance
between two points (x,y) ∈ (M×M)\C(M). Let pt(x,y) denote the heat kernel of 12∆ on M . Then there exist smooth
functions un(x,y) defined on (M ×M) \ C(M) such that the following asymptotic expansion
pt(x,y) ∼ (2pit)−n/2e−d(x,y)
2/(2t)
∞∑
i=0
ui(x,y)t
n
holds uniformly as t→ 0 for any compact subset of (M ×M) \C(M). Let expx : TxM −→M be the exponential map
based at x, then we have
u0(x,y) = (J(expx)(Y ))
−1/2 , Y = exp−1
x
y (1)
Here J(exp
x
) denotes the Jacobian of the exponential map (see remark below).
Remark 2.1 Recall that if f :M −→ N is a differentiable map between oriented Riemannian n-manifolds (M, g) and
(N, h), then J(f)(p) is defined to be the ratio of the pullback of the volume form on N to the volume for of M at p.
Let us explain this definition in detail. The differential of f at p defines a map f∗ : TpM −→ TqN where q = f(p).
The pullback f∗ : ΛkT ∗qM −→ ΛkT ∗pM is then defined by:
(f∗µ)(v1 ∧ . . . vk) = µ(f∗v1, . . . f∗vk) (2)
where v1, . . . vk ∈ TpM and µ is an k-form. Now take local coordinates x for M and y for N centered on p and q. The
space ΛnT ∗p is one dimensional and hence spanned by the volume form
√
|g| dx1 ∧ . . . ∧ dxn. Thus for some λ ∈ R we
have:
f∗(
√
|h| dy1 ∧ . . . ∧ dyn) = λ
√
|g| dx1 ∧ . . . ∧ dxn (3)
By definition J(f)(p) is equal to λ. See subsection 2.1 to see how the expression for J(exp
x
)(Y ) simplifies when we
work in geodesic normal coordinates.
We now recall the following extension of Theorem 2.1 by Bellaiche[Bel81]:
Theorem 2.2 (Theorem 4.1 in [Bel81]). LetM be a C4-Riemannian and A a C4 vector field. The heat kernel pt(x,y)
of the operator 12∆+A satisfies:
pt(x,y) ∼ (2pit)−n/2u0(x,y) e− 12d(x,y)
2/t+A(x,y) (t→ 0) (4)
for (x,y) ∈ (M ×M) \ C(M). Here u0 is given by the same formula as above and A(x,y) :=
∫ 1
0 〈A, γ˙(s)〉ds for the
unique distance-minimizing geodesic γ : [0, 1] −→M joining x and y. This estimate (4) is uniform on compact subsets
of (M ×M) \ C(M).
2.1 Geodesic normal coordinates and the geometric meaning of curvature
Now let e1, .., en be a basis of TpM which is orthonormal with respect to the scalar product on TpM given by the
metric gij . For each vector v ∈ TpM , writing its components w.r.t to this basis, we obtain a map φ : TpM 7→ Rn,
v = viei 7→ (v1, ..., vn). Then one has the associated geodesic normal coordinate system y given by y = φ ◦ exp−1x (see
page 21 in [Jost09]). In these coordinates, all first derivatives of the metric vanish at zero, i.e. gij,k(0) = 0 for all i, j, k,
and Γijk = 0, and the metric has the following Taylor expansion:
gij = δij −
∑
a,b
1
3
(Riajb +Ribja)yayb + o(|y|2)
(see e.g. [MA73]), where Rijkl is the Riemann curvature tensor and we are using standard conventions for raising
and lowering indices using the metric. This formula provides the basic geometric interpretation of curvature as the
deviation of the metric from the Euclidean metric in normal coordinates. Indeed, Riemann originally curvature using
such an expansion; the definition using the Levi-Civita connection was only introduced later, also by Riemann.
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2.2 Calculating J(exp
x
)(Y ) and u0(x,y) in normal coordinates
In normal coordinates, the volume form at the origin is just dx1∧ ...∧dxn , and expp and d expp(Y ) are just the identity.
Thus J(exp
x
)(Y ) simplifies to
J(exp
x
)(Y ) =
√
|g| , (5)
where |g| is now the determinant of the metric in normal coordinates, and we have
u0(x,y) = (
√
|g|)− 12
=
[
1 −
∑
i,a,b
1
3
(Riaib +Ribia)yayb + o(|y|2))
]− 14
= 1 +
1
12
∑
i,a,b
(Riaib +Ribia)yayb + o(|y|2)
We now specialize to the two-dimensional case. The symmetries of the curvature tensor tell us that it has only
one independent component. In normal coordinates one has R1212 = R2121 = −R1221 = −R2112 = κ, where κ is the
Gaussian curvature of the surface. All the other components of R vanish. Thus we have
u0(x,y) = 1 +
1
12
κ|y|2 + o(|y|2) .
Thus for points y with |y| ≪ 1, i.e. for x close to y we have the following asymptotic formula
p0t (x,y) ∼
1
2pit
[1 +
1
12
κ|y|2 + o(|y|2)]e−|y|2/2t (t→ 0).
Alternatively, one can introduce geodesic polar coordinates y = (r cos(θ), r sin(θ)) in which case one obtains the same
expansion but with |y| replaced by r and now r = d(x,y) is the Riemmanian distance.
Remark 2.2 The heat kernel can be constructed geometrically by the method of parametrix starting from an ap-
proximate heat kernel in local coordinates. Page 148 in Chavel[Chav84] gives a nice sketch proof using geodesic polar
coordinates. In these coordinates, we can write the u0(x,y) term in the heat kernel expansion as
u0(x,y) = (
√
g (r, θ)
r
)−
1
2 .
Remark 2.3 If d(x,y) < d(x,Cut(x)), then in local coordinates u0(x,y) = ∆
VVM(x,y), where
∆VVM(x,y) = g(x)−
1
2 det(−∂
2φ(x,y)
∂xi∂yj
)g(y)−
1
2 (6)
is the so-called van Vleck-Morette determinant (see McAvity&Osborn[MO91] and Eq 4.38 in Vassilevich[Vass03]), and
φ(x,y) = 12d(x,y)
2. (6) is useful when we can compute d(x,y) explicitly by solving the geodesic equations.
Remark 2.4 See Appendix B for details on how to calculate A(x,y).
3 Local-stochastic volatility models
We work on a model (Ω,F ,P) throughout, with a filtration Ft supporting two independent Brownian motions which
satisfies the usual conditions.
We now consider a general uncorrelated local-stochastic volatility model for a log forward price process Xt defined
by the following stochastic differential equations{
dXt = − 12σ(Xt)2Y 2t dt+ σ(Xt)Yt dW 1t ,
dYt = µ(Yt)dt+ α(Yt)dW
2
t
(7)
5
where X0 = x0, Y0 = y0, and W1,W2 are two standard Brownian motions with dW
1
t dW
2
t = 0. We need to impose that
the correlation is zero for the gauge transformation trick in subsection 4.1 to work. However, the presence of the local
volatility component σ(x) can still produce an implied volatility skew.
For the model in (7), the Laplace-Beltrami operator is given by
1
2
∆ =
1
2
y2σ′(x)σ(x)∂x +
1
2
[α′(y)α(y)− α(y)
2
y
]∂y +
1
2
y2σ(x)2∂2x +
1
2
α(y)2∂2y
so we have
A = [−1
2
y2σ(x)2 − 1
2
y2σ′(x)σ(x)]∂x + [µ(y) − 1
2
(α′(y)α(y)− α(y)
2
y
)]∂y .
As before, we let M denote the upper half plane furnished with the metric (gij) = (a
ij)−1. Then the metric gij
associated with the model (7) is given by
ds2 =
∑
i,j
gijdxidxj =
1
σ(x)2y2
dx2 +
1
α(y)2
dy2 . (8)
We can easily compute the curvature tensor for this metric directly from the standard formulae for the Christoffel
symbols in local coordinates and the standard formulae for the curvature tensor. We can then compute the Gaussian
curvature as
κ =
R1212
g11g22 − g212
and from this we find that
κ(x, y) =
α(y)(−2α(y) + yα′(y))
y2
. (9)
We make the following additional assumptions:
Assumption 3.1
• µ, α, σ are C∞ and α, σ are strictly positive and α is strictly increasing, and µ, α satisfy the Lipschitz and linear
growth conditions in Theorem 2.9 in [KS91], which ensures that Yt has a unique strong solution, and σ is also
Lipschitz continuous.
• α(y) ∼ A1y as y → 0 and α(y) ∼ B1yp as y → ∞ for some constants A1, B1 > 0 and p ∈ (0, 1]. This ensures
that the associated Riemmanian manifold on the upper half plane is complete - the distance to y = 0 and y =∞
under the metric gij is infinite, and ensures that y = 0 and y = ∞ are unattainable boundaries. The condition
at y = ∞ ensures that Xt has a fatter (and thus more realistic) right tail than if we chose a bounded volatility
function f(y) as in [FJ11] (see [AP07], [Jour04], [LM07] for more details).
• µ(y) ∼ µ0y as y → 0 for some µ0 ≥ 0 and µ(y) ∼ −κy as y → ∞ for some κ ≥ 0 (note that this precludes
the standard mean-reverting drift coefficient µ(y) = κ(θ − y); this assumption is needed to make the Gauge
transformation trick with the Davies heat kernel estimate work.
• 0 < σ ≤ σ ≤ σ¯ <∞ for some constants σ, σ¯.
• We assume that σ(x)2 + σ′(x)2 − 2σ(x)σ′′(x) > 0 for all x, which is clearly true if σ is constant. This condition
is required for the gauge transformation trick to work, and essentially just excludes excessive skew/convexity of
the local volatility function σ(x).
Proposition 3.2 Under Assumption 3.1, the system of two-dimensional stochastic differential equations in (7) has a
unique strong solution.
Proof. See Appendix E.
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Assumption 3.3 We assume that −2α(y) + yα′(y) ≤ 0 which implies that κ(x, y) ≤ 0 ∀(x, y) ∈ M , which (by
Hadamard’s theorem, see page 149 in [doC92]) implies that the cut locus of M is empty).
Remark 3.1 Using (9), we find that
κ(x, y) ∼ −A21 (y → 0) ,
κ(x, y) ∼ −B21(2− p)y2(p−1) → 0 (y →∞)
and κ(x, y) <∞ for all x, y ∈M , so κ(x, y) is bounded from below.
Remark 3.2 Our conditions include the SABR model for β = 1 (which corresponds to p = 1) but not the Heston
model, because for the latter the associated manifold is not complete (see Remark 3.3), and completeness is needed
for the Davies heat kernel estimate below. Small-time asymptotics for the Heston model are obtained in [FJL12] using
Fourier methods and saddlepoint estimates for contour integrals.
3.1 Tail behaviour of the model
For the SABR model with zero correlation (i.e. α(y) = αy, µ(y) = 0), it is well known that for m > 0, E(Smt ) <∞ if
and only if m ≤ 1. For ρ ≤ 0, this condition changes to E(Smt ) <∞ if and only ρ ≤ −
√
(m− 1)/m (see Theorem 2.3
in [LM07]). Moreover, by Theorems 2.5 and 2.6 in [LM07], this result also applies to our model in (7) if p = 1 because
α(y) does not have quadratic growth at y =∞, i.e. the b∞ term in Eq 29 in [LM07] is zero. For p < 1, the conditions
are more complicated, we refer the reader to Theorem 3.2 in [LM07] for details.
3.2 Examples
Here and throughout, we let p0t (x,y) denotes the heat kernel associated with the usual Laplace-Beltrami operator (i.e.
with A = 0).
• For the hyperbolic metric ds2 = 1y2 (dx2 + dy2) on the upper half plane H2 (which is associated with the SABR
model dSt = S
β
t YtdW
1
t , dYt = YtdW
2
t , dW
1
t dW
2
t = ρdt with β = 1, ρ = 0, see section 6), we have that κ = −1 (see
Molchanov[Mol75], page 161 in [Hsu02] and chapter 5 in [doC92]). For H2 we have the simple explicit formula
due to McKean[McK70]
pt(x,y) =
√
2 e−t/8
(2pit)3/2
∫ ∞
d(x,y)
re−r
2/2t√
cosh r − coshd(x,y)dr .
(see e.g. Theorem 3.1 in Matsumoto&Yor[MY05] for the corresponding formula for the n-dimensional hyperbolic
space).
• For the metric ds2 = 1y2 dx2 + 1α2y2p dy2 for p ≥ 0 (which is associated with a stochastic volatility model of the
form dSt = StYtdW
1
t , dYt = µ(Yt)dt+ αY
p
t dW
2
t , dW
1
t dW
2
t = 0), the non-zero Christoffel symbols are given by
Γ211 = α
2y−3+2p , Γ112 = −
1
y
, Γ121 = −
1
y
, Γ222 = −
p
y
,
and R1212 = R2121 = (p − 2)/y4 (and R1111 = R2222 = 0 on any Riemmanian manifold), and using (9) we find
that
κ(x, y) = −α2(p− 2)y2(p−1) (10)
(this agrees with slide 26 in [Laur10] and Eq 6.20 in [HL08]). Moreover, if dW 1t dW
2
t = ρdt for correlation |ρ| < 1,
then κ remains unchanged. Modulo technical conditions, this includes the following models:
7
Name p α(y) µ(y) κ(x, y)
SABR (β = 1) 1 αy 0 −α2
Heston 0 12σ
1
2
κ(θ−y2)
y − 18 σ
2
y − 12 σ
2
y2
3/2-model 2 12σy
2 1
2
κ(θ−y2)
y − 18σ2y2 0
Hull-White 1 αy by −α2
Scott-Chesney 1 αy κy(θ − log y) + 12α2y −α2
(see also page 151 in [HL08] for a similar table)2.
• For the metric gij = δijF (y)2 associated with the stochastic volatility model dSt = Stf(Yt)dW 1t , dYt = µ(Yt)dt +
f(Yt)dW
2
t , dW
1
t dW
2
t = 0 for f(y) = ay
2 + by + c, κ is constant (see page 179 in [doC92]).
Remark 3.3 For the example in the second bullet point, the distance of a vertical geodesic to y = 0 is given by
d =
∫ y1
0
1
yp
dy
which is infinite if and only if p ≥ 1. Similarly, the distance of a vertical geodesic to y =∞ is
d =
∫ ∞
y1
1
yp
dy
which is infinite iff p ≤ 1, so the manifold is not complete unless p = 1.
4 Small-time asymptotics for call options
4.1 A gauge transformation to remove the A term
The following lemma computes an upper bound for pt(x,y) in terms of the heat kernel p
0
t (x,y) for the case when
A = 0. This is needed so we can appeal to the Davies heat kernel estimate that follows.
Lemma 4.1
pˆt(x,y) ≤ χ(x0, y0)
χ(x1, y1)
eVmaxt pˆ0t (x,y)
where pˆ0t (x,y) =
√
|g|(y) p0t (x,y), for some constant Vmax <∞, where x = (x0, y0), y = (x1, y1) and
χ(x, y) =
√
σ(x) e
1
2x
√
α(y)√
y
e
−
∫
y
1
µ(u)
α(u)2
du
(see also pages 108-9 in [HL08] for related discussion).
Proof. See Appendix C.
Remark 4.1 The gauge transformation trick here only works when the correlation ρ = 0, unless we impose a specific
functional form for µ(y), see subsection 4.4 for details. We would expect a similar result to hold in for ρ 6= 0 and
general µ(y), but this would probably require re-writing the whole of [Dav88] for the case when A 6= 0 to prove this
rigorously. Otherwise, we could impose that the volatility is given by f(y) for some bounded function y, and use
the Norris-Stroock[NS91] tail estimate for the fundamental solution to the heat equation with a uniformly elliptic
coefficients instead of the Davies estimate, but this model would not have realistic fat tail behaviour.
2Recall that we usually write the Heston SDE for Vt = Y 2t as dVt = κ(θ−Vt)dt+σ
√
VtdW
2
t
, which is equivalent to what we have written
here, a similarly for the 3-2 model
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Corollary 4.2 Using that α(y) ∼ A1y as y → 0 and α(y) ∼ B1yp as y →∞ we have
χ(x, y) ∼
√
A1
√
σ(x) e
1
2xy−µ0/A
2
1 (y → 0),
χ(x, y) ∼
√
B1
√
σ(x) e
1
2xy−
1
2 (1−p)e
κy2(1−p)
2B2
1
(1−p) (y →∞)
and from this and the bounds on σ and that fact that 0 < χ(x, y) <∞ ∀(x, y) ∈M we find that
χ(x0, y0)
χ(x1, y1)
≤ Υ(y1) (11)
for x0, y0, x1 fixed, where Υ(y1) = C1(y
1
2 (1−p)
1 ∨yµ0/A
2
1
1 ) for some constant C1 = C1(x0, y0, x1) > 0 which is independent
of y1.
4.2 The Davies upper bound for the heat kernel
By a simple modification of Theorem 16 in Davies[Dav88] (which deals with the heat equation ∂tu− ∂2xxu = 0 without
the 12 factor), we have the following:
Theorem 4.3 If M is a complete Riemmanian manifold of dimension N such that
Ric(x) ≥ −(N − 1)β2
where Ric denotes the Ricci curvature3, then there exists a constant cδ depending on δ such that
0 ≤ p0t (x,y) ≤ cδ |B(x, t
1
2 )|− 12 |B(y, t 12 )|− 12 e−d(x,y)2/(2+δ)t
for 0 < t < 1, where |B(x, r)| denotes the Riemmanian volume of the ball B(x, r) = {y ∈ M : d(x,y) < r} (see also
page 198 in [Chav84] for a similar result).
We now return to our manifoldM . Let x = (x0, y0), y = (x1, y1) denote two points onM and let d(x0, y0;x1, y1) =
d(x,y). From the assumption that κ(x, y) ≤ 0 and that κ is bounded from below (see Remark 3.1), and the Gu¨nther
volume comparison theorem on page 213 in [Jost09], we have that
|B(x, r)| ≥ |BE(x, r)| = pir2 , (12)
where |BE(x, r)| denotes the volume of a ball under the standard Euclidean metric. Thus setting r = t 12 we have the
following corollary of Theorem 4.3:
Corollary 4.4 We have the following upper bound
p0t (x,y) ≤
cδ
pit
e−d(x,y)
2/(2+δ)t
which (combined with (11)) implies that
pt(x,y) ≤ Υ(y1) eVmaxt cδ
pit
e−d(x,y)
2/(2+δ)t .
Lemma 4.5 From a simple asymptotic analysis of a vertical line we have
d(x,y) ∼ d0(y1) = 1
A1
log y1 (y1 → 0)
d(x,y) ∼ d∞(y1) =
{
1
B1
log y1 (p = 1) ,
y1−p1
B1(1−p)
(p ∈ (0, 1)) (y1 →∞) .
3The Ricci curvature is just equal to the Gaussian curvature when the dimension n = 2, which is also equal to the sectional curvature
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4.3 Small-time expansion for non at-the-money call options
In Theorem 4.6, we state the main result in the paper: a small-time expansion for out-of-the-money call options under
the general local-stochastic volatility model in (7). To prove this result, we proceed along similar lines to section 3 in
[Pau10]. We introduce the following notation:
φ(y1) =
1
2
d(x,y)2 ,
ψ(y1) = y
2
1 P(x,y)u0(x,y)
√
|g|(x1, y1) ,
where P(x,y) = eA(x,y), x = (x0, y0),y = (x1, y1). Then the following theorem characterizes the small-time behaviour
of non-at-the-money call options.
Theorem 4.6 For the stochastic volatility model defined in (7), we have the following small-time expansion for the
price of a call option with strike K 6= S0:
E(St −K)+ − (S0 −K)+ ∼ A
SV(x1)√
2pi
e−φ(y
∗
1)/t t
3
2 (t→ 0) ,
where x1 = logK,
ASV(x1) =
Kσ(x1)
2ψ(y∗1)√
φ′′(y∗1)
1
2φ(y∗1)
and y∗1 = y
∗
1(x1) is the y-value where the shortest geodesic from (x0, y0) hits the line {x = x1} under the metric gij in
(8).
Remark 4.2 Because the curvature κ ≤ 0, from the argument on page 209 in [doC92], we know that there is a
unique distance minimizing geodesic from (x0, y0) to the line {x = x1}, and we have the tranversality condition
g(dγ
∗
dt , (0, 1))|(x1,y∗1) = 0, i.e. the shortest geodesic comes in perpendicular to the vertical line under the metric gij (see
page 14 in [FJ11] for more details on this point). Moreover, because the correlation ρ = 0, the shortest geodesic is also
perpendicular in the usual Euclidean sense4.
Proof. From the generalized change-of-variable formula for semimartingales (Theorem 3.7.1, part (v) in Karatzas&Shreve
[KS91]), we have
E(St −K)+ − E(S0 −K)+ = 1
2
K2
∫ t
0
1
dK
E(σ(Xu)
2Y 2u 1Su∈dK)du
=
1
2
K2
∫ t
0
1
dK
E(σ(Xu)
2Y 2u |Su = K)P(Su ∈ dK)du
=
1
2
K
∫ t
0
1
dx1
E(σ(Xu)
2Y 2u |Xu = x1)P(Xu ∈ dx1)du
=
1
2
Kσ(x1)
2
∫ t
0
1
dx1
E(Y 2u 1Xu∈dx1)du. (13)
Let 0 < a < ∞ with a > y∗1 . Applying the Bellaiche heat kernel expansion on the compact interval [ 1a , a], we know
that for all ε > 0, there exists a t∗ = t∗(ε) such that for all t < t∗ we have
E(Y 2t 1Xt∈dx1)
dx1
=
∫ ∞
−∞
y21 pˆt(x0, y0;x1, y1)dy1 ≤ (1 + ε)
∫ a
1
a
ψ(y1)
2pit
e−φ(y1)/tdy1 + I0 + I∞
= (1 + ε)
ψ(y∗1)√
2pit φ′′(y∗1)
e−φ(y
∗
1)/t[1 +O(t
1
2 )] + I0 + I∞ (14)
where I0 =
∫ 1
a
0
y21 pˆt(x0, y0;x1, y1)dy1, I∞ =
∫∞
a
y21 pˆt(x0, y0;x1, y1)dy1 and we have used Laplace’s method around
the saddlepoint at y1 = y
∗
1 (see Proposition 2.1, page 323 in Stein&Sharkarchi[SS03]), which we are allowed to do
4to our knowledge this was first reported by Alan Lewis back in 2006
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because the distance function d, the metric (gij) and u0(x,y) are all smooth away from the cut locus of x (and the cut
locus is empty because κ ≤ 0), so ψ and φ are smooth. Similarly we obtain the lower bound
E(Y 2t 1Xt∈dx1)
dx1
≥ (1− ε) ψ(y
∗
1)√
2pit φ′′(y∗1)
e−φ(y
∗
1)/t [1 +O(t
1
2 )] .
For I0, from Corollary 4.4, we know that for a = a(ε) sufficiently large we have
I0 ≤ cδ
pit
eVmaxt
∫ 1
a
0
y21
√
|g|C1yµ0/A
2
1
1 e
−d0(y1)
2/(1+ε)(2+δ)tdy1
where
√
|g| is shorthand for
√
|g|(x1, y1). But from Lemma 4.5 we also know that
√
|g| ∼ 1
A1y21
as y1 → 0. If we also
impose that a > 1, and set ϕδ,ε = (1 + ε)(2 + δ) and cε,δ = cδ(1 + ε)e
Vmaxt/pi, then we obtain
I0 ≤ cε,δ
t
1
A1
∫ 1
a
0
C1y
µ0/A
2
1
1 e
−d0(y1)
2/ϕε,δtdy1
≤ cε,δ
t
1
A1
∫ 1
a
0
1
y1
e−[
1
A1
log y1]
2/ϕε,δtdy1
≤ cε,δ√
t
√
pi ϕ
1
2
ε,δ Φ(z)
≤ cε,δ√
t
ϕ
1
2
ε,δ√
2
A1
√
t ϕ
1
2
ε.δ√
2 log a
e
−[
log 1
a
A1
]2/ϕε,δt =
cε,δ ϕε,δ
2 log a
A1e
−[
log 1
a
A1
]2/ϕε,δt
where we have used that 1y ≥ C1y
µ0/A
2
1
1 for y ≪ 1 in the second line, and
z =
√
2 log 1a
A1
√
t ϕ
1
2
ε,δ
,
and we have used that Φ(z) ≤ e−z2/2/(|z|√2pi) for z < 0 in the last line.
For I∞, again from Corollary 4.4, we know that for a = a(ε) sufficiently large we have
I∞ ≤ cε,δ
t
∫ ∞
a
y21
√
|g|C1y
1
2 (1−p)
1 e
−d∞(y1)
2/(1+ε)(2+δ)tdy1 ,
But for p ∈ (0, 1), d∞(y1) ∼ y
1−p
1
B1(1−p)
and
√
|g| ∼ 1
B1y
1+p
1
as y1 →∞. Thus we have
I∞ ≤ cε,δ
t
C1
B1
∫ ∞
a
y
3
2 (1−p)
1 e
−
y
2(1−p)
1
(B1(1−p))
2 /ϕε,δtdy1 .
Making the change of variable u = y1−p1 in I∞, and using the fact that u
ae−u
2 ≤ e−u2/(1+δ) for a fixed δ > 0 and
any sufficiently large u > 0, we find that, for a sufficiently large,
I∞ ≤ c¯ε,δ
t
∫
(a1−p,∞)
u
3−p
2(1−p)
1− p e
−[ u
B1(1−p)
]2/ϕε,δtdu
≤ c¯ε,δ
t
∫
(a1−p,∞)
e
−[ u
B1(1−p)
]2/ϕ2ε,δtdu
≤ c¯ε,δ√
t
B1(1 − p)
√
pi ϕ
1
2
2ε,δΦ
c(
√
2a1−p
B1(1− p)ϕ
1
2
2ε,δ
√
t
)
≤ c¯ε,δ√
t
B1(1 − p) ϕ
1
2
2ε,δ√
2
B1(1 − p)ϕ
1
2
2ε,δ
√
t√
2a1−p
e
− a
2(1−p)
(B1(1−p))
2ϕ2ε,δ t =
c¯ε,δB
2
1(1− p)2ϕ2ε,δ
2a1−p
e
− a
2(1−p)
(B1(1−p))
2ϕ2ε,δ t ,
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where c¯ε,δ = cε,δ
C1
B1
, and Φc = 1 − Φ. The last inequality is due to the fact that Φc(z) ≤ e−z2/2/(z√2pi) for z > 0.
Thus for a suffciently large, I0 and I∞ are both higher order terms than the main term
ψ(y∗1 )√
2pit φ′′(y∗1 )
e−φ(y
∗
1)/t in (15),
thus we can ignore them at leading order. A similar argument holds for the right tail integral I∞ when p = 1. Thus
we conclude that
E(Y 2t 1Xt∈dx1)
dx1
∼ ψ(y
∗
1)√
2pit φ′′(y∗1)
e−φ(y
∗
1)/t (t→ 0) . (15)
We now have to estimate the integral in (13), using (15). To this end, notice that
1
2
∫ t
0
1√
2pis
e−k
2/2sds
=
1
k2
√
2pi
∫ t
0
s
3
2 e−
k2
2s d(−k
2
2s
)
=
1
k2
√
2pi
[t
3
2 e−
k2
2t − 3
2
∫ t
0
s
1
2 e−
k2
2s ds]
for k 6= 0. The last equality follows from integration by parts. Furthermore,
0 <
∫ t
0
s
1
2 e−
k2
2s ds =
∫ t
0
s√
s
e−
k2
2s ds ≤ t
∫ t
0
1√
s
e−
k2
2s ds = t · 2
k2
∫ t
0
s
3
2 e−
k2
2s d(−k
2
2s
) < t · 2
k2
t
3
2 e−
k2
2t ,
where we have integrated by parts in the last inequality, and ignored the second integral term which is positive. Thus
we have
1
2
∫ t
0
1√
2pis
e−k
2/2sds =
1
k2
√
2pi
t
3
2 e−
k2
2t [1 +O(t)] .
and comparing with (13) we see that for all ε > 0 there exists a t∗ = t∗(ε) such that for all t ≤ t∗ we have
E(St −K)+ − (S0 −K)+ ≤ 1
2
Kσ(x1)
2
∫ t
0
ψ(y∗1)√
2pisφ′′(y∗1)
e−φ(y
∗
1)/s(1 + ε)ds
= Kσ(x1)
2 ψ(y
∗
1)√
φ′′(y∗1)
1
2
∫ t
0
1√
2pis
e−φ(y
∗
1)/s(1 + ε)ds
= Kσ(x1)
2 ψ(y
∗
1)√
φ′′(y∗1)
1
2φ(y∗1)
√
2pi
t
3
2 e−
φ(y∗1 )
t [1 +O(t)] (1 + ε)
≤ A
SV(x1)√
2pi
e−φ(y
∗
1)/t t
3
2 (1 + 2ε)
(recall that ASV(x1) =
Kσ(x1)
2ψ(y∗1)√
φ′′(y∗1 )
1
2φ(y∗1)
). We proceed similarly for the lower bound.
4.4 Non-zero correlation
If dW 1t dW
2
t = ρdt for ρ 6= 0, we can still make the gauge transformation trick work, if µ(y) takes a certain functional
form in terms of α(y) and σ(x) is constant, as the following proposition demonstrates. However, we assume that ρ ≤ 0
to ensure that the stock price process St = e
Xt is a martingale (see e.g. [Jour04], [LM07] to see examples of where this
fails for ρ > 0).
Proposition 4.7 For ρ 6= 0,±1, we can find a gauge transformation to remove the A term if σ(x) is constant and
µ(y) =
α(y)
2y
[yα′(y)− α(y)]− cyα(y) .
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Under this condition, the potential V (x, y) induced by the gauge transformation is bounded from above, so (if ρ ≤ 0)
Theorem 4.6 still holds subject to minor modifications of the proof, using the following distance estimates for ρ 6= 0
d(x,y) ∼ d0(y1) = 1
ρ¯A1
log y1 (y1 → 0)
d(x,y) ∼ d∞(y1) =
{
1
ρ¯B1
log y1 (p = 1) ,
y1−p1
ρ¯B1(1−p)
(p ∈ (0, 1)) (y1 →∞) .
when σ(x) ≡ 1 and ρ¯ =
√
1− ρ2.
Proof. See Appendix D.
Remark 4.3 Setting α(y) = αy and c = 0, we find that µ(y) = 0 which is consistent with the SABR model (for
β = 1), so the gauge transformation works for this case.
4.5 Small-time behaviour for the Black-Scholes model
Let CBS(S0,K, t, σ) denote the price of a European call option under the Black-Scholes model with stock price S0,
strike K = S0e
x, time-to-maturity t, and volatility σ (with zero interest rates and dividends).
Proposition 4.8 (see Proposition 2.3 in Forde,Jacquier&Lee[FJL12]). Let
σˆt =
√
σ2 + at
for t > 0, and assume t ∈ (0, σ2|a| ) if a < 0. Then CBS(S,K, t, σˆt) has the following asymptotic behaviour as t→ 0
CBS(S,K, t, σˆt) = (S0 −K)+ +K e
− x
2
2σ2t√
2pi
e−
1
2xe
1
2
ax2
σ4
[σ3
x2
t
3
2 +O(t
5
2 )
]
(x 6= 0) (16)
where K = S0e
x.
5 Small-time behaviour of implied volatility
In this section we derive the corresponding asymptotic expansions for implied volatility.
Theorem 5.1 For the model defined above, let σˆt(x1) denote the implied volatility at maturity t for strike K = e
x1 ,
K 6= S0. Then we have the following asymptotic behaviour for σˆt(x1)
σˆ2t (x1) = σˆ(x1)
2 + a(x1)t + o(t) , (17)
where
σˆ(x1) =
|x1 − x0|
d(x0, y0;x1, y∗1(x1))
, a(x1) =
2σˆ4(x1)
x2
log
ASV(x1)
ABS(x, σˆ(x1))
(18)
and x = log KS0 .
Proof. See Appendix A.
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6 Numerical example: the SABR model
Consider the well known SABR model for β = 1 with unit vol-of-vol:{
dXt = − 12Y 2t dt + YtdW 1t ,
dYt = YtdW
2
t
(19)
and dW 1t dW
2
t = 0. The metric associated with this model is the hyperbolic metric ds
2 = 1y2 (dx
2 + dy2) on the upper
half plane H2, and y = α(y) = y,
√
|g| = 1y2 . For the hyperbolic metric, it is known (see e.g. page 170 in [HL08] and
Paulot[Pau10] that
d(x0, y0;x1, y1) = cosh
−1[1 +
(x1 − x0)2 + (y1 − y0)2
2yy1
] ,
y∗1 =
√
((x1 − x0)2 + y20) ,
d := d(x0, y0;x1, y
∗
1) = log[
x1 − x0
y0
+
√
(1 +
(x1 − x0)2
y20
)] .
Eyy(x0, y0;x1, y
∗
1) = φ
′′(y∗1) =
d(x0, y0;x1, y
∗
1)
y0y∗1 sinh d(x0, y0;x1, y
∗
1)
.
We also have
∆ =
1
y2
(
∂2
∂x2
+
∂2
∂y2
) , A = −1
2
y2∂x , u0(x0, y0;x1, y1) = (
sinh d(x0, y0;x1, y1)
d(x0, y0;x1, y1)
)−
1
2 ,
A(x0, y0;x1, y1) =
∫ 1
0
〈A, γ˙〉 dt =
∫ x1
x0
1
y2
· −1
2
y2 dx = −1
2
(x1 − x0) .
Without loss of generality, we can set x0 = 0, and we obtain
ASV(x1) =
Kψ(y∗1)√
φ′′(y∗1)
1
2φ(y∗1)
=
Ke−
1
2 (x1−x0)( sinh dd )
− 12√
d/(y0y∗1 sinh d)
1
d2
.
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Figure 1: In the left figure, for the uncorrelated SABR model with y0 = .1, we have plotted the leading order smile
(blue) and corrected implied volatility smile (grey) using (17) verses the small-time expansion given in Hagan et
al.[HKLW02](dashed line). In the second plot, we have plotted the true correction term a(x) (blue) against Hagan
correction term (dashed), and we see that there is a significant difference for out-of-the-money options. Our formula
is in exact numerical agreement with the expansion given in section 4.3 in Paulot[Pau10], and in Eq 6.10 in Busca et
al.[BBF04].
References
[AP07] Andersen, L.B.G., Piterbarg, V.V., “Moment Explosions in Stochastic Volatility Models”, Finance and Stochas-
tics, 11 (1), 29-50, 2007.
[Bel81] Bellaiche, C., “Comportement asymptotique de pt(x,y)”, Aste´rique, 84-85, 151-187, 1981.
[BA88] Ben Arous, G. “Methods de Laplace et de la phase stationnaire sur le space de Wiener”, Stochastics, 25:
125-153, 1988.
[BBF02] Berestycki, H., J.Busca and I.Florent, “Asymptotics and calibration of local volatility models”, Quantitative
Finance, 2, 61-69, 2002.
[BBF04] Berestycki, H., J.Busca and I.Florent, “Computing the Implied Volatility in Stochastic Volatility models”
Comm. Pure Appl. Math., Vol. LVII, 1352-1373 (2004).
[Chav84] Chavel, I., “Eigenvalues in Riemannian geometry”, Pure and Applied Mathematics, vol. 115, Academic Press
Inc., Orlando, FL (1984).
[Dav88] Davies, E.B., “Gaussian Upper Bounds for the Heat Kernel of Some Second-Order Operators on Riemannian
Manifolds”, J. Funct. Anal., 80, 16-32 (1988).
[DFJV11] Deuschel, J.D., P.K.Friz, A.Jacquier, S.Violante, “Marginal density expansions for diffusions and stochastic
volatility, Part II: Theoretical foundations ”, 2013, forthcoming in Comm. Pure Appl. Math.
[DFJV11b] Deuschel, J.D., P.K.Friz, A.Jacquier, S.Violante,“Marginal density expansions for diffusions and stochastic
volatility, Part I: Applications”, 2013, forthcoming in Comm. Pure Appl. Math.
[dW65] DeWitt, B.S. “Dynamical theory of Groups and Fields”, Gordon and Breach, (1965).
[doC92] do Carmo, M., “Riemmanian Geometry”, Birkha¨user (1992).
[FJ11] Forde, M. and A.Jacquier “Small-time asymptotics for implied volatility under a general Local-Stochastic
volatility model”, Appl. Math. Finance, 18, 517-535, 2011.
15
[FJL12] Forde, M., A.Jacquier and R.Lee, “The small-time smile and term structure of implied volatility under the
Heston model”, with A.Jacquier and R.Lee (2012), SIAM J. Finan. Math., 3, 690-708, 2012.
[GHLOW12] Gatheral,G., E.Hsu, P.Laurence, C.Ouyang and T-H.Wang, “Asymptotics of implied volatility in local
volatility models”, (2012), fMathematical Finance, 22(4), 591-620, 2012.
[HKLW02] Hagan P., D.Kumar, A.S.Lesniewski and D.E.Woodward, “Managing Smile Risk”,Wilmott Magazine, 2002.
[HL08] Henry-Laborde`re, P., “Analysis, Geometry, and Modeling in Finance: Advanced Methods in Option Pricing”,
Chapman & Hall, 2008.
[Hsu] Hsu, E.P., “A brief introduction to Brownian motion on a Riemmanian manifold”, lecture notes.
[Hsu02] Hsu, E.P., “Stochastic analysis on manifolds”, Graduate Studies in Mathematics, vol. 38, American Mathe-
matical Society, Providence, RI, 2002.
[Jost09] Jost, J., “Riemmanian geometry and Geometric analysis”, Fifth edition, Springer, (2008).
[Jour04] Jour, B, “Loss of martingality in asset price models with lognormal stochastic volatility”, 2004.
[KS91] Karatzas, I. and S.Shreve, “Brownian motion and Stochastic Calculus”, Springer-Verlag, 1991.
[Laur08] Laurence, P., “Implied Volatility, Fundamental solutions, asymptotic analysis and symmetry methods”, Cal-
tech, April 2008.
[Laur10] Laurence, P., “Asymptotics for local volatility and Sabr models”, Global Derivatives, Paris, France, 2010.
[Lew07] Lewis, A., “Geometries and smile asymptotics for a class of Stochastic Volatility models”,
www.optioncity.net (2007).
[LM07] Lions, P.-L. and M.Musiela, “Correlations and bounds for stochastic volatility models”, Annales de l’Institut
Henri Poincare (C) Non Linear Analysis”, 24(1), 1-16, 2007.
[MA73] Misner, C.W. and J.Archibald, “Gravitation”, W.H. Freeman and Company, 1973.
[McK70] McKean, H.P. , “An upper bound to the spectrum of ∆ on a manifold of negative curvature”, J. Diff. Geom.,
4 (1970) 35917366.
[MO91] McAvity, D.M. and H.Osborn, “A DeWitt expansion of the heat kernel for manifolds with a boundary”, Class.
Quantum Grav. 8, 603-638, 1991.
[MP49] S. Minakshisundaram and A. Pleijel, “Some properties of the eigenfunctions of the Laplace operator on Rie-
mannian manifolds”, Canadian J. Math., 1, 242-256, 1949.
[Mol75] Molchanov, S., “Diffusion processes and Riemmanian geometry”, Russian Math. Surveys 30:1, 1-63, (975.
[MY05] “Exponential functionals of Brownian motion, II: Some related diffusion processes”, Probability Surveys, Vol.
2, 348384, 2005.
[Neel07] Neel,R., “The small-time asymptotics of the heat kernel at the cut locus”, Comm. Anal. Geom. 15, no. 4,
845-890, 2007.
[NS91] Norris, J. and D.W.Stroock , “Estimates on the fundamental solution to heat flows with uniformly elliptic
coefficients”, Proc. Lond. Math. Soc. (1991) 62, 375-402.
[Olv74] Olver, F.W., “Asymptotics and Special Functions“, Academic Press, 1974.
[Pau10] Paulot, L., “Asymptotic Implied Volatility at the Second Order With Application to the SABR Model“,
working paper, 2010.
[SS03] Stein, E.M. and R.Sharkarchi, “Complex Analysis”, Princeton University Press, (2003).
[Vass03] Vassilevich, D.V., “Heat kernel expansion: a user’s manual”, Phys. Rep. 388, 279-360, hep-th/0306138, 2003.
16
A Proof of Theorem 4.6
Recall that x1 = logK and x = log
K
S0
. We assume x > 0, the x < 0 case follows similarly. If we equate the leading
order and correction terms for the Heston and the Black-Scholes models as
φ(y∗1) = V
∗
BS(x) =
x2
2σ2
,
ASV(x1) = ABS(x, σ) e
1
2
ax2
σ4 (A-1)
we obtain (18). We now have to rigourize this argument, because we do not know a priori that σˆt(x1) admits an
expansion of the form in (17). However, by Theorem 4.6 and (A-1), we know that for all ε > 0, there exists a t∗ = t∗(ε)
such that for all t < t∗ we have
E(St −K)+ ≤ A
SV(x1)√
2pi
t
3
2 e−
φ(y∗1 )
t eε =
ABS(x, σˆ(x1))√
2pi
e
1
2
a(x1)x
2
σˆ(x1)
4 t
3
2 e
− x
2
2σˆ(x1)
2t eε . (A-2)
a(x1) is a continuous functions of x for x > 0. For any δ > 0 sufficiently small, we now choose ε > 0 such that
e
1
2
a(x1)x
2
σˆ4 eε = e
1
2
(a(x1)+δ)x
2
σˆ4 e−ε . (A-3)
Combining (A-2) and (A-3) and Theorem 4.6, we have
E(St −K)+ ≤ ABS(x, σˆ(x1))√
2pi
e
1
2
(a(x1)+δ)x
2
σˆ4 t
3
2 e
− x
2
2σˆ(x1)
2t e−ε
≤ CBS(S0,K, t,
√
σˆ(x1)2 + t(a(x1) + δ))
for t sufficiently small. Thus, by the monotonicity of the Black-Scholes call option formula as a function of the volatility,
we have the the following upper bound for the implied volatility σˆt(x) at maturity t
σˆt(x1)
2 ≤ σˆ(x1)2 + a(x1)t+ δt.
We proceed similarly for the lower bound, and for the case x < 0.
B Calculating A(x,y) explicitly
Recall that
A = [−1
2
y2 − 1
2
y2σ′(x)σ(x)]∂x + [µ(y) − 1
2
(α′(y)α(y)− α(y)
2
y
)]∂y .
The shortest geodesic joining (x0, y0) to (x1, y
∗
1) will come in perpendicular to the line {x = x1} at (x1, y∗1(x1)) under
the original metric (and the Euclidean metric, see Remark 4.2 and [FJ11] for details), so dxdt ≥ 0 and dydt ≥ 0 along this
part of the geodesic. Thus we can change the variable of integration from t to x and y respectively, and
A(x0, y1;x1, y
∗
1) =
∫ 1
0
〈A, γ˙〉 dt
=
∫
γ
[
1
σ(x)2y2
A1 dx
dt
+
1
α(y)2
A2 dy
dt
]dt
=
∫
γ
[
1
σ(x)2y2
(−1
2
y2 − 1
2
y2σ′(x)σ(x))
dx
dt
+
1
α(y)2
A2 dy
dt
]dt
= −1
2
∫ x1
x0
1
σ(x)2
[1 + σ′(x)σ(x)]dx +
∫ y∗1
y0
1
α(y)2
[µ(y) − 1
2
(α′(y)α(y) − α(y)
2
y
)]dy .
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C Proof of Lemma 4.1
If we set (x, y) = (x0, y0), then we know that pˆt(x,y) is a solution to the backward heat equation
∂tpˆ = (A + 1
2
∆)pˆ (C-1)
subject to pˆ0(x,y) = δ(y − x), where the spatial partial derivatives in ∆ are with respect to the backward variable
x = (x, y). If we now let pˆt(x,y) =
χ(x,y)
χ(x1,y1)
qt(x,y), then the PDE transforms to
∂tq =
1
2
∆q + V (y)q
with q0(x,y) = δ(y − x), where V (x, y) = (A+
1
2∆)χ
χ . Using that α(y) ∼ A1y as y → 0 and α(y) ∼ B1yp as y →∞ we
find that
V (x, y) ∼ 1
2
µ0(1− µ0
A21
) (y → 0)
V (x, y) ∼ −1
8
y2[σ(x)2 + σ′(x)2 − 2σ(x)σ′′(x)] (y →∞)
and from the final bullet point in Assumption 3.1 we know that the second expression is negative, and from this and
the fact that V (y) <∞ for all y it follows that V (y) is bounded from above for all y, by some constant which we call
Vmax. Thus we have that
pˆt(x,y) =
χ(x0, y0)
χ(x1, y1)
qt(x,y) =
χ(x0, y0)
χ(x1, y1)
1
dx1dy1
E
Pˆ
(x,y)(e
∫
t
0
V (Ys)ds1(Xt,Yt)∈(dx1,dy1))
≤ χ(x0, y0)
χ(x1, y1)
eVmaxtpˆ0t (x,y) ,
where Pˆ is a probability measure under which X has infinitesimal generator L = 12∆ i.e. with A = 0.
D Proof of Proposition 4.7
Denoting pˆ(x1, y1, t) = pˆt(x0, y0;x1, y1), qt(x1, y1, t) = qt(x0, y0, x1, y1), and substituting pˆ(x, y, t) = h(x, y) q(x, y, t)
into the original PDE (C-1), we need to find h(x, y) such that the coefficients of ∂xq and ∂yq are
1
2y
2σ′(x)σ(x) and
α(y)
2y [yα
′(y)− α(y)], respectively. Performing this substitution, we obtain
∂tq = −1
2
y2σ(x)2(
∂xh
h
q + ∂xq) +
1
2
y2σ(x)2(
∂2xh
h
q + 2
∂xh
h
∂xq + ∂
2
xq) + µ(y)(
∂yh
h
q + ∂yq)
+
1
2
α(y)2(
∂2yh
h
q + 2
∂yh
h
∂yq + ∂
2
yq) + ρyσ(x)α(y)(
∂x∂yh
h
q +
∂xh
h
∂yq +
∂yh
h
∂xq + ∂x∂yq).
Collecting coefficients of q and its derivatives, we have
∂tq = y
2σ(x)2(
∂xh
h
− 1
2
+
ρα(y)
σ(x)y
∂yh
h
)∂xq + (µ(y) + α(y)
2 ∂yh
h
+ ρyσ(x)α(y)
∂xh
h
)∂yq
+
1
2
y2σ(x)2∂2xq +
1
2
α(y)2∂2yq + ρyσ(x)α(y)∂x∂yq + V (x, y)q,
where
V (x, y) =
(A+ 12∆)h
h
.
To determine the function h, we impose that
y2σ(x)2(
∂xh
h
− 1
2
+
ρα(y)
σ(x)y
∂yh
h
) =
1
2
y2σ′(x)σ(x), (D-1)
µ(y) + α(y)2
∂yh
h
+ ρσ(x)yα(y)
∂xh
h
=
α(y)
2y
[yα′(y)− α(y)] , (D-2)
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From (D-1) we obtain that ∂xh/h =
1
2 (1 +
σ′(x)
σ(x) )− ρα(y)σ(x)y∂yh/h. Plug this into (D-2), we have
∂yh
h
=
1
1− ρ2 [
α′(y)
2α(y)
− 1
2y
− µ(y)
α(y)2
− ρy
2α(y)
(σ(x) + σ′(x))] = g(x, y) ,
so
h(x, y) = h(x, 1) exp[
∫ y
1
g(x, u)du] .
Now suppose h(·, ·) does exist and h(x0, y0) 6= 0 for some (x0, y0) ∈ R× R+, then the function B(x, y) := log |h(x, y)|
is a twice differentiable function locally defined in a small (x0, y0). It is easily seen that in this neighborhood, we have
∂yB(x, y) = g(x, y), ∂xB(x, y) =
1
2
(1 +
σ′(x)
σ(x)
)− ρα(y)
σ(x)y
g(x, y).
However, for B(x, y) to be locally twice differentiable, necessarily, ∂x∂yB(x, y) = ∂y∂xB(x, y), which leads to
− ρ
1− ρ2
y
2α(y)
(σ′(x) + σ′′(x)) = − ρ
1− ρ2
1
σ(x)
∂y[
α(y)
y
(
α′(y)
2α(y)
− 1
2y
− µ(y)
α(y)2
)− ρ
2
(σ(x) + σ′(x))]
= − ρ
1− ρ2
1
σ(x)
∂y[
α(y)
y
(
α′(y)
2α(y)
− 1
2y
− µ(y)
α(y)2
)].
When ρ = 0, the above equality holds automatically. If ρ 6= 0,±1, then the above equality is equivalent to
(σ′(x) + σ′′(x))σ(x) =
2α(y)
y
∂y[
α(y)
y
(
α′(y)
2α(y)
− 1
2y
− µ(y)
α(y)2
)] .
which cannot hold unless both sides are equal to a constant b. Suppose this is the case and b < 0, then bσ <
σ′(x) + σ′′(x) < bσ¯ < 0. Multiplying both sides by e
x we obtain
b
σ
ex < ex(σ′(x) + σ′′(x)) = (exσ′(x))′ ≤ b
σ¯
ex < 0 .
If we now integrate both inequalities from 0 to x > 0, we obtain that
b
σ
(ex − 1) < exσ′(x)− σ′(0) < b
σ¯
(ex − 1) < 0 .
Solving for σ′(x) from the above inequalities, we have
e−xσ′(0) +
b
σ
(1− e−x) < σ′(x) < e−xσ′(0) + b
σ¯
(1− e−x)
Letting x→∞, we see that σ′(x) < bσ¯ < 0, which contradicts the assumption that σ is smooth and uniformly bounded.
Similarly, we can show that b cannot be strictly positive. Hence, the only possibility is when σ′(x) + σ′′(x) ≡ 0. In
this case, the only positive bounded solution is σ(x) ≡ σ0 for some positive constant σ0.
In conclusion, the necessary and sufficient condition for h(x, y) to exist is that σ(x) is a constant and α(y)y (
α′(y)
2α(y) −
1
2y − µ(y)α(y)2 ) ≡ c for some constant c. Re-arranging, we obtain the result.
Using that α(y) ∼ A1y as y → 0 and α(y) ∼ B1yp as y →∞ we find that
V (x, y) ∼ − y
2
8(1− ρ2) [(2c− ρσ)
2 + σ2(1 − ρ2)] ( y →∞ and as y → 0) .
and V (x, y) <∞ for all x, y, so V is bounded from above, as required.
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E Proof of Proposition 3.2
Let Ut = (Xt, Yt)
T
, b(x, y) = (− 12σ(x)2 y2, µ(y))
T
and
Σ(x, y) =
[
σ(x)y 0
0 α(y)
]
.
Then the stochastic differential equations in (7) can be written as
dUt = b(Ut) dt+Σ(Ut)
[
dW 1t
dW 2t
]
(E-1)
Because b does not satisfy global Lipschitz and linear growth conditions in y, standard existence and uniqueness result
cannot be applied here. To alleviate the limitation, we introduce bn(x, y) = (− 12σ(x)2 · (y2 ∧ n2), µ(y))1{y>0} for any
fixed n > 0. It is easily seen that bn(x, y) and Σ(x, y)1{y>0} satisfies the global Lipschitz and linear growth conditions,
hence Theorem 5.2.9 in [KS91] applies and there exists a unique strong solution U (n) = (X(n), Y (n)) to the following
stochastic differential equation:
dU
(n)
t = bn(U
(n)
t )dt+Σ(U
(n)
t )
[
dW 1t
dW 2t
]
, U
(n)
0 = (x, y) ∈ R× R+. (E-2)
The strong solution U (n) solves (E-1) until Y (n) exits (0, n). This solution can be indistinguishably extended globally
to all t ≥ 0. To see this, let m > n be another constant and construct bm and U (m) = (X(m), Y (m)) as above. Consider
stopping times
τn := inf{t > 0 : Y (n)t ≥ n}, τm := inf{t > 0 : Y (m)t ≥ m}. (E-3)
Then for all constant T > 0 and t ∈ [0, T ], since U (n)0 = U (m)0 = (x, y), using the Minkowski and Cauchy-Schwarz
inequalities we have
E‖U (n)t∧τn∧τm − U (m)t∧τn∧τm‖2
≤ 2E‖
∫ t∧τn∧τm
0
(bn(U
(n)
s )− bm(U (m)s )) ds‖2 + 2E‖
∫ t∧τn∧τm
0
(Σ(U
(n)
t )− Σ(U (m)t ))
[
dW 1s
dW 2s
]
‖2
≤ 2E(
∫ t∧τn∧τm
0
‖bn(U (n)s )− bm(U (m)s )‖ ds)2 + 2E(
∫ t∧τn∧τm
0
‖Σ(U (n)s )− Σ(U (m)s )‖2 ds)
≤ 2tE(
∫ t∧τn∧τm
0
‖bn(U (n)s )− bm(U (m)s )‖2 ds) + 2E(
∫ t∧τn∧τm
0
‖Σ(U (n)s )− Σ(U (m)s )‖2 ds).
To obtain estimates for the squared norms in the above integrals, we let Kσ, Kµ, Kα denote the Lipschitz coefficients
of σ, µ and α respectively. Then for t < τn ∧ τm,
‖Σ(U (n)t )− Σ(U (m)t )‖2 = ‖
[
σ(X
(n)
t )Y
(n)
t − σ(X(m)t )Y (m)t 0
0 α(Y
(n)
t )− α(Y (m)t )
]
‖2
= ‖
[
σ(X
(n)
t )Y
(n)
t − σ(X(m)t )Y (n)t + σ(X(m)t )Y (n)t − σ(X(m)t )Y (m)t 0
0 α(Y
(n)
t )− α(Y (m)t )
]
‖2
≤ ‖
[
Kσ|X(n)t −X(m)t |Y (n)t + σ¯ |Y (n)t − Y (m)t | 0
0 Kα |Y (n)t − Y (m)t |
]
‖2
= (Kσ|X(n)t −X(m)t |Y (n)t + σ¯ |Y (n)t − Y (m)t |)2 + K2α |Y (n)t − Y (m)t |2
≤ (2K2σn2 + 2σ¯2 + K2α) ‖U (n)t − U (m)t ‖2 ,
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where we have used the inequality (a2 + b2)2 ≤ 2(a2 + b2) in the last line. Similarly, for the drift we obtain
‖bn(U (n)t )− bm(U (m)t )‖2
= |1
2
(σ(X
(n)
t )
2(Y
(n)
t )
2 − σ(X(m)t )2(Y (m)t )2)|2 + (α(Y (n)t )− α(Y (m)t ))2
≤ |1
2
(σ(X
(n)
t )
2(Y
(n)
t )
2 − σ(X(m)t )2(Y (m)t )2)|2 + K2α |Y (n)t − Y (m)t |2
≤ (1
2
|σ(X(n)t )− σ(X(m)t )||σ(X(n)t ) + σ(X(m)t )|(Y (n)t )2 +
1
2
σ(X
(m)
t )
2|Y (n)t − Y (m)t ||Y (n)t + Y (m)t |)2 +K2α |Y (n)t − Y (m)t |2
≤ [1
2
|σ(X(n)t )− σ(X(m)t )|(2σ¯)n2 +
1
2
σ¯2|Y (n)t − Y (m)t |(n+m)
]2
+ K2α |Y (n)t − Y (m)t |2
≤ 2K2σ |X(n)t −X(m)t |2σ¯2n4 + 2σ¯4|Y (n)t − Y (m)t |2m2 +K2α |Y (n)t − Y (m)t |2
≤ (2K2σσ¯2n4 + 2σ¯4m2 +K2α)‖U (n)t − U (m)t ‖2.
where we have assumed WLOG that m ≥ n in the penultimate line. It follows that
E‖U (n)t∧τn∧τm − U (m)t∧τn∧τm‖2
≤ 2[T (2K2σσ¯2n4 + 2σ¯4m2 +K2α) + 2K2σn2 + 2σ¯2 + K2α]
∫ t
0
E‖U (n)s∧τn∧τm − U (m)s∧τn∧τm‖2 ds, (E-4)
By Gronwall’s inequality (see page 288 in [KS91]), we know that E‖U (n)t∧τn∧τm − U (m)t∧τn∧τm‖2 = 0 for all t ∈ [0, T ].
By arbitrariness of T , we know that {U (n)t∧τn∧τm}t≥0 and {U (m)t∧τn∧τm} are modifications of one another and thus are
indistinguishable. By letting m→∞, we can construct the unique strong solution of (E-1): U (∞) = (X(∞), Y (∞)) up
to the explosion time τ∞ := inf{t > 0 : Y (∞)t =∞}. However, P(τ∞ =∞) = 1 by Assumption 3.1.
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