Quasi-Newton Methods for Markov Chain Monte Carlo by Zhang, Yichuan & Sutton, Charles
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Quasi-Newton Methods for Markov Chain Monte Carlo
Citation for published version:
Zhang, Y & Sutton, C 2011, 'Quasi-Newton Methods for Markov Chain Monte Carlo'. in J Shawe-Taylor, RS
Zemel, P Bartlett, FCN Pereira & KQ Weinberger (eds), Advances in Neural Information Processing
Systems 24. pp. 2393-2401.
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Publisher final version (usually the publisher pdf)
Published In:
Advances in Neural Information Processing Systems 24
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 20. Feb. 2015
Quasi-Newton Methods
for Markov Chain Monte Carlo
Yichuan Zhang and Charles Sutton
School of Informatics
University of Edinburgh
Y.Zhang-60@sms.ed.ac.uk, csutton@inf.ed.ac.uk
Abstract
The performance of Markov chain Monte Carlo methods is often sensitive to the
scaling and correlations between the random variables of interest. An important
source of information about the local correlation and scale is given by the Hessian
matrix of the target distribution, but this is often either computationally expensive
or infeasible. In this paper we propose MCMC samplers that make use of quasi-
Newton approximations, which approximate the Hessian of the target distribution
from previous samples and gradients generated by the sampler. A key issue is that
MCMC samplers that depend on the history of previous states are in general not
valid. We address this problem by using limited memory quasi-Newton methods,
which depend only on a fixed window of previous samples. On several real world
datasets, we show that the quasi-Newton sampler is more effective than standard
Hamiltonian Monte Carlo at a fraction of the cost of MCMC methods that require
higher-order derivatives.
1 Introduction
The design of effective approximate inference methods for continuous variables often requires con-
sidering the curvature of the target distribution. This is especially true of Markov chain Monte Carlo
(MCMC) methods. For example, it is well known that the Gibbs sampler mixes extremely poorly
on distributions that are strongly correlated. In a similar way, the performance of a random walk
Metropolis-Hastings algorithm is sensitive to the variance of the proposal distribution. Many sam-
plers can be improved by incorporating second-order information about the target distribution. For
example, several authors have used a Metropolis-Hastings algorithm in which the Hessian is used
to form a covariance for a Gaussian proposal [3, 11]. Recently, Girolami and Calderhead [5] have
proposed a Hamiltonian Monte Carlo method that can require computing higher-order derivatives of
the target distribution.
Unfortunately, second derivatives can be inconvenient or infeasible to obtain and the quadratic cost
of manipulating a d×d Hessian matrix can also be prohibitive. An appealing idea is to approximate
the Hessian matrix using the sequence of first order information of previous samples, in a manner
similar to quasi-Newton methods from the optimization literature. However, samplers that depend on
the history of previous samples must be carefully designed in order to guarantee the chain converges
to the target distribution.
In this paper, we present quasi-Newton methods for MCMC that are based on approximations to the
Hessian from first-order information. In particular, we present a Hamiltonian Monte Carlo algorithm
in which the variance of the momentum variables is based on a BFGS approximation. The key point
is that we use a limited memory approximation, in which only a small window of previous samples
are used to the approximate the Hessian. This makes it straightforward to show that our samplers are
valid, because the samples are distributed as a order-k Markov chain. Second, by taking advantage
1
of the special structure in the Hessian approximation, the samplers require only linear time and
linear space in the dimensionality of the problem. Although this is a very natural approach, we are
unaware of previous MCMC methods that use quasi-Newton approximations. In general we know
of very few MCMC methods that make use of the rich set of approximations from the numerical
optimization literature (some exceptions include [7, 11]). On several logistic regression data sets,
we show that the quasi-Newton samplers produce samples of higher quality than standard HMC, but
with significantly less computation time than methods that require higher-order derivatives.
2 Background
In this section we provide background on Hamiltonian Monte Carlo. An excellent recent tutorial
is given by Neal [9]. Let x be a random variable on state space X = Rd with a target probability
distribution pi(x) ∝ exp(L(x)) and p be a Gaussian random variable on P = Rd with density
p(p) = N (p|0,M) where M is the covariance matrix. In general, Hamiltonian Monte Carlo
(HMC) defines a stationary Markov chain on the augmented state space X × P with invariant dis-
tribution p(x,p) = pi(x)p(p). The sampler is defined using a Hamiltonian function, which up to a
constant is the negative log density of (x,p), given as follows:
H(x,p) = − L(x) + 1
2
pTM−1p. (1)
In an analogy to physical systems, the first term on the RHS is called the potential energy, the second
term is called the kinetic energy, the state x is called the position variable, and p the momentum
variable. Finally, we will call the covariance M the mass matrix. The most common mass matrix
is the identity matrix I. Samples in HMC are generated as following. First, the state p is resampled
from its marginal distributionN (p|0,M). Then, given the current state (x,p), a new state (x∗,p∗)
is generated by a deterministic simulation of Hamiltonian dynamics:
x˙ = M−1p; p˙ = −∇xL(x). (2)
One common approximation to this dynamical system is given by the leapfrog algorithm. One single
iteration of leapfrog algorithm is given by the recursive formula
p(τ +

2
) = p(τ) +

2
∇xL(x(τ)), (3)
x(τ + ) = x(τ) + M−1p(τ +

2
), (4)
p(τ + ) = p(τ +

2
) +

2
∇xL(x(τ + )), (5)
where  is the step size and τ is a discrete time variable. The leapfrog algorithm is initialised by
the current sample, that is (x(0),p(0)) = (x,p). After L leapfrog steps (3)-(5), the final state
(x(L),p(L)) is used as the proposal (x∗,p∗) in Metropolis-Hastings correction with acceptance
probability min[1, exp(H(x,p)−H(x∗,p∗))]. The step size  and the number of leapfrog steps L
are two parameters of HMC.
In many applications, different components of x may have different scale and be highly correlated.
Tuning HMC in such a situation can be very difficult. However, the performance of HMC can be
improved by multiplying the state x by a non-singular matrixA. IfA is chosen well, the transformed
state x′ = Ax may at least locally be better conditioned, i.e., the new variables x′ may be less
correlated and have similar scale, so that sampling can be easier. In the context of HMC, this
transformation is equivalent to changing mass matrix M. This is because the Hamiltonian dynamics
of the system (Ax,p) with mass matrix M are isomorphic to the dynamics on (x, ATp), which
is equivalent to defining the state as (x,p) and using the mass matrix M′ = ATMA. For a more
detailed version of this argument, see the tutorial of Neal [9]. So in this paper we will concentrate
on tuning M on the fly during sampling.
Now, if L has a constant Hessian B (or nearly so), then a reasonable choice of transformation is to
choose A so that B = AAT , because then the Hessian of the log density over x′ will be nearly the
identity. This corresponds to a choice of M = B. For more general functions without a constant
Hessian, this argument suggests the idea of employing a mass matrix M(x) that is a function of the
position. In this case the Hamiltonian function can be
H(x,p) = − L(x) + 1
2
log(2pi)d|M(x)|+ 1
2
pTM(x)
−1
p, (6)
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where the second term on the RHS is from the normalisation factor of Gaussian momentum variable.
3 Quasi-Newton Approximations for Sampling
In this section, we describe the Hessian approximation that is used in our samplers. It is based on
the well-known BFGS approximation [10], but there are several customizations that we must make
to use it within a sampler. First we explain quasi-Newton methods in the context of optimization.
Consider minimising the function f : Rd → R, quasi-Newton methods search for the minimum of
f(x) by generating a sequence of iterates xk+1 = xk−αkHk∇f(xk) whereHk is an approximation
to the inverse Hessian at xk, which is computed from the previous function values and gradients.
One of the most popular large scale quasi-Newton methods is limited-Memory BFGS (L-BFGS) [10].
Given the previous m iterates xk−m+1,xk−m+2, . . .xk, the L-BFGS approximation Hk+1 is
Hk+1 = (I− yks
T
k
sTk yk
)Hk(I− sky
T
k
sTk yk
) + sks
T
k (7)
where sk = xk+1 − xk and yk = ∇fk+1 −∇fk. The base case of the recursion is typically chosen
as Hk−m = γI for some γ ∈ R. If m = k, then this is called the BFGS formula, and typically it is
implemented by storing the full d× d matrix Hk. If m < k, however, this is called limited-memory
BFGS, and can be implemented much more efficiently. It can be seen that the BFGS formula (7) is
a rank-two update to the previous Hessian approximation Hk. Therefore Hk+1 is a diagonal matrix
plus a rank 2m matrix, so the matrix vector product Hk∇f(xk) can be computed in linear time
O(md). Typically the product Hv is implemented by a special two-loop recursive algorithm [10].
In contrast to optimization methods, most sampling methods need a factorized form of Hk to draw
samples from N (0,Hk). More precisely, we adopt the factorisation Hk = SkSTk , so that we can
generate a sample as p = Skz where z ∼ N (0, I). The matrix operations to obtain Sk, e.g. the
Cholesky decomposition costO(d3). To avoid this cost, we need a way to compute Sk that does not
require constructing the matrix Hk explicitly. Fortunately there is a variant of the BFGS formula
that maintains Sk directly [2], which is
Hk+1 = Sk+1S
T
k+1; Sk+1 =
(
I− pkqTk
)
Sk (8)
Bk+1 = Ck+1C
T
k+1; Ck+1 =
(
I− uktTk
)
Ck (9)
pk =
sk
sTk yk
; qk =
√
sTk yk
sTkBkyk
Bksk − yk (10)
tk =
sk
sTkBksk
; uk =
√
sTkBksk
sTk yk
yk +Bksk (11)
where Bk = H−1k denotes the Hessian matrix approximation. Again, we will use a limited-memory
version of these updates, in which the recursion is stopped at Hk−m = γI.
As for the running time of the above approximation, computing Sk requires O(m2d) time and
O(md) space, so it is still linear in the dimensionality. The matrix vector product Sk+1z can be
computed by a sequence of inner products Sk+1z =
∏k
i=k−m−1(I−piqTi )Sk−mz, in timeO(md).
A second issue is that we need Hk to be positive definite if it is to be used as a covariance matrix. It
can be shown [10] that Hk is positive definite if for all i ∈ (k−m+ 1, k), we have sTi yi > 0. For a
convex function f , an optimizer can be arranged so that this condition always holds, but we cannot
do this in a sampler. Instead, we first sort the previous samples {xi} in ascending order with respect
to L(x), and then check if there are any adjacent pairs (xi,xi+1) such that the resulting si and yi
have sTi yi ≤ 0. If this happens, we remove the point xi+1 from the memory and recompute si,yi
using xi+2, and so on. In this way we can ensure that Hk is always positive definite.
Although we have described BFGS as relying on a memory of ”previous” points, e.g., previous
iterates of an optimization algorithm, or previous samples of an MCMC chain, in principle the
BFGS equations could be used to generate a Hessian approximation from any set of points X =
{x1 . . .xm}. To emphasize this, we will write HBFGS : X 7→ Hk for the function that maps a
“pseudo-memory” X to the inverse Hessian Hk. This function first sorts x ∈ X by L(xi), then
computes si = xi+1 − xi and yi = ∇L(xi+1)−∇L(xi), then filters xi as described above so that
sTi yi > 0 ∀i, and finally computes the Hessian approximation Hk using the recursion (8)–(11).
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4 Quasi-Newton Markov Chain Monte Carlo
In this section, we describe two new quasi-Newton samplers. They will both follow the same struc-
ture, which we describe now. Intuitively, we want to use the characteristics of the target distribution
to accelerate the exploration of the region with high probability mass. The previous samples pro-
vide information about the target distribution, so it is reasonable to use them to adapt the kernel.
However, naively tuning the sampling parameters using all previous samples may lead to an invalid
chain, that is, a chain that does not have pi as its invariant distribution.
Our samplers will use a simple solution to this problem. Rather than adapting the kernel using all
of the previous samples in the Markov chain, we will adapt using a limited window of K previous
samples. The chain as a whole will then be an order K Markov chain. It is easiest to analyze
this chain by converting it into a first-order Markov chain over an enlarged space. Specifically, we
build a Markov chain in a K-fold product space XK with the stationary distribution p(x1:K) =∏
i=1:K pi(xi). We denote a state of this chain by xt−K+1,xt−K+2, . . . ,xt. We use the short-hand
notation x(t)1:K\i for the subset of x
(t)
1:K excluding the x
(t)
i .
Our samplers will then update one component of x(t)1:K per iteration, in a Gibbs-like fashion. We
define a transition kernel Ti that only updates the ith component of x
(t)
1:K , that is:
Ti(x
(t)
1:K ,x
′
1:K) = δ(x
(t)
1:K\i,x
′
1:K\i)B(xi,x
′
i|x(t)1:K\i), (12)
where B(xi,x′i|x1:K\i) is called the base kernel that is a MCMC kernel in X and adapts with
x
(t)
1:K\i. If B leaves pi(xi) invariant for all fixed values of x1:K\i, it is straightforward to show that
Ti leaves p invariant. Then, the sampler as a whole updates each of the components x
(t)
i in sequence,
so that the method as a whole is described by the kernel
T (x1:K ,x
′
1:K) = T1 ◦ T2 . . . ◦ TK(x1:K ,x′1:K), (13)
where Ti ◦ Tj denotes composition of kernels Ti and Tj . Because the each kernel Ti leaves p(x1:K)
invariant, the composition kernel T also leaves p(x1:K) invariant. Such an adaptive scheme is
equivalent to using an ensemble of K chains and changing the kernel of each chain with the state
of the others. It is called the ensemble-chain adaptation (ECA) in this paper. One early example of
ECA is found in [4]. To simplify the analysis of the validity of the chain, we assume the base kernel
B is irreducible in one iteration. This assumption can be satisfied by many popular MCMC kernels.
4.1 Using BFGS within Metropolis-Hastings
A simple way to incorporate quasi-Newton approximations within MCMC is to use the Metropolis-
Hastings (M-H) algorithm. The intuition is to fit the Gaussian proposal distribution to the target
distribution, so that points in a high probability region are more likely to be proposed. We will
call this algorithm MHBFGS. Specifically, the proposal distribution of MHBFGS is defined as
q(x′|x(t)1:K) = N (x′;µ,Σ), where the proposal mean µ = µ(x(t)1:K) and covariance Σ = Σ(x(t)1:K)
depend on the state of all K chains.
Several choices for the mean function are possible. One simple choice is to use one of the samples
in the window as the mean, e.g., µ(x(t)1:K) = x
(t)
1 . Another potentially better choice is a Newton
step from xt. For the covariance function at µ, we will use the BFGS approximation Σ(x1:K) =
HBFGS(x1:K). The proposal x′ of T1 is accepted with probability
α(x
(t)
1 ,x
′) = min
(
1,
q(x
(t)
1 |x(t)2:K ,x′)
pi(x
(t)
1 )
pi(x′)
q(x′|x(t)1 ,x(t)2:K)
)
. (14)
If x′ is rejected, x(t)1 is duplicated as the new sample. Because the Gaussian proposal
q(A|x(t)1 ,x(t)2:K) has positive probability for all A ∈ X , the M-H kernel is irreducible within one
iteration. Because the M-H algorithm with acceptance ratio defined as (14) leaves pi(x) invariant,
MHBFGS is a valid method that leaves p(x1:K) invariant. Although MHBFGS is simple and intu-
itive, in preliminary experiments we have found that MHBFGS sampler may converge slowly in high
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Algorithm 1
HMCBFGS
Input: Current memory (x(t)1 ,x
(t)
2 , . . . ,x
(t)
K )
Output: Next memory (x(t+1)1 ,x
(t+1)
2 , . . . ,x
(t+1)
K )
1: p ∼ N (0,BBFGS(x(t)2:K))
2: (x∗,p∗)←Leapfrog(x(t)1 ,p) using (3)-(5)
3: u ∼ Unif[0, 1]
4: if u ≤ exp(H(x(t)1 ,p|x2:K)−H(x∗,p∗|x2:K)) then
5: x(t+1)K ← x∗
6: else
7: x(t+1)K ← x(t)K
8: end if
9: x(t+1)1:K−1 ← x(t)2:K
10: return (x(t+1)1 ,x
(t+1)
2 , . . . ,x
(t+1)
K )
dimensions. In general Metropolis Hastings with a Gaussian proposal can suffer from random walk
behavior, even if the true Hessian is used. For this reason, next we incorporate the BFGS into a more
sophisticated sampling algorithm.
4.2 Using BFGS within Hamiltonian Monte Carlo
Better convergence speed can be achieved by incorporating BFGS within the HMC kernel. The
high-level idea is to start with the MHBFGS algorithm, but to replace the Gaussian proposal with a
simulation of Hamiltonian dynamics. However, we will need to be a bit careful in order to ensure that
the Hamiltonian is separable, because otherwise we would need to employ a generalized leapfrog
integrator [5] which is significantly more expensive.
The new samples in HMCBFGS are generated as follows. As before we update one component of
x
(t)
1:K at a time. Say that we are updating component i. First we sample a new value of the momentum
variable p ∼ N (0,BBFGS(x(t)1:K\i)). It is important that when constructing the BFGS approximation,
we not use the value x(t)i that we are currently resampling. Then we simulate the Hamiltonian
dynamics starting at the point (x(t)i ,p) using the leapfrog method (3)–(5). The Hamiltonian energy
used for this dynamics is simply
Hi(x
(t)
1:K ,p) = − L(x(t)i ) +
1
2
pTHBFGS(x
(t)
1:K\i)
−1p, (15)
This yields a proposed value (x∗,p∗). Finally, the proposal is accepted with probability
min[1, exp(H(xi,p) − H(x∗i ,p∗)], for H in (15) and p∗ is discarded after M-H correction. This
procedure is summarized in Algorithm 1.
This procedure is an instance of the general ECA scheme described above, with base kernel
B(xi,x
′
i|x1:K\i) =
∫
Bˆ(xi,pi,x
′
i,p
′
i|x1:K\i)dpidp′i.
where Bˆ(xi,pi,x′i,p
′
i|x1:K\i) is a standard HMC kernel with mass matrix BBFGS(x1:K\i) that in-
cludes sampling pi. The Hamiltonian energy function of Bˆ given by (15) is separable, that means
xi only appear in potential energy. It is easy to see thatB is a valid kernel inX , so as a ECA method,
HMCBFGS leaves p(x1:K) =
∏
i pi(xi) invariant.
It is interesting to consider if the method is valid in the augmented space XK × PK , i.e., whether
Algorithm 1 leaves the distribution
p(x1:K ,p1:K) =
K∏
i=1
pi(xi)N (pi; 0,BBFGS(x(t)1:K\i))
Interestingly, this is not true, because every update to xi changes the Gaussian factors for the mo-
mentum variables pj for j 6= i in a way that the Metropolis Hastings correction in lines 4–8 does
not consider. So despite the auxiliary variables, it is easiest to establish validity in the original space.
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HMCBFGS has the advantages of being a simple approach that only uses gradient and the compu-
tational efficiency that the cost of all matrix operations (namely in lines 1 and 2 of Algorithm 1)
is at the scale of O(Kd). But, being an ECA method, HMCBFGS has the disadvantage that the
larger the number of chains K, the updates are “spread across” the chains, so that each chain gets a
small number of updates during a fixed amount of computation time. In Section 6 we will evaluate
empirically whether this potential drawback is outweighed by the advantages of using approximate
second-order information.
5 Related Work
Girolami and Calderhead [5] propose a new HMC method called Riemannian manifold Hamiltonian
Monte Carlo (RMHMC) where M(x) can be any positive definite matrix. In their work, M(x) is
chosen to be the expected Fisher information matrix and the experimental results show that RMHMC
can converge much faster than many other MCMC methods. Girolami and Calderhead adopted
a generalised leapfrog method that is a reversible and volume-preserving approximation to non-
separable Hamiltonian. However, such a method may require computing third-order derivatives of
L, which can be infeasible in many applications.
Barthelme and Chopin [1] pointed out the possibility to use approximate BFGS Hessian in RMHMC
for computational efficiency. Similarly, Roy [14] suggested iteratively updating the local metric
approximation. Roy also emphasized the potential effect of such an iterative approximation to the
validity, a main problem that we address here. An early example of ECA is adaptive direction
sampling (ADS) [4], in which each sample is taken along a random direction that is chosen based
on the samples from a set of chains. However, the validity of ADS can be established only when the
size of ensemble is greater than the number of dimensions, otherwise the samples are trapped in a
subspace. HMCBFGS avoids this problem because the BFGS Hessian approximation is full rank.
There has been a large amount of interest in adaptive MCMC methods that accumulate informa-
tion from all previous samples. These methods must be designed carefully because if the kernel is
adapted with the full sampling history in a naive way, the sampler can be invalid [13]. A well known
example of a correct adaptive algorithm is the Adaptive Metropolis [6] algorithm, which adapts the
Gaussian proposal of a Metropolis Hastings algorithm based on the empirical covariance of previ-
ous samples in a way that maintains ergodicity. Being a valid method, the adaptation of kernel must
keep decreasing over time. In practice, the parameters of the kernel in many diminishing adaptive
methods converge to a single value over the entire state space. This could be problematic if we want
the sampler to adapt to local characteristics of the target distribution, e.g., if different regions of the
target distribution have different curvature. Using a finite memory of recent samples, our method
avoids such a problem.
6 Experiments
We test HMCBFGS on two different models, Bayesian logistic regression and Bayesian conditional
random fields (BCRFs). We compare HMCBFGS to the standard HMC which uses identity mass
matrix and RMHMC which requires computing the Hessian matrix. All methods are implemented in
Java 1. We do not report results from MHBFGS because preliminary experiments showed that it was
much worse than either HMC or HMCBFGS. The datasets for Bayesian logistic regression is used
for RMHMC in [5]. For HMC and HMCBFGS we employ the random step size  ∼ Unif[0.9ˆ, ˆ],
where ˆ is the maximum step size. For RMHMC, we used the fixed  = 0.5 for all datasets that
follows the setting in [5].
For HMC and HMCBFGS we tuned L on one data set (the German data set) and used that value
on all datasets. We chose the smallest number of leaps that did not degrade the performance of the
sampler. L was chosen to be 40 for HMC and to be 20 for HMCBFGS. For RMHMC, we employed
L = 6 leaps in RMHMC, following Girolami and Calderhead [5]. For HMCBFGS, we heuristically
chose the number of ensemble chains K to be slightly higher than d/2.
1Our implementation was based on the Matlab code of RMHMC of Girolami and Calderhead and checked
against the original Matlab version
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For each method, we drew 5000 samples after 1000 burn-in samples. The convergence speed is
measured by effective sample size (ESS) [5], which summaries the amount of autocorrelation across
different lags over all dimensions2. The more detailed description of ESS can be found in [5]. Be-
cause HMCBFGS displays more correlation within individual chain than across chains, we calculate
the ESS separately for individual chains in the ensemble and the overall ESS is simply the sum of
that from individual chains. All the final ESS on each data set is obtained by averaging over 10 runs
using different initialisations.
ESS HMC HMCBFGS RMHMC
Min 3312 3643 4819
Mean 3862 4541 4950
Max 4445 4993 5000
Time (s) 7.56 4.74 483.00
ES/s 739 1470 107
Table 1: Performance of MCMC samplers on Bayesian logistic regression, as measured by Effective
Sample Size (ESS). Higher is better. Averaged over five datasets. ES/s is the number of effective
samples per second
Dataset D N HMC HMCBFGS RMHMC
Australian 15 690 396 818 18
German 25 1000 255 397 3
Heart 14 532 1054 2009 54
Pima 8 270 591 1383 118
Ripley 7 250 1396 2745 344
Table 2: Effective samples per second on Bayesian logistic regression. D is the number of regression
coefficients and N is the size of training data set
The results on ESS averaged over five datasets on Bayesian logistic regression are given by Table 1.
Our ESS number of HMC and RMHMC basically replicates the results in [5]. RMHMC achieves
the highest minimum and mean and maximum ESS and that are all very close to the total number of
samples 5000. However, because HMC and our method only require computing the gradient, they
outperforms RMHMC in terms of mean ESS per second. HMCBFGS gains a 10%, 17% and 12%
increase in minimum, mean and maximum ESS than HMC, but only needs half number of leaps for
HMC. A detailed performance of methods over datasets is shown in Table 2.
The second model that we use is a Bayesian CRF on a small natural language dataset of FAQs from
Usenet [8]. A linear-chain CRF is used with Gaussian prior on the parameters. The model has 120
parameters. This model has been used previously [12, 15]. In a CRF it is intractable to compute
the Hessian matrix exactly, so RMHMC is infeasible. For HMCBFGS we use K = 5 ensemble
chains. Each method is also tested 10 times with different initial points. For each chain we draw
8000 samples with 1000 burn-in. We use the step size  = 0.02 and the number of leaps L = 10
for both HMC and HMCBFGS. This parameter setting gives 84% acceptance rate on both HMC and
HMCBFGS (averaged over the 10 runs).
Figure 1 shows the sample trajectory plots for HMC and HMCBFGS on seven randomly selected
dimensions. It is clear that HMCBFGS demonstrates remarkably less autocorrelation than HMC.
The statistics of ESS in Table 3 gives a quantitative evaluation of the performance of HMC and
HMCBFGS. The results suggest that BFGS approximation dramatically reduces the sample autocor-
relation with a small increase of computational overhead on this dataset.
Finally, we evaluate the scalability of the methods on the highly correlated 1000 dimensional Gaus-
sian N (0,11T + 4). Using an ensemble of K = 5 chains, the samples from HMCBFGS are less
correlated than HMC along the largest eigenvalue direction (Figure 2).
2We use the code from [5] to compute ESS of samples
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ESS HMC HMCBFGS
Min 3 26
Mean 9 438
Max 25 5371
Time (s) 35743 37387
ES/h 1 42
Table 3: Performance of MCMC samplers on Bayesian CRFs, as measured by Effective Sample
Size (ESS). Higher is better. ES/h is the number of effective samples per hour
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Figure 1: Sample trace plot of 7000 samples from the posterior of a Bayesian CRF using HMC
(left) and our method HMCBFGS (rigt) from a single run of each sampler (each line represents a
dimension)
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Figure 2: ACF plot of samples projected on to the direction of largest eigenvector of 1000 dimen-
sional Gaussian using HMC(left) and HMCBFGS(right)
7 Discussion
To the best of our knowledge, this paper presents the first adaptive MCMC methods to employ quasi-
Newton approximations. Naive attempts at combining these ideas (such as MHBFGS) do not work
well. On the other hand, HMCBFGS is more effective than the state-of-the-art sampler on several
real world data sets. Furthermore, HMCBFGS works well on a high dimensional model, where full
second-order methods are infeasible, with little extra overhead over regular HMC.
As far as future work, our current method may not work well in regions where the density is not
convex, because the true Hessian is not positive definite. Another potential issue, the asymptotic
independence between the chains in ECA methods may lead to poor Hessian approximations. On
a brighter note, our work raises the interesting possibility that quasi-Newton methods, which are
almost exclusively used within the optimization literature, may be useful more generally.
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