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TRANSVERSALTHEORIE: EIN ÜBERBLICK
DIETER JUNGNICKEL
In diesem A r tik e l wollen w ir einen Überblick über ein T e ilgeb ie t der Kom binato­
r ik , näm lich die Transversaltheorie, geben. A ls  die zentra le Fragestellung dieser 
Theorie w ird  im allgemeinen das Problem der R epräsentierbarkeit einer Mengen­
fa m ilie  durch Elem ente der einzelnen Mengen angesehen. Zunächst etwas Term i­
nologie: Gegeben sei eine Fam ilie  A  = (A.). £  ^ von Mengen. Dann heißt jede Fa­
m ilie  (a.). | m it a. £ A. fü r a lle  i ein Repräsentantensystem fü r A . Falls dabei 
fü r Mj ste ts ^.¿a. g ilt ,  spricht man von einem SDR ("system o f a is tin c t represen- 
ta tives"). Die zugehörige Menge {a.: i £1} w ird dann eine Transversale genannt.
Im endlichen Fall g ib t der folgende fundamentale Satz von P.Hall (1935) notwen­
dige und hinreichende Bedingungen fü r die Existenz einer Transversalen an:
H eiratssatz: A = (A 1 ,...,A n) sei eine endliche Fam ilie  von Teilmengen einer endlichen 
Menge E. Genau dann g ib t es eine Transversale fü r A, wenn g ilt :
(H) | u A .| > j j |  für alle J c  {1 ,...,n ). 
i £ J J
Wie man sich so fo rt überlegt, is t in diesem Satz die Beschränkung auf eine end­
liche Grundmenge E überflüssig. Dagegen b le ib t der Satz fü r  unendliche Fam ilien 
n ich t mehr gü ltig . W ir werden uns in diesem A rtik e l stets auf den endlichen Fall 
(also endliche Fam ilien  von Teilmengen einer endlichen Grundmenge) beschränken. 
Noch ein W ort zu der Bezeichnung "H e ira tssa tz": Wenn man die Indexmenge als 
eine Menge von Herren, die Menge E als eine Menge von Damen und jede Menge
A. als d ie Menge derjenigen Damen in E, die der H err i zu ehelichen bere it ist, 
in te rp re tie rt, so g ib t der Heiratssatz ta tsäch lich  eine notwendige und hinreichende 
Bedingung da für an, daß jeder H err m it e iner Dame seiner Wahl ve rhe ira te t wer­
den kann. N a tü rlich  kann man -  in der em anzip ierten Ä ra  von ERA - die Rollen 
von Herren und Damen auch vertauschen.
Die T ransversaltheorie  kann nun als eine Folge von Verfeinerungen und Anwen­
dungen des Heiratssatzes auf gef aßt werden; dabei werden zu den "Anwendungen" 
üblicherweise auch Fragestellungen aus anderen Teilen der K om binatorik, etwa über 
pa rtie lle  Ordnungen, 0 -1 -M atrizen , Graphen und Netzwerke, gerechnet. Dieser 
Standpunkt w ird  z.B. in den Büchern von M irsky (1971) und Jungnickel (1982) e in­
genommen. Es g ib t jedoch noch einen anderen Standpunkt, der auf das klassische 
Buch von Ford & Fulkerson (1962) zurückgeht: D ie Transversaltheorie  kann auch
aus der Theorie der Flüsse auf Netzwerken abgeleite t werden. Dieser Ansatz hat 
einerseits beweistechnische V orte ile : andererseits legt er es nahe, den a lgo rithm i­
schen Aspekt - der in der reinen Transversaltheorie meist zu kurz kommt - in 
angemessener Weise m itzubehandeln. W ir wollen in diesem Übersichtsartike l den 
zu le tz t genannten Standpunkt einnehmen, also die Transversaltheorie als ein T e il­
gebiet der Kombinatorischen Optim ierung auffassen. Eine ähnliche, aber wesentlich 
ausführlichere Darste llung des hier behandelten Stoffes w ird der Leser in dem 
demnächst erscheinenden Buch Jungnickel (1986) finden können. Für die Kombina­
torische O ptim ierung allgemein sei der Leser insbesondere auf die Bücher von 
Law ler (1976), Papadim itriou & S te ig litz  (1982), Syslo, Deo & Kovvalik (1983) sowie 
Even (1979) und Gondran & Minoux (1984) verwiesen; die beiden zu le tz t genannten 
Werxe bieten - ebenso w ie dieser A rt ik e l - einen rein graphentheoretischen Aufbau 
und verzichten auf die Theorie der Linearen Programmierung,
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1. FLÜSSE AU F NETZWERKEN
In diesem A bschn itt ste llen w ir die w ichtigsten Ergebnisse über Flüsse zusammen. 
Dazu setzen w ir die Kenntnis der G rundbegriffe  der Graphentheorie voraus. Gege­
ben sei ein (endlicher) D igraph G = (V,E), also ein gerich te te r Graph m it Punkte­
menge V und Kantenmenge E, den w ir o.B.d.A. als einfach (ohne Schlingen und 
ohne para lle le  Kanten) annehmen. Ferner seien zwei Punkte s und t  von G ausge­
zeichnet, die Quelle s und die Senke t; dabei soll t  von s aus erreichbar sein, d.h., 
es g ib t einen gerich te ten Weg von s nach t  in G. Schließlich sei noch eine A b b il­
dung c: E R q gegeben, die K apazitä ts funktion . Dann heißt N = (G,s,t,c) ein 
F luB-N etzwerk oder kurz ein N e tzw erk . Ein (zulässiger) FluB auf N ist eine A b­
bildung f: E •+■ R q, die den folgenden beiden Bedingungen genügt:
(F1) Es g ilt  0 < f(e) s c(e) fü r jede Kante e.
(F2) Für jeden Punkt v^s,t g ilt  J ,  f(e) = Z f(e), wobei e” bzw. eT
e =v e =v
der Anfangs- bzw. Endpunkt von e sei.
Die Bedingung (F2) ist also ein Erhaltungssatz fü r Flüsse: In jeden Punkt (abgese­
hen von der Quelle und der Senke) f lie ß t genauso vie l hinein w ie heraus. Durch 
Summation von f(e) über a lle  Kanten e e rhä lt man m it (F2) le ich t die Gleichung
(F3) f(e) - +S f(e) = +I  f(e) -  _E f(e).
e =s e =s e = t e =t
Der in (F3) au ftre tende gemeinsame W ert w ird der W ert w(f) von f  genannt. Ein
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Fluß heißt m axim al, wenn w(f) ä w (f') fü r jeden Fluß f '  auf N g ilt .  Eines der fun­
damentalen Probleme der Kombinatorischen Optim ierung ist nun die Bestimmung 
eines maximalen Flusses auf einem gegebenen Netzwerk N. Dabei ist die Existenz 
dera rtige r Flüsse keineswegs tr iv ia l;  fü r einen Beweis benötigen w ir w e ite re  Be­
g riffe . Ein S chn itt C ist eine Zerlegung V = S Ö T  von V, fü r die s £ S  und t £ T
g ilt ;  die K apaz itä t von C ist die Zahl c(S,T) = £ c(e), also die Summe
e £ S,e £ T
der Kapazitä ten a lle r Kanten e, die von S nach T führen. C heißt ein m inim aler 
Schn itt, wenn fü r  jeden Schnitt (S ',T ') die Bedingung c(S,T) s c(S ',T ') g ilt .  Der fo l­
gende H ilfssa tz  ze ig t, daß der Wert eines maximalen Flusses durch die Kapazitä t 
eines m inimalen Schnitts beschränkt ist.
1.1 Lemma. N sei ein N etzwerk, (S,T) ein S chn itt und f  ein Fluß. Dann g ilt :
w (f) = _ £ f(e) - I  _ f(e), 
e '£S,e+£T e+£S,e £T
also insbesondere w(f) s c(S,T).
Beweis. Durch Summation von (F2) über a lle  Punkte v £ S  fo lg t:
w (f) I  ( _ I  f(e) - +I  f(e)) 
v £ S e =v e =v
= __ I  f(e) - I  _ f(e) + _ I  f(e) -  I  _ f(e). 
e £S,e £S e £S,e £S e £S,e £T  e £S,e £T
Man beachte, daß dabei die ersten beiden Summanden 0 ergeben. Für die Abschät­
zung berücksichtige man noch f(e) ä c(e) fü r Kanten e m it e~£ S und e+ £ T  bzw. 
f(e) > 0 fü r Kanten e m it e+ £ S und e £ T . ^
W ir werden sehen, daß in Lemma 1.1 sogar die G le ichhe it gelten kann: Der Wert 
eines maximalen Flusses s tim m t m it der K apazitä t eines m inimalen Schnittes über­
ein. D am it is t dann die Existenz m aximaler Flüsse gesichert. Zunächst wollen w ir 
aber die maximalen Flüsse charakteris ieren. Dazu benötigen w ir einen weiteren Be­
g r iff :  W sei ein (ungerichteter) Weg von s nach t .  W ir nennen jede Kante von W, 
die von s nach t  o r ie n tie r t ist, eine Vorwärtskante und jede entgegengesetzt o rien­
t ie r te  Kante eine Rückwärtskante. Wenn fü r jede Vorwärtskante von W stets 
f(e) > c(e) und fü r jede Rückwärtskante f(e) > 0 g ilt ,  heißt W ein zunehmender Weg 
(bzgl. f). Die drei folgenden grundlegenden Sätze stammen von Ford & Fulkerson 
(1956).
1.2 Satz ("augmenting path theorem ” ). Ein Fluß f  auf einem Netzwerk N ist ge­
nau dann m axim al, wenn es keinen bzgl. f  zunehmenden Weg g ibt.
Beweis. Zunächst sei f  ein m aximaler Fluß. Angenommen, es g ib t einen zunehmen-
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den Weg W von s nach t. Es sei d das Minimum der W erte f(e)-c(e) (e V orw ärts­
kante in W) bzw. f(e) (e Rückwärtskante), Nach D e fin itio n  ist d aiso eine positive 
Zahl. W ir erklären eine Abbildung f '  wie fo lg t:
f(e)+d fü r Vorwärtskanten e
f'(e ) := f(e)-d fü r Rückwärtskanten e
f(e) sonst
Dann ist f  ein Fluß m it w (f') = w(f)+d > w(f). Widerspruch!
Umgekehrt gebe es nun keinen zunehmenden Weg bzg!. f  von s nach t .  Es sei S 
die Menge a iie r Punkte v, fü r die ein zunehmender Weg von s nach v e x is tie rt {s 
eingeschlossen) und T = V-^S. Nach Voraussetzung ist dann (S,T) ein S chn itt, Man 
beachte, daß jede Kante e m it e £ S und e £ T gesä ttig t sein muß (d.h. f(e)=c(e)); 
ähnlich muß jede Kante e m it e+ £ S und e £ T  leer sein (d.h. f(e)=0). Aus Lemma
1.1 fo lg t daher w(f)=c(S,T), weswegen f maximal ist. ^
1.3 Satz ("in tegra l flow  theorem "). N sei ein Netzw-erk, fü r das alle  Kapazitä ten 
c(e) ganze Zahlen sind. Dann g ib t es einen ganzzahligen maximalen Fluß auf N.
Beweis. Durch f^te) := 0 w ird offenbar ein ganzzahliger Fluß fg (vom W ert 0) auf 
N d e fin ie rt. Wenn dieser Fluß n ich t maximal ist, g ib t es einen zunehmenden Weg 
bzgl. fg. Die im Beweis von Satz 1.2 auftre tende Zahl d ist h ier eine positive  gan­
ze Zahl, weswegen w ir einen ganzzahligen Fluß f  vom W ert d konstruieren können 
(wie im Beweis von 1.2 beschrieben). Dieses Verfahren w ird  entsprechend fo rtg e ­
setzt; da in jedem S ch ritt der F lußwert um eine positive ganze Zahl erhöht w ird  
und die K apazitä t eines m inimalen Schnittes nach 1.1 eine obere Schranke fü r den 
F lußwert Ist, erhalten w ir so in endlich vielen S chritten  einen ganzzahligen m axi­
malen FluB. ,, if
1.4 Satz ("m ax-flow  m in-cut theorem "). N sei ein N etzw erk. Dann ist der m axi­
male W ert eines Flusses gleich der m inimalen K apazitä t eines Schnittes.
Beweis. Im Fall ganzzahliger Kapazitäten fo lg t die Behauptung aus Satz 1.3 und 
dem Beweis von Satz 1.2, wo w ir fü r jeden maximalen Fluß einen S chn itt der en t­
sprechenden Kapazitä t konstru iert haben. Der Fall ra tiona le r Kapazitäten kann 
durch M u ltip lika tion  m it dem Hauptnenner der auftretenden Zahlen auf den ganz­
zahligen Fall reduziert werden. Schließlich fo lg t der Fa li ree ller Kapazitä ten dann 
aus Stetigkeitsgründen. ^
Die angegebenen Beweise legen g le ichze itig  einen A lgorithm us zur Berechnung ma­
xim aler Flüsse nahe: Man so llte , m it dem N u llfluß  f^  beginnend, den jew eils  kon­
stru ie rten  Fluß entlang zunehmender Wege abändern, bis man einen maximalen Fluß 
e rre ich t hat. Bevor w ir diesen A lgorithm us form ulie ren, zunächst noch ein Beispiel 
zu Satz 1.4:
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Für dieses N etzw erk ist ein m axim aler Fluß (sowie in K lam m ern die Kapazitäten) 
eingezeichnet: außerdem ist der m in im ale Schn itt (S,T) m it S = {s,a,b} angedeutet. 
Der gemeinsame W ert w(f)=c(S,T) be träg t h ier 31. Der Leser so llte  als Übung den 
je tz t zu beschreibenden A lgorithm us auf das angegebene N etzw erk anwenden und 
so den eingezeichneten Fluß konstruieren.
1.5 A lgorithm us ("labe lling  a lgorithm "). Gegeben sei ein N etzw erk N=(G,s,t,c).
(1) Setze f(e) 0 fü r jede Kante e.
(2) M arkiere s m it (-,<*>). Setze d(s) <».
(3) Setze u(v) false fü r a lle  Punkte v.
(4) Falls u(v)=true fü r a lle  m arkierten Punkte v g ilt ,  w e ite r bei (17).
(5) Wähle unter allen Punkten m it u(v)=false den zuerst m arkierten Punkt.
(6) Für jede Kante e=(v,w), fü r die w n ich t m ark ie rt ist und fü r die f(e) < c(e) 
g ilt :  Setze d(w) *■ m in{f(e)-c(e),d(v)} und m arkiere w m it (v,+,d(w)).
(7) Für jede Kante e=(w,v), fü r die w n ich t m ark ie rt is t und fü r die f(e) > 0 
g ilt :  Setze d(w) +- min (f(e),d(v)} und m arkiere w m it (v,-,d(w)).
(8) Setze u(v) +- true.
(9) Falls t  n ich t m ark ie rt ist, w e ite r bei (4).
(10) d sei d ie le tz te  Komponente der M arkierung von t .
(11) w -s- t .
(12) Falls w=s, lösche a lle  Markierungen und gehe nach (2).
(13) Finde die erste Komponente v der M arkierung von w.
(14) Falls die zw e ite  Komponente der M arkierung von w das Symbol + ist, sei 
e=(v,w). Setze f(e) f(e)+d.
(15) Es sei e=(w,v). Setze f(e) -t- f(e)-d.
(16) w *■ v und w e ite r bei (12).
(17) B ilde die L is te  S a lle r m arkierten Punkte und setze T +■ V ^ S .
In S ch ritt (1) w ird  also zunächst f als der N u llfluß  angesetzt. Dann werden in (2)
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bis (9) von s ausgehend die Punkte von G m ark ie rt; dabei g ib t der W ert d(v) jeweils 
an, um wieviel man entlang einem zunehmenden Weg von s nach v den Fluß f  ab­
ändern könnte. Die erste Komponente der Markierung von v ist der Vorgänger von v 
auf einem derartigen zunehmenden Weg, die zw eite  Komponente g ib t an, ob man 
eine Vorw ärts- oder eine Rückwärtskante verwendet hat. In dieser Schleife sind zwei 
Fälle möglich: Entweder t  w ird e rre ich t; dann w ird in (10) bis (16) der bisher vor­
handene Fluß - w ie im Beweis von Satz 1.2 - entsprechend abgeändert. Oder t  kann 
n icht e rre ich t werden; dann ist der konstru ierte  Fluß schon maximal und in (17) 
w ird der zugehörige m inimale S chn itt angegeben. Es ist k la r, daß dieser A lgorithm us 
zumindest im Fall ra tiona le r Kapazitäten in endlich vie len S chritten  einen maxima­
len Fluß konstru ie rt. In der ursprünglichen Form ulierung von Ford & Fulkerson (1956) 
konnte in (5) ein beliebiger m ark ie rte r Punkt ausgewählt werden; dann konnte das 
Verfahren fü r ree lle  Kapazitäten versagen. Die hier angegebene Spezialisierung von
(5) stam m t von Edmonds & Karp (1972) und s te llt  die Konvergenz des Verfahrens 
auch im reellen Fall sicher (In der Praxis ist der reelle  Fall na türlich  irre levan t.). 
Diese Spezialisierung lä u ft darauf hinaus, daß man in jeder Phase des Verfahrens 
einen zunehmenden Weg m it m öglichst wenig Kanten w äh lt. Diese Variante hat noch 
einen weiteren V o rte il: Man e rhä lt so einen "e ffiz ie n te n " A lgorithm us.
Dazu benötigen w ir a llerdings wenigstens die Sprechweise der Kom plexitä ts theorie  
(für die w ir auf das Standardwerk von Garey & Johnson (1973) verweisen). Man mißt 
fü r jede Anwendung des A lgorithm us die "Größe" der Eingabedaten; fü r N etzwerke 
eignet sich dabei z.B. die M äch tigke it der Punktemenge V bzw. der Kantenmenge E. 
W ir sagen, daß ein A lgorithm us K om plexitä t O tf(|V |. |E|) hat, wenn es eine Konstante 
c g ibt, so daß fü r jedes Netzw erk m it |V| Punkten und |E| Kanten der A lgorithm us 
höchstens c f ( |V | , |E | )  S ch ritte  benötig t. (Dabei wäre na tü rlich  noch der B e g riff 
"S ch ritt"  zu präzisieren; häufig zäh lt man z.B. die Anzahl a rithm etischer Operationen 
und Vergleiche.) Dann g ilt :
1.6 Satz (Edmonds & Karp 1972). A lgorithm us 1.5 berechnet einen maximalen Fluß 
m it K om p lex itä t 0 ( |V [ |E j2}.
Für einen Beweis von Satz 1.6 sei der Leser etwa auf Law ler (1976) oder Juncnlckel
(1986) verwiesen. Da w ir den zugrundeliegenden Graphen G o.B.d.A. als e in fach und
zusammenhängend voraussetzen können, lieg t die in 1.6 angegebene K om p lex itä t je
3 5nach der D ichte von G zwischen 0 ( |V | ) und 0 ( [V [ ). In der Zw ischenzeit sind A l­
gorithmen m it besserer K om p lex itä t gefunden worden; erwähnt seien die von D in ic 
(1970) m it Kom plexitä t 0 ( |V |^ |E | )  und von M alhotra, Kumar & Maheshwari (1978) 
m it K om plexitä t 0 ( |V j ). A u f die Darste llung dieser kom pliz ie rte ren  Verfahren (de­
ren Grundidee es ist, mehrere Abänderungen in "Phasen" zusammenzufassen) sei hier
ve rz ich te t; w ir verweisen auf Even (1979), Papadim itriou & S te ig iitz  (1982) und 
Jungniokel (1986). In diesen Büchern finde t man auch das folgende Resultat, das 
fü r die in den folgenden Abschnitten betrachteten kombinatorischen Anwendungen 
der Flüsse von großer Bedeutung ist;
1.7 Satz. N sei ein 0 -1 -N e tzw erk , d.h. ein Netzwerk, fü r das c(e) nur die Werte
0 und 1 ann im m t. Dann kann man einen maximalen (ganzzahligen) Fluß auf N m it 
2/3K om p lex itä t 0 ( |V |  ¡E |) bestimmen. Falls außerdem jeder Punkt v±s,t höchstens
einmal als Anfangspunkt oder höchstens einmal als Endpunkt einer Kante vorkom m t,
1 / 2  ikann diese K om p lex itä t zu 0 ( | v j  |E j)  verbessert werden.
2. DISJUNKTE WEGE
In diesem A bschn itt betrachten w ir eine Gruppe von Sätzen, die als Variationen 
des berühmten Satzes von Menger (1927) angesehen werden können. Es geht dabei 
um die Existenz disjunkter Wege in (gerichteten) Graphen. Zunächst einige D e fin i­
tionen: G sei ein (gerich te ter) Graph; s und t  seien zwei Punkte von G. Dann hei­
ßen (gerich te te) Wege von s nach t  kantendisjunkt, wenn keine Kante von G auf 
mehr als einem dieser Wege lieg t. Analog heißen Wege von s nach t  eckendisiunkt, 
wenn (außer s und t)  kein Punkt auf mehr als einem der Wege lieg t. Eine Menge 
A von Kanten heißt eine s und t  trennende Kantenmenge, wenn jeder (gerichtete) 
Weg von s nach t  mindestens eine Kante aus A en thä lt; eine Teilmenge W von
V {s ,t} heißt eine s und t  trennende Punktemenge, wenn jeder (gerichtete) Weg 
von s nach t  mindestens einen Punkt in W enthä lt.
2.1 Satz (Ford & Fulkerson 1956). G sei ein (gerich te ter) Graph, und s und t  seien 
zwei Punkte von G. Dann ist die Maximalzahl kantendisjunkter Wege von s nach t  
gleich der m inim alen M ächtigke it einer s und t  trennenden Kantenmenge.
Beweis. Zunächst sei G ein Digraph und N das Netzwerk auf G, fü r das jede Kan­
te  K apazitä t 1 hat. O.B.d.A. sei t  von s aus erre ichbar. O ffenbar induzieren je k 
kantendisjunkte Wege von s nach t  einen Fluß vom Wert k auf N; Man se tzt f(e)=1 
genau fü r die Kanten, die in einem der Wege Vorkom m en, und f(e)=0 sonst. Umge­
kehrt ze ig t der Beweis von Satz 1.3, daß man einen (ganzzanligen) maximalen Fluß 
auf N durch sch rittw e ise  Augm entation (jeweils um 1) längs zunehmender Wege aus 
dem N u llfluß  erhalten kann; da jede Kante K apazitä t 1 hat, müssen die dabei vor­
kommenden Wege kantendisjunkt sein. Also ist die Anzahl kantendisjunkter Wege in 
G gleich dem maximalen F iußwert in N. Die Behauptung fo lg t som it aus Satz 1.4,
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wenn w ir noch zeigen können, daß die m inimale M ächtigke it einer trennenden Kan­
tenmenge in G gleich der K apazitä t eines m inimalen Schnittes in N ist. O ffenbar 
induziert jeder S chn itt (S,T) von N in G die trennende Kantenmenge {e : e £ S ,e +eT) 
der M ächtigke it c(S,T). Um gekehrt sei eine m inimale trennende Kantenmenge A in 
G gegeben. Es sei S ^  die Menge a lle r Punkte v, die von s aus auf einem Weg er­
reichbar sind, der keine Kante in A en thä lt, und T"A  := V ^ S ^ .  O ffenbar ist dann 
(Sa .Ta ) ein Schn itt in N. W ir können o.B.d.A. annehmen, daß t  von jedem Punkt 
von G aus e rre ichbar ist. Dann muß jede Kante e m it e £S und e £ T in A ent­
halten sein; wegen der M in im a litä t von A besteht A genau aus diesen Kanten und 
ist daher von einem S chn itt induz ie rt. D am it is t der Satz fü r den gerichteten Fall 
bewiesen. Der Fall eines ungerichteten Graphen w ird nun auf den schon behandelten 
Fall zurückgeführt, indem man jede Kante {a,b} durch zwei Kanten (a,b) und (b,a) 
e rse tz t. ^
Aus Satz 1.7 und dem Beweis von Satz 2.1 fo lg t unm itte lbar ein Verfahren zur 
Bestimmung kantenais junkter Wege:
2.2 K o ro lla r. G sei ein e in facher (ge rich te ter) Graph. Dann kann die Maximalzahl
2/3kantendisjunkter Wege von s nach t  in G m it K om plexitä t 0 ( |V | |E |)  bestim m t 
werden.
2.3 Satz (Menger 1927). G sei ein (gerich te ter) Graph, und s und t  seien zwei 
Punkte von G, die n ich t durch eine Kante verbunden sind. Dann ist die maximale 
Anzahl eckendisjunkter Wege von s nach t  gleich der m inimalen M ächtigke it einer 
s und t  trennenden Kantenmenge.
Beweis. O .B.d.A. sei G ein Digraph; der ungerichtete Fall kann w ie in 2.1 auf den 
gerichteten zurückgeführt werden. W ir defin ieren einen Digraphen G' wie fo lg t: Die 
Punkte von G ' sind s und t ,  sowie fü r jeden Punkt v^s,t von G zwei Punkte v und 
v+. Für jede Kante (s,v) bzw. (v ,t) von G en thä lt G' eine Kante (s,v ) bzw. (v+,t). 
Für jede Kante (a,b) in G m it a ,b^s,t en thä lt G ' die Kante (a ',b  ). Schließlich en t­
hält G' fü r jeden Punkt v^s ,t von G die Kante (v~,v+). Man sieht so fo rt, daß ecken­
disjunkte Wege in G dann kantendisjunkten Wegen in G' entsprechen. Nach Satz 2.1 
ist som it die M axim alzahl eckendisjunkter Wege in G gleich der m inimalen Mäch­
t ig k e it einer s und t  in G ' trennenden Kantenmenge. Man überzeugt sich le ich t da­
von, daß man o .B.d.A. annehmen kann, daß eine derartige  Kantenmenge nur Kanten
der Form (v” ,v+) e n thä lt und som it einer trennenden Eckenmenge in G en tsprich t. „ti
2.4 K oro lla r. G sei ein e in facher (gerichteter) Graph, und s und t  seien zwei un­
verbundene Punkte von G. Dann kann die Maximalzahl eckendisjunkter Wege von s 
nach t  m it K om p lex itä t 0 ( |V| |E j ) bestim m t werden.
-  131 -
Die genannten Sätze können dazu verwendet werden, die "S tä rke1 oes Zusammen­
hangs eines Graphen zu messen. Sei also G ein (o.B.d.A.) e in facher Graph. Die 
Zusammenhangszahl k (G) von G ist wie fo lg t e rk lä rt: Wenn G der vollständige 
Graph K ist, sei k (G) = n-1. Sonst sei k CG) die m inimale M ächtigke it einer Men­
ge T C V , fü r die G - 'T  n ich t zusammenhängend ist. Dabei bezeichnet G '-'T  den 
Graphen, der aus G durch Weglassen säm tlicher Punkte in T und der m it ihnen 
inzidenten Kanten hervorgeht. Der Leser möge als Übung (m it Satz 2.3) das fo l­
gende Ergebnis zeigen:
2.5 Satz (W hitney 1932). Ein e infacher Graph ist genau dann k-fach zusammenhän­
gend (d.h., es g ilt  k(G) ä k), wenn je zwei Punkte durch mindestens k paarweise 
eckendisjunkte Wege verbunden sind.
Man beachte dabei, daß im Vergleich zu 2.3 auch adjazente Punktepaare zugelassen
1 / 2  2sind. Man kann zeigen, daß k(G) m it K om plexitä t 0 ( |V | jE j ) bestim m t werden 
kann, siehe e tw a Even (1979). Dies ist verhältnismäßig aufwendig; w ill man nur den 
k-fachen Zusammenhang testen, geht das fü r k=1 m it einem gewöhnlichen breadth 
f irs t  search  bere its  m it K om plexitä t 0 ( |E |) .  Dieses Resultat b le ib t auch noch fü r 
k=2 und k=3 gü ltig , siehe Tarjan (1972) bzw. H opcroft & Tarjan (1973). Zum k-fachen 
Zusammenhang vergleiche man auch Even (1979). Es sei dem Leser überlassen, Va­
rianten von Satz 2.5 fü r den gerichteten Fall sowie fü r "Kantenzusammenhang" zu 
fo rm u lie ren .
3. KORRESPONDENZEN
In diesem A bschn itt werden w ir die Resultate aus A bschn itt 2 w e ite r spezialisieren. 
G sei ein (o.B .d.A . e infacher) Graph. Eine Korrespondenz K ist eine Menge von 
Kanten von G, fü r die keine zwei Kanten einen gemeinsamen Endpunkt haben. Eine 
maximale Korrespondenz ist eine Korrespondenz maximaler M ächtigke it. Diese üb­
liche Term inologie ist etwas unglücklich, da man unter e iner maximalen Korrespon­
denz wohl besser eine Korrespondenz verstehen sollte , die in keiner größeren Kor­
respondenz entha lten ist. Wie das folgende Beispiel ze igt, fa llen  beide B eg riffe  im 
A llgem einen n ich t zusammen:
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Die fe t t  e ingezeichnete Korrespondenz kann zwar n ich t e rw e ite rt werden; es gibt 
aber Korrespondenzen m it 4 Kanten. Die Klasse derjenigen Graphen, fü r die jede 
n ich t-e rw e ite rba re  Korrespondenz schon maximal Ist ("equi-matchable graphs") ist 
erst kü rz lich  befriedigend (d.h., auch algorithm isch gut überprüfbar) gekennzeichnet 
worden, siehe Lesk, P lummer & Pulleyblank (1984). Die klassischen Resultate über 
Korrespondenzen beziehen sich auf b ip a rtite  Graphen (also Graphen G, deren Punk­
temenge V so in zwei Teilmengen S und T zerlegt werden kann, daß es lediglich 
Kanten g ib t, die einen Endpunkt in S und den anderen Endpunkt in T haben). Wir 
benötigen noch einen weiteren B e g riff; Eine überdeckende Punktemenge in einem 
Graphen G ist eine Teilmenge W von V, fü r die jede Kante von G mindestens einen 
ihrer Endpunkte in W hat. Dann g ilt:
3.1 Satz (König 1931, Egerväry 1931). G sei ein b ip a rtite r Graph. Dann ist die 
maximale M äch tigke it einer Korrespondenz in G gleich der m inimalen M ächtigke it 
einer überdeckenden Punktemenge.
Beweis. W ir konstruieren aus G einen Digraphen G \ dessen Punktemenge diejenige 
von G zusammen m it zwei neuen Punkten s und t  ist. D ie Zerlegung der Punkte­
menge von G sei V = S C T. A ls Kanten von G' wählen w ir (s,s') (fü r jedes s '£ S), 
( t ', t )  ( fü r jedes t '£ T )  und (u,v) (fü r jede Kante {u ,v} von G m it u £ S  und v £ T), 
Dann entsprechen die Korrespondenzen in G den Mengen eckendisjunkter Wege von s 
nach t  in G '; ähnlich entsprechen die überdeckenden Punktemengen von G den s und 
t  trennenden Eckenmengen in G 1. Die Behauptung fo lg t som it aus Satz 2.3. jj
A uf dem Umweg über 2.4 und 2.2 kann man also maximale Korrespondenzen über 
Flüsse bestimm en. A lle rd ings ist - wie sich der Leser klarmachen möge - die im 
Beweis von Satz 2.3 vorgenommene Aufspaltung der Punkte in diesem Spezia lfa ll 
überflüssig: Man kann dem zu konstruierenden Netzwerk hier einfach den im Beweis 
von Satz 3.1 beschriebenen Digraphen G1 zugrundelegen und a lle  Kanten m it Kapa­
z itä t 1 versehen. Dann fo lg t aus Satz 1.7:
3.2 K o ro lla r (H opcro ft & Karp 1973). G sei ein b ip a rtite r Graph. Dann kann man
5/2m it K om p lex itä t 0 ( ] V [ ) eine maximale Korrespondenz in G bestimmen.
Es ist in s tru k tiv , sich zu überlegen, wie die zunehmenden Wege im zugehörigen 
F luß-N etzw erk N im gegebenen b ipa rtiten  Graphen G aussehen. Wie man unschwer 
einsieht, haben sie die folgende G esta lt:
Dabei sind die fe t t  eingezeichneten Kanten Rückwärtskanten im zunehmenden Weg 
in N; dies sind genau die Kanten des Weges, die in G in der zum vorhandenen 
Fluß gehörenden Korrespondenz liegen. Das legt die D e fin ition  eines zunehmenden 
Weges (bzgl. e iner gegebenen Korrespondenz) in einem beliebigen Graphen G nahe: 
Das ist ein a lte rn ierender Weg (also ein Weg, auf dem sich Kanten der Korrespon­
denz m it Kanten abwechseln, die n ich t in K liegen), dessen Endpunkte exponiert 
sind (also auf keiner Kante der Korrespondenz liegen). Dann g ilt  der folgende Satz 
von Berge (1957):
3.3 Satz ("augm enting path theorem "). K sei eine Korrespondenz in einem Graphen 
G. Genau dann ist K m aximal, wenn es in G keinen bzgl. K zunehmenden Weg g ibt.
Die vorhergehende Diskussion ze ig t, daß Satz 3.3 im Fall eines b ipa rtiten  Graphen 
G ein Spezia lfa ll von Satz 1.2 ist. Der allgemeine Fali sei dem Leser als Übung 
überlassen. Der Leser überzeuge sich auch davon, daß Satz 3.1 fü r beliebige Gra­
phen n ich t ko rre k t ist. A u f Satz 3.3 kann man aber auch fü r beliebige Graphen 
A lgorithm en zur Bestimmung einer maximalen  Korrespondenz aufbauen; der erste 
derartige  A lgorithm us stam m t von Edmonds (1965). Zu diesem Thema - das n icht 
m it Flüssen Dehandelt werden kann und som it auch n ich t zur Transversaltheorie 
zu zählen ist -  vergleicne man etwa Law ler (1976) und Papadim itriou & S te ig litz  
(1982) oder Jungnickel (1986).
Wir wollen je tz t  aus Satz 3.2 ein Resultat ab le iten, das als Übersetzung des Hei­
ratssatzes in die Sprache der Graphentheorie angesehen werden kann. Dazu sei G 
wieder ein b ip a rt ite r  Graph; die gegebene Zerlegung der Punktemenge von G sei
V = S 0 T . O .B.d.A. sei ]T [ < |S j-  Dann heißt jede Korrespondenz der M ächtig­
ke it |T j von G eine vollständige Korrespondenz. Im Fall |S) = jT j spricht man 
auch von einer perfekten Korrespondenz.
3.4 Satz (P .Hall 1935). G sei ein b ip a rtite r Graph auf der Punktemenge V=S D T 
m it |T | i  | s j .  Für J C  T bezeichne T(J) die Menge a lle r Punkte v £ S, fü r die es 
eine Kante {v ,u } m it u £ J  g ibt. Genau dann g ib t es in G eine vollständige Kor­
respondenz, wenn die folgende Bedingung e r fü llt  ist:
(H 1) |T (J )| 2 | J | fü r jede Teilmenge J von T.
Beweis. Die angegebene Bedingung ist o ffenbar notwendig: Wenn K eine vo llstän­
dige Korrespondenz von G ist, so bilden die in S enthaltenen Endpunkt der Kanten 
von K, deren Endpunkt in T sogar in J lieg t, fü r jedes J C T  eine Teilmenge der 
M ächtigke it j j  | von T(J). Umgekehrt sei nun Bedingung (H 1) e r fü llt .  Angenommen, 
die maximale M ächtigke it einer Korrespondenz in G wäre < |T l .  Nach Satz 3.1 g ib t 
es dann eine überdeckende Punktemenge W = S' 0  T 1 m it S c S 1 und T c  T ' sowie
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| s ' l + l i ' l  < It |. Dann sind aber die Endpunkte u derjenigen Kanten {u ,v }, fü r die 
v einer der |T j - |T ' |  Punkte in T '" -T ' ist, säm tlich in S' enthalten, weswegen also
| r ( T ^ T ' ) |  S ! S’ i < | T | - | T ' |  = I T ' - T ' I  
g ilt ,  im Widerspruch zu (H 1). ^
4. PARTIELLE TRANSVERSALEN
ln diesem A bschn itt wollen w ir zunächst Satz 3.4 in die Sprache der M engenfami­
lien übersetzen und so den Heiratssatz beweisen. Es sei also A  = (A ^ ,...,A n) eine 
Fam ilie  von Teilmengen einer Menge S. W ir schreiben T = {1 ,...,n } und erklären 
einen b ipa rtiten  Graphen G auf der Punktemenge S 0  T, dessen Kanten genau die­
jenigen {s ,t} sind, fü r die s € A^ ist. Dann entsprechen die SDR's von A  gerade 
den vollständigen Korrespondenzen von G. Nach Satz 3.4 e x is tie rt also genau dann 
ein SDR und som it eine Transversale fü r A , wenn in G die Bedingung (H 1) e r fü llt  
ist. Nach D e fin ition  von G besteht aber T(J) fü r jede Teilmenge J von T genau 
aus den Punkten, die in mindestens einer der Mengen A^ m it t £ J  liegen. D ie Be­
dingung (H 1) fü r G ist also genau die Bedingung (H) fü r A , w om it der Heiratssatz 
Dewiesen ist. Für einen direkten Beweis des Heiratssatzes verweisen w ir z.B. auf 
Mirsky (1971) oder Jungnicke! (1982); w ir wollen den gängigsten Beweis allerdings 
ais Übung skizzieren;
4.1 Übung. Man beweise den Heiratssatz m it Induktion über n. Dabei unterscheide
man die Fälle, in denen es eine k ritische  T e ilfa m ilie  von A  (d.h. eine T e ilfa m ilie
(A.)- ,  , m it | U A .[ = j j |  < n) a ib t bzw. n ich t g ib t. 
i i c J i £ j  1
N atürlich  ist der eben angedeutete Beweis des Heiratssatzes vie l kurzer als der 
von uns durchgeführte. Man kann dann aus dem Heiratssatz umgekehrt die Sätze 
von König-Egerväry, Menger und Ford & Fulkerson abieiten (siehe z.B. Jungnickel 
(1982)); dieser Weg ist dann allerdings sehr v ie l mühsamer als der hier eingeschla­
gene. Außerdem g ib t der in 4.1 sk izz ie rte  Beweis keinen brauchbaren A lgorithm us 
zur Bestimmung eines SDR, während die Übersetzung in die Sprache der b ipa rtite n  
Graphen dies durch Rückführung auf zunehmende Wege (d irek t im Graphen oder im 
zugehörigen Netzwerk) m it lie fe r t .  A ls Übung betrachte  der Leser die M engenfami­
lie  A  m it A 1 = 11,2,3,4,5}, A g = {2,3,4,5,7,8} , A 3 = {1 ,2,3 ,4}, A 4 = {3 ,4 },
A_ = {1,2,3}, A_ = {4,5,7} und A-, = {1 ,3,4}. Man konstruiere zunächst eine erste o b  (
Korrespondenz im zugehörigen Graphen, indem man jew eils das k le instm ögliche Ele­
ment von A. (in der natürlichen Reihenfolge) als Repräsentanten w äh lt. Dann ver-
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wende man zunehmende Wege, um eine vollständige Korrespondenz zu erhalten.
Man verg le iche dieses Verfahren m it dem A lgorithm us von M .Hall ! 1956) zur Be­
stimmung eines SDR's, siehe Jungnickel (1982) S. 1 T ff .
W ir werden nun m it dem Heiratssatz einige w e ite re  R esultate der engeren Trans­
versaltheorie  beweisen. Zunächst wieder etwas Term inologie: Ein SDR fü r eine 
T e ilfa m ilie  (A.). von A  heißt ein partie lles  SDR fü r A; die zugehörige Reprä­
sentantenmenge {a.: i £ J } heißt eine p a rtie lle  Transversale von A . Der H e ira ts­
satz unterscheidet led ig lich  zwischen Mengenfamilien, die eine Transversale besit­
zen, und solchen, fü r  die das n ich t der Fall ist. Ein fe ineres Maß fü r die "Reprä- 
sen tie rba rke it" e iner Mengenfam ilie ist der Transversalindex t(A ), also die maxima­
le M äch tigke it e iner pa rtie llen  Transversalen von A . Unter dem D efekt e iner par­
t ie lle n  Transversale versteh t man die Zahl n-k, wobei k die M äch tigke it der par- 
( t ie lle n  Transversalen und n die Zahl der Mengen in A  ist; dann können w ir also
t(A ) auch als n minus dem m inimalen D efekt einer p a rtie llen  Transversalen e rk lä ­
ren. Aus dem Heira tssatz e rhä lt man ziem lich  le ich t eine Bedingung fü r die Existenz 
von pa rtie lle n  Transversalen m it gegebenem D efekt:
4.2 Satz (D e fek tfo rm  des Heiratssatzes). A  = (A.). m it I = {1 ,..,n } sei eine Fa­
m ilie  von Teilmengen einer Menge S. Genau dann bes itz t A  eine p a rtie lle  Transver­
sale der M äch tigke it k (also des Defektes n-k), wenn g ilt :
(D) | U A .| ä | j  |+k-n fü r a lle  J c  I. 
i € J 1
Beweis. Es sei D eine beliebige zu S disjunkte Menge der M äch tigke it n-k. W ir de- 
1 fin ie ren  eine F am ilie  A 1 = (A |)-e , von Teilmengen von S U D  durch A! := A. U D.
Aufgrund des Heiratssatzes hat A 1 genau dann eine Transversale, wenn (H) fü r A 1, 
also (D) fü r A  e r fü l l t  is t. Jede Transversale von A ’ lie fe r t  aber durch Weglassen 
der in ihr enthaltenen Elemente aus D eine p a rtie lle  Transversale m it mindestens 
n-k Elementen von A ; umgekehrt w ird  jede p a rtie lle  Transversale der M äch tigke it 
n-k von A  durch H inzufügen von D zu einer Transversalen von A 1. ^
4.3 K o ro lla r. Der m in im ale D efekt e iner p a rtie llen  Transversalen von A  ist
d(A) = max { jJ | - [  U A ,J ; J c l ) ,
I £ J
Für den Transversalindex fo lg t t(A ) = n-d(A).
i  Auch Satz 3.1 lie fe r t  eine Form el fü r den Transversal index; der Leser möge die
entsprechende Übersetzung als Übung durchführen. W ir wollen als nächstes die par­
tie lle n  Transversalen einer M engenfam ilie charakteris ieren.
4.4 Satz. A  = (A .)j g | sei eine endliche F am ilie  von Teilmengen einer Menge S.
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Genau dann ist eine Teilmenge X von S eine pa rtie lle  Transversale fü r A , wenn g ilt:
(PT) | U A. n  X | > j J | + 1 X ! -  j 11 fü r a lle  J c  I. 
i e J  '
Beweis. X ist o ffenbar genau dann eine pa rtie lle  Transversale von A , wenn es eine 
p a rtie lle  Transversale von A ' := (A. n X ) . ^  ist, d.h., wenn A ' eine pa rtie lle  Trans­
versale der M äch tigke it |X | hat. D ie Behauptung fo lg t aus Satz 4.2. ^
Satz 4.4 und der Heiratssatz erlauben es bereits, den foigenden w ichtigen Satz zu 
beweisen; da die E inzelheiten etwas ko m p liz ie rt sind, verweisen w ir nur auf die L i­
te ra tu r, e twa M irsky (1971) oder Jungnickel (1982).
4.5 Satz (Mendelsohn & Dulmage 1958). A  = (A ^. sei eine endliche Fam ilie  von 
Teilmengen einer Menge S; fe rne r sei A ' eine T e ilfa m ilie  von A  und S' eine T e il­
menge von S. Dann sind die folgenden beiden Aussagen äquivalent:
(i) A ' hat eine Transversale, und S' is t eine p a rtie lle  Transversale fü r A.
( ii)  Es g ib t eine S* umfassende Teilmenge S" von S und eine A 1 umfassende 
T e ilfa m iiie  A " von A , so daß S" eine Transversale fü r A " ist.
4.6 K o ro lla r (Fortsetzungssatz von M .Hall (1956)). A  sei eine endliche Fam ilie  von 
Teilmengen einer Menge S, die eine Transversale bes itz t. Dann kann jede pa rtie lle  
Transversale von A  zu einer Transversalen fo rtgese tz t werden.
W ir werden in A bschn itt 8 einen anderen Beweis fü r K oro lla r 4.6 kennenlernen.
Man beachte, daß aus 4.6 n ich t fo lg t, daß man jedes pa rtie lle  SDR zu einem SDR 
fo rtse tzen  kann; im allgemeinen muß die Zuordnung der schon gewählten Repräsen­
tanten abgeändert werden. Ein Beispiel dafür l ie fe r t  die zuvor (nach 4.1) angegebe­
ne M engenfam ilie. Wegen der W ich tig ke it von Satz 4.5 wollen w ir noch die Über­
setzung dieses Resultats in die Sprache der b ipa rtiten  Graphen angeben. Dazu noch 
eine Sprechweise: W ir sagen, eine Korrespondenz K in einem Graphen G t r i f f t  eine 
Teilmenge W der Punktemenge von G, wenn W eine Teilmenge der Endpunkte der 
Kanten in K ist. D am it w ird  aus Satz 4.5:
4.51 Satz. G sei ein b ip a rt ite r  Graph auf der Punktemenge V = S 0  T, und K und 
K ' seien zwei Korrespondenzen in G. Ferner sei S' die Menge a lle r Endpunkte von 
Kanten von K, die in S liegen; ähnlich sei T 1 die Menge a lle r Endpunkte von Kan­
ten von K ', die in T liegen. Dann g ib t es eine Korrespondenz K" in G, die S' U T ' 
t r i f f t .
Einen anschaulichen Beweis dieser Form ulierung des Satzes von Mendelsohn & Dul­
mage finde t man bei Law ler (1976) sk izz ie rt. Der K u rios itä t halber sei noch das 
folgende Resultat erwähnt:
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4.7 Satz ("Harem ssatz", Haimos & Vaughan 1950). A  = (A -)j£  | sei eine endliche 
Fam ilie  von Teilmengen einer Menge S, und (p.) | sei eine Fam ilie  natürlicher 
Zahlen. Genau dann e x is tie rt eine Fam ilie  (X .^  c i  paarweise d is junkter Mengen m it 
X. c  A. und jX . | = Pj fü r alle i, wenn die folgende Bedingung e rfü llt  ist:
(HV) | U A. | i  E p .  fü r a lle  I C J. 
i € J ' i £ J '
Zum Beweis wendet man den Heiratssatz auf die Fam ilie  B an, die aus A  hervor­
geht, indem man A. durch p Kopien von A ( erse tz t (fü r a lle  i). Die Einzelheiten 
seien dem Leser als Übung überlassen, ebenso wie eine Erklärung des Namens "Ha­
remssatz". Die Sätze 4.2, 4.4, 4.5 und 4.6 sind Beispiele dafür, wie man aus dem 
Heiratssatz durch Anwendung auf geeignete H ilfs fa m ilie n  w e ite re  Sätze e rhä lt; der 
H eiratssatz ist in diesem Sinne ein "selbst-verstärkendes" R esultat, worauf wohl 
zuerst M irsky (1979) hingewiesen hat.
5. KOM BINATORIK VON MATRIZEN
In diesem A bschn itt betrachten w ir einige kombinatorische Sätze über M atrizen. 
Zunächst werden w ir  eine Übersetzung des Satzes von König-Egerväry angeben. Wir 
benötigen w ieder etwas Term inologie: A  sei eine (m x n )-M a trix , fü r die w ir eine 
gewisse Teilmenge der Zellen ( i,j)  (i=1,...,m ; i=1,...,n) als zulässig auszeichnen; o ft  
werden dabei d ie E inträge 40 als zulässig ausgewählt. Eine Menge Z von Zellen 
von A  heißt unabhängig, wenn keine zwei Zellen in Z zu derselben Zeile oder Spalte 
von A gehören. Der Term-Rang P(A) von A ist die maximale M ächtigke it e iner unab­
hängigen Menge von Zeilen von A. A ls gemeinsamen O berbegriff fü r Zeilen und 
Spalten verwenden w ir den Term Reihe. Wir konstruieren nun zu A einen b ipa rtiten  
Graphen G auf der Punktemenge S 0 T m it S = {1,...,m } und T = {1 ,...,n }; dabei 
sei { i , j } genau dann eine Kante von G (m it i £S und j £T ), wenn die Zelle ( i,j)  zu­
lässig is t. Dann entsprechen die Korrespondenzen von G den unabhängigen Mengen 
zulässiger Zellen von A ; fe rner entsprechen überdeckende Punktemengen von G den­
jenigen Mengen von Reihen von A , die säm tliche zulässigen Zellen enthalten. Somit 
erhalten w ir aus Satz 3.1:
5.1 Satz (König 1931, Egerváry 1931). Der Term-Rang p(A) ist die m inimale Zahl 
von Reihen von A , die säm tliche zulässigen Zellen enthalten.
Sei je tz t  e twa m a n .  Dann kann man Satz 3.4 (also den Heiratssatz) in eine Be­
dingung fü r  p(A)=n übersetzen; dies sei dem Leser als Übung überlassen. Ab je tz t 
betrachten w ir den Spezia lfa ll m=n, also quadratische M atrizen. Dann w ird eine un-
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abhängige Menge von n Zeilen eine Diagonale genannt. Eine Diagonale heißt eine 
N ichtnull-D iagonale bzw. eine positive Diagonale, wenn der E intrag von A  in jeder 
ih rer Zellen ¿0 bzw. positiv  ist. Schließlich ist die Weite einer ( rx s ) -M a tr ix  die 
Zahl r+s. W ir zeichnen nun die Zellen m it E intrag ¿0 von A als zulässig aus. Der 
entsprechende Spezia lfa ll von Satz 3.4 lau te t dann w ie fo lg t:
5.2 Satz. A  sei eine (n x n )-M atrix . Genau dann hat A  eine N ichtnu ll-D iagonale , 
wenn die E inträge ¡¿0 in je k Spalten (k=1,.,.,n) zu mindestens k Zeilen gehören.
Man beachte, daß die Diagonalen einer quadratischen M atrix  genau den Termen e n t­
sprechen, die in der Determ inante der M atrix  au ftre ten . Aus Satz 5.2 erhalten w ir 
ein K rite rium  dafür, daß jeder Term der Determ inante verschwindet:
5.3 Satz (Frobenius 1912). Genau dann en thä lt jede Diagonale einer (n x n )-M a trix  
A  mindestens einen E intrag 0, wenn A eine U nte rm atrix  der Weite n+1 hat, die 
nur E inträge 0 en thä lt.
Beweis. Nach Satz 5.2 en thä lt genau dann jede Diagonale einen E in trag 0, wenn es 
k Spalten von A g ib t, fü r die säm tliche Einträge ¿0 in r < k  Zeilen enthalten sind 
(fü r geeignetes k). Dann enthalten diese k Spalten aber in den übrigen n -r > n-k 
Zeilen von A nur E inträge 0. Die entsprechende U n te rm atrix  der W eite n -r+kä  n+1 
hat also nur E inträge 0. ^
W ir geben je tz t  eine w ich tige  Klasse von M atrizen an, fü r die es stets eine N ich t­
null-D iagonale g ib t. Eine (n x n )-M atrix  m it n icht-negativen reellen E inträgen heißt 
doppe lt-stochastisch, wenn fü r jede Reihe die Summe a lle r E inträge in dieser Reihe 
= 1 is t. Dann g ilt :
5.4 Lemma (König 1916). Jede doppelt-stochastische M a trix  hat eine positive  Dia­
gonale.
Beweis. Nach D e fin ition  ist hier bereits jede N ichtnull-D iagonale eine positive  D ia­
gonale. W ir können also Satz 5.2 verwenden. Angenommen, alle  E inträge *¿0 von ge­
gebenen k Spalten gehören zu r < k  Zeilen; B sei die durch diese Zeilen und Spalten 
bestim m te U nte rm atrix , Dann ist die Summe a lle r Einträge von B sowohl =k (spal­
tenweise addiert) als auch Sr (zeilenweise addiert). Widerspruch! ^
Wie w ir  sehen werden, stehen die doppelt-stochastischen M atrizen in engem Zusam­
menhang zu den Perm utationsm atrizen, also M atrizen, die in jeder Zeile  und Spalte 
genau einen E in trag 1 (und sonst nur E inträge 0) enthalten. Zunächst zeigen w ir:
5.5 Satz {Zerlegungssatz). A  sei eine (n x n )-M a trix  m it n icht-negativen reellen Ein­
trägen, fü r die alle  Reihensummen =s sind. Dann ist A  eine Linearkom bination von
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Perm utationsm atrizen m it positiven reellen K oe ffiz ien ten .
Beweis. D iv id ie rt man a lle  Einträge von A  durch s, so e rhä lt man eine doppelt­
stochastische M a trix  A 1. Nach Lemma 5.4 hat A ' (und som it auch A) eine positive 
Diagonale D. P sei die zu D gehörige P erm utationsm atrix  (d.h., P hat genau in den 
Zellen von D E inträge 1). Ferner sei c das Minimum der E inträge in D. Dann ist 
auch B := A-cP eine M atrix  m it n icht-negativen reellen Einträgen und konstanter 
Reihensumme s-c. Ferner hat B mindestens einen E intrag 0 mehr als A, weswegen 
die Behauptung m it Induktion fo lg t. ^
5.6 K oro lla r (Lemma von König (1916)). A sei eine (n x n ) -M a tr ix  m it Einträgen 0 
und 1, fü r die a lle  Reihensummen =k sind. Dann ist A  die Summe von k Permuta­
tionsm atrizen.
Das fo lg t unm itte lba r aus 5.5, da dann im Beweis stets c=1 ist. Das Lemma von 
König (und einige Verallgemeinerungen) ist ein wesentliches H ilfs m itte l in der End­
lichen G eom etrie , genauer bei der rekursiven Konstruktion bestim m ter Inzidenz­
s truktu ren; siehe e tw a Jungnickel (1979). Eine andere unm itte lba re  Folgerung aus 
Satz 5.5 ist das folgende klassische R esultat von B irkh o ff; w ir  erinnern daran, daß 
in einem ree llen  Vektorraum  die konvexe Hülle von Vektoren x ^ ,...,x n die Menge
alle r L inearkom binationen m it K oe ffiz ien ten  c ,, . . . ,c  > 0 m it c ,+ ...+c  =1 ist.1’ n -  1 n
5.7 Satz (B irkh o ff 1946). Die konvexe H ülle  der Perm utationsm atrizen (im IR^n,n )^ 
ist die Menge der doppelt-stochastischen M atrizen.
W eitere Sätze aus der kombinatorischen M atrix theo rie  fin d e t man in den Büchern 
von M irsky (1971), Ford & Fulkerson (1962) und Jungnickel (1982). Z.B. kann man 
nach unteren Schranken fü r die maximale Summe (oder das m aximale Produkt) a lle r 
E inträge einer positiven Diagonalen einer doppelt-stochastischen M atrix  fragen. H ier 
ergeben sich auch interessante Zusammenhänge zu der bekannten van der Waerden- 
schen Permanentenvermutung, die vor einigen Jahren von Egorits jev (1981) und 
Falikman (1981) bewiesen werden konnte. W ir erwähnen noch ein Beispiel aus der 
Kombinatorischen Optim ierung, das m it den hier e ingeführten Methoden gelöst wer­
den kann.
5.8 Beispiel ("bo ttleneck assignment problem "). Gegeben sei eine (n x n )-M a trix
A = (a..) m it n icht-negativen reellen Einträgen; gesucht ist eine Diagonale von A, 
fü r die das Minimum der Einträge maximal w ird . W ir können uns z.B. vorste llen, 
daß w ir eine Zuordnung von A rbe ite rn  zu Maschinen betrachten, bei der die E inträge 
von A irgendwie die E ffiz ienz  messen. W ir beginnen m it e iner beliebigen Diagonalen 
D, fü r die das M inimum der E inträge etwa m sei. A ls  zulässig wählen w ir nun ge-
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nau die Zellen ( i,j), fü r die a^J-m  g ilt .  O ffenbar g ib t es genau dann eine Perm uta­
tion  m it Minimum >m, wenn A eine zulässige Diagonale bes itz t. Das kann man aber 
überprüfen, indem man im zugehörigen b ipa rtiten  Graphen die maximale M ächtig­
ke it e iner Korrespondenz bestim m t. Man beachte, daß man triv ia ie rw e ise  nach höch­
stens 0 (n 2) derartigen S chritten das Problem gelöst hat.
Ähnlich kann auch das folgende berühm te Problem behandelt werden:
5.9 Beispiel ("assignment problem "). Gegeben sei eine (n x n )-M a tr ix  A m it n ich t­
negativen reellen Einträgen. Gesucht ist eine Diagonale von A, fü r die die Summe 
der E inträge maximal (bzw. m inim al) w ird.
Die eben angedeuteten A lgorithm en zur Lösung der Probleme aus 5.8 und 5.9 sind 
noch keineswegs op tim a l. T rotzdem  beruhen die besten bekannten A lgorithm en fü r 
diese Problem le tz tlic h  auch auf e iner Zurückführung auf die Bestimmung maxima­
ler Korrespondenzen, vgl. e twa Law ler (1976), Papadim itriou & S te ig litz  (1982) und 
Jungnickel (1986), Besondere Erwähnung verd ient dabei der berühmte "ungarische 
A lgorithm us" von Kuhn (1955) fü r d ie Lösung des assignment problem (m it Komple­
x itä t 0 (n 3)).
6. PARTIELLE ORDNUNGEN
Im Rahmen der Transversaltheorie w ird o f t  auch die Kom binatorik p a rtie ll geord­
neter Mengen behandelt. W ir wollen hier den Satz von D ilw orth  behandeln. Es sei 
(M,S) eine p a rtie ll geordnete Menge, d.h., S ist re flex iv , anti-sym m etrisch und 
tra n s itiv , W ir nennen zwei Elemente x und y von M vergleichbar, wenn x < y oder 
y < x  g ilt .  Eine K e tte  ist eine Menge aus paarweise vergleichbaren Elementen von 
M, eine A n tik e tte  eine Menge aus paarweise unvergleichbaren Elementen.
6,1 Satz (D ilw o rth  1950). (M,s) sei eine p a rtie ll geordnete endliche Menge. Dann 
ist die maximale M äch tigke it e iner A n tik e tte  gleich der m inimalen Anzahl von 
Ketten, in die M zerleg t werden kann.
W ir wollen Satz 6.1 zunächst in die Sprache der Graphentheorie übersetzen. Dazu 
ordnen w ir (M,<) einen Digraphen G auf der Punktemenge M zu; dabei sei (x,y)
(fü r x;iy) genau dann eine Kante von G, wenn x < y g ilt .  G ist dann ein tran s itive r, 
k re is fre ie r Diaraph. Dabei heißt ein Digraph tra n s it iv , wenn aus der Existenz eines 
gerichteten Weges von x nach y s te ts  die Existenz der Kante (x,y) fo lg t; er heißt 
k re is fre i, wenn er keine gerich te ten  Kreise en thä lt. Eine Zerlegung von (M,S) in
Ketten lie fe r t  eine Zerlegung von G, d.h., eine Menge von gerichteten Wegen, für 
die jeder Punkt von G auf genau einem der Wege lieg t. Den A n tike tten  von M en t­
sprechen die unabhängigen Punktemengen von G, d.h. Mengen von paarweise unver­
bundenen Punkten. Der Satz von D ilw orth  kann dann wie fo lg t fo rm u lie rt werden:
6.1' Satz (D ilw o rth  1950). G sei ein tran s itive r, k re is fre ie r Digraph. Dann ist die 
maximale M äch tigke it e iner unabhängigen Punktemenge gleich der m inimalen Anzahl 
von Wegen in einer Zerlegung von G.
Man beachte, daß eine der beiden in Satz 6.1' enthaltenen Ungleichungen tr iv ia l 
ist: Jeder ge rich te te  Weg in G kann eine gegebene unabhängige Punktemenge höch­
stens einmal tre ffe n  (wegen der T ra n s itiv itä t). Jede Zerlegung muß also mindestens 
so vie le  Wege entha lten, w ie es Punkte in einer maximalen unabhängigen Menge gibt. 
Die umgekehrte Ungleichung b le ib t in beliebigen Digraphen gü ltig ; der Satz von 
D ilw o rth  is t also ein Spezia lfa ll des folgenden Resultats:
6.2 Satz (G alla i & M ilgram 1960). G sei ein Digraph; a(G) sei die maximale Mäch­
tig k e it  e iner unabhängigen Punktemenge von G. Dann g ib t es eine Zerlegung von G 
in cs(G) Wege.
Beweis. W ir beschränken uns auf den Spezia lfa ll eines kre is fre ien  Digraphen G und 
konstruieren aus G einen b ipa rtiten  Graphen G \  dessen Punktemenge V 0 V1 sei; 
dabei is t V die Punktemenge von G und V' eine isomorphe Kopie von V. Ferner sei 
{v ,w '}  genau dann eine Kante von G ', wenn (v,w) eine Kante von G ist. W ir zeigen 
zunächst, daß jede Korrespondenz der M ächtigke it k von G1 zur Konstruktion einer 
Zerlegung von G in n-k Wege (m it n = |V |)  verwendet werden kann. Es seien also 
(v1,w 1),...,(v j,,w ^) Kanten von G, die den Kanten einer Korrespondenz K in G1 en t­
sprechen. Dann sind die v. paarweise verschieden, und ebenso die w.. Dagegen ist
w,=v. m öqlich; in diesem Fall setzen w ir die Wege (v.,w .) und (v.,w .) zum Weg 
i i -  a i ’ i j  j
(v.,w ,=v.,w .) zusammen, indem man so fo r t fä h r t (also jeweils gerich te te  Wege m itI ! ] j
übereinstimmenden Anfangs- bzw. Endpunkten zusammensetzt), e rhä lt man schließlich 
etwa c Wege, deren Punktemengen paarweise dis junkt sind. Die Längen dieser Wege 
seien x j, . . . ,x  ; dabei is t die Länge eines Weges die Anzahl seiner Kanten. Die üb ri­
gen n -((x l + 1)+,..+(xc +1)) Punkte von G te ilen  w ir in t r iv ia le  Wege der Länge 0 ein. 
Insgesamt e rg ib t sich so eine Zerlegung von V in n-(x^+...+xc ) = n-k Wege. Insbeson­
dere können w ir fü r k die maximale M ächtigke it e iner Korrespondenz in G1 wählen. 
Nach Satz 3.1 ist k dann auch die m inim ale M ächtigke it e iner G 1 überdeckenden 
Punktemenge. Jede solche Menge induziert eine G überdeckende Punktemenge; also 
g ilt  k ä ß(G), wobei ß(G) die m inimale M ächtigke it einer G überdeckenden Punkte­
menge W sei. T riv ia le rw e ise  ist das Komplement von W eine unabhängige Punkte­
menge m axim aler M ächtigke it von G, d.h. es g ilt  a(G) = n-0(G). Somit haben w ir G
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in n-k s n-ß(G) = a(G) Wege zerlegt. ^
Der Leser zeige an einem Beispiel, daß Satz 6.1' n icht fü r beliebige Digraphen g ilt. 
Während die anderen Hauptsätze, die w ir behandelt haben, nämlich die Sätze von 
Ford & Fulkerson, Menger, Konig-Egerväry, Hail und D iiw orth , säm tlich "kom binato­
risch äquiva lent" sind (also sich ohne Schwierigkeiten auseinander able iten lassen), 
ist kein Beweis fü r den allgemeinen Fall von Satz 6.2 m it den hier behandelten Me­
thoden bekannt. Wir erwähnen einen weiteren berühmten Satz, der unm itte lba r aus
6.2 fo lg t. Ein Turn ier ist ein Digraph, der durch Orientierung aus einem vollständigen 
Graphen entsteht. Ein Ham iltonscher Weg in einem (gerichteten) Graphen ist ein 
(gericn te ter) Weg, der jeden Punkt genau einmal en thä lt. Dann g ilt:
6.3 Satz (Redei 1934). Jedes Turn ier besitzt einen Hamiltonschen Weg.
Beweis. Wenn G eine Orientierung eines vollständigen Graphen ist, g ilt  t r iv ia le r ­
weise 0(G)=1. Die Behauptung fo lg t aus Satz 6.2. ^
Schließlich seien noch einige Folgerungen aus dem Satz von D iiw orth  erwähnt.
6.4 K oro lla r. (M,<) sei eine p a rtie ll geordnete Menge m it mindestens rs+1 Elemen­
ten. Dann g ib t es in M eine K ette  der M ächtigke it r+1 oder eine A n tik e tte  der 
M ächtigke it s+1.
Beweis. Fall es keine A n tike tte  der M ächtigke it s+1 g ib t, kann M nach Satz 6.1 in 
s Ketten zerleg t werden; mindestens eine dieser Ketten muß dann wenigstens r+1 
Elemente enthalten. ^
6.5 Satz (Erdös & Szekeres 1935). Jede reelle Folge der Länge n 2 r 2+1 en thä lt 
eine monotone T e ilfo lge  der Länge r+1.
Beweis. Die Folge sei (a j) j_ 1 n> W ir setzen M = {( i,a ;): i = 1,...,n} und ordnen M 
p a rtie ll gemäß (¡,3^) < (j,a.) genau dann, wenn i s j  und a. S a. gelten. Angenommen,
M hat eine A n tik e tte  aus r+1 Elementen, deren erste Koordinaten etwa i ^ i r___^ 
m it i ä £ ... £ i 1 seien; dann bilden die zugehörigen zweiten Koordinaten eine 
streng monoton fa llende T e ilfo lge  der Länge r+1, Falls es keine derartige  A n tik e tte  
g ib t, muß M nach 6.4 eine K ette  der Länge r+1 enthalten: hier bilden die zweiten 
Koordinaten dann eine monoton steigende Te ilfo ige  der Länge r+1. ^
Interessanterweise g ilt  auch der zum Satz von D iiw orth  duale Satz; der Beweis die­
ses Resultats ist allerdings wesentlich einfacher und sei daher dem Leser überlassen.
6.6 Satz (M irsky 1971a). (M,<) sei eine endliche pa rtie ll geordnete Menge. Dann ist 
die maximale M ächtigke it e iner K e tte  von M gleich der m inimalen Anzahl von An­
tike tte n , in die M zerleg t werden kann.
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Wir wollen noch einen weiteren bekannten Satz über pa rtie lle  Ordnungen m it den 
M itte ln  der T ransversaltheorie beweisen:
6,7 Satz (Spernersches Lemma, Sperner 1928)). Die Potenzmenge 2 ^  der endlichen 
Menge M sei bzg l. der Inklusion p a rtie ll geordnet. Dann ist die maximale M ächtigke it 
einer A n tik e tte  in ( 2 ^ ^ )  die Zahl ^ n/ 2 ]V
Beweis. O ffenbar bilden die Teilmengen der M ächtigke it [n /2 ] eine A n tike tte . Für
Mdie Umkehrung konstruieren w ir den zu (2 gehörenden Digraphen G, w ie nach 
Satz 6.1 beschrieben. Nach Satz 6.1' genügt es nun, G in [n /2 ] gerich te te  Wege zu 
zerlegen. D ie Punktemenge von G z e rfä llt  in na türlicher Weise in n+1 Mengen von 
Punkten g le icher M ächtigke it. W ir betrachten den b ipa rtite n  Graphen G^, der von 
den Teilmengen der M ächtigke it k bzw. k+1 induziert w ird ; dabei ist also {A ,B } für 
eine k-Teiim enge A und eine (k+1)-Teilmenge B von M genau dann eine Kante, wenn 
A in B en tha lten  ist. W ir zeigen, daß jedes eine vollständige Korrespondenz be­
s itz t; diese Korrespondenzen können dann zu der gewünschten Zerlegung von G zu­
sammengesetzt werden. Es sei nun o.B.d.A. k+1 < n/2. Dann sind je j k-Teilmengen 
auf insgesamt j(n -k) Kanten in Gk ; da jede (k+1)-Teilmenge auf genau k+1 S n/2 
Kanten von lie g t, lie fe rn  diese j(n-k) Kanten mindestens j(n-k)/(k+1) i  j (k+1)- 
Teilmengen. Som it is t die Bedingung in Satz 3.4 e r fü llt ,  und G^ besitz t in der Tat 
eine vo llständ ige Korrespondenz. ^
Satz 6.7 ist der Ausgangspunkt v ie lfä lt ig e r w e ite re r Untersuchungen über pa rtie ll 
geordnete Mengen, die man unter dem Namen "Sperner-Theorie" zusammenfaßt. Der 
Leser verg le iche dazu z.B. den Ü bersichtsartike l von Greene & K le ltm an (1978).
W ir wollen noch einen w eiteren Zusammenhang zwischen pa rtie llen  Ordnungen und 
Graphentheorie erwähnen. W ir ordnen jeder p a rtie ll geordneten Menge (M*s) einen 
Graphen G auf der Punktemenge M zu; dabei sei {x ,y }  genau dann eine Kante (x^y), 
wenn x und y verg le ichbar sind. Jeder derartige Graph heißt ein Verg le ichbarkeits­
graph. Diese Graphen haben interessante Eigenschaften, fü r deren Beschreibung w ir 
noch etwas Term inolog ie  benötigen. Für jeden Graphen G bezeichnet a(G) die maxi­
male M äch tigke it e iner unabhängigen Menge (wie in 6.2), oi(G) die maximale Mäch­
tig k e it e iner C lique (also eines vollständigen Teilgraphen), 0(G) die M inimalzahl von 
Cliquen, in die G zerleg t werden kann, und y(G) die chrom atische Zahl von G (also 
die M in im alzahl von Farben, die benötig t werden, wenn man die Punkte von G so 
färben w ill,  daß adjazente Punkte ste ts verschieden ge färb t sind). Man beachte, daß 
y(G) die m in im ale Zahl von unabhängigen Punktemengen ist, in die G zerlegt wer­
den kann. O ffenbar g ilt  stets a(G) s 6(G) und ai(G) S y (G ). Ein Graph heißt pe rfek t, 
wenn fü r jeden induzierten Untergraphen H die Bedingung a(H) = 0(H) e r fü llt  ist.
Ein berühmtes Resultat von Lovasz (1972) besagt, daß dazu die Forderung to(H) = y(H)
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fü r a lle  induzierten Untergraphen H äquivalent ist ("p e rfec t graph theorem "). O ffen ­
bar ist ein induzierter Untergraph eines Vergleichbarkeitsgraphen stets wieder ein 
derartiger Graph. Da K etten in der p a rtie ll geordneten Menge M und Cliquen im 
zugehörigen Graphen G sowie A n tike tte n  in M und unabhängige Punktemengen in G 
sich entsprechen, fo lg t aus Satz 6.1 so fo rt a(G) = e(G); ähnlich fo lg t aus Satz 6.6 
u)(G) = y(G). Somit haben w ir beide möglichen D efin in itionen  der P e rfek the it fü r je ­
den Vergleichbarkeitsgraphen v e r if iz ie r t .  Also g ilt:
6.8 Satz. Jeder Vergleichbarkeitsgraph ist perfek t.
Der Leser verifiz iere als Übung, daß auch jeder b ip a rt it ite  Graph pe rfek t is t; fü r 
eine der beiden Bedingungen ist der Satz von König-Eaervary h ilfre ich . Näheres über 
perfekte  Graphen finde t der Leser im Buch von Berge (1973).
7. ANZAHLSÄTZE
In diesem A bschn itt soll kurz über einige Anzahlsätze aus der Transversaltheorie 
berich te t werden. Da die h ie rfü r benötigten Beweismethoden sich von den sonst in 
diesem Überblick aufgetretenen unterscheiden, verzichten w ir h ier auf säm tliche 
Beweise.
7.1 Satz (Ostrand 1970). A  = (A 1,...,A n) sei eine F am ilie  von Teilmengen einer 
Menge S, die die Bedingung (H) e r fü llt  und daher eine Transversale b es itz t. Es sei 
m. := ¡A . | ;  o.B.d.A. ge lte  m1 S ... 2 mn. Dann g ilt  fü r die Anzahl N(A) der
SDR's von A  die Abschätzung
{*) N(A) > n (m .-i + 1)*, 
i=1 '
wobei zx eine Abkürzung fü r max {1,z} sei. Diese Schranke ist bestm öglich, d.h. 
fü r jede monoton wachsende Folge (m ^,...,m n) na türliche r Zahlen g ib t es eine Fam i­
lie A  m it ¡ A . ! = m., fü r die in (*) die G le ichhe it g ilt .
A ls nächstes wollen w ir die Zahlen N(A) m it einer auf M atrizen de fin ie rten  A b b il­
dung in Verbidnung bringen. Dazu eine D e fin ition : A  = (a^) sei eine (m x n )-M a trix . 
Dann ist die Permanente per A von A  durch
per A  = Z a ,¡  a „. ...a .
1 l1 2 n ln
d e fin ie rt; dabei durchlaufen i^ ,..., i a lle  Folgen von m verschiedenen Elementen in 
{1,—,n } . Man beachte, daß som it fü r  m > n  nach D e fin itio n  per A  = 0 ist. Für m=n
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g ilt  per A  = per a "'". Sei je tz t  A  = (A ^ ,.,.,A n) eine F am iiie  von Teilmengen einer
endlichen Menge S, o.B.d.A. S = {1 ,...,m }. D ie Inzidenzm atrix A = (a.j) von A  ist
durch a..=1 fü r i £ A. und a..=0 sonst d e fin ie rt. Dann g ilt  o ffenbar: 
ij 1 iJ
7.2 Lemm a. Es ist N(A) = per A T .
Leider trä g t 7.2 n ich t a llzuv ie l zu der Berechnung der Zahlen N(A) bei. Obwohl 
sich per A ( fü r  m=n) von det A  nur durch die Vorzeichen der Produkte unterschei­
det, sind keine e ffe k tiven  Verfahren zur Berechnung der Permanenten bekannt; so 
g ilt  z.B. das Analogon des Determ inantenproduktsatzes keineswegs. Immerhin kann 
man einige bekannte Ungleichungen fü r Permanenten so zu Abschätzungen fü r die 
Anzahl von SDR's verwenden. W ir erwähnen zwei Beispiele.
7.3 Satz ("M incsche Vermutung", Bregman 1973). A  sei eine (n x n )-M atrix  m it Ein­
trägen 0 und 1, und die Zeilensummen von A  seien r .|,...,r  . Dann g ilt
n / per A  S H (r.!) i.
i = 1 '
Ein e in facher Beweis fü r Satz 7.3 s tam m t von Schrijver (1978), siehe auch Jung­
nickel (1982). M it 7.2 fo lg t unm itte lba r eine obere Schranke fü r die Anzahl der 
SDR's einer F am ilie  von n Teilmengen einer n-elem entigen Menge. A is weiteres 
Beispiel verwenden w ir die schon erwähnte van der Waerdensche Vermutung:
7.4 Satz (Verm utung von van der Waerden 1926, Satz von Egorits jev 1981 und 
Falikman 1981). A  sei eine doppelt-stochastische (n *  n )-M a trix . Dann g ilt
per A  S n !/nn
m it G le ichhe it genau fü r die M a trix  A , deren Einträge säm tlich  1/n sind,
7.5 K o ro lla r. A  = (A ^ ,...,A n) sei eine F am ilie  von Teilmengen einer n-elementigeri 
Menge S. Ferner habe jedes A. genau k E lemente, und jedes x e S  liege in genau k 
der A .. Dann g ilt  N(A) £ n!kn/n n.
Beweis. A  sei die Inzidenzm atrix von A . Dann ist -^A eine doppelt-stoohastische
M atrix , weswegen nach 7.4 so fo rt per ¿ A ) ä n !/nn fo lg t. Man beachte nun 
1per A  = k lper(^A ) und verwende Lemma 7.2. ^
In geom etrischer Sprechweise bilden Fam ilien wie in 7.5 "qudratische taktische Kon­
figu ra tionen"; spezie lle  de rartige  S trukturen sind in der Endlichen Geometrie von 
großer Bedeutung. K oro lla r 7.5 ist auch w ich tig  fü r eine Abschätzung der Anzahl 
Lateinischer Quadrate der Ordnung n, die dann wiederum interessante Konsequenzen 
in der Endlichen G eom etrie  hat. Diese Fragen sind in Jungnickel (1932) ausführlicher 
e rö rte rt.
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8. TRANSVERSALMATROIDE
In diesem und dem folgenden Abschnitt wollen w ir noch die Zusammenhänge zw i­
schen Transversal- und M atro idtheorie  skizzieren. Es g ib t v ie le M öglichkeiten, wie 
man den B eg riff "M a tro id " defin ieren kann; w ir wählen hier eine a lgorithm ische 
D e fin itio n , U nter einem Mengensystem wollen w ir eine gegenüber der Inklusion ab­
geschlossene Teilmenge der Potenzmenge 2M einer endlichen Menge verstehen. Die 
Elemente des Mengensystems S sollen unabhängige Teilmengen von M heißen. Das 
zu S gehörende Optimierungsproblem ist w ie fo lg t e rk lä rt: Für eine gegebene Ge­
w ich tsfunktion  w: M -H R * ist eine unabhängige Menge A zu bestimmen, deren
Gewicht w(A) := £ w(a) maximal ist. Ein Mengensystem heißt ein M atro id , wenn 
a £ A
der in 8.1 unten beschriebene Greedv-A lgorithm us das zugehörige Optim ierungspro­
blem löst (fü r jede G ew ichtsfunktion w).
8.1 A lgorithm us ("Greedy a lgorithm "). Gegeben sei ein Mengensystem (M.S) und 
eine G ew ichtsfunktion w: M -vIR*.
(1) Man ordne die Elemente von M nach ihrem G ew icht an, etwa M = {e ^ ,...,e m} 
m it w(e^) > wfe^) 2 ... i  w(em).
(2) i -«-1, A  0.
(3) Falls A  U {e .}E S , setze A  A U { e ;}.
(4) Falls i < m, setze i -H+1 und gehe nach (3).
Der bekannte Satz von Kruskal (1956) besagt dann gerade, daß die kre is fre ien T e il­
mengen der Kantenmenge E eines Graphen G=(V,E) ein M atro id  auf V bilden; derar­
tige  M atroide heißen graphische M atro ide. W ir erwähnen eine w e ite re  (tr iv ia le ) Klas­
se von Beispielen: Wenn w ir fü r S alle  höchstens k-elem entigen Teilmengen von M
Mwählen, erhalten w ir ein uniform es M atro id ; fü r k=m, also S = 2 , spricht man von 
einem fre ien M atro id. Der Leser überzeuge sich davon, daß die Korrespondenzen in 
einem (b ipa rtiten ) Graphen im allgemeinen kein M atroid auf der Punktemenge indu­
zieren. M atro ide sind ursprünglich von Whitney (1935) und unabhängig davon von van 
der Waerden (1937>in der 2. Auflage seiner "Modernen Algebra" als abstrakte  V e ra ll­
gemeinerung der linearen Unabhängigkeit e ingeführt worden. Der folgende Satz g ibt 
zwei äquivalente D efin itionsm öglichke iten an:
8.2 Satz. (M,S) sei ein Mengensystem. Dann sind die folgenden Bedingungen äqui­
valent:
(i) (M,S) ist ein M atroid.
(ii) Für A ,B £ S  m it |A | = |B|+1 g ib t es stets ein a G A '-B ,  fü r das auch 
B U {a } in S lieg t.
( iii)  Für jede Teilmenge X von M ist die M ächtigke it der maximalen in X ent-
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haltenen unabhängigen Mengen eine Konstante P(X), der Rang von X.
Für den (n ich t sonderlich schweren) Beweis von Satz 8.2 sei der Leser auf Papa- 
d im itrio u  & S te ig litz  (1982) verwiesen. Die D e fin ition  von Matroiden über den Gree- 
dy-A lgorithm us geht auf Edmonds (1971), Gale (1968) und Weish (1968) zurück; 
Edmonds ha tte  sein Resultat bere its 1967 auf einer Tagung angekündigt. Wegen 
Satz 8.2 bilden die linear unabhängigen Spalten einer M a trix  über einem Körper K 
(oder äquiva lent dazu die linear unabhängigen Teilmengen einer endlichen Teilmenge 
M eines Vektorraums) ein M atroid; derartige  M atroide heißen linear oder vekto rie ll 
(im Englischen auch "m a tric ") und erklären die Wahl des Terms "M a tro id ". Es g ib t 
noch vie le  w e ite re  D efin itionsm öglichke iten fü r M atroide; man vergleiche dazu z.B. 
Welsh (1976), das Standardwerk über M atroide. Wir wollen je tz t zwei Klassen von 
M atroiden erwähnen, die in der Transversaltheorie von Interesse sind.
G = (V,E) sei ein Graph und S die Menge derjenigen Teilmengen von V, die von 
einer Korrespondenz in G ge tro ffen  werden (vgl. die D e fin ition  nach 4.6). W ir be­
haupten, daß (V,S) ein M atro id  ist. Dazu seien A und B zwei unabhängige Teilm en­
gen m it |A| = |B |+1; fe rner seien K und K' Korrespondenzen, die A bzw. B t r e f ­
fen. Falls es ein a £ A ~ -B  g ib t, fü r das K' sogar B U { a} t r i f f t ,  ist Bedingung (ii) 
aus 8.2 d ire k t e r fü l l t .  Anderenfa lls sei X die sym metrische D iffe renz von K und K 1. 
Man sieht le ich t ein, daß X aus alternierenden Wegen und Kreisen (also Wegen und 
Kreisen, auf denen sich Kanten von K und K' abwechseln) besteht. Aus- Anzahlgrün­
den muß es einen a lternierenden Weg geben, der einen Punkt x £ A -^B  m it einem 
Punkt y £ B verb indet, e twa den Weg W. Dann ist die sym metrische D iffe renz von 
K' m it W eine Korrespondenz, die B U {x} t r i f f t ,  also B U {x} £ S. Som it e r­
fü l l t  S die Bedingung (ii) aus Satz 8.2, weswegen (V,S) ein M atroid ist. Dies ist der 
wesentliche T e il im Beweis des folgenden Satzes:
8.3 Satz (Edmonds & Fulkerson 1965). G=(V,E) sei ein Graph und W eine Teilmenge 
von V. Ferner sei S die Menge a lle r Teilmengen A von W, die von einer Korrespon­
denz in G ge tro ffen  werden. Dann ist (W,S) ein M atroid.
Beweis. W ir haben die Behauptung fü r W=V bere its bewiesen. O ffenbar ist aber 
fü r jedes M atro id  (M,S) und fü r jede Teilmenge N von M die Einschränkung (N,S| N) 
m it S|N := {A  c  N: A £ S )  wieder ein M atro id. ^
Die in Satz 8.3 beschriebenen M atro ide heißen Korrespondenz-Matroide ("m atching 
m atro ids"). Es sei nun A  = ( A ^ . ^ A ^ )  eine Fam ilie  von Teilmengen einer endlichen 
Menge S und G der zugehörige b ip a rtite  Graph auf S 0  T m it T = {1 ,...,n } (w ie in 
A bschn itt 4). Dann sind die pa rtie llen  Transversalen von A  gerade die Teilmengen 
von S, die von einer Korrespondenz in G ge tro ffen  werden. Dam it fo lg t aus 8.3:
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8.4 K oro lla r. A  sei eine endliche Fam ilie  von Teilmengen einer endlichen Menge 
M, und S sei die Menge a lle r partie llen  Transversalen von A . Dann ist (M,S) ein 
M atroid,
Die M atroide aus 8.4 heißen Transversalmatroide. Wegen Satz 8.2 haben a lle  m axi­
malen partie llen  Transversalen von A dieselbe M ächtigke it. Insbesondere e rg ib t sich 
daraus ein w e ite re r Beweis von 4.6. W ir erwähnen eine spezielle Klasse von Trans­
versal matroiden:
8.5 K oro lla r. M = A 1 0  0  ... 0  A^ sei eine Zerlegung der endlichen Menge M. 
Ferner seien d ^ —.d^ natürliche Zahlen und
S = {X  C M: |X 0  A. | s dj fü r i= 1 ,...,k }.
Dann ist (M,S) ein Matroid.
Beweis. A  sei die Mengenfamilie, die fü r i=1,...,k jew eils d : Kopien von A. en thä lt. 
Dann ist S gerade die Menge der partie llen  Transversalen von A . D ie Behauptung 
fo lg t aus 8.4. ^
Die in 8,5 beschriebenen M atroide heißen P artitionsm atro ide . H äufig w ird  dabei der 
Spezia lfa ll d1=...=d^=1 be trach te t. Wenn insbesondere M die Kantenmange eines D i- 
graphen ist und die Zerlegung von M nach Kanten m it demselben Endpunkt gewählt 
w ird , e rhä lt man das "head pa rtitio n  m atro id" des Digraphen.
Für w e itere  Resultate (z.B. die Tatsache, daß jedes Korrespondenz-M atroid ein l i ­
neares M atroid ist) sei der Leser auf die L ite ra tu r  verw iesen, insbesondere auf 
Welsh (1975). Überraschend ist, daß jedes Korrespondenz-M atroid auch ein Trans- 
versalm atroid ist (Edmonds & Fulkerson 1965); a llerdings ist keine Methode bekannt, 
m it der man stets eine Darstellung ais Transversal m atro id  konstruieren könnte.
9. UNABHÄNGIGE TRANSVERSALEN
W ir wollen in diesem A bschn itt den Heiratssatz auf M atro ide vera llgem einern. Es 
sei also (M,S) ein M atro id und A  = (A j, . . . ,A  ) eine F am ilie  von Teilmengen von M. 
Eine pa rtie lle  Transversale von A  heißt eine unabhängige p a rtie lle  Transversale, 
wenn sie in S lieg t. In der S ituation des Heiratssatzes betrachten w ir also das fre ie  
M atro id auf M. D ie Bedingung (H) ist dann der Spezia lfa l! der Bedingung (R) in 
Satz 9.2 unten. Zunächst benötigen w ir aber noch einen H ilfssa tz über die Rang­
funktion  eines Matroides.
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9.1 Lemma. (M,S) sei ein M atro id m it Rangfunktion p . Dann gelten:
(R 1) p(A) £ |A | fü r a lle  A C M .
(R2) p ist isoton, d.h. aus A B fo lg t p(A) £ p(B) fü r a lle  A ,B c M .
(R3) D ist suümodular, d.h. p(A  U B) + p(A f l B) s p(A) + p(B) fü r a lle  A .B C M .
Beweis. (R1) und (R2) sind tr iv ia le rw e ise  e r fü llt .  Für (R3) wählen w ir eine Basis X 
von A  f l B (das ist eine maximale unabhängige Teilmenge von A D B). Wegen Satz
8.2 kann X zu einer Basis Y vpn A U B ergänzt werden. W ir schreiben Y ^ -X  als
W U Z m it W C A-~ B und Z C B '- A .  Dann sind X U W bzw. X U Z unabhängige in 
A bzw. B enthaltene Mengen. Somit fo lg t
p(A U B )+p (A n  B) = !Y| + tX ! = jX U V | + jX U  Wj £ p(A)+p(B).
Man kann umgekehrt zeigen, daß es fü r jede Abbildung p : 2M N Q, die den Bedin­
gungen (R1) bis (R3) genügt, ein eindeutig bestimm tes M atro id  g ibt, dessen Rang­
funktion  p ist: siehe z.B. Welsh (1976) oder Jungnickei (1982). Submodulare Funktionen 
sind überhaupt von großer Bedeutung fü r die M atro id theorie , siehe z.B. Pym & Per­
fe c t (1970). Der folgende Satz von Rado - die angekündigte Verallgemeinerung des 
Heiratssatzes - w ird  heute meist als das Kernstück der Transversaltheorie angese­
hen, vg l. z.B. M irsky (1969a).
9.2 Satz (Rado 1942). (M,S) sei ein M atro id und A = (A .p .-^A  ) eine F am ilie  von 
Teilmengen von M. Genau dann hat A  eine unabhängige Transversale, wenn g ilt :
(R) p( U A.) a j J | fü r a lle  J c  { l , . . . ,n } .
i e j  1
Wir beweisen gle ich die folgende Verallgemeinerung von Satz 9.2:
9.3 Satz (D e fektfo rm  des Satzes von Rado; P erfect 1969). (M,S) sei ein M atroid
und A  = (A ^ ......A n) eine Fam ilie  von Teilmengen von M. Genau dann hat A  eine
unabhängige p a rtie lle  Transversale der M ächtigke it k, wenn g ilt:
(*) p( U A.) > |J ¡+k-n fü r a lle  J c  f1 ,...,n l. 
i £ J  1
Beweis. W ir kürzen im Folgenden fü r jede Fam ilie  B=(B^,...,Bn) und fü r jede T e il­
menge J von {1 ,...,n } die Vereinigung U B. m it B(J) ab. W ir betrachten die Menge
i £ J 1F a lle r Fam ilien B=(B,,.,.,B  ) m it1 n
(** )  Bj c  A. fü r i = 1,...,n und p(B(J)) > |J j+ k -n  fü r alle J c { 1 , . . . ,n } .
Wir ordnen F p a rtie ll durch B £ B ', fa lls  B. c  B! fü r i=1,...,n g ilt .  Wir wählen nun 
eine F am ilie  B, die bzgl. dieser Ordnung m inimal ist, und behaupten, daß dann jedes
B. eine einelementige Menge ist. Anderenfalls sei o.B.d.A. ¡ B^ | S 2, etwa b ',b" £ B^. 
B' und B" seien die Fam ilien, die aus B durch Ersetzen von B^ durch B^  := B^ —- { b '} 
bzw. durch B" ;= B ^ { b " }  hervorgehen. Da B ein m inimales Element von F ist, muß
(** )  fü r B' wie fü r B" v e rle tz t sein. Daher g ib t es Teilmengen J' und J" von 
{1 ,...,n } m it p(B '{J')) < ¡J'|+k-n und p(B"(J")) < | j" |+ k -n ,  also
(§) p(B'( J'))+p(B"( J")) S |J '| + I J"| +2(k-n)-2.
Andererseits g ilt  B '(J ') U B"(J") = B(J' U J") und B '(J ') n B"(J") C B((J' n J1') - --{1 }) , 
da 1 in J ' w ie in J" liegen muß. M it Lemma 9.1 fo lg t wegen (R):
p(B '{J'))+p(B"(J")) > p (B '(J ') U B"(J")) + p (B '(J ') 0 B"(J"))
ä p{B(J' U J")) +p(B(J' f l J") {1))
2 i J' U J " | + |( J ’ 0 J") -—{1} | + 2(k-n)
2 |J '| + jJ " ! + 2(k-n) - 1,
im Widerspruch zu (§). ^
Wir wollen eine Anwendung dieses Resultats auf gemeinsame pa rtie lle  Transversalen 
zweier M engenfam ilien geben. Zunächst noch ein H ilfssatz:
9.4 Lemma. A  = (A .j,...,A  ) sei eine Fam ilie  von Teilmengen der endlichen Menge 
M und S die Menge der partie llen  Transversalen von A. Dann g ilt  fü r die Rang­
funktion von (M.S):
p(X) = min { | U A. 0. X | - jJ |:  J C {1 ,.. . ,n )} + n. 
i £J  '
Beweis. X hat genau dann wenigstens den Rang k, wenn (X f l A . ) . ,  eine par­
t ie lle  Transversale der M ächtigke it k bes itz t. Wegen Satz 4.2 ist die Bedingung dafür
| U A f l  X| 2 |J |+ k -n  fü r a lle J c  {1 ,...,n ). 
i G J '
Der Rang von X ist der größte W ert von k, fü r den diese Ungleichung e r fü l l t  is t. ^
9.5 Satz (M irsky & P erfec t 1967). A  = (A ,,.. ..A  ) und B = (B .,...,B  ) seien zweii n  i m
Fam ilien von Teilmengen einer endlichen Menge M. Genau dann haben A und B eine 
gemeinsame p a rtie lle  Transversale der M ächtigke it k, wenn g ilt:
(MP) |( U A.) n ( U B )| i  | j  | +1K |+k-m -n für a lle  J c |1 , . . . ,n )  und
j e j  1 k e k  .
alle  K c  { i, . . . ,m } .
Beweis. Nach Satz 8.4 defin ieren die partie llen  Transversalen von A ein M atro id  
auf M, dessen Rangfunktion p durch 9.4 gegeben ist. Eine gemeinsame p a rtie lle  Trans­
versale der M ächtigke it k von A und B ist nun einfach eine im Transversalm atro id 
von A unabhängige p a rtie lle  Transversale der M ächtigke it k von B. Wegen 9.3 g ib t es 
genau dann eine derartige  p a rtie lle  Transversale, wenn für jedes K C  {1 ,...,m } g ilt :
(*) p( U B .) 2 |K |+ k -m . 
k e K
M it 9.4 w ird aus (*) so fo rt (MP). ^
Der Leser le ite  als Übung aus Satz 9.5 eine Formel fü r die maximale M ächtigke it 
einer gemeinsamen partie llen  Transversalen ab. Der interessanteste S pezia lfa ll von
9.5 ist:
9.6 K o ro lla r (K rite riu m  von Ford & Fulkerson 1958). A  = (A 1,...,A n) und B = (B ^ ... 
seien zwei Fam ilien von Teilmengen einer endlichen Menge M. Genau dann haben A 
und B eine gemeinsame Transversale, wenn g ilt :
(FF) |( U A.) n ( u B ) | ä | J |+ | KI -n fü r a lle  J,K  c  ( 1 ......n } .
j £J  1 k £ K
M it ähnlichen Methoden kann man auch eine Bedingung fü r die Existenz einer ge­
meinsamen Transversalen von A  und B, die eine gegebene Teilmenge X von M en t­
hä lt, angeben (Ford & Fulkerson 1958), siehe z.B. Jungnickel (1982). W ir wollen aus
9.6 noch ein Ergebnis able iten, das auch - ohne M atro ide - aus dem H eiratssatz e r­
halten werden könnte.
9.7 Satz (van der Waerden 1927). M = A . 0 ... 0 A  = B, O ... 0  B seien zwei1 n 1 n
Partitionen einer nr-elem entigen Menge M in Teilmengen der M ächtigke it r. Dann
haben (A ...... ,A  ) und (B „,...,B  ) eine gemeinsame Transversale.I n 1 n a
Beweis. Da a lle  A. und B. r-e lem entia  sind, g ilt  fü r a lle  J , K c { 1 ..... n }:i j “  '
¡( U A.) n ( U B )| ä | j | r + | K l r - n r  = (| j |+ |K | - n ) r .  
j £ J J k £ K
Falls | j j +  |K| 2 n ist, fo lg t daraus (FF) aus 9.6; fü r | j | + | K |  < n ist (FF) t r iv ia ­
lerweise e r fü l l t ,  n
9.8 K o ro lla r (M ille r 1910). H sei eine Untergruppe der endlichen Gruppe G. Dann 
besitzen die Fam ilien der linken bzw. rechten Nebenklassen von H eine gemeinsame 
Transversale.
Zum Abschluß wollen w ir noch die Umkehrung von Satz 9.2 beweisen. W ir erhalten 
dam it eine w e ite re  Charakterisierung der Matroide; zugleich ze ig t sich, daß die Ma- 
tro id th e o rie  der angemessene s truk tu re lle  Rahmen der Transversaltheorie ist.
9.9 Satz (Rado 1942). M sei eine endliche Menge und S eine Teilmenge von 2 ^ ‘ . 
Genau dann ist (M,S) ein M atroid, wenn die beiden folgenden Bedingungen fü r jede 
F am ilie  A  = (A ^ ,...,A n) von Teilmengen von M äquivalent sind:
(R) U A. en thä lt fü r jedes J c  {1....,n} eine Menge X c S  m it ¡ X j= jJ l .  
i e J '
(T) A  hat eine Transversale T £ S.
Beweis. Für M atro ide g ilt  die genannte Äquivalenz nach Satz 9.2. Seien also umge­
kehrt (R) und (T) fü r jede Fam ilie  A  äquivalent. Wir zeigen zunächst, daß S gegen-
über der Inklusion abgeschlossen ist. Sei also X C S; dann e r fü llt  die Fam ilie  ( { x } )x £ x
Bedingung (T), also auch (R). T riv ia ie rw e ise  e r fü llt  dann fü r Y C X  auch die Fam ilie
( { y }) y c y  die Bedingung (R), also auch (T); daher muß Y cS  gelten. Wir zeigen nun
die G ü ltigke it der Bedingung (ii) aus Satz 8.2; dann ist also (M,S) ein M atroid. Es
seien X,Y £ S m it jx U |Y |+ 1 ,  etwa X = (x , ,. . . ,x  ,} und Y = (y ,,. . . ,y  ] .  Wir be- i ! i i 1 ’ n-n 1 V  J n
trachten A = (A ,,.. .,A  ,) m it A. = (y .)  für i = 1 .....n und A . = X. Dann e rfü llt1 n+ r  i r  n+1
die T e ilfa in iiie  (A ,...,A n) Bedingung (T), also auch (R). W ir wollen zeigen, daß auch 
A Bedingung (R) e r fü llt .  Es genügt, J c  {1,...,n+1) m it ri+1 £ J zu betrachten; wegen 
A n + i=X ist dann ^  für solche J e r fü llt .  Som it e r fü llt  A  auch die Bedingung (T), 
weswegen { y ^ - .^ y ^ x . }  fü r mindestens ein x. £ Y in S liegen muß. ^
10. AUSBLICK
Der Verfasser h o fft,  in diesem A rtik e l einen Überblick über die w ichtigsten Teile  
der Transversaltheorie gegeben zu haben. Dabei sollten die grundlegenden Sätze be­
wiesen werden; auch so llte  der a lgorithm ische Asepkt wenigstens angedeutet werden. 
Trotzdem ist dieser Aspekt insgesamt - besonders in den le tz ten  Abschnitten - immer 
npcii n ich t genügend berücksich tig t worden. W ir müssen dafür auf die L ite ra tu r ver­
weisen. Leider konnte auf e inige Fragen überhaupt n ich t eingegangen werden; insbe­
sondere g ilt  das fü r die Transversaltheorie  unendlicher Fam ilien . Wir verweisen dafür 
auf M irsky (1971) und Jungnickel (1982). Auch die Anwendungen der Transversaltheo­
rie  in der endlichen G eom etrie  (Parallelism en, Lateinische Quadrate, Inzidenzstruktu­
ren m it gegebenen Graden) sind etwas zu kurz gekommen. Abgesehen von der e igent­
lichen Transversaltheorie sei dem Leser auch eine nähere Beschäftigung m it der Ma- 
tro id theo rie  (einem m.E. noch im m er n icht hinreichend in seiner W ich tigke it berück­
s ich tig tem  Gebiet) und der Kom binatorischen O ptim ierung empfohlen. Dabei seien die 
Bücher von Law ler (1976) und Welsh (1976) nochmals nachdrücklich erwähnt.
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