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AN APPLICATION OF AN OPTIMAL 
BEHAVIOUR OF THE GREEDY SOLUTION 
IN NUMBER THEORY 
B. VIZVJ~RI (Ankara) 
Abstract 
Let al,  a2, . . . ,  an be relative prime positive integers. The Frobenins problem 
is to determine the greatest integer not belonging to the set { ~ = 1  ajzj  : z E 
Z~ }. The F~obenins problem belongs to the combinatorial number theory, which 
is very rich in methods. In this paper the Frobenius problem is handled by integer 
programming which is a new tool in this field. Some new upper bounds and exact 
solutions of subproblems are provided. A lot of earlier results obtained with very 
different methods can be discussed in a unified way. 
8~ 
I .  I n t r o d u c t i o n  
For given positive integers al ,  9 9 9 an the set of representable integers is defined 
F =  a j z j :  x E Z ~  . 
If b E F and 
n 
E a j z j  = b 
j= l  
holds with x E Z~, then the vector x is called the representation of b. It  is well- 
known that  if  
(1) g.e .d . (a l , . . . ,  an) - 1 
then F contains all of the integers above a threshold. Throughout  this paper i t  is 
always assumed that  (1) is satisfied. T h e  greatest integer not belonging to F ,  i.e. 
the smallest possible threshold, is denoted by 
g ( a l , . . . , a n ) .  
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The Frobenius problem of number theory is to determine this number, called Frobe- 
nius number. This problem belongs to the so-called combinatorial number theory 
which is very rich in methods. The aim of this paper is to show that  the problem 
can be attacked with integer programming, as well. Although many former results 
are discussed here, the proofs are quite different, and in most of the cases they are 
simpler. Furthermore all of them are obtained by the same technique of proof. 
Although [Kannan 92] showed that  for fixed n the Frobenius problem is a 
polynomially solvable with a complicated algorithm, there is an opinion among the 
experts of the field that  there is no hope for a general formula giving the Frobenius 
number. Thus the closed formulas of special cases have a great interest. These kind 
of results are presented in Section 6. They are based on some upper bounds of a 
special class of the Frobenius problem discussed in Section 5. A way of the extending 
of the results is elaborated in Section 7. The results of this paper are achieved with 
the use of three tools. The first one is an integer programming reformulation of the 
Frobenius problem. It was proposed in [Vizv~ri 84] and [Vizv~ri 87]. The other two 
tools are the greedy method of the knapsack problem and its optimal behaviour. 
These are discussed in Section 4. Finally the special class of the Frobenius problem 
is defined in Section 3. 
2. A n  equ iva l en t  f o r m  of  t h e  F r o b e n i u s  p r o b l e m  
In [Brauer-Shockley 62] the following has been proved. 
THEOREM 1. Let k be an arbitrary index. Denote Mr the residue class m o d  ak 
containing r(1 < r < ak). Let the integer tr be defined by 
(2) tr --- min{b E F r Mr}. 
Then 
(3) g ( a t , . . . , a n ) = m a x { t r  : l < r < a k } - a ~ .  
The following reformulation of the Frobenius problem is based on this state- 
ment. If for an index j the equation aj = 1 holds then F = Z+ and thus 
g ( a l , . . . , a n )  = -1 ,  which is an uninteresting case. Throughout the entire pa- 
per we may assume without loss of generality that  al is the minimal among the 
aj ' s ,  i.e. 
(4) 1 < al < a2 . . . .  ,an. 
Theorem 1 will be applied with k = 1. To do this the positive integers a j ,  flj 
j = 2 , . . . ,  n are defined as follows 
(5) aj --- ajar + flj and 0 < flj < at.  
The case/3 i = 0 is excluded here, because in that  case the number aj is superfluous, 
i.e. without changing the Frobenius number aj can be eliminated from the problem. 
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The optimal value of the knapsack problem 
n 
min(zt + ~ a./zj) 
,i=2 
(K(b)) n 
- -  a1*1 "4- E ~J*J --" b 
./=2 
* E Z~. 
is denoted by z(b). The subproblem obtained from (K(b)) fixing the variable z, at 





THEOREM 2. [Vizvdri 87] Using the above notations 
t~ = a l z ( r )  + r 
g(a, , ,  an) = max {alz(r)  + r} - at 
9 " ' t < _ r < a ~  
3. A class of  t h e  Froben ius  p rob l em  
In this paper only the problems satisfying the conditions 
(8) ~2 = 1, 
(9) ~ > a./+___~1 /~j - /~./+1 j = 2 , . . . , n - 1 ,  
(10) ,8./ < ]~j+l j = 2 , . . . ,  n - 1 
are considered. Many speciM cases solved exactly in the literature belong to that 
class, e.g. [Roberts 56], [Dulmage-Mendelsohn 64], [Byrnes 74], [Siering 74], [Selmer 
77]. Some of these results are discussed in Section 6, because they are special cases 
of Theorems 10 and 13 of this paper. 
4. T h e  g reedy  m e t h o d  
Let {c,=} and {d. } be two infinite sequences of positive integers. The knapsack 
problem 
n 
I(n, b) = rain E cj../ 
./=1 
n 
(11) E ds../  = b 
./=I 
* E z~ 
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has two parameters, the right-hand side and the number of variables. (This the 
reason that the optimal value is considered as the function of these two quantities.) 
The greedy solution of the problem is defined by the equation 
k=j+l z~ = -~j j = n , n -  I . . . .  , I  
It is obvious that the greedy solution is feasible for all n and b if and only if dl = 1. 
The value of the greedy solution is a function of the number of variables and the 
right-hand side and it is 
h ( n , b ) =  y ~ c j x ~ .  
j=l 
The following two conditions will be referred in several statements 
(12) dl < d 2  < . . .  
(13) dl = 1 
(14) .' ~ > cj+l dj - -  dj+l' J = 1,2, . . .  
THEOREM 3. [Magazine el al. 75] The integers m and v are defined by the 
constraints dn+l = mdn - v, 0 <_ v < dn. Assume that the Conditions (12) and 
(13) and (14) are satisfied and for a fized n the one.variable functions f ( n , . )  and 
h(n, .) are identical. Then the following three statements are equivalent. 
(a) The one-variable functions f ( n  + 1, .) and h(n + 1, .) are identical, 
(b) f ( n  + 1, rndn) = h(n + 1, rndn), 
(c) C.+l + h(n, v) < me . .  
THEOREM 4. I f  (12) and (13) and (14) hold and the numbers ~ (j = 
1 , . . . , n -  1) are integer, then the one-variable functions f (p , . )  and h(p, .) (p = 
1 , . . . ,  n) are identical. 
PROOF. Obviously f(1, .) -- h(1, .), because in this case Vb the knapsack 
problem has only one feasible solution. Assume that the statement has been proven 
d x for p < n. Then the last theorem can be applied with m - ~ and v = O. Hence 
h(n, v) = O. Thus Constraint (c) becomes 
dp+ l _ (15) _< 
which follows from (14). 9 
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THEOREM 5. [Vizvdri 84] I f  (13) holds then the greedy solution is the only 
feasible solution of the following constraints 
dlZl + d2z2 + " "  + dn- lzn-1  + dnzn = b 
dxzl + d2z2 + . . . +  d , - l z , - a  <_ d,  - 1 
ooo 
d l Z l  + d2z2 < da - 1 
d l Z l  ~ d2 - 1 
x E Z ~ .  
The same notation is used if the 
(K(blzl = 0)), i.e. 
[ k=j+l (16) z~ - / ~ J = n , n -  1 , . . . ,2  
(17) zx a = 0 
and the value of the greedy solution is h(b]zl = 0). 
greedy method is applied for Problem 
5. Uppe r  bounds  
After these preliminaries the investigation of the problem class defined in 
Section 2 can be started. 
Let hj and rj (j = 3 , . . . ,  n + 1) be the following numbers 
hj = m a x { h ( r [ x l  = 0) : 1 < r < / 3 j } ,  
rj = m a x ( r  : h ( r l x l  = 0)  = hj  9 1 < r < ~}, 
where/3n+x = al. The greedy solution determining hn+l and rn+l gives an upper 
bound for the Frobenius number in the case of an even wider subclass than that is 
defined in Section 2, as it is described in the next theorem. The other hj's and rj's 
are important in the calculation of hn+l and rn+l. 
THEOREM 6. [fn > 3 and the Condition (8) is satisfied then 
g (a i , . . . , an )  ~ ai(hn+l - 1)+rn+l .  
PROOF. Theorem2 gives the equation 
g ( a l , . ,  an) = m a x  { a l z ( r ) + r } - - a l  
"~ l<r<al 
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As obviously z(r) < z(r[x 1 = 0) the inequality 
(18) g(al , ,  an) < m a x  { a l z ( r ] ~ l  = O) + r}  - e l  
9 " ~ - -  l < r < a l  
follows immediately. The right-hand side does not decrease if the optimal solution 
is substituted by the greedy one, The existence of the greedy solution follows from 
(8). Thus 
(19) max = 0) + r} < max {alh(r]~:l = O) + r} l<r<o {alz(rl l 
- -  - -  l < r < a x  
The right-hand side is maximal if h(r iz l  "- 0) is maximal as 1 _< r < al. Hence 
max {alh(r lxl  = O) + r} = alhn+l + rn+t 
l < r < a l  
and the theorem follows. 9 
The upper bound given in the theorem is denoted by r i.e. 
r = a l ( h n + l  - 1) + rn+l .  
The next aim is to show that  r can be determined with O(n 2) operations. To do 
that  the following theorem is needed. 
THEOREM 7. Let w (j) and u(J), resp., be the greedy solutions of the problems 
(g(r~lxl = 0)) and (g( f l j  - 1[~:1 = 0)) (j = 3 , . . .  ,n),  resp. Then eitherw(J) = u(j) 
(in the case of rj = ~j - 1) or there is an index k(3 < k < j) such that 
w~ j) = u~ j) i = k + 1 , . . . , n  
= C -  1 
w(Y) w~J) i = 2 , . . . , k - 1 .  
i ~ " 
PROOF. Assume rj </3j - 1. Let k be the greatest index such that  
As rj </~j - 1 it follows from the greedy property that  w~ j) < u (j). If k : 2 then 
n n 
-  ,ul - < 0 
i=2  i=2  
holds which contradicts the definition of rj. Thus k > 3 and hence 
j - i  j - i  
~j - 1 = ~ ~iu~J) > ~ cqu~ j) +/3kw (j) +/~k. 
i = 2  i = k + l  
The range of the possible values of 
k - 1  
i=2 
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contains all integers in the interval [0,/~k - 1] regardless to the value of w 0), therefore 
both of them must be as great as possible regarding to the objective function, i.e. 
k - 1  
= 9 
i = 2  
THEOREM 8. The value ore  can be determined with O(n 2) operations. 
PROOF. It is enough to show that  the statement holds'for determination of 
all of the numbers hi. The equation r3 =/~3 - 1 follows immediately. Assume that  
the numbers ri (i = 3 , . . . , j -  1) are known. Then according to the last theorem 
the equation 
n j - 1  
i=2 i=k  
holds for an appropriate index k. Thus 
n j - 1  
v--, 0) hj = 2.., c~,w, = E ~ - 
i=2 i=k  
ak + hk. 
Here u~ j) = 0 ( i -  j , . . . , n ) .  Let h2 -- c~2. Then 
(20) 
.1 } 
k i = k  
To obtain the vector u(J) the greedy method has to be applied which is O(n) 
operations. Then to evaluate the right-hand side of (20) the maximum is deter- 
mined which needs O(j) = O(n) operations. This procedure has to be executed for 
j = 4 , . . . ,  n, thus the statement follows. 9 
THEOREM 9. 
inequality 
I f  n >_ 3 and the Conditions (8)-(10) are satisfied, then the 
n n 
g(a l , . . . , an)  < E aj flj+l -- /3j E aj 
j = 2  j = l  
holds, where/3n+1 = al. 
PROOF. It follows from Theorem 5 that  the only feasible solution of the prob- 
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lem 
]32Z2 "4- ]33X3 J r ' ' '  Jr ]Sn-lXn-1 "4- ~nZn 
]~2Z2 Jr ]33Z3 J r ' ' '  Jr ~n- lXn-1  
- -p  
_</3.- 1 
(21) ~2z2 -4- &z3 _< ~4 - 1 
~2z2 < ~3 - 1 
max(a2z2 -4- asz3 + ' "  + a n -  l Zn-1 + anZn ) 
is the greedy solution. Thus the optimal value of the objective function is h(r[zi = 
0). An upper bound of this value is obtained if the integrality conditions are dropped 
and only z q R~. is claimed. It follows from (9) that in the optimal continuous 
solution the variables are in the index order as great as possible. Let k be the 
index, such that ~k-i  < r < Hit holds. It follows from (8) that k exists. Then the 
optimal solution of the relaxed problem is 
(22) zj = ~./+i _ 1 j = 2, k - 1 
r + l  
(23) zk - ~ -  1 
(24) z j = 0  j = k + l , . . . , n .  
Hence 
k-1 (++1)~--~-- ( r  j r1  ) 
h(rlZl = O) <_ E ~j - 1  + ct• 1 \ 9 
Here the right-hand side is an increasing function of r, thus it is maximal at r = 
al -- 1. Thus 
n n 
(25) hn+l = max(h(rlxl = 0): 1 < r < a l )  _< ~ c~j jSj+1 
j = 2 ~J E ~j .i=2 
where ~n+l = al. It follows from Theorem 6 that 
( ~"~ Ol ./ ~ ./ +1 g(ax,..., a,) < al n x n . 
\ 
' - - - E a j - 1 )  + a t - l = E a j ~ . / + t  
j== j== ~J - ~ a S "  9 
Similarly to the previous upper bound the following notation is introduced. 
n rg 
j =2 ~J j =1 
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6. W h e n  give the  upper  bounds  the exact  value? 
In this section it is shown that  the upper bounds are sharp in the sense that  
there are subclasses of the problem where they coincide with the Frobenius problem. 
THEOREM 10. I f  the Conditions (8)-(10) are satisfied and the numbers 
#j'}-i j = 2 , . . . ,  n 
are integers (where fln'}-i ----- a l ) ,  then the Frobenius number is r 
PROOF. It is enough to show that  in the proof of the last theorem all of the 
inequalities hold with equation. For r - al - 1 the optimal solution of the continuous 
relaxation of (21) is integer, therefore it is the appropriate greedy solution. Thus 
(25) holds with equation. According to Theorem 4 in the present case the greedy 
solution is optimal, i.e. z(al  - 1[zl - O) = h(al - l lxl  "- 0). Thus it is enough 
to show that  the restriction Zl = 0 does not increase the value of the objective 
function. Because ~n is a divisor of ~n+l = al therefore in the greedy solution of 
the equation 
the value of zn is 
n 
= a l X l  + r 
j=2 
and thus the values of all other variables are the same as in the determination of 
h(r lz l  = 0). Thus the increase of Zl cannot improve the solution. 9 
[Hujter 82] proved the statement in the case as  = . . .  = an = 1 by congruence 
considerations. 
THEOREM 11. I f  the Conditions (8)-(10) are satisfied and the numbers 
~j+l j = 2 , . . . , n -  1 
are integers and the inequality 
(26) hn+l <_ h(rn+l + kal)  + k 
holds for  every positive integer k, then r is the appropriate Frobenius number. 
PROOF. The optimality of the greedy solution in (K(blz l  = 0)) follows again 
f rom Theorem 4. It can be seen from (26) that  there is an optimal solution of 
(K(rn+l) )  with Zl = 0. Hence the two upper bounds (18) and (19) in the proof of 
Theorem 6 hold with equation. 9 
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THEOREM 12. Assume that the Conditions (8)-(10) are satisfied and the num- 
bers 
f l j ' t ' l  j = 2 , . . . ,~  - 1 
ZJ 
are integers. Let y be the greedy solution of Problem (K(a t l x t  = 0)). Then 
(27) r  a~ ~ 1 + . ~ ( y ~ - l ) +  ~ .~yj: k = 2 , . . . , n  . 
j = k + l  
PROOF. The notations of Theorem 7 are used here, as well. It follows from 
(22) and (23) that the components of the vector ~(J) are the followings if j < n 
= f l j + t _ l  i = 2 , . . . , j - 1 ;  z~ j ) : . . . = z  ( j ) = 0 .  
~J 
Here all components of z(J) are as great as possible. Therefore z(J) = w(J) when 
j < n. Thus the statement follows from Theorem 7 and the definition of r 9 
Formula (27) has been stated already in [Boros 87] under slightly different 
conditions and without recognizing its connection to the greedy method. 
Theorems 11 and 12 give a general method for solving problems with fixed 
aj ,  flj (j = 2 , . . . ,  n) and variable al. If at is great enough, then (26) holds and the 
Frobenius number is obtained from Theorem 11. This is illustrated by the following 
rather general example. 
THEOREM 13. Assume that 
(28) ~ = . . . =  ~. = 
and the numbers 
• j + l  j = 2 , . . . ,  n -  1 
are integers and the positive integers c and v are defined by the constraints 
at = e~n + v, 1 < v < fl,~. 
Let t be the #reedy solution of (K(vlx t  = 0)). Finally let 
P =  i : t i < 7 - - 1 ,  2 < _ i < n  
and 
(29) 
1 i f P = O  
P =  max{i e P )  i f P ~ O  
~=2-- ~ -  -< 
c + n  i f ~ = v = l  
c + n - 1  i f c ~ > l  a n d v = l  
c + n + l  i f a = l a n d v > l  
c + n  i f a ,  v > 1 
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then the Frobenius number is 
ala ~ - n  + c ~ + 3 . - ~ p + 1 - 1 .  
\ j=2  
PROOF. At first the equation 
(30) rn+l : c~, + ~ - 3p+1 - 1 
will be proven. As in the appropriate knapsack problem the coefficients of the 
objective function are equal, therefore rn+l is the integer between 1 and al - 1, 
such that  in the appropriate greedy solution the sum of the components is maximal. 
Not all components can achieve the maximal possible value, i.e. the number ~ , ~  - 1. 
The maximal sum is certainly achieved if all of the components have the maximal 
value, except one which is less by 1. This upper bound of the sum is 
) J= '  \ - - ~ - 1  - l = c + j = ,  ~ n + l .  
Let z be the vector, where z .  = e, zp+1 -- 3p~+] - 2  and zj+1 - 3~+i - 1  (j ~ p + l ,  n), 3J 
where z .  = c - 1 if p = n - 1. Then 
" ) 
~"~zj3j  = c §  ~-~ \ 1 f l j - 3 p + 1 = e 3 n + 3 n - 3 p + l - l .  
j=2 j=2 
It follows from the definition of p, that  this is the greatest such sum being less than 
al .  This implies (30). Hence 
rt--1 
c - n +  . 
The last i tem to prove is the inequality (27). Now h(rn+l + kal) is at least 
__ 1+ ] 
In the last term the numerator is a nonnegative integer and can be zero only if 
v = 1. Thus the right-hand side of (27) is at  least a(k + 1)c + k if v = 1 and 
a(k + 1)c + a + k otherwise. Hence (27) follows from (29). 9 
[Dulmage-Mendelsohn 64] discussed two special cases of this theorem. One 
of them is given in the following corollary. The formula of the Frobenius number is 
simplified. 
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COROLLARY 1. Using the notations of the last theorem, assume that n = 4 
and al >_ 2 and a2 = al + 1, a2 = al + 2, a2 = al + 6. Then the Frobenius number 
is 
( 3 1 )  ( a l  + 6)(C + i )  - -  
where 6 = 7 i f  v = O, 1, 2, 3 and 6 = 3 i f  v = 4 and 6 = 2 i f  v = 5. 
PROOF. The formula immediately follows from Theorem 10 and 13. But (29) 
claims that  al > 1. 9 
Indeed, the formula gives 0 if al = i instead of the correct value, which is -1 .  
This was not noticed in [Dulmage-Mendelsohn 64]. 
Another special case has been discussed in [Selmer 77]. This is the general- 
ization of the other case solved by [Dulmage-Mendelsohn 64]. 
COROLLARY 2. Using the notation of the last theorem, assume that 
(32) al  _> (n - 5)2 "-2 § 2 
and a S = aa + 2 S-2  j = 2 , . . . , n .  Let b , _ 2 b , - 3 . . . b l b o  the binary form o f v  and 
-1 i f{ j :b  S = 0 ) = 0  
P = max{j  : b S = O} otherwise 
p = max{j : b S = 0}. Then the Frobenius number is 
al 2 n _  2 i. 
PROOF. As a = 1 therefore the current form of (29) is (32). 9 
- 7. Extending the results 
In this section a method is developed to drop Constraint (8) in some cases. 
Let us consider a Frobenius problem with coefficients 
al = a, as = + (j = 2,...,,), 
where aS,/~j (j = 2,..., n) are positive integers defined in (5). This problem will be 
called the first problem. A second problem can be obtained from it by the following 
transformation. Let b be a fixed positive integer, such that gcd(a, b) = 1. Then the 
coefficients of the second problem are 
' ~a +~jb (j = 2,... n). a~ = a ,  a S - -  
N o t e  that  it is not assumed that/3sb < a (j = 2 , . . . ,  n). The residue classes mod a 
and their smallest representable elements, i.e. the numbers defined in (2), for the 
first problem and the second problem, resp., are denoted by M 1 , . . . ,  Ma-1, t l , . . . ,  
ta-1 and M b , . . . ,  M (a-1)b, t b , . . . ,  t(a -1)b, resp. The typical terms are denoted Mp, 
tp, M Pb, t pb, where it is understood that  p lies between 1 and a - 1 inclusive. 
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THEOREM 14. Let Mp be an arbitrary residue class mod a and w E Mp N F 
be an arbitrary element. I f x  is a representation of w, such that 
n 
~ z m  = p + y a  
./=2 
then x is a representation of w+(b-1) (p+ya)  E MPbNF. Conversely, if  v E MnbOF 
is an arbitrary element with representation x, and 
n 
./=2 
then x is a representation of v + (1 - b)(p + ya) E Mp r F .  
Hence 
PROOF. It is known from the conditions that  
n YI, n n 
= E o./~./=o E ~./x./+ E ~./~./=o E ~./~./+ yo + p. 
. / = 2  j----2 ./----2 ./----2 
n n 
a;xj = a ~ c~./~./ + bya "t" bp "- w + (b - 1)(p+ ya). 
./=2 ./=2 
The proof of the opposite direction is similar. 9 
THEOREM 15. Let Mp be an arbitrary residue class. Let x be a representation 
of tp. Furthermore let 
n 
(34) s - -  Ec~./x./  and p +  y a =  E~./:r . / .  
. /=2  . /=2 
then the following two statements are equivalent: 
(i) tpb < tp + (b - 1)(p + ya), 
(ii) there is an element t E Mp A F with a representation s, such that i f  
n 
(35) ,'= ~ , ~ m  and p+ wa = ~Z./z./. 
j = 2  j = 2  
then the inequality 
holds. 
b ( w  - U) < s - r 
PROOF. 
the equations 
Let z be a representation of ~pb. Let the integers r and w defined by 
r - - E ~ j z j  and p b + w a b = E f l j b z j .  
j = 2  j = 2  
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The statement (i) is true if and only if 
ar + bp + abw < as + bp + aby. 
Then (ii) holds with 
n 
t = E ajzj = a ( r  q-w) + p e  Mp. 
j = 2  
Conversely assume that  an element t E Mp exists, such that  (35) holds. Then let 
t '  = t + ( b -  1 ) (p+  wa) = a(r + bw) + bp 9 M p~ N F 
and 
t" = tp q- (b - 1)(p q- ya) - a(s q- by) q- bp 9 M pb N f . 
Then it follows from (36) that  t I < t".  9 
of tp. 
then 
THEOREM 16. Let Mp be an arbitrary residue class. Let x be a representation 
Furthermore let s and y be the integers defined in (34). I f  y = 0 and b > 1 
(37) t pb = tp + (b - 1)p. 
PROOF. Let t E Mp f3 F.  Furthermore let r and w be the integers defined in 
(35). It follows from the definition of s and y that  
s = s + y < r + w .  
If w = 0 then r > s and thus (36) cannot hold. Otherwise assume that  (36) holds. 
Then the following sequence of relation is obtained from (36) 
s > b w + r =  ( b - 1 ) w + w + r  >_ ( b - 1 ) w + s  > s, 
which is a contradiction. 9 
Notice that  in all of the exactly solved cases the condition y = 0 has been 
satisfied for rn+l,  this the last theorem gives an immediate extension of the results 
of the previous section. 
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