Abstract The purpose of this paper is to show that algorithms in a diverse set of applications may be cast in the context of relations on a finite set of operators in Hilbert space. The Cuntz relations for a finite set of isometries form a prototype of these relations. Such applications as entropy encoding, analysis of correlation matrices (Karhunen-Loève), fractional Brownian motion, and fractals more generally, admit multi-scales. In signal/image processing, this may be implemented with recursive algorithms using subdivisions of frequency-bands; and in fractals with scale similarity. In Karhunen-Loève analysis, we introduce a diagionalization procedure; and we show how the Hilbert space formulation offers a unifying approach; as well as suggesting new results.
Our intention is to turn some of applied problems (from engineering) into rigorous mathematics. Often we encounter various engineering problems initially in a form that has not yet been converted into mathematics, and a good part of our work is then to do that.
(a) Signal and Image Processing
Wavelet theory stands on the crossroads of signal processing, operator theory, and harmonic analysis. It is concerned with the mathematical tools of digitizing continuous data with a view to storage and compression; and with a synthesis process, serving to recreate a desired picture (or time signal) from the stored data. The algorithms involved go under the name of filter banks (see Figure 1) , and their remarkable efficiency derives in part from the use of hidden self-similarity in the data or images that are analyzed. Self-similarity is built into wavelets too as they are intrinsically defined using dynamical and iterated function systems./ [JS07b] , [JS07a] , [DJ06a] A systematic study of bases in Hilbert spaces built on fractals suggests a common theme: A hierarchical multiscale structure. A well-known instance of the self-similarity is reflected in the scaling rules from wavelet theory [Dau92] , [Dau93] . See (1) below. The best known instances of this are the dyadic wavelets in L 2 (R). They are built by two functions ϕ and ψ; subject to the relation ϕ(x) = 2 X hnϕ(2x − n), and ψ(x) = 2 X gnϕ(2x − n).
where (hn) and (gn) are fixed and carefully chosen sequences. The function ϕ is called the scaling function or the father function, and ψ is called the mother function. The best known choice of pairs of filter coefficients (hn), (gn) is the following: Pick (hn) ⊂ R subject to the two conditions P n∈Z hn = 1 and P n∈Z hnh n+2l = 1 2 δ 0,l . Then set gn := (−1) n h 1−n , n ∈ Z. (The convention is that (hn) is 0 outside some specified range.) With careful choice of the two sequences, the associated double indexed family ψ jk (x) = 2 i/2 ψ(2 j x − k), j, k, ∈ Z will be a wavelet basis for L 2 (R). This is the best known wavelet construction also known by the name multi-resolution analysis (MRA).
The reason for this is that the father function ϕ generates a subspace V 0 of L 2 (R) which represents a choice of resolution for wavelet decomposition. In the technical terms, see below, (ψ j,k ) turn into a Parseval frame in the Hilbert space L 2 (R).
One of the advantages of the MRA-method is that it offers a link between the continuous and the discrete wavelet transforms. Further, its use of binary-tree algorithms is practical for computations, and for engineers doing signal and image processing; see [Jor06] .
Definition 1 Take V 0 to be the closed span of all the translates (ϕ(· − k)), k ∈ Z in L 2 (R). From (1), it follows that the scaling operator U f (x) = 2 −1/2 f ( x 2 ) maps the space V 0 into itself; and that U ψ ∈ V 0 .
With suitable modification this idea also works for wavelet bases in L 2 (R d ), and in
Hilbert spaces built on fractals [DJ06a] . In fact, this very same idea has uses outside the case of affine wavelets. To see this note that the scaling operator U above could be realized by any other transformation possibly unrelated to x → x 2 which was used above. Selfsimilarity. For Julia sets X in complex analysis for example, U could be implemented by a rational function z → r(z). Recall that when r is given, X will be a compact subset of C which is determined by the dynamics of r n = r • · · · • r | {z } n times .
Specifically, C\X = ∪{O|O open, (r (n) |O) is normal}.
We want to show that these non-linear fractals are related to more traditional wavelets, i.e., those of L 2 (R d ). We want to extend the R d -analysis both to fractals and to discrete hierarchical models. In this paper, two computational features will be addressed: (a) Approximation of the father or mother functions by subdivision schemes, and (b) matrix formulas for the wavelet coefficients. A variety of data will be considered; typically for fractals, L 2 -convergence is more restrictive than is the case for
This makes wavelets closely related to fractals and fractal processes [Bar02] , [Bar96] , [BB97] , [Bar06] , [BEH89] , [BHS05] , [DL06] , [DL92] , [BY06] , [Bar98] , [Bra06] , [DRS07] . Investigation of this relation would have theoretical and practical potential and thus is becoming a subject of growing interest both in and outside mathematics. It has been recently shown (by Palle Jorgensen [Jor06] , Ola Bratteli [BJ02], David Larson, X. Dai [DL98] , [DLS98] , [HL00] , [LSST06] , [LTW06] , [Lar07] and others) that a unifying approach to wavelets, dynamical systems, iterated function systems, self-similarity and fractals may be based on the systematic use of operator analysis and representation theory. See Figure 1 below.
Operator Theoretic Models
Motivated by hierarchical models and multiscaling, we study operators of multiplication, and dilations, and more general weighted composition operators. In these models, scaling is implemented by non-linear and non-invertible transformations. This in turn generalizes affine transformations of variables from wavelet analysis and analysis on affine fractals.
The properties of dynamical and iterated function systems, defined by these transformations, govern the spectral properties and corresponding subspace decompositions. Operator algebras generated by such operators are concrete representations of generalized crossed product type algebras and C * -algebras defined via various kinds and generalizations of covariance relations. See Figure 1 . Invariant sets and measures for the dynamical and for the iterated function systems will be orbits or attractors; and invariant or quasi-invariant measures on them are directly linked to such operator algebras.
The interplay between dynamical and iterated function systems and actions of groups and semigroups on one side, and operator algebras on the other side, yield new results and methods for wavelets and fractal analysis and geometry.
There are many applications of the above mentioned methods and analysis to engineering and physics problems, as well as possibilities to gain insight into numerical analysis of corresponding applications.
Tools from diverse areas of analysis, as well as from dynamical systems and operator theory, merge into the research on wavelet analysis.
Operator methods enter in that wavelets, signals and information may be realized as vectors in a real or complex Hilbert space. For the purpose of transmission, these vectors are encoded in for example a set of linear coefficients. In the case of images, including fractal images, this may be worked out using wavelet and filter functions, for example corresponding to ordinary Cantor fractal subsets of R, as well as for fractal measure spaces of Sierpinski Gasket fractals.
Fractals, finitely summable infinite trees, and Sierpinski gaskets fit naturally within this framework: Use of spectral triples [Con94] in the computation of geodesic distances and of Minkowski dimension. Furthermore, in the case of the Sierpinski gasket, the associated Dixmier-type trace coincides with the normalized Hausdorff measure.
Other results include applications of a theory of projections, of decompositions of representations, and a theory of operator-valued frames.
(b) Operators and Hilbert space
Operator algebra constructions of covariant representations are used in the analysis of orthogonality in wavelet theory, in the construction of super-wavelets, and orthogonal Fourier bases for affine fractal measures. See e.g. [DJ06b] , [DJ06c] , [Jor06] , [JS07b] , [JS07a] , [JP98c] , [JP98a] , [JP98b] , [Kig01] , [Kig03] , [LP06] , [OS07] , [Str06b] , [Str06a] .
In motivating our approach, we take advantage of the fact that Hilbert space and operator theory form the common language of both quantum mechanics and of signal/image processing. Recall that in quantum mechanics, (pure) states as mathematical entities "are" one-dimensional subspaces in complex Hilbert space H, so we may represent them by vectors of norm one. Observables "are" selfadjoint operators in H, and the measurement problem entails von Neumann's spectral theorem applied to the operators.
In signal processing, time-series, or matrices of pixel numbers may similarly be realized by vectors in Hilbert space H. The probability distribution of quantum mechanical observables (state space H) may be represented by choices of orthonormal bases (ONBs) in H in the usual way (see e.g., [Jor06] ). In signal/image processing, because of aliasing, it is practical to generalize the notion of ONB, and this takes the form of what is "a system of frame vectors"; see [Chr03] and Definition 4.
But even von Neumann's measurement problem, viewing experimental data as part of a bigger environment (see e.g., [D'A97], [Wan04] , [Eld03] ) leads to basis notions more general than ONBs. They are commonly known as Positive Operator Valued Measures (POVMs) and frames. We will examine the common ground between the two seemingly different uses of operator theory in the separate applications.
We show that parallel problems in quantum mechanics and in signal processing entail the choice of "good" orthonormal bases (ONBs). One particular such ONB goes under the name "the Karhunen-Loève basis." It is optimal in three ways, and we will outline a number of applications.
Our problems are motivated by consideration of the optimal choices of bases for certain analogue-to-digital (A-to-D) problems we encountered in the use of wavelet bases in image-processing (see [GWE04] , [SCE01] , [Use01] , [Wal99] ); but certain of our considerations have an operator theoretic flavor which we wish to isolate, as it seems to be of independent interest.
Several reasons: Firstly our Hilbert space results seem to be of general interest outside the particular applied context where we encountered them. And secondly, we feel that our more abstract results might inspire workers in operator theory and approximation theory.
Entropy Encoding and Applications
In the following discussion, we focus on the following three topics: Entropy Encoding, Karhunen-Loève Transforms and Digital Image Compression.
Entropy Encoding
The While this is an oversimplification, it is nonetheless a key idea used in more realistic algorithms:
-In a given text, list all letters in decreasing order of their probabilities.
-Divide the list into two parts with approximately equal probability (i.e., by the median, the total probability of each part is approximately 0.5). -For the letters in the first part, start the code with a 0 bit, and for those in the second part with a 1. -Recursively continue until each subdivision is left with just one letter [Bel90] .
Note that the divisions of the list are following a binary tree-rule. The initial important uses of encoding were to texts and to signals. Much more recent uses are to a host of big data sets such as data on the color images. These uses are: quantization, entropy encoding. As a result, the mathematics of encoding has seen a recent revival.
While entropy encoding is popular in engineering, [SCE01] , [Use01] , [DVDD98] , the choices made in signal processing are often more by trial and error than by theory. Reviewing the literature, we found that the mathematical foundation of the current use of entropy in encoding deserves closer attention.
Benefits of Entropy Encoding
An important part of image processing is digital compression, see Figure 2 . This process begins with quantization.
One might think that the quantization step would suffice for compression, this is not so. It is true that quantization does compress data tremendously. After the quantization step, many of the pixel values are either eliminated or replaced with other suitable values. However, those pixel values are still represented with either 8 or 16 bits. So we aim to minimize the number of bits used by means of entropy encoding. KarhunenLoève transforms or PCAs make it possible to represent each pixel on the digital image with the least-bit representation according to their probability thus yielding a lossless optimized representation, using least amount of memory.
Probability. Image pixels are realizations of independent, identically distributed (i.i.d.) random varibles. The probability density function for these random variables is determined empirically by counting frequencies of occurrence of various pixel values. Entropy coders provide efficient bit representations of pixel values by assigning short bit strings to frequently occurring values and longer strings to less frequently occurring values. Treating pixel values as i.i.d. random variables, and entropy coding them, in practice yields a modest decrease in storage requirements; and this process is lossless.
In digital image compression, after the quantization step (see Figure 2 ), entropy encoding is performed on a particular image for more efficient storage (i.e., less storage memory). When an image is to be stored, we need either 8 bits or 16 bits to store a pixel. With efficient entropy encoding, we can instead use a smaller number of bits to represent a pixel in an image, resulting in less memory used to store or even transmit an image.
This paper extends the work we started in [JS07b] . The basic principle in signals and images is the breaking up of input into non-overlapping parts. By this we mean, for example, into uncorrelated bands or into orthogonal components. In our work, we use Hilbert space in describing orthogonality relations. Since signals are quantized by size of energy, it is useful to encode data in Hilbert space in such a way that the processing is done by isometries. The requirement that the bands are orthogonal amounts to asking the range of the isometries to be orthogonal spaces. Asking perfect reconstruction then amounts to a decomposition of the identity operator. These exact requirements are met by representations of relations known in Operator Algebra theory as the Cuntz relations; see [Cun77, ?] and Figure 1 .
Definition 2 For every finite n, a representation of the Cuntz algebra On is a system of isometries S i : H → H such that (a) S * i S j = δ ij I ; orthogonality, and (b) 
Slanted Matrix Representations, Frame Estimates, and Computations
In this section we prove mathematical theorems supporting the applications outlined above: The operators in Fig 1 have slanted matrix representations determined by the masking sequences (hn) and (gn), and with the slanting changing from one operator S to the corresponding adjoint operator S * . We then show how frame estimates from Definition 4 are preserved under filtering with our S-systems, i.e., with the slanted matrices that realize the Cuntz relations in (a) and (b) above, The slanted matrix representation is what make computations fast. The slanting is such that repeated matrix operations in the processing make for more sparse matrices, and hence for a smaller number of computational steps in digital program operations for image processing. We begin by introducing the Cuntz operators S . The two operators come from the two masking sequences (hn) and (gn) , also called filter-coefficients, also called low-pass and high-pass filters.
Definition 3 If (hn) n∈Z is a double infinite sequence of complex numbers, i.e., hn ∈ C, for all n ∈ Z; set (
and adjoint 
then
(the Cuntz relations) holds for
Proof By Parseval's identity and Fourier transforms, we have the isometric isomorphism l 2 (Z) ≃ L 2 (T) where T = {z ∈ C : |z| = 1} is equipped with Haar measure.
Hence the assertions (a)-(d) may be checked instead in the following function representation:
setting
In this form, the reader may check that conditions (a)-(d) are equivalent to the following unitary principle: For almost every z ∈ T (relative to Haar measure), we have that the 2 × 2 matrix
denotes the adjoint matrix.
Suppose A is an index set and (vα) α∈A ⊂ l 2 (Z) is a system of vectors subject to the frame bound (B < ∞)
see Definition 4. Set
If the unitarity condition (13) in the lemma is satisfied, then the induced system (15) satisfies the same frame bound (14).
Proof Introducing Dirac's notation for rank-one operators:
we see that (14) is equivalent to the following operator estimate
where we use the standard ordering of the Hermitian operators, alias matrices. For the system (w j,α ) (j,α)∈N0×A in (15), we therefore get
But the RHS in the last expression is the limit of the finite partial sums
is a projection for all N ∈ N 0 . In fact
and P 1 denotes the projection onto S 1 l 2 . Proof To verify the lower frame bound for an induced system (w j,α ) as in (3.16), i.e.,
Corollary 1 The induction (vα)
But the proof alone shows that if c 1 is a lower frame-bound for a given system (vα) α∈A , then
Hence c 1 is also a lower frame-bound for (w j,α ) if and only if lim
Our previous results show how a finite operator system induces matrix algorithms serving as generalizations of discrete wavelet algorithms.
In the proofs we rely on L 2 Fourier duality: The Hilbert space of L 2 -functions on the one-torus T is isometrically isomorphic with the l 2 -sequence space. The isometry being given by Parseval's formula.
In the previous results we restricted to dyadic subdivision, but this restriction is easy to remove. The results carry over to the most general subdivision in any dimension, i.e., for data indexed by a rank d lattice for all values of d.
But there is a more important extension. Stay with the dyadic subdivision, but allow more than two sub-band filters: In our next result we show that the matrix algorithms and the frame extensions carry over mutatis mutandis if the number of filters is arbitrary, and we specify the compatibility conditions.
Theorem 1 If instead of two operators
we consider a finite system
or equivalently
then the results alone carry over if and only if one of the following equivalence conditions hold:
Proof Note that condition (21) states that the vector operator (S *
The inner product in L 2 (T) is defined from the normalized Haar measure µ on T, and we simply compute the LHS in (21):
This proves the equivalence of (22) and (23) with (21).
The Karhunen-Loève Transform
The Karhunen-Loève transform is an operator theoretic tool which has proved effective and versatile in the analysis of stochastic processes (X t ). The starting point in this is a spectral analysis of the correlations E(X t Xs) ; see 3.2 below. In models, this may represent, for example, correlations of pixel numbers. The K-L analysis involves a variety of choices of bases (ψ I (t)) , including wavelet bases, and it leads to a sequence (Zn) of independent random variables, and an associated K-L expansion of the initial process (X t ).
What motivates transform coders is that our visual surroundings can be closely approximated by smooth surfaces separated by discontinuities that lie along continuous curves. Pixel values are far from independent, particularly pixels which are close together, due to the physical structure beneath real-world images. Given the values of their neighbors, pixels in smooth regions can be predicted with substantial accuracy, so the independent storage of pixels is unnecessary. Exploiting this spatial redundancy (correlation between neighboring pixel values) enables us to acquire a considerable improvement in performance over entropy coding alone. What further motivates this approach is the evidence that the human visual system (HVS) makes use of these types of local smoothness assumptions in low-level visual processing [Dav] .
Applying K-L transform to an image yields a set of transform coefficients which are de-correlated, i.e., the first-order linear redundancy in the pixels are eliminated. The quantized linear transform coefficients have the smallest expected mean squared distortion in the K-L transform when the image is recognized as a mean-zero Gaussian process and high resolution quantization is used [Dav] .
A number of problems in time series and in stochastic integration suggest adjusting the use standard Brownian motion by its fractional variant (fBM), X (H) t (t for time); see e.g., [JMR01] , [MST99] for details, and [Jor06] for definitions. Here the fraction H is fixed and refers to how the time-variable scales [Jor06] under the substitution t → ct, when c is positive. (The case H = 1/2 is standard Brownian motion.) As is known [JMR01] , the tool for separating variables in X (H) t is operator theory (Karhunen-Loève.) Previously, standard Daubechies-Meyer wavelets and fractional integration have been used [MST99] ; but to adapt to the H-fractional scaling law, our fractional wavelet basis [DJ06a] is especially well suited as it has the H-scaling directly built into it. (In some fractal processes, the fraction H is called the Hurst parameter.)
The Karhunen-Loève Transform Applied to Frames
Multiscale problems such as arise in wavelet theory can often be expressed in terms of unitary operators in Hilbert space. As an example, take dyadic wavelets in the Hilbert space H = L 2 (R): they are the set of unitary operators is U := {U j T k |j, k, ∈ Z} where U is the scaling operator in Definition 1, and T f (x) = f (x − 1). In this case we look for functions ψ ∈ H such that {U j T k ψ|j, k, ∈ Z} is an ONB of H. In many problems involving wavelets and fractals, it is not feasible to look for ONBs, but rather construct frame bases instead. In variety of non-linear applications, one is faced with a set U := {Ua|a ∈ A} where A is some index set. Then set C(a, b) := Uaψ|U b ψ , a, b, ∈ A. In the Hilbert space l 2 (A), introduce the following operator C : (ξa) → ( P b C(a, b)ξ b ). Note then, that in the case of ONBs the operator C is the identity operator I. In computations, it is often the case that the difference I − C is a compact operator. An application of the spectral theorem will then yield an ONB of eigenvectors (v k ), such that (I − C)v k = λ k v k , where the eigenvalues λ k maybe ordered as follows:
We want to study spectral theory of fractals with the use of this construction. It is different from but closely related to the Karhunen-Loève technique from information theory. See [Ash90] .
Fractional Brownian Motion (fixed fraction)
The details of this theory has been broken down into fourteen steps which we describe below. While the applications and the framework refers to probability theory and signals, the underlying tools are operator theory.
Rather than diagonalizing using a standard wavelet basis, apply instead our basis functions from [MST99] to the problem of diagonalizing H-fBM, i.e., in the KarhunenLoève expansions for H-fBM.
The purpose of the following is to outline new continuous Karhunen-Loève decompositions (K-L decompositions) and their applications. As it turns out, in the literature to date, rigorous results for K-L decompositions have been restricted to the discrete case. Case in point, for fractional Brownian motion processes (X t ) with t for time, one looks for wavelet bases in the t-variable, and a countably indexed family of Gaussian N (0, 1) independent random variables. Then as illustrated in (13) below, the objective is an expansion for processes (X t ) at hand which separates the two variables; t-the time variable, and the other variable in a suitable probability space.
The fraction in fractional Brownian motion fBM is called H for Hurst parameter. The covariance function is
(3) X ct ≃ c H X t (t: time) where "≃" means that the two sides have the same distribution: All the joint distributions on both sides in (3) are the same. If (t i ), t i < t i+1 , is a partition, the condition is that X ti+1 − X ti , i = 0, 1, 2, ... are correlated according to rule (1) for fixed H. In the special case H = 1/2 (Brownian motion), the increments are in fact independent; but not so when H = 1/2. The Mean and Covariance conditions are:
(6) Use operator theory to establish separation of variables formulas for stochastics processes: X(t, ω) = P I ψ I (t)Z I (ω), I = (i, j, k). We use the triple index notation I = (i, j, k) where i indexes a finite family of mother wavelet functions, and j, k range over Z. The functions under the summation are
where A and B are numbers depending on the Hurst parameter H. This setup adapts well also to the multivariable case, t = (t 1 , . . . , t d ) where A is then a matrix action on R d . Further, we demand that Z I (·) is an independent family of Gaussian random variables with the following properties: (7) The constants A and B will be chosen such that ψ I (·) ∈ Dutkay-Jorgensen wavelet basis, the Dutkay-Jorgensen space-filling wavelets [DJ06a] . The Karhunen-Loève theorem: There then exists Gaussian random variables Z I (·), and there exists a probability space (Ω, P ) such that (8) E(Z I ) = 0 and (9) E(Z I Z I ′ ) = λ I δ I,I ′ , for all I, I
′ . (Notation: E(f ) := R f dP ). So the problem is to find the sequence (λ I ) of eigenvalues. Moreover, there is a measure ν = ν I on R such that (10) R C H (s, t)ψ I (t)dν H (t) = λ I ψ I (s). One then recovers Z I as follows:
. Moreover, the Karhunen-Loève theorem states that then Z I will be Gaussian, etc. We need to look into the following questions:
1. What can the possibilities be for the measures ν H ? 2. For an admissible ν H , what is the sequence (λ I ) of eigenvalues? The Karhunen-Loève theorem is the assertion that the sequence random variables (Z I ), I ∈ the index set, are Gaussian and independent. (12) If E(Z 2 I ) = λ I , we then get (9). Note that (10) and the Spectral Theorem yield (13) C H (s, t) = P I λ I ψ I (s)ψ I (t), and (14) X(t, ω) = P I ψ I (t)Z I (ω). (See [Jor06] for convergence properties.) Note that this is consistent with the ansatz (5).
Proof :
Examples include applications to measurements in Physics of cosmic microwave background radiation (CMB) [APR06], [BKG
In these applications to CMB, the stochastic process is indexed by points on the 2-sphere (S 2 ). Some authors have developed a decomposition theory where the functions in the t-variable are generalized wavelet functions called needlets [
The basic assumption on these processes are:
(1) rotational invariance, i.e., E(X t Xs) = E(X R(t) X R(s) ) for all s, t ∈ S 2 , and for all R ∈ SO 2 . (2) X t is assumed Gaussian.
These two conditions invite use the kind of of representation theory that we have studied [JS07b] , [JS07a] , [Son07] .
Encoding of stochastic processes was studied in [CW84] , [Wit04] , [Pet86] ; and more recently [DS06] it was refined to fractional Brownian motion. It was proved in [DS06] that entropy coding and quantization coincide asymptotically for fractional Brownian motion. This fact will be relevant for our work both on 3.2 above and 3.3 below.
Applications of Fractional Brownian Motion to Option Pricing
In financial mathematics, certain models use a stochastic differential and integral equation named after Black and Scholes, called the Black-Scholes equation [APS06] , [HK06] , [JT06] , [Jum05] , [Mey06] , [RM06] . In its simplest form it is
where S(t) denotes the price of a portfolio, µ is a rate and σ is volatility. Its stochastic term in the equation is dW , and W is the standard Brownian motion. The derivation of the Black-Scholes equation depends on two things: first, Ito's lemma and secondly the choice of dW . Since some stock models appear to follow a fractional model, it would be extremely interesting to develop an analogue of the Black-Scholes equation, where the stochastic term in such an equation would be fractional Brownian motion H = 1/2 as oppose to the standard choice H = 1/2 which has been used up to now. By this we mean generalizing the value of the Hurst parameter to H = 1/2. However, as it stands, the Black-Scholes equation only works if H = 1/2. So our proposed research would entail finding a family of equations, one for each value of the Hurst parameter H, such that Black-Scholes comes out as a special case when H = 1/2. This generalization is relevant because in realistic models of price fluctuations with the use of stochastic processes, one expects a correlation between time increments for disjoint intervals.
In attacking this problem, we will be using the techniques described above for the study of fractional Brownian motion and of multiscale tools for non-linear dynamics.
Digital Image Compression
In [JS07b] , we showed that use of Karhunen-Loève's theorem enables us to pick the best basis for encoding, thus to minimize the entropy and error, to better represent an image for optimal storage or transmission. Here, optimal means it uses least memory space to represent the data; i.e., instead of using 16 bits, use 11 bits. So the best basis found would allow us to better represent the digital image with less storage memory.
The particular orthonomal bases (ONBs) and frames which we use come from the operator theoretic context of the Karhunen-Loève theorem [Ash90] . In approximation problems involving a stochastic component (for example noise removal in time-series or data resulting from image processing) one typically ends up with correlation kernels; in some cases as frame kernels.
Summary of the mathematics used in the various steps of the image compression flow chart in Figure 3 (on next page): Fig. 3 Outline of the wavelet image compression process. [SCE01] -At the beginning of the diagram (source image) we will typically input a digital image. Of the possible forward transforms that apply to images, this proposal uses the discrete wavelet transforms. -The quantization step refers to the following: the output from the transform will be quantized in the sense of economy of processing; for instance, with the thresholding method. After the wavelet forward transform, the image is decomposed into different details at different levels; the thresholding method will eliminate some of these details selectively resulting in lossy compression. In our recent paper [JS07b] , we initiated the use of thresholding for exactly this purpose. -In our approach to image compression the encoding step does the following: with the quantization, the process was lossy where the step is irreversible. With the entropy encoding, if we started off with an 16 bit image we find a better representation meaning we use fewer bits to present the pixel values. This step is lossless. Entropy encoding has been used for long time in information theory, and it has found a recent revival in data compression schemes. The idea is to assign codes to symbols in order to match code lengths with the frequencies of occurrence of the symbols. By entropy we refer to a priori probability distributions of symbols. Entropy encoders compress data by replacing equal length codes with codes where the length of each code would be determined by quantitative measures of entropy. Therefore, the most frequent symbols will be assigned the shortest code. Hence the economy. There are number of other entropy encoding schemes, Shannon-Fano encoding, Huffman coding, arithmetic coding, etc. [Bel90] , [WNC87] , [Wit04] , [CW84] . These alternative encoding schemes have been successful in signal compression and in simplest static codes, but in the most recent uses of discrete algorithm on images the entropy encoding proved to have practical advantages. The lossless data compression has in common with the discrete wavelet synthesis that exact data can be reconstructed from the compressed versions. Hence, the processing is reversible. Lossless compression is used for example in zip file forward and gzip in Unix/Linux. For images, the formats png and gif also use lossless compression. Examples are executable programs and source codes.
In carrying out compression, one generates the statistical output from the input data, and the next step maps the input data into bit-streams, achieving economy by mapping data into shorter output codes. -The result of the three steps is the compressed information which could be stored in the memory or transmitted through internet. The technology in both ECW (Enhanced Compressed Wavelet technology) and JPEG2000 allow for fast loading and display of large image files. JPEG2000 is wavelet-based image compression [Jor06] , [JMR01] . There is a different brand new compressing scheme called Enhanced Compressed Wavelet technology (ECW). Both JPEG2000 and ECW are used in reconstruction as well.
Reconstruction
The methods described above apply to reconstruction questions from signal processing. Below we describe three important instances of this:
(i) In entropy decoding, the fewer bits assigned to represent the digital image are mapped back to the original number of bits without losing any information. (ii) In inverse quantization, there is not much of recovery to be obtained if thresholding was used for that was a lossy compression. For other quantization methods, this may yield some recovery. (iii) The backward transform is the wavelet inverse transform where the decomposed image is reconstructed back into an image that is of the same size as the original image in dimension but maybe of smaller size in memory.
Many applications to inverse transforms are done with the use of systems of vectors in Hilbert space which form frames:
(a) A system (h i ) i∈A ⊂ H, H is a Hilbert space, A an index set, is said to be a frame iff there are constants
We say that the frame is bounded if there is a constant c 3 < ∞ such that h i ≤ c 3 for all i ∈ A. (b) It is said to be a Riesz basic sequence if
If it is also total in H, then we say that it is a Riesz basis.
The Feichtinger Conjecture [CFTW06]
Every bounded frame is a finite union of Riesz basic sequences.
The Kadison-Singer Conjecture [KS59]
Let B(H) be the algebra of all bounded operators on a separable Hilbert space; and let D be the subalgebra of operators that are diagonal with respect to an ONB in H. The K-S conjecture states that every pure state on D has a unique extension to a pure state in B(H).
An exciting new result of Casazza et all [CFTW06] asserts that the Kadison-Singer conjecture [KS59] is equivalent to the Feichtinger conjecture. This is surprising because the K-S conjecture lies at the foundation of quantum physics while the Feichtinger conjecture came from mathematics of signal and image processing. Two new papers by Arveson and Kadison [AK06] , [Arv07] add a new dimension to this.
Connections between the Kadison-Singer Conjecture and Questions in Signal Processing
Our paper is concerned with interplay between the mathematics of these two conjectures, the Kadison-Singer Conjecture and Feichtinger Conjecture. We have worked on a number of specific models in both areas: mathematical physics and rigorous signal processing. The richness of the particular models we have studied seem to suggest some possibilities consistent with negative answers to the two conjectures. (Kadison is inclined to expect a negative answer to the K-S conjecture).
We aim to draw on examples from engineering to explore avenues to a better understanding of two conjectures.
In some cases, parts of the frame vectors fuse (fusion-frames) onto closed subspaces, and we are working with the corresponding family of (orthogonal) projections. Either way, we arrive at a family of selfadjoint positive semidefinite operators in Hilbert space. The particular Hilbert space depends on the application at hand. While the Spectral Theorem does allow us to diagonalize these operators, the direct application of the Spectral Theorem may lead to continuous spectrum which is not directly useful in computations, or it may not be computable by recursive algorithms. As a result we introduce in [JS07b] a weighting of the operator to be analyzed.
The questions we address are optimality of approximation in a variety of ONBs, and the choice of the "best" ONB. Here "best" is given two precise meanings: (1) In the computation of a sequence of approximations to the frame vectors, the error terms must be smallest possible; and similarly (2) we wish to minimize the corresponding sequence of entropy numbers (referring to von Neumann's entropy). In two theorems we make precise an operator theoretic Karhunen-Loève basis, which we show is optimal both in regards to criteria (1) and (2).
We give the problem an operator theoretic formulation. In [JS07b] , we introduce the weighting, and we address a third optimality criteria; that of optimal weights: Among all the choices of weights (taking the form of certain discrete probability distributions) turning the initially given operator into trace-class.
Fractals
Fractals are everywhere in nature and in technology: [Jor06] , [Bar96] , [BB97] , [BEH89] , [BHS05] , [Dav] . When you look at them in a microscope or in a telescope, you see hidden patterns as similar repeated structures and features, repeated at different scales. On occasion they are well hidden, for example in huge data sets from the internet. Fractal analysis and data mining are the tools that reveal these features, repeated at varying scales of resolution; and making up fundamental constituents in a yet new and relatively uncharted domain of science.
Intuitively, think of a fractal as reflecting similarity of scales such as is seen in fern-like images that look "roughly" the same at small and at large scales. Fractals are produced from an infinite iteration of a finite set of maps, and this algorithm is perfectly suited to the kind of subdivision which is a cornerstone of the discrete wavelet algorithm. Self-similarity could refer alternately to space, and to time. And further versatility is added, in that flexibility is allowed into the definition of "similar."
The idea of a scientific analysis by subdividing a fixed picture or object into its finer parts is not unique to wavelets. It works best for structures with an inherent self-similarity; this self-similarity can arise from numerical scaling of distances.
Wavelets and Fractals
There are more subtle non-linear self-similarities. The Julia sets in the complex plane (see (2)) are a case in point [BY06] , [Bra06] , [DL06] , [DRS07] , [Mil04] , [PZ04] . The simplest Julia sets come from a one parameter family of quadratic polynomials ϕc(z) = z 2 +c, where z is a complex variable and where c is a fixed parameter. The corresponding family of Julia sets Jc have a surprisingly rich structure. A way to understand them is the following: Consider the two branches of the inverse β ± = z → ± √ z − c. Then Jc is the unique minimal non-empty compact subset of C, which is invariant under {β ± }. (There are alternative ways of presenting Jc but this one fits our purpose. The Julia set J of a holomorphic function, in this case z → z 2 + c, informally consists of those points whose long-time behavior under repeated iteration of substitutions, can change drastically under arbitrarily small perturbations.) Here "longtime" refers to large n, where ϕ (n+1) (z) = ϕ(ϕ (n) (z)), n = 0, 1, ..., and ϕ (0) (z) = z.
Construct Haar wavelets on Jc. We are interested in adapting and modifying the Haar wavelet, and the other wavelet algorithms to the Julia sets. The two papers [DJ05] , [DJ06b] initiate such a development. In earlier papers [DJ06c] , [DJ06a] , the authors initiated wavelet transforms for complex fractals. These transforms have some parallels to traditional affine fractals, but subtle non-linearities preclude us from writing down an analogue of Haar wavelets in these different settings. We propose to develop more refined algorithms taking these difficulties into account.
Fractal Image Processing
Fractal image compression is recently introduced [Bar98] and operates on a set of principles motivated by the theory of iterated function systems (IFS). Unlike wavelets, fractal coders store images as a fixed points of maps on the plane instead of a set of quantized transform coefficients. Fractal compression is related to vector quantization, but fractal coders use a self-referential vector codebook, drawn from the image itself, instead of a fixed codebook. [Dav] .
IFS theory motivates a broad class fractal compression schemes but it does not show why particular fractal schemes work well. A wavelet-based framework for ana-lyzing fractal block coders would simplify the analysis of these codes considerably and give a clear picture of why they are effective. The fractal block coding schemes function essentially by extrapolating Haar wavelet coefficients across scales. This analysis gives insight into various important implementation issues which are vague, namely bit allocation methods, error estimation, quantization vector search strategies, and super-resolution of images.
