Classical transition state theory ͑TST͒ provides the rigorous basis for the application of molecular dynamics ͑MD͒ to infrequent events, i.e., reactions that are slow due to a high energy barrier. The TST rate is simply the equilibrium flux through a surface that divides reactants from products. In order to apply MD to infrequent events, corrections to the TST rate that account for recrossings of the dividing surface are computed by starting trajectories at the dividing surface and integrating them backward and forward in time. Both classical TST and conventional MD invoke the adiabatic approximation, i.e., the assumption that nuclear motion evolves on a single potential energy surface. Many chemical rate processes involve multiple potential energy surfaces, however, and a number of ''surface-hopping'' MD methods have been developed in order to incorporate nonadiabatic transitions among the potential energy surfaces. In this paper we generalize TST to processes involving multiple potential energy surfaces. This provides the framework for a new method for MD simulation of infrequent events for reactions that evolve on multiple potential energy surfaces. We show how this method can be applied rigorously even in conjunction with phase-coherent surface-hopping methods, where the probability of switching potential energy surfaces depends on the history of the trajectory, so integrating trajectories backward to calculate the recrossing correction is problematic. We illustrate this new method by applying it in conjunction with the ''molecular dynamics with quantum transitions'' ͑MDQT͒ surface-hopping method to a one-dimensional two-state barrier crossing problem.
I. INTRODUCTION
Since its conception in the 1930s, 1 transition state theory ͑TST͒ has been a cornerstone of chemical kinetics theory. In addition, it provides the rigorous basis for the practical application of molecular dynamics ͑MD͒ simulations to ''infrequent events,'' i.e., reactions which are slow because a high energy barrier must be surmounted. In such cases, methods based on TST can be used to circumvent the prohibitively time-consuming direct numerical integration of the classical mechanical equations of motion. [2] [3] [4] In this paper, we will be concerned with the completely classical mechanical form of TST in which the TST rate constant is defined to be the equilibrium flux in the forward direction through a dividing surface that separates the reactant and product regions of configuration space. For an activated chemical reaction the dividing surface is positioned in the vicinity of the energy barrier, i.e., in the region of the transition state or bottleneck. In general, TST overestimates the true classical mechanical rate because the flux through the dividing surface may include contributions from nonreactive events. Corrections to the TST rate due to these ''recrossings'' can be computed using MD methods in which trajectories are started at the dividing surface and are integrated both backward and forward in time. This is the basis of molecular dynamics of infrequent events ͑MDIE͒. [2] [3] [4] Both TST and conventional MD are founded on the adiabatic hypothesis, the assumption that nuclear motion evolves on a single potential energy surface ͑PES͒. There are numerous chemical rate processes that involve nonadiabatic transitions among two or more PESs, and a variety of ''surfacehopping'' extensions of MD have been developed to study such processes. [5] [6] [7] [8] [9] [10] [11] [12] [13] In this paper, we will be concerned only with surface-hopping methods in which a surface-hopping trajectory is assigned to a single PES at any time but can undergo instantaneous switches from one surface to another. We will not be concerned with the alternative mixed-state or Ehrenfest class of extensions of MD to multiple state processes in which the trajectory moves subject to an effective potential derived from a weighted average of adiabatic potential energy surfaces. 14 In this paper we discuss the generalization of TST to processes involving multiple potential energy surfaces ͑MPESs͒. We employ the simplest of the many possible ways to formulate a multiple potential energy surface transition state theory ͑MPES-TST͒. Although this choice is completely obvious and not necessarily optimal when used on its own to estimate rates, it provides the framework for our development of a multiple potential energy surface molecular dynamics of infrequent events ͑MPES-MDIE͒ method applicable to surface-hopping dynamics. We show how this MPES-MDIE method can be applied rigorously even in conjunction with phase-coherent surface-hopping methods.
III and IV, we discuss classical TST and conventional MDIE, respectively. We introduce our MPES-TST and MPES-MDIE methods in Secs. V and VI, respectively. An example of the application of MPES-MDIE in conjunction with the ''molecular dynamics with quantum transitions'' ͑MDQT͒ surface-hopping method is presented in Sec. VII, and the summary and discussion follow in Sec. VIII.
II. SIMULATION OF CHEMICAL REACTION RATES
Consider a molecular system consisting of N classical particles ͑the atoms͒ and M quantum mechanical particles ͑i.e., the electrons͒. ͑Note that the quantum mechanical particles could also be light atoms such as hydrogen atoms.͒ The classical coordinates can be represented by a point (p,q) in a 6N dimensional phase space, where p and q represent the momenta and positions, respectively, of the N particles. The quantum mechanical coordinates can be represented by the vector r. The potential energy of the system is given by V(q;r). The Schrödinger equation for the quantum mechanical particles at a given configuration of the classical coordinates is
where H e is the quantum mechanical Hamiltonian, m i is the mass of quantum mechanical particle i, and the quantum mechanical state is represented by the index n. Note that ⑀ n (q) is the adiabatic or BornϪOppenheimer PES corresponding to the quantum state n. We define a quantum stateϪspecific Hamiltonian for the classical particles, H͑p,q;n ͒ϭT͑ p͒ϩ⑀ n ͑ q͒, ͑2͒
where T(p) is the kinetic energy of all the classical particles. Throughout this paper we will assume a canonical ensemble of systems. In this case, the equilibrium probability density for the classical particles with quantum state n is eq ͑ p,q;n ͒ϭCexp͓ϪH͑ p,q;n ͒/k B T͔, ͑3͒
where k B is Boltzmann's constant, T is the temperature, and C is a normalization constant. We point out that for molecular dynamics simulations, it is convenient to use a microcanonical ensemble. The methods we discuss in this paper can also be formulated for a microcanonical ensemble. We define a reactant region A and a nonoverlapping product region B in the 6N dimensional phase space discussed above. The reactant and product regions may depend on the quantum mechanical state n. For many systems of interest, there is a bottleneck region between regions A and B. The objective of all of the methods described in this section is to calculate the exact forward transition rate constant k ͑i.e., the number of transitions from A to B per unit time per unit probability in region A͒ for an equilibrium ensemble of reactant configurations.
A. Adiabatic molecular dynamics
In adiabatic MD, the reactive system is assumed to remain in a single quantum state n, usually the ground state. A general scheme for adiabatic MD is as follows. First, an initial point (p,q) in the reactant region is selected from a canonical ensemble. Then the classical equations of motion are integrated subject to the PES that corresponds to the specified quantum state n. The trajectory is followed until it arrives in the product region B.
B. Surface-hopping molecular dynamics
Many different surface-hopping MD methods have been proposed. Surface-hopping MD differs from adiabatic MD in that switches from one PES to another are incorporated to account for nonadiabatic transitions between quantum states. As mentioned in Sec. I, we will be concerned only with surface-hopping MD methods in which the switches among PESs occur instantaneously. These surface-hopping MD methods are similar to adiabatic MD in that the classical particles still follow continuous trajectories in configuration space q, and at every instant in time the system is assigned to a particular quantum state n. The various surface-hopping MD methods differ in the following ways: the algorithm to determine when and where state switches occur, the treatment of the velocity adjustments to conserve energy, and the treatment of phase coherence in the quantum amplitudes. Nevertheless, the general strategy for all of the surfacehopping MD methods is the same as for adiabatic MD; i.e., trajectories are integrated from region A to region B.
III. CLASSICAL TRANSITION STATE THEORY
The previous section discussed direct MD methods that can be used to calculate the exact rate constant k. These direct MD methods, however, are not always computationally feasible, particularly for activated chemical reactions. TST provides a convenient and frequently accurate method for estimating the rates of activated chemical reactions. A schematic illustration of the ''minimum energy path'' for the reaction A→B is given in Fig. 1a . This example exhibits an energy barrier which can serve as a bottleneck that hinders the progress of the reaction, particularly at low temperatures. The region of configuration space in the vicinity of the barrier is called the bottleneck or transition state region. The vertical dashed line, labeled S, divides reactants from products. S is actually a 3NϪ1 dimensional ''dividing surface'' in the 3N dimensional coordinate space of N atoms, constructed so that any classical trajectory that originates in the reactant region A and evolves to the product region B must pass through S at least once. Throughout this paper, we will assume that S is independent of the quantum mechanical state n, so the surface S can be defined as follows:
s͑q͒ϭ0, ͑4͒
where the reactant region A is located somewhere in the region s(q)Ͻ0, and the product region B is located somewhere in the region s(q)Ͼ0. TST, as first formulated by Wigner, 1 is based on the following three assumptions: ͑1͒ The adiabatic ͑Born-Oppenheimer͒ approximation is valid; i.e., the electrons respond instantaneously to the motion of the nuclei so nuclear motion can be assumed to evolve on a single electronic PES.
͑2͒
The nuclei evolve according to classical mechanical equations of motion. While a large number of methods for including quantum mechanical tunneling and zero-point motion effects have been introduced, in this paper we will be concerned with only classical TST. 3. There are no recrossings of the dividing surface; i.e., each trajectory passes through the dividing surface once and only once. Given this assumption, every trajectory that passes through S in the direction of reactant to product will correspond to a reactive event.
Thus the classical TST rate is defined to be the equilibrium one-way flux through the dividing surface. The equilibrium flux can be computed for a canonical ensemble or a microcanonical ensemble, depending on the application. We will confine ourselves to the canonical ensemble. 
where the 3N dimensional vector n is the unit normal to the surface S:
Note that k TST is the equilibrium number of forward crossings through the dividing surface S per unit time per unit probability in region A. Since k TST is an equilibrium quantity, it can be calculated with a variety of methods ͑i.e., umbrella sampling and Monte Carlo͒ in addition to direct MD. We will discuss some of these alternative methods in Sec. IV. Before concluding this section, we want to point out that the third assumption of TST, which asserts that there are no recrossings, is generally violated at least to some extent. Some trajectories that cross the dividing surface do not correspond to reactive events. Thus TST gives a rigorous upper bound to the exact classical mechanical equilibrium rate. The dividing surface S can be chosen anywhere, as long as it provides a complete separation of reactants from products. However, since the equilibrium flux through S is an upper limit to the rate, it is advantageous to choose the 3NϪ1 dimensional location of S to minimize the flux, i.e., to choose S in the vicinity of the bottleneck. The systematic variation of the location of the dividing surface to minimize the rate is called ''variational TST.'' 2 As discussed below, a ''recrossing correction'' to the TST rate can be computed using MD techniques in which trajectories are initiated at the dividing surface and are integrated both backward and forward in time to compute the number of recrossings.
IV. MOLECULAR DYNAMICS OF INFREQUENT EVENTS
All of the direct MD methods discussed in Sec. II are limited to reactions that occur on very short time scales. A typical time step in the numerical integration is 10 Ϫ15 s. Chemical reactions occurring on the picosecond time scale can be simulated easily, and those on the nanosecond time scale can be simulated with great effort. Many reactions of laboratory interest are much slower, however, occurring on a time scale of milliseconds or even seconds. Frequently the reason reactions are slow is that there is a high energy bottleneck region between A and B. In this case, MDIE methods based on classical TST are utilized.
In the previous section, we discussed classical TST, where the rate of an activated process is approximated as the equilibrium flux through a dividing surface. As discussed in the previous section, k TST is actually an upper limit to the exact rate constant. Thus, the exact rate constant k can be expressed as
where F accounts for recrossings of S. ͑Note that 0ϽFр1.) The formal equation for the exact rate constant k is 15 kϭ ͐dp͐dq eq ͑ p,q;n ͒␦͓s͑ q͔͒v s ͑ p,q͓͒v s ͑ p,q͔͒͑p,q;n ͒ ͐dp͐dq eq ͑ p,q;n ͒H A ͑ p,q;n ͒ , ͑11͒
where the factor (p,q;n) is introduced to correct for multiple crossings ͑i.e., so that all trajectories that originate in A and end in B are counted only once, no matter how many times they cross S, and all trajectories that go from A to A, B to B, or B to A are not counted at all͒. Note that without the factor (p,q;n), Eq. 11 is simply k TST , given in Eq. 5. Thus, we can express F as
The dynamical factor F is the number of trajectories that started in A and ended in B per forward crossing of S. Note that although k TST and F depend on the position of the dividing surface S, the exact rate constant k is independent of the position of the dividing surface. The calculation of k TST for infrequent events is straightforward. As mentioned in Sec. III, since k TST is an equilibrium quantity, it can be calculated using a wide variety of methods other than direct MD. One method that is particularly suitable for infrequent events is umbrella sampling, 17, 18 where MD or Monte Carlo is performed with an altered potential surface, and then the results are corrected to obtain equilibrium quantities for the true potential surface. For example, using direct MD to measure the flux will not be computationally feasible if the reaction is slow due to a high energy bottleneck region between A and B. The rate will increase and the measurement will become feasible, however, with an altered potential surface that eliminates or decreases the energy of this bottleneck region. Thus, umbrella sampling can be used to calculate the equilibrium flux with an altered potential surface, and then this flux can be corrected to produce the flux that would be obtained by direct MD on the true potential surface. In addition to umbrella sampling, other methods 4, 19 can also be used to calculate k TST for infrequent events.
The calculation of the dynamical factor F involves running many trajectories that cross S at least once and determining the fraction of these trajectories that are successful ͑i.e., that started in A and ended in B͒ per forward crossing of S. For infrequent events, this is computationally feasible only if the trajectories are started on or near the surface S. Thus, to initiate each trajectory, a particular configuration is chosen from an equilibrium distribution of points on or near the surface S, and a set of Maxwell-Boltzmann distributed velocities are chosen such that v s (p,q)Ͼ0. The trajectory is run backward in time until it ends up in either A or B, and then it is run forward in time until it ends up in either A or B. Each trajectory is weighted by its initial flux. There are a number of different prescriptions as to how to calculate F from these trajectories. [2] [3] [4] One example that will be used in Sec. VII is to use Eq. 12 with Keck's prescription of (p,q;n): 
V. MULTIPLE POTENTIAL ENERGY SURFACE TRANSITION STATE THEORY
In the previous section, we discussed MDIE methods that are based on TST but include a recrossing correction to the TST rate that accounts for the violation of Wigner's third assumption. In this section, we return to TST and focus on Wigner's first assumption, the adiabatic or BornOppenheimer approximation, which is not essential to TST. We introduce an MPESϪTST, which is an extension of TST to chemical reactions involving more than one PES. There are a number of ways to do this, and we choose the most obvious one because it can be defined independently of any particular method for carrying out nonadiabatic dynamics.
A schematic picture of a chemical reaction involving two potential energy surfaces is shown in Fig. 1b . We retain Wigner's second assumption, which asserts that nuclei move according to classical mechanics. Specifically, we assume, for now, completely independent classical mechanical motion on each PES. We defer to later sections of this paper the effects of nonadiabatic transitions among PESs. As before, we define a dividing surface, S, that separates reactants from products. We employ the same dividing surface for each electronic state. This latter assumption is not essential if motion on different potential surfaces is assumed to be uncoupled, but it will become critical later when we introduce the possibility of nonadiabatic transitions. As in Sec. III, we define the TST rate as the equilibrium flux through the dividing surface, now weighted by the equilibrium contributions of each electronic state:
where ͚ n indicates a summation over all included quantum states. Note that this equation differs from the standard expression in Eq. 5 only in that both the numerator and denominator are summed over all states n. Again canonical or microcanonical ensemble averages can be employed. For the case of a canonical ensemble, the equilibrium population of the excited states is given by a Boltzmann distribution:
eq ͑ p,q;n ͒ϭCexp͓ϪH͑ p,q;0͒/k B T͔
Thus, our MPES-TST is a completely trivial extension of traditional TST. As with traditional TST, it provides a rigorous upper bound to the exact classical mechanical equilibrium rate when the PESs are uncoupled, i.e., when nonadiabatic transitions are not included. Thus, in general the dividing surface should be chosen to minimize the equilibrium rate. We point out that the MPES-TST rate cannot be shown to be a rigorous upper bound to the true reaction rate since nonadiabatic transitions have a quantum mechanical origin and, like other quantum effects, can invalidate the classical limit. However, MPES-TST as proposed here does provide a rigorous upper limit to the rate computed by surface-hopping methods in which nonadiabatic transitions are incorporated by way of instantaneous switches from one PES to another. For example, 20 Fig. 1b illustrates a MPES-TST of the type proposed here; i.e., the surface S is the same for each electronic state. In this case, every reactive surfacehopping trajectory must go through S at least once. In contrast, Fig. 1c shows an alternative MPES-TST with a different dividing surface S for each n. Now the equilibrium flux through S is not an upper limit to the surface-hopping rate since surface-hopping trajectories could evolve from region A to region B without intersecting S.
MPES-TST is so obvious that it has probably been applied many times in the past. There may be situations for which this method is appropriate and accurate. However, it is clear that there may also be situations where the method is less accurate than traditional single PES TST. For example, in the case illustrated in Fig. 1b the excited potential energy surface may not provide a pathway for reaction but instead may serve only to introduce multiple recrossings of nonreactive trajectories trapped in the well. Our interest in this paper is not primarily in the application of TST by itself to MPES problems. Rather, as discussed in the next section, MPES-TST is the starting point for developing techniques for simulating infrequent events using surface-hopping dynamics.
VI. MULTIPLE POTENTIAL ENERGY SURFACE MOLECULAR DYNAMICS OF INFREQUENT EVENTS
In Sec. IV we discussed conventional MDIE for a single PES. Recall that the exact rate k was expressed as a product of the equilibrium flux term k TST and a dynamical factor F, where 0ϽFр1. In this section we extend this treatment to the simulation of infrequent events on MPESs using surfacehopping dynamics. In Sec. V we discussed the straightforward extension of classical TST to reactions involving MPESs, where the general expression for k TST was given in Eq. 14. The analogous extension of F to reactions involving MPESs is
Fϭ
͚ n ͐dp͐dq eq ͑ p,q;n ͒␦͓s͑ q͔͒v s ͑ p,q͓͒v s ͑ p,q͔͒͑p,q;n ͒ ͚ n ͐dp͐dq eq ͑ p,q;n ͒␦͓s͑ q͔͒v s ͑ p,q͓͒v s ͑ p,q͔͒ , ͑16͒
where again ͚ n indicates a summation over all included quantum states n. We point out that for many reactions evolving on MPESs, k TST is not a good approximation to the exact rate k ͑i.e., FӶ1͒ so the calculation of F is critical. In this section we present our MPES-MDIE method, which is essentially a new method for the calculation of F in conjunction with surface-hopping MD. First we divide the numerous surface-hopping MD methods [5] [6] [7] [8] [9] [10] [11] [12] [13] into two groups: those with memory and those without memory. For surface-hopping MD methods without memory the probability of switching from one PES to another depends only on the current classical coordinates and velocities. Thus, the history of the trajectory, i.e., the path through 3N dimensional phase space that led to this point, is irrelevant. For surface-hopping MD methods with memory, however, the probability of switching from one PES to another depends on the quantum amplitudes, which in turn depend on the path through phase space that led to this point. As discussed in Sec. IV, the calculation of F involves starting at a point in the middle of a trajectory and running this trajectory backward and forward in time to determine where the trajectory started and ended and how many times the surface S was crossed during this trajectory. For surfacehopping methods without memory, the calculation of F is identical to that in the single PES case. For surface-hopping methods with memory, however, the calculation of F is more complicated since in order to run a trajectory backward in time, we need to know information about the trajectory that can be obtained only by running the trajectory forward in time. In other words, we cannot start at a point in the middle of a trajectory because the quantum amplitudes are unknown at this point.
In order to surmount this obstacle we introduce a weighted surface-hopping procedure, which is a convenient accounting method that allows the calculation of the dynamical factor F in conjunction with any surface-hopping method with memory of the type described in Sec. I. The general strategy of this weighting procedure is to run a large ensemble of trajectories using a surface-hopping method without memory and then to weight each trajectory accordingly so that the fraction of trajectories ͑i.e., the quantum probability͒ assigned to any state n at any time t is identical to that obtained using the surface-hopping method with memory. This method can be most easily understood through the example given in the following section.
VII. APPLICATION OF MPES-MDIE TO MOLECULAR DYNAMICS WITH QUANTUM TRANSITIONS

A. Molecular dynamics with quantum transitions
In this subsection, we briefly summarize the ''molecular dynamics with quantum transitions'' ͑MDQT͒ method for incorporating quantum transitions into molecular dynamics simulations. In the MDQT method the system remains in a single state except for the possibility of sudden switches from one state to another that occur in infinitesimal time. For more details about this method, the reader is referred to Refs. 10 and 13.
First we assume that the classical coordinates follow some trajectory q(t), where t is time. Then the Hamiltonian H e (q;r) is a time-dependent operator, depending on time through q(t). We now define a wave function ⌽(q,r,t) that describes the quantum mechanical state at time t, and we expand this wave function in terms of the orthonormal BornOppenheimer wave functions ⌿ n (q;r): ⌽͑q,r,t͒ϭ ͚ n C n ͑t͒⌿ n ͑q;r͒, ͑17͒
where C n (t) are complex-valued expansion coefficients ͑i.e., quantum amplitudes͒. If we substitute Eq. 17 into the timedependent Schrödinger equation and perform some algebraic manipulations, we get
where V n j ͑q͒ϵ͗⌿ n ͑q;r͉͒H e ͑q;r͉͒⌿ j ͑q;r͒͘, ͑19͒
and the nonadiabatic coupling vector d n j (q) is defined as d n j ͑q͒ϵ͗⌿ n ͑q;rٌ͉͒ q ⌿ j ͑q;r͒͘. ͑20͒
The brackets denote integration over only the quantum mechanical coordinates r. Equation 18 is integrated numerically, simultaneously with integration of the trajectory q(t), to obtain the amplitudes C n (t) of each quantum mechanical state n at a given time t. The ''fewest switches'' algorithm presented in Ref. 10 correctly apportions trajectories among states according to the quantum probabilities ͉C n (t)͉ 2 with the minimum required number of quantum transitions. According to this algorithm, the probability of switching from the current state n to some other state j during the time interval between t and tϩ⌬ is
where a n j ϵC n C j *
͑22͒
and
͑23͒
If g n j is negative, it is set equal to zero. Note that a nn is the population in state n. In order to determine whether a switch to any state j will occur, a uniform random number, , 0ϽϽ1, is selected at each time step in the trajectory. For example, if nϭ1, a switch to state 2 will occur if Ͻg 12 , a switch to state 3 will occur if g 12 ϽϽg 12 ϩg 13 , etc. If a switch to a different state nЈ does occur and if ⑀ n (R) ⑀ n Ј (R), then the velocities must be adjusted in order to conserve total energy. According to Ref. 10, the velocity adjustment should be made as if there were a force in the direction of the nonadiabatic coupling vector d nn Ј (R). If ⑀ n Ј (R)Ͼ⑀ n (R) and the velocity reduction required is greater than the component of velocity to be adjusted, then the switch does not occur ͑the transition is classically forbidden͒, and the component of velocity in the direction of the nonadiabatic coupling vector is reversed. 13 This switching procedure ensures that, for a large ensemble of trajectories, and ignoring the difficulties with classically forbidden states, the fraction of trajectories assigned to any state n at any time t will equal the quantum probability ͉C n (t)͉ 2 .
B. Calculation of the dynamical factor F using MDQT
As discussed in Sec. VI, the calculation of F in conjunction with the MDQT method is complicated by the fact that the probabilities of quantum transitions depend on the quantum amplitudes, which in turn depend on the history of the trajectory. In particular, the calculation of F involves running a trajectory backward in time from a point P S on or near the surface S to a point P I in the reactant region A, where P S ϵ(p S ,q S ;n S ) and P I ϵ(p I ,q I ;n I ) each denote a point in phase space and an occupied quantum state. The reactant region A is typically a region of weak nonadiabatic coupling, but the dividing surface S could be in a region of strong nonadiabatic coupling. In a direct MD simulation of the reaction from A to B, the quantum amplitudes are initialized such that the quantum probability is unity for the initially occupied state n I and is zero for all other states. Thus, in order to simulate a reaction forward in time from P I to P S , we assign the quantum amplitudes at point P I as follows:
C n I ͑ P I ͒ϭ1, C j ͑ P I ͒ϭ0 for j n I .
͑24͒
If the reaction from P I to P S passes through a region of strong nonadiabatic coupling, the quantum probabilities of the states will change during the trajectory. Hence, starting a trajectory at the point P S is problematic, since we cannot know the quantum amplitudes at this point without information about the history of the trajectory.
One might naively apply the MDQT method to such a problem by starting the system at point P S , initializing the quantum amplitudes at P S in an analogous way as for P I in Eq. 24, and then running the trajectory backward in time to point P I using the standard MDQT algorithm. This would be incorrect, however, because at point P I the quantum state would be mixed; i.e., Eq. 24 would not be satisfied in the reactant region. Moreover, if this naive application of the MDQT method were used, the nonadiabatic rate constant would depend on the choice of dividing surface S and therefore would not even be well defined. Thus, the weighting procedure described below is necessary in order to use MDQT to calculate F.
The weighting procedure applied to MDQT
In this subsection, we present the weighting procedure as applied to the MDQT method. This procedure is equivalent to the MDQT method described in Sec. VII A except that the probabilities of quantum transitions are estimated using a different prescription, and each independent trajectory is subsequently weighted so that the same statistical result is obtained as with the original MDQT method of accounting.
First we choose an arbitrary function f n j (p,q) to estimate the probability of a quantum transition from state n to state j at a given phase space point (p,q). ͑Any function can be used, but at the end of this subsection we discuss the properties of f n j that are desirable. One possible function is presented later in this paper.͒ The algorithm for hopping is then identical to the MDQT method described in Sec. VII A with g n j replaced by f n j .
In addition, a weighting W(p,q) is assigned to each independent trajectory. This weighting W can be expressed as a product of weightings w for each time step:
where is the total number of time steps and the index represents a particular time step. If the system is in state n at step , then w is defined as follows:
w ϭg n j / f n j if a switch from state n to state j was attempted,
where g n j ͑given by Eq. 21͒ and f n j are evaluated for the time step , and the sums over j are over all included states except for the occupied state n. ͑Note that if a switch from state n to state j was attempted, then either a switch or a velocity reversal must have occurred, as discussed in Sec. VII A.͒ The weightings w of Eq. 26 are thus the corrections to the approximate probabilities f n j required to make the final probabilities equal to the true MDQT probabilities. The advantage of employing the approximate ''trial'' probabilities f n j is that the f n j are local functions; they do not depend on the history of the trajectory. Thus the pathway followed by a trajectory ͑i.e., the sequence of surface hops͒ is reversible in time, so trajectories can be integrated backward in time from the dividing surface to the reactant region. Only the weighting factors w require knowledge of the history of the trajectory. These can be calculated simply by retracing the same trajectory in the forward direction and calculating the ''correct'' probabilities g n j at each point. Alternatively, as shown below, w can be computed by simultaneously evolving L linearly independent sets of quantum amplitudes along the backward trajectory, where L is the number of included quantum states. The correct linear combination of amplitudes satisfying Eq. 24 can then be chosen, allowing calculation of the weighting factors w without retracing the same trajectory in the forward direction.
For a large ensemble of trajectories, and ignoring the difficulties with classically forbidden states, the weighted fraction of trajectories assigned to any state n at any time t will equal the quantum probability ͉C n (t)͉ 2 , as would be obtained with the MDQT method. The number of trajectories required to obtain statistically significant results will depend in part on the form of f n j . In order to minimize this number, f n j should have the same qualitative characteristics as g n j ͑i.e., the larger the nonadiabatic coupling, the greater the probability of a quantum transition͒. Moreover, f n j should be independent of the quantum amplitudes ͑and hence of the history of the trajectory͒ for the calculation of F.
Using the weighting procedure to run a trajectory backward in time
In this subsection, we describe how the weighting procedure described in the previous subsection can be used to run an MDQT trajectory backward in time from a point P S on or near the surface S to a point P I in the reactant region A. First we choose the probability function f n j to depend only on the phase space point (p,q) ͑i.e., not on the quantum amplitudes͒. In this case, the estimated probabilities of quantum transitions are independent of the history of the trajectory, so we can run the trajectory backward in time from P S to P I without any difficulty. We require that the quantum amplitudes at P I have the values given in Eq. 24. These initial conditions determine the ''correct'' quantum amplitudes that would be obtained by integrating Eqs. 18 forward from P I to P S , assuming that the quantum transitions occurred in the same places as during the backward trajectory. The ''correct'' amplitudes are necessary for the calculation of the weighting W of each trajectory. They can be calculated by integrating the same trajectory forward in time from P I to P S . This forward trajectory can be eliminated, however, by the following procedure.
First, Eqs. 18 are integrated backward simultaneously with the backward trajectory ͑from P S to P I ) for L linearly independent sets of quantum amplitudes, where L is the number of included states. These amplitudes will be denoted D j i , where the superscript i denotes an independent set of amplitudes, and the subscript j indicates the state for which it is the linear expansion coefficient. The simplest procedure is to assign the values of these amplitudes at the point P S to be
͑27͒
Then each set of amplitudes is independently integrated backward from point P S to point P I , where the amplitudes at P I are denoted D j i ( P I ). We then determine the linear combination of the coherent states i that leads to the appropriate amplitude ͑according to Eq. 24͒ of that state for the initial point P I :
͑28͒
where the complex linear coefficients ␤ i that satisfy these equations can be calculated by matrix inversion. Once the coefficients ␤ i have been determined, the ''correct'' quantum amplitudes can be calculated at any point P X on the trajectory between points P I and P S using the following equation:
The amplitudes obtained in this way are identical to those that would be obtained starting at point P I with amplitudes given in Eq. 24 and integrating Eqs. 18 forward in time to point P S , assuming that quantum transitions occurred at the same places as during the backward trajectory.
Choice of f nj
In principle, any choice of f n j that is independent of the quantum amplitudes could be used, but the computational time decreases if f n j behaves similarly to g n j . Thus, we chose the functional form:
where ⌬ is the time step for the classical integration and is a constant. This functional form is similar to g n j in that it is linear in ⌬ for small ⌬. Moreover, both f n j and g n j increase as the nonadiabatic coupling increases. The linear dependence on the nonadiabatic coupling can also be obtained using a perturbative approach ͑for small ⌬͉q •d n j ͉) to solve Eqs. 18, assuming equal probabilities in both states of a twostate system. Thus, this function seems to be physically reasonable. Note that 0Ͻ f n j Ͻ. For the one-dimensional, twostate model system described in Sec. VII D, we used ϭ0.5. This value was chosen empirically to optimize the procedure for accumulating statistics. For example, we ensured that the magnitude of f n j was significant ͑but less than unity͒ in regions of strong nonadiabatic coupling and that the magnitudes of all of the weightings w remained within statistically reasonable limits.
C. Algorithm for calculating F
In this section, we outline the procedure for the calculation of F, the number of trajectories starting in A and ending in B per forward crossing of S. We calculate F n and F d , where FϭF n /F d . F d is the total number of forward crossings sampled ͑appropriately weighted to obtain a MaxwellBoltzmann flux distribution͒, and F n is the number of these forward crossings that started in A and ended in B, accounting for multiple crossings using Keck's prescription for given in Eq. 13. During each trajectory, we keep track of ␣, the number of forward crossings of S, for the entire trajectory ͑both backward and forward͒. L is the number of included states. Initialize F n and F d to be zero before starting the following procedure. Initialize weighting function W to be unity. Initialize ␣ to be zero. Initialize the L sets of amplitudes according to Eq. 27. ͑2͒ Integrate the classical equations of motion and the L sets of amplitudes D j i backward in time until the reactant region A or the product region B is reached, or until ␣ exceeds some specified upper limit. Use the MDQT method with the hopping probability f n j ͑given in Eq. 30͒ instead of g n j . Calculate the denominator of W by calculating the denominator of the weight w ͑see Eq. 26͒ for each step during the trajectory. Save the L sets of amplitudes for the first point, the two points between which a quantum transition is attempted, and each point at which a change in sign of the nonadiabatic coupling occurs. ͑3͒ If ␣ exceeded the specified upper limit before region A or B was reached, set Wϭ1. Otherwise calculate the coefficients ␤ i using Eq. 28 and, using these, calculate the ''correct'' amplitudes C j from the saved amplitudes (D j i ) during the trajectory using Eq. 29. Then calculate the numerator of W. ͑Alternatively, the backward integration of the amplitudes D j i could be eliminated, and W could be calculated by retracing the backward trajectory in the forward direction, initializing the ''correct'' amplitudes as in Eq. 24 and propagating them for-ward in time along the trajectory. In this case the weights w could be calculated at each point along the forward trajectory.͒ ͑4͒ If the reactant region A was not reached, then increase F d by v s W and go back to step 1. ͑5͒ Starting with the ''correct'' amplitudes at P S , integrate the classical equations of motion and the amplitudes forward in time until either the reactant region A or the product region B is reached or until ␣ exceeds the specified limit. If the MDQT method is used with the hopping probabilities f n j , then calculate the contribution to W by calculating w ͑see Eq. 26͒ for each step during this trajectory. ͑Alternatively, the MDQT method could be used with the ''correct'' hopping probabilities g n j , and W would not be altered.͒ ͑6͒ If ␣ exceeded the specified upper limit before region A or B was reached, set Wϭ1. ͑7͒ If the product region B was reached, then increase F n by
This process is repeated until enough trajectories are run to obtain statistically significant results.
D. One-dimensional example
In order to illustrate the methods presented in this section, we applied them to a one-dimensional, two-state model system with an atomic mass chosen to be 2000 a.u. This one-dimensional model can be solved easily without employing infrequent events methods, but it serves as a useful test case. We emphasize that although for this example the number of included quantum states L is two, for many interesting systems we will want to include more than two states ͑i.e., Lϭ3 or 4͒. As illustrated in Ref. 13 for a more realistic system, increasing the number of included quantum states L from two to four does not substantially increase the computational expense.
The model problem is defined by the following interactions in the diabatic representation:
where aϭ0.01, bϭ1.6, cϭ0.0005, dϭ1.0, f ϭ0.03, and gϭ0.12, all in atomic units. The electronic states and potential energy curves in the adiabatic representation are obtained by diagonalizing the 2ϫ2 matrix of elements V i j . The resulting adiabatic potential energy curves are shown in Fig. 2 .
The classical mechanical equations of motion for the particle and the equations describing the time dependence of the quantum amplitudes ͑of the form given in Eq. 18͒ were integrated numerically using the Runge-Kutta-Gill method. 21 We define the reactant region A to be xϽϪ10, with either quantum state 1 or 2 occupied, and the product region B to be xϾ10 with either state occupied. In order to model a canonical ensemble for a scattering problem such as this, a Maxwell-Boltzmann flux distribution must be maintained through every point x for a specified temperature T. In addition, since the reactant and product regions are infinitely large, the forward transition rate constant k, which is the number of transitions from A to B per unit time per unit probability in region A, is not well defined for this system. Instead we calculate the reaction probability Z, which is defined to be the number of transitions from A to B per unit number of trajectories that leave A ͑i.e., per unit number of trajectories that cross xϭϪ10 in the forward direction͒. Note that
͑32͒
where the dividing surface S is defined as xϪs o ϭ0 and ⑀ n (x) is the energy of state n when the particle is at position x. The factor F is exactly the same as in the previous sections of this paper, i.e., the number of trajectories that started in A and ended in B per forward crossing of S. It is straightforward to show analytically that for our method, the value of Z is independent of the value of s 0 .
The results of applying the algorithm described in the previous section to this system for temperatures from 600 to 20 000 K are plotted in Fig. 3 . Figure 3a depicts ln(Z) as a function of 1/T, and Fig. 3b depicts F as a function of 1/T for s o ϭ0. We ran 30 000 trajectories for each temperature. We emphasize that we ran such a large number of trajectories only because for this simple system the computational effort was negligible. We found that typically only 100 or 1000 trajectories were necessary to obtain statistically significant results. Note that the reaction probability Z is extremely small for low temperatures due to the high barrier. Thus, in an analogous multidimensional situation infrequent events methods could be necessary in order for the calculation to be computationally feasible ͑although in this case, the onedimensional system is simple enough that other practical methods exist͒. Moreover, we point out that F is smaller for lower temperatures; i.e., there are more recrossings of S at lower temperatures, which is expected since trajectories will be trapped longer in the excited state well. 
VIII. SUMMARY AND DISCUSSION
In this paper, we formulated a multiple potential energy surface transition state theory ͑MPES-TST͒, i.e., a nonadiabatic analog of the usual adiabatic classical TST. We used this as the basis for the development of a new method for multiple potential energy surface molecular dynamics of infrequent events ͑MPES-MDIE͒, where nonadiabatic transitions among the PESs are incorporated using surfacehopping MD. This new MPES-MDIE method is similar to conventional MDIE methods in that the rate constant k is expressed as a product of two terms: kϭFk TST , where k TST is simply the equilibrium flux through a surface dividing reactants from products and F corrects for recrossings of this dividing surface. As in conventional MDIE methods, the calculation of F involves starting trajectories on or near the dividing surface and integrating them backward and forward in time. Backward integration may be problematic, however, when using surface-hopping methods with memory, i.e., when the probability of switching from one PES to another depends on the history of the trajectory. Thus, in order to calculate the recrossing correction F for these situations, we developed a weighting procedure in which the estimated probabilities of quantum transitions do not depend on the history of the trajectory, but the independent trajectories are subsequently weighted so that for a large ensemble of trajectories, the weighted probability of being in state n at any time t is identical to that which would be obtained by direct application of the same surface-hopping method with memory. We described an algorithm for MPES-MDIE in conjunction with the MDQT surface-hopping method, and we implemented this algorithm for a one-dimensional twostate model system.
The general MPES-MDIE strategy outlined in this paper can be used to simulate reactions that evolve on MPESs and that occur too slowly for direct MD simulation. In some cases the quantum degrees of freedom could be electronic and all atoms could move classically. In other cases the adiabatic approximation could be assumed to be valid for the electrons, but one of the atoms, such as a hydrogen atom, could be treated quantum mechanically. A number of different surface-hopping methods with memory could be used, such as that of Tully 10 or that of Webster, Rossky, and Friesner. 11 Moreover, the equilibrium flux k TST could be calculated in a wide variety of ways. 4, [17] [18] [19] Regardless of which particular methods are utilized, the general MPES-MDIE strategy outlined in this paper can be applied to extend simulations to experimentally relevant time scales.
