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Abstract—PT Pegadaian (Persero) is engaged in the business of providing credit services with pawn, non-pawning and gold 
investment products. One of the right marketing strategies to survive today's high competition is to maintain customer loyalty, 
researchers use several data variables available in the MIS (Management Information System) in the form of customer transaction 
frequency, how many products are taken by customers, customer satisfaction and direct interviews. to predict customer loyalty of PT 
Pegadaian (Persero) by implementing the c4.5 algorithm. The c4.5 algorithm is the algorithm used to create a decision tree. Decision 
trees are a very powerful and well-known method of classification and prediction. The decision tree method converts very large facts 
into a decision tree that represents the rule. Rules can be easily understood in natural language. This study aims to determine the 
accuracy of the C4.5 algorithm to predict customer loyalty of PT Pegadaian (Persero) and the most influential factors in loyalty. The 
results of the experimental application of the c4.5 algorithm show that the level of accuracy generated in predicting customer loyalty 
is quite high, namely 89.94% in data testing 1 and 94% in data testing 2. The application of the c4.5 algorithm in predicting customer 
loyalty of PT Pegadaian (Persero) can be well applied. 
Keywords : C4.5 algorithm, Loyalty, Rapidminer. 
 
I.   INTRODUCTION 
PT Pegadaian (Persero) is one of the many financial 
institutions managed by BUMN. PT Pegadaian (Persero) is 
engaged in the business of providing credit services to 
Indonesian citizens with pawn, non-pawning and gold 
investment products. Currently, PT Pegadaian (Persero) is 
experiencing very tight challenges. These challenges arise 
as many credit lender services appear that offer lower 
interest rates and easy terms. PT Pegadaian (Persero) has 
challenges on how to retain customers. 
Loyalty is a deeply held commitment to repurchase or 
subscribe to products and services in the future despite 
situational influences. According to [1] there are six reasons 
why companies need to maintain customer loyalty. First: 
existing customers are more prospective, meaning that loyal 
customers will provide large benefits to the institution. 
Second: the cost of acquiring new customers is much 
greater than keeping and retaining existing customers. 
Third: customers who already believe in the company in 
one matter will believe in other matters. Fourth: the 
company's operating costs will be efficient if it has many 
loyal customers. Fifth: the company can reduce 
psychological and social costs because old customers have 
had many positive experiences with institutions. Sixth: loyal 
customers will always defend the company and even try to 
attract and advise others to become customers. 
PT Pegadaian (Persero) has a web-based information 
system, namely MIS (Management Information System) in 
which the company can monitor information used in 
planning, controlling, and continuous improvement such as 
increasing and decreasing customer status with several 
requests and reasons, and customer non-performing credit 
records. , and customer transaction records. The MIS 
(Management Information System) that is running is 
already computerized and already has a database to store 
company management data. 
To find out the factors that influence customer loyalty 
from PT Pegadaian (Persero) customers based on the data in 
the MIS (Management Information System), the researcher 
uses several data variables available in the MIS 
(Management Information System) in the form of customer 
transaction frequency, how many products are available. 
taken by customers and conduct interviews directly to 
predict customer loyalty of PT Pegadaian (Persero) by 
implementing the c.45 algorithm to calculate the data. 
 
II. RESEARCH METHODS 
The author uses the C 4.5 algorithm on the basis of 
some literature from previous research from Teguh Budi 
Santoso with the title "Analisa Dan Penerapan Metode C4.5 
Untuk Prediksi Loyalitas Pelanggan" with the results 
showing that classification with the C4.5 algorithm gets an 
accuracy of up to 97.5%, which means that the exact C4.5 
algorithm is used to calculate the level of customer loyalty 
[1]. The second study entitled "Penerapan Algoritma C4.5 
Untuk Prediksi Loyalitas Nasabah PT Erdika Elit Jakarta" 
by Khotibul Umam, based on the decision tree that has been 
made the attribute that has the most influence on customer 
loyalty is educational background because it has the highest 
gain value, namely 1.545292721 and as the root of the 
decision tree while the gender of the customer does not 
have much effect on customer loyalty because it is always 
at the last node with a gain value of 0.623919119 [2]. The 
third study entitled “Penerapan algortima c4.5 untuk 
penentuan kelayakan kredit" by Siti Nur Khasanah, Based 
on the results of the application of the C4.5 classifier 
algorithm, it can be concluded that to determine credit 
worthiness whether a prospective customer will become a 
customer with smooth or problematic payments using the 
C4.5 algorithm classifier and the accuracy of the C4.5 
classifier algorithm using training data for 270 customers is 
88.52% [3]. The fourth study entitled “Pengambilan 
Keputusan Pegawai Tidak Tetap Menjadi Pegawai Tetap 
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Dengan Decission Tree" by Febryantahanuji, By using the 
C4.5 algorithm and testing methods using X-Fold Cross 
Validation can help companies to create a decision support 
system for the appointment of non-permanent employees to 
become permanent employees , because the main indicators 
are obtained in determining permanent employees [4]. The 
fifth study entitled "Penerapan Algoritma C4.5 untuk 
Penentuan Kelayakan Pemberian Kredit" by Teguh Budi 
Santoso, that the results of the classification using the C4.5 
Algorithm show that an accuracy of 97.5% is obtained, 
based on the results obtained. The results obtained indicate 
that the c4.5 algorithm is suitable to be used to determine 
the feasibility of giving [5]. The sixth study entitled 
"Implementasi Algoritma C4. 5 terhadap Kepuasan 
Pelanggan, by Harry Dika, the results of this study resulted 
in the formation of a fast food restaurant satisfaction model, 
the level of accuracy produced was quite high and included 
in the very good category [6]. 
Data mining is a method for finding data in a large 
database. Data mining is the process of analyzing and 
extracting data in the database to obtain useful new data, 
become new patterns or patterns, and to 
calculatepredictions. Classification and prediction are two 
forms of data analysis that can be used to extract models 
from data containing classes or to predict future data trends. 
Classification predicts data in the form of categories, while 
prediction models functions of continuous values. For 
example, a classification model can be made to classify loan 
applications to banks as risky or safe, while a predictive 
model can be made to predict expenses for buying computer 
equipment from potential customers based on their income 
and location of residence.[7] 
C4.5 algorithm is an algorithm used to generate a 
decision tree. The workflow of the C4.5 algorithm is 
making a decision tree based on the selection of the 
attribute that has the highest priority or that has the highest 
gain value based on the value of the entropy attribute as the 
axis of the classification attribute. At this stage the C4.5 
algorithm has 2 working rules, namely: Making a decision 
tree, and making rules (rule model). The rules formed from 




















Figure 2. Research Design 
2.2 Research Variables 
In this study the authors use research variables to 
measure customer loyalty of PT Pegadaian (Persero) which 
is divided into six categories, namely: frequency of 
transactions, how many products are taken, customer 
satisfaction, age and gender of customers. The following 
variables are used and their descriptions : 
 








III. RESULT AND ANALYSIS 
3.1 Data Selection 
The data used in this study is the source of data from 
MIS Pegadaian and questionnaires. Data were obtained 
from the distribution of 166 questionnaires. Questionnaire 
data is data distributed to customers of PT Pegadaian 
(Persero) Pati area office in March – June 2021 with 
variable frequency of transactions, how many products are 
taken, customer satisfaction level, age and gender of the 
customer. 
 
3.2 Data Cleaning 
The data obtained from the respondents will be selected 
first, in order to obtain data that is in accordance with the 
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needs of the researcher. Of the 200 data obtained, 170 data 
were complete and correct, the remaining 166 data were not 
included because there was incomplete data when filling out 
the questionnaire and it was not filled in according to the 
existing instructions. 
 
3.3 Data Training 
The results of the training data are used to obtain the 
results of the level of customer loyalty in the form of a 
decision tree. 
Table 2. Data Training 
 
 
Then calculate the entropy of each attribute and 
gainvalue with the C 4.5 algorithm formula which results: 
Table 3. Result of Decision Tree 
 
From the results of the manual calculation above, it is 
found that the customer satisfaction variable gets the 
highest gain value and is used as the root node of the 
decision tree and is calculated again with the rapidminer 
application. 
 
Figure 3. Decision Tree 
 
3.4 Data Testing 1 
This test is done by dividing as much as 2 parts of the 
testing data to be tested. Test 1 uses 50 training data, and in 
this test will produce values of accuracy, precision,and 
recall. 
Table 4. Data Testing 1 
 
 
From the decision tree implementation table above, then 
enter the validation process with x validation in rapidminer. 
And the result is as follows: 
 
Figure 4. Calculation of Rapid Miner Data Testing 1 
From the data validation process testing 1, the results 
obtained are: True Positive (TP) totaling 30 data, True 
Negative (TN) 15 data, False Positive (FP) 3 data, False 
Negative (FP) 2 data, which means that TP has 30 data with 
the result loyal and loyal prediction results, FP 3 data with 
loyal results but disloyal predictions, FN 2 data with 
disloyal results but loyal predictions, TN with disloyal 
results and disloyal predictions. And obtained 89.95% 
accuracy, 91.67% precision, and 83.33% recall. 
Table 5. Result Rapid Miner Data Testing 1 
 
3.5 Data Testing 2 
This test is done by dividing as much as 2 parts of the 
testing data to be tested. Test 2 uses 50 training data, and in 
this test will produce values of accuracy, precision,and 
recall. 
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Table 6. Data Testing 2 
 
From the decision tree implementation table above, then 
enter the validation process with x validation in rapidminer. 
And the result is as follows: 
 
 
Figure 5. Calculation of Rapid Miner Data Testing2 
From the data validation process testing 2, the results 
obtained: True Positive (TP) totaling 30 data, True Negative 
(TN) 17 data, False Positive (FP) 1 data, False Negative 
(FP) 2 data, which means that TP has 30 data with results 
loyal and loyal prediction results, FP 1 data with loyal 
results but disloyal predictions, FN 2 data with disloyal 
results but loyal predictions, TN 17 data with disloyal 
results and disloyal predictions. And obtained accuracy of 
94.07%, precision of 92.86%, and recall of 94.44%. 
Table 7. Result Rapid Miner Data Testing 2 
 
3.6 Result Customer Loyalty 
Of all the sample data there are 166 data, showing that 
there are 102 data with loyal results and 64 data with 
disloyal results. And from the hypothesis that has been 
tested, it shows that the variable customer satisfaction is 
very influential in customer loyalty at PT Pegadaian 
(Persero) Pati Area Office. 
Table 8. Result Customer Loyalty 
Result Total Presentation 
Loyal Customer 102 61,5% 





Based on trials, evaluations and research results that 
researchers have done from the data collected regarding the 
use of the c4.5 algorithm method for predicting customer 
loyalty at PT Pegadaian (Persero) Pati area offices, it can be 
concluded that: 
 The use of the C4.5 algorithm method can be used to 
predict customer loyalty of PT Pegadaian (Persero) area 
office. 
 The formation of a customer loyalty model with a 
decision tree and customer satisfaction variable has the 
highest gain value and greatly influences customer 
loyalty. 
 From the results of the evaluation using the confusion 
matrix, a high level of accuracy was obtained, namely 
90% in testing data testing 1 and 94% in testing data 
testing 2. 
 
Based on the analysis that has been carried out and to 
improve performance and perfect the research that has been 
made, the researchers provide the following suggestions: 
 Further research needs to be done by testing with other 
methods such as bayesian methods, clustering, neural 
networks, etc. to compare which results are more 
accurate. 
 Adding more specific variables to customer loyalty for 
more accurate prediction results. 
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