Abstract. We present a general framework for forcing on ω 2 with finite conditions using countable models as side conditions. This framework is based on a method of comparing countable models as being membership related up to a large initial segment. We give several examples of this type of forcing, including adding a function on ω 2 , adding a nonreflecting stationary subset of ω 2 ∩ cof(ω), and adding an ω 1 -Kurepa tree.
The method of forcing with countable models as side conditions was introduced by Todorčević ([10] ). This method is useful for forcing with finite conditions to add a generic object of size ω 1 . The preservation of ω 1 is achieved by including finitely many countable elementary substructures as a part of a forcing condition. The models which appear in a condition are related by membership. So a condition in such a forcing poset includes a finite approximation of the object to be added, together with a finite ∈-increasing chain of models, with some relationship specified between the finite fragment and the models.
Friedman ([1] ) and Mitchell ([7] , [8] ) independently lifted up this method to ω 2 by showing how to add a club subset of ω 2 with finite conditions. In the process of going from ω 1 to ω 2 , they gave up the requirement that models appearing in a forcing condition are membership related, replacing it with a more complicated relationship between the models. Later Neeman ( [9] ) developed a general approach to the subject of forcing with finite conditions. A major feature of Neeman's approach is that a condition in his type of forcing poset includes a finite ∈-increasing chain of models, similar to Todorčević's original idea, but he includes both countable and uncountable models in his conditions, rather than just countable models.
In this paper we present a general framework for forcing a generic object on ω 2 with finite conditions, using countable models as side conditions. This framework is based on a method for comparing elementary substructures which, while not as simple as comparing by membership, is still fairly natural. Namely, the countable models appearing in a condition will be membership comparable up to a large initial segment. The largeness of the initial segment is measured by the fact that above the point of comparison, the models have only a finite amount of overlap. We give several examples of this kind of forcing poset, including adding a generic function on ω 2 , adding a nonreflecting stationary subset of ω 2 ∩ cof(ω), and adding an ω 1 -Kurepa tree. This is the first in a series of papers which develop the adequate set approach to forcing with side conditions on ω 2 ([6] , [4] , [3] , [5] ). While many of the arguments appearing here could with some work be subsumed in the previous frameworks of This paper was completed in December, 2012.
Friedman, Mitchell, and Neeman, the paper is important for presenting the basic ideas of adequate sets in a way which provides a foundation for these later papers.
The most important idea introduced in the paper is the parameter β M,N , the comparison point of models M and N . The definition of this parameter is new and does not appear explicitly in previous work of other authors on the subject. The ordinal β M,N is the basic idea behind our method for comparing models.
Sections 1-4 develop our framework for forcing with adequate sets as side conditions. The main goal is to develop machinery for amalgamating conditions over elementary substructures, which is used to preserve cardinals. The arguments we give for amalgamation have substantial overlap with the arguments for cardinal preservation of Friedman [1] and Mitchell [8] .
Sections 5-7 provide three examples of forcing posets defined with adequate sets as side conditions. The most important of these are adding a nonreflecting stationary subset of ω 2 and adding an ω 1 -Kurepa tree. These applications have not appeared previously in the literature on forcing with finite conditions.
Our framework can be considered to be an alternative approach to forcing with finite conditions to that presented by Neeman [9] . There are some equivalences between the approaches at the basic level. The countable models appearing in a Neeman style side condition constitute an adequate set, and an adequate set can be enlarged to a Neeman side condition. However, subsequent directions and generalizations of the theory of adequate sets, such as those in [4] and [5] , are incomparable with the method presented in [9] . For example, forcing with adequate sets of models on H(λ), where λ > ω 2 , preserves cardinals larger than ω 2 , whereas adding a Neeman sequence of models in H(λ) collapses H(λ) to have size ω 2 . Also coherent adequate set forcing preserves CH ( [5] ), whereas posets defined in the framework of [9] will always blow up the continuum.
I would like to thank Thomas Gilton for reading an earlier version of the paper and making comments and suggestions.
Background Assumptions and Notation
We make two background assumptions and fix notation for the remainder of the paper.
Proof. Since β has cofinality ω 1 , it suffices to show that for all γ < β, X ∩ P (γ) ⊆ Sk(β). So fix γ < β. Then Y ∩ P (γ) = {a ∩ γ : a ∈ Y} has size at most ω 1 by the thinness of Y. So Y ∩ P (γ) is in H(ω 2 ). Note that Y ∩ P (γ) is definable in A from γ. Hence Y ∩ P (γ) ∈ Sk(β). Again by elementarity, there is a surjection g : ω 1 → Y ∩ P (γ) in Sk(β). Since ω 1 ⊆ Sk(β), Y ∩ P (γ) = g[ω 1 ] ⊆ Sk(β). Since X ∩ P (γ) ⊆ Y ∩ P (γ), X ∩ P (γ) ⊆ Sk(β). Now if M ∈ X and β ∈ Λ, then by Lemma 1.10, M ∩ β is in X ∩ P (β), and hence in Sk(β).
Comparison Points and Remainders
We introduce the idea of the comparison point β M,N of models M, N ∈ X . One of the main consequences of the definition is that M and N will not share any common elements or limit points past their comparison point. When we use countable models as side conditions in our forcing posets, we will require that any two models appearing in a condition are membership related below their comparison point.
The definition of β M,N is made relative to a particular stationary subset of Λ.
Notation 2.1. Fix for the remainder of the paper a stationary set Γ ⊆ Λ.
Definition 2.2. For a set M ∈ X , define Γ M as the set of β ∈ Γ such that β = min(Γ \ (sup(M ∩ β))).
In other words, β ∈ Γ M if β ∈ Γ and Γ ∩ [sup(M ∩ β), β) = ∅. If β ∈ Γ M , then β is the least element of Γ strictly larger than sup(M ∩ β).
The set Γ M is countable. The first element of Γ is in Γ M . To produce other elements of Γ M , take any ordinal γ ≤ ω 2 , and let
Note that if β < γ are in Γ M , then M ∩ [β, γ) = ∅. For M ∩ γ cannot be a subset of β, since otherwise Γ ∩ [sup(M ∩ γ), γ) contains β and so is nonempty.
Lemma 2.4. Let M and N be in X . Then Γ M ∩ Γ N has a largest element.
Proof. Note that Γ M ∩ Γ N is nonempty because it contains the least element of Γ. Suppose for a contradiction that Γ M ∩ Γ N has no largest element, and let γ = sup(Γ M ∩ Γ N ). Note that if β 0 < β 1 are in Γ M ∩ Γ N , then as noted above, both M ∩[β 0 , β 1 ) and N ∩[β 0 , β 1 ) are nonempty. Thus γ is a limit point of both M and N . Let β be the minimal element of Γ larger than γ. Then γ ≤ sup(M ∩β), sup(N ∩β), and Γ ∩ [γ, β) is empty. So β ∈ Γ M ∩ Γ N , which contradicts that β > γ and Γ M ∩ Γ N ⊆ γ.
We now introduce the comparison point β M,N of models M, N ∈ X . Notation 2.5. For M and N in X , let β M,N denote the largest ordinal in Γ M ∩Γ N .
One of the most important properties of the comparison point of two models is that the models have no common elements or limit points above it. 
The forcing posets we define will contain countable models as side conditions which are membership related below their comparison point. Sets of models which satisfy this property will be said to be adequate. Definition 2.7. Let A be a subset of X . We say that A is adequate if for all
Also by Lemma 1.8, Sk(M ∩ β M,N ) ∈ Sk(N ), and by Lemma 1.9 every initial segment of
, which is false. So the only type of comparison which is possible is that
If A is an adequate set and M ∈ A, we say that M is ∈-minimal in A if for all N ∈ A, M ∩β M,N is either equal to N ∩β M,N or is in Sk(N ). Note that there always exists an ∈-minimal model in A. For let M ∈ A be such that M ∩ ω 1 is minimal. Then as noted above, for all
Now we introduce the idea of the remainder set, which describes the overlap of models above their comparison point.
Definition 2.8. Let {M, N } be adequate. Define the remainder set of N over M , denoted by R M (N ), as the set of β satisfying either:
It might seem reasonable to include min(N \ β M,N ) in the remainder set R M (N ) regardless of how M and N compare below their comparison point. For technical reasons which are related to the fine details of proofs appearing later in the paper, it turns out to be advisable not to include this point in R M (N ) in the case when
Proof. Suppose not, and let β n : n < ω be a strictly increasing sequence of ordinals in R M (N ). Let ξ = sup n β n . By the definition of R M (N ), for each n we can fix γ n ∈ M ∩ (β n , β n+1 ). Then ξ = sup n γ n . So ξ is a common limit point of M and N which is above β M,N , contradicting Proposition 2.6. Lemma 2.10. Let {M, N } be adequate. Let β ∈ R M (N ), and suppose that β is not equal to min(N \ β M,N ). Then there is γ ∈ R N (M ) such that β = min(N \ γ).
Proof. Suppose β ∈ R M (N ) and is not equal to min(N \ β M,N ). Then by the definition of R M (N ), we can fix γ
. Now let γ be the largest such ξ, which is possible since R N (M ) is finite. Then clearly there are no elements of N between γ and γ * . Hence β = min(N \ γ).
We would now like to show that R M (N ) is always a subset of Γ in the case when Γ = Λ. Lemma 2.11. Assume Γ = Λ. Let M be in X , β ∈ M , and suppose that Γ ∩ (sup(M ∩ β), β) = ∅. Then β ∈ Γ.
Proof. Since sup(M ∩ β) < β, β has cofinality ω 1 ; for otherwise by elementarity there is a cofinal map f : ω → β in Sk(M ), and since ω ⊆ M , f [ω] ⊆ M . So it suffices to show that β is a limit point of C. Suppose for a contradiction that β is not a limit point of C. Then sup(C ∩ β) < β. Since M ∈ X , sup(C ∩ β) ∈ M . But by assumption, there is γ ∈ Γ with sup(M ∩ β) < γ < β. So γ ∈ C ∩ β but γ > sup(C ∩ β), which is a contradiction. Proposition 2.12. Assume Γ = Λ. Let {M, N } be adequate. Then R M (N ) and R N (M ) are subsets of Γ.
Proof. We prove by induction on
So let α be given, and assume that the statement is true for all smaller ordinals. We handle only the case when α ∈ R N (M ), since the proof of the case when α ∈ R M (N ) is the same except with the roles of M and N reversed.
First suppose α = min(M \ β M,N ). If α = β M,N then α ∈ Γ. Otherwise sup(M ∩ α) < β M,N < α. By Lemma 2.11, α ∈ Γ. Now suppose α is not equal to min(M \ β M,N ), and α = min(M \ γ) for some γ ∈ N \ β M,N . By Lemma 2.10, we may assume that γ ∈ R M (N ). By the inductive hypothesis, γ ∈ Γ. Clearly sup(M ∩ α) < γ < α. So by Lemma 2.11, α ∈ Γ.
Adequate Sets of Models
In this section we introduce methods for extending adequate sets of models to larger adequate sets. The use of these methods for preserving cardinals in forcing with models as side conditions will be demonstrated in the next section.
First we prove a couple of technical lemmas.
Lemma 3.1. Let M ∈ X , β ∈ Γ, and suppose M ⊆ β.
The next two results show that if you start with an adequate set A, and add to A models of the form M ∩ β, where M ∈ A and β ∈ Γ, then the bigger set is also adequate.
Lemma 3.3. Suppose {M, N } is adequate and β ∈ Γ. Then {M ∩β, N } is adequate. 
Proposition 3.4. Suppose that A is adequate, A ⊆ B ⊆ X , and for all K ∈ B \ A, there is M ∈ A and β ∈ Γ such that K = M ∩ β. Then B is adequate.
Proof. It suffices to show that for all K, L ∈ B, {K, L} is adequate. By Lemma 3.3, this is true if one of K or L is in A. So assume that K and L are both in B \ A. Fix M, N ∈ A and β, γ ∈ Γ such that K = M ∩ β and L = N ∩ γ. Then {M ∩ β, N } is adequate by Lemma 3.3. Hence {M ∩ β, N ∩ γ} is adequate again by Lemma 3.3.
The next result says that adding to an adequate set A a model whose Skolem hull contains the elements of A results in an adequate set. Proposition 3.5. Let A be adequate, and let N ∈ X satisfy that A ⊆ Sk(N ). Then A ∪ {N } is adequate.
An essential part of the arguments for preserving cardinals in forcing with models as side conditions will be to amalgamate conditions over elementary substructures. In particular, this involves amalgamating adequate sets of models. Amalgamation over countable models is handled in Proposition 3.9, and amalgamation over models of size ω 1 is handled in Proposition 3.11.
First we prove two technical lemmas.
Lemma 3.6. Let M and N be in X and let
Lemma 3.7. Let M and N be in X and let
Proof. By the previous lemma it suffices to show that β M,N ≤ β. This follows from Lemma 3.1.
Now we handle amalgamation of adequate sets over countable elementary substructures.
Definition 3.8. Let A be adequate and N ∈ X . We say that A is
Note that if A is adequate and N ∈ X , then by Proposition 3.4 the set
is adequate and N -closed. Proposition 3.9. Let A be adequate, N ∈ A, and suppose that A is N -closed. Let
We split the proof into cases depending on the type of comparison of M and N .
First assume that either Next we handle amalgamation of adequate sets over elementary substructures of size ω 1 . Definition 3.10. Let A be adequate, and let β ∈ Γ. We say that A is β-closed if for all M ∈ A, M ∩ β ∈ A.
Note that if A is adequate and β ∈ Γ, then A ∪ {M ∩ β : M ∈ A} is adequate and β-closed.
Proposition 3.11. Let A be adequate, β ∈ Γ, and suppose that A is β-closed. Let B ⊆ X ∩P (β), and assume that (A∩P (β))∪B is adequate. Then A∪B is adequate.
Proof. Consider N ∈ A \ P (β) and M ∈ B, and we compare N and M . Since A is β-closed, N ∩ β ∈ A ∩ P (β). So we can compare N ∩ β and M . Since
Forcing with Adequate Sets of Models
We now present a simple example to illustrate how the results from the last section can be used to preserve cardinals in forcing with adequate sets of models as side conditions. Definition 4.1. Let P be the forcing poset whose conditions are finite adequate
We use Proposition 3.9 to show that P preserves ω 1 .
Proposition 4.2. The forcing poset P preserves ω 1 .
By Lemma 3.5, B is adequate. We will prove that B is N * -generic. Then B forces that the range ofġ is contained in N , soġ does not collapse ω 1 . Fix a dense set E ∈ N * , and we will show that N * ∩ E is predense below B.
Let C ≤ B be given. Define
Then D is adequate and N -closed. Note that the condition B in the proof above is actually strongly N * -generic. That means that for any set E which is a dense subset of the forcing poset N * ∩ P, B forces that E meets the generic filterĠ. (This property was isolated by Mitchell [7] .) Hence B forces that N * ∩Ġ is a generic filter on N * ∩ P. Similarly, the proofs of the preservation of ω 1 in subsequent sections also show strong genericity.
The preservation of ω 2 involves amalgamating conditions over a model of size ω 1 . This argument sometimes shows that the forcing poset under consideration is ω 2 -c.c. Lemma 4.3. Let Q be a forcing poset. Fix θ > ω 2 with Q ∈ H(θ). Suppose that there exists N * ≺ H(θ) of size ω 1 with Q ∈ N * and N * ∩ ω 2 ∈ ω 2 such that the empty condition is N * -generic. Then Q is ω 2 -c.c.
Proof. Suppose for a contradiction that Q is not ω 2 -c.c. By elementarity we can fix an antichain A of Q in N * such that |A| ≥ ω 2 . Since N * has size ω 1 , we can fix q ∈ A \ N * . Let D be the dense set of conditions which are below some condition in A. Then D ∈ N * by elementarity. Since N * ∩ D is predense below the empty condition, there is w ∈ N * ∩ D which is compatible with q. Fix z ≤ w, q. By elementarity, there is u ∈ N * ∩ A such that w ≤ u. Then z ≤ u, q. Since u, q ∈ A and A is an antichain, u = q. But then q ∈ N * , which contradicts our choice of q.
We use Proposition 3.11 to prove that P preserves ω 2 .
Proposition 4.4. The forcing poset P is ω 2 -c.c.
. We will prove that the empty condition is N * -generic. So fix a dense set E ∈ N * , and we show that N * ∩ E is predense. Let B ∈ P be given. Define
Since C is β * -closed, by Proposition 3.11 we have that C ∪Y is adequate. Hence C ∪Y is a condition below Y and C, and Y ∈ N * ∩E.
Note that P has size ω 2 , and so preserves cardinals larger than ω 2 as well.
Adding a Function
In this section we define a forcing poset for adding a generic function from ω 2 to ω 2 using adequate sets of models as side conditions.
We assume for the remainder of this section that Γ = Λ. It follows by Proposition 2.12 that if {M, N } is adequate, then R M (N ) ⊆ Γ.
Definition 5.1. Let P be the forcing poset whose conditions are pairs (f, A) satisfying:
(1) f is a finite partial function from ω 2 to ω 2 ; (2) A is a finite adequate set;
Notational comment regarding (3): for ordinals α and β, if we let α ′ be the smaller and α ′′ the larger of α and β, then [α, β] denotes the closed interval [α ′ , α ′′ ]. If p = (f, A), we will write f p := f and A p := A. It is easy to see that if (f, A) is a condition, f ′ ⊆ f , and
is a condition. Note that for any ordinal α < ω 2 and any condition (f, A), we can extend (f, A) to a condition (g, B) which includes α in the domain of g. In fact, just let g = f ∪ { α, α }. LetḞ be a P-name for the set
Then P forces thatḞ is a total function from ω 2 to ω 2 .
We will show that P preserves ω 1 and ω 2 . Note that since P has size ω 2 , it preserves all cardinals larger than ω 2 .
Proposition 5.2. The forcing poset P preserves ω 1 .
Proof. Let p ġ : ω → ω 1 is a function. Fix θ > ω 2 regular withġ ∈ H(θ). Let N * be a countable elementary substructure of H(θ) satisfying that P, p,ġ, π, X ∈ N * and N := N * ∩ω 2 ∈ X . Note that since
We will prove that q is N * -generic. Then q forces that the range ofġ is contained in N , soġ does not collapse ω 1 . Fix a dense set D ∈ N * , and we show that N * ∩ D is predense below q. Let r ≤ q be given. Define s = (f r , A ′ ), where
We claim that s is a condition. By Proposition 3.4,
is a finite subset of N and therefore is in N * . Since X ∈ N * , by elementarity we can fix K ∈ N * ∩ X satisfying that u ∈ Sk(K) and R(N ) ⊆ K. Let v = (f u , A * ), where
Let us prove that v is a condition. By Lemmas 3.4 and 3.5, A * is adequate. Suppose
, which we just showed to be impossible.
Therefore 
This contradiction shows that α ′′ < ζ, and therefore α ′′ ∈ K ∩ ζ, which completes the proof that v is a condition.
Fix
We claim that z is a condition. Then clearly z ≤ w, s and we are done. We check properties (1), (2) , and (3) of the definition of P.
(2) A z is adequate by Proposition 3.9 because A s is N -closed. (3) Let M ∈ A w and α ∈ dom(f s ), and suppose that
′ be the smaller and α ′′ the larger of α and f w (α).
′′ , this implies α, f w (α) are in N ∩β M,N and hence in M and we are done.
Otherwise we have α
Proposition 5.3. The forcing poset P preserves ω 2 .
Proof. Let p ġ :
where
Clearly q is a condition. We claim that q is N * -generic. This implies that q forces that the range ofġ is a subset of N * , and hence does not collapse ω 2 . So fix a dense set D ∈ N * . We show that N * ∩ D is predense below q. Consider r ≤ q. We claim that if α ∈ dom(f r ) and one of α, f r (α) is below β * , then they both are below β * . For let α ′ be the smaller and α ′′ the larger of α, f r (α), and assume that α ′ < β * . Suppose for a contradiction that
, where
We claim that s is a condition. So let α ∈ dom(f r ), and fix M ∈ A r such that
, and by Proposition
We will prove that z is a condition. Then clearly z ≤ w, s, completing the proof. We check properties (1), (2) , and (3) of the definition of P.
(
(2) A z is adequate by Proposition 3.11 since A s is β * -closed.
* , the smaller of α, f s (α) is below β * . By the comments above, this implies that α, f s (α) are both below β * . So α, f s (α) ∈ f w . Hence α, f s (α) ∈ M since w is a condition.
Adding a nonreflecting stationary set
We now give a more complex example of a forcing poset using adequate sets of models as side conditions. We define a forcing poset which adds a stationary subset of ω 2 ∩ cof(ω) which does not reflect at any ordinal in Γ.
Definition 6.1. Let P be the forcing poset whose conditions are triples (a, x, A) satisfying:
(1) a is a finite subset of ω 2 ∩ cof(ω); (2) x is a finite set of triples α, γ, β , where α ∈ Γ and γ < β < α; (3) A is a finite adequate set; (4) if α, γ, β and α, γ
If p = (a, x, A) is a condition, we let a p := a, x p := x, and A p := A.
We give some motivation for the definition. The first component of a condition approximates a generic stationary subset of ω 2 ∩ cof(ω). LetṠ be a P-name such that P forcesṠ = {ξ : ∃p ∈Ġ ξ ∈ a p }. For each α ∈ Γ, letċ α be a P-name such that P forceṡ
We will show thatċ α is forced to be cofinal in α. Property (5) in the definition of P will imply thatṠ does contain any limit points ofċ α , and thusṠ ∩α is nonstationary in α.
Note that if (a, x, A) is a condition, M 1 , . . . , M k ∈ A, and β 1 , . . . , β k ∈ Γ, then (a, x, A ∪ {M 1 ∩ β 1 , . . . , M k ∩ β k }) is a condition. For properties (1)-(4) are immediate, and (5) and (6) are preserved under taking initial segments of models.
We now prove that P preserves ω 1 and ω 2 and forces thatṠ is stationary. Since P has size ω 2 , it also preserves cardinals larger than ω 2 . We then analyze the limit points of theċ α 's and show thatṠ does not reflect. Proposition 6.2. The forcing poset P preserves ω 1 and forces thatṠ is stationary.
Proof. Suppose p forces thatġ : ω → ω 1 is a function andĖ ⊆ ω 2 is a club. Fix a regular cardinal θ > ω 2 withġ,Ė ∈ H(θ). Let N * be a countable elementary substructure of H(θ) which contains P, p,ġ,Ė, π, and N := N * ∩ω 2 ∈ X . Note that
It is easy to check that q is a condition. We will prove that q is N * -generic. This implies that q forces that the range ofġ is a subset of N , and hence does not collapse ω 1 . Also sinceĖ ∈ N * , it also implies that q forces that sup(N ∩ ω 2 ) = ξ * ∈Ė ∩Ṡ. So this argument demonstrates that ω 1 is preserved andṠ is stationary. Fix a dense set D ∈ N * , and we show that N * ∩ D is predense below q. Let r ≤ q be given, and we will find w ∈ N * ∩ D which is compatible with r. Let s = (a r , x r , A ′ ), where
Then A s is N -closed. By the comments preceding the proposition, s is a condition.
because it is a finite subset of A u . Now the condition s satisfies the property that s ≤ u, and for all K ∈ Z, there is M ∈ A s such that K is a proper initial segment of M and sup(K) / ∈ M . By elementarity, we can fix a condition
We claim that z is a condition. Then clearly z ≤ w, s and we are done.
(1) and (2) are immediate, and (3) holds because A s is N -closed. (4) Let α, γ, β ∈ x w and α, γ
Now assume that ξ ∈ a w , M ∈ A s , sup(M ∩ ξ) = ξ, and M \ ξ = ∅. Suppose for a contradiction that ξ / ∈ M . Since sup(M ∩ ξ) = ξ and ξ ∈ N , β M,N > ξ by Proposition 2.6. But ξ ∈ N \ M , so the only comparison between M and N that is possible is that M ∩ β M,N is in Sk(N ), and hence in A w . If min(M \ ξ) < β M,N , then ξ ∈ M ∩ β M,N since w is a condition, which is a contradiction. Therefore
and L \ ξ is nonempty. Since w is a condition, ξ ∈ L, which is a contradiction.
(6) Suppose M ∈ A w , α ∈ M , and α, γ, β ∈ x s . Since M ∈ Sk(N ), α ∈ N . Suppose N ∩ [γ, β] = ∅. Then γ, β ∈ N . Hence α, γ, β ∈ x w . So M and α, γ, β satisfy (6) since w is a condition. Suppose N ∩ [γ, β] = ∅. Then since s is a condition, sup(N ∩ α) < γ. Hence sup(M ∩ α) < sup(N ∩ α) < γ, so again (6) is satisfied. Now suppose M ∈ A s , α ∈ M , and α, γ, β ∈ x w . Then α ∈ M ∩ N , so α < β M,N by Proposition 2.6. So if N ∩ β M,N is either equal to M ∩ β M,N or in Sk(M ), then γ, β ∈ M and (6) Proof. We apply Lemma 4.3. Let θ > ω 2 be regular. Fix N * ≺ H(θ) of size ω 1 such that P, π, X ∈ N * and β
. So in particular, N * ∩ P ⊆ Sk(β * ). We will prove that the empty condition is N * -generic. So fix a dense set D ∈ N * , and we show that N * ∩ D is predense. Let r be given. We will find w ∈ N * ∩ D which is compatible with r. Define s = (a r , x r , A ′ ), where
Then s is a condition.
3 , and by Proposition 1.11, A u = A s ∩ P (β * ). Let Z be the set of models in A u of the form M ∩ β * , where M ∈ A s and M \ β * is nonempty. The condition s satisfies that s ≤ u, and for all K ∈ Z, there is M ∈ A s such that K is a proper initial segment of M and sup(K) / ∈ M . By elementarity, we can fix v ≤ u in N * satisfying that for all K ∈ Z, there is M ∈ A v such that K is a proper initial segment of M and sup
We will prove that z is a condition. Then clearly z ≤ w, s and we are done.
(1) and (2) are immediate, and (3) follows from the fact that A s is β * -closed. (4) Let α, γ, β ∈ x w and α, γ ′ , β ′ ∈ x s be distinct. Then α < β * , and hence
Hence ξ ∈ M since w is a condition. Now assume M ∈ A s , ξ ∈ a w , sup(M ∩ ξ) = ξ, and M \ ξ = ∅. We need to show that ξ ∈ M . Note that ξ < β
Since w is a condition, ξ must be in M ′ , which is a contradiction. (6) Suppose M ∈ A w , α ∈ M , and α, γ, β ∈ x s . Since α ∈ M , α < β * , so α, γ, β ∈ x w . So (6) holds for M and α, γ, β because w is a condition. Now assume M ∈ A s , α ∈ M , and α, γ, β ∈ x w . Then α < β
Now we analyze the limit points of the setsċ α , for α ∈ Γ.
Lemma 6.4. Let α be in Γ and let ξ < α. If p forces that ξ is a limit point ofċ α , then there is some M ∈ A p such that sup(M ∩ ξ) = ξ and α = min(M \ ξ).
Proof. Suppose for a contradiction that p forces that ξ is a limit point ofċ α , but there is no M ∈ A p as described. Note that for all α, γ, β ∈ x p , if γ < ξ then β < ξ, since otherwise p would force that ξ is not a limit point ofċ α . We claim that there is no M ∈ A p such that α ∈ M , sup(M ∩ ξ) < ξ, and M ∩ [ξ, α) = ∅. For suppose that there was such an M in A p . Since p forces that ξ is a limit point ofċ α , we can find q ≤ p such that α, γ, β ∈ x q for some γ, β < ξ where γ > sup(M ∩ ξ). But then M ∩ [γ, β] = ∅ and γ < sup(M ∩ α), contradicting property (6) in the definition of P. So if M ∈ A p , α ∈ M , and sup(M ∩ ξ) < ξ, then sup(M ∩ ξ) = sup(M ∩ α).
Define sets A 0 , A 1 , and A 2 by
By the claim in the preceding paragraph, A =
A 0 ∪ A 1 ∪ A 2 . By our assumption for a contradiction, if M ∈ A 2 then M ∩ [ξ, α) = ∅. Also note that if M, N ∈ A 1 ∪ A 2 , then α ∈ M ∩ N which implies that β M,N > α by Proposition 2.6. In particular, if M ∈ A 1 and N ∈ A 2 , then M ∩ α ∈ Sk(N ); for sup(M ∩ α) < ξ ≤ sup(N ∩ α) < β M,N ,
which implies that the other two types of comparison are impossible.
Let M be ∈-minimal in A 2 . Let α * = min(M \ ξ). Then ξ ≤ α * < α. Fix γ < ξ in M such that for all N ∈ A 1 , sup(N ∩ α) < γ, and for all α, ζ, β ∈ x p , if ζ < ξ then ζ, β < γ. Now define q by
We will prove that q is a condition. Then clearly q forces that ξ is not a limit point ofċ α , and we have a contradiction.
(1), (2), (3), and (5) are immediate. For (4), consider α, γ
To finish the proof, let us show that P forces thatṠ ∩ α is nonstationary in α for all α ∈ Γ. Fix α ∈ Γ. First let us see that P forces thatċ α is unbounded in α. Let p ∈ P and consider ζ < α. Since α has cofinality ω 1 , we can find γ < α such that (1) ζ < γ, (2) sup(M ∩ α) < γ for all M ∈ A p , and (3)
It is easy to check that q is a condition, and clearly q forces thatċ α contains a point above ζ. Now suppose that p forces that ξ is a limit point ofċ α . We will prove that p forces that ξ is not inṠ. Otherwise we can extend p to q such that ξ ∈ a q . By Lemma 6.4, there is some M ∈ A q such that sup(M ∩ ξ) = ξ and α = min(M \ ξ). So we have that ξ ∈ a q , M ∈ A q , sup(M ∩ ξ) = ξ, and M \ ξ = ∅. By (5) in the definition of P, ξ must be in M . But α = min(M \ ξ) implies ξ is not in M , and we have a contradiction. This shows that P forces thatṠ is disjoint from the club of limit points of the setċ α , hence is nonstationary in α.
Note that in the case Γ = Λ, P forces thatṠ ∩ C does not reflect to any ordinal in ω 2 ∩ cof(ω 1 ), since any such reflection point would be in Λ since it is a limit point of C with cofinality ω 1 .
Adding a Kurepa Tree
In our last application in the paper, we define a forcing poset which adds an ω 1 -Kurepa tree with finite conditions. By a finite tree on ω 1 we mean a pair T = (|T |, < T ) satisfying:
(1) |T | is a finite subset of ω 1 ; (2) < T is an irreflexive, transitive relation on |T |;
Given finite trees T and U on ω 1 , we say that U end-extends T if |T | ⊆ |U | and
Given a finite tree T on ω 1 and an ordinal α < ω 1 , let
. Note that T ↾ α and T \ α are finite trees on ω 1 .
Suppose S and T are finite trees on ω 1 such that |T | ∩ α = ∅ and |S| ⊆ α. Let X be any set of minimal nodes of T and let g : X → |S| be any function. Then we can amalgamate S and T by letting a be the immediate successor of g(a) for each a ∈ X. Specifically, define U by letting |U | = |T | ∪ |S|, and letting x < U y if either x < T y, x < S y, or there is a ∈ X such that x ≤ S g(a) and a ≤ T y. Then U is a finite tree on ω 1 and U end-extends S and T . Also the maximal nodes of U are the maximal nodes of T together with the maximal nodes of S which are not in the range of g. The proof is straightforward.
The next lemma will be useful for amalgamating conditions in our forcing poset for adding a Kurepa tree.
Lemma 7.1. Let T be a finite tree on ω 1 and let α < ω 1 . Suppose that S is an end-extension of T ↾ α such that |S| ⊆ α. Let X be a set of minimal nodes of T \ α, which includes all minimal nodes of T \ α which are not minimal in T . If a ∈ X is not minimal in T , let a * be the immediate predecessor of a in T . Let g : X → |S| be a function satisfying that for all a ∈ X, if a is not minimal in T then a * ≤ S g(a) and {t ∈ |T | : a * < S t ≤ S g(a)} = ∅, and if a is minimal in T then {t ∈ |T | : t ≤ S g(a)} = ∅.
Define U by letting U = |S| ∪ |T |, and letting x < U y if either x < T \α y, x < S y, or there is a ∈ X such that x ≤ S g(a) and a ≤ T y. Then U is a finite tree on ω 1 which end-extends S and T . Moreover, the maximal nodes of U are the maximal nodes of T \ α together with the maximal nodes of S which are not in the range of g.
Proof. By the comments preceding the lemma, U is a finite tree on ω 1 which endextends T \ α and S, and the maximal nodes of U are the maximal nodes of T \ α together with the maximal nodes of S which are not in the range of g. It remains to show that U end-extends T . Suppose x < U y, where x, y ∈ |T |. If x and y are either both below α or both at least α, then x < T y since U end-extends S and T \ α. Assume x < α ≤ y. Then x ≤ S g(a) and a ≤ T y for some a ∈ X. Now a cannot be minimal in T because otherwise by assumption on g, {t ∈ |T | : t ≤ S g(a)} = ∅, contradicting the choice of x. So x and a * are both below g(a) in S and hence are comparable; but by assumption on g, we cannot have a
We are now ready to define our forcing poset for adding an ω 1 -Kurepa tree. The definition is fairly simple; on the other hand, the proof of the preservation of ω 1 and ω 2 is quite involved. (2) , and (3) are immediate, and property (4) is preserved under taking initial segments of models.
The next lemma describes how to polish a condition in a way that will help in the proof of the preservation of ω 1 . Lemma 7.3. Let p be a condition and let N ∈ A p . Then there exists r ≤ p satisfying:
(1) T r has no maximal nodes which are less than N ∩ ω 1 ; (2) the function which sends a minimal node of T r \ N to its immediate predecessor in T r , if it exists, is injective and its range is an antichain.
Proof. Let c 1 , . . . , c m denote the maximal nodes of T p which are below N ∩ ω 1 . Choose distinct ordinals β 1 , . . . , β m in ω 1 which are larger than N ∩ ω 1 and larger than all ordinals appearing in T p . We define q = (T q , F q , A q ) as follows. Extend T p to T q by placing β i as the immediate successor of c i for i = 1, . . . , m. Let
If a is a maximal node of T q different from the β i 's, then a is a maximal node of T p and a ≥ N ∩ ω 1 ; in that case let F q (a) = F p (a). Let A q = A p . The proof that q is a condition below p is straightforward, and q clearly satisfies (1) . Let X be the set of minimal nodes of T q \ N which are not minimal in T q . For each a ∈ X let a ′ be the immediate predecessor of a in T q . Now choose for each a ∈ X some ordinal g(a) in N larger than a ′ and different from the ordinals in T q . We also choose the values for g so that g is injective. Let S be obtained from T q ↾ N by adding g(a) above a ′ for each a ∈ X. Clearly g satisfies the assumption of Lemma 7.1, so we can define T r by amalgamating S and T q using g as described there. Note that T r has the same maximal nodes as T q , so we can let F r = F q . Let us check that r is a condition. (1), (2), and (3) are immediate. For (4), let M ∈ A r = A q , and suppose c < Tr a, b, where a, b are maximal in T r and F r (a), F r (b) ∈ M . Then a, b are maximal in T q and F q (a), F q (b) ∈ M . If c is in T q then c < Tq a, b, so c ∈ M . Otherwise c = g(x) for some x ∈ X. By definition of T r , we have x ≤ Tq a, b. So in fact x < Tq a, b, since a and b are distinct maximal nodes of T q . Since q is a condition, x ∈ M . Therefore c ∈ M since c < x. This proves that r is a condition. Easily r ≤ q and (1) of the lemma holds since T r and T q have the same maximal nodes and F r = F q . Note that the elements of the range of g are maximal in T r ↾ N and hence are incomparable, so (2) is satisfied. Proof. Let p ġ : ω → ω 1 be a function. Fix θ > ω 2 regular withġ ∈ H(θ). Let N * be a countable elementary substructure of H(θ) satisfying that P, p,ġ, π, X ∈ N *
We will prove that q is N * -generic. Then q forces that the range ofġ is contained in N , soġ does not collapse ω 1 . Fix a dense open set D ∈ N * , and we show that N * ∩ D is predense below q. Let r ≤ q be given. Applying Lemma 7.3 and the fact that D is dense open, we can find r ′ ≤ r in D satisfying that T r ′ has no maximal nodes below N ∩ ω 1 , and the function which sends a minimal node of T r ′ \ N to its immediate predecessor, if it exists, is injective and its range is an antichain. Now define s = (T r ′ , F r ′ , A * ), where
Then s is a condition in D below q and s satisfies the conclusions of Lemma 7.3.
Claim. There exists a condition v ∈ N * ∩ D satisfying:
(1) there is an isomorphism σ : T s → T v which is the identity on T s ↾ N ; (2) for all y ∈ T s \ N and
We prove the claim. Let α 1 , . . . , α m and β 1 , . . . , β n list the elements of |T s | ∩ N and |T s | \ N respectively in ordinal increasing order. Define sets P 1 , . . . , P k which are subsets of {1, . . . , n} by letting j ∈ P i if β j is maximal in T s and F s (β j ) ∈ M i \N . Let S be the set of j ∈ {1, . . . , n} such that β j is maximal in T s and F s (β j ) ∈ N . For each j ∈ S let ξ j := F s (β j ).
Consider the first order language with constant symbols y 1 , . . . , y m and z 1 , . . . , z n , and a binary relation symbol R. Let Σ be the set of all sentences in this language which are true in the structure T = (|T s |, < Ts , α 1 , . . . , α m , β 1 , . . . , β n ) , where R T = < Ts , y T i = α i for i = 1, . . . , m, and z T j = β j for j = 1, . . . , n. The condition s is in D and satisfies the following properties:
(a) there is an increasing sequence of ordinals γ 1 , . . . , γ n larger than α 1 , . . . , α m and larger than (
. . , P k , S, ξ j : j ∈ S , and A s ∩ N * are all in N * . So by elementarity, there is a condition v in N * ∩ D satisfying:
(i) there is an increasing sequence of ordinals γ 1 , . . . , γ n larger than α 1 , . . . , α m and larger than (
Define σ : T s → T v by letting σ(α i ) = α i for i = 1, . . . , m, and σ(β j ) = γ j for j = 1, . . . , n. Then by the choice of Σ, σ is an isomorphism, and σ is the identity on T ↾ N . If x is maximal in T s and F s (x) ∈ N , then x = β j for some j ∈ S. By (iv),
. This completes the proof of the claim.
We will define a condition z = (T z , F z , A z ), and prove that z ≤ v, s, which completes the proof.
We apply Lemma 7.1 to amalgamate the trees T v and T s . Let X be the set of all minimal nodes a of T s \ N such that either a is not minimal in T s , or there is a maximal node d with a ≤ Ts d and F s (d) ∈ N . Note that in the second case, d is unique, since otherwise by (4) in the definition of P, a would be in N . For each a in X which is not minimal in T s , let a * be the immediate predecessor of a in T s . Recall that by the choice of s, a * and b * are incomparable for distinct a and b. We now define a function g : X → |T v | which will satisfy that for all a ∈ X, if a is not minimal in T s then a * ≤ Tv g(a) and {t ∈ |T s | : a * < Tv t ≤ Tv g(a)} = ∅, and if a is minimal in T s then {t ∈ |T s | : t ≤ Tv g(a)} = ∅. So fix a ∈ X and we define g(a). Let us check that this definition satisfies the requirements. First assume that a is not minimal in T s . Then since a
. Suppose for a contradiction that there exists t in T s such that a
This implies that t < Ts a. So a * < Ts t < Ts a, which contradicts that a * is the immediate predecessor of a. Now suppose that a is minimal in T s . If t ∈ |T s | and t ≤ Tv g(a) = σ(d), then σ(t) = t ≤ Tv σ(d) and hence t ≤ Ts d. Thus t < Ts a which contradicts that a is minimal in T s .
Define T z by letting |T z | = |T s | ∪ |T v |, and letting x < Tz y if either x < Tv y, x < Ts\N y, or there is a ∈ X such that x ≤ Tv g(a) and a ≤ Ts y. Then T z is a finite tree on ω 1 which end-extends T s and T v . Also the maximal nodes of T z are the maximal nodes of T s together with the maximal nodes of T v which are not in the range of g. By the choice of s, any maximal node of T s is at least N ∩ ω 1 , so is not a maximal node of T v . Now we define F z . Suppose a is a maximal node of T z . If a is a maximal node of T s then we let F z (a) = F s (a). If a is a maximal node of T v then we let
This completes the definition of z. We check that z satisfies properties (1)- (4) in the definition of P. (1) and (3) are clear.
(2) Let us prove that F z is injective. The only nontrivial case to consider is when d is maximal in T s and
(4) Let M ∈ A z , and assume that a and b are maximal nodes of T z such that Case A: , where x and y are as described above. In particular, a and b are maximal in T s . Note that x = y, since otherwise x is not in N but has two distinct maximal nodes above it in T s which map by F s into N , contradicting (4) in the definition of P. But g is injective, so g(
. So c and σ(y) are comparable in T v . Suppose for a contradiction that σ(y) < Tv c. 
The proof is the same as in Case B, with the roles of a and b switched.
. Fix x and y minimal in T s \ N which are below a and b. If x = y, then x < Ts a, b and hence x ∈ M since s is a condition. Since c < x, this implies c ∈ M and we are done. So assume x = y. Then g(x) = g(y), and hence c < Tv g(x), g(y). Note that c and σ(x) are comparable. For in case 1 of the definition of g, g(x) = x * < Tv σ(x), and in case 2, σ(x) ≤ Tv g(x). Similarly, c and σ(y) are comparable. But x and y are incomparable in T s , so σ(x) and σ(y) are incomparable in T v . This implies that c < Tv σ(x), σ(y), since any other comparison of c with σ(x) and σ(y) would yield that σ(x) and σ(y) are comparable.
This completes the proof that T z is a condition. To finish the proof, we show that z ≤ v, s. We already know by Lemma 7.1 that T z end-extends T v and T s . Also A v , A s ⊆ A z by definition. Let a be maximal in T s . Then a ≥ N ∩ ω 1 by the choice of s. So F z (a) = F s (a) and a is still maximal in T z . This proves that z ≤ s. Now assume that a is maximal in T v . If a is still maximal in T z , then F z (a) = F v (a) and we are done. Otherwise a is in the range of g. That means there is a maximal node
Proposition 7.5. The forcing poset P is ω 2 -c.c.
Proof. Let θ > ω 2 be regular. Fix N * ≺ H(θ) of size ω 1 such that P, π, X ∈ N * and β
. We claim that the empty condition is N * -generic. By Lemma 4.3, this implies that P is ω 2 -c.c. So fix D ∈ N * a dense open subset of P. We show that N * ∩ D is predense in P.
Let p be a condition, and we find a condition in N * ∩ D which is compatible with p. Fix q ≤ p in D. Let r = (T r , F r , A ′ ), where
Let T := T r . Let M 1 , . . . , M k list the elements M of A r such that M \ β * is nonempty. Define P 1 , . . . , P k subsets of |T | by letting a ∈ P i if a is maximal in T and F r (a) ∈ M i \ β * . Let S be the set of maximal nodes a of T such that F r (a) < β * . For each a ∈ S let ξ a := F r (a).
Claim: There exists a condition v ∈ N * ∩ D satisfying:
We prove the claim. The condition r is in D and satisfies the following properties:
Now the objects D, T , S, ξ a : a ∈ S , M 1 ∩ β * , . . . , M k ∩ β * , P 1 , . . . , P k , and A r ∩P (β * ) are in N * . So by elementarity, we can find a condition v in N * satisfying:
(iv) for all a ∈ |T v | and i = 1, . . . , k, a ∈ P i iff a is maximal in T v and
Clearly v satisfies the properties listed in the claim.
We define a condition z = (T z , F z , A z ) which is below v and r. Let Z be the set of maximal nodes a of T v such that F r (a) ≥ β * . Define the tree T z by adding above each a in Z two immediate successors a 0 and a 1 . Define F z by letting F z (a 0 ) = F v (a) and F z (a 1 ) = F r (a) for a ∈ Z, and
Let us prove that z is a condition. (1) and (3) are immediate. (2) The proof that F z is injective is trivial, but splits into a multitude of cases. We leave the straightforward verification to the reader.
(4) Let M ∈ A z , and let c, d be distinct maximal nodes of T z such that F z (c) and
Case 1: First assume that F z (c),
Then c is either maximal in T v or is equal to a 0 for some a ∈ Z, and similarly with d. In any of these four cases, the node e is below two maximal nodes in T v which map under
Case 2: Now assume F z (c), Note that for any ordinal α < ω 1 , there are densely many q with α ∈ |T q |. Indeed, given a condition p, if α is not already in T p , then let T q = (|T p | ∪ {α}, < Tp ), and extend F p to F q by letting F q (α) be any value not in the range of F p . Then easily q = (T q , F q , A p ) is a condition below p.
LetṘ be a P-name such that P forces thatṘ is the set of pairs (α, β) for which there exists p ∈Ġ such that α < Tp β. LetṪ be a P-name for the pair (ω 1 ,Ṙ). It is straightforward to check that P forces thatṪ is a tree which end-extends T p for all p ∈Ġ. Lemma 7.6. The forcing poset P forces that each level ofṪ is countable.
Proof. Suppose for a contradiction that there is a condition p and an ordinal α < ω 1 such that p forces that α is the least ordinal such that level α ofṪ is uncountable. Then we can find q ≤ p, γ, and b satisfying:
(1) b ∈ T q ; (2) b ≥ γ + ω; (3) q forces that b has height α inṪ ; (4) q forces that any node ofṪ of height less than α is less than γ.
Note that for any ξ with γ ≤ ξ < b, q forces that ξ is not below b inṪ .
Choose an ordinal a such that γ ≤ a < b and a is different from any ordinal in |T q |. Define T r by letting |T r | = |T q | ∪ {a}, and letting x < Tr y if either x < Tq y, x < Tq b and y = a, or x = a and b ≤ Tq y. In other words, we add a so that it is an immediate predecessor of b. Easily T r is a tree which end-extends T q . Also T r and T q have the same maximal nodes.
Let r = (T r , F q , A q ). We claim that r is a condition. (1), (2) , and (3) are immediate. For (4), let M ∈ A r and suppose that d and e are distinct maximal nodes of T r , F r (d) and F r (e) are in M , and c < Tr d, e. Note that d, e ∈ |T q |. If c ∈ |T q |, then c ∈ M since q is a condition. Otherwise c = a. Since b is the unique immediate successor of a, and d and e are distinct, we must have that b < Tr d, e. But then b ∈ M since q is a condition. Since a < b, a ∈ M because M ∩ ω 1 is an ordinal. This proves that r is a condition. Clearly r ≤ q. But this is a contradiction since a ≥ γ and r forces that a is below b inṪ .
The next lemma completes the proof thatṪ is forced to be a Kurepa tree.
Lemma 7.7. The forcing poset P forces thatṪ has ω 2 many branches.
Proof. Let i < ω 2 . Letḃ i be a name such that P forces that a ∈ḃ i iff for some p ∈Ġ, there is a maximal node b of T p such that α ≤ Tp b and F p (b) = i.
We claim thatḃ i is forced to be a cofinal branch ofṪ . It is easy to see thatḃ is forced to be downwards closed. To see thatḃ i is forced to be a branch, let G be a generic filter on P, and let T :=Ṫ G and b i :=ḃ G i . Suppose that α and β are in b i , and we show that they are comparable in T . Fix p and q in G such that there are maximal nodes b and c of T p and T q above α and β respectively such that Let us show thatḃ i is cofinal inṪ . It suffices to show that there are cofinally many α in ω 1 which are inḃ i . So let p ∈ P and γ < ω 1 be given. Choose an ordinal a larger than γ and larger than all the ordinals in T p . We will define q ≤ p such that a is a maximal node of T q and F q (a) = i.
If there does not exist a maximal node b in T p such that F p (b) = i, then let T q = (|T p | ∪ {α}, < Tp ). In other words, we add α as a minimal node of T q . Define F q extending F p by letting F q (α) = i. Then q = (T q , F q , A p ) is as desired. Now suppose there is a maximal node b in T p such that F p (b) = i. Then define T q by adding α as an immediate successor of b. Extend F p to F q by letting F q (α) = i. It is easy to check that q = (T q , F q , A p ) is a condition, and clearly q is as desired.
Finally, we show that if i = j thenḃ i andḃ j are distinct. As shown in the previous paragraph, we can extend a given condition p to a condition q such that there are maximal nodes a and b of T q such that F q (a) = i and F q (b) = j. Then q forces that b ∈ḃ j . We claim that q forces that a / ∈ḃ j . Otherwise there is r ≤ q and a maximal node c of T r such that a ≤ Tr c and F r (c) = j. Since r ≤ q, there is a maximal node d of T r such that b ≤ Tr d and F r (d) = F q (b) = j. As F r is injective, c = d. But then a and b are both below c in T r , which implies that they are comparable in T r . Hence they are comparable in T q since T r end-extends T q . This is a contradiction since a and b are distinct maximal nodes of T q .
