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Abstract
This paper deals with the existence of positive solutions for the fourth-order nonlinear ordinary differential equation
x ′′′′(t) = λg(t) f (t, x(t), x ′′(t)), 0 < t < 1,
subject to the boundary conditions:
αx(0)− βx ′(0) = δx(1)+ γ x ′(1) = 0, x ′′(0) = x ′′(1)−
m−2∑
i=1
ηi x
′′(ξi ) = 0,
where α, β, γ, δ ≥ 0 are constants such that ρ = αδ + αγ + βδ > 0, and ξi ∈ (0, 1), ηi ∈ [0,+∞) (i = 1, 2, . . . ,m − 2).
By means of a fixed-point theorem due to Krasnaselskii, some new existence results of positive solutions for the above multi-point
boundary value problem are obtained, which improve the main results of Graef et al. [J.R. Graef, C. Qian, B. Yang, A three-point
boundary value problem for nonlinear fourth-order differential equations, J. Math. Anal. Appl. 287 (2003) 217–233]. An example
is given to demonstrate the main results of this paper.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
Consider the following fourth-order nonlinear ordinary differential equation
x ′′′′(t) = λg(t) f (t, x(t), x ′′(t)), 0 < t < 1, (1.1)
subject to the boundary conditions:
αx(0)− βx ′(0) = δx(1)+ γ x ′(1) = 0, x ′′(0) = x ′′(1)−
m−2∑
i=1
ηi x
′′(ξi ) = 0, (1.2)
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where λ > 0 is a parameter, α, β, γ, δ ≥ 0 are constants such that ρ = αδ + αγ + βδ > 0, and ηi ∈ [0,+∞), ξi ∈
(0, 1) (i = 1, . . . ,m − 2).
Boundary value problems for ordinary differential equations arise from a large number of nonlinear problems in
physics, biology and chemistry, they play a very important role in theory and application. Eq. (1.1) is used to describe
the deformation of an elastic beam equation. For example, problem (1.1) subject to the Lidstone boundary value
conditions
x(0) = x(1) = x ′′(0) = x ′′(1) = 0
is used to model phenomena such as the deflection of elastic beam simply supported at the endpoints, see [1–8]. A
brief discussion, which is easily accessible to the nonexpert reader, of the physical interpretation for some boundary
value conditions associated with the linear beam equation can be found in Zill and Cullen [9]. The other works, such
as, Agarwal [10], O’Regan [11], Schroder [12] are rich sources of such applications. Recently, in the case where f
does not depend on the derivatives x ′′ and g does not have any singularity, Graef et al. [13] established the existence
and nonexistence results of positive solutions for the following fourth-order three-point boundary value problem
x ′′′′(t) = λg(t) f (x(t)), 0 < t < 1, (1.3)
together with the boundary conditions
x(0) = x ′(1) = x ′′(0) = x ′′(p)− x ′′(1) = 0, (1.4)
where p ∈ (0, 1) is a constant. In [13], the authors point out that the following problem
x ′′′′ = g(t) f (x(t)), 0 < t < 1, (1.5)
x ′(0) = 0, x ′′′(1) = 0, x(0) = x ′(1) = 0, (1.6)
can be viewed as limiting case problems (1.3) and (1.4). This implies that it is necessary and quite natural to study
fourth-order multi-point boundary value problems. In this paper, we extend the results obtained in [13] to the more
general multi-point boundary value problems which is a generalization of problems (1.3) and (1.4). We would stress
that the results presented in this paper complement and improve those obtained in [13]. Since we study nonlinearity
f contains the derivatives; i.e., f depends on x ′′ and g can be singular at t = 0 and/or t = 1. In order to overcome
the difficulty of the derivatives that appear, our main technique is to reduce the order of the equation by constructing
an available operator. This is essentially different from [13] and the previous papers [3–8,10–12].
This paper is organized as follows. In Section 2, we firstly approximate the singular fourth-order boundary value
problem to the singular second-order boundary value problem by constructing an integral operator. Then some
preliminaries and lemmas are presented for use later. Section 3 is devoted to the proof of main results on the existence
of positive solutions to problem (1.1) and (1.2). Our main tool is the following well-known Krasnaselskii’s fixed-point
theorem in cone:
Lemma 1.1 ([14]). Let X be a real Banach space, Q ⊂ X be a cone. Assume Ω1,Ω2 are two bounded open subsets
of X with θ ∈ Ω1,Ω1 ⊂ Ω2, and let T : Q ∩ (Ω2 \ Ω1) → Q be a completely continuous operator such that either
(1) ‖Tu‖ ≤ ‖u‖, u ∈ Q ∩ ∂Ω1 and ‖Tu‖ ≥ ‖u‖, u ∈ Q ∩ ∂Ω2, or
(2) ‖Tu‖ ≥ ‖u‖, u ∈ Q ∩ ∂Ω1 and ‖Tu‖ ≤ ‖u‖, u ∈ Q ∩ ∂Ω2.
Then T has a fixed point in Q ∩ (Ω2 \ Ω1).
2. Preliminaries and some lemmas
Throughout this paper, we always make the following assumptions:
(H1) α, β, γ, δ ≥ 0, ρ = αδ + αγ + βδ > 0, ηi ∈ [0,+∞)(i = 1, 2, . . . ,m − 2) and 0 < ξ1 < ξ2 < · · · <
ξm−2 < 1 satisfies 0 <
∑m−2
i=1 ηiξi < 1.
(H2)g : (0, 1) → [0,+∞) is continuous and satisfies
0 <
∫ 1
0
g(s)ds < +∞.
(H3) f : [0, 1] × [0,+∞)× (−∞, 0] → [0,+∞) is continuous.
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Remark 2.1. The condition (H2) implies that g can have singularities at t = 0 and/or t = 1. And the condition (H2)
also yields that
0 <
∫ 1
0
(1− s)g(s)ds,
∫ 1
0
sg(s)ds,
∫ 1
0
s2g(s)ds < +∞.
Let X = C[0, 1], it follows that (X, ‖ · ‖) is a Banach space, where ‖ · ‖ is defined as usual by supernorm
‖u‖ = sup
t∈[0,1]
|u(t)|.
Now we denote the Green function for the boundary value problem{−x ′′ = 0, 0 < t < 1,
αx(0)− βx ′(0) = δx(1)+ γ x ′(1) = 0,
by G(t, s), it is known that G(t, s) can be written by
G(t, s) = 1
ρ
{
(γ + δ − γ t)(β + αs), 0 ≤ s ≤ t ≤ 1,
(γ + δ − γ s)(β + αt), 0 ≤ t ≤ s ≤ 1, (2.1)
where ρ = αδ + αγ + βδ > 0. Define an integral operator S : C[0, 1] → C[0, 1] by
(Sv)(t) =
∫ 1
0
G(t, τ )v(τ )dτ.
Then, by (2.1), we have{
(Sv)′′(t) = −v(t), 0 < t < 1,
α(Sv)(0)− β(Sv)′(0) = δ(Sv)(1)+ γ (Sv)′(1) = 0. (2.2)
Consequently, we have the following lemma:
Lemma 2.1. The fourth-order nonlinear ordinary Eqs. (1.1) and (1.2) have a positive solution if and only if the
following integral-differential boundary value problem
v′′(t)+ λg(t) f (t, (Sv)(t),−v(t)) = 0, 0 < t < 1,
v(0) = 0, v(1) =
m−2∑
i=1
ηiv(ξi ),
(2.3)
has a positive solution.
Proof. In fact, by (2.2), if x(t) is a solution of (1.1) and (1.2), then v(t) = −x ′′(t) is a solution of (2.3). Conversely,
if v(t) is a solution of (2.3), let x(t) = (Sv)(t), by (2.2), we have x ′′(t) = (Sv)′′(t) = −v(t). Then x(t) = (Sv)(t) is
a solution of (1.1) and (1.2). The proof of Lemma 2.1 is completed. 
Now let P = {x ∈ C[0, 1] : x(t) ≥ 0, t ∈ [0, 1]} and Q = {x ∈ P : x(t) ≥ ‖x‖q(t), t ∈ [0, 1]}, where
q(t) =
m−2∑
i=1
ηi (1− ξi )ξ1
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
t. (2.4)
Clearly, Q ⊂ P and P, Q are cones of C[0, 1]. Define a linear operator L : C[0, 1] → C[0, 1] by
(Ly)(t) = t
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)y(s)ds −
∫ t
0
(t − s)y(s)ds
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− t
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ ξi
0
(ξi − s)y(s)ds, t ∈ [0, 1].
Remark 2.2. If y(t) ∈ P , then by simple computation, we easily find that L is a positive linear operator,
i.e., (Ly)(t) ≥ 0 for any y ∈ P .
Next define the nonlinear operators F : P → P and T : P → C[0, 1] by
(Fy)(t) = λg(t) f (t, (Sy)(t),−y(t)), t ∈ [0, 1],
and
(T y)(t) = (LFy)(t), t ∈ [0, 1],
respectively.
In order to prove the main results, we need the following lemmas, thereinto, Lemma 2.2 is obtained in paper [15].
Lemma 2.2 ([15]). Suppose that (H1) holds. If y(t) ∈ C(0, 1) and y(t) ≥ 0 on (0,1) with
∫ 1
0 (1− s)y(s)ds < +∞,
then v ∈ C[0, 1] ∩ C2(0, 1) is a solution of the following m-point boundary value problem
v′′(t)+ y(t) = 0, t ∈ (0, 1),
v(0) = 0, v(1) =
m−2∑
i=1
ηiv(ξi ),
if and only if v ∈ C[0, 1] is a solution of the following integration equation
v(t) = (Ly)(t), t ∈ [0, 1].
Lemma 2.3. Suppose that (H1)− (H3) hold. Then T : P → Q is a completely continuous operator.
Proof. Assume that v(t) = (T y)(t) for some y ∈ P . It follows from Lemma 2.2 that
v′′(t)+ λg(t) f (t, (Sy)(t),−y(t)) = 0, 0 < t < 1,
v(0) = 0, v(1) =
m−2∑
i=1
ηiv(ξi ).
Clearly, v′′(t) ≤ 0 for all t ∈ (0, 1) and which implies that v is a concave function on [0,1]. We assert that v(t) ≥ 0
for all t ∈ [0, 1]. In fact, If v(1) < 0, then from the concavity of v, we know that
v(ξi )
ξi
≥ v(1)
1
, i = 1, 2, . . . ,m − 2.
So
v(1) =
m−2∑
i=1
ηiv(ξi ) ≥
m−2∑
i=1
ηiξiv(1).
This contradicts the fact that 0 <
∑m−2
i=1 ηiξi < 1. Thus we have v(1) ≥ 0. The concavity of v together with the
boundary condition v(0) = 0 and v(1) ≥ 0 implies that v ≥ 0 for t ∈ [0, 1].
On the other hand, for all i = 1, 2, . . . ,m − 2, from the concavity of v, we have
v(t) ≤ v(1)− v(ξi )
1− ξi (t − 1)+ v(1), t ∈ [0, ξ1],
so,
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v(t)ηi (1− ξi ) ≤ ηi [v(ξi )− v(1)] (1− t)+ v(1)ηi (1− ξi ), t ∈ [0, ξ1].
Thus, together with the boundary condition v(1) =∑m−2i=1 ηiv(ξi ), we have
v(t) ≤ v(1)
m−2∑
i=1
ηi (1− ξi )+ (1−
m−2∑
i=1
ηi )(1− t)
m−2∑
i=1
ηi (1− ξi )
≤

v(1)
m−2∑
i=1
ηi (1− ξi )+ (1−
m−2∑
i=1
ηi )
m−2∑
i=1
ηi (1− ξi )
,
m−2∑
i=1
ηi < 1,
v(1)
m−2∑
i=1
ηi (1− ξi )+ (1−
m−2∑
i=1
ηi )(1− ξ1)
m−2∑
i=1
ηi (1− ξi )
,
m−2∑
i=1
ηi ≥ 1,
≤ v(1)
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
m−2∑
i=1
ηi (1− ξi )
, t ∈ [0, ξ1]. (2.5)
It follows from the concavity of v and (2.5) that
v(t) ≤ v(ξ1)
ξ1
t ≤ v(ξ1)
ξ1
≤ v(1)
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
m−2∑
i=1
ηi (1− ξi )ξ1
, t ∈ [ξ1, 1]. (2.6)
Clearly, (2.5) and (2.6) imply that
v(1) ≥
m−2∑
i=1
ηi (1− ξi )ξ1
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
‖v‖.
Notice that v is a concave function on [0,1], we have
v(t) ≥ [v(1)− v(0)] t = v(1)t ≥
m−2∑
i=1
ηi (1− ξi )ξ1t
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
‖v‖
= q(t)‖v‖, t ∈ [0, 1],
where q(t) is defined by (2.4). This means that T : P → Q.
Next we show that T is a completely continuous operator. Let D ⊂ P be any bounded set, then for any v ∈ D,
there exists a constant M > 0 such that ‖ v ‖≤ M . Since
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‖Sv‖ = max
t∈[0,1]
∫ 1
0
G(t, s)v(s)ds ≤ max
t∈[0,1]
∫ 1
0
G(t, s)ds‖v‖ ≤ ΓM,
where Γ = maxt∈[0,1]
∫ 1
0 G(t, s)ds. Take
N = max{ f (t, u1, u2) : (t, u1, u2) ∈ [0, 1] × [0,ΓM] × [−M, 0]}.
Then, for any v ∈ D and t ∈ [0, 1], we have
|(T v)(t)| =
∣∣∣∣∣∣∣∣∣
λt
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds − λ
∫ t
0
(t − s)g(s) f (s, (Sv)(s),−v(s))ds
− λt
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ ξi
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds
∣∣∣∣∣∣∣∣∣
≤ λ
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds + λ
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
+ λ
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
≤
λ
(
2+
m−2∑
i=1
ηi (1− ξi )
)
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
≤
λN
(
2+
m−2∑
i=1
ηi (1− ξi )
)
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)ds
< +∞.
Therefore, T (D) is uniformly bounded for any bound set D.
In what follows, we shall prove that T (D) is equicontinuous. In fact, for all v ∈ D, 0 ≤ t1 < t2 ≤ 1, we have
|(T v)(t2)− (T v)(t1)| ≤ λ
∫ t1
0
(t2 − t1)g(s) f (s, (Sv)(s),−v(s))ds
+ λ
∫ t2
t1
(t2 − s)g(s) f (s, (Sv)(s),−v(s))ds
+ λ(t2 − t1)
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
+ λ(t2 − t1)
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ ξi
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds
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≤ λN

∫ 1
0
(t2 − t1)g(s)ds +
∫ t2
t1
(1− s)g(s)ds
+
(
1+
m−2∑
i=1
ηi
)∫ 1
0 (1− s)g(s)ds
1−
m−2∑
i=1
ηiξi
(t2 − t1)
 . (2.7)
By (H2) and (2.7), T is equicontinuous.
Finally, from (H3), it is not difficult to prove that T is continuous. Thus, using the Ascoli–Arzela theorem,
T : P → Q is a completely continuous operator. 
3. Main results
In this section, we present the main results of this paper and their proofs. To begin with, we introduce the following
constants for notational convenience:
F0 = lim sup
u1→0+
u2→0−
max
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| , f∞ = lim inf|u1|+|u2|→+∞
u1≥0, u2≤0
min
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| ,
F∞ = lim sup
|u1|+|u2|→+∞
u1≥0, u2≤0
max
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| , f0 = lim infu1→0+
u2→0−
min
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| ,
and
A =
(
m−2∑
i=1
ηi (1− ξi )
)2
ξ1(
1−
m−2∑
i=1
ηiξi
)(
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
) ∫ 1
0
s2g(s)ds > 0,
B = Γ + 1
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)ds > 0,
where
Γ = max
0≤t≤1
∫ 1
0
G(t, s)ds > 0.
Theorem 3.1. Suppose that (H1)–(H3) hold. If 0 < f∞ ≤ +∞, 0 ≤ F0 < +∞ and
(A f∞)−1 < λ < (BF0)−1,
then the boundary value problem (1.1) and (1.2) has at least one positive solution.
Proof. By Lemma 2.3, we know T : Q → Q is a completely continuous operator. Choose ε0 > 0 such that
(F0 + ε0)λB ≤ 1.
There exists a constant r > 0 such that
f (t, u1, u2) ≤ (F0 + ε0)(|u1| + |u2|),
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for
0 < |u1| + |u2| ≤ r, t ∈ [0, 1].
Let Ω1 = {v ∈ C[0, 1] : ‖v‖ < r1+Γ }, then for any v ∈ Q ∩ ∂Ω1, 0 ≤ t ≤ 1, notice that
0 < |(Sv)(s)| + |v(s)| ≤ (Γ + 1) ‖v‖ ≤ r,
we have
‖T v‖ = max
0≤t≤1
 λt
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
− λ
∫ t
0
(t − s)g(s) f (s, (Sv)(s),−v(s))ds
− λt
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ ξi
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds

≤ λ
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
≤ λ
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)(F0 + ε0) [|(Sv)(s)| + |v(s)|] ds
≤ λ(Γ + 1)(F0 + ε0)‖v‖
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)ds
= λB(F0 + ε0)‖v‖
≤ ‖v‖.
Therefore, ‖T v‖ ≤ ‖v‖ for any v ∈ Q ∩ ∂Ω1.
On the other hand, choose c ∈ (0, 14 ) and ε1 > 0 such that
λ >

(
m−2∑
i=1
ηi (1− ξi )
)2
ξ1( f∞ − ε1)(
1−
m−2∑
i=1
ηiξi
)(
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
) ∫ 1
c
s2g(s)ds

−1
> 0.
From the definition of f∞, there exists R1 > 0 such that
f (t, u1, u2) ≥ ( f∞ − ε1)(|u1| + |u2|) for |u1| + |u2| ≥ R1 and t ∈ [0, 1].
Let
R = max

(
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
)
R1
m−2∑
i=1
ηi (1− ξi )ξ1c
,
2r
1+ Γ

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and Ω2 = {v ∈ C[0, 1] : ‖v‖ < R}. Since for any v ∈ Q ∩ ∂Ω2 and for any s ∈ [c, 1],
|(Sv)(s)| + |v(s)| ≥ |v(s)| ≥
m−2∑
i=1
ηi (1− ξi )ξ1c
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
R ≥ R1,
we have
(T v)(1) = λ
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds − λ
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
− λ
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ ξi
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds
=
λ
m−2∑
i=1
ηiξi
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
− λ
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ ξi
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds
≥
λ
m−2∑
i=1
ηiξi
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
− λ
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ 1
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds
= λ
1−
m−2∑
i=1
ηiξi
(
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
−
m−2∑
i=1
ηi
∫ 1
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds
)
=
λ
m−2∑
i=1
ηi (1− ξi )
1−
m−2∑
i=1
ηiξi
∫ 1
0
sg(s) f (s, (Sv)(s),−v(s))ds
≥
λ
m−2∑
i=1
ηi (1− ξi )
1−
m−2∑
i=1
ηiξi
∫ 1
c
sg(s)( f∞ − ε1) [|(Sv)(s)| + |v(s)|] ds
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≥
λ
m−2∑
i=1
ηi (1− ξi )
1−
m−2∑
i=1
ηiξi
∫ 1
c
sg(s)( f∞ − ε1)
m−2∑
i=1
ηi (1− ξi )ξ1s
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
‖v‖ds
≥
λ
(
m−2∑
i=1
ηi (1− ξi )
)2
ξ1( f∞ − ε1)(
1−
m−2∑
i=1
ηiξi
)(
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
) ∫ 1
c
s2g(s)ds‖v‖
≥ ‖v‖,
which implies that ‖T v‖ ≥ ‖v‖ for v ∈ Q ∩ ∂Ω2.
By Lemma 1.1, T has a fixed point v such that
r
Γ + 1 ≤ ‖v‖ ≤ R.
By Lemma 2.2 and noticing that v ∈ Q, we know v is a positive solution of BVP (2.3). Finally applying Lemma 2.1,
the fourth-order nonlinear ordinary equation (1.1) and (1.2) has a positive solution. The proof is completed. 
Theorem 3.2. Suppose that (H1)− (H3) hold. If 0 < f0 ≤ +∞, 0 ≤ F∞ < +∞ and
(A f0)
−1 < λ < (BF∞)−1,
then the boundary value problem (1.1) and (1.2) has at least one positive solution.
Proof. Choose ε2 > 0 such that
( f0 − ε2)λA ≥ 1.
There exists a constant r > 0 such that
f (t, u1, u2) ≥ ( f0 − ε2)(|u1| + |u2|),
for
0 < |u1| + |u2| ≤ r, t ∈ [0, 1].
Let Ω1 = {v ∈ C[0, 1] : ‖v‖ < r1+Γ }, then, for any v ∈ Q ∩ ∂Ω1, 0 ≤ t ≤ 1, notice that
0 < |(Sv)(t)| + |v(t)| ≤ (Γ + 1)‖v‖ ≤ r, t ∈ [0, 1],
we have
(T v)(1) ≥
λ
m−2∑
i=1
ηi (1− ξi )
1−
m−2∑
i=1
ηiξi
∫ 1
0
sg(s) f (s, (Sv)(s),−v(s))ds
≥
λ
m−2∑
i=1
ηi (1− ξi )
1−
m−2∑
i=1
ηiξi
∫ 1
0
sg(s)( f0 − ε2) (|(Sv)(s)| + |v(s)|) ds
≥
λ
m−2∑
i=1
ηi (1− ξi )
1−
m−2∑
i=1
ηiξi
∫ 1
0
sg(s)( f0 − ε2)v(s)ds
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≥
λ
m−2∑
i=1
ηi (1− ξi )
1−
m−2∑
i=1
ηiξi
∫ 1
0
sg(s)( f0 − ε2)
m−2∑
i=1
ηi (1− ξi )ξ1s
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
‖v‖ds
≥
λ
[
m−2∑
i=1
ηi (1− ξi )
]2
ξ1( f0 − ε2)(
1−
m−2∑
i=1
ηiξi
)(
1−
m−2∑
i=1
ηiξi + ξ1
m−2∑
i=1
ηi
) ∫ 1
0
s2g(s)ds‖v‖
= λ( f0 − ε2)A‖v‖
≥ ‖v‖.
Therefore,
‖T v‖ ≥ ‖v‖, v ∈ Q ∩ ∂Ω1.
Next take ε3 > 0 such that 1B − ε3 > 0, by F∞ < 1λB , then there exists a constant R1 > 0 such that
f (t, u1, u2) ≤ 1
λ
(
1
B
− ε3
)
(|u1| + |u2|),
for
|u1| + |u2| ≥ R1, t ∈ [0, 1].
Let
N = max
t∈[0,1],|u1|+|u2|≤R1
f (t, u1, u2),
then, for any (t, u1, u2) ∈ [0, 1] × [0,+∞)× (−∞, 0], we have
f (t, u1, u2) ≤ N + 1
λ
(
1
B
− ε3
)
(|u1| + |u2|).
Take
R > max
{
N
(Γ + 1) F∞Bε3 ,
r
Γ + 1
}
and let Ω2 = {v ∈ C+[0, 1] : ‖v‖ < R}, then for any v ∈ P ∩ ∂Ω2, 0 ≤ t ≤ 1, we get
‖T v‖ = max
0≤t≤1
 λt
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
− λ
∫ t
0
(t − s)g(s) f (s, (Sv)(s),−v(s))ds
− λt
1−
m−2∑
i=1
ηiξi
m−2∑
i=1
ηi
∫ ξi
0
(ξi − s)g(s) f (s, (Sv)(s),−v(s))ds

≤ λ
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s) f (s, (Sv)(s),−v(s))ds
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≤ λ
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)
[
N + 1
λ
(
1
B
− ε3
)
(|(Sv)(s)| + |v(s)|)
]
ds.
Since
0 < |Sv(s)| + |v(s)| ≤ (Γ + 1)‖v‖ = (Γ + 1)R, s ∈ [0, 1],
and
λ <
1
BF∞
,
we have
‖T v‖ ≤ λ
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)ds
[
N + 1
λ
(
1
B
− ε3
)
(Γ + 1) R
]
≤
(
1
B
− ε3
)
R
Γ + 1
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)ds + λN
1−
m−2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)ds
≤
(
1
B
− ε3
)
BR + λBN
Γ + 1
≤ R − BRε3 + N
(Γ + 1)F∞
≤ R − Bε3 N
(Γ + 1) F∞Bε3 +
N
(Γ + 1)F∞
= ‖v‖,
i.e.,
‖T v‖ ≥ ‖v‖, v ∈ Q ∩ ∂Ω2.
By Lemma 1.1, T has a fixed point v such that
r
Γ + 1 ≤ ‖v‖ ≤ R.
Notice that v ∈ Q, by Lemma 2.2, we know v is a positive solution of BVP (2.3). Applying Lemma 2.1, the fourth-
order nonlinear ordinary equations (1.1) and (1.2) has a positive solution. The proof is completed. 
Remark 3.1. Theorem 3.1 includes the case that f is jointly superlinear, i.e.,
lim sup
u1→0+
u2→0−
max
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| = 0, lim inf|u1|+|u2|→+∞
u1≥0, u2≤0
min
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| = +∞.
Similarly, Theorem 3.2 includes the case that f is jointly sublinear, i.e,.
lim sup
|u1|+|u2|→+∞
u1≥0, u2≤0
max
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| = 0, lim infu1→0+
u2→0−
min
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| = +∞.
In these situations, we have the following corollary:
Corollary 3.1. Suppose that (H1)–(H3) hold. If F0 = 0, f∞ = +∞ or f0 = +∞, F∞ = 0, then for any
λ ∈ (0,+∞), the boundary value problem (1.1) and (1.2) has at least one positive solution.
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Example 3.1. Consider the equation
x ′′′′(t) = 1√
t
[
t2 sin
[
1
2
(
x(t)− x ′′(t))]2 + (t + 361) [x(t)− x ′′(t)]3
2+ x(t)− x ′′(t)
] 1
2
, 0 < t < 1,
x(0) = x(1) = 0, x ′′(0) = 0, x ′′(1) = x ′′
(
1
2
)
+ 1
2
x ′′
(
2
3
)
.
(3.8)
In this case,
G(t, s) =
{
s(1− t), 0 ≤ s ≤ t ≤ 1,
t (1− s), 0 ≤ t ≤ s ≤ 1.
Let
g(t) = 1√
t
, f (t, u1, u2) =
[
t2 sin
[
1
2
(u1 − u2)
]2
+ (t + 361)(u1 − u2)
3
2+ u1 − u2
] 1
2
.
Since Γ = max0≤t≤1
∫ 1
0 G(t, s)ds = 18 , η1 = 1, η2 = 12 , ξ1 = 12 , ξ2 = 23 , we have
A =
(
2∑
i=1
ηi (1− ξi )
)2
ξ1(
1−
2∑
i=1
ηiξi
)(
1−
2∑
i=1
ηiξi + ξ1
2∑
i=1
ηi
) ∫ 1
0
s2g(s)ds = 32
55
,
B = Γ + 1
1−
2∑
i=1
ηiξi
∫ 1
0
(1− s)g(s)ds = 9.
On the other hand,
f∞ = lim inf|u1|+|u2|→+∞
u1≥0, u2≤0
min
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| = lim|u1|+|u2|→+∞
u1≥0, u2≤0
19(u1 − u2) 32√
2+ u1 − u2(|u1| + |u2|) = 19,
F0 = lim sup
u1→0+
u2→0−
max
t∈[0,1]
f (t, u1, u2)
|u1| + |u2| = limu1→0+
u2→0−
[
sin
[
1
2 (u1 − u2)
]2 + 362(u1−u2)32+u1−u2
] 1
2
u1 − u2 =
1
2
.
According to Theorem 3.1, if
0.0905 ≈ 55
608
< λ <
2
9
≈ 0.2222,
then the boundary value problem (3.8) has at least positive solution.
Remark 3.2. For Example 3.1, we cannot obtain the above conclusion by Theorems 4.3–4.4 of paper [13] since g has
singularity at t = 0 and the higher-order derivative occurs in the nonlinearity term f . On the other hand, the boundary
value conditions do not yet allow us to use the main results of paper [13] to solve Eq. (3.8). These imply that the
results presented in this paper complement and improve those obtained in [13].
Remark 3.3. Following the method of paper [13], we also can obtain the corresponding results of nonexistence and
existence of multiple positive solutions for problem (1.1) and (1.2). But it is trivial. Hence we omit them here.
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