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Abstract
One of the most important practical realizations of the fundamentals of quantum mechan-
ics is continuous-variable quantum key distribution (CVQKD). Here we propose the adaptive
multicarrier quadrature division–multiuser quadrature allocation (AMQD-MQA) multiple ac-
cess technique for continuous-variable quantum key distribution. The MQA scheme is based
on the AMQD modulation, which granulates the inputs of the users into Gaussian subcarrier
continuous-variables (CVs). In an AMQD-MQA multiple access scenario, the simultaneous re-
liable transmission of the users is handled by the dynamic allocation of the Gaussian subcarrier
CVs. We propose two different settings of AMQD-MQA for multiple input–multiple output
communication. We introduce a rate-selection strategy that tunes the modulation variances
and allocates adaptively the quadratures of the users over the sub-channels. We also prove
the rate formulas if only partial channel side information is available for the users of the sub-
channel conditions. We show a technique for the compensation of a nonideal Gaussian input
modulation, which allows the users to overwhelm the modulation imperfections to reach optimal
capacity-achieving communication over the Gaussian sub-channels. We investigate the diversity
amplification of the sub-channel transmittance coefficients and reveal that a strong diversity can
be exploited by opportunistic Gaussian modulation.
1 Introduction
The continuous-variable quantum key distribution (CVQKD) protocols allow the parties to realize
unconditionally secure communication over the standard, currently established telecommunica-
tion networks [1–16]. The CVQKD schemes have several benefits over the discrete variable (DV)
quantum key distribution (QKD) protocols; most importantly, they do not require single-photon
encoding and decoding, which allows its practical implementation by standard, currently available
technologies and devices [1–14,36]. The CVQKD protocols use continuous-variables (CVs) for the
information transmission, practically Gaussian-modulated quantum coherent states in the phase
∗Email: l.gyongyosi@soton.ac.uk. Parts of this work were presented in conference proceedings [4].
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space. The Gaussian modulation is particularly convenient in an experimental scenario, which al-
lows the parties to communicate over a quantum channel by Gaussian random distributed position
and momentum quadratures. The communication link that connects the parties can be a standard
optical fiber or an optical wireless channel [24–46]. The quantum link is attacked by an eavesdrop-
per, which adds a white Gaussian noise into the transmission. (In particular, the optimal attack
against CVQKD is a Gaussian attack [12,13].) As follows, the physical quantum link can be provably
modeled as a Gaussian quantum channel. The currently developed CVQKD protocols are based
on single-carrier Gaussian CV states, where the sender, Alice, modulates separately the Gaussian
coherent states, which are then transmitted through a noisy quantum channel. The noisy Gaus-
sian CVs are then decoded by the receiver, Bob. The single-carrier modulation does not perform
such advanced techniques within CVQKD as it is already available in a traditional telecommunica-
tion scenario. As a corollary, several important communication techniques cannot be implemented
within the framework of the CVQKD protocols. To eliminate these drawbacks, the adaptive mul-
ticarrier quadrature division (AMQD) modulation has been recently introduced [4, 23–25], which
allows the parties to significantly extend the possibilities of single-carrier CVQKD protocols.
The AMQD is based on the use of the Gaussian subcarrier CVs and continuous unitary op-
erations and offers several benefits over the single-carrier modulation. It provides higher noise
resistance, higher tolerable loss, improved rates, and transmission distances for the parties. The
question is now straightforward. The multiple access scheme, which is introduced with this in mind,
is called adaptive multicarrier quadrature division–multiuser quadrature allocation (AMQD-MQA).
The AMQD-MQA scheme exploits and extends the benefits of AMQD modulation into a multiple
access scenario. The AMQD-MQA allows the realization of multiple input–multiple output trans-
mission within CVQKD, making it possible for users to have a simultaneous reliable communication
over the physical Gaussian quantum channel by the dynamic allocation of the Gaussian subcarrier
CVs. In particular, the AMQD-MQA transmits the information of the users via modulated Gaus-
sian subcarrier CVs, where each subcarrier is allocated with a constant modulation variance. It is
provably the optimal solution in the low-SNR (signal to noise ratio) regimes, which is specifically
the case in experimental long-distance CVQKD. In the AMQD-MQA, the rate of the users is al-
located by the MQA technique, which integrates the utilization of continuous unitary operations
and the sophisticated management of the Gaussian-modulated subcarrier CVs. The subcarrier CVs
divide the physical Gaussian channel into Gaussian sub-channels, each dedicated for the transmis-
sion of a given Gaussian subcarrier with an independent noise variance. The inputs of the selected
independent transmit users are conveyed by the Gaussian subcarrier CV states, which are received
by the independent parties using an inverse continuous unitary. The noise acts on the position
and momentum quadratures of the Gaussian subcarrier CVs. The AMQD-MQA is equipped with
all the benefits of AMQD, such as improved tolerable loss and excess noise, higher transmission
distances, and optimized key rates. It extends the possibilities of AMQD for a multiuser scenario,
which allows all users to simultaneously achieve the benefits provided by the AMQD framework
similar to the well-known orthogonal frequency-division multiplexing multiple access (OFDMA)
of traditional networking [9, 15, 17–22]. As an important corollary, the AMQD-MQA overwhelms
the problems of single-carrier protocols to reach a much more efficient and significantly optimized
multiple access transmission compared with a single-carrier multiuser scheme.
The AMQD-MQA multiple access uses Gaussian modulation, which allows easy implementation
in a practical scenario by standard devices. We prove the achievable user rates in AMQD-MQA
multiple access and the optimality of the scheme. The AMQD modulation does not require the exact
2
tracking of the sub-channel conditions, allowing the use of constant modulation variance through-
out the modulation of the subcarriers. As a fine corollary, the AMQD-MQA provides capacity-
achieving communication only if partial channel side information is available for the parties, which
is particularly convenient in an experiential long-distance scenario. The Gaussian modulation is
a well-applicable solution in practice; however, an ideal, perfect Gaussian modulation can only be
approximated, which causes deviations in the input distribution.
Here we show a technique for the compensation of nonideal Gaussian modulation, which can
be used to further improve the performance of the AMQD-MQA. The Gaussian sub-channels that
transmit the subcarriers are characterized by a given transmittance coefficient, which models the
position and momentum quadrature transmission process over the Gaussian channel. Finally, we
introduce the diversity amplification technique for the Gaussian sub-channels. The diversity of
the transmittance coefficients of the sub-channels can be significantly improved by opportunistic
Gaussian modulation. This type of modulation randomizes the distribution of the coefficients that
results in an extended distribution range and improved SNRs for the users.
This paper is organized as follows. In Section 2, the preliminaries are summarized. Section 3
discusses the details of the AMQD-MQA mechanism. In Section 4, we show a technique for the
compensation of nonideal Gaussian-modulated inputs. Section 5 investigates the diversity ampli-
fication by opportunistic Gaussian modulation within AMQD-MQA. Finally, Section 6 concludes
the results.
2 AMQD-MQA
2.1 Preliminaries
First we provide the system initialization of AMQD-MQA, following the parameterization of AMQD
modulation framework [4]. The variables of the AMQD-MQA protocol are summarized as follows.
The input of k-th user Uk is a Gaussian CV state |ψ〉k ∈ S, where S stands for the phase space.
The noise of the Gaussian quantum channel N is denoted by ∆, which acts independently on
the x position, and p momentum quadratures. These Gaussian CV states, along with the noise
of the quantum channel, can be modeled as Gaussian random continuous-variables. A single-
carrier Gaussian modulated CV state |ψ〉 in the phase space S is modeled as a zero-mean, circular
symmetric complex Gaussian random variable z ∈ CN (0, σ2z) , with i.i.d. zero mean, Gaussian
random quadrature components x, p ∈ N (0, σ2ω0), where σ2ω0 is the modulation variance. The
variance of z is
σ2z = E
[
|z|2
]
= 2σ2ω0 . (1)
The ∆ ∈ CN (0, σ2∆) noise variable of the Gaussian channel N with i.i.d. zero-mean, Gaussian
random components on the position and momentum quadratures ∆x,∆p ∈ N
(
0, σ2N
)
has the
variance of
σ2∆ = E
[
|∆|2
]
= 2σ2N . (2)
A |φ〉 ∈ S Gaussian subcarrier CV state is also modeled by a zero-mean, circular symmetric
Gaussian random variable d ∈ CN (0, σ2d) , with i.i.d. zero mean, Gaussian random quadrature
components xd, pd ∈ N
(
0, σ2ω
)
, where σ2ω is the modulation variance of the Gaussian subcarrier CV
state. The Gaussian subcarrier random variable d has variance
σ2d = E
[
|d|2
]
= 2σ2ω. (3)
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Let assume that K independent users are in the CVQKD system.
The subset of allocated users is denoted by A ⊆ K. Only the allocated users can transmit
information in a given (particularly j-th) AMQD block. An AMQD block consist of l Gaussian
subcarrier CVs (assuming an optimal Gaussian collective attack [12, 13], only l sub-channels have
high quality from the n, these are referred as good sub-channels throughout, for details see [4]).
Following the formalism of AMQD [4], the variables of an allocated user Uk, k = 1, . . . , |A|,
where |A| is the cardinality of the subset A, are as follows. The i-th Gaussian modulated in-
put coherent state of Uk is referred as |ϕk,i〉 = |xk,i + ipk,i〉, where xk,i ∈ N
(
0, σ2ω0,k
)
, pk,i ∈
N
(
0, σ2ω0,k
)
are the position and momentum quadratures with variance σ2ω0,k , respectively. This
CV state can be rewritten as a zero-mean, circular symmetric complex Gaussian random variable
zk,i ∈ CN
(
0, σ2ωzk,i
)
, σ2ωzk,i
=
[
E |zk,i|2
]
, as
zk,i = xk,i + ipk,i, (4)
thus
|ϕk,i〉 = |zk,i〉. (5)
The variable eiϕizk,i has the same distribution of zk,i for any ϕi, i.e., E [zk,i] = E
[
eiϕizk,i
]
=
Eeiϕi [zk,i] and σ2zk,i = E
[
|zk,i|2
]
. The density of zk,i is
f (zk,i) =
1
2piσ2ω0,k
e
−
(
|zk,i|2
)
2σ2ω0,k = f (xk,i, pk,i) =
1
2piσ2ω0,k
e
−(x2k,i+p2k,i)
2σ2ω0,k , (6)
where |zk,i| =
√
x2k,i + p
2
k,i is the magnitude, which is a Rayleigh random variable with density
f (|zk,i|) = |zk,i|σ2ωzk,i e
−|zk,i|2
2σ2ωzk,i , |zk,i| ≥ 0, (7)
while the |zk,i|2 = x2k,i + p2k,i squared magnitude is exponentially distributed with density
f
(
|zk,i|2
)
= 1
σ2ωzk,i
e
−|zk,i|2
σ2ωzk,i , |zk,i|2 ≥ 0. (8)
The i-th Gaussian subcarrier CV of user Uk is defined as
|φi〉 = |IFFT (zk,i)〉 =
∣∣F−1 (zk,i)〉 = |di〉, (9)
where IFFT stands for the inverse fast Fourier transform, and subcarrier continuous-variable |φi〉
in Equation (9) is also a zero-mean, circular symmetric complex Gaussian random variable di ∈
CN (0, σ2di), σ2di = E [|di|2]. The quadrature components of the modulated Gaussian subcarrier CVs
are referred by xd, pd ∈ N
(
0, σ2ω
)
, where σ2ω is the constant modulation variance of AMQD that is
used in the transmission phase (Note: the constant modulation variance is provably the optimal
solution in the low-SNR regimes, because the performance is very close to the exact allocation
[4, 20–22].).
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Assuming K independent users in the AMQD-MQA, who transmit the single-carrier CVs to an
encoder E , (9) modifies as follows (see Fig. 2)
|φi〉 =
∣∣∣CVQFT† (zk,i)〉 = ∣∣F−1 (zk,i)〉 = |di〉, (10)
where CVQFT† refers to the continuous-variable inverse quantum Fourier transform (QFT).
The inverse of (9) results the single-carrier CV from the subcarrier CV as follows:
|ϕk,i〉 = CVQFT (|φi〉) = F (|di〉) =
∣∣F (F−1 (zk,i))〉 = |zk,i〉 , (11)
where CVQFT is the continuous-variable QFT operation.
Let zk be an d-dimensional, zero-mean, circular symmetric complex random Gaussian vector of
Uk,
zk = xk + ipk = (zk,1, . . . , zk,d)
T ∈ CN (0,Kzk) , (12)
where Kzk is the d × d Hermitian covariance matrix of zk, Kzk = E
[
zkz
†
k
]
, and z†k stands for
the adjoint of zk. Each zk,i variable is a zero-mean, circular symmetric complex Gaussian ran-
dom variable zk,i ∈ CN
(
0, σ2ωzk,i
)
, zk,i = xk,i + ipk,i. The real and imaginary variables (i.e.,
the position and momentum quadratures) formulate d-dimensional real Gaussian random vectors,
xk = (xk,1, . . . , xk,d)
T and pk = (pk,1, . . . , pk,d)
T , with zero-mean Gaussian random variables
xk,i =
1
σω0,k
√
2pi
e
−x2k,i
2σ2ω0,k , pk,i =
1
σω0,k
√
2pi
e
−p2k,i
2σ2ω0,k , (13)
where σ2ω0,k is the stands for single-carrier modulation variance (precisely, the variance of the real
and imaginary components of zk,i). For vector zk,
E [zk] = E
[
eiγzk
]
= Eeiγ [zk] (14)
holds, and
E
[
zkz
T
k
]
= E
[
eiγzk
(
eiγzk
)T ]
= Eei2γ
[
zkz
T
k
]
(15)
for any γ ∈ [0, 2pi]. The density of zk is as follows (if Kzk is invertible):
f (zk) =
1
pid detKzk
e−z
†
kK
−1
zk
zk . (16)
A d-dimensional Gaussian random vector is expressed as xk = As, where A is an (invertible) linear
transform from Rd to Rd, and s is a d-dimensional standard Gaussian random vector N (0, 1)d.
This vector is characterized by its covariance matrix Kxk = E
[
xkx
T
k
]
= AAT , as
xk =
1
(
√
2pi)
d√
det(AAT )
e
− x
T
k xk
2(AAT ) . (17)
The Fourier transformation F (·) of an l-dimensional Gaussian random vector v = (v1, . . . , vl)T
results in the d-dimensional Gaussian random vector m = (m1, . . . ,md)
T :
m = F (v) = e
−mTAATm
2 = e
−σ2ω0(m21+...+m2d)
2 . (18)
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In the first step of AMQD, Alice applies the inverse FFT operation to vector zk (see Equation
(12)), which outputs an l-dimensional zero-mean, circular symmetric complex Gaussian random
vector d, d ∈ CN (0,Kd), d = (d1, . . . , dl)T , as
d = F−1 (zk) = e
dTAATd
2 = e
σ2ω0(d
2
1+...+d
2
l )
2 , (19)
where di = xdi + ipdi , di ∈ CN
(
0, σ2di
)
, and the position and momentum quadratures of |φi〉 are
i.i.d. Gaussian random variables
xdi ∈ N
(
0, σ2F
)
, pdi ∈ N
(
0, σ2F
)
, (20)
where Kd = E
[
dd†
]
, E [d] = E
[
eiγd
]
= Eeiγ [d], and E
[
ddT
]
= E
[
eiγd
(
eiγd
)T ]
= Eei2γ
[
ddT
]
for any γ ∈ [0, 2pi]. The coherent Gaussian subcarrier CV is as follows:
|φi〉 = |di〉 =
∣∣F−1 (zk)〉. (21)
The result of Equation (19) defines l independent Ni Gaussian sub-channels, each with noise vari-
ance σ2Ni , one for each subcarrier coherent state |φi〉. After the CV subcarriers are transmitted
through the noisy quantum channel, Bob applies the CVQFT, which results him the noisy version
|ϕ′k〉 = |z′k〉 of the input zk of Uk.
The m-th element of d-dimensional zero-mean, circular symmetric complex Gaussian random
output vector yk ∈ CN
(
0,E
[
yky
†
k
])
of Uk, is as follows:
yk,m = F (T (N )) zk,m + F (∆)
= F (T (N ))F (F−1 (zk,m))+ F (∆)
=
∑
l
F (Ti (Ni))F (di) + F (∆i) ,
(22)
where F (T (N )) is the Fourier transform of the l-dimensional complex channel transmission vector
T (N ) = [T1 (N1) . . . , Tl (Nl)]T ∈ Cl, (23)
where
Ti (Ni) = Re (Ti (Ni)) + iIm (Ti (Ni)) ∈ C, (24)
is a complex variable, called transmittance coefficient, which quantifies the position and momentum
quadrature transmission (i.e., gain) of the i-th Gaussian sub-channel Ni, in the phase space S, with
(normalized) real and imaginary parts 0 ≤ ReTi (Ni) ≤ 1
/√
2, 0 ≤ ImTi (Ni) ≤ 1
/√
2. The
Ti (Ni) variable has a magnitude of |Ti (Ni)| =
√
ReTi (Ni)2 + ImTi (Ni)2 ∈ R, where ReTi (Ni) =
ImTi (Ni), by our convention.
For the l sub-channels, the F (∆) complex vector is evaluated as
F (∆) = e
−F (∆)TKF (∆)F (∆)
2 = e
−
(
F (∆1)
2σ2N1
+...+F (∆l)
2σ2Nl
)
2 , (25)
which is the Fourier transform of the l-dimensional zero-mean, circular symmetric complex Gaussian
noise vector ∆ ∈ CN (0, σ2∆)d, ∆ = (∆1, . . . ,∆l)T ∈ CN (0,K∆), where K∆ = E [∆∆†], with
6
independent, zero-mean Gaussian random components ∆xi ∈ N
(
0, σ2Ni
)
, ∆pi ∈ N
(
0, σ2Ni
)
with
variance σ2Ni for each ∆i. These identify the Gaussian noise of sub-channel Ni on the quadrature
components in the phase space S. The CVQFT-transformed noise vector can be rewritten as
F (∆) = (F (∆1) , . . . , F (∆l))
T , F (∆xi) ∈ N
(
0, σ2F (Ni)
)
, F (∆pi) ∈ N
(
0, σ2F (Ni)
)
for each F (∆i),
which defines a d-dimensional zero-mean, circular symmetric complex Gaussian random vector
F (∆) ∈ CN (0,KF (∆)) with a covariance matrix
KF (∆) = E
[
F (∆)F (∆)†
]
. (26)
An AMQD block is formulated from l Gaussian subcarrier continuous-variables, as follows:
y [j] = F (T (N ))F (d) [j] + F (∆) [j] , (27)
where j is the index of the AMQD block, F (d) = F
(
F−1 (z)
)
, for F−1 (z) see (19), while
y [j] = (y1 [j] , . . . , yd [j])
T ,
F (d) [j] = (F (d1) [j] , . . . , F (dl) [j])
T ,
F (∆) [j] = (F (∆1) [j] , . . . , F (∆l) [j])
T .
(28)
The squared magnitude τ = ‖F (d) [j]‖2 is an exponentially distributed variable, with density
f (τ) =
(
1/2σ2nω
)
e−τ/2σ2ω , and from the Parseval theorem [17–19] follows, that E [τ ] ≤ n2σ2ω, while
the average quadrature modulation variance of the Gaussian subcarriers is
σ2ω =
1
n
n∑
i=1
σ2ωi = σ
2
ω0 . (29)
Eve’s attack on sub-channel Ni is modeled by the TEve,i normalized complex transmittance TEve,i =
ReTEve,i + iImTEve,i ∈ C, where 0 ≤ ReTEve,i ≤ 1
/√
2, 0 ≤ ImTEve,i ≤ 1
/√
2.
2.2 AMQD-MQA Settings
Here, we propose the AMQD-MQA for K → K scenario, that is, for K senders and K receivers.
The 1→ K and K → 1 cases trivially result from K → K.
2.2.1 Single Transmitter and Multiple Receivers
In the first K → K scheme, a single transmitter generates the input messages of the K independent
users. The scheme is based on the AMQD modulation and its sub-channel allocation mechanism [4].
The aim of the K independent users is to provide a simultaneous reliable transmission for K
independent receivers through the physical Gaussian quantum channel N . The multiple access
communication is realized by the AMQD modulation, which granulates the inputs of the users into
several Gaussian subcarrier CVs. These Gaussian subcarrier CVs are then transmitted through
the Ni Gaussian sub-channels, following the steps of AMQD. The subset A of transmit users is
selected via the procedure of rate selection (see Section 2.3) at the E encoder. Each Ni is allocated
by a constant modulation variance σ2ω per the x and p quadrature components, which provably
provide an optimal solution in low-SNR regimes because its performance is very close to the exact
7
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Figure 1: The AMQD-MQA multiple access scheme with a single transmitter and multiple receivers.
The encoder (E) modulates and transmits the subcarriers of the K independent users by an AMQD
modulation. In the rate-selection phase, Alice selects the users for the transmission and the σ2ω0,k
initial modulation variance (per quadrature components) of variable zk. The data of the transmit
users are then fed into the IFFT (inverse fast Fourier transform) operation. The Gaussian subcarrier
CVs are transmitted through the good Gaussian sub-channels with a constant modulation variance
σ2ω. At Bob k, each recovered |ϕ′k〉 belongs to an independent receiver. The subcarrier CVs are
transmitted through l sub-channels, with a total constraint lσ2ω per quadrature components.
allocation [4,20–22]. The Gaussian quadratures that sent via AMQD modulation are dedicated to
K independent users.
The first setting of K → K AMQD-MQA is summarized in Fig. 1.
Note that although the main purpose is to improve the performance of the quantum-level
transmission in case of AMQD modulation, the aim is different in the AMQD-MQA multiple
access scenario. The task is to achieve simultaneous reliable communication among K independent
users over a noisy Gaussian quantum channel N .
2.2.2 Multiple Transmitters and Multiple Receivers
In the second setting of the K → K model, the system consists of K independent users who
transmit the single-carrier Gaussian CVs to an encoder E . The encoder applies the rate selection
and the inverse CVQFT (continuous-variable quantum Fourier transform, CVQFT†) operation,
which outputs the Gaussian subcarrier CVs. The users select the modulation variances of the x
and p quadrature components of the |ϕk〉 single-carrier Gaussian CVs to ω0,k such that the |φi〉
Gaussian subcarrier CVs will have variance σ2ω per quadrature components. The transmission of
the Gaussian CV subcarriers is realized through l Gaussian sub-channels. The transmitted noisy
|ϕ′k〉 is received by Bob k.
The second setting of K → K AMQD-MQA is summarized in Fig. 2.
The rate-selection phase determines the subset A ⊂ K of transmit users. This procedure is
summarized next.
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Figure 2: The AMQD-MQA multiple access scheme with multiple independent transmitters and
multiple receivers. The modulated Gaussian CV single carriers are transformed by a unitary op-
eration (inverse CVQFT) at the E encoder, which outputs the n Gaussian subcarrier CVs for the
transmission. The parties send the |ϕk〉 single-carrier Gaussian CVs with variance σ2ω0,k to Alice. In
the rate-selection phase, the encoder determines the transmit users. The data states of the transmit
users are then fed into the CVQFT† operation. The |φi〉 Gaussian subcarrier CVs have variance
σ2ω per quadrature components. The Gaussian CVs are decoded by the CVQFT unitary operation.
Each |ϕ′k〉 is received by Bob k. The subcarrier CVs are transmitted through l sub-channels with
a total constraint lσ2ω per quadrature components.
2.3 Rate Selection
The rate Rk of user Uk can be varied adaptively by the selected number of Gaussian subcarrier
CVs that are allocated to user Uk. The rate selection is defined by an l×K rate allocation matrix
M
[j]
A for the j-th AMQD block, which allocates the l sub-channels to set A of transmit users. The
selected users of A can transmit their quadratures through the l Gaussian sub-channels, in the form
of modulated Gaussian subcarrier CVs, di ∈ CN
(
0, σ2di
)
, xdi , pdi ∈ N
(
0, σ2ωi
)
(The i-th subcarrier
di is sent through the i-th Ni sub-channel with total variance 2σ2ωi).
The rate-selection matrix is given in (30) . The matrix M
[j]
A identifies the user-sub-channel
allocation. If a given (Uk,Ni) element of M[j]A is 0, then user Uk cannot send the quadratures
through the Gaussian sub-channel Ni. If (Uk,Ni) = 1, then Uk can include the transmit data in
subcarrier di. The 1s that belong to a given user Uk determine the transmission rate of the given
user, which is thus the number of Gaussian subcarrier CVs on which Uk can send information. If
the column of user Uk does not contain value 1 in the l rows of M
[j]
A , then Uk does not belong to
the subset A of allocated users; thus, Uk cannot send information in the j-th AMQD block.
In the M
[j]
A rate-selection matrix each row defines a subset of Ai ⊂ K from the K users, which
identifies the transmit users for the i-th subcarrier. The l rows identify an AMQD block. User Uk
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can transmit on sub-channel Ni only if (Uk,Ni) = 1.
M
[j]
A =

1 0 . . . 1 0
0 1 . . . 1 1
1 0 . . . 0 1
...
. . .
...
0 1 . . . 0 0
1 1 . . . 1 1

(30)
The maximized transmission rate of a single user Uk that can be achieved by the rate allocation
mechanism, as shown in Equation (84); for the maximized symmetric rate, see Equation (85).
2.4 Entropic Quantities of Gaussian CVs
Before we provide the steps of the MQA mechanism, it is required to briefly summarize the entropic
quantities for the further calculations.
Let x be a CV variable with probability density function Fx. The differential entropy [17–19],
Hdiff , of the x CV variable is as follows:
Hdiff (x) =
∞∫
−∞
Fx (u) log2
(
1
Fx(u)
)
du. (31)
The conditional differential entropy, at given output y is
Hdiff (x| y) =
∞∫
−∞
Fx,y (u, v) log2
(
1
Fx|y(u|v)
)
dudv. (32)
From these quantities, the continuous mutual information function is
I (x : y) = Hdiff (x)−Hdiff (x| y) , (33)
whereas the capacity of a continuous Gaussian quantum channel N (also referred to as AWGN -
additive white Gaussian noise channel) is the maximization of Equation (33) with respect to the
density function Fx of x:
C (N ) = max
Fx
I (x : y) . (34)
Assuming a given power constraint 1N
∑
N σ
2
ωi ≤ σ2ω, σ2xi = E [c (x)] ≤ σ2ω, where c (·) is the cost
function, the constrained capacity is
C (N ) = max
Fx:E[c(x)]≤σ2ω
I (x : y) . (35)
Assume that the Gaussian CV state is modeled by g, a zero-mean Gaussian random variable
g ∈ N (0, σ2ω). The cost function [17] of the Gaussian continuous channel is c (g) = g2, whereas for
a zero-mean, circular symmetric complex Gaussian random variable z ∈ CN (0, σ2z), σ2z = E [|z|2],
c (z) = |z|2.
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The differential entropy of g ∈ N (0, σ2ω) is
Hdiff (g) =
1
2 log2
(
2pieσ2ω
)
, (36)
whereas the conditional differential entropy is
Hdiff (g| y) = 12 log2
(
2pieσ2N
)
, (37)
where y = g + ∆, ∆ ∈ N (0, σ2N ) is the zero-mean Gaussian noise of the quantum channel.
The differential entropy of z ∈ CN (0, σ2z) is
Hdiff (z) = Hdiff (Re (z)) +Hdiff (Im (z))
= 12 log2
(
2pieσ2z
)
= 12 log2
(
2pie2σ2ω0
)
,
(38)
whereas the conditional differential entropy of z is
Hdiff (z| y) = Hdiff (Re ((z| y))) +Hdiff (Im ((z| y)))
= 12 log2
(
2pieσ2∆
)
= 12 log2
(
2pie2σ2N
)
,
(39)
because the differential entropies are invariant to translations of the density [17].
The continuous mutual information for the Gaussian random distribution is
I (g : y) = Hdiff (y)−Hdiff (y| g) = Hdiff (y)− 12 log2
(
2pieσ2N
)
, (40)
whereas the constrained capacity of the Gaussian quantum channel for an input g is
C (N ) = max
Fx:E[g2]≤σ2ω
I (x : y) . (41)
Equation (41) is justified by the fact that the CV input and output can be discretized, and the
continuous channel can be approximated as a discrete channel.
Assuming a CN (0, σ2z) distribution, the constrained capacity for an input z drawn from this
distribution is
C (N ) = max
Fx:E[|z|2]≤2σ2ω0
I (x : y) . (42)
A zero-mean Gaussian random variable maximizes the entropy; hence, they are also maximally
capacity constraint satisfiers. The constraint of E
[
x2
] ≤ σ2ω on a random variable x is satisfied by
the g ∈ N (0, σ2ω) and the constraint of E [|x|2] ≤ 2σ2ω0 is satisfied by a x = z ∈ CN (0, σ2z) , σ2z =
E
[
|z|2
]
distributed random variable with i.i.d. Gaussian random real and imaginary parts Re, Im ∈
N (0, σ2ω0). This leads to the following real-domain capacity of N :
C (N ) = 12 log2
(
2pie
(
σ2ω + σ
2
N
))− 12 log2 (2pieσ2N ) = 12 log2 (1 + σ2ωσ2N ) . (43)
For a z ∈ CN (0, σ2z) , σ2z = E [|z|2] = 2σ2ω0 input, with i.i.d. Gaussian noise components on the
x position and p momentum quadratures, and complex noise ∆ ∈ CN (0, σ2∆) = ∆x + i∆p, with
∆x,∆p ∈ N
(
0, σ2N
)
, the complex-domain capacity of N is
C (N ) = 12 log2
(
2pie
(
σ2z + σ
2
∆
))− 12 log2 (2pieσ2∆)
= 12 log2
(
2pie
(
2σ2ω0 + 2σ
2
N
))− 12 log2 (2pie2σ2N )
= log2
(
1 +
2σ2ω0
2σ2N
)
= log2
(
1 +
σ2ω0
σ2N
)
,
(44)
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whereas the real-domain capacity (i.e., with respect to a given quadrature component) is
C (N ) = 12 log2
(
2pie
(
1
2σ
2
z +
1
2σ
2
∆
))− 12 log2 (2pie12σ2∆)
= 12 log2
(
2pie
(
σ2ω + σ
2
N
))− 12 log2 (2pieσ2N )
= 12 log2
(
1 +
2σ2ω0
2σ2N
)
= 12 log2
(
1 +
σ2ω0
σ2N
)
.
(45)
In using the AMQD-MQA, the d ∈ CN (0, σ2d) , σ2d = E [|d|2] = 2σ2ω Gaussian subcarrier CV states,
more precisely the σ2ω modulation variance of these subcarriers, xd, pd ∈ N
(
0, σ2ω
)
, will formulate
the achievable capacity.
Note that throughout the manuscript, the complex-domain capacity formula will be used, and
the modulation variance allocation will be discussed with respect to the independent position (x)
and momentum (p) quadrature components of the Gaussian CV states.
3 AMQD-MQA Multiple Access
Theorem 1 (Multiple access capacity-achieving communication in AMQD-MQA). In an AMQD-
MQA multiple access scheme with K independent users, the sum rate over the l sub-channels at
a constant σ2ω for each Ni is RMQAsum ≤ max∀i
∑
l log2
(
1 + σ2ωi |F (Ti (Ni))|2
/
σ2N
)
, whereas the sym-
metric rate is RMQAsym ≤ 1K max∀i
∑
l log2
(
1 + σ2ωi |F (Ti (Ni))|2
/
σ2N
)
, where |F (Ti)|2 is the squared
magnitude of the CVQFT-transformed Ti transmittance coefficient of the i-th Gaussian sub-channel
Ni.
Proof. The proof demonstrates the results for K = 2, that is, for two independent users, U1 and
U2. The proof is organized as follows. In the first part, the C capacity region of a multiple access
quantum channel is derived. In the second part, we add the CVQFT operation into the picture
and revise the results of the first part, which then leads to the final rates of the users. Let the
inputs of user Uk, k = 1, . . . ,K to be modeled by the zero-mean, circular symmetric variables
zk = xk + ipk ∈ CN
(
0, σ2zk
)
, σ2zk = E
[
|zk|2
]
, xk ∈ N
(
0, σ2ωk,0
)
, pk ∈ N
(
0, σ2ωk,0
)
. Let the i-th
Gaussian subcarrier CV be di = xdi + ipdi ∈ CN
(
0, σ2di
)
, σ2di = E
[
|di|2
]
with i.i.d. Gaussian
random quadratures xdi ∈ N
(
0, σ2ωi
)
, pdi ∈ N
(
0, σ2ωi
)
.
Let l be the number of good Ni Gaussian sub-channels. (For an exact clarification, it precisely
refers to the following. The noise of the sub-channels is below the critical security parameter
νEve, which identifies the optimal Gaussian collective attack, see Equation (117) and [4]). Let the
transmittance of the i-th sub-channel be Ti (Ni) ∈ C.
The outputs of U1 and U2 are expressed as follows:
yk = T (N ) zk + ∆, k = 1, 2. (46)
The d-dimensional output of the k-th user is
yk = T (N ) zk + ∆, (47)
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where T (N ) = [Tk,1 (N ) , . . . , Tk,d (N )]T , zk (N ) = [zk,1, . . . , zk,d]T ∈ CN (0,Kzk), and Kzk is the
covariance matrix of the zero-mean, circular symmetric Gaussian random vector zk ∈ CN (0,Kzk)
of Uk.
The sum capacity [17–19] is the total throughput over the l sub-channels of N at a constant
modulation variance σ2ω is as follows:
Csum (N ) = max
(R1,R2)∈C
R1 +R2
= max
∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
.
(48)
The symmetric capacity [17–19] is the maximum common rate at which both U1 and U2 can reliably
transmit information over the l sub-channels of N , as follows:
Csym (N ) = max
(Rsym,Rsym)∈C
Rsym =
1
2 max∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
, (49)
where Rsym is the rate at which both U1 and U2 can simultaneously communicate in a reliable form.
For K users U1, . . . UK , the sum capacity and the symmetric capacity of N are expressed as
Csum (N ) = max
(R1,...,RK)∈C
∑
K
Ri = max∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
, (50)
and
Csym (N ) = max
(Rsym,...,Rsym)∈C
Rsym =
1
K max∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
. (51)
The C capacity region [17–19] is the region of the rates of (R1, R2) of U1 and U2, at which both
users can have a simultaneous reliable communication over the quantum channel N . The region C
upper bounds the independent single transmission rates as of U1 and U2, which can be maximized
if all the l sub-channels with a total constraint lσ2ω (i.e., all degrees of freedom) are dedicated to
user k, as follows:
Rk ≤ max∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
, k = 1, . . . ,K. (52)
If the equality holds, then only user Uk is allowed to transmit over the l sub-channels. These rates
define the corner points C1 = max
(R1)∈C
R1 and C2 = max
(R2)∈C
R2 of U1 and U2. At the corner points, the
rate of the given user is maximal whereas rate of the other user is zero. On the line between the
corner points, both users are allowed to simultaneously communicate at rates R1 and R2.
The sum rate R1 +R2 is defined by a line between the corner points C1 and C2. The sum rate
is bounded by Equation (48); hence,
R1 +R2 ≤ max∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
. (53)
The C capacity region can be expressed in terms of the mutual information I (zk : yk, T (N )) of the
Gaussian random inputs zk = x1 + ip1 ∈ CN
(
0,E
[
|zk|2
])
, and channel output
y = y1 + y2
= T (N ) z1 + ∆1 + T (N ) z2 + ∆2.
(54)
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In the C (z1, z2) capacity region for this Gaussian input distribution, the rate pairs are
R1 ≤ I (z1 : y, T (N )| z2) ,
R2 ≤ I (z2 : y, T (N )| z1) ,
(55)
and
R1 +R2 ≤ I (z1, z2 : y, T (N )) . (56)
From the chain rule of mutual information,
I (z1, z2 : y) = I (z1 : y) + I (z2 : y| z1) . (57)
One immediately can conclude that
I (zk : yk, T (N )) = I (zk : T (N )) + I (zk : y|T (N ))
= I (zk : y|T (N )) .
(58)
Because I (zk : yk, T (N )) of the l sub-channels is independent of the input zk, thus I (zk : T (N )) =
0 [17–19].
Therefore, conditioned on T (N ), the channel model is perfectly analogous to an AWGN channel,
with the following SNR at a given sub-channel Ni:
SNR =
σ2ωi
σ2Ni
. (59)
It means that the ideal input distribution is the zero-mean, circular symmetric complex Gaussian
random inputs zk = xk + ipk ∈ CN
(
0,E
[
|zk|2
])
, independent from the actual SNR values. In
other words, the mutual information can be maximized by the zero-mean CN distribution, which
leads to the following:
I (zk : y|T (N )) =
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
. (60)
Exploiting the chain rule of mutual information, the capacity regions shown in Equations (55) and
(56) can be rewritten as
R1 ≤ I (z1 : y|T (N ) , z2) ,
R2 ≤ I (z2 : y|T (N ) , z1) ,
(61)
and
R1 +R2 ≤ I (z1, z2 : y|T (N )) . (62)
The corner points C1 and C2 are defined as follows:
C1 ≡ I (z1 : y, T (N )| z2)
= max
(R1)∈C
R1
= max
∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
,
(63)
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and
C2 ≡ I (z2 : y, T (N )| z1)
= max
(R2)∈C
R2
= max
∀i
∑
l
log2
(
1 +
σ2ωi |Ti(Ni)|
2
σ2N
)
.
(64)
Hence, in the corner points C1, C2, only U1, U2 is allowed to transmit over the l sub-channels,
whereas the rate of the other user is zero. Taking the H convex hull of all possible independent
input distributions leads to the capacity region C as
C = H
( ⋃
z1,z2
C (z1, z2)
)
. (65)
The inputs z1 and z2 are zero-mean Gaussian random variables, for which follows that all infor-
mation quantities that characterize capacity region C are simultaneously maximized because the
capacity region C (CN , CN ) with zero-mean, circular symmetric complex Gaussian random distri-
bution variables formulates the superset of all other capacity regions (for the proof of optimality,
see Lemma 1) with arbitrary px′ distributions, that is,
C (CN , CN ) = S
⋃
∀px′
C (px′ , px′)
 = S ⋃
∀px′
H
 ⋃
x′1,x
′
2
C
(
x′1, x
′
2
) . (66)
As follows, for the zk ∈ CN
(
0,E
[
|zk|2
])
inputs, one obtains the capacity region C:
IMQA (z1 : y| z2) = max∀x′1
I
(
x′1 : y|x′2
)
,
IMQA (z2 : y| z1) = max∀x′2
I
(
x′2 : y|x′1
)
,
(67)
and
IMQA (z1, z2 : y) = max∀x′1,x′2
I
(
x′1, x
′
2 : y
)
. (68)
Let us now add the CVQFT operation into the picture to derive the final rates.
Assuming a subset A ⊆ K of allowed users in set K with |A| users (these |A| users have the
value of 1 in the i-th row of the rate-selection matrix M
[j]
A , see (30)),
di = e
σ2ω0d
2
i
2 . (69)
The Gaussian CV subcarrier variable can be rewritten as
di =
1√
n
|A|−1∑
k=0
zke
−i2piik
n , i = 0, . . . , n− 1, (70)
where n is the number of outputs of the Fourier transform (from these n outputs, only l will be used
in the subcarrier transmission, by the initial assumption on the conditions of the sub-channels.),
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zk is the input of user A ∈ k. If for a given user Uk, k ∈ K, the A 6⊂ k relation holds, then user Uk
cannot transmit data in the subcarrier di, and the input zk of Uk is not included in Equation (70).
In the AMQD-MQA, an output block (for the derivation of an AMQD block, see [4]) is charac-
terized as
yk [j] =
∑|A|
k=1
F (Tk,i (Ni)) [j]F (dk,i) [j] + F (∆i) [j] , i = 0 . . . l − 1, j = 1 . . . |A| , (71)
where [j] refers to the j-th AMQD block, k identifies user Uk, F (Tk,i (Ni)) [j] is the CVQFT of the
transmittance coefficient of the i-th Gaussian sub-channelNi, F (dk,i) [j] is the CVQFT-transformed
subcarrier dk,i, and F (∆i) [j] is the Fourier-transformed Gaussian noise ∆i ∈ CN
(
0, σ2∆i
)
, σ2∆i =
E
[
|∆i|2
]
of the i-th sub-channel. As Equation (71) reveals, in the i-th subcarrier di, only the
allocated users’ data are conveyed.
The capacity that can be achieved by an AMQD-MQA block is derived as follows. Assuming
channel output (Equation (71)) with modulation variance σ2ω per quadrature components of di,
from the Parseval theorem, it follows that for F (dk) [j] = [F (dk,1) [j] , . . . F (dk,l) [j]]
T ,
σ2F (dk[j]) = E
[
‖F (dk) [j]‖2
]
≤ 2lσ2ω, (72)
Introducing yk [j] leads to capacity (averaged over an AMQD block),
Csum (N ) = max
E[|F (dk)[j]|2]≤2lσ2ω
I (F (dk) [j] : yk [j]) . (73)
For l independent di ∈ CN
(
0, σ2di
)
subcarriers,
I (F (d) : y) = Hdiff (y)−Hdiff (y|F (d))
=
∑
l
Hdiff (yi)−Hdiff (yi| zi)
=
∑
l
Hdiff (yi)−Hdiff (F (∆i))
=
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
,
(74)
where
Hdiff (F (d) ,y) = Hdiff (F (d)) +Hdiff (y|F (d)) ≤ Hdiff (F (d)) +Hdiff (y) . (75)
(Note: If the l Gaussian subcarriers are not completely mutually independent, then ≤ stands in
the second line of Equation (74), whereas if the l subcarriers are derived from not the optimal
zero-mean circular symmetric complex Gaussian random CN distribution, then ≤ stands in the
third line of Equation (74).)
The input maximization leads to the following sum capacity in an AMQD-MQA setting:
Csum (N ) = max∀i
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
, (76)
where 1l
∑
l |F (Ti (Ni))|2 > 1l
∑
l |Ti (Ni)|2 [4], with a total transmit variance constraint
1
n
∑
n
σ2ωi = σ
2
ω = σ
2
ω0 , σ
2
ωi ≥ 0. (77)
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Hence, for the l sub-channels with a constant nonzero modulation variance σ2ωi > 0, one gets
1
l
∑
l
σ2ωi = σ
2
ω < σ
2
ω0 , (78)
where σ2ω0 is the modulation variance of zi.
For two users, U1 and U2, the C capacity region (R1, R2) of AMQD-MQA is as follows:
R1 ≤ IMQA (z1 : y, F (T (N ))| z2) = IMQA (z1 : y|F (T (N )) , z2) ,
R2 ≤ IMQA (z2 : y, F (T (N ))| z1) = IMQA (z2 : y|F (T (N )) , z1) ,
(79)
and
R1 +R2 ≤ IMQA (z1, z2 : y, F (T (N ))) = IMQA (z1, z2 : y|F (T (N ))) . (80)
Thus, for user Uk,
RMQAk ≤ max∀i
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
, k ∈ 1, . . .K, (81)
the sum rate (the overall throughput rate of the users) RMQAsum is calculated as,
RMQAsum =
∑
K
RMQAk ≤ max∀i
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
, (82)
and the symmetric rate (the common rate at which all users can have a simultaneous reliable
communication) RMQAsym is calculated as
RMQAsym ≤ 1K max∀i
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
. (83)
For K users U1, . . . UK , from the results of Equations (81) and (82) trivially follows R
MQA
k and
RMQAsym ; hence, the sum capacity in AMQD-MQA is expressed as
CMQAsum (N ) = max
(RMQA1 ,...,R
MQA
K )∈C
∑
K
RMQAk = max∀i
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
, (84)
whereas the symmetric capacity (the maximum common rate at which all users can have a simul-
taneous reliable communication) is expressed as
CMQAsym (N ) = max
(RMQAsym ,...,RMQAsym )∈C
RMQAsym =
1
K max∀i
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
. (85)
The results on the C capacity region of (R1, R2) of U1 and U2 in AMQD-MQA are summarized
in Fig. 3. The corner points C1 and C2 identify the maximal rates at with a single user can
communicate. The line between the two corner points represents that trade-off between the rates
of users U1 and U2, at which simultaneously reliable transmission is possible.
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 Figure 3: The C capacity region of the AMQD-MQA with two users U1 and U2. The transmission
is realized through l subcarriers, each having a constant modulation variance σ2ω per quadrature
components. The two users communicate over the Gaussian quantum channel with rates R1 and
R2. At the corner points C1 and C2 (red and blue dots), only one user is allowed to transmit and
all degrees of freedom is allocated to that user.
Assuming a d-dimensional input zk ∈ CN (0,Kzk), and vector dk ∈ CN (0,Kdk) for the sub-
carriers of each Uk, the capacity region C is expressed as follows:
Rk ≤ log2 det
(
Id +
1
2σ2N
F (T (N ))KdkF (T (N ))†
)
, (86)
and
R1 +R2 ≤ log2 det
(
Id +
1
2σ2N
F (T (N ))KdkF (T (N ))†
)
, (87)
where Id is the d-dimensional identity matrix. Equations (86) and (87) are simultaneously maxi-
mized for the zk ∈ CN (0,Kzk) Gaussian random vectors with different covariance matrices Kzk .
The capacity region C is determined by the Kzk covariance matrices of the users which are allowed
to be determined by the users (or, equivalently by an encoder, depending on the actual setting of
AMQD-MQA).
These results conclude that in the AMQD-MQA CVQKD multiple access, the rates all of the
K users can simultaneously maximized, which concludes the proof.
3.1 Rates at Partial Channel Side Information
Theorem 2 (Reliable simultaneous transmission at partial channel side information). The AMQD-
MQA provides reliable simultaneous communication for the K users at partial channel side informa-
tion, with a sum rate RMQAsum ≤ max∀i E
[∑
l log2
(
1 + σ2ωi |F (Ti (Ni))|2
/
σ2N
)]
and a symmetric rate
RMQAsym ≤ 1K max∀i E
[∑
l log2
(
1 + σ2ωi |F (Ti (Ni))|2
/
σ2N
)]
, where Ti is a random complex variable.
18
Proof. The partial channel side information arises from the fact that the parties are not able to
track exactly the Ti transmittance coefficients of the Ni sub-channels, only a close approximation
is possible. However, because the CVQKD protocols are operating in the low-SNR regimes, this
approximation also could be optimal for information transmission over the Gaussian sub-channels.
In the allocation phase, only the λ Lagrangian multiplier of the eavesdropper has to be taken into
consideration that finally leads to νEve = 1/λ, the security parameter of the optimal Gaussian col-
lective attack [4]. As an important corollary, it is not a requirement for the parties to have an exact
knowledge about states the sub-channels, that is, the Ti transmittance coefficients. Furthermore,
if Alice has no channel side information, in the low-SNR regimes, the optimal solution is to use
a constant modulation variance for all Gaussian subcarriers. It is exactly the case in an AMQD
setting because it is not a reasonable assumption a practical CVQKD scenario that the parties have
full channel side information to allocate perfectly the modulation variances of the subcarriers. In
the low-SNR regimes, the performance that can be achieved by a constant modulation variance is
very close to the rates that can be obtained at an exact allocation. Here, we derive the transmis-
sion rates that can be reached if the parties have no exact knowledge about the sub-channels. The
results trivially follow Theorem 1.
For the mutual information I (zk : yk, F (T (N ))) and I (zk : F (T (N ))) = 0, and from the chain
rule of mutual information
I (zk : yk, F (T (N ))) = I (zk : F (T (N ))) + I (zk : y|F (T (N )))
= I (zk : y|F (T (N ))) .
(88)
As one can immediately conclude, if Alice has no exact knowledge of the sub-channel transmit-
tance coefficients, the ideal input distribution remains the zero-mean circular symmetric complex
Gaussian random inputs zk = xk + ipk ∈ CN
(
0,E
[
|zk|2
])
, independently from the actual SNR
values.
The mutual information can be maximized by the zero-mean CN distribution, which leads to
I (zk : y|F (T (N ))) =
∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
. (89)
Assuming two users, U1 and U2, the rates of the users are
R1 ≤ E [I (z1 : y|F (T (N )) , z2)] ,
R2 ≤ E [I (z2 : y|F (T (N )) , z1)] ,
(90)
and
R1 +R2 ≤ E [I (z1, z2 : y|F (T (N )))] . (91)
The rate of a given user depends on the distribution of zk, which for an AWGN channel with
circular symmetric Gaussian random noise ∆i ∈ CN
(
0, σ2∆i
)
picks up its maximum if the input
zk is drawn from a CN
(
0, σ2zk
)
random distribution (for optimality conditions, see Lemma 1).
Assuming d AMQD blocks for the optimization over all possible x′k distributions, the upper bound
Rk ≤ 1d max∀x′ I (x
′
k : y) follows, and if x
′
k = zk ∈ CN
(
0, σ2zk
)
, then Rk =
1
d max∀x′
I (zk : y). From the
SNR of the l Gaussian sub-channels with SNR = σ2ωi
/
σ2Ni per sub-channel Ni, for d AMQD blocks
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(each with l subcarriers), and from the law of large numbers follows that
Rk ≤ 1dmax∀i I (zk : y)
= lim
d→∞
1
dmax∀i
∑
d
log2
(
1 + |F (Tk (N ))|2SNR
)
= lim
d→∞
1
dmax∀i
∑
d
∑
l
log2
(
1 + |Fk,i (Tk,i (Ni))|2SNR
)
= max
∀i
E
[∑
l
log2
(
1 + |F (Ti (Ni))|2SNR
)]
= max
∀i
E
[∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)]
.
(92)
These arguments yield that the transmission at a partial channel side information is characterized
by exactly the same sum and symmetric rates as in the case of the full channel side information:
RMQAsum =
∑
K
RMQAk ≤ max∀i E
[∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)]
, (93)
and to symmetric rate RMQAsym ,
RMQAsym ≤ 1K max∀i E
[∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)]
. (94)
Hence, the corresponding capacities for the Uk of this channel are as follows:
CMQAsum (N ) = max
σ2
F(dk[j])
=E[‖F (dk)[j]‖2]≤2lσ2ω
I (zk : y|F (T (N )))
= max
∀i
E
[∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)]
,
(95)
and
CMQAsym (N ) = 1K max
σ2
F(dk[j])
=E[‖F (dk[j])‖2]≤2lσ2ω
I (zk : y|F (T (N )))
= 1Kmax∀i
E
[∑
l
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)]
,
(96)
which confirms that the rates of the users are exactly the same as that of Theorem 1. It is a
particularly convenient practical benefit that arises directly from the AMQD modulation.
For the K → K scenario in terms of K-dimensional vectors z,y, the situation is as follows. The
channel output can be rewritten as
y = F (T (N )) z+ F (∆)
= F (T (N ))F (F−1 (z))+ F (∆)
= F (T (N ))F (d) + F (∆) ,
(97)
where
F (T (N )) = [F (T1 (N )) , . . . , F (Tl (N ))]T , (98)
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z (N ) = [z1, . . . , zK ]T ∈ CN (0,Kz) , (99)
F (∆) = [F (∆1) , . . . , F (∆l)]
T ∈ CN (0,KF (∆)) = CN (0, 2σ2N IK) , (100)
and
F (d) = [F (d1) , . . . , F (dl)]
T ∈ CN (0,KF (d)) . (101)
From these, the mutual information is
I (z : y|F (T (N ))) = Hdiff (y)−Hdiff (y| z)
= Hdiff (y)−Hdiff (F (∆))
= Hdiff (y)−Klog2
(
pie2σ2Ni
)
.
(102)
The K-dimensional zero-mean circular symmetric complex Gaussian random d ∈ CN (0,Kd) input
vectors preserve the entropy maximizer property [17–19] (more precisely, it maximizes the Hdiff
differential entropy function among all K-dimensional complex, arbitrarily distributed random
vectors d that have a given covariance matrix Kd); hence, Hdiff (d) = log2 (det (pieKd)). The
output has the covariance matrix Ky = F (T (N ))KdF (T (N ))† + 2σ2NiIK .
This leads to the mutual information,
I (z : y|F (T (N ))) = log2
(
(pie)K
)
det
(
F (T (N ))KdF (T (N ))† + 2σ2NiIK
)
−Klog2
(
pie2σ2Ni
)
= log2 det
(
IK +
F (T(N ))KdF (T(N ))†
2σ2N
)
.
(103)
The equality in the first line of Equation (103) follows from the fact that the subcarrier vector
d has the distribution CN (0,Kd), which immediately reveals that the encoder, in fact, does not
need to know in an exact form the channel transmittance vector T (N ) because the CN input
distribution leads to the optimal rate. It yields a K-dimensional z ∈ CN (0,Kz):
C = max
Kd:Tr(Kd)≤2lσ2ω
E
[
log2 det
(
IK +
F (T(N ))KdF (T(N ))†
2σ2N
)]
, (104)
which finally concludes the proof.
3.2 Optimality
Lemma 1 (Optimality of AMQD-MQA). The AMQD-MQA simultaneously maximizes the trans-
mission rates of all K users over the Gaussian quantum channel.
Proof. The Gaussian quantum channel N can be modeled as a complex channel, with complex
noise ∆ ∈ CN (0, σ2∆) in the phase space S. For a given sub-channel Ni, the extension follows with
noise ∆i ∈ CN
(
0, σ2∆i
)
. Let us evaluate the Hdiff (·) differential entropy (see Equation (31)) of the
noise variable ∆i = ∆x,i + ∆p,i, where ∆x,i ∈ N
(
0, σ2Ni
)
and ∆p,i ∈ N
(
0, σ2Ni
)
are i.i.d. zero-
mean Gaussian random noise on the position (x) and momentum (p) quadratures of the Gaussian
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sub-channel Ni, respectively. The function Hdiff (∆i) is as follows:
Hdiff (∆i) = Hdiff (Re (∆i)) +Hdiff (Im (∆i))
= Hdiff (∆x,i) +Hdiff (∆p,i)
= log2
(
pieσ2∆i
)
= log2
(
pieE
[
|∆i|2
])
= log2
(
pie2σ2Ni
)
.
(105)
For the subcarrier variable di ∈ CN
(
0, σ2di
)
, the differential entropy is evaluated as
Hdiff (di) = Hdiff (Re (di)) +Hdiff (Im (di))
= Hdiff (xdi) +Hdiff (pdi)
= log2
(
pieσ2di
)
= log2
(
pieE
[
|di|2
])
= log2
(
pie2σ2ωi
)
.
(106)
To prove the optimality of AMQD-MQA, we use the fact that for the subcarrier variable d, the
density function Fd (·) picks up the values on a support set S, whereas for u /∈ S, Fd (u) = 0 [17].
The di variable has maximal differential entropy on S among all possible x
′ probability distributions
with second moment condition 2σ2ω, only if the following equation holds:∫
S
f (u)Fd (u) du = 2σ
2
ω. (107)
Taking the second moment condition with respect to the i.i.d. Gaussian random quadrature com-
ponents xd, pd, one obtains ∫
S
f (u)Fxd (u) du = σ
2
ω, (108)
and ∫
S
f (u)Fpd (u) du = σ
2
ω. (109)
In particular, the subcarrier variable d is entropy maximizer only if the density function Fd (·) is in
perfect coincidence with the Gaussian probability density function. To see it, let the Fd density of
variable d be given in the following formula:
Fd = e
(γ0−1+
∑
2 γifi(u)), u ∈ S. (110)
By choosing the density function to the density of the CN distribution, that is, for an d ∈ CN (0, σ2d)
variable, Equation (110) can be rewritten as
Fd (d) =
1
2piσ2ω
e
−(|d|2)
2σ2ω = f (xd, pd) =
1
2piσ2ω
e
−(x2d+p2d)
2σ2ω , (111)
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which leads to those γ0, γ1, γ2, such that Equation (107) is satisfied. For any other distribution, the
moment condition of Equation (107) cannot be met; thus, variable d has maximal entropy only if it is
a zero-mean circular symmetric complex Gaussian random variable with variance 2σ2ωi . This clearly
demonstrates that the i-th subcarrier di maximizes the entropy only if it is drawn from a CN
(
0, σ2d
)
distribution, with i.i.d. zero-mean Gaussian random quadrature components. The results trivially
follow for d ∈ CN (0,Kd), Kd = E
[
dd†
]
, because the entropy is maximized by the structure of the
CN distribution, which finally leads to the differential entropy Hdiff (d) = log2 det (pieKd), which
precisely coincidences with the theoretical entropy maximum.
Because all users in AMQD-MQA transmit the information via CN (0, σ2d)-distributed subcar-
riers with i.i.d. Gaussian random quadrature components xdi , pdi ∈ N
(
0, σ2ωi
)
, the optimality of
the scheme is immediately concluded.
4 Compensation of a Nonideal Gaussian Modulation
Theorem 3 (Compensation of a nonideal Gaussian input modulation). A nonideal Gaussian input
modulation can be compensated by νi + νmin
(
1− G (δ)p(x)
)
sub-channel coefficients, where νi =
σ2N
/
|F (Ti (Ni))|2 is the coefficient of Ni, νmin = min {ν1, . . . , νl}, G (δ)p(x) < 1, and 0 ≤ δ ≤ 1.
Proof. The proof is organized as follows. First we assume that the modulation variance can be
varied. Then we reveal that for a constant modulation variance the problem is analogous to the
lifting up the νi levels of the sub-channels.
Let di be the ideal input variable of |φi〉 ∈ S drawn from a CN
(
0, 2σ2ω
)
distribution, and let d′ be
the model variable of the noisy output Gaussian subcarrier |φ′i〉 ∈ S. Let the quantity ξ, 0 ≤ ξ ≤ 1
be the mean square estimation error of the input di from output d
′
i at modulation variance 2σ
2
ω
and in presence of Gaussian noise ∆i, presented as
ξ
(
d′i
)
= E
[∣∣di − f (d′i, 2σ2ω)∣∣2]
= E
[∣∣∣di − f (√2σ2ωdi + ∆i, 2σ2ω)∣∣∣2] , (112)
where di is characterized with a unit modulation variance and
f
(√
2σ2ωdi + ∆i, 2σ
2
ω
)
= E
[
di|
√
2σ2ωdi + ∆i
]
. (113)
Particularly, for an ideal Gaussian-modulated subcarrier CV di, ξ (·) is defined as
ξ (di) =
1
1+2σ2ω
, (114)
and the ξ−1 (·) inverse function of ξ (·) for the ideal Gaussian modulation is evaluated as
ξ−1 (f) = 1−ff , (115)
where f > 0. The σ2ω constant modulation variance of the subcarrier quadratures for an arbitrary
distribution p (x) can be rewritten as follows:
σ2ω = νEve − νminG (δ)p(x) , (116)
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where variable δ ≥ 0 quantifies the p (x) input distribution, as 0 ≤ δ ≤ 1 for an arbitrary p (x)
distribution, whereas δ is arbitrary for an ideal Gaussian-modulated input [22], νEve is the security
parameter that identifies an optimal Gaussian collective attack [4], [12, 13], calculated as
νEve =
1
λ , (117)
where λ is the Lagrange multiplier [4], [17], calculated as
λ = |F (T ∗N )|2 = 1n
n−1∑
i=0
∣∣∣∣∣
n−1∑
k=0
T ∗k e
−i2piik
n
∣∣∣∣∣
2
, (118)
where T ∗N is the expected transmittance of the n sub-channels (i.e., all sub-channels are taken into
consideration) under an optimal Gaussian collective attack.
According to the definition of AMQD modulation [4], from λ, and the σ2ωi modulation variances
of the Ni sub-channels, a Lagrangian can be constructed as
L (λ, σ2ω1 . . . σ2ωn) = n∑
i=1
log2
(
1 +
σ2ωi |F (Ti(Ni))|
2
σ2N
)
− λ
n∑
i=1
σ2ωi . (119)
Using the Kuhn-Tucker condition [17–19], it follows that ∂L/∂σ2ωi = 0 only if the i-th sub-channel
gets a nonzero modulation variance, σ2ωi > 0, whereas ∂L
/
∂σ2ωi ≤ 0 if the sub-channel gets zero
modulation variance, σ2ωi = 0 [20–22].
After some calculations, the average modulation variance leads to
σ2ω =
1
n
n∑
i=1
(
νEve − σ
2
N
|F (Ti(Ni))|2
)
= 1n
n∑
i=1
(νEve − νi) . (120)
As it can be verified, the optimal solution for this problem is a constant modulation variance σ2ω
for those l Ni sub-channels, for which νi < νEve is satisfied:
σ2ω =
1
l
l∑
i=1
(
νEve − σ
2
N
max
i
|F (Ti(Ni))|2
)
= νEve −min (νi) = νEve − νmin. (121)
In other words, νmin in Equation (116) identifies the min {ν1, . . . , νl} minimum of the νi sub-channel
coefficients, where
νi = σ
2
N
/
|F (Ti (Ni))|2. (122)
The function G (δ)p(x) in Equation (116) quantifies the deviation of the input modulation (input
distribution p (x)) from the ideal Gaussian random distribution in terms of mean square estimation
error [22], precisely as:
G (δ)p(x) = 1νminκ − ξ
−1 (δ)p(x) , (123)
where 0 < κ < 1νmin .
For an ideal Gaussian input modulation,
σ2ω + νminG∗ (δ)p(x) = 1κ , (124)
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where G∗ (δ)p(x) is expressed as
G*(δ)p(x) = 1νminκ − ξ
*−1(δ)p(x)
= 1νminκ −
1−νminκ
νminκ
= 1,
(125)
where
ξ*
−1
(δ)p(x) =
1−νminκ
νminκ
(126)
for an ideal Gaussian input [17–19], [22], see Equation (115). Thus, for an ideal Gaussian modula-
tion,
σ2ω = νEve − νmin, σ2κ = 0, (127)
and
κ = 1
σ2ω+νmin
. (128)
Hence,
1
κ = σ
2
ω + νmin
=
(
νEve − νminG*(δ)p(x)
)
+ νmin
= νEve.
(129)
Assuming that the modulation variance is not pre-determined, an additional modulation variance
σ2κ that is required for the compensation of a nonideal Gaussian modulation (for a nonideal input
modulation with distribution p (x), i.e., assuming a truncated modulation that approximates the
ideal Gaussian modulation by a discretization), is as follows:
1
κ =
(
νEve − νminG(δ)p(x)
)
+ νmin
= νEve − νmin
(
G(δ)p(x) − 1
)
= νEve + νmin
(
1− G(δ)p(x)
)
=
(
σ2ω + σ
2
κ
)
+ νmin
= νEve + σ
2
κ,
(130)
where κ = 1
νEve+νmin(1−G(δ)p(x))
, σ2κ = νmin
(
1− G (δ)p(x)
)
and G (δ)p(x) is evaluated as
G (δ)p(x) = 1νminκ − ξ
−1 (δ)p(x)< < G∗ (δ)p(x) , (131)
where G (δ)p(x) < 1 and
ξ−1(δ)p(x) > ξ
*−1(δ)p(x). (132)
The actual value of ξ−1 (δ)p(x) in Equation (132) depends on the probability distribution p (x).
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Since the AMQD-MQA scheme uses fixed modulation variance σ2ω for all sub-channels, the
coefficient νi of Gaussian sub-channel Ni has to be lifted up in the calculations by a nonzero νκ > 0
additional term, precisely
νκ = νmin
(
1− G(δ)p(x)
)
= νmin
(
1−
(
1
νminκ
− ξ−1(δ)p(x)
))
.
(133)
Putting the pieces together, for a nonideal Gaussian input modulation, for each Ni, i = 1, . . . , l,
the νi coefficients are evaluated as
νi + νmin
(
1− G (δ)p(x)
)
= νi + σ
2
κ = νi + νκ. (134)
The steps of the compensation of a nonideal Gaussian input modulation is given in Algorithm
1.
Algorithm 1 Compensation of a nonideal Gaussian input modulation
1. Determine νmin = min {ν1, . . . , νl} of the l Gaussian sub-channels, where
νi = σ
2
N
/
|F (Ti (Ni))|2, νi < νEve. From νEve = 1λ and νmin, compute the constant
modulation variance σ2ω of the Gaussian subcarriers as σ
2
ω = νEve − νminG*(δ)p(x), where
G*(δ)p(x) = 1νminκ − ξ*
−1
(δ)p(x) = 1, κ =
1
σ2ω+νmin
, and δ is arbitrary.
2. Let p (x) be the distribution of the nonideal input. Choose κ such that
κ = 1
νEve−νmin(G(δ)p(x)−1)
, where G (δ)p(x) = 1νminκ − ξ−1 (δ)p(x) , 0 ≤ δ ≤ 1,
ξ−1(δ)p(x) > ξ
*−1(δ)p(x), and G (δ)p(x) < 1.
3. Determine σ2κ > 0 such that
1
κ = νEve + σ
2
κ.
4. Compute νκ = νmin
(
1− G (δ)p(x)
)
and νi + νκ for the Gaussian sub-channels
Ni, i = 1, . . . , l.
The proof is concluded here.
The compensation of a nonideal Gaussian modulation is depicted in Fig. 4. Depending on
the difference κ of the input modulation and the ideal Gaussian distribution CN (0, 2σ2ω), the
noise level νi of each Gaussian sub-channels is lifted up to νi + νmin
(
1− G (δ)p(x)
)
= νi + νκ, for
Ni, i = 1, . . . , l. For an ideal Gaussian modulation, νκ = 0.
The algorithm of the optimal constant modulation variance adaption within the AMQD mod-
ulation can be found in detail in [4], as we do not include the details here.
5 Opportunistic Gaussian Modulation
Theorem 4 (Diversity amplification via opportunistic Gaussian modulation for improved SNR).
Let max
∀i
|F (Tk (NUk))|2 = max∀i
∑
s |F (Tk,i (Ni))|2 of NUk = [N1, . . . ,Ns]T for user Uk, where s ≤ l
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 Figure 4: The compensation of a nonideal Gaussian modulation. The supplemental constant νκ > 0
term is added to νi of the Gaussian sub-channels, νi + νκ < νEve, to overwhelm the modulation
imperfections.
is the number of subcarriers of transmit user Uk in the j-th AMQD block. By an opportunis-
tic Gaussian modulation, the maximized transmittance coefficient of NUk [j] can be increased to
max
∀i
|F (T ′k (NUk))|2 = max∀i
∑
s
∣∣√ak,ieiθk,iF (Tk,i (Ni))∣∣2, where √ak,ieiθk,i is a complex variable,
ak,i ≥ 0, 0 ≤ θk,i ≤ 2pi, and
∑
s ak,i > 1.
Proof. The opportunistic Gaussian modulation exploits a natural property of the Gaussian sub-
channels, which arises from the diversity of the Ti (Ni) transmittance coefficients. The main idea
behind opportunistic Gaussian modulation in AMQD-MQA is as follows: enhance the SNR of the
Gaussian sub-channel Ni by the amplification of |Ti (Ni)|2, if the distribution of Ti (Ni) allows
it. Precisely, the opportunistic Gaussian modulation performs as a diversity amplification, which
induces a much stronger randomization into the transmittance coefficients of the Gaussian sub-
channels. It is particularly convenient because it leads to improved SNR for the logical sub-channel
NUk [j] = [N1, . . . ,Ns]T of user Uk (where NUk [j] stands for the set of Ni Gaussian sub-channels
that transmit the s subcarriers of user Uk in the j-th AMQD block). We propose the technique for
setting 1 of AMQD-MQA (see Fig. 1).
Assume two users, U1 and U2, with rates R1 ≈ R2 and with squared magnitudes of the Fourier-
transformed transmittance coefficients, as follows:
|F (T1 (NU1))|2 ≈ |F (T2 (NU2))|2 . (135)
In this case, the initial |Ti (NUi)| coefficients follow a stationary distribution; hence, the transmit-
tance coefficients are centered around an average
c = 1K
K∑
k=1
1
d
d∑
j=1
|F (Tk (NUk) [j])| . (136)
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Let
Ok,i [j] =
√
ak,ie
iθk,i , (137)
a complex variable that characterizes the opportunistic modulation [17] in the j-th AMQD block,
where
ak,i ≥ 0, 0 ≤ θk,i ≤ 2pi, (138)
and
∑
s ak,i > 1, for all transmit users Uk of the AMQD block.
Particular, for the j-th AMQD block, these parameters formulate an s-dimensional vector for
user Uk:
Ok [j] = [Ok,1, . . . , Ok,s]
T =
[√
ak,1e
iθk,1 , . . . ,
√
ak,se
iθk,s
]T
. (139)
The AMQD-MQA opportunistic modulation is performed on the zk,i elements of zk of Uk:
z′k [j] = Okzk [j]
=
√
ak,ie
iθk,izk,i, i = 0, . . . s− 1,
(140)
where s is the number of Gaussian subcarriers of Uk in the j-th AMQD block.
The j-th block of y′k of Uk is evaluated as
y′k [j] = F (Tk (NUk)) z′k [j] + F (∆) [j]
= F (Tk (NUk))Okzk [j] + F (∆) [j]
= F (Tk (NUk))
(∑
s
√
ak,ie
iθizk,i
)
+ F (∆) [j]
=
(∑
s
√
ak,ie
iθiF (Tk,i (Ni))
)
zk,i + F (∆) [j] .
(141)
In particular, the squared magnitude of the resulting transmittance coefficients of NUk is∣∣F (T ′k (NUk))∣∣2 = ∑
s
∣∣∣√ak,ieiθk,iF (Tk,i (Ni))∣∣∣2 , (142)
from which it immediately follows that the rate of user Uk over NUk (averaged over an AMQD
block) is
R (NUk) ≤ max∀i
∑
s
log2
(
1 +
σ2ωi
∣∣∣√ak,ieiθk,iF(Tk,i(Ni))∣∣∣2
σ2N
)
. (143)
Hence, for the transmittance coefficients Tk (NUk) and Tk ′ (NUk), the relation
max
∀i
∑
s
∣∣√ak,ieiθk,iF (Tk,i (Ni))∣∣2 > max∀i ∑s |F (Tk,i (Ni))|2
max
∀i
|F (T ′k (NUk))|2 > max∀i |F (Tk (NUk))|
2,
(144)
follows; thus, at a given modulation variance σ2ωi , max∀i
R (NUk)T ′k(NUk) > max∀i R (NUk)Tk(NUk), that
is,
max
∀i
∑
s
log2
(
1 +
σ2ωi
∣∣∣√ak,ieiθk,iF(Tk,i(Ni))∣∣∣2
σ2N
)
> max
∀i
∑
s
log2
(
1 +
σ2ωi |F(Tk,i(Ni))|2
σ2N
)
. (145)
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The effect of opportunistic Gaussian modulation assuming a d-dimensional AMQD block code
is illustrated in Fig. 5. The initial distribution of the |F (Tk (NUk))| coefficients is close to sta-
tionary, around an average c, see Equations (135) and (136) , thus the diversity among the initial
|F (Tk (NUk))| transmittance coefficients is low. As a corollary of diversity amplification (see (140)),
the distribution range of the transmittance coefficients is increased, which induces a strong trade-off
between the transmittance coefficients of NUk , that results overall in higher SNR for Uk.
 
Figure 5: Diversity amplification by opportunistic Gaussian modulation of the maximized trans-
mittance coefficients of NUk , for an d-dimensional AMQD block code. (a) The distribution of the
maximized transmittance coefficient is close to stationary around an average c. (b) The distribution
of the F (Tk,i (Ni)) variables is optimized by opportunistic Gaussian modulation, which amplifies
the diversity of the sub-channel transmittance coefficients. The stationary distribution of channel
transmittance coefficients is randomized, which results in an optimized dynamic distribution range.
The sub-channel diversity can be exploited, which leads to an improvement in the SNR.
The {ak,i ≥ 0} and {θk,i} ∈ [0, 2pi] parameters can be dynamically adapted by the users so
that the diversity amplification can be significant because the stationary (more precisely, close to
a stationary) distribution of the F (Tk,i (Ni)) transmittance coefficients can be randomized. This
randomization induces improvement in the overall channel transmittance |F (T ′k (N ))|, which results
in significantly better sub-channel diversity that can be exploited in a multiuser scenario.
As an important corollary of the optimized dynamic distribution range, higher SNRs can be
reached for NUk , which is particularly convenient in experimental CVQKD, which operates in the
low-SNR regimes. Specifically, for the maximized SNR of NUk ,
max
∀i
∣∣∣√ak,ieiθk,iF (Tk,i (Ni))∣∣∣2 · SNR > max∀i |F (Tk,i (Ni))|2 · SNR, (146)
where SNR = σ2ωi
/
σ2N .
6 Conclusions
In contrast to DV QKD protocols, the CVQKD systems can be implemented within the current
technological framework, which allows to perform unconditional secure communication over the
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already established optical communication networks by standard telecommunication and optical
devices. In this work, we provided the AMQD-MQA multiple access scheme for CVQKD. The MQA
is achieved by the AMQD modulation framework, which granulates the transmit information of the
users into Gaussian subcarrier CV states. The rate allocation of the users is performed through the
sophisticated handling of the subcarrier CVs and continuous unitary operations. We showed that
in the AMQD-MQA, the users can optimally perform simultaneously reliable capacity-achieving
communication over the Gaussian sub-channels. We developed an algorithm for the compensation
of nonideal Gaussian modulation, which attenuates the imperfections of the input distribution.
Finally, we investigated the diversity amplification for the Gaussian sub-channels, which improves
the SNR of the users by opportunistic Gaussian modulation. The AMQD-MQA allows optimal
multiple input–multiple output, capacity-achieving simultaneous transmission for the users, which
is particularly convenient in an experimental long-distance CVQKD scenario, specifically in the
crucial low-SNR regimes.
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A Appendix
A.1 Abbreviations
AMQD Adaptive Multicarrier Quadrature Division
AWGN Additive White Gaussian Noise
BS Beam Splitter
CV Continuous-Variable
CVQFT Continuous-Variable Quantum Fourier Transform
DV Discrete-Variable
FFT Fast Fourier Transform
IFFT Inverse Fast Fourier Transform
MQA Multiuser Quadrature Allocation
OFDM Orthogonal Frequency-Division Multiplexing
OFDMA OFDM Multiple Access
SNR Signal-to-Noise Ratio
A.2 Notations
The notations of the manuscript are summarized in Table A.1.
Table A.1: Summary of notations.
Notation Description
z ∈ CN (0, σ2z) The variable of a single-carrier Gaussian CV state, |ϕi〉 ∈ S. Zero-
mean, circular symmetric complex Gaussian random variable, σ2z =
E
[
|z|2
]
= 2σ2ω0 , with i.i.d. zero mean, Gaussian random quadrature
components x, p ∈ N (0, σ2ω0), where σ2ω0 is the variance.
∆ ∈ CN (0, σ2∆) The noise variable of the Gaussian channel N , with i.i.d. zero-mean,
Gaussian random noise components on the position and momentum
quadratures ∆x,∆p ∈ N
(
0, σ2N
)
, σ2∆ = E
[
|∆|2
]
= 2σ2N .
d ∈ CN (0, σ2d) The variable of a Gaussian subcarrier CV state, |φi〉 ∈ S. Zero-mean,
circular symmetric Gaussian random variable, σ2d = E
[
|d|2
]
= 2σ2ω,
with i.i.d. zero mean, Gaussian random quadrature components
xd, pd ∈ N
(
0, σ2ω
)
, where σ2ω is the modulation variance of the Gaus-
sian subcarrier CV state.
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F−1 (·) = CVQFT† (·) The inverse CVQFT transformation, applied by the encoder,
continuous-variable unitary operation.
F (·) = CVQFT (·) The CVQFT transformation, applied by the decoder, continuous-
variable unitary operation.
F−1 (·) = IFFT (·) Inverse FFT transform, applied by the encoder.
σ2ω0 Single-carrier modulation variance.
σ2ω =
1
l
∑
l σ
2
ωi Multicarrier modulation variance. Average modulation variance of
the l Gaussian sub-channels Ni.
|φi〉 The i-th Gaussian subcarrier CV of user Uk, |φi〉 = |IFFT (zk,i)〉 =∣∣F−1 (zk,i)〉 = |di〉, where IFFT is the inverse fast Fourier trans-
form, |φi〉 ∈ S, di ∈ CN
(
0, σ2di
)
, σ2di = E
[
|di|2
]
, di = xdi + ipdi ,
xdi ∈ N
(
0, σ2ωF
)
, pdi ∈ N
(
0, σ2ωF
)
are i.i.d. zero-mean Gaussian ran-
dom quadrature components, and σ2ωF is the variance of the Fourier
transformed Gaussian state.
|ϕk,i〉 The decoded single-carrier CV of user Uk from the subcar-
rier CV, |ϕk,i〉 = CVQFT (|φi〉) also expressed as F (|di〉) =∣∣F (F−1 (zk,i))〉 = |zk,i〉.
N Gaussian quantum channel.
Ni, i = 1, . . . , n Gaussian sub-channels.
T (N ) Channel transmittance, normalized complex random variable,
T (N ) = ReT (N ) + iImT (N ) ∈ C. The real part identifies the
position quadrature transmission, the imaginary part identifies the
transmittance of the position quadrature.
Ti (Ni) Transmittance coefficient of Gaussian sub-channel Ni, Ti (Ni) =
Re (Ti (Ni)) + iIm (Ti (Ni)) ∈ C, quantifies the position and mo-
mentum quadrature transmission, with (normalized) real and imag-
inary parts 0 ≤ ReTi (Ni) ≤ 1
/√
2, 0 ≤ ImTi (Ni) ≤ 1
/√
2, where
ReTi (Ni) = ImTi (Ni).
TEve Eve’s transmittance, TEve = 1− T (N ).
TEve,i Eve’s transmittance for the i-th subcarrier CV.
A ⊆ K The subset of allocated users, A ⊆ K. Only the allocated users can
transmit information in a given (particularly the j-th) AMQD block.
The cardinality of subset A is |A|.
Uk, k = 1, . . . , |A| An allocated user from subset A ⊆ K.
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z A d-dimensional, zero-mean, circular symmetric complex random
Gaussian vector, z = x+ ip = (z1, . . . , zd)
T , that models d Gaussian
CV input states, CN (0,Kz), Kz = E
[
zz†
]
, where zi = xi + ipi,
x = (x1, . . . , xd)
T , p = (p1, . . . , pd)
T , with xi ∈ N
(
0, σ2ω0
)
, pi ∈
N (0, σ2ω0) i.i.d. zero-mean Gaussian random variables.
d = F−1 (z) An l-dimensional, zero-mean, circular symmetric complex random
Gaussian vector of the l Gaussian subcarrier CVs, CN (0,Kd), Kd =
E
[
dd†
]
, d = (d1, . . . , dl)
T , di = xi + ipi, xi, pi ∈ N
(
0, σ2ωF
)
are
i.i.d. zero-mean Gaussian random variables, σ2ωF = 1
/
σ2ω0 . The i-th
component is di ∈ CN
(
0, σ2di
)
, σ2di = E
[
|di|2
]
.
yk A d-dimensional zero-mean, circular symmetric complex Gaussian
random vector, yk ∈ CN
(
0,E
[
yky
†
k
])
.
yk,m The m-th element of the k-th user’s vector yk, expressed as yk,m =∑
l F (Ti (Ni)) F (di) + F (∆i) .
F (T (N )) Fourier transform of T (N ) = [T1 (N1) . . . , Tl (Nl)]T ∈ Cl, the com-
plex transmittance vector.
F (∆) Complex vector, expressed as F (∆) = e
−F (∆)TKF (∆)F (∆)
2 , with co-
variance matrix KF (∆) = E
[
F (∆)F (∆)†
]
.
y [j] AMQD block, y [j] = F (T (N ))F (d) [j] + F (∆) [j].
τ = ‖F (d) [j]‖2 An exponentially distributed variable, with density f (τ) =(
1
/
2σ2nω
)
e−τ/2σ
2
ω ,E [τ ] ≤ n2σ2ω.
σ2ω Average quadrature modulation variance of the Gaussian subcarriers,
σ2ω =
1
n
∑n
i=1 σ
2
ωi = σ
2
ω0 .
TEve,i Eve’s transmittance on the Gaussian sub-channel Ni, TEve,i =
ReTEve,i + iImTEve,i ∈ C, 0 ≤ ReTEve,i ≤ 1
/√
2, 0 ≤ ImTEve,i ≤
1
/√
2, 0 ≤ |TEve,i|2 < 1.
M
[j]
A Rate selection matrix for the j-th AMQD block. It allocates the
subcarriers to set A of transmit users.
Hdiff (x) Differential entropy of the continuous-variable x.
Hdiff (x| y) Conditional differential entropy for input continuous-variable x, and
output continuous-variable y.
Csum (N ) Sum capacity, the total throughput over the l sub-channels of N at
a constant modulation variance σ2ω.
Csym (N ) Symmetric capacity, the maximum common rate at which all users
can reliably transmit information over the l sub-channels of N .
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Rk Transmission rate of user Uk.
Rsum (N ) Sum rate, the total rate over the l sub-channels of N at a constant
modulation variance σ2ω.
Rsym (N ) Symmetric rate, the common rate at which all users can reliably
transmit information over the l sub-channels of N .
C The H convex hull of independent input distributions.
C1, . . . , CK Corner points of the capacity region C of K users, U1,...,K .
di A di subcarrier in an AMQD block. For subset A ⊆ K with
|A| users and n Gaussian sub-channels for the transmission, di =
1√
n
∑|A|−1
k=0 zke
−i2piik
n , i = 0, . . . , n− 1.
ξ The mean square estimation error of the input di from output di
′ at
modulation variance 2σ2ω. For an ideal Gaussian input di, ξ (di) =
1
1+2σ2ω
,ξ−1 (f) = 1−ff .
νmin The min {ν1, . . . , νl} minimum of the νi sub-channel coefficients,
where νi = σ
2
N
/
|F (Ti (Ni))|2 and νi < νEve.
G (δ)p(x) Quantifies the deviation of the input modulation (distribution) from
the ideal Gaussian random distribution, in terms of mean square
estimation error, expressed as G (δ)p(x) = 1νminκ − ξ−1 (δ)p(x), κ =
1
νEve+νmin(1−G(δ)p(x))
.
For an ideal Gaussian input modulation, G∗ (δ)p(x) = 1 for arbitrary
δ, while for a p (x) distribution 0 ≤ δ ≤ 1, G (δ)p(x) = 1νminκ −
ξ−1 (δ)p(x).
σ2ω Modulation variance, σ
2
ω = νEve − νminG (δ)p(x), where νEve = 1λ ,
λ = |F (T ∗N )|2 = 1n
∑n−1
i=0
∣∣∣∣∑n−1k=0 T ∗k e−i2piikn ∣∣∣∣2 and T ∗N is the expected
transmittance of the Gaussian sub-channels under an optimal Gaus-
sian collective attack.
ξ−1 (δ)p(x) For an ideal Gaussian input ξ
*−1(δ)p(x) =
1−νminκ
νminκ
, and ξ−1(δ)p(x) >
ξ*
−1
(δ)p(x) for an arbitrary p (x) distribution.
νκ Additional sub-channel coefficient for the correction of modulation
imperfections. For an ideal Gaussian modulation, νκ = 0, while
for an arbitrary p (x) distribution νκ = νmin
(
1− G (δ)p(x)
)
, where
κ = 1
νEve−νmin(G(δ)p(x)−1)
.
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Ok,i =
√
ak,ie
iθk,i Complex variable, characterizes the opportunistic Gaussian modula-
tion, ak,i ≥ 0, θk,i ∈ [0, 2pi],
∑
s ak,i > 1 for each allowed Uk from
subset A.
Ok [j] An s-dimensional vector of the opportunistic modulation of Uk,[√
ak,1e
iθk,1 , . . . ,
√
ak,se
iθk,s
]T
, for the j-th AMQD block.
c Average of the stationary distributed Tk (NUk) transmittance coeffi-
cients, c = 1K
∑K
k=1
1
d
∑d
j=1 |F (Tk (NUk) [j])|.
z′k [j] A d-dimensional input vector in opportunistic Gaussian modulation,
where s is the number of Gaussian subcarriers of Uk in the j-th
AMQD block, z′k [j] = Okzk [j] =
√
ak,ie
iθk,izk,i, i = 1, . . . s.
NUk [j] The set of Ni Gaussian sub-channels from the set of l good sub-
channels that transmit the s subcarriers of user Uk in the j-th AMQD
block, NUk [j] = [N1, . . . ,Ns]T .
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