The main results of this paper consists of two parts. Firstly, we obtain an almost rigidity theorem which says that on a RCD(0, N ) space, when a domain between two level sets of a distance function has almost maximal volume compared to that of a cylinder, then this portion is close to a cylinder as a metric space. Secondly, we apply this almost rigidity theorem to study noncompact RCD(0, N ) spaces with linear volume growth. More precisely, we obtain the sublinear growth of diameter of geodesic spheres, and study the non-existence of harmonic functions on such RCD(0, N ) spaces.
Introduction
In the recent years, there are lots of researches on metric measure spaces with synthetic definitions of lower Ricci curvature bound.
Using the theory of optimal transport, Lott, Villani ([32] ) and Sturm ([41] [42] ) independently introduced a notion of 'Ricci bounded from below by K ∈ R and dimension bounded above by N ∈ [1, ∞]' for general metric measure spaces, which is called CD(K, N )-condition. Later on, Bacher and Sturm ([7] ) introduced the CD * (K, N ) condition; Ambrosio, Gigli and Savaré ( [4] ) introduced the notion of RCD(K, ∞) spaces (see also [5] for the simplified axiomatization). Then for N < ∞, the RCD(K, N ) (or RCD * (K, N )) are considered by many authors, see e.g. [2] [23] [24] [26] etc. Recall that a RCD * (K, N ) space (X, d, m) is a CD * (K, N ) space such that the Sobolev space W 1,2 (X) is a Hilbert space. The infinitesimally Hilbertian assumption on RCD * (K, N ) spaces rules out Finsler geometry from the class of CD * (K, N )-spaces. In a recent paper [14] , Cavalletti and Milman prove that the RCD(K, N ) condition and RCD * (K, N ) condition are equivalent provided m(X) < ∞.
The compatibility with the smooth Riemannian case and the stability with respect to measured Gromov-Hausdorff convergence are crucial properties of the above definitions of lower Ricci curvature bound. Cheeger and Colding ([16] , [17] , [18] , [19] ) initiated the study of the measured Gromov-Hausdorff limit of a sequence of manifolds with a common Ricci curvature lower bound (Ricci-limit space for short). It is interesting to study whether various of properties of manifolds with Ricci curvature lower bound or Ricci limit spaces hold on metric measure spaces with a synthetic definition of lower Ricci curvature bound.
Recall that Cheeger and Colding obtained the almost splitting theorem and the 'almost volume cone implies almost metric cone' theorem in [16] . And these two almost rigidity results will imply the corresponding rigidity results for Ricci-limit spaces. On the other hand, once we have a rigidity result for limit spaces, then we will obtain a corresponding almost rigidity result via an argument by contradiction.
In [26] , Gigli proved a splitting theorem for RCD(0, N ) spaces, see Theorem 1.4 of [26] . Recently, De Philippis and Gigli proved the 'volume cone implies metric cone' theorem on RCD spaces, see Theorem 4.1 of [22] . Then we obtain the corresponding almost rigidity results on RCD spaces which are corollaries of these results. We also remark that in [36] , Mondino and Naber proved an almost splitting theorem via excess function.
The 'almost volume cone implies almost metric cone' theorem is a special case of an almost rigidity theorem considering domains of the manifold with almost maximal volume compared to a warped product metric measure space (i.e. Theorem 4.85 of [16] ). Note that in the statement of Theorem 4.85 of [16] , there are some assumptions on the mean curvature.
There is no a reference on the generalization of Theorem 4.85 in [16] on RCD spaces. On the other hand, a precise description of the relation of the parameters appear in the almost rigidity theorem will be helpful in applications. In this paper we will try to find a suitable generalization of Theorem 4.85 of [16] to RCD spaces.
De Philippis and Gigli's proof of 'volume cone implies metric cone' is powerful to handle other volume rigidity theorem, see Section 4 of [22] for discussions. For example, in [29] , the author applied the strategy of [22] to the 'volume cylinder' case.
Thus if we want to use the argument by contradiction to obtain an almost rigidity theorem, we need to investigate which conditions are essentially needed in the argument of [22] , and then study the stability of these conditions under the measured Gromov-Hausdorff convergence.
The following is one of our main results, which is an almost rigidity theorem. Then there exists a length extended metric space (Z, d Z ) which may has more than one path-connected components and satisfies d GH (ϕ −1 ((a + α, b − α)), Z × (a + α, b − α)) ≤ Ψ = Ψ(δ|a, b, c, α, α ′ ,c, N ). (1.2) Here ϕ −1 ((a + α, b − α)) is endowed with the arc-length distance d α,α ′ , Z × (a + α, b − α) is endowed with the product metric. Furthermore, there is a Ψ-Gromov-Hausdorff approximation Φ : ϕ −1 ((a + α, b − α)) → Z × (a + α, b − α) such that for any x ∈ ϕ −1 ((a + α, b − α)), it holds |ϕ(x) − r(Φ(x))| < Ψ, (1.3) where r : Z × (a + α, b − α) → (a + α, b − α) is the projection to the second factor. In addition, there exist constants C 0 , C 1 > 0 depending only on N,c, a, b such that Z can be chosen to has at most C 0 path-connected components and the diameter (with respect to d Z ) of each component is at most C 1 .
In Theorem 1.1, similar to Theorem 4.85 of [16] , d α,α ′ means the arc-length distance, see Section 3.2 for definitions.
We call (Z, d Z ) an extended metric space if the extended distance function d Z : Z ×Z → [0, ∞] satisfies the usual axioms in the definition of distance function. An extended metric space (Z, d Z ) can be written as a disjoint union of metric spaces, each of them is called a component and is of the form {x ∈ Z d Z (x, z) < ∞} for some z ∈ Z. (Z, d Z ) is called an length extended metric space if every component of Z is a length space.
The term MDADF is short for the term 'measure decreasing along distance function'. The precise definition of MDADF property is given in Section 3.1. Here we roughly explain its meaning. On a metric space (X, d), let ϕ be the distance function to a close set E. It is known that ϕ has close relations to optimal transport. In particular, when (X, d, m) is a RCD space, X \ E has a subset with full measure, denoted by T , such that ϕ gives a equivalent relation R on T and each equivalent class is a geodesic ray. This in some sense gives a gradient flow of −ϕ. For a compact subset K ⊂ ϕ −1 ((a, b) ), let us denote by Ξ [s,t] is monotonically nonincreasing with respect to the t variable. This means the gradient flow of −ϕ increase the volume element. Hence the MDADF property substitutes 'level sets of ϕ has nonnegative mean curvature' in the smooth version of the almost rigidity theorem.
We give some equivalent characterizations of MDADF property and obtain some basic properties of MDADF property in Section 4.
MDADF property will play an important role when we prove a rigidity theorem following the strategy in [22] .
The basic use of MDADF property is that, when combined with the condition
we can prove that, on ϕ −1 ([a, b]) ⊆ X (here (X, d, m) is a RCD(0, N ) space), the gradient flow of −ϕ preserves measure, which is the first step in De Philippis and Gigli's strategy. Similar to [22] , in the second step, we need a Laplacian comparison theorem. Combining the Laplacian comparison theorem and the fact that the gradient flow of −ϕ preserves measure, we can prove ∆ϕ = 0 on ϕ −1 ((a, b)). Then we can further prove that in this case, the Bochner inequality for ϕ holds as an equality, and the gradient flow of −ϕ preserves the Dirichlet energy. In Section 4.2, we will prove that MDADF property will imply the Laplacian comparison theorem we need.
After we have finished the properties in the second step, we apply the fact that maps between RCD spaces which preserve the Cheeger energy must be isometries (see [26] ), to obtain that the gradient flow of −ϕ are local isometries. And all the other steps in [22] can be carried out similarly.
To finish the almost rigidity theorem, a remaining important question is that whether the conditions in Theorem 1.1 can be passed to measured Gromov-Hausdorff limit. We will prove a stability result of MDADF property in Section 4.3.
Thus MDADF property is essential to obtain an almost rigidity theorem like Theorem 1.1.
We remark that in the 'almost volume cone implies almost metric cone' case, no additional assumption similar to MDADF property is needed, see [26] . This is because in the proof of 'volume cone implies metric cone', we just consider the distance function to a point, and some role MDADF property takes in Theorem 1.1 is replaced by the so-called MCP(K, N ) condition (see [37] [42] ). Both the MCP(K, N ) condition and the suitable Laplacian comparison theorem are implied by the RCD * (K, N ) condition. In fact, in this case, the Laplacian comparison theorem is implied by the MCP(K, N ) condition and the infinitesimally Hilbertian condition, see Remark 5.16 in [24] .
In this paper, we only consider the case that the model space is a product RCD(0, N ) space. Note that Cheeger and Colding's almost maximal volume theorem considers the case that the model is a general warped product, and in this case the lower curvature bound may be different at different points. It will be interesting to give a suitable generalization of Cheeger and Colding's almost maximal volume theorem in the most general form under a synthetic definition of lower Ricci curvature bound. The proofs in [22] and the present paper may be helpful when dealing with this question.
In the second part of this paper, we apply Theorem 1.1 to study non-compact RCD(0, N ) spaces with linear volume growth.
Recall that a famous theorem of Calabi ([11] ) and Yau ([44] ) says that a noncompact manifolds with nonnegative Ricci curvature has at least linear volume growth, i.e. Vol(B p (r)) ≥ Cr for some positive constant C. In fact, to prove such a theorem we only need a Bishop-Gromov volume comparison property. Since a Bishop-Gromov volume comparison property holds for most of the synthetic definitions of nonnegative Ricci curvature, Calabi and Yau's theorem also holds on more general metric measure spaces. From Calabi and Yau's theorem, the linear volume growth case is an extremal case for noncompact manifolds (or metric measure spaces) with nonnegative Ricci curvature, and it deserves detailed research.
Sormani has studied manifolds with nonnegative Ricci curvature and linear volume growth, see [39] [38] [40] . Some of Sormani's results are generalized to metric measure spaces in [29] . In this paper, we continue the study of to noncompact RCD(0, N ) spaces with linear volume growth. We obtain the following theorem: where the diameter of ∂B p (r) is computed with respect to the distance d.
In fact, Theorem 1.2 is a corollary of the following theorem:
is a noncompact RCD(0, N ) space with m(B p (r)) ≤ Cr for some point p and positive constant C, and b is the Busemann function associated to some geodesic ray γ. Then the diameter of b −1 (r) grows sublinearly, i.e. lim r→+∞ diam(b −1 (r)) r = 0. (1.5) Theorem 1.3 generalizes Theorem 1 of [38] to non-smooth spaces. Note that in Theorem 1.2 of [29] , instead of (1.4), the author obtained
which generalizes Theorem 19 of [39] to non-smooth objects.
Similar to the proof in [38] , the almost rigidity Theorem 1.1 is a key ingredient in the proof of Theorem 1.3. In fact, a Busemann function b has close relation to optimal transport, and up to an m-negligible set, b gives a partition of X such that each equivalent class coincides with a so-called Busemann ray. Hence we have a gradient flow of b in some sense. When (X, d, m) is a noncompact RCD(0, N ) space, one can prove that along the gradient flow of b, the volume element is increasing. Then the linear volume growth condition implies that along the gradient flow of b, the measure will become more and more like that of a cylinder. By Theorem 1.1, we further know that along the gradient flow of b, the length distance in the portion between two level sets of b becomes more and more like that of a cylinder, and then Theorem 1.3 can be proved. See Section 6 for details.
There have been extensive researches on harmonic functions with polynomial growth on manifolds with nonnegative Ricci curvature, see [44] [35] [33] [20] [21] etc. In [40] , Sormani studied the existence problem of harmonic functions with polynomial growth on manifolds with nonnegative Ricci curvature and linear volume growth. We generalize the main result of [40] (i.e. Theorem 1 of [40] ) in the following theorem:
is a noncompact RCD(0, N ) space with m(B p (r)) ≤ Cr for some point p and positive constant C. If there exists a nonconstant harmonic function f such that |f (x)| ≤ C(1 + d(x, p)) k for some constants k, C > 0, then (X, d, m) is isomorphic to the product of the Euclidean line (R, d Eucl , L 1 ) and another compact metric
The proof of Theorem 1 in [40] is mainly based on (1.5), the gradient estimate as well as a delicate irritation argument. Since all the ingredients in Sormani's proof are available in RCD setting, the same argument can be applied. In this paper we provide a different proof. The new proof is based on the following proposition, which is a corollary of Theorem 1.2:
Cr for some point p and positive constant C, then (1) if (X, d, m) splits, then its tangent cone at infinity is unique and isomorphic to (R, d Eucl , L 1 ). (2) if (X, d, m) does not split, then each tangent cone at infinity (X ∞ , p ∞ , d ∞ , m ∞ )
is isomorphic to a metric measure space of the form ([0, ∞), d Eucl , hL 1 ), where h : [0, ∞) → (0, ∞) is a locally Lipschitz function.
Our proof of Theorem 1.4 is by an argument by contradiction. Suppose (X, d, m) does not split and admits a nonconstant harmonic function f with polynomial growth, we choose suitable scales to blow down X so that suitable rescalings of f converge to a nonconstant harmonic function on the the tangent cone at infinity. But on a metric measure space as in (2) of Proposition 1.5, there is no nonconstant harmonic function. See Section 7 for details.
Preliminaries
Throughout this paper, a metric measure space (X, d, m) always satisfies the following: (X, d) is a complete separable locally compact geodesic space, and m is a nonnegative Radon measure with respect to d and finite on bounded sets, supp(m) = X.
A curve γ : [0, T ] → X is called a geodesic provided d(γ s , γ t ) = Length(γ| [s,t] ) for every [s, t] ⊂ [0, T ], where Length(γ) means the length of the curve γ. Let Geo(X) ⊂ C([0, 1], X) be the set of all geodesics with domain [0, 1]. For t ∈ [0, 1], define the evaluation map e t : Geo(X) → X by e t (γ) = γ t .
A map γ : [0, ∞) → X is called a geodesic ray if d(γ s , γ t ) = |s − t| for any s, t > 0. A map γ : R → X is called a line if d(γ s , γ t ) = |s − t| holds for any s, t ∈ R. . Denote by B(X) the space of Borel subsets of X, P(X) the space of Borel probability measures on X, and P 2 (X) ⊂ P(X) the space of Borel probability measures ξ satisfying X d 2 (x, y)ξ(dy) < ∞ for some (and hence all) x ∈ X.
Given a locally Lipschitz function f : X → R, the pointwise Lipschitz constant of f at x is defined to be
The Cheeger energy Ch :
For an open set U ⊂ X, we define W 1,2 (U ) to be the space of functions f : U → R locally equal to some function in W 1,2 (X) and satisfy f, |Df | ∈ L 2 (U ). We use W 1,2 loc (U ) to denote the space of functions f : U → R locally equal to some function in W 1,2 (X).
We say that (X, d, m) is infinitesimally Hilbertian if W 1,2 (X) is a Hilbert space. In this paper, the metric measure space (X, d, m) we considers is always assumed to be infinitesimally Hilbertian.
Let U ⊂ X be an open set, then for any f, g ∈ W 1,2 loc (U ), Df, Dg : U → R is m-a.e. defined to be
where the infimum is in m-essential sense. The map W 1,2 loc (U ) ∋ f, g → Df, Dg ∈ L 1 loc (U ) is bilinear and symmetric, and we have Df, Df = |Df | 2 .
Given an open set U ⊂ X, D(∆, U ) ⊂ W 1,2 loc (U ) is the space of f ∈ W 1,2 loc (U ) such that there exists a signed Radon measures µ on U such that gdµ = − Df, Dg dm holds for any g : X → R Lipschitz with supp(g) ⊂⊂ U . µ is uniquely determined and we denote it by ∆f . If U = X, f ∈ W 1,2 (X) ∩ D(∆, X) and ∆f = hm for some h ∈ L 2 (X, m), then we say f ∈ D(∆), and denote by ∆f = h. where Γ(µ, ν) is the set of Borel probability measures π on X × X satisfying π(A × X) = µ(A), π(X × A) = ν(A) for every Borel set A ⊂ X. We call a plan π that minimizes (2.1) an optimal transportation. W 2 is a distance on P 2 (X), and in fact (P 2 (X), W 2 ) is a geodesic space. Furthermore, W 2 can be equivalently characterized as:
where the minimum is taken among all Π ∈ P(C([0, 1], X)) such that (e 0 ) # Π = µ and (e 1 ) # Π = ν. The set of optimal dynamical plans realizing the minimum in (2.2) is denoted by OptGeo(µ, ν).
Given a map ϕ :
Note that
For a c-concave function ϕ, let
It is well known that optimal transportations and c-concave functions are closely related to each other, see e.g. Theorem 5.10 in [43] or Theorem 2.13 in [1] .
Given a metric measure space (X, d, m) and a number N ∈ [1, ∞), we define the N -Rényi entropy functional S N (·|m) :
Note that for the case N = 1, S 1 (µ|m) = −m({ρ > 0}) for µ = ρm + µ s , µ s ⊥m.
Definition 2.1. Let N ≥ 1. A metric measure space (X, d, m) is called an RCD(0, N ) space if it is infinitesimally Hilbertian and satisfies the following condition (so-called CD(0, N ) condition): for any µ 0 , µ 1 ∈ P 2 (X) with bounded support and µ 0 = ρ 0 m, µ 1 = ρ 1 m, there exists a geodesic {µ t } t∈[0,1] ⊂ P 2 (X) connecting µ 0 , µ 1 such that
holds for all t ∈ [0, 1] and N ′ ∈ [N, ∞).
Properties for distance functions
In this section, we will always assume that (X, d, m) is a RCD(0, N ) space with N > 1, E is a closed subset of X such that diam(∂E) ≤c. Throughout this section, we use ϕ to denote the distance function to E, i.e.
In this section, we fix some notations and recall some properties of distance functions. We note that in this section, the assumption that (X, d, m) is a RCD(0, N ) space is only for simplicity, and all the (similar) results hold on general RCD * (K, N ) spaces.
3.1.
Properties of distance functions. Distance functions have close connection to the theory of optimal transport. Here we consider the cost function c(x, y) = d 2 2 (x, y). Let ψ = ϕ 2 2 , then Lemma 3.1. ψ is a c-concave function. Furthermore, if x ∈ E, then ψ c (x) = 0; for any x ∈ X, and any p ∈ E satisfying ϕ(x) = d(x, p), it holds (x, p) ∈ ∂ c ψ.
Proof. For any y ∈ E, it is easy to see ψ c (y) = inf x∈X d 2 (x,y) 2 −ψ(x) = 0, and (y, y) ∈ ∂ c ψ. For any x / ∈ E, let p ∈ ∂E be a point satisfying d(x, p) = d(x, E), then we have
On the other hand, by (2.3), ψ cc ≥ ψ always holds, thus ψ cc (x) = ψ(x), and all the inequalities in (3.1) must be equalities. In particular, we have
Recall the following result from [28] :
is an RCD * (K, N ) space and ψ : X → R is a c-concave function. Then for m-a.e. x ∈ X there exists exactly one η ∈ Geo(X) such that η 0 = x and η 1 ∈ ∂ c ψ(x).
Theorem 3.2 is equivalent to the fact that on an RCD * (K, N ) space (X, d, m), for every µ, ν ∈ P 2 (X) with µ ≪ m, there exists a unique plan Π ∈ OptGeo(µ, ν) and this Π is induced by a map and concentrated on a set of non-branching geodesics. See [28] .
Denote by T = {x ∈ X \ E there exist exactly one point p ∈ E and one geodesic (3.2) γ x : [0, 1] → X such that d(x, p) = d(x, E), γ x 0 = x, γ x 1 = p}. By Lemma 3.1 and Theorem 3.2, it is easy to see
Denote by
It is not hard to prove the following two propositions. Then we can choose a subset Q ⊂ T such that each equivalent class of T (with respect to the equivalence relation R) has exactly a representative in Q. We call Q a cross-section of R. In fact, Q can be chosen to be locally a level set of ϕ.
Let A(X) denote the σ-algebra generated by all analytic subsets in X. For every i ∈ Z + , denote by
where P 1 is the projection map to the first factor. Then every A i is analytic, and
In conclusion, we have Lemma 3.6. It is possible to construct a A(X)-measurable quotient map Q :
Definition 3.8. For any 0 < a < b, we say (X, d, m) satisfies measure-decreasing-alongdistance-function (MDADF for short) property on ϕ −1 ((a, b)) if for any compact set K ⊂⊂ ϕ −1 ((a, b)) and any a < r 1 < r 2 < r 3 < min x∈K ϕ(x), it holds
Remark 3.9. It is easy to see that (3.6) is equivalent to
We will give some quivalent characterizations of MDADF property in Theorem 4.1. Before this, let's fix some other notations and recall some useful theorem. (1) Define the ray map g :
It is easy to see that the function max{ϕ(x) − a, 0} is the distance function to the set {x d(x, E) ≤ a}. Hence by Lemma 3.1, ψ a is a c-concave function, and for any x ∈ T ∩ ϕ −1 ([a, ∞)), ∂ c ψ a (x) consists of exactly one point y and it satisfies (x, y) ∈ R and ϕ(y) = a. Definition 3.11. For any a > 0, define a transport map F a 1 :
is the unique point lying on the unique geodesic connecting x and F a 1] . Furthermore, by Lemma 3.1, π := (Id, F a 1 ) # µ 0 is an optimal transportation and ψ a is a Kantorovich potential (with respect to the cost function c(x, y) = d 2 (x,y) 2 ) between µ 0 and µ 1 . Then by Theorem 1.1 in [28] , π is the unique optimal transportation, the curve [0, 1] ∋ t → µ t is the unique L 2 -Wasserstein geodesic connecting µ 0 and µ 1 . In this case, there exists a unique Π ∈ OptGeo(µ 0 , µ 1 ), and it holds that (e t ) # Π = µ t for every t ∈ [0, 1]. Furthermore, µ t ≪ m for every t ∈ [0, 1).
Remark 3.13. By the quotient map Q constructed in Lemma 3.6, we endow Q with the push forward σ-algebra Q:
Note that the measure q depend on l.
Now we apply the Disintegration Theorem (see Appendix A of [9] for a proof) to decompose the measure m T l according to the quotient map Q:
for all B ∈ A(T ) and C ∈ Q, the following consistency condition holds:
We call the map Q ∋ q → ρ q ∈ P(T ) satisfying (2)-(4) in Theorem 3.14 a disintegration of m T l strongly consistent with Q. The measures ρ q are called conditional probabilities.
Since (X, d, m) is a RCD(0, N ) space, we have more information on the regularity of the conditional probabilities ρ q , see [9] [12] [15] etc.
for q-a.e. q ∈ Q. Furthermore, the function h satisfies the following properties:
Note that (A) in Theorem 3.15 implies that for q-a.e. q ∈ Q, the function t → h(q, t) is locally Lipschitz.
We remark that in Theorems 3.14 and 3.15, ρ q and h(q, ·) depends on the given l. But the monotonicity property and convexity property in the form of (3.12) and (3.13) are independent of the choice of l.
By Theorem 3.15 and the arbitrariness of l, it is not hard to obtain
For any a > 0, we have m(ϕ −1 (a)) = 0.
Remark 3.17. Theorem 3.15 is a special case of results obtained in [9] [12] [15] etc. In fact, suppose (X, d, m) is a general RCD * (K, N ) space, given a 1-Lipschitz function ϕ, we have an equivalence relation on the so-called transport set T , so that each equivalence class is a geodesic ray. Then by the disintegration theorem, we can decompose the measure m according to this equivalence relation. Making use of the curvature assumptions and the disintegration formula, we can prove that the conditional probabilities satisfy good regularity similar to Theorem 3.15. This is the so-called L 1 -optimal transportation theory, and it gives many important applications recently. For example, it plays an important role in Cavalletti and Mondino's proof of Lévy-Gromov isoperimetric inequality in non-smooth setting (see [15] ). The readers can also refer to [13] for a comprehensive introduction of the theory.
3.2.
Arc-length distance.
From this definition, x and y are not in the same path connected component of
is not a geodesic space, because a path of minimal length may have a piece contained in
The following lemma is basic but useful.
which is a contradiction.
Convergence of distance functions.
Definition 3.20. Let (X, d X ), (Y, d Y ) be two metric spaces, a map Φ : X → Y is called an ǫ-Gromov-Hausdorff approximation if (1) (ǫ-almost distance preserving:) for every
We also use the notation Φ :
in the pointed measured Gromov-Hausdorff topology, denoted by (
where the converge is dual to the set of compactly supported continuous functions. If only (1) happens, then we say (X i , p i , d i ) converge to (X ∞ , p ∞ , d ∞ ) in the pointed Gromov-Hausdorff topology, and denote by (
The following theorem is a generalization of the classical Arzela-Ascoli Theorem, see Proposition 27.20 in [43] or Proposition 2.12 in [36] .
In the remaining part of this subsection, we assume
for i sufficiently large. Hence by the weak convergence of (Φ i ) # m i to m ∞ and the arbitrariness of ǫ, it is easy to obtain
On the other hand, for any open set
Since by Corollary 3.16, m ∞ (ϕ −1 ∞ ({a, b})) = 0 holds, we obtain (3.14).
Properties under MDADF property
4.1. Equivalent characterization of MDADF property.
x, E) be the distance function to E. Then for any 0 < a < b, the following statements are equivalent:
If we choose any l > max{b, 1} and then define q as in Remark 3.13 and let h(q, t) be given by Theorem 3.15. Then for q-a.e. q ∈ Q,
Wasserstein geodesic defined in Remark 3.12, and let Π ∈ OptGeo(µ 0 , µ 1 ) be the unique optimal dynamical plan, ρ t = dµt dm be the density function for each t ∈ [0, 1), then for every t ∈ [0, 1),
holds for Π-a.e. γ ∈ Geo(X). (5) For every µ 0 ∈ P 2 (X) as in (4)
holds for every N ′ ≥ 1.
Proof. (1) ⇔ (2). It is obvious.
(1) ⇒ (3). For any compact set K ⊂⊂ ϕ −1 ((a, b)), by (3.9) and Theorem 3.15, for any min x∈K ϕ(x) > r 2 > r 1 > a, we have
holds for any compact set K ⊂⊂ ϕ −1 ((a, b)) and any min x∈K ϕ(x) > r 3 > r 2 > r 1 > a.
Then by change of variable and the fact that h(q, ·) is locally Lipschitz for q-a.e. q ∈ Q, it is not hard to prove that there is a setQ ⊂ Q, such that q(Q \Q) = 0 and for every q ∈Q, (4.1) holds for any r 1 , r 2 ∈ Dom(g(q, ·)) with a < r 1 < r 2 < b.
(3) ⇒ (1). By integration, we obtain (4.5), hence obtain (1).
, by (3.9) and Theorem 3.15, we have
On the other hand,
By (4.1) and the arbitrariness of B,
By the uniqueness of the optimal transportation, for Π-a.e. γ, γ t = F a t (γ 0 ). Thus by (4.8), (4.2) holds for Π-a.e. γ.
(4) ⇒ (5). For any N ′ ≥ 1 and t ∈ [0, 1),
(5) ⇒ (3). To prove (3), without loss of generality, we may assume there existsb > a such that (0,b) ⊂ Dom(g(q, ·)) for every q ∈ Q, and we will prove (4.1) holds for q-a.e. q ∈ Q for any r 1 , r 2 with a < r 1 < r 2 < min{b,b}.
For any q-measurable subset C ⊂ Q with S = q(C) > 0, and any A, L > 0 with a < A − L < A < min{b,b}, define µ 0 ∈ P 2 (X) to be
gives the density of µ t with respect to m. Hence by (4.3), we have
Thus by the arbitrariness of C, A, L,
holds for q-a.e. q ∈ Q and L 1 -a.e. s with a < s < min{b,b}.
Since h(q, ·) is locally Lipschitz for q-a.e. q, it is not hard to prove that (4.10) holds for q-a.e. q ∈ Q, any s with a < s < min{b,b} and t ∈ [0, 1).
For any r 1 , r 2 with a < r 1 < r 2 < min{b,b}, by a suitable choice of s and t, we derive that (4.1) holds.
Laplacian comparison.
In [24] , Gigli proved a Laplacian comparison estimates for general locally Lipschitz cconcave function on RCD spaces, see Theorem 5.14 of [24] . The key in Gigli's proof is to combine a lower bound and an upper bound of the derivative of the entropy functional along a L 2 -Wasserstein geodesic. The upper bound of derivative of the entropy functional is implied by the curvature assumption. The lower bound of derivative of the entropy functional is given in Proposition 5.10 of [24] . Note that there are some technical assumptions in Proposition 5.10 of [24] , and these assumptions are independent of the curvature assumption.
To prove Theorem 4.2, we just follow the strategy in [24] . In particular, we will check that the geometric assumptions in Theorem 4.2 imply those in Proposition 5.10 of [24] , and (4.3) is enough to obtain the desired Laplacian comparison. 
where ψ a is the a Kantorovich potential defined in (3.8) .
Proof of Proposition 4.3. Let Ω be the bounded open set ϕ −1 ((a, b) ). Note that by Corollary 3.16, m(∂Ω) = 0.
For every ǫ > 0, define ρ ǫ :
where c ǫ is a constant such that µ ǫ := ρ ǫ m is a probability. Note that c ǫ ↑ 1 as ǫ ↓ 0. By the definition of ρ ǫ , it is easy to see that
It is easy to see that
when ǫ → 0.
Let [0, 1] ∋ t → µ ǫ,t = (F a t ) # µ ǫ be the unique L 2 -Wasserstein geodesic connecting µ ǫ,0 = µ ǫ and µ ǫ,1 as in Remark 3.12. In this case, there exists a unique Π ǫ ∈ OptGeo(µ ǫ,0 , µ ǫ,1 ) such that (e t ) # Π ǫ = µ ǫ,t for every t ∈ [0, 1]. For any ǫ, ψ a is a locally Lipschitz Kantorovich potential inducing Π ǫ . Note that µ ǫ,t is concentrated onΩ for every t ∈ [0, 1]. In addition, by construction, ρ ǫ is Lipschitz and bounded from below by a positive constant (depending on ǫ) onΩ. Hence by Proposition 5.10 of [24] , we have
On the other hand, by assumptions of Proposition 4.3, µ ǫ,t satisfies (4.3) for N ′ , hence we have 
Since f is arbitrary, by Proposition 4.13 of [24] , we have ψ a ∈ D(∆, ϕ −1 ((a, b) )), and ((a, b) ), by the chain rule of distributional Laplacian, we have
The proof is completed.
on ϕ −1 ((a, b) ).
Proof. If (X, d, m) satisfies MDADF property on ϕ −1 ((a, b) ((a, b) ). Remark 4.6. The proof here is modified from the proof of Theorem 29.24 in [43] .
Proof of Theorem 4.5. It is sufficient to prove that (X ∞ , d ∞ , m ∞ ) satisfies MDADF property on ϕ −1 ∞ ((a ′ , b ′ )) for any a ′ , b ′ with a < a ′ < b ′ < b. By (5) in Theorem 4.1, we will prove the entropy inequality (4.3) holds for any N ′ ≥ 1. In the following, we fix a ′ , b ′ with a < a ′ < b ′ < b and fix N ′ > 1.
dm∞ be the density function. By Theorem C.12 of [32] , there exist µ (j) ((a, b) ), and in addition, µ (j)
For every µ (j)
∞,0 be the unique L 2 -Wasserstein geodesic defined in Remark 3.12, and let π (j)
∞,0 be the unique optimal transportation (with respect to the cost function c(x, y) = d 2
∞ is a Kantorovich potential for the couple µ (j)
is the unique optimal transportation between µ ∞,0 and µ ∞,1 , and ψ ∞ : X ∞ → R given by ψ ∞ (x) = (max{ϕ∞(x)−a ′ ,0}) 2 2 is a Kantorovich potential.
Obviously ψ (j) ∞ → ψ ∞ uniformly on any compact set when j → ∞.
) be the ǫ i -Gromov-Hausdorff approximations with ǫ i → 0 as in Definition 3.22. For each j, since ρ (j) is continuous and has compact support,
For i sufficiently large, we have µ (j)
i,0 ∈ P 2 (X i ) and supp(µ ((a, b) ). Note that for any bounded continuous function h :
Hence for each j,
∞,0 weakly when i → ∞.
In addition, we have
i,0 be the unique L 2 -Wasserstein geodesic defined in Remark 3.12. and let π (j) i
i,0 be the unique optimal transportation (with respect to the cost function c(x, y) =
Then ψ Since each (X i , d i , m i ) satisfies MDADF property on ϕ −1 i ((a, b)), by Theorem 4.1,
holds for every t ∈ [0, 1]. By Theorem 28.9 of [43] , for each j, after extracting a subsequence of i, still denoted by i for simplicity, there exist a L 2 -Wasserstein geodesic [0, 1] ∋ t →μ (j) ∞,t and an optimal transportationπ 
Thus we have
where in the first inequality we use the weakly lower semicontinuity of S N ′ (see Theorem 29.20 in [43] ), and in the second inequality we use the property that S N ′ never increased by push-forward (see also Theorem 29.20 in [43] ).
Note that the geodesic [0, 1] ∋ t → µ (j) ∞,t is D-Lipschitz with D a constant depending on the diameter of ϕ −1 ∞ (a, b) (and hence independent of j) and all these geodesics are contained in a compact subset of P 2 (X ∞ ). By Arzela-Ascoli Theorem, there exist a L 2 -Wasserstein geodesic [0, 1] ∋ t →μ ∞,t and a subsequence of j (still denoted by j for simplicity) such that
when j → ∞, whereπ ∞ is a optimal coupling ofμ ∞,0 andμ ∞,1 . Note that by the constructions,μ ∞,0 = µ ∞,0 .
Argue similar to the proof of Claim 4.7, we can prove that supp(π ∞ ) ⊂ ∂ c ψ ∞ . Then by the uniqueness of optimal transport, we haveπ ∞ = (Id, F a ′ 1 ) #μ∞,0 = π ∞ , andμ ∞,t = µ ∞,t for every t ∈ [0, 1]. In particular, µ ((a, b) ) for 0 < a < b, then (X, d, m) satisfies MDADF property on ϕ −1 ((a, l) ) for any l > a.
Proof. The case l ∈ (a, b] is obvious. In the following let l > b be any fixed number. Then we consider the push forward measure q = Q # m T l as in Remark 3.13, and let h(q, t) be given as in Theorem 3.15.. Because (X, d, m) is a RCD(0, N ) space and satisfies MDADF property on ϕ −1 ((a, b) ), by Theorems 3.15 and 4.1, there existsQ ⊂ Q such that:
(1) q(Q \Q) = 0, (2) for every q ∈Q, h(q, ·) 1 N−1 is a concave function on Dom(g(q, ·)) ∩ (a, l), (3) for every q ∈Q, h(q, ·) 1 N−1 is a non-increasing function on Dom(g(q, ·)) ∩ (a, b).
By (2) and (3), we obtain that for every q ∈Q, h(q, ·) 1 N−1 is a non-increasing function on Dom(g(q, ·)) ∩ (a, l). Hence by Theorem 4.1, we know (X, d, m) satisfies MDADF property on ϕ −1 ((a, l)). (1) There exist a sequence of RCD(0, N ) spaces (X i , d i , m i ) and a closed subset E i ⊂ X i such that sup i diam(∂E i ) ≤c. (2) It holds ((a, b) ). We choose p i ∈ ∂E i . Without loss of generality, we assume m i (B p i (1)) = 1 and
a RCD(0, N ) space, and assume ϕ i converge uniformly on any compact subsets to a 1-Lipschitz function ϕ ∞ : ((a, b) ). By Lemma 3.26 and (5.1), we have
On the other hand, by assumption (3) and Theorem 4.5, we know (X ∞ , d ∞ , m ∞ ) satisfies MDADF property on ϕ −1 ∞ ((a, b) ). Then by Theorem 4.1 it is easy to derive
By (3.9), Theorem 3.15 and (2) in Theorem 4.1, it is easy to obtain
) \Q) = 0, and for any q ∈Q, (a, b) ⊂ Dom(g(q, ·)), h(q, r 1 ) = h(q, r 2 ) holds for any r 1 , r 2 ∈ (a, b). Furthermore,
holds for any a < r 1 < r 2 < b. b) ) is isomorphic to a product measure. De Philippis and Gigli's proof of 'volume cone implies metric cone' ( [22] ) can be modified in this setting to prove that (ϕ −1 ∞ ((a, b) ), d ∞ ) is locally isometric to a product metric space. The proof in [22] has provided a complete and clear strategy for such kind of volume rigidity results. In the following, we give some claims to describe how to proceed by following the strategy of [22] . Some detailed calculations to prove the following claims can be found in [29] , where the author applied the strategy of [22] to prove a rigidity result for the noncompact end of a RCD(0, N ) space with strongly minimal volume growth.
Let F t be the flow given by the distance function ϕ ∞ as in Definition 3.10. By Claim + t, b) ), m ∞ ) are measure-preserving. Since (X ∞ , d ∞ , m ∞ ) satisfies MDADF property on ϕ −1 ∞ ((a, b) ), by Corollary 4.4, we have ∆ϕ ∞ ≤ 0 on ϕ −1 ∞ ((a, b) ). Combining this with Claim 5.1, we have: ((a, b) ).
Proof. Let φ : R + → [0, 1] be a Lipschitz function with supp(φ) ⊂⊂ (a, b), then we have
Since ∆ϕ ∞ ≤ 0 on ϕ −1 ∞ ((a, b) ) and by the arbitrariness of φ, one can easily derive that ∆ϕ ∞ = 0 on ϕ −1 ∞ ((a, b) ). Since (X ∞ , d ∞ , m ∞ ) is a RCD(0, N ) space, Bochner inequality holds on it (see [23] [2] ). Combining it with Claim 5.2, we can argue as in Proposition 3.12 of [22] to prove the following claim (see also Proposition 5.10 of [29] ):
As in [22] , one can further obtain: Mainly based on Claim 5.3 as well as appropriate cut-off arguments as in Section 3.2 of [22] , one can prove that the flow F t preserves the Cheeger energy of a function supported on ϕ −1 ∞ ((a, b) ). More precisely, we have:
In particular,
By [4] , on the RCD space (X ∞ , d ∞ , m ∞ ), any f ∈ W 1,2 (X ∞ ) with |Df | ≤ 1 m ∞ -a.e. admits a 1-Lipschitz representative. Such a property is called the Sobolev-to-Lipschitz property in [26] , and it is a key to deduce metric information from the study of Sobolev functions, see Proposition 4.20 in [26] .
After Claim 5.5 has been obtained, argue as in Theorem 3.18 of [22] , we can prove the following:
Claim 5.6. If we define the map F : + t, b) ) \ N , then F admits a locally Lipschitz representative with respect to the measure L 1 ⊗ m ∞ , and if we still denote such a representative by F , then for every t ∈ [0, b − a), F t is invertible and is a locally isometry from ϕ −1 ∞ ((a + t, b)) to ϕ −1 ∞ ((a, b − t)), i.e. for any x 0 ∈ ϕ −1 ∞ ((a + t, b) ), there exists a geodesic ball B x 0 (r) ⊂ ϕ −1 ∞ ((a + t, b)) such that the restriction of F t on B x 0 (r) is an isometry onto its image.
We remark that in Claim 5.6, the maps F t are local isometry instead of isometry. This is because in Claim 5.5, (5.8) holds only for f ∈ W 1,2 (X ∞ ) with supp(f ) ⊂ ϕ −1 ∞ ((a, b) ). From now on, when considering the maps F t on ϕ − 1  ∞ ((a, b) ), we always refer to their continuous versions given in Claim 5.6. And we will denote the inverse of F t :
. We define the projection map Pr :
By Claim 5.6, the map Pr is well defined and locally Lipschitz. Z will serve as the 'base' space for the product metric measure space, so we will endow it a natural metric measure structure.
Note that by (5.6) 
. Now we apply the disintegration Theorem and obtain a disintegration (a, b) ∋ r →m r ∈ P(
Moreover, similar to [22] , we can prove:
Claim 5.7. Them r can be chosen to be a weakly continuous family, i.e. for any ϕ ∈ C c (ϕ − 1  ∞ ((a, b) )), the map r → I ϕ (r) := ϕdm r is continuous. Furthermore, for every r ∈ (a, b),m r = (F t ) #mr+t holds for a.e. t ∈ (a − r, b − r).
The measure m Z on Z is chosen to be m Z :=cm a+b 2 . Then by Claim 5.7, for any a < r 1 < r 2 < b, it holds
Similar to [22] , we endow Z an extended distance d Z by
where the infimum is taken among all Lipschitz curves σ : [0, 1] → Z ⊂ X ∞ connecting x ′ , y ′ . The metric speed in the above definition is computed with respect to the distance d ∞ .
Note that in [22] , the authors consider the distance function to a point, and the uniqueness of optimal transportation on the underlying space will imply that a level set of the distance function has only one path-connected component unless the level set consists of two points (see Section 3.4 of [22] for details). In [29] , due to the geometric assumptions, a level set Z also has exactly one path-connected component (see Corollary 5.20 of [29] ). However, in general case, Z may contain more than one components. The following claim will imply that the number of components of Z has an upper bound. ((a, b) ) has at most C 0 path-connected components.
Proof. Let l 1 = min {1, b−a 2 }, l 2 = b +c + 1. Let {U j } k j=1 be a collection of path-connected components of ϕ − 1  ∞ ((a, b) ). Note that every U j is open, hence m ∞ (U j ) > 0 for every j. Then by Claim 5.1, it is easy to see that there is at least a q ∈Q such that (a, b) ⊂ Dom(g(q, ·)) and g(q, ·) ∩ U j = ∅. In particular, U j ∩ ϕ −1 ∞ ( a+b 2 ) is not empty. In the following we fix z j ∈ U j ∩ ϕ −1 ∞ ( a+b 2 ) for each j. It is easy to see that ϕ −1 ∞ ((a, b)) ⊂ B p∞ (l 2 ) and B p∞ (1) ⊂ B z j (l 2 ) for every j. By volume comparison, we have
On the other hand, it is not hard to check that the geodesic balls B z j (l 1 ) are disjoint to each other, and all B z j (l 1 ) are contained in ϕ −1 ∞ ((a, b) ), hence ((a, b) )) ≤ m ∞ (B p∞ (l 2 )). ((a, b) ). For any x ′ , y ′ ∈ Z (j) , there exists a Lipschitz curve η :
The curve σ = Pr(η) is a Lipschitz curve connecting x ′ and y ′ in Z (j) . In conclusion, we have Denote by Y = Z × (a, b), we endow Y with the product measure m Z ⊗ L 1 and the product extended distance ((a,b) ) , both S and T are locally Lipschitz and
In fact, we can prove Claim 5.10 is easy to verified if there is some j such that Z (j) consists of exactly one point. In this case, it is easy to see that U (j) is a geodesic ray. Then by Theorem 1.1 in [31] , the whole space (X ∞ , d ∞ ) is isometric to either (R, d Eucl ), or (R + , d Eucl ), or ([0, l], d Eucl ) or (S 1 (r), d S 1 (r) ) for r > 0. Here S 1 (r) := {x ∈ R 2 |x| = r}, and d S 1 (r) is the distance induced by the standard metric. In addition, it is easy to see that (ϕ − 1  ∞ ((a, b) ), d 0 ∞ ) is isometric to a disjoint unit of several ((a, b), d Eucl ), where d 0 ∞ is the arc-length distance in Definition 3.18.
To prove the general case of Claim 5.10, one can repeat the proof of [22] with minor modification. The proof is lengthy and non-trivial, it makes use of some tools and results developed in [25] , [27] etc. The details are omitted, but we give a rough description here.
The key point is to prove that the maps S and T preserves Cheeger energies similar to Claim 5.5, and then we can obtain information on metrics by making use of the Sobolevto-Lipschitz property.
To compare the minimal weak upper gradients ((a, b) )), it turn out that the most important point is to prove that |Df | X∞ (x) = |Dg| Z (Pr(x) ) for a function f such that f (x) = g(Pr(x)), x ∈ ϕ −1 ∞ ((a, b) ), where g ∈ W 1,2 (Z). By an equivalent formulation of weak upper gradient (see Remark 5.8 of [3] ), we need to compare the metric speed of curves η : [0, 1] → ϕ −1 ∞ ((a, b) ) and the metric speed of curves Pr • η : [0, 1] → Z. Recall that by Theorem 2.3.18 of [25] , there is a link between the point-wise norm of the vector fields and the metric speed of curves; on the other hand, as in [22] , Hess(ϕ ∞ ) is the derivative of norm of vector fields in some sense. Combining these facts with Claim 5.4, repeat the arguments in [22] , we can prove:
for every t ∈ [0, 1] and π-a.e. η. Then for π-a.e. η, the curveη := Pr • η is absolutely continuous and |η t | ≤ |η t | holds for a.e. t ∈ [0, 1].
With Claim 5.11, we can finally prove the maps S and T preserves Cheeger energies. We also note that in the proof of Claim 5.10, we don't know whether Y is a RCD space, thus the Sobolev-to-Lipschitz property of Y is not obvious. To prove Y satisfies the Sobolev-to-Lipschitz property, one need to prove that (Z, d Z , m Z ) is doubling and is a measured-length space in the sense of [27] and then apply some results of [27] .
By Claim 5.10, (ϕ −1 i ((a + α, b − α)), d i ) is locally Gromov-Hausdorff close to a product space. In order to obtain Gromov-Hausdorff closeness of (ϕ −1 i ((a + α, b − α)), d α,α ′ i ) and the product space, we need the following claim.
Claim 5.12. There is a constant C 1 depending only on N,c, a, b such that diam(Z (j) ) ≤ C 1 for every j, here the diameter is computed with respect to d Z .
Proof. Without loss of generality we only consider Z (1) . Let
. . , T , form a maximal set of disjoint geodesic balls with respect to d Z on Z (1) . By Lemma 3.19 and Claim 5.12, it is easy to see that B d Z z i (l 1 ) = B z i (l 1 ) ∩ Z (1) , where B z i (l 1 ) are geodesic balls with respect to d ∞ on X ∞ ; and in addition, B z i (l 1 ), i = 1, . . . , T , are disjoint to each other. Similar to the proof of Claim 5.8, we have
Finally it is not hard to prove that the diameter of Z (1) with respect to d Z is bounded from above by
By the assumptions on X i , X ∞ , ϕ i and ϕ ∞ at the beginning of the proof, it is easy to see that we may assume that there are two sequences of positive numbers {ǫ i }, {δ i } such that ǫ i → 0, δ i → 0 and (A): for every i, there exits an ǫ i -Gromov-Hausdorff approximation Φ i :
otherwise, (5.19) where F δ i and F −δ i are maps in Claim 5.6. Obviously,
It is easy to check that for each i, bothΦ i and its restriction to ϕ −1 i ((a + α, b − α)) are (ǫ i + 2δ i )-Gromov-Hausdorff approximations. Thus if we replace Φ i in (A) byΦ i , replace ǫ i , δ i suitably and extract a suitable subsequence of i, we may assume that except the assumptions (A), (B), Φ i satisfies
is also an ǫ i -Gromov-Hausdorff approximation. Furthermore, it is easy to see that, after a suitable choice of the parameters, we may further assume (D): for every i, there exits a 4ǫ i -Gromov-Hausdorff approximationΦ i :
Claim 5.13. There is a sequence of positive numbers {ǫ i } withǫ i → 0 such that for every
Proof. Because S is a local isometry, by Lemma 3.19, one can derive that there is a r 0 depending only on α ′ such that for every
, S is an isometry from B x (r 0 ) onto its image. We can further assume r 0 < min{ α−α ′ 4 , α ′ 4 }. From the ǫ i -almost onto property of Φ i , we can easily obtain the ǫ i -almost onto property of S • Φ i (for i sufficiently large). In the following we prove theǫ i -almost distance preserving property.
(1). For every
By Lemma 3.19, for i sufficiently large, the geodesic connecting x 1 andΦ i (Φ i (x 1 )), the geodesic connectingΦ i (T (γ t j )) andΦ i (T (γ t j+1 )) for each j, as well as the geodesic connect-ingΦ i (Φ i (x 2 )) and x 2 , are all contained in ϕ −1 i ((a + α ′ , b − α ′ )). We glue these geodesics to obtain a piecewise geodesic whose length is not larger than Length(γ) + 4(C 3 + 3)ǫ i .
Thus we obtain (5.20) where C 4 = 4(C 3 + 3).
(2). For any x 1 , x 2 ∈ ϕ −1 i ((a + α, b − α) ), and for any δ > 0, let η : [0, 1] → ϕ −1 i ((a + α ′ , b − α ′ )) be an absolutely continuous curve connecting x 1 and x 2 such that Length(η) < d α,α ′ i (x 1 , x 2 ) + δ. We assume η is parameterized by arc length. By (5.20) , we know Length(η) ≤ C 5 with C 5 only depends on N,c, a, b, α, α ′ . Let
for j = 0, 1, . . . , C 6 , then we have ((a, b) ). We glue theseη (j) to get a piecewise geodesicγ :
) and Y has a product structure, there is always a geodesic γ :
By (5.20) and (5.21) , S • Φ i is max{C 4 , C 6 }ǫ i -almost distance preserving. The proof is completed.
Note that Claim 5.13 contradicts the assumption (4), hence we finish the proof of Theorem 1.1. be real numbers. Suppose there exists a length extended metric space Z consisting of finitely many connected components {Z (j) } k j=1 , and there exist a number Ψ with 0 < Ψ < √ Ψ < α 16 , and a Ψ-Gromov-Hausdorff approximation Φ :
is the projection to the second factor; (b): for every j, diam(Z (j) ) ≤ C 1 for some positive constant C 1 , here the diameter is computed with respect to d Z . Then for any s ∈ [a+2α, b−2α] and any connected component
Let π : Z × (a + α, b − α) → Z be the projection onto the Z factor, then π(Φ(V ∩ ϕ −1 (s))) is contained in the same path-connected component of Z. Assume this component is Z (1) .
Thus Φ(x 1 ) and Φ(x 2 ) lies in the same connected component of Y which we assume it to be Z (1) × (a + α, b − α). Without loss of generality, we assume r(Φ(x 1 )) ≤ r(Φ(x 2 )). There always exists a geodesic γ :
In addition, by (5.22) 
. Then by Lemma 3.19, the geodesic connecting x 1 andΦ(Φ(x 1 )), the geodesic connectingΦ(γ t j ) andΦ(γ t j+1 ) for each j, as well as the geodesic connecting Φ(Φ(x 2 )) and x 2 , are all contained in ϕ −1 ((s − 16 √ Ψ, s + 16 √ Ψ)). We glue these geodesics to obtain a piecewise geodesic τ : [0, 1] → ϕ −1 ((s − 16 √ Ψ, s + 16 √ Ψ)) connecting x 1 and x 2 with Length(τ ) ≤ Length(γ) + C 3 √ Ψ, where C 3 depends on C 1 , α. In particular, we have
Hence, for any β with β ≥ 16 √ Ψ and β < min{s − a − α, b − α − s}, we have
On the other hand, for any δ > 0, let η : [0, 1] → ϕ −1 ((s − β, s + β)) be a curve connecting x 1 and x 2 such that Length(η) ≤ d V s,β (x 1 , x 2 ) + δ, then argue as in (2) of the proof of Claim 5.13, by making use of the product structure of Y , we can prove
By the arbitrariness of δ and (5.26), we know the map π • Φ is max{C 3 + 2, C 4 } √ Ψ-almost distance preserving.
For any z ∈ Z (1) , by the assumptions on Φ, there is an x ∈ ϕ −1 ((a + α, b − α)) such that d Y ((z, s + 2Ψ), Φ(x)) < Ψ, s + Ψ < r(Φ(x)) < s + 3Ψ and s < ϕ(x) < s + 4Ψ. It is easy to see that x ∈ V . Let y be the nearest point on V ∩ ϕ −1 (s) to x, then d α,α ′ (x, y) < 4Ψ. Note that d Z (π(Φ(y)), z) ≤ d Z (π(Φ(y)), π(Φ(x))) + d Z (z, π(Φ(x))) (5.28)
Thus π • Φ is 6Ψ-almost onto.
In conclusion, π • Φ is a C √ Ψ-Gromov-Hausdorff approximation.
Proposition 5.14 has the following corollary.
Corollary 5.15. Let (X, d) be a geodesic space. The close set E, the distance function ϕ and real positive numubers a, b, α, α ′ are the same as in Proposition 5.14. Suppose there exist a length extended metric space Z, a real number Ψ with 0 < Ψ < √ Ψ < α 16 , and a Ψ-Gromov-Hausdorff approximation Φ :
, where C is a positive constant depending on C 1 , α. In particular,
where diam and diam ′ are with respect to the distances d V s,β and d Ṽ s,β respectively. is called a Busemann function associated to γ. b is a 1-Lipschitz function. For any given x ∈ X, let η t,x : [0, d(x, γ t )] → X be a unit speed geodesic connecting x to γ t , where t ≥ 0. By the properness of X, there is a sequence {t n }, with t n → ∞, such that η tn,x converge uniformly on compact sets to a geodesic ray η (x) : [0, ∞) → X with η (x) 0 = x. Such a ray η (x) is called a Busemann ray associated with γ. One can prove that (see Lemma 3.1 in [29] for details), for every t ≥ 0, it holds
Busemann function has close relation to optimal transport. In fact, we can prove that, for any t > 0, the function −tb is c-concave, where c = d 2 2 . See Proposition 3.6 in [29] for more details. Furthermore, making use of Theorem 3.2, we can prove: Proposition 6.1 (see Proposition 3.13 of [29] ). There is a Borel setT ⊂ X, such that We can prove the following: Proposition 6.2 (Proposition 3.21 in [29] ). Suppose (X, d, m) is a noncompact RCD(0, N ) space. Let K ⊂ b −1 ((−∞, r 0 ]) be a compact set, then
holds for any r 3 > r 2 > r 1 ≥ r 0 .
6.2.
Noncompact RCD(0,N) spaces with linear volume growth. Recall that a noncompact RCD(0, N ) space has at least linear volume growth, see Proposition 2.8 of [29] for a proof. It is then a natural problem to investigate noncompact RCD(0, N ) spaces (X, d, m) with linear volume growth, i.e. there is some positive constant V 0 such that
In this section, the metric measure space (X, d, m) is assumed to be a noncompact RCD(0, N ) space satisfying (6.6). On such metric measure spaces, making use of Proposition 6.2 and the Bishop-Gromov volume comparison property, we can prove the following theorem. Theorem 6.3 (Theorem 1.2 in [29] ). Suppose (X, d, m) is a noncompact RCD(0, N ) space satisfying (6.6), and b is the Busemann function associated to a geodesic ray γ. Then we have
where the diameter of b −1 (r) is computed with respect to the distance d. In particular, for any r, b −1 (r) is compact.
Then by (6.5), it is easy to see that for any r 3 > r 2 > r 1 , it holds
Hence for every s,
is well-defined, and
holds for any r 2 > r 1 . Furthermore, by Proposition 4.1 of [29] , for any r 2 > r 1 , we have
In particular, the limit
By (6.10) and (6.11), it is easy to prove that for any δ ∈ (0, 1), there exists R δ such that for every r 3 > r 2 > r 1 ≥ R δ , we have
Following [38] , we define the almost intrinsic diameter of level sets of a Busemann function. Definition 6.4. Given R > 0, r ∈ (0, R), the r-almost intrinsic diameter of b −1 (R), denoted by diam r (b −1 (R)), is defined to be
{the infimum of the length of curves connecting x, y and contained in V }.
Similar to [38] , we will prove the following theorem.
Theorem 6.5. Given any ζ ∈ (0, 1 3 ), we have
The key to prove Theorem 6.5 is the almost rigidity theorem 1.1. First of all, we need the following lemma: The proof of Lemma 6.6 can be found in Section 3.1 of [29] .
Proof of Theroem 6.5. For any s 1 , we defined a new metric measure structure (X,d,m) such thatd = 1 s 1 d, andm = m. For simplicity, we denote by E := E s 1 and ϕ(x) =d(x, E). Note that by (6.7), there is a constant R 1 such that for any s 1 ≥ R 1 , ∂E = b −1 (s 1 ) satisfies diam(∂E) ≤ 3, (6.16) here the diameter is computed with respect tod.
We take a = 1 10 , b = 9 10 , c = 1 2 . By Lemma 6.6 and (6.13), it is easy to see that for any given δ ∈ (0, 1), there exists a positive constant R δ such that for any s 1 ≥ R δ , we havē
In addition, by Proposition 6.2 and Lemma 6.6 , it is easy to see that (X,d,m) satisfies MDADF property on ϕ −1 ((a, b) ).
We take α = 1 100 , α ′ = 1 1000 . Let Ψ = Ψ(δ|a, b, c, α, α ′ , 3, N ) be the function given in Theorem 1.1. For any s 1 sufficiently large such that (6.16) and (6.17) hold, by Theorem 1.1, there exist a length extended metric space (Z, d Z ), and a Ψ-Gromov-Hausdorff approximation Φ :
for any x ∈ ϕ −1 ((a + α, b − α)), it holds |ϕ(x) − r(Φ(x))| < Ψ; (6.18) (b): Z consists of at most C 0 connected components {Z (j) } k j=1 , where C 0 is a constant; (c): for every j, the diameter of Z (j) is at most C 1 .
Here C 0 , C 1 are constants independent of δ. 
Hence for any s 1 sufficiently large and any s,s ∈ [ 2 5 , 3 5 ], any ζ ∈ (40 √ Ψ, 1 3 ), we have
Now we fix ζ ∈ (0, 1 3 ), and then choose δ sufficiently small such that Ψ < √ Ψ < min{ α 16 , ζ 40 }. By (6.21), there is R 0 depending on δ such that for any R ≥ R 0 , and any r ∈ [R, 3 2 R], we have (6.22) where C 3 = 5 2 C 2 is independent of δ. For any k ∈ Z + , by (6.22), we have
where C 4 is a positive constant independent of δ.
For every R > R 0 , there exists k ∈ Z + such that R ∈ [ 3 2 k R 0 , 3 2 k+1 R 0 ]. By (6.22) and (6.23), we have
Finally, let δ → 0, and hence Ψ → 0, we obtain
The proof is completed. Now we prove Theorems 1.2 and 1.3.
Proof of Theorem 1.3. Suppose the conclusion does not hold, then there exists a sequence of positive number {r i } with r i → +∞ and
for every i. Thus there exist x i , y i ∈ b −1 (r i ), and a unit speed geodesic σ (i) : [0, L i ] → X connecting x i and y i , where L i := Length(σ (i) ) = h i r i satisfies C ≤ h i ≤ 2.
Suppose there is a subsequence of {r i }, still denote by {r i }, such that
In this case, we have diam 1 4 r i (b −1 (r i )) ≥ h i r i ≥ Cr i , which contradicts Theorem 6.5.
Thus we may assume that σ (i) is not a subset of b −1 ([ 3r i 4 , 5r i 4 ]) for any i. Let
and
Suppose there is a subsequence of {r i }, still denote by {r i }, such that T i > 5r i 4 . Then it is easy to see that there are points
This contradicts Theorem 6.5 because 4T i 5 → ∞. Thus we may assume S i < 3r i 4 for every i.
Suppose S i → ∞. Then it is easy to see that there are points x ′ i , y ′ i ∈ Im(σ (i) ) ∩ b −1 ( 4S i 3 ) such the the part of σ (i) between x ′ i , y ′ i pass through a point in b −1 (S i ). Thus d(
This contradicts Theorem 6.5. Thus we may assume there is a subsequence of i, still denote by i, such that S i ≤ R for some R. Thus every σ (i) passes through the compact set b −1 (R). Since d(σ (i) 0 , b −1 (R)) → ∞ and d(σ (i) 1 , b −1 (R)) → ∞, after reparameterizing and extract a suitable subsequence of σ (i) , this subsequence will converge to a line σ (∞) passing through b −1 (R). By Gigli's splitting theorem for RCD(0, N ) space, (X, d, m) splits. It is easy to see that in this case the Busemann function associated with σ (∞) shares the same level sets of b, and b −1 (r) is totally geodesic for every r. Thus S i < 3r i 4 cannot happen. In conclusion, (6.27) does not hold. This completes the proof of Theorem 1.3.
Proof of Theorem 1.2. Suppose (X, d, m) is a noncompact RCD(0, N ) space with linear volume growth and (X, d, m) does not split. For the fixed point p, let γ : [0, ∞) → X be a geodesic ray such that γ 0 = p. Let b be the Busemann function associated with γ, then (1.5) holds. It is easy to see that, for any r > 0, d(p, γ r ) = d(p, b −1 ([r, ∞))) = r, and ∂B p (r) ⊂ b −1 ((−∞, r]).
Let S r := min x∈∂Bp(r) b(x), we claim that lim r→∞ S r r = 1. (6.30) By the triangle inequality, it is easy to see diam(∂B p (r)) ≤ diam(b −1 (r)) + 2(r − S r ). (6.31) If the claim is true, we divide both sides of (6.31) by r, and let r → ∞, then (1.4) follows from (1.5) and (6.30).
Suppose the claim does not hold, then there exist δ ∈ (0, 1) and a sequence of positive numbers {r i }, a sequence of points {x i }, such that r i → ∞, d(x i , p) = r i , b(x i ) = S r i < (1 − δ)r i .
Suppose there is a subsequence of i, still denoted by i for simplicity, such that S r i → ∞, then by the triangle inequality, we have
Divide both sides of (6.32) by S r i , we have
33)
Let i → ∞, then by (1.5), we get a contradiction.
Thus we may assume S r i ≤ C 1 for some constant C 1 . If in addition that there is another constant C 2 such that C 2 ≤ S r i ≤ C 1 for all i, then by Theorem 1.3, {x i } is a bounded subset, this contradicts the assumption that r i = d(p, x i ) → ∞.
Hence we may assume S r i → −∞ as i → ∞. Let σ (i) be a unit speed geodesic connecting x i and γ r i . Because every σ (i) pass through the compact set b −1 (0), by Arzela-Ascoli Theorem, after reparameterize and extract a suitable subsequence of σ (i) , the new subsequence will converge to a line σ (∞) . Then by Gigli's splitting theorem, (X, d, m) splits. This contradicts the assumption in Theorem 1.2 and the proof of the claim is completed. Definition 6.7. Suppose (X, d, m) is a noncompact RCD(0, N ) space, p ∈ X a fixed point. Suppose r i → ∞, and (X i , p i , d i , m i ) is a sequence of pointed metric measure spaces such that X i = X, p i = p, d i = 1 r i d, m i = 1 m(Bp(r i )) m. Then up to a subsequence, the RCD(0, N ) spaces (X i , p i , d i , m i ) will converge in the pointed measured Gromov-Hausdorff distance to a RCD(0, N ) space (X ∞ , p ∞ , d ∞ , m ∞ ) with m ∞ (B p∞ (1)) = 1. We call (X ∞ , p ∞ , d ∞ , m ∞ ) a tangent cone at infinity of (X, d, m). In general, a tangent cone at infinity may depend on the choice of {r i }.
Proof of Proposition 1.5. The case when (X, d, m) splits is obvious, so in the following we always assume (X, d, m) does not split.
Suppose (X ∞ , p ∞ , d ∞ , m ∞ ) is a tangent cone at infinity given by (X i , p i , d i , m i ) pmGH − −−− → (X ∞ , p ∞ , d ∞ , m ∞ ) as in Definition 6.7. We claim that, for any r > 0, ∂B p∞ (r) consists of exactly one point.
If the claim dose not hold, then for some r > 0, there exist x ∞ , y ∞ ∈ X ∞ such that d ∞ (x ∞ , p ∞ ) = d ∞ (y ∞ , p ∞ ) = r and d ∞ (x ∞ , y ∞ ) = ǫ > 0. Let x i , y i ∈ X i such that x i GH − − → x ∞ , y i GH − − → y ∞ , then for i sufficiently large, we have d i (x i , y i ) > ǫ 2 and |d i (x i , p i ) − r| < δ, |d i (y i , p i ) − r| < δ for some 0 < δ < min{ ǫ 16 , r}. By the triangle inequality, it is easy to see d i (x i , y i ) < 4δ + diam i (∂B p i (r − δ)), where diam i is computed with respect to d i . Thus
Let i → ∞, then by (1.4), we obtain ǫ 2 < 4δ, which is a contradiction. By the claim, (X ∞ , d ∞ ) is isometric to ([0, ∞), d Eucl ). Since (X ∞ , d ∞ , m ∞ ) is a RCD(0, N ) space, we can prove that m is absolutely continuous with respect to L 1 , that the density function h : [0, ∞) → (0, ∞) has a locally Lipschitz representative, and satisfies estimates (3.12) and (3.13) . See the proof of Theorem 3.15 for similar arguments.
Proof of Theorem 1.4
Suppose (X, d, m) is a noncompact RCD(0, N ) space. We fix a point p ∈ X, and denote by ρ(x) = d(x, p).
By [30] and [4] , a harmonic function u always has a locally Lipschitz representative, thus in the following, we will always assume u is locally Lipschitz.
For any k ≥ 0, let H k (X) = {u ∈ W 1,2 loc (X) ∩ Lip loc (X) | ∆u = 0, u(p) = 0, |u(x)| ≤ C(ρ(x) k + 1) for some C}.
Recall that the gradient estimate can be generalized to RCD spaces, see e.g. Theorem 1.6 of [45] . By the same argument as on manifolds, one can easily prove that, for k < 1, H k (X) only contains the zero function. Thus in the following we always assume k ≥ 1. Also by the gradient estimate, for any u ∈ H k (X), we have |lipu|(x) ≤ C(ρ(x) k−1 + 1), (7.1) where C is some positive constant depending on u.
Proof of Theorem 1.4. We argue by contradiction. Suppose (X, d, m) does not split, but there exists a non-trivial function u ∈ H k (X) for some k ≥ 1. Take r i = 2 m i . As in Definition 6.7, we obtain a sequence of RCD(0, N ) spaces |D (i) u (i) | 2 dm i = 1, (7.6) where |D (i) u (i) | denote the minimal weak upper gradient of u (i) with respect to (X i , d i , m i ).
Furthermore, by (7.4), we have
Recall that in [23] , it is proved that on RCD spaces, a global version of Bochner formula holds. In addition, on RCD spaces there exist good cut-off functions, see e.g. Lemma 3.1 of [36] . Then one can prove a localized Bochner formula, see Theorem 3.5 of [45] for details. In particular, since u (i) is harmonic on B p i (2), we have |D (i) u (i) | 2 ∈ W 1,2 (B p i ( 15 8 )) ∩ L ∞ (B p i ( 15 8 )) and
). |D (i) u (i) | 2 dm i . (7.9)
