Crystallization phenomena in stirred reactors are influenced by local hydrodynamic conditions and these must be taken into account for successful process scale-up and optimization. This article is the first of two presenting the application of the Smoothed Particle Hydrodynamics (SPH) method to modelling of batch crystallisation in stirred tanks.
Introduction
Engineering problems such as process design, scale-up and optimisation rely heavily on mathematical models of the process and a detailed description of a fluid flow in stirred vessels is a critical part. Hydrodynamics plays a major role in the dynamics of crystallisation phenomena in that it is responsible for the mixing, heat transfer and transport of particles throughout the crystalliser. The mixing in the vessel is always a very important aspect of design, because adequate mixing is required for an efficient mass, heat transport and phase homogeneity. In the case of crystallisation, phenomena such as nucleation, growth and in particular secondary nucleation are very sensitive to local hydrodynamics conditions and scaling may result in dynamic dissimilarity between cases and therefore result in large differences in final product quality.
The population balance (PB) framework has been adopted as the most fundamental approach for modelling particulate multiphase systems [1, 2] . The population balance modelling framework provides a deterministic description of the dynamic evolution of the crystal size distribution (CSD) by forming a balance to calculate the number of crystals in the crystalliser.
In order to take into account local hydrodynamic conditions in a stirred reactor a common approach is to couple the population balance equations with turbulent computational fluid dynamics (CFD) modelling to correctly predict the key process performance indicators such as CSD, yield, recovery and reactor productivity [3, 4] . Although the use of CFD for simulating particulate systems is becoming a standard approach, a number of issues still need to be addressed. One of the problems is the computational expense of coupling a standard discretised population balance with a grid-based CFD code as this approach requires a solution of an extremely large number of transport equations. Another, more feasible approach is to use a method of moments. However, the common problem encountered with the method of moments is that the CSD is lost and needs to be reconstructed from its distribution moments. Several reconstruction techniques were developed [5, 6, 7, 8] however, no unified technique for reconstruction of a complete distribution from a finite number of moments is available in literature due to the fact that mathematically all the distribution moments up to infinity are required to achieve an accurate reconstruction [5] . To date, CFD models of stirred vessels were almost exclusively implemented in Eulerian reference frame using grid-based methods [9] . In majority of cases, CFD simulations use a two fluid model with an assumption of interpenetrating media, while recently this approach has been improved by modelling the solid phase using the Langrangian approach and the Newton's law of motion applied to individual particles [9] . However, there are some difficulties with the application of the grid based methods: convective transport should be simulated and can influence the integration time step and cause numerical problems [10] , determination of free or moving boundaries and material interfaces is difficult [10, 12] , the computational requirements poorly scale with the size of the numerical system. As a consequence, optimisation studies using coupled CFD and discretised population balance equations are computationally very expensive.
The objective of this work is to address the above-mentioned issues from a different perspective. While the previous studies dealing with the reduction of the complexity of the coupled CFD and population balance models mainly focused on the population balance part (typically by using some sort of the method of moments [11, 13] ), the main idea of this work is to develop a method for the rapid prediction of the global mean flow and apply an accurate method for solving the population balance equations to preserve the crystal size distribution.
The fully Lagrangian-frame meshfree Smoothed Particle Hydrodynamics (SPH) method was selected and applied to modelling of a fluid flow in stirred reactors and its benefits to modelling of crystallisation were discussed such as capability to rapidly predict the global mean flow and a quality of prediction, model reduction capabilities, and availability of important process performance indicators such as crystal size distribution with a particular focus on the computational requirements of the coupled CFD and population balance model. 
Lagrangian meshfree methods
The basic idea of the meshfree methods is to offer a stable and accurate numerical solution of systems of partial differential equations using a set of arbitrarily distributed nodes without using any mesh that provides the connectivity of these nodes [14] . The meshfree methods have been applied to problems such as free surface flow, deformable boundary, moving interface, large deformation, mesh adaptivity and multi-scale resolution [15] . A large number of meshfree methods exist and a comprehensive review of the history, development, theory and applications of the major meshfree methods is given in [14] . They can be divided into three types: a) methods based on strong form formulations, b) methods based on weak form formulations, and c) particle methods [15] . In this work the particle meshfree method Smoothed Particle Hydrodynamics is selected and applied to modelling of the fluid flow in stirred reactors.
SPH was originally invented by Lucy [16] for modelling astrophysical phenomena.
Subsequently, Gingold and Monaghan [17] reformulated the derivation in terms of an interpolation theory. Later, it was extended and applied to modelling of fluid mechanics and many other areas. SPH is a pure Lagrangian method where the physical system is represented by particles moving in the Lagrangian frame according to the internal interactions and external forces. The approximate numerical solution of fluid dynamics equations is obtained by replacing the fluid with a set of particles and using the integral representation method for approximation of field functions. The use of integral representation of field functions passes the differentiation operations on the field function to the smoothing (weight) function and has been proven stable for arbitrarily distributed nodes for many problems [15] .
The method offers a number of attractive features. The first is that pure advection is treated exactly [15] . The advection term disappears from the Navier-Stokes equations and velocity partial derivative becomes an ordinary time derivative allowing the momentum dominated flows to be easily handled. For example, if the particles are given a colour, and the velocity is specified, the transport of colour by the particle system is exact [15] . The mass continuity equation is not necessary since the mass balance is explicitly enforced using particles of a specified mass. Linear and angular momentum are explicitly conserved using the specially derived expressions for forces acting on particles (such as pressure, shear stress and surface tension). Population balance equations can now be applied to a smaller control volume (that is at a particle level) and the CSD is now available explicitly without reconstruction.
Representation of multi-phase systems, free and moving surfaces is easy and not bound to the prescribed spatial grid like in grid-based methods. The fact that a fluid and crystals are represented by particles can be utilised to explicitly model phenomena relating to the solid phase such as secondary nucleation and breakage. Here, material properties, local hydrodynamic conditions, particle size and velocity and an angle of impact can be directly used to estimate the rate of secondary nucleation, with a direct linkage to experimental particle-wall collision measurements using the shadow imaging technique. The secondary nucleation kinetics estimated in this way should be scale-independent and directly applicable to scale-up and optimisation problems. The computational power required to integrate equations in time scales approximately linearly with the size of the system (that is with the number of particles). Integration in time is typically performed using the explicit methods.
Grid-based numerical methods such as finite element or finite volume methods always require a solution of a large system of (non-)linear equations which is not relevant in SPH.
Moreover, the use of weighted contributions rather than a linear system of equations allows for massive parallelisation, taking advantage of recent developments in CUDA GPU technology to significantly reduce simulation times. In a typical crystallisation model, the Navier-Stokes equations are coupled with a number of scalar transport equations such as temperature, concentration and the population balance equations (either moment equations or discretised number density function). In grid-based methods the additional transport equations lead to a significant increase in size of the numerical system and matrix storage while in SPH only to a minor increase in memory and computational requirements. For instance, as it was shown later in this work, 200 additional transport equations per particle resulting from discretisation of the number density function cause only around 60% drop in performance, depending on the size/number of the particles. Large numerical systems typically solved on symmetric multiprocessor systems or computer clusters require some sort of communication and synchronization mechanisms. The only synchronisation techniques used in the SPH method developed in this work are primitive atomic operations used during calculation of forces between a pair of particles. The particle based SPH offers very good model reduction capabilities. Basically, the number of particles used to decribe a system can be decreased having the superposition effect on execution speed: use of larger particles decrease the total number of particles and larger particles are allowed to move a larger distance in space during every time step, both effects causing the simulation speed-up.
Obviously, there are some disadvantages of the SPH method. First, a very high computational power is required. In this work, this issue is solved using the modern general purpose graphics processing units (GPGPU) that allow a massive parallelisation. Second, typically a very large number of particles is required to model the system at the same level of details compared to grid-based methods. However, as it is discussed later in this work we can safely trade some details in hydrodynamics prediction to gain execution speed by reducing the number of particles (that is increasing the particle size) used to represent the fluid. Finally, fluids in SPH behave as slightly compressible and numerical techniques are required to achieve incompressibility as it will be demonstrated in the section where an acceleration due to pressure forces is discussed.
To the best of authors' knowledge, the SPH method has not previously been applied to modelling of fluid flow in stirred tanks. The only available study found in the literature was by Shamsoddini et al. [18] who applied the weakly compressible SPH method to modelling of micromixing phenomena in a two-dimensional cylindrical paddle mixer and investigated the effect of different types and positions of blades within the reactor.
Smoothed Particle Hydrodynamics model of a stirred tank
SPH method was developed for hydrodynamics problems in the form of partial-differential equations of field variables such as the velocity, density, energy etc. [15] . In order to solve the above system of equations the problem structure must be first represented by a set of arbitrarily distributed particles. Then, the integral representation method is applied to obtain an approximation of field functions (kernel approximation). The kernel approximation is further approximated using particles by replacing the integration in the integral representation of the field functions and their derivatives with summations over the values at the neighboring particles in a local domain called the support domain. The particle approximation is performed at every time step and the particle approximations are also applied to all terms related to field functions to produce a set of ODEs. Finally, the resulting ODEs are solved using an explicit integration algorithm to achieve a fast time stepping [15] .
The essential formulation of SPH is that any field quantity can be determined through a weighted interpolation of surrounding field values [16] . This weighting is characterized by the smoothing length, h, it decays with distance and it is given by the following integral equation:
( 1) where A(r) is a field function at point r in space Ω, r is any point in Ω, and W is a smoothing kernel with h as its width. The numerical equivalent to Eq. 1 is obtained by approximating the integral interpolant by a summation interpolant: (2) where m j is the mass of the particle j, r j the position and A j is the value of any quantity A at r j .
Basically, this equation states that any quantity can be represented by summation of quantities at nearby points multiplied by a weighting function, also known as a smothing kernel. The weighting function is required to be continuous and first and second order differentiable; as a result, it is straightforward to obtain a gradient and a Laplacian of a field function via analytic differentiation of a smooth weighting function. The gradient of a field function is therefore given as: (3) and its Laplacian as: (4) Kernels in SPH are similar to the use of difference schemes in finite difference methods, and the selection of a smoothing kernel is very important and often problem-specific. The smoothing functions need to satisfy a number of conditions: Unity condition, Compact support, Positivity, Decay, Delta function property, Symmetric property and Smoothness [15] .
Navier-Stokes equations
The classical formulation of the motion for incompressible fluid flow over time is governed by the Navier-Stokes equations coupled with the mass continuity equation: (5) where μ is the fluid viscosity and f is the sum of forces acting on the fluid such as buoyancy, surface tension and collisions with rigid bodies. However, in the Lagrangian formulation particles completely define a fluid which implies that the particles move with the fluid and that any field quantity now depends on time only [16] . Thus, an acceleration for the Lagrangian fluid particle becomes an ordinary time derivative of its velocity and the advection term in Eq. 5 disappears. The basic Lagrangian formulation of the Navier-Stokes equations for an incompressible, isothermal fluid is therefore given by [15] : (6) In this work the turbulence was not modelled since the main idea of the current model is to present the potential benefits of Lagrangian mesfree methods, such as SPH, to modelling of crystalllisation in stirred tanks. In addition, the present model does not take into consideration the micromixing within the particles. The fluid mixing is carried out by the movement of individual particles while the perfect micromixing is assumed in each particle.
Regarding the mass-density, there are two approaches to evolve density in the SPH method [15] . The first one is called the summation density which directly applies the SPH approximation to the density itself, which for any particle i is given by: (7) and simply states that the density of a particle can be approximated by the weighted average of densities of particles in the support domain of that particle. Another approach is the continuity density which approximates the density according to the continuity equation using the concepts of SPH approximations with some additional transformations. The first approach is adopted in this work. The pressure force at particle i, following the weakly-compressible approach to simulate incompressible fluids with SPH, yields [19] :
The pressure gradient formula in Eq. 8 conserves the linear and angular momentum exactly as the forces acting between a pair of particles i and j are antisymmetric along the line of centers of the two particles. An equation of state is used to estimate the pressure from the density field:
The reference density ρ 0 is set to the initial density of the fluid phase so that the pressure field is initially equal to zero. The stiffness of the equation of state can be adjusted with the two parameters p 0 and γ. For fluids it is common to set the exponent γ = 7 [19] , and the pressure magnitude p 0 is given by:
The artificial sound speed c is chosen based on a scale analysis presented in [19, 20] in order to limit the density variations to 1%. Typically, it is set to at least one order of magnitude larger than the reference velocity to limit the fluid compressibility.
For incompressible fluids, the acceleration of particle i caused by shear forces is given by: (11) Similarly to the pressure gradient formula given in Eq. 8 this formula also preserves the linear and angular momentum exactly. In addition, the Laplacian of the smoothing kernel in Eq. 11
should be constrained to be positive; otherwise, the viscosity forces could increase the relative velocity and thereby introduce energy and instability into the system [15] .
The formula for surface tension forces is adopted from the work of Akinci et al. [21] and takes into consideration molecular cohesion forces and surface area minimization forces. The cohesion forces are given by the following equation: (12) where i and j are neighboring fluid particles, m denotes mass of the respective particle, σ is the surface tension coefficient and C is a spline function specially created for the surface tension equation and defined as: (13) where x is distance between two particles. The curvature forces are given by: (14) where n i is the normal information obtained by applying the SPH approximation to the gradient of the smoothed color field as: (15) Finally, the surface tension force can be written as: (16) where K ij is a symmetrized correction factor calculated by: (17) where ρ 0 is the rest density of the fluid, and ρ i and ρ j are the densities of the neighboring fluid particles. Since the fluid particle densities are not corrected, particles with less than full neighborhood have K ij >1 while those with the full neighborhood have K ij ≈1. Therefore, K ij amplifies forces for the particles with neighborhood deficiency, while the forces remain the same for the particles with appropriate neighborhood [21] .
Particles around boundaries such as reactor wall, baffles, stirrer shaft and impellers are treated in a special way. The surface meshes of the reactor wall, baffles and stirrer shaft are used to model reflective hard surface collisions with the wall where the particle position and velocity are reflected along the surface normal at the point of impact. This procedure ensures the preservation of the linear momentum. The fluid-impeller interactions are modelled in a different way. So called "wall" particles are created at the impellers mesh vertices. These wall particles exert pressure-gradient-like repulsive forces on fluid particles, as previously described in Eq. 8, to produce the stirring effect according to the prescribed rpm of the stirrer.
The wall particles are also created at the mesh vertices on the reactor surface and used to simulate a heat transfer between the cooling fluid in the reactor jacket and the fluid in the reactor. When there is no heat transfer through the reactor wall there are no fluid particle-wall particle interactions and the heat flux is equal to zero. If there is a heat transfer all fluid particles within the smoothing length h to the reactor wall particles participate in particleparticle interactions and exchange the heat according to the conduction law.
SPH Implementation details
The SPH model of a stirred tank is implemented in c++ using Fluidix software [22] . Fluidix is an NVidia CUDA-based parallel particle simulation platform which can be applied to practically any particle-based model, such as Molecular Dynamics, Dissipative Particle Dynamics and Smoothed Particle Hydrodynamics. 3D surface models can be imported from STL files to define system boundaries. Particles and triangle meshes are organized into efficient binary tree structures for highly optimized searching in both uniform and sparse distributions, allowing neighbour searching across particle sets as well as between particles and triangles of a 3D mesh. Due to the flexibility of c++ templates, particles can have any number of local variables, such as position, velocity, acceleration, density, temperature, pressure, and discretised number density function. A fully customized particle interactions can be executed in parallel with searches such as "each particle", "each pair of nearby particles", or "each particle colliding with a mesh".
The simulation procedure consists of the initialization phase and the main SPH loop. First, triangular surface meshes are generated for stirred tank walls, baffles and a stirrer shaft with impellers. These meshes can be directly loaded into the Fluidix software. Then, uniformly distributed fluid particles of the specified size are generated inside the whole volume of the tank and the particles that are positioned inside the baffles and stirrer meshes are removed.
An excess number of particles from the top of the reactor, up to the prescribed volume, is also removed. Now, so called "wall" particles are created at all mesh vertices. The SPH main loop is implemented in a standard fashion. First, a density of all particles is estimated and internal forces evaluated such as the pressure gradient, shear forces, gravity and the surface tension.
Fluid motion is performed by rotating stirrer mesh and solid particles at the impellers surface mesh vertices. Interaction between the fluid and solid particles is modelled in a similar fashion as the pressure forces among the fluid particles. When the impellers rotate for a small angle, the solid particles on the surface at the front side produce repulsive forces to the fluid particles within the smoothing length since the density increases as the particles are closer now. The solid particles on the surface at the back side cause attractive forces to the fluid particles since the density decreases as the particles are further away now. The system is then integrated in time using the second order Verlet scheme and particle-mesh collisions processed to update particle positions. This procedure is repeated until the defined time horizon is reached. The typical simulation is presented in Video 1 which depicts the interactions between the impellers and fluid particles in the reactor cross section at blades mid-span (in the range between 45 and 55mm). Fluid particles that are located within the smoothing length and interact with the impellers are marked in red.
Validation of hydrodynamics
Application of SPH to crystallisation modelling first requires validation of hydrodynamics in a typical batch reactor vessel. In this paper, the hydrodynamics of a baffled stirred tank, driven by a Rushton turbine is considered and compared to the work of Hartmann et al. [12] . The simulation results were compared to the experimental data obtained by a Laser Doppler Anemometry and simulation results using Reynolds Averaged Navier-Stokes (RANS) and Large Eddy Simulations (LES) from [12] . The SPH fluid particle sizes were chosen in the range of 0.5 to 2.5mm to study a dependency of the quality of fluid flow prediction on the particle size. The stirred tank filled with fluid particles of the radius 1.75mm is given in Fig.   2 . As a smoothing function the quartic kernel from [16] was adopted with the smoothing length set to two particle diameters. Simulations were executed on a commodity NVidia GeForce 780 Ti graphics card with 2880 cores and 3GB of RAM and Dell Precision 7500 workstation running Debian GNU/Linux operating system. The contour plot of phase averaged velocity magnitudes at blade mid-span (at z=50mm) is presented in Fig. 3 and the plot of averaged velocity vectors again at the blade mid-span is given in Fig. 4 . Both plots use the velocity vector field averaged over 10 impeller revolutions.
The vessel is cylindrical of diameter
In the original article [12] the velocity field was averaged over 15 impeller revolutions but in this work there was no noticable difference in using only 10 revolutions. The trailing vortex structure behind the blades is a little bit smaller due to the averaging of scattered particle vectors on the uniform two-dimensional grid. Comparison of phase averaged axial profiles of radial and tangential velocity components at three radial locations is presented in Fig. 5 where Exp represents experimental data from [12] , RANS represents simulation results using Reynolds Averaged Navier-Stokes method from [12] and SPH represents the simulation results from this work obtained for the lowest particle radius in this study (0.5mm). The kinetic energy of random velocity fluctuations and the dissipation rate of turbulent kinetic energy were not calculated in the SPH model.
The number of particles in the stirred tank as a function of particle size and computational times needed to simulate one hour of real process as a function of particle count are shown in Fig. 6 . Effect of particle radius on the quality of the mean flow prediction is depicted in Fig.   7a -d for particle sizes of 0.5, 1.5, 1.75 and 2.5mm, respectively. It was found that simulations with particle radius below 0.5mm are computationally not feasible and simulations with particle radius larger than 2.5mm produce incorrect results. Each plot contains streamlines From the results for different fluid particle sizes it could be observed that the use of smaller particles produces a better fluid flow prediction. In our opinion, the SPH method with no turbulence model and with the particle size in the range of the Kolmogorov scale would produce results comparable to the Direct Numerical Simulation. However, that comes with the price: simulations with small particle size require a huge computational power. The SPH method requires a larger computational power to achieve the same level of prediction as grid-based methods as it can be seen from Fig. 6 and Fig. 7 . However, it can be also observed that a satisfactory quality of the mean flow prediction can be obtained using larger particles. For instance, use of particles with radius of 1.5 or 1.75mm still produces a satisfatory mean flow prediction but dramatically reduces the required computational power for more than 30 times. This fact will be utilised in the future work focused on development of suitable turbulence models and their validation using the PIV technique. As a result, the SPH model with larger particles and suitable turbulence model can be used to obtain the local hydrodynamics conditions required by the population balance model more efficiently than from the gridbased methods.
Case Study: Coupled CFD and population balance equations
The detailed methodology of solving the coupled SPH and population balance equations quasi-analytically in parallel is presented in the second part of this series. In this work, to illustrate the applicability of the SPH model to modelling of crystallization phenomena, a simple case study has been carried out where the population balance equations were solved numerically. The growth only cooling crystallization problem has been simulated, since in this case an analytical solution can be obtained for the ideal mixing case. The results from two different cases were compared: a) ideal mixing assumed and crystallization modelled using the discretised population balance (IDMIX+DPB case), b) SPH used for fluid dynamics coupled with the same discretised population balance model but here applied to every particle (SPH+DPB case). A low rpm of the stirrer and short impeller blades were used to create poor mixing conditions. The temperature profile in the ideal mixing case was set to the calculated average temperature profile of the SPH+DPB case to create the identical cooling conditions. CFD model developed using the SPH method can easily be extended with additional transport equations by applying a similar methodology like the one previously described.
Basically, the only difference is a set of additional CUDA kernel function calls to apply particle approximations to all terms related to field functions in transport equations to produce an extended system of ODEs. To model a cooling crystallization three additional scalar transport equations needed to be added: the heat conduction (between fluid particles and between the fluid particles and the reactor wall), the concentration difusion (concentration of dissolved crystals) and a set equations resulting from discretisation of the number density function using the Discretised Population Balance method (DPB). In setting up the coupled SPH and DPB model the following assumptions have been made: the solid phase is assumed to closely follow the flow field, the presence of the solid phase does not affect the flow field, the growth rate is independent of crystal size, and the perfect micromixing is assumed to exist in each particle.
The heat conduction and concentration diffusion equations were adopted from the work of Monaghan et al. [24, 25] and given in equations 18 and 19, respectively:
where λ i is thermal conductivity and D i is mass diffusion coefficient. Similarly to the pressure gradient and shear forces, the above equations conserve the heat and mass exactly and ensure that the flux will be continuous even when the conductivity is discontinuous (at the phase interfaces; here, at the fluid-wall interface). The DPB equations were obtained by discretizing the domain L (particle size) into N cells/elements and applying the cell-centered finite volume scheme on the one-dimensional homogenous population balance equation: (20) where n i is the number density function and G is the supersaturation dependent growth rate described by the same equation as in Mitchell et al., 2011 [23] . Since the supersaturation is temperature-dependent, the growth rate is indirectly affected by the hydrodynamics conditions in the reactor. The discretization procedure described in Qamar et al. [26] results into a semi-discrete flux-based equation: (21) where the terms (Gn) i-1/2 and (Gn) i+1/2 denote the cell-face fluxes of the element i at its left and right edge, respectively. Applying the van Leer k-interpolation [27] with k=1/3 and introducing the flux limiter function [28] to suppress oscillations and decrease the numerical diffusion the high-resolution upwind scheme for cell-fluxes can be derived as given below: (22) where φ is a flux limiter function, (Gn) low is low precision, high resolution flux and (Gn) high is high precision, low resolution flux. There is a large number of flux limiter functions [26] . In this work the Koren [28] flux limiter was selected: (23) where r represents the so-called upwind ratio of two consecutive solution gradients [28] : (24) The domain was discretized using 200 elements. The process studied was crystallisation of paracetamol from ethanol solution in the 1 lit Labmax reactor and using the kinetics data from Mitchell et al. [23] . An initial supersaturation was set to 1.5667, an initial temperature to 20 0 C, rpm to 150 rot/min, the radius of the stirrer to 2cm (4 blade paddle turbine used) and the impellers clearance was 50mm (approximately 1/3 of the height). The reactor is then cooled down through the reactor jacket. It was assumed that the wall temperature was constant and equal to 0 0 C. The ideal mixing model coupled with the DPB equations was developed in Python using DAE Tools software [29] . The model equations are identical to the model equations presented in [23] . The only difference is that the method of moments equations were replaced by the DPB and that the temperature profile in the ideal mixing case was set to the calculated average temperature of the SPH+DPB case as presented in Fig. 8 .
The change in solute concentration due to growth of the seed crystals is described by the following equation [23] : (25) where  c is the crystal density and k v is the volume shape factor of the solute crystals. The integral in the equation (25) can be easily evaluated for every particle in the system since the full CSD is available. The performance of the developed SPH+DPB model was analyzed using the seed with sharp discontinuities in its CSD as shown in Fig. 9 (green dashed line) .
Since the process is growth-only the analytical solution for the ideal-mixing case is simply the initial CSD translated right by a cumulative distance ΣG i ·Δt i (a sum of the growth rate multiplied by the time elapsed for every time step). The simulated CSDs after 300 seconds for IDMIX+DPB and SPH+DPB are presented in Fig 9. The red line in Fig. 9 shows the performance of the IDMIX+DPB case. It can be observed that the scheme supressed oscillations in the solution and decreased the amount of the numerical diffusion present in all upwind schemes, although not completely. However, the model does not take into the accountthe non-idealities in the reactor with the poor mixing conditions. The velocity streamlines plot in the reactor for the SPH+DPB case is given in Fig. 10 while the plot of the particle temperatures in the reactor's axial cross-section is given in Fig. 11 . The plots of phase averaged velocity magnitudes and vectors at blades mid-span (averaged over 10 impeller revolutions) are given in Fig. 12 and 13 , respectively. All plots in figures 10 to 13 are given for time=300s. From the Fig. 11 we can observe three zones in the reactor: zone 1 (yellow) around the impelers with the relatively good mixing, zone 2 (blue) along the reactor wall with poor mixing and good heat transfer, and zone 3 (red) in the upper part of the reactor with poor mixing and low heat transfer rate. An overall CSD in the reactor for the SPH+DPB is obtained by combining the CSDs from individual particles and shown in Fig. 9 (the blue line). Obviously, the non-idealities in the reactor cause that some fluid particles are well mixed while some other are located in poorly mixed zones (i.e. trapped in the zones around baffles or located in poorly mixed upper part of the volume) and contribute to the dispersion of the CSD. Similarly to the temperature profile in the reactor, we can observe three zones in the CSD plot in Fig. 9 . First, the particles that are located in the middle part of the CSD in the Fig. 9 belong to the well mixed zone 1 (yellow) and have approximately uniform growth rate.
Next, the poorly mixed, almost static particles along the wall in the zone 2 (blue) have a high cooling rate and a faster growth and form the front end of the CSD. Finally, the particles that belong to the poorly mixed zone 3 (red) away from the walls, have a low cooling rate and therefore a lower growth rate and form the CSD tail. Although the hydrodynamics conditions in the reactor only indirectly affect the CSD through the temperature and supersaturation, they still play very important role and therefore cannot be neglected.
In this case, 200 elements provide a good prediction of the final CSD. However, an optimal number of elements is case dependent and it depends on the nucleation and growth rates, the shape of the initial CSD and the computational requirements. In general, a larger number of elements is always preferred. However, a larger number of elements causes an increase in computational power. Therefore, to determine the computational costs for different number of elements the same growth-only crystallisation problem was used again. Now the same SPH model was coupled with the standard method of moments (SPH+MoM) keeping the first 6 moments only, and with the DPB equations using a range of numbers of elements from 25 to 250. The simulation times were compared to the pure SPH simulations with the same number of particles. The simulation slowdown for all cases given in percents is presented in Fig. 14 The slowdown was 7% for SPH+SMoM and between 11 and 74% for SPH+DPB. We can again observe a trade-off between the computational requirements and the quality of CSD discretization and select a region with a satisfactory precision and reasonable computational time. In this case, adding 200 additional transport equations to the CFD model leads to only 54% decrease in performance while keeping the numerical diffusion to an acceptable level.
For example, if the same discretisation technique is performed and coupled with the CFD model with 241,464 nodes described in the work of Hartmann et al. [12] it will result in a system approximately 20 times larger than the CFD-only model (around 50 milion equations).
Conclusions and Future Work
The CFD model of a stirred tank has been implemented using the meshfree Smoothed Particle Hydrodynamics method and the simulation results have been compared to the experimental data and simulation results using the classical grid-based finite volume method available from the literature. The results show that the grid-based methods produce a more detailed representation of the turbulent flow conditions in the reactor than the SPH method.
The main reasons are the lack of reliable software codes that implement turbulent NavierStokes equations using the SPH method and a large number of particles required to reproduce the same level of details. From the computational point, to achieve the comparable level of prediction the SPH method demands a higher computational power. Nevertheless, the meshfree SPH method is capable to rapidly predict the global mean flow to the desired, lower level of details, offers an explicitly available crystal size distribution without a reconstruction, and provides excellent parallelisation capabilities due to its formulation which employs weighted contributions to solve the underlying system of partial differential equations. The developed SPH model was applied to a numerical solution of coupled computational fluid dynamics and discretised population balance equations to model a batch crystallization process. It was shown that a coupled system of Navier-Stokes and discretised population balance equations can be efficiently solved with only a minor drop in performance (around 60% for 200 bins) compared to pure SPH simulations. The effect of the hydrodynamics on the local temperature/supersaturation and the resulting crystal size distribution was captured and compared to the ideal mixing case.
The future work will focus on fine tuning of the SPH model, development of turbulence models and their validation using Particle Image Velocimetry technique. Another interesting area of application is a rapid determination of the mixing time in stirred reactors using SPH model that can be applied to estimation of the intensity of segregation as a measure of the reactor non-ideality. In this case, parameters for the SPH model can be estimated from the mixing time experiments using the tracer doped with Rhodamine and Laser Induced Fluoroscence (LIF) technique. Finally, as an ultimate objective, both approaches: coupled SPH with DPB equations and SPH for estimation of the intensity of segregation, will be applied to crystallisation process scale-up and optimisation.
The second article in this series is focused on a methodology for an efficient solution of the coupled SPH and population balance equations while preserving the crystal size distribution.
Again, due to the specific formulation of the SPH model, the population balance equations can be solved in parallel and independently from the Navier-Stokes equations. Therefore, their integration on a multi-cpu multi-core workstation in parallel using the OpenMP interface while the Navier-Stokes equations were being computed on the GPU removes much of the current computational overhead. 
