Abstract. We provide estimates for the Hölder exponent of solutions to the Beltrami equation ∂f = µ∂f + ν∂f , where the Beltrami coefficients µ, ν satisfy |µ| + |ν| ∞ < 1 and (ν) = 0. Our estimates depend on the arguments of the Beltrami coefficients as well as on their moduli. Furthermore, we exhibit a class of mappings of the "angular stretching" type, on which our estimates are actually attained.
Introduction and statement of the main results
Let Ω be a bounded open subset of R where ∂ = (∂ 1 +i∂ 2 )/2, ∂ = (∂ 1 −i∂ 2 )/2 and µ, ν, are bounded, measurable functions satisfying |µ| + |ν| ∞ < 1. Equation (1) arises in the study of conformal mappings between domains equipped with measurable Riemannian structures, see [2] . By classical work of Morrey [10] , it is well-known that solutions to (1) are Hölder continuous. More precisely, there exists α ∈ (0, 1) such that for every compact T Ω there exists C T > 0 such that 
(4)
Here S ρ (x) denotes the circle centered at x ∈ Ω with radius ρ > 0, B x,ρ denotes the set of positive functions in L ∞ (S ρ (x)) which are bounded below away from zero, and n denotes complex number corresponding to the outer unit normal to S ρ (x).
Estimate (4) improves the classical estimate (2); a verification is provided in Section 3, Remark 1. In Theorem 2 below we will show that estimate (4) is sharp, in the sense that it reduces to an equality when µ, ν are of the special form
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for suitable choices of the bounded, 2π-periodic functions µ 0 , ν 0 , η 1 , η 2 : R → R. The following weaker form of estimate (4) is obtained by taking ϕ = ψ = 1.
This estimate is also sharp, in the sense that it actually reduces to an equality for suitable choices of µ, ν and f , but it does not contain estimate (2) as a special case. We now show that estimate (5) contains some known results for µ = 0 and for ν = 0 as special cases.
Special case ν = 0. This case corresponds to assuming that the target domain is equipped with the standard Euclidean metric. In this special case, our estimate yields (6) α ≥ sup
, which may also be obtained from the estimate in [13] for elliptic equations whose coefficient matrix has unit determinant. We note that the integrand function
also appears in [12] , in the study of the conformal modulus of rings.
Special case µ = 0. This case corresponds to assuming that the metric on Ω is Euclidean. In this case, estimate (5) yields
which is a consequence of the sharp Hölder estimate obtained in Piccinini and Spagnolo [11] for isotropic elliptic equations.
In Theorem 2 below we assert that the equality α = β(µ, ν) may hold even when both µ = 0 and ν = 0. We denote by B the unit disk in R This note is organized as follows. In Section 2 we derive the basic properties of the mappings of the "angular stretching" form, which naturally appear in our problem. In Section 3 we provide the proofs of Theorem 1 and Theorem 2. Such proofs are based on the equivalence between Beltrami equations and elliptic equations, and on some results for elliptic equations from [14] .
Angular stretchings
In order to prove Theorem 2 we need some properties for the special case where f is of the "angular stretching" form
where α ∈ R, φ : R → C and η 1 , η 2 : R → R are 2π-periodic functions, and moreover f satisfies the Beltrami equation (1) with µ, ν of the special form
for some bounded, 2π-periodic functions µ 0 , ν 0 : R → R such that |µ 0 |+|ν 0 | ∞ < 1. We assume α > 0 and
loc (C). We note that mappings of the form (8) generalize the radial stretchings (3). We also note that f is injective if and only if |φ(θ)|
where |Df | denotes the operator norm of Df , and
To check (11)- (12) we use the well known formulae
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We recall that in polar cooordinates x = r cos θ, y = r sin θ we have
Hence,
and therefore
Hence, (12) follows. To obtain (11) we finally observe that
Therefore, at every point in R 2 \ {0} the distortion of f is given by
.
In particular, f has bounded distortion if and only if
for some constant C > 0, or equivalently
We use the following facts.
Suppose f is of the angular stretching form (8) and satisfies the Beltrami equation (1) with µ, ν given by (9)- (10) . Then, (η 1 , η 2 ) satisfies the system:
Conversely, if (η 1 , η 2 ) satisfies (13) for some α > 0 and for some 2π-periodic functions k 1 , k 2 > 0 bounded from above and from below away from zero, then f defined by (8) is a solution to (1) with µ, ν defined in (9)-(10) and µ 0 , ν 0 given by
Proof. In polar cooordinates x = r cos θ, y = r sin θ we have
Hence, (1) is equivalent to
In view of the form (9) of µ and of the form (10) of ν, the equation above is equivalent to
We compute f r = αr
Substitution yields
Hence, (η 1 , η 2 ) satisfies the system (13), with k 1 , k 2 defined by (14) . Conversely, suppose (η 1 , η 2 ) satisfies (13) for some 2π-periodic functions k 1 , k 2 > 0 bounded from above and from below away from zero and for some α > 0. Then the functions µ 0 , ν 0 such that (14) is satisfied are uniquely defined by (15) as the solutions to the linear system
It follows that (13) is equivalent to (16) , with f defined by (8) .
We finally observe that if (η 1 , η 2 ) is a solution of the system (13), then the Jacobian determinant of f is given by
We also note that system (13) implies that η 1 is a 2π-periodic solution to the weighted Sturm-Liouville equation
and similarly η 2 satisfies
Special case ν = 0. The results described in Proposition 1 take a particularly simple form when ν = 0, which is equivalent to k 1 = k −1 2 = k. It should be mentioned that solutions to the Beltrami equation (1) with ν = 0 and µ depending on θ = arg z only have been considered in [15] , see also [7] . In this case, the normalized homeomorphic solution admits the representation
, we have
and therefore we obtain the representation f (z) = |z|
k}. On the other hand, a direct proof may be as follows. If
which may be explicitly solved. Indeed, from (18) we deriveη 1 η 1 +η 2 η 2 = 0 and therefore η |Df
}.
Since k ≥ 1 if and only if µ 0 ≥ 0, the expression above implies the known fact
Proofs
We first of all check that estimate (4) in Theorem 1 actually improves the classical estimate (2).
Remark 1. The following estimate holds:
β(µ, ν) ≥ K µ,ν −1
∞ , where β(µ, ν) is the quantity defined in Theorem 1.
Proof. Recall from Section 1 that K µ,ν = (1 + |µ| + |ν|)/(1 − |µ| − |ν|). For every S ρ (x) ⊂ Ω, we choose
We have that
Moreover,
Sρ(x)
In view of the elementary identity
we finally obtain
Sρ(x)
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Consequently, inserting into (4), we find that for every S ρ (x) ⊂ Ω:
and the asserted estimate is verified.
We use some results in [14] for solutions to the elliptic divergence form equation
where A is a bounded and symmetric matrix-valued function. More precisely, let
Note that when τ = 0 we have d = 4π ). We define the intervals
The following facts were established in [14] and will be used in the sequel. 
and where n denotes the outer unit normal.
and We note that the matrix A τ may be equivalently written in the form
There exists
The following equivalence between Beltrami equations and elliptic equations of the form (19) is well-known. See, e.g., [2, 16] .
,ν be the bounded matrix-valued function defined in terms of the Beltrami coefficients µ, ν by
where
and let B µ,ν be defined by
where Proof.
Setting
for every z we have
Hence, we can write
equation (24) may be written in the form:
It follows that
By direct computation,
Now the conclusion follows observing that div(Q∇·) = 0.
For every matrix A let
A = A det A .
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Lemma 1 implies the following correspondence.
loc (Ω, C) be a solution to (1) with (ν) = 0 and let A µ,ν be defined by
Proof. In view of Lemma 1, we need only check that when (ν) = 0 we have
and therefore ∆ 2 = det Γ µ,ν /∆ 1 . It follows that
and (26) Proof. We have det A = (det A) −1 , and therefore
Furthermore, for every S ⊂ Ω and for every ϕ, ψ ∈ L ∞ (S),
It follows from (27) and (28) that for any function F :
. Now the statement follows by taking F (t) = (4π Inserting the expressions above into (20), we obtain (4).
we obtain the asserted expression for A µ,ν .
Proof of Proposition 2. By direct check, (Θ τ,1 , Θ τ,2 ) satisfies (13) with k 1 = k τ,1 , k 2 = k τ,2 as defined in (22) 
