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Abstract—This paper is devoted to the use of the Parabolic
Variance (PVAR) to characterize continuous power-law noises.
First, from a theoretical calculation, we give the responses of
PVAR extended to continuous power-law noises. Second, from
an empirical study, we provide an approximated but relevant
expression of the uncertainties of PVAR estimates. This simple
expression easily applies to continuous power-law noises.
Keywords—frequency stability; fractional noise; uncertainty
assessment; degrees of freedom
I. INTRODUCTION
We generally assume that the FM noises affecting an oscil-
lator are five and can be modeled by a PSD following 5 integer
power-laws, from f−2 to f+2. It is sometimes necessary to
consider fractional or even real exponents, whether due to the
process itself or to the needs of the estimation. In our case, the
millisecond pulsar timing analysis, we are faced to both cases:
on the one hand, we are searching for a red noise which is
expected to follow a f−7/3 FM slope [1], [2]; and on the other
hand, we aim to estimate the exponent of this red noise by a
Bayesian statistics analysis of the PVAR estimates. We have
then to consider this exponent as a real number around which
we have to place a confidence interval. For these reasons,
we need an expression of the PVAR response for continuous
power-law noises as well as its uncertainty, i.e. the number of
degrees of freedom of a PVAR estimate versus the power-law
exponent.
II. CONTINUOUS PVAR RESPONSE
The response of a variance XVAR (X may be A for AVAR,
M for MVAR, H for HVAR, P for PVAR, etc.) for a fα noise
is given by the following relationship
XVAR(τ) =
∫ ∞
0
|HX(f)|2 hαfα (1)
where HX(f) is the transfer function associated to XVAR and
hα the fα noise level.
Following the pioneer work of Walter [3], nothing forces
α to be an integer and we can calculate the response of a
variance for continuous power-law noise. Thus, using Eq. (1)
leads to the continuous response of AVAR:
AVAR(τ, α) =
(
2−α+1 − 4)Γ(α− 1) sin(piα/2)
(2piτ)α+1
hα (2)
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Fig. 1. Continuous response of AVAR and PVAR compared to the known
responses for α ∈ {−2,−1, 0}.
which is equal to [3, Eq. (14)] since we don’t consider a high
cut-off frequency in (1).
Similarly, by using the transfer function of PVAR [4, Eq.
(17)], we found
PVAR(τ, α) = 9 · 25−α [α2 − α− 4− 2α(α− 3)]
×Γ(α− 5) sin(piα/2)
(2piτ)α+1
hα. (3)
Since PVAR converges from f−2 to f+2 FM noise, we assume
that this expression is valid for α ∈]− 3,+3[.
Fig. 1 shows that this relationship gives results which are
in perfect accordance with the PVAR responses for integer
power-law noises [4, Table I].
III. DEGREES OF FREEDOM OF PVAR ESTIMATES
First, we have to find a simplified expression of the number
of degrees of freedom (dof) of PVAR estimates for integer
power-law noises. Since this equation was solved for a white
PM noise (see Eq. (24) in [4]), we assume that the following
expression should have the same form:
ν ≈ 35
A(α)m/M −B(α)(m/M)2 (4)
with m = τ/τ0, i.e. the integration time τ divided by the
sampling time τ0, M is the number of summations in the
computation of the variance estimates, i.e. M = N − 2m+ 2
(N is the total number of samples in the data-run) for PVAR
and A(α), B(α) are coefficients to be determined for each
α exponent. Thanks to [4, Eq. (24)], we already know that
A(+2) = 23 and B(+2) = −12.
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2We determined these coefficients by using massive Monte-
Carlo simulations and verified the results by comparing them
to the dof computed for continuous power-law noises.
A. Determination of the coefficients from Monte-Carlo simu-
lations
The Monte-Carlo simulation was performed by computing
10 000 sequences of frequency deviations for each α ∈
{−2,−1, 0,+1,+2} and for each data-run length N ∈
{128, 2048, 32768}, i.e. 150 000 simulated sequences. For
given α, N and τ , we deduced the dof from the averages
and the variances of the PVAR for the corresponding set of
sequences by using the following well-known property of χ2ν
distributions [4]:
ν = 2
E2[PVAR(τ)]
V[PVAR(τ)]
, (5)
where E[·] and V[·] stands respectively for the mathematical
expectation and the variance of the quantity between the
brackets. By using a least square fit, we obtained the following
results:
• A(−2) ≈ 34, A(−1) ≈ 28, A(0) ≈ 27, A(+1) ≈ 27,
A(+2) = 23
• B(α) ≈ 12 for all α.
We have then modeled A(α) by the following 3rd order
polynomial and assumed that B(α) = B is constant:{
A(α) = 27 + 14α+
5
14α
2 − 34α3
B = 12.
(6)
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Fig. 2. Above: comparison of the empirical dof (crosses) and the approxima-
tions (lines) given by Eq. (4) and (6) for all types of noise. Below: relative
difference (in %) between the empirical dof and the approximations.
Thanks to Eq. (4) and (6), we are now able to assess the dof
of all PVAR estimates whatever the integration time or the
number of samples.
The upper plot of Fig. 2 compares the dof obtained by the
Monte-Carlo simulations and by Eq. (4) and (6) for all integer
types of noise. The pretty good agreement is confirmed by
the lower plot which shows that the discrepancies are within
±10% except for the very first m-values (m = 1, 2).
Therefore, the approximated dof assessment by using Eq.
(4) and (6) can then be applied to all integer power-law noises.
In order to check if it remains valid for non-integer power-law
noises when α ∈]−3, 3[ let us compute the continuous dof of
PVAR.
B. Verification for continuous power-law noises
The dof may be computed from Eq. (5). The mathematical
expectation is the response of PVAR given above in (3) and
the variance can be computed from (21) and (22) of [4]:
V [PVAR(τ)] =
2
M2
M−1∑
i=0
M−1∑
j=0
[
72
m4τ2
m−1∑
k=0
m−1∑
l=0
(
m− 1
2
− k
)(
m− 1
2
− l
)
{
2Rx[(i+ k − j − l)τ0]
−Rx[(i+ k − j −m− l)τ0]
−Rx[(i+m+ k − j − l)τ0]
}]2
(7)
where Rx(τ) is the autocorrelation function of the phase-time
samples x(t) =
∫ t
0
y(θ)dθ, i.e. Rx(τ) = E {x(t)x(t+ τ)}.
We used the following continuous expression of Rx(τ) versus
the power-law exponent α (see [5], [3]):
Rx(mτ0) =
hα
2(2pi)ατα−10
Γ(m− α/2 + 1)Γ(α− 1)
Γ(m+ α/2)Γ(α/2)Γ(1− α/2) .
However, since this expression involves Γ-functions with argu-
ments of the order of m, we have limited these computations
to N = 128 samples (Γ(128) = 3 · 10213!). Thanks to
this equation, we have computed the theoretical variance of
PVAR(τ) versus continuous α and deduced the dof from (5).
Let us call Pν(α,m,M) = 35Mmν . From Eq. (4), we see that
Pν(α,m,M) ≈ A(α)−Bm/M . The top plot of Fig. 3 shows
Pν(α,m,M) computed from (7) (crosses) and approximated
from (6) (solid lines) versus the noise power-law α for
m ∈ {4, 11, 32} (we prefer to plot Pν(α,m,M) than ν for
reasons of readability of the graph). The agreement is quite
good for m = 11 and m = 16, but there is a notable difference
for m = 4 and α < −1. The lower plot of Fig. 3 shows
that this discrepancy is around 20% at worst but generally
remains within ±5% in most cases (all α for m > 8 and
all m for α > −1). This agreement is satisfactory to get
an acceptable assessment of the PVAR uncertainties since
the relative uncertainties are proportional to 1/
√
ν: they are
therefore always below 10% and mostly within ±2.5%.
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Fig. 3. Above: comparison of Pν(α,m,M) computed from (7) (×,+, ∗)
and approximated by (4) (solid lines) for N = 128 data. The blue squares
and the green circles are respectively the values obtained for m = 4 and
m = 32 from the Monte-Carlo simulations. Below: Error (in %) between the
approximated values of Pν(α,m,M) and the computed values.
C. Case of the largest integration times
The approximation given by Eq. (4) and (6) remains enough
close to the empirical dof ν if m ≤ N/4. Moreover, we know
that ν = 1 for m = N/2. On the other hand, we can note that
the approximation diverges beyond N/4 (see dashed lines in
the upper plot of Fig. 4). However, it is of importance to assess
the uncertainties within this interval, particularly if N is not
a power of 2.
In order to fill this gap, we decided to interpolate the dof
within round
(
23/20N/4
) ≤ m ≤ round (2−3/20N/2), i.e.
between m1 ≈ round(1.11N/4) and m2 ≈ round(0.901N/2),
by using the following semi-logarithmic fit
ν(m) = a ln(m) + b with

a =
ν(m1)− 1
ln(m1)− ln(m2)
b =
ln(m1)− ν(m1) ln(m2)
ln(m1)− ln(m2) .
For m ≥ m2, the dof are set to 1.
Fig. 4 (top) is an enlargement of the highest 2 decades of
m, i.e. m ∈ [4096, 8192] fo N = 32768 data, to focus on the
result of the semi-logarithmic fit. The bottom plot shows the
error between the fit and the dof computed from the Monte-
Carlo simulations. We can see than most of these errors are
within±10% except for the case of the white FM which ranges
from +5% to −20% and even reaches -24% for m = 14 766.
However, this fit is sufficient to ensure an estimation of the
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Fig. 4. Above: comparison of the empirical dof (crosses) and the semi-
logarithmic fits (solid lines) for N/4 ≤ m ≤ N/2 and for random walk FM,
white FM and white PM. The dashed lines represent the approximations given
by Eq. (4) and (6). In this example N = 32768 samples and the logarithmic
increment of the m-values is 21/20 within [N/4, N/2]. Below: Error (in %)
between the empirical dof and the semi-logarithmic fits for all types of noise.
PVAR uncertainty for the highest τ value within ∼ 10% at
worst.
IV. CONCLUSION
From a theoretical calculation, we have determined the
response of PVAR for continuous power-law noises. From
Monte-Carlo simulations, we have got a simplified expression
providing the dof of the the PVAR estimates within 10 %.
We have proved that this expression remains valid for non-
integer power-law noises. Finally, we have shown that a simple
interpolation is efficient to fit the dof for the highest octave
of integration times. Thanks to these results, we will be able
to use PVAR to analyze millisecond pulsar timings and to
estimate the non-integer exponent of a red noise if it is
detected. On the other hand, this paper make it possible to
generalize the use of PVAR to process any signal with non-
integer power-law noise.
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