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Abstract
Studying sample path behaviour of stochastic fields/processes is a classical research topic in probability
theory and related areas such as fractal geometry. To this end, many methods have been developed since a long
time in Gaussian frames. They often rely on some underlying "nice" Hilbertian structure, and can also require
finiteness of moments of high order. Therefore, they can hardly be transposed to frames of heavy-tailed stable
probability distributions.
However, in the case of some linear non-anticipative moving average stable fields/processes, such as the
linear fractional stable sheet and the linear multifractional stable motion, rather new wavelet strategies have
already proved to be successful in order to obtain sharp moduli of continuity and other results on sample path
behaviour. The main goal of our article is to show that, despite the difficulties inherent in the frequency domain,
such kind of a wavelet methodology can be generalized and improved, so that it also becomes fruitful in a general
harmonizable stable setting with stationary increments. Let us point out that there are large differences between
this harmonizable setting and the moving average stable one.
The real-valued harmonizable stable stochastic field X, we focus on, is defined on Rd through an arbitrary
spectral density belonging to a general and wide class of functions. First, we introduce a wavelet type random
series representation of X, and express it as the finite sum X =
∑
η X
η, where the fields Xη are called the
η-frequency parts, since they extend the usual low-frequency and high-frequency parts. Moreover, we show the
continuity of the sample paths of the Xη ’s and X; also, we discuss the existence and continuity of their partial
derivatives of an arbitrary order. Thereafter, we obtain several almost sure upper estimates related with: (a) the
anisotropic behaviour of generalized directional increments of the Xη’s and X, on an arbitrary fixed compact
cube of Rd; (b) the behaviour at infinity of the Xη’s, of X, and of their partial derivatives, when they exist. We
mention that all the results on sample paths, obtained in the article, are valid on the same event of probability 1;
furthermore, this event is "universal", in the sense that it does not depend, in any way, on the spectral density
associated with X.
Running head: Behaviour of stationary increments harmonizable stable fields
AMS Subject Classification: 60G52, 60G17, 60G60.
Key words: Heavy-tailed probability distributions, Directional Hölder regularity, Rectangular increments, Wavelet
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1 Introduction
Many methods have been developed since a long time in order to study sample path behaviour of Gaussian
fields/processes (see e.g. [9, 1, 12, 17, 15, 22, 23, 24, 18]). Generally speaking, most of these methods can hardly
be transposed to frames of heavy-tailed stable distributions. Such distributions are very important in probability
and statistics because they are a natural counterpart to the Gaussian ones. They have been widely examined in
the literature; a classical reference on them and related topics, including stable random measures and their asso-
ciated stochastic integrals, is the book of Samorodnitsky and Taqqu [21]. Throughout our article the underlying
probability space is denoted by (Ω,G,P). Recall that a real-valued random variable Z is said to have a symmetric
1
stable distribution of stability parameter α ∈ (0, 2] and scale parameter σ ∈ R+, if its characteristic function can
be expressed as exp(−σα|ζ|α), for any ζ ∈ R. Notice that Z reduces to a centered Gaussian random variable when
α = 2. The situation is very different when α ∈ (0, 2) and σ > 0; the distribution of Z becomes heavy-tailed.
Namely, the asymptotic behaviour of the probability P(|Z| > z) is of the same order as z−α when the real number
z goes to +∞. This, in particular, implies that an absolute moment of Z has to be of a small order in order to be
finite; more precisely one has that E(|Z|γ) = +∞, as soon as γ ≥ α.
In the case of some linear non-anticipative moving average stable fields/processes, such as the linear fractional
stable sheet and the linear multifractional stable motion, rather new wavelet methods have already proved to be
successful in studying sample path behaviour (see [3, 2]). Can this methodology be adapted to some harmonizable
stable fields/processes? Providing an answer to this question is a non trivial problem, since, generally speaking,
there are large differences between an harmonizable stable setting and a moving average one (see for instance
[13, 11, 21]). The main goal of our article is to study this issue in the case of a stationary increments real-valued
symmetric harmonizable α-stable field X :=
{
X(t), t ∈ Rd} having a general form. Basically, we show that, despite
the difficulties inherent in the frequency domain, the wavelet methodology can be generalized and improved in
such way that it works well in the case of this general harmonizable stable field
{
X(t), t ∈ Rd}. We mention that
when
{
X(t), t ∈ Rd} is a (multi-)operator scaling stable random field satisfying some conditions, interesting results
on its Hölder regularity have been obtained in [13, 5, 6]. The methodology employed in these articles relies on a
representation of
{
X(t), t ∈ Rd} as a LePage series; it is rather different from the wavelet methodology we use in
the present paper.
In order to precisely define
{
X(t), t ∈ Rd}, first, we need to introduce some notations and make some brief
recalls on stable stochastic integrals. We denote by M˜α a complex-valued rotationally invariant α-stable random
measure on Rd with Lebesgue control measure. The related stable stochastic integral is denoted by
∫
Rd
( · ) dM˜α.
It is a linear map on the Lebesgue space Lα(Rd) such that, for any deterministic function g ∈ Lα(Rd), the real part
Re{ ∫
Rd
g(ξ) dM˜α(ξ)
}
is a real-valued symmetric α-stable random variable with a scale parameter satisfying
σ
(
Re{ ∫
Rd
g(ξ) dM˜α(ξ)
})α
=
∫
Rd
∣∣g(ξ)∣∣α dξ. (1.1)
Observe that the equality (1.1) is reminiscent of the classical isometry property of Wiener integrals; in particular,
it implies that Re{ ∫
Rd
gn(ξ) dM˜α(ξ)
}
converges to Re{ ∫
Rd
g(ξ) dM˜α(ξ)
}
in probability, when a sequence (gn)n
converges to g in Lα(Rd). This will be useful for us.
Let us now focus on the definition of
{
X(t), t ∈ Rd}. Its main ingredient is f , an arbitrary real-valued Lebesgue
measurable even function on Rd satisfying the condition:∫
Rd
min
(
1, ||ξ||α )∣∣f(ξ)∣∣α dξ < +∞, (1.2)
where ||·|| denotes the Euclidian norm on Rd. Notice that, by analogy with the Gaussian case (see [8] for instance),
the function |f |α is called the spectral density of the field X . Thanks to (1.2), for any t ∈ Rd, the function
ξ 7→ (eit·ξ − 1)f(ξ) belongs to Lα(Rd), and thus it is integrable with respect to M˜α. The field {X(t), t ∈ Rd} is
defined, for all t ∈ Rd, as
X(t) = Re
{∫
Rd
(
eit·ξ − 1)f(ξ) dM˜α(ξ)} , (1.3)
where t ·ξ denotes the usual inner product of t and ξ. We mention that not only the study of sample path behaviour
of
{
X(t), t ∈ Rd} is interesting in its own right (among other things, for the theoretical reasons given before),
but also it may have an impact on future development of new applications related with modelling of anisotropic
materials in frames of heavy-tailed stable distributions. It is worthwhile to note that in Gaussian frames such a
modelling has already proved to be useful, in particular for detecting osteoporosis in human bones through the
analysis of their radiographic images (see [16, 8, 7]).
Typically, X is an anisotropic model when the rate of vanishing at infinity of the corresponding spectral density
|f |α changes from one axis of Rd to another; therefore, we focus on the class of the so-called admissible functions f ,
defined in the following way.
Definition 1.1. Let ⌊1/α⌋ be the integer part of 1/α, the inverse of the stability parameter α ∈ (0, 2]. We set
p∗ := max
{
2, ⌊1/α⌋+ 1}. (1.4)
The function f in (1.3) is said to be admissible when it satisfies the following three conditions.
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(H1) For all multi-index p := (p1, p2, . . . , pd) ∈
{
0, 1, 2, . . . , p∗
}d
, the partial derivative function
∂pf :=
∂p1∂p2 . . . ∂pd
(∂ξ1)p1(∂ξ2)p2 . . . (∂ξd)pd
f (with the convention that ∂0f := f)
is well-defined and continuous on the open set
(
R \ {0})d; that is the Cartesian product of R \ {0} with itself
d times.
(H2) There are a positive constant c′ and an exponent a′ ∈ (0, 1) such that, for each p ∈
{
0, 1, 2, . . . , p∗
}d
, and
ξ ∈ (R \ {0})d,
||ξ|| ≤ 8π
3
√
d =⇒ ∣∣∂pf(ξ)∣∣ ≤ c′ ||ξ||−a′−d/α−l(p) , (1.5)
where l(p) := p1 + p2 + · · ·+ pd is the length of the multi-index p.
(H3) There exist a positive constant c and d positive exponents a1, . . . , ad such that for every p ∈
{
0, 1, 2, . . . , p∗
}d
,
and ξ ∈ (R \ {0})d,
||ξ|| ≥ 2π
3
=⇒ ∣∣∂pf(ξ)∣∣ ≤ c d∏
l=1
(1 + |ξl|)−al−1/α−pl . (1.6)
Remark 1.2. It is clear that when f is admissible then it satisfies the condition (1.2). Also notice that in (1.5)
and (1.6), the quantities 8π
√
d/3 and 2π/3 can be replaced by any other fixed positive quantities. More importantly,
notice that many functions belong to the admissible class, as, for instance, the function
ξ = (ξ1, . . . , ξd) 7−→
( d∑
l=1
ξ2l
)−(u+d/α)/2
×
d∏
l=1
(
1 + |ξl|
)−vl ,
where u ∈ (0, 1) and v1, . . . , vd ∈ [0,+∞) are arbitrary fixed parameters.
The rest of the article is organized in the following way. In section 2, we introduce a wavelet type random series
representation of X , and express it as the finite sum X =
∑
ηX
η, where the fields Xη are called the η-frequency
parts, since they extend the usual low-frequency and high-frequency parts. Then, we show that the sample paths
of all the Xη’s are continuous on Rd, and we connect the existence and continuity of their partial derivative, of an
arbitrary order, with the rates of vanishing at infinity of the spectral density along the axes i.e. with the exponents
a1, . . . , ad in (1.6). Notice that, in order to avoid this section 2 being very long, the proofs of some results in it have
been postponed to the appendices A, B and C. In section 3, we obtain, in terms of a1, . . . , ad, almost sure upper
estimates of the anisotropic behaviour of generalized directional increments of the Xη’s and X , on an arbitrary
compact cube of Rd. In section 4, we are concerned with the behaviour in the vicinity of infinity of the Xη’s, of X ,
and of their partial derivatives, when they exist. Mainly, we show that X and its low-frequency part X0 are, up to a
logarithmic factor, dominated by the power function ||t||a′ , where a′ is the same exponent as in (1.5). Also, we show
that the other η-frequency parts and all the partial derivatives, that exist, have at most a logarithmic behaviour.
Before ending the present introductory section, we mention that all the results on sample paths, obtained in our
article, are valid on the same event of probability 1, namely, the event Ω∗1 introduced in Lemma 2.7. Notice that
Ω∗1 is "universal", in the sense that it does not depend, in any way, on the admissible function f associated with
the field X through (1.3).
2 Wavelet type random series representation
In the general case, where the stability parameter α ∈ (0, 2] is arbitrary, the strategy, allowing to obtain the wavelet
type random series representation of {X(t), t ∈ Rd}, that we are looking for, follows, more or less, the main steps
as in the Gaussian case, where α = 2; yet, the arguments of their proofs have to be significantly modified in order
to fit with the general case. First, we intend to present these main steps in a rather heuristic way, by avoiding, as
far as possible, to be technical. This is why we restrict, for the time being, our presentation to the Gaussian case
which is less difficult to understand than the general one.
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We denote by
{
ψJ,K : (J,K) ∈ Zd × Zd
}
the orthonormal basis of L2(Rd) defined in the following way: for all
(J,K) := (j1, . . . , jd, k1, . . . , kd) ∈ Zd × Zd and x := (x1, . . . , xd) ∈ Rd
ψJ,K(x) :=
d∏
l=1
2jl/2ψ1(2jlxl − kl), (2.1)
where ψ1 denotes an usual 1D Lemarié-Meyer mother wavelet. We refer to the books of Meyer [19, 20] and to
that of Daubechies [10] for a complete description of the wavelet tools used in the present section. It is worthwhile
noting that ψ1 is a real-valued function belonging to the Schwartz class S(R); that is the space of complex-valued
C∞ functions on R having rapidly decreasing derivatives at any order. Also, we mention that the Fourier transform
of ψ1, denoted by ψ̂1, is a compactly supported C∞ function on R, such that
supp ψ̂1 ⊆ K :=
{
λ ∈ R : 2π
3
≤ |λ| ≤ 8π
3
}
. (2.2)
Observe that it follows from (2.1) and elementary properties of the Fourier transform that, for any ξ ∈ Rd,
ψ̂J,K(ξ) =
d∏
l=1
2−jl/2e−i2
−jlklξl ψ̂1(2−jlξl). (2.3)
Therefore combining (2.2) and (2.3) one gets that
supp ψ̂J,K ⊂
{
ξ ∈ Rd : for all l = 1, . . . , d one has 2
jl+1π
3
≤ |ξl| ≤ 2
jl+3π
3
}
; (2.4)
this inclusion will be very useful for us.
Next notice that (1.2) and the assumption α = 2 imply that, for any fixed t ∈ Rd, the function ξ 7→ (eit·ξ−1)f(ξ)
belongs to L2(Rd). Therefore, it can be expressed as(
eit·ξ − 1)f(ξ) = ∑
(J,K)∈Zd×Zd
sJ,K(t)ψ̂J,K(ξ), (2.5)
where
sJ,K(t) :=
∫
Rd
(
eit·ξ − 1) f(ξ)ψ̂J,K(ξ) dξ, (2.6)
and ψ̂J,K(ξ) denotes the complex conjugate of ψ̂J,K(ξ); observe that, at this stage, the right-hand side in (2.5), has
to be viewed as a series of functions, of the variable ξ, which converges in the L2
(
Rd
)
norm. Now, denote by ΨJ
the real-valued function defined, for all x ∈ Rd, as
ΨJ(x) := 2
(j1+···+jd)/2
∫
Rd
eix·ξf
(
2Jξ
)
ψ̂0,0(ξ)dξ, (2.7)
with the convention 1 that 2Jξ := (2j1ξ1, . . . , 2
jdξd). It can easily be derived from (2.3), (2.6) and (2.7) that
sJ,K(t) = ΨJ
(
2Jt−K)−ΨJ (−K) . (2.8)
Then, it results from (2.5), (2.8) and (1.3) (with α = 2) that
X(t) = Re

∫
Rd
( ∑
(J,K)∈Zd×Zd
(
ΨJ
(
2J t−K)−ΨJ (−K) )ψ̂J,K(ξ))dM˜2(ξ)
 . (2.9)
Finally, in view of (1.1), it turns out that, roughly speaking, one can interchange in (2.9) the integration and the
summation. Thus, we get that
X(t) =
∑
(J,K)∈Zd×Zd
(
ΨJ
(
2J t−K)−ΨJ (−K) )εJ,K , (2.10)
1Notice that such a convention will be extensively used in all the rest of our article, without being recalled.
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where the εJ,K ’s are the centered real-valued Gaussian random variables defined as
εJ,K := Re
{∫
Rd
ψ̂J,K(ξ) dM˜2(ξ)
}
.
Having presented, in the Gaussian case α = 2, the main steps of the strategy allowing to obtain the wavelet
type random series representation (2.10) of {X(t), t ∈ Rd}; from now on we assume that α ∈ (0, 2] is arbitrary, and
that the function f in (1.3) is any admissible function in the sense of Definition 1.1. Our present goal is to show
that the strategy previously employed, in the Gaussian case, for deriving (2.10), can be extended to the general
case. To this end, the arguments, we have used in the "convenient" framework of the Hilbert space L2(Rd), have
to be adapted to the "more hostile" framework of the space Lα
(
Rd
)
. First we mention that:
Remark 2.1. The space Lα
(
Rd
)
is defined as the space of the Lebesgue measurable complex-valued functions g
on Rd, such that
||g||Lα(Rd) :=
(∫
Rd
|g(ξ)|α dξ
)1/α
< +∞. (2.11)
When α ∈ [1, 2], it is well-known that ||·||Lα(Rd) is a norm on Lα
(
Rd
)
confering to it the structure of a Banach space;
the associated distance is
∆α(g1, g2) := ||g1 − g2||Lα(Rd) . (2.12)
When α ∈ (0, 1), the definition of the distance ∆α has to be slightly modified since ||·||Lα(Rd) is no longer a norm but
only a quasi-norm 2. More precisely, ∆α has to be defined as
∆α(g1, g2) :=
∫
Rd
|g1(ξ)− g2(ξ)|α dξ, (2.13)
and then Lα
(
R
d
)
equipped with this distance is a complete metric space. Observe that for any α ∈ (0, 2], ∆α is
invariant under translations, that is for all g1, g2, and g3 in L
α
(
Rd
)
, one has ∆α(g1 + g3, g2 + g3) = ∆α(g1, g2).
Let us now come back to our goal. Rather than directly working with the functions ψ̂J,K (see (2.3)), it is more
convenient to work with their renormalized versions ψ̂α,J,K defined, for all (J,K) ∈ Zd × Zd and ξ ∈ Rd, as
ψ̂α,J,K(ξ) := 2
(j1+···+jd)(1/2−1/α) ψ̂J,K(ξ) =
d∏
l=1
2−jl/αe−i2
−jlklξl ψ̂1(2−jlξl); (2.14)
it is clear that, similarly to ψ̂J,K , the function ψ̂α,J,K is C
∞ on Rd with a compact support satisfying
supp ψ̂α, J,K ⊂
{
ξ ∈ Rd : for all l = 1, . . . , d one has 2
jl+1π
3
≤ |ξl| ≤ 2
jl+3π
3
}
. (2.15)
The advantage offered by this renormalization is that the (quasi)-norm
∥∥ψ̂α,J,K∥∥Lα(Rd) does not depend on (J,K),
in other words, ∥∥ψ̂α,J,K∥∥Lα(Rd) = ∥∥ψ̂α,0,0∥∥Lα(Rd) = ∥∥ψ̂1∥∥dLα(R). (2.16)
Therefore, the real-valued symmetric α-stable random variables εα,J,K defined, for all (J,K) ∈ Zd × Zd, as
εα,J,K := Re
{∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ)
}
, (2.17)
have the same distribution.
The function Ψα,J denotes the renormalized version of ΨJ (see (2.7)), such that, for all x ∈ Rd,
Ψα,J(x) = 2
(j1+···+jd)(1/α−1/2)ΨJ(x) = 2
(j1+···+jd)/α
∫
Rd
eix·ξf(2Jξ)ψ̂0,0(ξ)dξ. (2.18)
In view of (2.14) and (2.18), it can easily be seen that, for every (J,K) ∈ Zd × Zd and (t, ξ) ∈ Rd × Rd, one has(
ΨJ
(
2J t−K)−ΨJ (−K) )ψ̂J,K(ξ) = (Ψα,J (2J t−K)−Ψα,J (−K) )ψ̂α,J,K(ξ). (2.19)
The following proposition explains, in a precise way, how the crucial equality (2.5) can be extended to the general
case where α ∈ (0, 2] is arbitrary.
2The difference between a norm and a quasi-norm is that for a quasi-norm the triangle inequality is weakened to ||g + h|| ≤ c
(
||g||+||h||
)
,
where c is a finite constant strictly bigger than 1.
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Proposition 2.2. Assume that f is admissible in the sense of Definition 1.1, and denote by F the function defined,
for all (t, ξ) ∈ Rd × Rd, as,
F (t, ξ) := (eit·ξ − 1)f(ξ). (2.20)
Let (Dn)n∈N be an arbitrary increasing (in the sense of the inclusion) sequence of finite subsets of Zd × Zd which
satisfies
⋃
n∈NDn = Zd × Zd. Then, for every fixed t ∈ Rd, one has
lim
n→+∞
∆α
 ∑
(J,K)∈Dn
(
Ψα,J(2
J t−K)−Ψα,J(−K)
)
ψ̂α,J,K(·), F (t, ·)
 = 0, (2.21)
where Ψα,J and ψ̂α,J,K are as in (2.18) and (2.14).
The following proposition is a straightforward consequence of Proposition 2.2, Remark 2.1, (1.1), (1.3) and (2.17).
In some sense, it shows that similarly to the Gaussian case (see (2.10)), a wavelet type random series representation
of the field {X(t), t ∈ Rd} can be obtained in the general case where α ∈ (0, 2] is arbitrary.
Proposition 2.3. Assume that t ∈ Rd is arbitrary and fixed. Let X(t) be the real-valued symmetric α-stable random
variable defined through (1.3), where f is supposed to be any admissible function in the sense of Definition 1.1.
Denote by (Dn)n∈N an arbitrary increasing sequence of finite subsets of Zd×Zd which satisfies
⋃
n∈NDn = Zd×Zd.
For every fixed n ∈ N, let XDn (t) be the real-valued symmetric α-stable random variable defined as
XDn (t) :=
∑
(J,K)∈Dn
(
Ψα,J(2
J t−K)−Ψα,J(−K)
)
εα,J,K , (2.22)
where Ψα,J and εα,J,K are as in (2.18) and (2.17). Then, the sequence (X
D
n (t))n∈N converges in probability to X(t).
Proposition 2.2 is proved in the appendix B; we mention that the three main ingredients of its proof are the
following two lemmas and Proposition 2.6 given below.
Lemma 2.4. Let α ∈ (0, 2] be arbitrary and fixed. Assume that (gi)i∈Zd×Zd is a sequence of functions of Lα
(
Rd
)
which satisfies, ∑
i∈Zd×Zd
∆α (gi, 0) < +∞. (2.23)
Then there exists a function g ∈ Lα(Rd) such that one has,
lim
n→+∞
∆α
(∑
i∈Dn
gi, g
)
= 0, (2.24)
where (Dn)n∈N denotes any arbitrary increasing sequence of finite subsets of Zd×Zd satisfying
⋃
n∈NDn = Zd×Zd;
observe that g does not depend on the choice of this sequence of subsets.
The proof of Lemma 2.4 is rather classical; it mainly relies on the completeness of Lα(Rd), the triangle inequality
and the fact that the distance ∆α is invariant under translations. It does not present major difficulties, this is why
it has been omitted.
Lemma 2.5. Assume that the real numbers a′ ∈ (0, 1), α ∈ (0, 2], and δ > 0 are arbitrary and fixed. Then, for all
fixed r ∈ {1, . . . , d}, one has
∑
J∈Zd+
2−jr(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/α d∏
l=1
2−jl/α
√
log (3 + jl)(1 + jl)
1/α+δ < +∞; (2.25)
which clearly implies that
∑
J∈Zd+
2−jr(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/α d∏
l=1
2−jl/α(1 + jl)
1/α+δ < +∞ (2.26)
and ∑
J∈Zd+
2−jr(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/α d∏
l=1
2−jl/α
√
log (3 + jl) < +∞. (2.27)
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Lemma 2.5 is proved in the appendix B.
For later purposes, we denote by Υ and Υ∗ the two sets defined as,
Υ := {0, 1}d and Υ∗ := {0, 1}d \ {(0, . . . , 0)}. (2.28)
Also, for any fixed η = (η1, . . . , ηd) ∈ Υ, we denote by Zd(η) the subset of Zd defined as the Cartesian product
Z
d
(η) :=
d∏
l=1
Zηl , (2.29)
where
Z1 := N = {1, 2, . . .} and Z0 := Z− = {. . . ,−2,−1, 0}. (2.30)
Notice that
Z
d =
⋃
η∈Υ
Z
d
(η), and Z
d
(η) ∩ Zd(η′) = ∅ when η 6= η′. (2.31)
Proposition 2.6. For all J ∈ Zd, let Ψα,J be the function defined through (2.18), where f is any admissible
function in the sense of Definition 1.1. Then Ψα,J is infinitely differentiable on R
d. Also, its partial derivatives are
such that, for all b ∈ Zd+ and x ∈ Rd,
∂bΨα,J(x) = 2
(j1+···+jd)/α il(b)
∫
Rd
eix·ξ ξbf(2Jξ)ψ̂0,0(ξ)dξ, (2.32)
where ξb :=
∏d
l=1 ξ
bl
l and l(b) :=
∑d
l=1 bl is the length of b. Moreover, the ∂
bΨα,J ’s, b ∈ Zd+, are well-localized
functions, in the sense that they satisfy the following two properties, where p∗ is as in (1.4).
(i) For each T > 0, and b ∈ Zd+, there is a positive constant c, such that for all J ∈ Zd+, and x = (x1, . . . , xd) ∈ Rd,
∣∣∂bΨα,−J(x)∣∣ ≤ c (2−j1 + · · ·+ 2−jd)−a′−d/α∏dl=1 2−jl/α∏d
l=1 (1 + T + |xl|)p∗
, (2.33)
where the exponent a′ ∈ (0, 1) and p∗ are as in Definition 1.1.
(ii) For every T > 0, η ∈ Υ∗ (see (2.28)), and b ∈ Zd+, there exists a positive constant c, such that for every
J ∈ Zd(η) (see (2.29) and (2.30)), and x = (x1, . . . , xd) ∈ Rd,
∣∣∂bΨα,J(x)∣∣ ≤ c d∏
l=1
2(1−ηl)jl/α 2−jlηlal
(1 + T + |xl|)p∗ , (2.34)
where the positive exponents a1, . . . , ad, and p∗ are as in Definition 1.1.
Proposition 2.6 is proved in the appendix A.
Having presented the main ingredients of the proof of the important Proposition 2.3 which provides the wavelet
type random series representation of {X(t), t ∈ Rd}, our present goal is to improve the convergence result concerning
this series. First we need to give two useful lemmas. The following one will play a crucial role throughout the rest
of the article.
Lemma 2.7. Let
{
εα,J,K : (J,K) ∈ Zd × Zd
}
be the sequence of the identically distributed real-valued symmetric
α-stable random variables defined through (2.17). There exists an event Ω∗1 of probability 1 such that the following
three results hold.
1. Assume that α ∈ (0, 1); then, for all fixed δ ∈ (0,+∞) and ω ∈ Ω∗1, there is a finite constant C(ω) > 0
(depending on α, δ and ω), such that, for every J = (j1, . . . , jd) ∈ Zd and K ∈ Zd, one has
|εα,J,K(ω)| ≤ C(ω)
d∏
l=1
(1 + |jl|)1/α+δ. (2.35)
Observe that in this case |εα,J,K(ω)| can be bounded independently of K.
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2. Assume that α ∈ [1, 2); then, for each fixed δ ∈ (0,+∞) and ω ∈ Ω∗1, there exists a finite constant C(ω) > 0
(depending on α, δ and ω), such that for all (J,K) = (j1, . . . , jd, k1, . . . , kd) ∈ Zd × Zd,
|εα,J,K(ω)| ≤ C(ω)
√√√√log(3 + d∑
l=1
(|jl|+ |kl| )) d∏
l=1
(1 + |jl|)1/α+δ. (2.36)
3. Assume that α = 2, then, for every fixed ω ∈ Ω∗1, there is a finite constant C(ω) > 0 (depending on ω), such
that for each (J,K) = (j1, . . . , jd, k1, . . . , kd) ∈ Zd × Zd,
|εα,J,K(ω)| ≤ C(ω)
√√√√log(3 + d∑
l=1
(|jl|+ |kl|)). (2.37)
Notice that the event Ω∗1 depends on α; yet, it does not depend on the function f associated with the field X
through (1.3).
The third result provided by Lemma 2.7 (in other words the inequality (2.37) which holds in the Gaussian case
α = 2) is rather classical; its proof can be found in e.g. [4]. The first two results provided by the lemma (in other
words the inequalities (2.35) and (2.36)) are derived in the appendix C; we mention that their proofs rely on a
LePage series representation of the complex-valued α-stable process{∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ) : (J,K) ∈ Zd × Zd
}
.
On the other hand, it is worth noticing that the elementary inequality
for all u′, u′′ ∈ R+,
√
log (3 + u′ + u′′) ≤ 2
√
log (3 + u′)
√
log (3 + u′′), (2.38)
will frequently be employed for deriving upper bounds of the logarithmic function in Lemma 2.7. In particular it
allows to show that:
Remark 2.8. Assume that α ∈ (0, 2] is arbitrary. Let {εα,J,K : (J,K) ∈ Zd × Zd} and Ω∗1 be as in Lemma 2.7.
Then, for each fixed δ ∈ (0,+∞) and ω ∈ Ω∗1, there exists a finite constant C(ω) > 0 (depending on α, δ and ω),
such that for all (J,K) = (j1, . . . , jd, k1, . . . , kd) ∈ Zd × Zd,
|εα,J,K(ω)| ≤ C(ω)
d∏
l=1
√
log (3 + |jl|)(1 + |jl|)1/α+δ
√
log (3 + |kl|). (2.39)
The second useful lemma is the following one:
Lemma 2.9. Assume that α ∈ (0, 2] is arbitrary, and let p∗ = p∗(α) be as in (1.4). Then, there is a positive finite
constant c such that, for every (θ, v) ∈ R+ × R, the following inequality holds:∑
k∈Z
√
log (3 + θ + |k|)
(2 + |v − k|)p∗ ≤ c
√
log (3 + θ + |v|). (2.40)
Lemma 2.9 is proved at the end of the appendix A.
The following proposition is an improvement of Proposition 2.3.
Proposition 2.10. We assume that the stability parameter α ∈ (0, 2] is arbitrary, and that Ω∗1 is the event of
probability 1 introduced in Lemma 2.7. Then, for all (t, ω) ∈ Rd × Ω∗1, the series of real numbers,∑
(J,K)∈Zd×Zd
(
Ψα,J(2
J t−K)−Ψα,J(−K)
)
εα,J,K(ω), (2.41)
is absolutely convergent 3. Thus, in view of Proposition 2.3, the sum in (2.41) is equal toX(t, ω) defined through (1.3),
except when ω belongs to a negligible event 4.
3Therefore, its finite value does not depend on the way the terms of the series are labelled. Moreover, it follows from the Fubini’s
theorem that: ∑
(J,K)∈Zd×Zd
(
Ψα,J (2
J t−K)−Ψα,J (−K)
)
εα,J,K(ω) =
∑
J∈Zd
( ∑
K∈Zd
(
Ψα,J (2
J t−K)−Ψα,J(−K)
)
εα,J,K(ω)
)
.
4Notice that this negligible event does not necessarily coincide with the whole set Ω \ Ω∗1. On the other hand, this negligible event
may depend on t.
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Before proving Proposition 2.10, we introduce a convenient notation. Let T be any fixed positive real number
and let g be any real-valued (or complex-valued) function on Rd, then the quantity ‖g‖T,∞ is defined as:
‖g‖T,∞ := sup
s∈[−T,T ]d
|g(s)|;
observe that ||·||T,∞ is almost the uniform semi-norm on the cube [−T, T ]d; the only difference is that one may have
‖g‖T,∞ = +∞, since one does not necessarily impose g to be bounded on [−T, T ]d.
Proof of Proposition 2.10. We assume that (t, ω) ∈ Rd×Ω∗1 is arbitrary and fixed. We have to prove that the series
of real numbers in (2.41) is absolutely convergent, that is
Z(t, ω) < +∞, (2.42)
where
Z(t, ω) :=
∑
(J,K)∈Zd×Zd
∣∣Ψα,J(2J t−K)−Ψα,J(−K)∣∣ |εα,J,K(ω)| . (2.43)
Let Υ be as (2.28), and, for each fixed η ∈ Υ, let Zd(η) be as in (2.29) (see also (2.30)). Then, it follows from (2.31)
and (2.43) that Z(t, ω) can be decomposed as:
Z(t, ω) =
∑
η∈Υ
Zη(t, ω), (2.44)
where, for all fixed η ∈ Υ,
Zη(t, ω) :=
∑
(J,K)∈Zd
(η)
×Zd
∣∣Ψα,J(2J t−K)−Ψα,J(−K)∣∣ |εα,J,K(ω)| . (2.45)
Next, using (2.44) and the fact that Υ is a finite set, it turns out that (2.42) is equivalent to:
Zη(t, ω) < +∞, for all η ∈ Υ. (2.46)
In order to prove (2.46), we will study two cases: η = 0 := (0, . . . , 0) and η ∈ Υ∗ := Υ \ {0}.
First case: η = 0. Notice that, in this case, one has J ∈ Zd(0) := Zd−, so it can be rewritten as J = −J ′, where J ′
belongs to Zd+. In the sequel J
′ is denoted by J . Using the Mean Value Theorem and the triangle inequality, we
get ∣∣Ψα,−J(2−J t−K)−Ψα,−J(−K)∣∣ ≤ T d∑
r=1
2−jr
∣∣∣∣∣∣∂Ψα,−J
∂xr
(
2−J · −K)∣∣∣∣∣∣
T,∞
, (2.47)
where T := max1≤l≤d |tl|, the tl’s being the coordinates of t. Moreover, combining (2.33) with the inequality,
1 + T +
∣∣2−jrsl − kl∣∣ ≥ 1 + |kl| , for all l ∈ {1, . . . , d} and sl ∈ [−T, T ],
we obtain, for every r ∈ {1, . . . , d}, that
2−jr
∣∣∣∣∣∣∂Ψα,−J
∂xr
(
2−J · −K)∣∣∣∣∣∣
T,∞
≤ c1
2−jr(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/α∏dl=1 2−jl/α∏d
l=1
(
1 + |kl|
)p∗ , (2.48)
where c1 is a positive finite constant not depending on (J,K). Next, putting together (2.45), (2.47), (2.48), (1.4),
(2.39), and (2.25), it follows that (2.46) holds when η = 0.
Second case: η ∈ Υ∗. It results from (2.45) and the triangle inequality that
Zη(t, ω) ≤
∑
(J,K)∈Zd
(η)
×Zd
∣∣Ψα,J(2J t−K)∣∣ |εα,J,K(ω)|+ ∑
(J,K)∈Zd
(η)
×Zd
|Ψα,J(−K)| |εα,J,K(ω)| .
Thus, in order to obtain (2.46), it is enough to show that,∑
(J,K)∈Zd
(η)
×Zd
∣∣Ψα,J(2J t−K)∣∣ |εα,J,K(ω)| < +∞, (2.49)
and ∑
(J,K)∈Zd
(η)
×Zd
|Ψα,J(−K)| |εα,J,K(ω)| < +∞. (2.50)
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Notice that (2.50) is nothing else than (2.49) where t = 0. The proof of (2.49) can be done in the following way.
Using (2.39), (2.34) (with T = 1), (2.40) (with (θ, v) = (0, 2jltl)), (2.29) and (2.30), one gets that,∑
(J,K)∈Zd
(η)
×Zd
∣∣Ψα,J(2J t−K)∣∣ |εα,J,K(ω)|
≤ C2(ω)
∑
(J,K)∈Zd
(η)
×Zd
d∏
l=1
2(1−ηl)jl/22−jlηlal
√
log (3 + |jl|)(1 + |jl|)1/α+δ
√
log
(
3 + |kl|
)(
2 + |2jltl − kl|
)p∗
≤ C3(ω)
d∏
l=1
 ∑
jl∈Zηl
2(1−ηl)jl/22−jlηlal
√
log (3 + |jl|)(1 + |jl|)1/α+δ
√
log (3 + 2jl |tl|)
 < +∞,
where C2(ω) and C3(ω) are two positive finite constants.
Remark 2.11. From now on, for the sake of simplicity, "we forget" the definition of the real-valued symmetric
α-stable field {X(t), t ∈ Rd} given by (1.3), and we systematically identify this field with its modification provided
by Proposition 2.10. More precisely, we assume that, for all (t, ω) ∈ Rd × Ω∗1, one has
X(t, ω) :=
∑
(J,K)∈Zd×Zd
(
Ψα,J(2
J t−K)−Ψα,J(−K)
)
εα,J,K(ω); (2.51)
also, we assume that the field X vanishes outside of the event Ω∗1.
Thanks to (2.51), for any η ∈ Υ, the η-frequency part {Xη(t), t ∈ Rd} of the field {X(t), t ∈ Rd} can be precisely
defined.
Definition 2.12. For all η ∈ Υ := {0, 1}d, the η-frequency part of the field {X(t), t ∈ Rd} is the real-valued
symmetric α-stable field denoted by Xη :=
{
Xη(t), t ∈ Rd}, and defined, for any (t, ω) ∈ Rd × Ω∗1, as:
Xη(t, ω) :=
∑
(J,K)∈Zd
(η)
×Zd
(
Ψα,J
(
2J t−K)−Ψα,J(−K)) εα,J,K(ω), (2.52)
where Zd(η) is as in (2.29) (see also (2.30)); moreover, it is assumed that the field X
η vanishes outside of the event Ω∗1.
Notice that we know from (2.45) and (2.46) that the series of real numbers in (2.52) is absolutely convergent.
Remark 2.13. In view of Remark 2.11 and Definition 2.12, it is clear that the field X can be expressed as the
finite sum of all its η-frequency parts: for each (t, ω) ∈ Rd × Ω one has
X(t, ω) =
∑
η∈Υ
Xη(t, ω). (2.53)
In some sense, the two extremes, that is the fields X0 := X(0,...,0) and X1 := X(1,...,1), can respectively be viewed
as the low-frequency and high-frequency parts. While, for any η ∈ {0, 1}d \ {(0, . . . , 0), (1, . . . , 1)}, the field Xη can
be viewed as an intermediary part between low-frequency and high-frequency.
Remark 2.14. For the sake of convenience, when η 6= 0 and (t, ω) ∈ Rd × Ω∗1, we sometimes decompose Xη(t, ω)
as:
Xη(t, ω) = Y η(t, ω)− Y η(0, ω), (2.54)
where,
Y η(t, ω) :=
∑
(J,K)∈Zd
(η)
×Zd
Ψα,J(2
J t−K)εα,J,K(ω). (2.55)
Notice that we know from (2.49) that the series of real numbers in (2.55) is absolutely convergent.
Now, we are going to study some smoothness properties of the sample paths of the η-frequency parts Xη of the
field X . Mainly, we will show that they are always continuous functions, and may even have partial derivatives
in some cases; for instance, they are infinitely differentiable in the particular case of the low-frequency part X0.
Notice that, in view of (2.53), the continuity property of the Xη’s implies that the sample paths of X , itself, are
continuous as well.
More precisely, we will show that the following three propositions hold.
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Proposition 2.15. For any α ∈ (0, 2], for each b = (b1, . . . , bd) ∈ Zd+, and for all (T, ω) ∈ (0,+∞)× Ω∗1, one has∑
(J,K)∈Zd+×Z
d
∣∣∣∣∂b(Ψα,−J(2−J · −K)−Ψα,−J(−K))∣∣∣∣T,∞ |εα,,−J,K(ω)| < +∞. (2.56)
Thus, when η = 0, the series in (2.52) and all its term by term partial derivatives of any order are uniformly con-
vergent in t, on each compact subset of Rd. Therefore, the function X0(·, ω) : t 7→ X0(t, ω) is infinitely differentiable
on Rd, with partial derivatives satisfying, for all b ∈ Zd+ and t ∈ Rd,(
∂bX0
)
(t, ω) =
∑
(J,K)∈Zd+×Z
d
∂b
(
Ψα,−J(2
−J · −K)−Ψα,−J(−K)
)
(t) εα,−J,K(ω). (2.57)
Proposition 2.16. Let α ∈ (0, 2], η = (η1, . . . , ηd) ∈ Υ∗, J = (j1, . . . , jd) ∈ Zd(η), b = (b1, . . . , bd) ∈ Zd+ and
(T, ω) ∈ (0,+∞)× Ω∗1 be arbitrary and fixed. One has∑
K∈Zd
∣∣∣∣∣∣(∂bΨα,J) (· −K)∣∣∣∣∣∣
T,∞
|εα,J,K(ω)| < +∞. (2.58)
Thus, the series
Φα,J (x, ω) :=
∑
K∈Zd
Ψα,J(x−K)εα,J,K(ω), (2.59)
and all its term by term partial derivatives of any order are uniformly convergent in x, on each compact subset of
Rd. Therefore, the real-valued function Φα,J(·, ω) : x 7→ Φα,J (x, ω) is infinitely differentiable on Rd, with partial
derivatives satisfying, for all b ∈ Zd+ and x ∈ Rd,(
∂bΦα,J
)
(x, ω) =
∑
K∈Zd
(∂bΨα,J)(x −K)εα,J,K(ω). (2.60)
Proposition 2.17. Assume that η = (η1, . . . , ηd) ∈ Υ∗ and b = (b1, . . . , bd) ∈ Zd+ satisfy
ηlbl < al, for all l ∈ {1, . . . , d}, (2.61)
where the positive exponents a1, . . . , ad are as in Definition 1.1. Let α ∈ (0, 2] and (T, ω) ∈ (0,+∞)×Ω∗1 be arbitrary
and fixed. Then, one has ∑
J∈Zd
(η)
∣∣∣∣∂b(Φα,J (2J ·, ω))∣∣∣∣T,∞ < +∞. (2.62)
Thus, the series
∑
J∈Zd
(η)
Φα,J(2
J t, ω), and any of its term by term partial derivatives, of an order b satisfying
(2.61), are uniformly convergent in t on each compact subset of Rd. Therefore, the function Y η(·, ω) : t 7→ Y η(t, ω),
defined on Rd through (2.55), is continuous and has a continuous partial derivative
(
∂bY η
)
(·, ω) such that, for all
t ∈ Rd, (
∂bY η
)
(t, ω) =
∑
J∈Zd
(η)
∂b
(
Φα,J(2
J ·, ω))(t) = ∑
J∈Zd
(η)
2j1b1+...+jdbd
(
∂bΦα,J
)
(2J t, ω). (2.63)
Notice that, these continuity and differentiability properties are also satisfied by the function Xη(·, ω) (see Defini-
tion 2.12) because of the equality (2.54).
Proof of Proposition 2.15. We will study two cases: b = 0 and b 6= 0.
First case: b = 0. Similarly to (2.47) and (2.48), we can show that, for some finite constant c1 and for all (J,K) ∈
Zd+ × Zd, one has
∣∣∣∣∣∣Ψα,−J(2−J · −K)−Ψα,−J(−K)∣∣∣∣∣∣
T,∞
≤ T
d∑
r=1
2−jr
∣∣∣∣∣∣∂Ψα,−J
∂xr
(
2−J · −K)∣∣∣∣∣∣
T,∞
≤ c1
d∑
r=1
2−jr(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/α∏dl=1 2−jl/α∏d
l=1
(
1 + |kl|
)p∗ . (2.64)
11
Next putting together (2.64), (2.39), (1.4) and (2.25), we get (2.56) when b = 0.
Second case: b 6= 0. Notice that in this case the multi-index b has at least one positive coordinate, let us say br0 .
Standard computations and (2.33) allow to show that, for some finite constant c2, and for all (J,K) ∈ Zd+ × Zd,
one has ∣∣∣∣∣∣∂b(Ψ−J(2−J · −K)−Ψ−J(−K))∣∣∣∣∣∣
T,∞
=
( d∏
l=1
2−jlbl
)∣∣∣∣∣∣∂bΨ−J(2−J · −K)∣∣∣∣∣∣
T,∞
≤ 2−jr0
∣∣∣∣∣∣∂bΨ−J(2−J · −K)∣∣∣∣∣∣
T,∞
≤ c2
2−jr0(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/2∏dl=1 2−jl/2∏d
l=1 (1 + |kl|)p∗
. (2.65)
Next putting together (2.65), (2.39), (1.4) and (2.25), we get (2.56) when b 6= 0.
Proof of Proposition 2.16. It follows from (2.39), (2.34) and the triangle inequality that, for all x = (x1, . . . , xd) ∈
[−T, T ]d and K = (k1, . . . , kd) ∈ Zd+, one has∣∣(∂bΨα,J)(x−K)∣∣ |εα,J,K(ω)| ≤ C1(ω, T, J) d∏
l=1
√
log (3 + |kl|)
(1 + T + |xl − kl|)p∗ ≤ C1(ω, T, J)
d∏
l=1
√
log (3 + |kl|)
(1 + |kl|)p∗ , (2.66)
where C1(ω, T, J) is a finite constant depending on T and J , but not on K. In view of (1.4), it is clear that (2.66)
entails that (2.58) holds.
In order to derive Proposition 2.17, we need the following lemma.
Lemma 2.18. Assume that a1, . . . , ad are the same positive exponents as in Definition 1.1. Let α ∈ (0, 2], η =
(η1, . . . , ηd) ∈ Υ∗, J ∈ Zd(η), b = (b1, . . . , bd) ∈ Zd+ and (T, δ, ω) ∈ (0,+∞)2 × Ω∗1 be arbitrary and fixed. The
following three results are satisfied; notice that C(ω), in each one of them, is a finite constant not depending on J
and T .
1. When α ∈ (0, 1), one has∣∣∣∣∣∣∂b (Φα,J(2J ·, ω))∣∣∣∣∣∣
T,∞
≤ C(ω)
d∏
l=1
2jl((1−ηl)(1/α+bl)−ηl(al−bl)) (1 + |jl|)1/α+δ . (2.67)
2. When α ∈ [1, 2), one has∣∣∣∣∣∣∂b (Φα,J(2J ·, ω))∣∣∣∣∣∣
T,∞
≤ C(ω)
d∏
l=1
2jl((1−ηl)(1/α+bl)−ηl(al−bl)) (1 + |jl|)1/α+δ
√
log (3 + |jl|+ 2jlT ). (2.68)
3. When α = 2, one has∣∣∣∣∣∣∂b (Φα,J(2J ·, ω))∣∣∣∣∣∣
T,∞
≤ C(ω)
d∏
l=1
2jl((1−ηl)(1/α+bl)−ηl(al−bl))
√
log (3 + |jl|+ 2jlT ). (2.69)
Proof of Lemma 2.18. We give the proof only in the case where α ∈ [1, 2); the other two cases, α ∈ (0, 1) and α = 2,
can be treated similarly except that one has to use (2.35) and (2.37) instead of (2.36). It follows from (2.60), the
triangle inequality, (2.34) (with T = 1), (2.36), (2.38) and (2.40), that, for every t ∈ [−T, T ]d and J ∈ Zd(η), one has∣∣∂b(Φα,J(2J ·, ω))(t)∣∣
≤
∑
K∈Zd
∣∣∣∣∣
(
d∏
l=1
2jlbl
)
(∂bΨα,J)(2
J t−K)εα,J,K(ω)
∣∣∣∣∣
≤ C1(ω)
d∏
l=1
2(1−ηl)jl(1/α+bl)2−ηljl(al−bl) (1 + |jl|)1/α+δ
∑
kl∈Z
√
log (3 + |jl|+ |kl|)
(2 + |2jltl − kl|)p∗
≤ C2(ω)
d∏
l=1
2(1−ηl)jl(1/2+bl)2−ηljl(al−bl) (1 + |jl|)1/α+δ
√
log (3 + |jl|+ 2jlT ),
where C1(ω) and C2(ω) are two positive and finite constants not depending on J , t and T .
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We are now ready to prove Proposition 2.17.
Proof of Proposition 2.17. Using Lemma 2.18, (2.29), (2.30) and standard computations, one can easily obtain (2.62).
Before ending this section let us state the following theorem which easily results from Remark 2.13, Proposi-
tion 2.15 and Proposition 2.17.
Theorem 2.19. Assume that f is an admissible function in the sense of Definition 1.1, and that the positive
exponents a1, . . . , ad are as in this definition. Then, the field X associated with f (see (1.3) and Remark 2.11) has
the following property. For any fixed ω ∈ Ω∗1 (see Lemma 2.7), the sample path X(·, ω) : t 7→ X(t, ω) is continuous
on Rd; moreover, when b = (b1, . . . , bd) ∈ Zd+ satisfies bl < al, for all l ∈ {1, . . . , d}, the partial derivative
(
∂bX
)
(·, ω)
exists and is continuous on Rd.
Last but not least, we point out that Ω∗1 is an event of probability 1 not depending on f ; so, in some sense, Ω
∗
1
is "universal".
3 Generalized directional increments on a compact cube
Let f be an admissible function, X the field associated with f , and Xη an arbitrary η-frequency part of X , where
η = (η1, . . . , ηd) ∈ Υ := {0, 1}d (see Definition 1.1, (1.3), Definition 2.12 and Remark 2.13). The directional rates
of vanishing at infinity of f along the axes of Rd are governed by the positive exponents a1, . . . , ad through the
inequality (1.6). The main goal of the present section is to draw connections between these exponents and the
anisotropic behaviour of the generalized directional increments of Xη and X , on an arbitrary compact cube of Rd.
The methodology we use is based on the wavelet type random series representations (2.52) and (2.51) of Xη and
X . It is worth mentioning that all the results we obtain are valid on Ω∗1, the "universal" event of probability 1
which was introduced in Lemma 2.7; we recall that "universal" means that Ω∗1 does not depend on f . In order to
precisely state our results, first, we need to introduce some notations.
For every fixed k ∈ {1, . . . , d} and hk ∈ R, we denote by ∆khk , the operator from the space of the real-valued
functions on Rd, into itself; so that, when g is such a function, ∆khkg is then the function defined, for all x ∈ Rd, as(
∆khkg
)
(x) = g(x+ hkek)− g(x), (3.1)
where ek denotes the vector of R
d whose k-th coordinate equals 1 and the others vanish. Clearly ∆khkg is at least
as much regular as g is; in particular, when g belongs to the space C∞(Rd) of the infinitely differentiable real-valued
functions defined on Rd, then ∆khkg shares the same property. On the other hand, notice that the operators ∆
k
hk
are commutative, in the sense that, for all (k, k′) ∈ {1, . . . , d}2 and (hk, h′k′) ∈ R2, one has
∆k
′
h′
k′
◦∆khk = ∆khk ◦∆k
′
h′
k′
,
where the symbol "◦" denotes the usual composition of operators. For every h = (h1, . . . , hd) ∈ Rd and multi-index
B = (b1, . . . , bd) ∈ Zd+, we denote by ∆B(h), the operator from the space of the real-valued functions on Rd into itself,
defined by
∆B(h) := ∆
1,b1
h1
◦ · · · ◦∆d,bdhd , (3.2)
where, for all k ∈ {1, . . . , d}, ∆k,bkhk is ∆khk composed with itself bk times, with the convention that ∆
k,0
hk
is the
identity.
Definition 3.1.
(i) We denote by L2 the function defined, for each (a, b) ∈ R2+, as
L2(a, b) := 1/21{b≥a} + 1{b=a}. (3.3)
More precisely, one has:
L2(a, b) = 0 if a > b, L2(a, b) = 3/2 if a = b, and L2(a, b) = 1/2 if a < b.
13
(ii) For any fixed α ∈ (0, 2), we denote by Lα the function defined, for each (a, b, δ) ∈ R3+, as
Lα(a, b, δ) :=
(
1/α+ ⌊α⌋/2 + δ)1{b≥a} + 1{b=a}, (3.4)
where ⌊α⌋ is the integer part of α. More precisely,
– when α ∈ (0, 1), one has:
Lα(a, b, δ) = 0 if a > b, Lα(a, b, δ) = 1/α+ 1 + δ if a = b, and Lα(a, b, δ) = 1/α+ δ if a < b;
– when α ∈ [1, 2), one has:
Lα(a, b, δ) = 0 if a > b, Lα(a, b, δ) = 1/α+ 3/2 + δ if a = b, and Lα(a, b, δ) = 1/α+ 1/2 + δ if a < b.
We are now ready to state the first main result of this section.
Theorem 3.2. The positive exponents a1, . . . , ad are the same as in Definition 1.1. Moreover we assume that
η = (η1, . . . , ηd) ∈ Υ := {0, 1}d, B = (b1, . . . , bd) ∈ Zd+, T ∈ (0,+∞) and ω ∈ Ω∗1 are arbitrary and fixed. Then, the
following two results hold (with the convention that 0/0 = 0).
(i) When α = 2, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆B(h)Xη(·, ω)∣∣∣∣∣∣
T,∞
d∏
l=1
|hl|bl(1−ηl) |hl|min(bl,al)ηl
(
log
(
3 + |hl|−1
))ηlL2(al,bl)

< +∞. (3.5)
(ii) When α ∈ (0, 2), for all arbitrarily small positive real numbers δ, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆B(h)Xη(·, ω)∣∣∣∣∣∣
T,∞
d∏
l=1
|hl|bl(1−ηl) |hl|min(bl,al)ηl
(
log
(
3 + |hl|−1
))ηlLα(al,bl,δ)

< +∞. (3.6)
It easily follows from Remark 2.13 and Theorem 3.2 that:
Corollary 3.3. The positive exponents a1, . . . , ad are the same as in Definition 1.1. Moreover we assume that
B = (b1, . . . , bd) ∈ Zd+, T ∈ (0,+∞) and ω ∈ Ω∗1 are arbitrary and fixed. Then, the following two results hold (with
the convention that 0/0 = 0).
(i) When α = 2, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆B(h)X(·, ω)∣∣∣∣∣∣
T,∞
d∏
l=1
|hl|min(bl,al)
(
log
(
3 + |hl|−1
))L2(al,bl)

< +∞. (3.7)
(ii) When α ∈ (0, 2), for all arbitrarily small positive real numbers δ, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆B(h)X(·, ω)∣∣∣∣∣∣
T,∞
d∏
l=1
|hl|min(bl,al)
(
log
(
3 + |hl|−1
))Lα(al,bl,δ)

< +∞. (3.8)
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The following proposition is the main ingredient of the proof of Theorem 3.2.
Proposition 3.4. The positive exponents a1, . . . , ad are the same as in Definition 1.1. Moreover, we assume that
η = (η1, . . . , ηd) ∈ Υ∗ := {0, 1}d \ {(0, . . . , 0)}, B = (b1, . . . , bd) ∈ Zd+, T ∈ (0,+∞) and ω ∈ Ω∗1 are arbitrary and
fixed. Then, the following two results hold (with the convention that 0/0 = 0); notice that the notations used in
their statements are the same as in (2.29), (3.2), (2.59), and Definition 3.1.
(i) When α = 2, one has
sup
h∈[−T,T ]d

∑
J∈Zd
(η)
∣∣∣∣∣∣∆B(h)(Φα,J(2J ·, ω))∣∣∣∣∣∣
T,∞
d∏
l=1
|hl|bl(1−ηl) |hl|min(bl,al)ηl
(
log
(
3 + |hl|−1
))ηlL2(al,bl)

< +∞. (3.9)
(ii) When α ∈ (0, 2), for all arbitrarily small positive real numbers δ, one has
sup
h∈[−T,T ]d

∑
J∈Zd
(η)
∣∣∣∣∣∣∆B(h)(Φα,J(2J ·, ω))∣∣∣∣∣∣
T,∞
d∏
l=1
|hl|bl(1−ηl) |hl|min(bl,al)ηl
(
log
(
3 + |hl|−1
))ηlLα(al,bl,δ)

< +∞. (3.10)
We now show that Proposition 3.4 holds; to this end, we need the three following lemmas.
Lemma 3.5. Denote by B = (b1, . . . , bd) ∈ Zd+ an arbitrary multi-index, and by l(B) := b1 + . . . + bd its length.
Then for all functions g ∈ C∞(Rd), for any positive real number T , and for each h = (h1, . . . , hd) ∈ [−T, T ]d, the
following inequality holds:
∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
T,∞
≤ 2l(B) × min
B′∈I(B)
{∣∣∣∣∣∣∂B′g∣∣∣∣∣∣
T 2l(B),∞
×
d∏
l=1
|hl|b
′
l
}
, (3.11)
with the convention that 00 = 1, and where the set I(B) is defined as
I(B) :=
{
B′ = (b′1, . . . , b
′
d) ∈ Zd+ : for each l ∈ {1, . . . , d}, b′l ≤ bl
}
. (3.12)
Lemma 3.6. Assume that the real numbers T > 0, α > 0, µ ≥ 0 and b ≥ 0 are arbitrary and fixed. Then, one has
sup
z∈[−T,T ]

0∑
j=−∞
2j/α (1 + |j|)µmin
(∣∣2jz∣∣b , 1)
∣∣z∣∣b

< +∞. (3.13)
with the conventions that 0/0 = 0 and 00 = 1.
Lemma 3.7. Assume that the real numbers T > 0, a > 0, µ ≥ 0 and b ≥ 0 are arbitrary and fixed. Then, the
following three results hold (with the conventions that 0/0 = 0 and 00 = 1).
1. When b < a, one has
sup
z∈[−T,T ]

+∞∑
j=1
2−ja (1 + j)
µ
min
(∣∣2jz∣∣b , 1)
∣∣z∣∣b

< +∞. (3.14)
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2. When b = a, one has
sup
z∈[−T,T ]

+∞∑
j=1
2−ja (1 + j)
µ
min
(∣∣2jz∣∣b , 1)
|z|a
(
log
(
3 + |z|−1
))µ+1

< +∞. (3.15)
3. When b > a, one has
sup
z∈[−T,T ]

+∞∑
j=1
2−ja (1 + j)
µ
min
(∣∣2jz∣∣b , 1)
|z|a
(
log
(
3 + |z|−1
))µ

< +∞. (3.16)
Proof of Lemma 3.5. We intend to proceed by induction on l(B). More precisely, the proof is structured as follows.
In the Part 1, we establish the lemma in the particular case where l(B) = 0. In the Part 2, we denote by n an
arbitrary fixed non-negative integer, and we assume that the lemma holds when l(B) = n (such a B is denoted
by B˜), then the goal is to derive it in the case where l(B) = n+ 1.
Part 1: In view of (3.12) and of the assumption l(B) = 0, the set I(B) reduces to {0}. Then, in view of the
equalities ∆0(h)g = g, for all h ∈ Rd, and ∂0g = g, it is clear that the lemma is true.
Part 2: Let B ∈ Zd+ be arbitrary and satisfying l(B) = n+ 1. One has to show that, for all g ∈ C∞(Rd), for any
positive real number T , and for each h = (h1, . . . , hd) ∈ [−T, T ]d, the following inequality holds:∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
T,∞
≤ 2l(B) × min
B′∈I(B)
{∣∣∣∣∣∣∂B′g∣∣∣∣∣∣
T 2l(B),∞
×
d∏
l=1
|hl|b
′
l
}
. (3.17)
Observe that there exists B˜ ∈ Zd+ satisfying l(B˜) = n, and there exists k ∈ {1, . . . , d}, such that B can be expressed
as
B = B˜ + ek, (3.18)
where ek ∈ Zd is the multi-index whose k-th coordinate equals 1 and the others vanish. Next, it follows from (3.18),
(3.2) and (3.1) that ∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
T,∞
= sup
x∈[−T,T ]d
∣∣∣(∆B˜(h)g)(x+ hkek)− (∆B˜(h)g)(x)∣∣∣. (3.19)
Therefore, using the triangle inequality one has that∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
T,∞
≤ 2
∣∣∣∣∣∣∆B˜(h)g∣∣∣∣∣∣
2T ,∞
≤ 2l(B) × min
B′∈I(B˜)
{∣∣∣∣∣∣∂B′g∣∣∣∣∣∣
T 2l(B),∞
× |h|B′π
}
, (3.20)
where the convenient notation |h|B′π is defined by
|h|B′π :=
d∏
l=1
|hl|b
′
l ; (3.21)
notice that the last inequality in (3.20) results from the induction hypothesis 5 and the equality l(B) = l(B˜)+1. On
the other hand, one can derive from (3.19), the Mean Value Theorem, and the equality ∂ek
(
∆B˜(h)g
)
= ∆B˜(h)
(
∂ekg
)
that ∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
T,∞
≤ |hk|
∣∣∣∣∣∣∆B˜(h)(∂ekg)∣∣∣∣∣∣
2T ,∞
. (3.22)
Moreover, applying the induction hypothesis 6 and using (3.21), one gets that∣∣∣∣∣∣∆B˜(h)(∂ekg)∣∣∣∣∣∣
2T ,∞
≤ 2l(B˜) × min
B′∈I(B˜)
{∣∣∣∣∣∣∂B′+ekg∣∣∣∣∣∣
T 2l(B),∞
× |h|B′π
}
. (3.23)
5In which B is replaced by B˜ and T by 2T .
6In which B is replaced by B˜, g by ∂ekg, and T by 2T .
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Next, putting together (3.22), (3.23), (3.21) and the inequality l(B˜) < l(B), we obtain that∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
T,∞
≤ 2l(B) × min
B′∈I(B˜)
{∣∣∣∣∣∣∂B′+ekg∣∣∣∣∣∣
T 2l(B),∞
× |h|B′+ekπ
}
. (3.24)
Finally, in view of the fact
I(B) = I(B˜) ∪ {B′ + ek : B′ ∈ I(B˜)},
one can derive from (3.21), (3.20) and (3.24) that (3.17) holds.
Proof of Lemma 3.6. Observe that for all z ∈ [−T, T ] and j ∈ Z−, one has
∣∣2jT−1z∣∣b ≤ 1. Therefore, one obtains
that
0∑
j=−∞
2j/α (1 + |j|)µmin
(∣∣2jz∣∣b , 1) = 0∑
j=−∞
2j/α (1 + |j|)µmin
(
T b
∣∣2jT−1z∣∣b , 1)
≤ (1 + T )b
0∑
j=−∞
2j/α (1 + |j|)µmin
(∣∣2jT−1z∣∣b , 1) = c |z|b ,
where the finite constant c is equal to
c := (1 + T )b T−b
0∑
j=−∞
2j(1/α+b) (1 + |j|)µ .
Proof of Lemma 3.7. Let z ∈ [−T, T ] be arbitrary and fixed; there is no restriction to assume that z 6= 0. One sets
j0(z) := min
{
j ∈ N : ∣∣2jz∣∣ > 1} . (3.25)
It can easily be shown that there are two constants 0 < c1 < c2 < +∞, not depending on z, such that
c1 log
(
3 + |z|−1
)
≤ j0(z) ≤ c2 log
(
3 + |z|−1
)
. (3.26)
Observe that, for any arbitrary fixed real numbers a > 0, µ ≥ 0 and b ≥ 0, one has that
+∞∑
j=j0(z)
2−ja (1 + j)
µ
min
(∣∣2jz∣∣b , 1) = +∞∑
j=j0(z)
2−ja (1 + j)
µ
(3.27)
and
j0(z)−1∑
j=1
2−ja (1 + j)
µ
min
(∣∣2jz∣∣b , 1) = |z|b j0(z)−1∑
j=1
2−j(a−b) (1 + j)
µ
, (3.28)
with the convention that
∑0
j=1 . . . = 0. We are going to conveniently bound from above the right-hand side in
(3.27) and the right-hand side in (3.28). First, we show that there exists a finite constant c3, not depending on z,
such that
+∞∑
j=j0(z)
2−ja (1 + j)
µ ≤ c3 |z|a
(
log
(
3 + |z|−1
))µ
. (3.29)
This is indeed the case since one has that
+∞∑
j=j0(z)
2−ja (1 + j)
µ
=
+∞∑
j=0
2−j0(z)a−ja (1 + j0(z) + j)
µ
= 2−j0(z)a j0(z)
µ
+∞∑
j=0
2−ja
(
1 +
1 + j
j0(z)
)µ
≤ c3 |z|a
(
log
(
3 + |z|−1
))µ
,
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where the last inequality results from (3.25) and (3.26); notice that the finite constant c3 is defined as
c3 := c
µ
2
+∞∑
j=0
2−ja(2 + j)µ.
Let us now study the right-hand side in (3.28). In the case where b < a, the constant
c4 :=
+∞∑
j=1
2−j(a−b) (1 + j)
µ
is finite, and we have that
|z|b
j0(z)−1∑
j=1
2−j(a−b) (1 + j)
µ ≤ c4|z|b. (3.30)
In the second case where b = a, one has
|z|b
j0(z)−1∑
j=1
2−j(a−b) (1 + j)
µ
= |z|a
j0(z)−1∑
j=1
(1 + j)
µ ≤ |z|a j0(z)µ+1 ≤ cµ+12 |z|a
(
log
(
3 + |z|−1
))µ+1
, (3.31)
where the last inequality results from (3.26). In the third and last case where b > a, letting c5 and c6 be the finite
constants defined as c5 := 2
b−a
/(
2b−a − 1) and c6 := c5cµ2 , one has
|z|b
j0(z)−1∑
j=1
2−j(a−b) (1 + j)µ ≤ c5|z|b 2(j0(z)−1)(b−a) j0(z)µ ≤ c6 |z|a
(
log
(
3 + |z|−1
))µ
, (3.32)
where the last inequality follows from (3.25) and (3.26).
Finally, putting together (3.27) to (3.32) one gets the lemma.
We are now in the position to prove Proposition 3.4.
Proof of Proposition 3.4. We only give the proof of (3.10), since that of (3.9) can be done in the same way, except
that one has to make use of (2.69), instead of (2.67) and (2.68). So, in the rest of the proof we assume that
α ∈ (0, 2).
We know from Proposition 2.16 that, for all fixed J ∈ Zd(η), the function Φα,J
(
2J ·, ω) belongs to the space
C∞(Rd). Thus, it follows from Lemma 3.5 that∣∣∣∣∣∣∆B(h)(Φα,J(2J ·, ω))∣∣∣∣∣∣
T,∞
≤ c1 × min
B′∈I(B)
{∣∣∣∣∣∣∂B′(Φα,J(2J ·, ω))∣∣∣∣∣∣
T1,∞
×
d∏
l=1
|hl|b
′
l
}
, (3.33)
where I(B) is the same finite set as in (3.12), and the finite constants c1 and T1 are defined as c1 := 2
l(B) and
T1 := T 2
l(B). Moreover, we know from (2.67) and (2.68) that, for all fixed positive real numbers δ, and for any
B′ ∈ I(B), one has∣∣∣∣∣∣∂B′ (Φα,J (2J ·, ω))∣∣∣∣∣∣
T1,∞
≤ C2(ω)
d∏
l=1
2(1−ηl)jl(1/α+b
′
l)2−ηljl(al−b
′
l) (1 + |jl|)1/α+⌊α⌋/2+δ , (3.34)
where ⌊α⌋ is the integer part of α. Notice that the finite constant C2(ω) does not depend on J and h; also, it can
be chosen in such a way that it does not depend on B′, since I(B) is a finite set. Next setting C3(ω) := c1C2(ω)
and using the fact that ηl ∈ {0, 1}, for all l ∈ {1, . . . , d}, one can derive from (3.33), (3.34), and (3.12), that∣∣∣∣∣∣∆B(h)(Φα,J(2J ·, ω))∣∣∣∣∣∣
T,∞
≤ C3(ω)
d∏
l=1
2(1−ηl)jl/α 2−ηljlal (1 + |jl|)1/α+⌊α⌋/2+δ min
B′∈I(B)
{∣∣2jlhl∣∣b′l}
≤ C3(ω)
d∏
l=1
2(1−ηl)jl/α 2−ηljlal (1 + |jl|)1/α+⌊α⌋/2+δ min
{∣∣2jlhl∣∣bl , 1} .
Then, (3.10) can be obtained by using (2.29), (2.30), Lemmas 3.6 and 3.7, as well as Definition 3.1.
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We are now in the position to prove Theorem 3.2.
Proof of Theorem 3.2. When η = 0 = (0, . . . , 0) the theorem easily results from Proposition 2.15 and Lemma 3.5.
When η 6= 0 the theorem can easily be derived from (2.52), (2.59), the triangle inequality and Proposition 3.4.
In order to state the second main result of this section, we need to introduce some additional notations.
Definition 3.8.
(i) We denote by L˜2 the function defined, for each a ∈ R+, as
L˜2(a) := 1/2 + 1{a∈N}. (3.35)
More precisely, one has:
L˜2(a) = 3/2 if a ∈ N, and L˜2(a) = 1/2 if a /∈ N.
(ii) For any fixed α ∈ (0, 2), we denote by L˜α the function defined, for each (a, δ) ∈ R2+, as
L˜α(a, δ) := 1/α+ ⌊α⌋/2 + δ + 1{a∈N}, (3.36)
where ⌊α⌋ is the integer part of α. More precisely,
– when α ∈ (0, 1), one has:
L˜α(a, δ) = 1/α+ 1 + δ if a ∈ N, and L˜α(a, δ) = 1/α+ δ if a /∈ N;
– when α ∈ [1, 2), one has:
L˜α(a, δ) = 1/α+ 3/2 + δ if a ∈ N, and L˜α(a, δ) = 1/α+ 1/2 + δ if a /∈ N.
For any fixed h ∈ Rd, we denote by ∆h, the operator from the space of the real-valued functions on Rd, into
itself; so that, when g is such a function, ∆hg is then the function defined, for all x ∈ Rd, as(
∆hg
)
(x) := g(x+ h)− g(x). (3.37)
Moreover, for each positive integer n, we denote by ∆nh the operator ∆h composed n times with itself.
We are now ready to state the second main result of this section.
Theorem 3.9. The positive exponents a1, . . . , ad are the same as in Definition 1.1, and we set
n0 := 1− d+
d∑
l=1
⌈al⌉,
where ⌈al⌉ := min{m ∈ N : m ≥ al}, for any l ∈ {1, . . . , d}. Moreover, we assume that η = (η1, . . . , ηd) ∈ Υ :=
{0, 1}d, T ∈ (0,+∞) and ω ∈ Ω∗1 are arbitrary and fixed. Let n be an arbitrary integer such that n ≥ n0. Then, the
following two results hold (with the convention that 0/0 = 0).
(i) When α = 2, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆nhXη(·, ω)∣∣∣∣∣∣
T,∞
d∑
l=1
|hl|ηlal+(1−ηl)⌈al⌉
(
log
(
3 + |hl|−1
))ηlL˜2(al)

< +∞. (3.38)
(ii) When α ∈ (0, 2), for all arbitrarily small positive real numbers δ, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆nhXη(·, ω)∣∣∣∣∣∣
T,∞
d∑
l=1
|hl|ηlal+(1−ηl)⌈al⌉
(
log
(
3 + |hl|−1
))ηlL˜α(al,δ)

< +∞. (3.39)
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It easily follows from Remark 2.13 and Theorem 3.9 that:
Corollary 3.10. The positive exponents a1, . . . , ad are the same as in Definition 1.1, and the positive integer
n0 = n0(a1, . . . , ad, d) is the same as in Theorem 3.9. Moreover, we assume that T ∈ (0,+∞) and ω ∈ Ω∗1 are
arbitrary and fixed. Let n be an arbitrary integer such that n ≥ n0. Then, the following two results hold (with the
convention that 0/0 = 0).
(i) When α = 2, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆nhX(·, ω)∣∣∣∣∣∣
T,∞
d∑
l=1
|hl|al
(
log
(
3 + |hl|−1
))L˜2(al)

< +∞. (3.40)
(ii) When α ∈ (0, 2), for all arbitrarily small positive real numbers δ, one has
sup
h∈[−T,T ]d

∣∣∣∣∣∣∆nhX(·, ω)∣∣∣∣∣∣
T,∞
d∑
l=1
|hl|al
(
log
(
3 + |hl|−1
))L˜α(al,δ)

< +∞. (3.41)
Proof of Theorem 3.9. We only give the proof of (3.39); the strategy of the proof remains the same in the case
of (3.38), except that (3.5) has to be used instead of (3.6).
Let T ∈ (0,+∞) and h = (h1, . . . , hk−1, hk, . . . , hd) ∈ [−T, T ]d be arbitrary and fixed. First, we are going
to express the operator ∆h (see (3.37)) in terms of the operators ∆
k
hk
, k ∈ {1, . . . , d} (see (3.1)), and of some
translation operators. To this end, for any fixed k ∈ {1, . . . , d+ 1}, we denote by (h)k,0 the vector of Rd such that
(h)k,0 := (h1, . . . , hk−1, 0, . . . , 0), with the convention that (h)1,0 is the zero vector and that (h)d+1,0 is the vector h
itself. Also, for any fixed vector r ∈ Rd, we denote by Θr, the translation operator from the space of the real-valued
functions on Rd, into itself; so that, when g˜ is such a function, Θrg˜ is then the function defined, for all x ∈ Rd, as(
Θr g˜
)
(x) := g˜(x+ r). One can easily check that Θr ◦∆khk = ∆khk ◦Θr, for every k ∈ {1, . . . , d}, and that
∆h =
d∑
k=1
Θ(h)k,0 ◦∆khk . (3.42)
Now, let n be the same integer as in the statement of Theorem 3.9, and let g be an arbitrary real-valued continuous
function on Rd. Using (3.42), the Multinomial Theorem, the triangle inequality and the inequality 2n ≥ n+ 1, we
get that ∣∣∣∣∣∣∆nhg∣∣∣∣∣∣
T,∞
≤ n!
∑
B∈En
∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
(n+1)T ,∞
≤ n!
∑
B∈En
∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
2nT ,∞
, (3.43)
where the finite set En :=
{
B = (b1, . . . , bd) ∈ Zd+ : l(B) := b1 + · · ·+ bd = n
}
, and the operators ∆B(h) are defined
through (3.2). Moreover, similarly to (3.11), it can be shown, for each B ∈ Zd+, that∣∣∣∣∣∣∆B(h)g∣∣∣∣∣∣
2nT ,∞
≤ 2l(B) min
B′∈I(B)
∣∣∣∣∣∣∆B′(h)g∣∣∣∣∣∣
2l(B)+nT ,∞
= 2n min
B′∈I(B)
∣∣∣∣∣∣∆B′(h)g∣∣∣∣∣∣
22nT ,∞
, (3.44)
where the finite set I(B) :=
{
B′ = (b′1, . . . , b
′
d) ∈ Zd+ : for each l ∈ {1, . . . , d}, b′l ≤ bl
}
. Next, applying (3.43)
and (3.44) to g = Xη(·, ω), where ω ∈ Ω∗1 is arbitrary and fixed, we obtain that∣∣∣∣∣∣∆nhXη(·, ω)∣∣∣∣∣∣
T,∞
≤ 2n n!
∑
B∈En
min
B′∈I(B)
∣∣∣∣∣∣∆B′(h)Xη(·, ω)∣∣∣∣∣∣
22nT ,∞
. (3.45)
Let us now provide, for any fixed B ∈ En, a suitable upper bound for the quantity min
B′∈I(B)
∣∣∣∣∣∣∆B′(h)Xη(·, ω)∣∣∣∣∣∣
22nT ,∞
.
To this end, we set
l0(B) := min
{
l ∈ {1, . . . , d} : bl ≥ al
}
. (3.46)
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Observe that l0(B) is well-defined since the inequality n ≥ n0 := 1− d+
∑d
l=1⌈al⌉ implies that there exists at least
one l ∈ {1, . . . , d} satisfying bl ≥ al. Next, let B0 := (b01, . . . , b0d) ∈ Zd+ be such that
b0l = ⌈al⌉1{l=l0(B)}, for all l ∈ {1, . . . , d}; (3.47)
that is b0l0(B) = ⌈al0(B)⌉, and b0l = 0 for all l 6= l0(B). Notice that B0 belongs to I(B), since (3.46) entails that
bl0(B) ≥ ⌈al0(B)⌉ = b0l0(B). As a consequence, we have that
min
B′∈I(B)
∣∣∣∣∣∣∆B′(h)Xη(·, ω)∣∣∣∣∣∣
22nT ,∞
≤
∣∣∣∣∣∣∆B0(h)Xη(·, ω)∣∣∣∣∣∣
22nT ,∞
.
Thus, it follows from (3.6), (3.47), (3.4) and (3.36) that, for any fixed δ ∈ (0,+∞), we have
min
B′∈I(B)
∣∣∣∣∣∣∆B′(h)Xη(·, ω)∣∣∣∣∣∣
22nT ,∞
≤ C2(ω,B)
d∏
l=1
|hl|b
0
l (1−ηl) |hl|min(b
0
l ,al)ηl
(
log
(
3 + |hl|−1
))ηlLα(al,b0l ,δ)
= C2(ω,B)
∣∣hl0(B)∣∣(1−ηl0(B))⌈al0(B)⌉+ηl0(B)al0(B) (log(3 + ∣∣hl0(B)∣∣−1))ηl0(B)L˜α(al0(B),δ) , (3.48)
where C2(ω,B) is a finite constant not depending on h. Finally, let C3(ω) and C4(ω) be the two finite constants
defined as C3(ω) := (2
n n!) ×max{C2(ω,B) : B ∈ En} and C4(ω) := card(En) × C3(ω), where card(En) denotes
the cardinality of En. The inequalities (3.45) and (3.48), and the fact that, for all B ∈ En, the index l0(B) belongs
to {1, . . . , d} imply that
∣∣∣∣∣∣∆nhXη(·, ω)∣∣∣∣∣∣
T,∞
≤ C3(ω)
∑
B∈En
∣∣hl0(B)∣∣(1−ηl0(B))⌈al0(B)⌉+ηl0(B)al0(B) (log(3 + ∣∣hl0(B)∣∣−1))ηl0(B)L˜α(al0(B),δ)
≤ C4(ω)
d∑
l=1
|hl|(1−ηl)⌈al⌉+ηlal
(
log
(
3 + |hl|−1
))ηlL˜α(al,δ)
,
which shows that (3.39) holds.
4 Behaviour at infinity
Let f be an admissible function, X the field associated with f , and Xη an arbitrary η-frequency part of X , where
η = (η1, . . . , ηd) ∈ Υ := {0, 1}d (see Definition 1.1, (1.3), Definition 2.12 and Remark 2.13). The function f may
have a singularity at 0; yet, in the neighbourhood of this point, f is governed by the exponent a′ ∈ (0, 1) through
the inequality (1.5). The main goal of the present section is to draw connections between the exponent a′ and the
behaviour at infinity ofXη, that ofX , and that of their partial derivatives when they exist. The methodology we use
is based on the wavelet type random series representations (2.52) and (2.51) of Xη and X . It is worth mentioning
that all the results we obtain are valid on Ω∗1, the "universal" event of probability 1 which was introduced in
Lemma 2.7. Let us first state them.
Theorem 4.1. The exponents a′ ∈ (0, 1) and a1, . . . , ad ∈ (0,+∞) are the same as in Definition 1.1. Let η =
(η1, . . . , ηd) ∈ Υ := {0, 1}d and b = (b1, . . . , bd) ∈ Zd+ be arbitrary and such that (2.61) holds 7. Then, for each fixed
δ ∈ (0,+∞) and ω ∈ Ω∗1, the following three results are satisfied (with the convention that 0/0 = 0).
1. When α ∈ (0, 1) one has
sup
t∈Rd
{ ∣∣∂bXη(t, ω)∣∣ } < +∞ if η 6= 0 or b 6= 0, (4.1)
and
sup
t∈Rd
{
||t||−a′ (log (3 + ||t|| ))−1/α−δ ∣∣X0(t, ω)∣∣ } < +∞. (4.2)
7Notice that when η = 0 = (0, . . . , 0), then (2.61) holds for any b = (b1, . . . , bd) ∈ Z
d
+.
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2. When α ∈ [1, 2) one has
sup
t∈Rd
{(
log
(
3 + ||t|| ))−1/2 ∣∣∂bXη(t, ω)∣∣ } < +∞ if η 6= 0 or b 6= 0, (4.3)
and
sup
t∈Rd
{
||t||−a′ (log (3 + ||t|| ))−1/α−δ ∣∣X0(t, ω)∣∣ } < +∞. (4.4)
3. When α = 2 one has
sup
t∈Rd
{(
log
(
3 + ||t|| ))−1/2 ∣∣∂bXη(t, ω)∣∣ } < +∞ if η 6= 0 or b 6= 0, (4.5)
and
sup
t∈Rd
{
||t||−a′ (log log (3 + ||t|| ))−1/2 ∣∣X0(t, ω)∣∣ } < +∞. (4.6)
It easily follows from Remark 2.13 and Theorem 4.1 that:
Corollary 4.2. The exponents a′ ∈ (0, 1) and a1, . . . , ad ∈ (0,+∞) are the same as in Definition 1.1. Let b =
(b1, . . . , bd) ∈ Zd+ be arbitrary and such that bl < al, for all l ∈ {1, . . . , d}. Then, for each fixed δ ∈ (0,+∞) and
ω ∈ Ω∗1, the following three results are satisfied (with the convention that 0/0 = 0).
1. When α ∈ (0, 1) one has
sup
t∈Rd
{ ∣∣∂bX(t, ω)∣∣ } < +∞ if b 6= 0, (4.7)
and
sup
||t||≥1
{
||t||−a′ (log (3 + ||t|| ))−1/α−δ |X(t, ω)|} < +∞. (4.8)
2. When α ∈ [1, 2) one has
sup
t∈Rd
{(
log
(
3 + ||t|| ))−1/2 ∣∣∂bX(t, ω)∣∣ } < +∞ if b 6= 0, (4.9)
and
sup
||t||≥1
{
||t||−a′ (log (3 + ||t|| ))−1/α−δ |X(t, ω)|} < +∞. (4.10)
3. When α = 2 one has
sup
t∈Rd
{(
log
(
3 + ||t|| ))−1/2 ∣∣∂bX(t, ω)∣∣ } < +∞ if b 6= 0, (4.11)
and
sup
||t||≥1
{
||t||−a′ (log log (3 + ||t|| ))−1/2 |X(t, ω)|} < +∞. (4.12)
Proof of Theorem 4.1. We restrict to the case α = 2; the strategy of the proof remains the same in the other cases,
except that (2.35), or (2.36), has to be used instead of (2.37).
Part I: we show (4.5) when η 6= 0. In view of (2.54), it is enough to prove the existence of a positive finite
constant C1(ω), such that, for all t ∈ Rd, one has∣∣∂bY η(t, ω)∣∣ ≤ C1(ω)√log (3 + ||t||). (4.13)
It follows from (2.63), (2.60), (2.37) and (2.34) that
∣∣∂bY η(t, ω)∣∣ ≤ C2(ω) ∑
J∈Zd
(η)
∑
K∈Zd
√√√√log(3 + d∑
l=1
|jl|+
d∑
l=1
|kl|
)
d∏
l=1
2(1−ηl)jl(bl+1/2)2−jlηl(al−bl)
(2 + |2jltl − kl|)p∗ ,
where C2(ω) is a positive finite constant not depending on t. Next, using (2.40) and the inequality
||t|| ≥ max
1≤l≤d
|tl| , (4.14)
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we get that
∣∣∂bY η(t, ω)∣∣ ≤ C3(ω) ∑
J∈Zd
(η)
√√√√log(3 + d∑
l=1
|jl|+ ||t||
d∑
l=1
2jl
)
d∏
l=1
2(1−ηl)jl(bl+1/2)2−jlηl(al−bl), (4.15)
where C3(ω) is a positive finite constant not depending on t. Finally, in view of (2.38) and of the inequalities
||t||
d∑
l=1
2jl ≤ 2 ||t||
d∑
l=1
2jl ≤ ||t||2 +
( d∑
l=1
2jl
)2
, (4.16)
one can deduce from (4.15), (2.29), and (2.61) that (4.13) holds. This implies that (4.5) is satisfied when η 6= 0.
Part II: we show (4.5) when η = 0 and b 6= 0.We know from the assumptions that the multi-index b has at least
one non vanishing coordinate; it is denoted by bs. Thus, using (2.57), the triangle inequality, (2.37), (2.33), (2.40),
(4.14), (2.38), and (2.27), one gets, for all t ∈ Rd, that∣∣∂bX0(t, ω)∣∣ ≤ ∑
J∈Zd+
∑
K∈Zd
∣∣∂b (Ψ−J(2−J · −K)−Ψ−J(−K))(t)∣∣ |ε−J,K(ω)|
=
∑
J∈Zd+
∑
K∈Zd
∣∣∂bΨ−J(2−J t−K)∣∣ |ε−J,K(ω)| d∏
l=1
2−jlbl
≤ C4(ω)
∑
J∈Zd+
2−js(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/2
√√√√log(3 + d ||t||+ d∑
l=1
jl
)
d∏
l=1
2−jl/2
≤ C5(ω)
∑
J∈Zd+
√
log (3 + ||t||)2−js(1−a′) (2−j1 + · · ·+ 2−jl)−d/2 d∏
l=1
2−jl/2
√
log (3 + jl)
≤ C6(ω)
√
log (3 + ||t||),
where C4(ω), C5(ω) and C6(ω) are positive finite constants not depending on t. This shows that (4.5) holds when
η = 0 and b 6= 0.
Part III: we show (4.6). First notice that, it can easily be derived from the fact that X0(·, ω) is an infinitely
differentiable function on Rd vanishing at 0 (see Proposition 2.15), that
sup
||t||≤2
{
||t||−a′ (log log (3 + ||t|| ))−1/2 ∣∣X0(t, ω)∣∣ } < +∞. (4.17)
So, in the sequel, we fix an arbitrary t ∈ Rd, and we always assume that ||t|| > 2. Let then Γinf(t) and Γsup(t) be
the two, non-empty and disjoint, sets of indices J ∈ Zd+ defined as
Γsup(t) :=
{
J = (j1, . . . , jd) ∈ Zd+ : 2min{j1,...,jd} > ||t||
}
, (4.18)
and
Γinf(t) :=
{
J = (j1, . . . , jd) ∈ Zd+ : 2min{j1,...,jd} ≤ ||t||
}
. (4.19)
Thus, it follows from (2.57) (with b = 0) and from the equality Zd+ = Γsup(t) ∪ Γinf(t) (disjoint union) that
X0(t) = X0sup(t) +X
0
inf(t), (4.20)
where
X0sup(t) =
∑
(J,K)∈Γsup(t)×Zd
(
Ψ−J(2
−J t−K)−Ψ−J(−K)
)
ε−J,K(ω), (4.21)
and
X0inf(t) =
∑
(J,K)∈Γinf(t)×Zd
(
Ψ−J(2
−J t−K)−Ψ−J(−K)
)
ε−J,K(ω). (4.22)
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From now on, our goal is to derive appropriate upper-bounds for X0sup(t) and X
0
inf(t).
First, we focus on X0sup(t). In view of (4.18), when J = (j1, . . . , jd) ∈ Γsup(t), then, for any l ∈ {1, . . . , d}, one
has
∣∣2−jltl∣∣ < 1, the tl’s being the coordinates of t. Thus, using the triangle inequality, we get that
d∏
l=1
(
2 + |2−jltl − kl|
)
>
d∏
l=1
(
1 + |kl|
)
, for all K = (k1, . . . , kd) ∈ Zd. (4.23)
Next applying, as in (2.47), the Mean Value Theorem to Ψ−J(2
−J t − K) − Ψ−J(−K), and using (4.21), (2.33),
(4.23), (2.37) and (2.38), we obtain that
∣∣X0sup(t)∣∣ ≤ C7(ω) ||t|| d∑
r=1
∑
J∈Γsup(t)
2−jr
(
2−j1 + · · ·+ 2−jd)−a′−d/2
√√√√log(3 + d∑
l=1
jl
)
d∏
l=1
2−jl/2, (4.24)
where C7(ω) is a positive finite constant not depending on t. Next, for every fixed m ∈ {1, . . . , d}, we let Γmsup(t)
be the subset of Γsup(t) defined as
Γmsup(t) :=
{
J = (j1, . . . , jd) ∈ Γsup(t) : jm = min{j1, . . . , jd}
}
. (4.25)
Observe that, in view of (4.18) and (4.25), for each fixed m ∈ {1, . . . , d}, one has
Γmsup(t) =
{
J = (j1, . . . , jd) ∈ Zd+ : for all l ∈ {1, . . . , d}, jl ≥ jm ≥ N(t) + 1
}
, (4.26)
where
N(t) :=
⌊
log(||t||)/ log(2)⌋ (4.27)
is the integer part of log(||t||)/ log(2). Also, observe that one has Γsup(t) =
⋃d
m=1 Γ
m
sup(t). Combining this equality
with (4.24) and (4.26), we get∣∣X0sup(t)∣∣
≤ dC7(ω) ||t||
d∑
m=1
∑
J∈Γmsup(t)
2jm(a
′+d/2−1)
√√√√log(3 + d∑
l=1
jl
)
d∏
l=1
2−jl/2
= d2 C7(ω) ||t||
∑
J∈Γ1sup(t)
2j1(a
′+d/2−1)
√√√√log(3 + d∑
l=1
jl
)
d∏
l=1
2−jl/2
= d2 C7(ω) ||t||
+∞∑
j1=N(t)+1
2j1(a
′+d/2−3/2)
+∞∑
j2=j1
. . .
+∞∑
jd=j1
√√√√log(3 + j1 + d∑
l=2
jl
)
d∏
l=2
2−jl/2. (4.28)
Now, we recall a useful inequality (which can easily be derived from (2.38)): let ν be an arbitrary fixed positive
real number, there exists a finite constant c8, only depending on ν, such that, for all (q, θ) ∈ Z+ × R+, one has
+∞∑
j=q
2−jν
√
log (3 + θ + j) ≤ c82−qν
√
log (3 + θ + q). (4.29)
Therefore, for each (j1, λ) ∈ Z+ × R+, one has
+∞∑
j2=j1
. . .
+∞∑
jd=j1
√√√√log(3 + λ+ d∑
l=2
jl
)
d∏
l=2
2−jl/2 ≤ c′82−j1(d−1)/2
√
log (3 + λ+ (d− 1)j1), (4.30)
where c′8 is a finite constant not depending on (j1, λ). Next, combining (4.28) and (4.30) (with λ = j1), we get that,
∣∣X0sup(t)∣∣ ≤ C9(ω) ||t|| +∞∑
j1=N(t)+1
2−j1(1−a
′)
√
log (3 + d j1), (4.31)
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where C9(ω) is a positive finite constant not depending on t. Then, (4.31), (4.29) and (4.27) entail that∣∣X0sup(t)∣∣ ≤ C10(ω) ||t||a′√log log(3 + ||t||), (4.32)
for some constant C10(ω) not depending on t.
Now, we focus on X0inf(t). It results from (4.22) and the triangle inequality that∣∣X0inf(t)∣∣ ≤ R0inf(t) + S0inf(t), (4.33)
where
R0inf(t) =
∑
(J,K)∈Γinf(t)×Zd
∣∣Ψ−J(2−J t−K)∣∣ |ε−J,K(ω)| (4.34)
and
S0inf(t) =
∑
(J,K)∈Γinf(t)×Zd
|Ψ−J(−K)| |ε−J,K(ω)| . (4.35)
Next, for every fixed m ∈ {1, . . . , d}, we denote by Γminf(t) the subset of Γinf(t) defined as
Γminf(t) :=
{
J = (j1, . . . , jd) ∈ Γinf(t) : jm = min{j1, . . . , jd}
}
. (4.36)
Observe that, in view of (4.19), (4.36) and (4.27), for each fixed m ∈ {1, . . . , d}, one has
Γminf(t) =
{
J = (j1, . . . , jd) ∈ Zd+ : jm ≤ N(t) and for all l ∈ {1, . . . , d}, jl ≥ jm
}
. (4.37)
Also, observe that one has Γinf(t) =
⋃d
m=1 Γ
m
inf(t). Combining this equality with (4.34), (2.33), (2.37), (2.40), (4.37),
and (4.30) (where λ = 2−j1 ||t||+ j1), we obtain
R0inf(t)
≤ C11(ω)
∑
J∈Γinf(t)
(
2−j1 + · · ·+ 2−jd)−a′−d/2
√√√√log(3 + d∑
l=1
(
jl + 2−jl |tl|
)) d∏
l=1
2−jl/2
≤ C11(ω)
d∑
m=1
∑
J∈Γm
inf
(t)
2jm(a
′+d/2)
√√√√log(3 + d 2−jm ||t||+ d∑
l=1
jl
)
d∏
l=1
2−jl/2
= dC11(ω)
∑
J∈Γ1
inf
(t)
2j1(a
′+d/2)
√√√√log(3 + d 2−j1 ||t||+ d∑
l=1
jl
)
d∏
l=1
2−jl/2
= dC11(ω)
N(t)∑
j1=0
2j1(a
′+d/2−1/2)
+∞∑
j2=j1
. . .
+∞∑
jd=j1
√√√√log(3 + 2−j1 ||t||+ j1 + d∑
l=2
jl
)
d∏
l=2
2−jl/2
≤ C12(ω)
N(t)∑
j1=0
2j1a
′
√
log (3 + d 2−j1 ||t||+ d j1), (4.38)
where C11(ω) and C12(ω) are two finite constants not depending on t. On the other hand, thanks to the assumption
||t|| > 2, standard computations allow to show that the function z 7→√log(3 + d 2−z ||t||+ d z) is non-decreasing on
R+. This, in particular, implies that√
log (3 + d 2−j1 ||t||+ d j1) ≤
√
log
(
3 + d 2−N(t) ||t||+ dN(t)), for all j1 ∈ {0, . . . , N(t)},
and, consequently that
N(t)∑
j1=0
2j1a
′
√
log (3 + d 2−j1 ||t||+ d j1) ≤ c132N(t)a′
√
log
(
3 + d 2−N(t) ||t||+ dN(t)), (4.39)
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where the finite constant c13 := 2
a′
(
2a
′ − 1)−1. Next, combining (4.38) and (4.39) with (4.27), it follows that
R0inf(t) ≤ C14(ω) ||t||a
′√
log log(3 + ||t||), (4.40)
where C14(ω) is a finite constant not depending on t. Similarly to (4.40), it can be shown that
S0inf(t) ≤ C14(ω) ||t||a
′√
log log(3 + ||t||). (4.41)
Next, combining (4.40) and (4.41) with (4.33), we get that∣∣X0inf(t)∣∣ ≤ 2C14(ω) ||t||a′√log log(3 + ||t||). (4.42)
Finally (4.42), (4.32) and (4.20) imply that
sup
||t||>2
{
||t||−a′ (log log (3 + ||t|| ))−1/2 ∣∣X0(t, ω)∣∣ } < +∞. (4.43)
Then using (4.17) and (4.43) we obtain (4.6).
A Proofs of Proposition 2.6 and Lemma 2.9
Proof of Proposition 2.6. Let us first assume that J ∈ Zd, and show the infinite differentiability of Ψα,J and relation
(2.32). We denote by Λα,J the integrand in (2.18), that is, for all x ∈ Rd and ξ ∈ Rd, we set,
Λα,J(x, ξ) := 2
(j1+···+jd)/αeix·ξ f(2Jξ)ψ̂0,0(ξ). (A.1)
Observe that Λα,J is an infinitely differentiable function on R
d with respect to the variable x, and that, for any
b ∈ Zd+,
∂bxΛα,J(x, ξ) = 2
(j1+···+jd)/α il(b)ξbeix·ξ f(2Jξ)ψ̂0,0(ξ). (A.2)
Thus, in view of a classical rule of differentiation under the integral symbol, in order to show that Ψα,J itself
is infinitely differentiable on Rd and satisfies (2.32), it is enough to prove that, for any b ∈ Zd+, there exists
GbJ ∈ L1
(
Rd
)
, which does not depend on x, such that the inequality:∣∣∂bxΛJ(x, ξ)∣∣ ≤ GbJ(ξ), (A.3)
holds for almost all ξ ∈ Rd. Recall that K is the compact subset of R defined as K := {λ ∈ R : 2π/3 ≤ |λ| ≤ 8π/3};
also recall that ψ̂0,0 is a C
∞ function on Rd with a compact support included in Kd. Thus the smoothness
assumption on the function f (that is (H1) in Definition 1.1) implies that the supremum
∥∥f(2j·)ψ̂0,0(·)∥∥∞ :=
supξ∈Kd
∣∣f(2Jξ)ψ̂0,0(ξ)∣∣ is finite. Then, it turns out that a function GbJ , belonging to L1(Rd) and satisfying (A.3),
can simply be obtained by setting, for all ξ ∈ Rd,
GbJ(ξ) = 2
(j1+···+jd)/α
(8π
3
)l(b)∥∥f(2j·)ψ̂0,0(·)∥∥∞1Kd(ξ).
Let us now prove that parts (i) and (ii) of the proposition hold. For the sake of simplicity, we restrict to the
case where x = (x1, . . . , xd) ∈ Rd+; the other cases can be treated similarly. It easily follows from (2.32), (2.3) and
(2.4) that, for every T ∈ (0,+∞), J ∈ Zd and x ∈ Rd+,
∣∣∂bΨJ(x)∣∣ = 2(j1+···+jd)/α
∣∣∣∣∣
∫
Kd
(
d∏
l=1
ei(1+T+xl)ξl Φ̂l(ξl)
)
f(2Jξ)dξ
∣∣∣∣∣ , (A.4)
where Φ̂l(ξl) := e
−i(1+T )ξl ξbll ψ̂
1(ξl). Next, we set RJ (ξ) := f(2
Jξ)
∏d
l=1 Φ̂l(ξl), for all ξ ∈
(
R \ {0})d. Observe
that, similarly to ψ̂1 (see the beginning of Section 2), Φ̂l is a C
∞ function on R having a compact support included
in K. Thus, using the condition (H1) in Definition 1.1, it turns out that the partial derivative ∂(p∗,...,p∗)RJ is a
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well-defined continuous function on
(
R \ {0})d having a compact support included in Kd. Hence, integrating by
parts in (A.4), we obtain that
∣∣∂bΨJ(x)∣∣ = 2(j1+···+jd)/α
∣∣∣∣∣
∫
Kd
((
∂(p∗,...,p∗)RJ
)
(ξ)
d∏
l=1
ei(1+T+xl)ξl
(1 + T + xl)p∗
)
dξ
∣∣∣∣∣
≤ c1 2
(j1+···+jd)/α∏d
l=1(1 + T + xl)
p∗
sup
ξ∈Kd
∣∣∣(∂(p∗,...,p∗)RJ)(ξ)∣∣∣ , (A.5)
where the constant c1 > 0 is the Lebesgue measure of Kd. On the other hand, using the Leibniz formula , we get,
for every ξ ∈ (R \ {0})d, that
(
∂(p∗,...,p∗)RJ
)
(ξ) =
p∗∑
p1=0
· · ·
p∗∑
pd=0
(
∂(p1,...,pd)f
)
(2Jξ)
d∏
l=1
(
p∗
pl
)
2jlplΦ̂
(p∗−pl)
l (ξl), (A.6)
where Φ̂
(p∗−pl)
l is the derivative of order p∗ − pl of Φ̂l. In view of (A.5), it turns out that for deriving (2.33), it is
enough to show that
sup
J∈Zd+
sup
ξ∈Kd
{(
2−j1 + · · ·+ 2−jd)a′+d/α ∣∣∣(∂(p∗,...,p∗)R−J)(ξ)∣∣∣ } < +∞, (A.7)
and for deriving (2.34), it is enough to show that, for all η ∈ Υ∗,
sup
J∈Zd
(η)
sup
ξ∈Kd
{
d∏
l=1
2jl/α2−(1−ηl)jl/α2jlηlal
∣∣∣(∂(p∗,...,p∗)RJ)(ξ)∣∣∣} < +∞; (A.8)
recall that the sets Υ∗ and Zd(η) are defined in (2.28) and (2.29), respectively.
We now focus on the proof of (A.7). In view of (A.6) and of the fact that the Φ̂
(p∗−pl)
l ’s, l = 1, . . . , d are bounded
functions on K, (A.7) can be obtained by showing that
sup
p∈{0,1,2,...,p∗}d
sup
J∈Zd+
sup
ξ∈Kd
{(
2−j1 + · · ·+ 2−jd)a′+d/α 2−(j1p1+···+jdpd) ∣∣(∂pf)(2−Jξ)∣∣ } < +∞. (A.9)
Observe that, for any ξ ∈ Kd and J ∈ Zd+, one has
∣∣∣∣2−Jξ∣∣∣∣ ≤ 8π√d/3. Thus, assuming that p ∈ {0, 1, 2, . . . , p∗}d is
arbitrary and using (1.5), one gets that∣∣∂pf(2−Jξ)∣∣ ≤ c2 (2−2j1ξ21 + · · ·+ 2−2jdξ2d)− a′2 − d2α− l(p)2 , (A.10)
where c2 denotes the constant c
′ in (1.5) which does not depend on p, J , and ξ. On the other hand, the fact that
ξ ∈ Kd implies that
min
1≤l≤d
|ξl| ≥ 2π/3 ≥ 1. (A.11)
It follows from these inequalities and from the equality l(p) = p1 + · · ·+ pd that(
2−2j1ξ21 + · · ·+ 2−2jdξ2d
)− a′2 − d2α− l(p)2 ≤ (2−2j1 + · · ·+ 2−2jd)− a′2 − d2α− l(p)2
=
(
2−2j1 + · · ·+ 2−2jd)− a′2 − d2α d∏
l=1
(
2−2j1 + · · ·+ 2−2jd)− pl2
≤ c3
(
2−j1 + · · ·+ 2−jd)−a′− dα 2j1p1+···+jdpd , (A.12)
where c3 > 0 is a constant only depending on d, a
′ and α. (A.9) results from (A.10) and (A.12).
We now focus on the proof of (A.8), where η ∈ Υ∗ is arbitrary and fixed. In view of (A.6) and of the fact that
the Φ̂
(p∗−pl)
l ’s, l = 1, . . . , d, are bounded functions on K, (A.8) can be obtained by showing that
sup
p∈{0,1,2,...,p∗}d
sup
J∈Zd
(η)
sup
ξ∈Kd
{
2j1p1+···+jdpd
∣∣(∂pf)(2Jξ)∣∣ d∏
l=1
2jl/α2−(1−ηl)jl/α2jlηlal
}
< +∞. (A.13)
27
Let p = (p1, . . . , pd) ∈ {0, 1, 2, . . . , p∗}d, J = (j1, . . . , jd) ∈ Zd(η) and ξ = (ξ1, . . . , ξd) ∈ Kd be arbitrary. Observe
that, we know from the definition of Zd(η) (see (2.29) and (2.30)) that J has at least one positive coordinate, let us
say jr. Therefore, using (A.11), one gets that
∣∣∣∣2Jξ∣∣∣∣ ≥ ∣∣2jrξr∣∣ ≥ 2π/3. Then, it follows from (1.6) that
∣∣∂pf(2Jξ)∣∣ ≤ c4 d∏
l=1
(
1 + 2jl |ξl|
)−al− 1α−pl , (A.14)
where c4 denotes the constant c in (1.6) which does not depend on p, J , and ξ. We now provide a convenient upper
bound for the right hand side in (A.14). To this end, we notice that {1, . . . , d} = L+ ∪ L−, where the disjoint sets
L+ and L− are defined by L+ = {l ∈ {1, . . . , d} : ηl = 1} and L− = {l ∈ {1, . . . , d} : ηl = 0}. Then, using (A.11)
and the fact that −jl ≥ 0 when l ∈ L−, one obtains that
∏
l∈L+
(
1 + 2jl |ξl|
)−al− 1α−pl ≤ ∏
l∈L+
2−jl(al+
1
α+pl) ≤ 2−(j1p1+···+jdpd)
d∏
l=1
2−jlηl(al+
1
α ). (A.15)
On the other hand, one clearly has that ∏
l∈L−
(
1 + 2jl |ξl|
)−al− 1α−pl ≤ 1, (A.16)
with the convention that
∏
l∈L−
· · · = 1, when L− is the empty set. Next, combining (A.15) and (A.16), it follows
that:
d∏
l=1
(
1 + 2jl |ξl|
)−al− 1α−pl ≤ 2−(j1p1+···+jdpd) d∏
l=1
2−ηljl/α 2−jlηlal = 2−(j1p1+···+jdpd)
d∏
l=1
2−jl/α 2(1−ηl)jl/α 2−jlηlal .
(A.17)
Finally (A.13) results from (A.14) and (A.17).
Proof of Lemma 2.9. One denotes by ⌊v⌋ the integer part of v, and one sets w(v) = v − ⌊v⌋. Then, using the
triangle inequality and the inequality |⌊v⌋| ≤ |v|+ 1, one obtains that
∑
k∈Z
√
log(3 + θ + |k|)
(2 + |v − k|)p∗ =
∑
k∈Z
√
log(3 + θ + |k + ⌊v⌋|)
(2 + |v − ⌊v⌋ − k|)p∗ ≤
∑
k∈Z
√
log(3 + θ + |k|+ 1 + |v|)
(2 + |w(v) − k|)p∗ . (A.18)
Next, let c be the constant defined as:
c := 2 sup
w∈[0,1]
{∑
k∈Z
√
log (4 + |k|)
(2 + |w − k|)p∗
}
. (A.19)
Observe that (1.4) and the inequality 2 + |w − k| ≥ 1 + |k|, for all (k, w) ∈ Z × [0, 1], imply that c is finite. Also,
observe that, it follows from (2.38), the fact that w(v) ∈ [0, 1], and (A.19) that
∑
k∈Z
√
log(3 + θ + |k|+ 1 + |v|)
(2 + |w(v) − k|)p∗ ≤ 2
∑
k∈Z
√
log(4 + |k|)√log(3 + θ + |v|)
(2 + |w(v) − k|)p∗ ≤ c
√
log(3 + θ + |v|). (A.20)
Finally combining (A.18) and (A.20), one gets (2.40).
B Proofs of Lemma 2.5 and Proposition 2.2
Proof of Lemma 2.5. Assume that the real numbers a′ ∈ (0, 1), α ∈ (0, 2], and δ > 0 are arbitrary and fixed. Also
assume that the positive integer d and r ∈ {1, . . . , d} are arbitrary and fixed. Then, for any fixed r′ ∈ {1, . . . , d},
let Γr′ be the set defined as
Γr′ :=
{
J = (j1, . . . , jd) ∈ Zd+ : jr′ = min{j1, . . . , jd}
}
,
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and let Sr,r′ be the positive quantity defined as
Sr,r′ =
∑
J∈Γr′
2−jr(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/α d∏
l=1
2−jl/α
√
log (3 + jl)(1 + jl)
1/α+δ.
The fact that Zd+ =
⋃d
r′=1 Γr′ implies that
∑
J∈Zd+
2−jr(1−a
′)
(
2−j1 + · · ·+ 2−jd)−d/α d∏
l=1
2−jl/α
√
log (3 + jl)(1 + jl)
1/α+δ ≤
d∑
r′=1
Sr,r′ .
On the other hand, standard computations, relying on the definitions of Γr′ and Sr,r′, allow to obtain, for each
r′ ∈ {1, . . . , d}, that
Sr,r′ ≤
+∞∑
n=0
2−n(1+1/α−a
′−d/α)
√
log (3 + n)(1 + n)1/α+δ
( +∞∑
m=n
2−m/α
√
log (3 +m)(1 +m)1/α+δ
)d−1
.
Thus, in order to derive (2.25), it is enough to show that
+∞∑
n=0
2−n(1+1/α−a
′−d/α)
√
log (3 + n)(1 + n)1/α+δ
( +∞∑
m=n
2−m/α
√
log (3 +m)(1 +m)1/α+δ
)d−1
< +∞.
This can easily be obtained by making use of the inequality
+∞∑
m=n
2−m/α
√
log (3 +m)(1 +m)1/α+δ ≤ c2−n/α
√
log (3 + n)(1 + n)1/α+δ, (B.1)
which holds for any non-negative integer n and for some finite constant c only depending on α and δ. The proof of
(B.1) has been omitted since it is not difficult.
The proof of Proposition 2.2 is devided into the following two steps which will be obtained separately.
Step 1. We show that, for every fixed t ∈ Rd, there exists F˜ (t, ·) in Lα(Rd) such that, for any increasing sequence
(Dn)n∈N of finite subsets of Zd × Zd which satisfies
⋃
n∈NDn = Zd × Zd, one has
lim
n→+∞
∆α
 ∑
(J,K)∈Dn
(
Ψα,J(2
J t−K)−Ψα,J(−K)
)
ψ̂α,J,K(·), F˜ (t, ·)
 = 0. (B.2)
Step 2. We show that, for all t ∈ Rd and almost all ξ ∈ Rd, F (t, ξ) = F˜ (t, ξ).
Proof of Proposition 2.2 (Step 1). In view of Lemma 2.4 and (2.31), it is enough to show that, for all fixed t ∈ Rd
and η ∈ Υ, one has ∑
(J,K)∈Zd
(η)
×Zd
∆α
((
Ψα,J(2
J t−K)−Ψα,J(−K)
)
ψ̂α,J,K(·), 0
)
< +∞. (B.3)
We will study the following 4 cases:
α ∈ (0, 1) and η = 0, α ∈ [1, 2] and η = 0, α ∈ (0, 1) and η 6= 0, α ∈ [1, 2] and η 6= 0.
Case 1: α ∈ (0, 1) and η = 0. Notice that, in this case, one has J ∈ Zd(0), so it can be rewritten as J = −J ′,
where J ′ belongs to Zd+. In the sequel J
′ is denoted by J . Then (2.13), (2.14) and the change of variable η = 2−Jξ
imply that, for all K ∈ Zd, one has
∆α
((
Ψα,−J(2
−J t−K)−Ψα,−J(−K)
)
ψ̂α,−J,K(·), 0
)
= c1
∣∣Ψα,−J(2−J t−K)−Ψα,−J(−K)∣∣α , (B.4)
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where the constant c1 :=
(∫
R
|ψ̂1(η)|α dξ
)d
is finite. Next, let T := max1≤l≤d |tl|. Using the Mean Value Theorem
and the triangle inequality, we get that,
∣∣Ψα,−J(2−J t−K)−Ψα,−J(−K)∣∣ ≤ T d∑
r=1
2−jr sup
s∈[−T,T ]d
∣∣∣∣∂Ψα,−J∂xr (2−Js−K)
∣∣∣∣, (B.5)
Moreover, combining (2.33) with the inequality,
1 + T +
∣∣2−jlsl − kl∣∣ ≥ 1 + |kl| , for all l ∈ {1, . . . , d} and sl ∈ [−T, T ],
we obtain, for every r ∈ {1, . . . , d}, that
2−jr sup
s∈[−T,T ]d
∣∣∣∣∂Ψα,−J∂xr (2−Js−K)
∣∣∣∣ ≤ c2 2−jr(1−a′)
(
2−j1 + · · ·+ 2−jd)−d/α∏dl=1 2−jl/α∏d
l=1
(
1 + |kl|
)p∗ , (B.6)
where c2 is a constant not depending on (J,K). On the other hand (1.4) implies that
∑
K∈Zd
d∏
l=1
(
1 + |kl|
)−αp∗
< +∞. (B.7)
Finally, using (B.4) to (B.7), and the same arguments as in the proof of (2.25), we get (B.3).
Case 2: α ∈ [1, 2] and η = 0. The proof follows the same lines as in the case 1, except that one has to use (2.12)
instead of (2.13).
Case 3: α ∈ (0, 1) and η 6= 0. It follows from (2.13), the triangle inequality, and the sub-additivity on [0,+∞)
of the function z 7→ zα, that, for all (J,K) ∈ Zd(η) × Zd, one has
∆α
((
Ψα,J(2
J t−K)−Ψα,J(−K)
)
ψ̂α,J,K(·), 0
)
= c1
∣∣Ψα,J(2J t−K)−Ψα,J(−K)∣∣α
≤ c1
∣∣Ψα,J(2J t−K)∣∣α + |Ψα,J(−K)|α
≤ c3
d∏
l=1
2(1−ηl)jl2−jlηlalα
(
1(
2 + |2jltl − kl|
)αp∗ + 1(
2 + |kl|
)αp∗
)
.
Notice that c3 is a constant not depending on (J,K). Also notice that the last inequality is obtained by using (2.34)
in the case where T = 1. Next, this inequality, (2.29), (2.30), and (1.4) yield that∑
(J,K)∈Zd
(η)
×Zd
∆α
((
Ψα,J(2
J t−K)−Ψα,J(−K)
)
ψ̂α,J,K(·), 0
)
≤ c3
∑
J∈Zd
(η)
d∏
l=1
2(1−ηl)jl2−jlηlalα
(∑
kl∈Z
1(
2 + |2jltl − kl|
)αp∗ + ∑
kl∈Z
1(
2 + |kl|
)αp∗
)
= c3
∑
J∈Zd
(η)
d∏
l=1
2(1−ηl)jl2−jlηlalα
(∑
kl∈Z
1(
2 + |2jltl − ⌊2jltl⌋ − kl|
)αp∗ + ∑
kl∈Z
1(
2 + |kl|
)αp∗
)
≤ 2dc3
d∏
l=1

 ∑
jl∈Zηl
2(1−ηl)jl2−jlηlalα
(∑
kl∈Z
1(
1 + |kl|
)αp∗
) < +∞,
which show that (B.3) holds.
Case 4: α ∈ [1, 2] and η 6= 0. The proof follows the same lines as in the case 3, except that one has to use (2.12)
instead of (2.13).
Proof of of Proposition 2.2 (Step 2). For any fixed m ∈ N, we denote by Θm the closed subset of Rd defined as
Θm :=
{
ξ = (ξ1, . . . , ξd) ∈ Rd : min
{|ξ1|, . . . , |ξd|} ≥ 2−m+1π/3}. (B.8)
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In view of (2.20) and Definition 1.1, it can easily be seen that, for any fixed t ∈ Rd, the function F (t, ·)1Θm(·) :
ξ 7→ F (t, ξ)1Θm(ξ) belongs to the Hilbert space L2
(
Rd
)
. Therefore, using the fact that {ψJ,K : (J,K) ∈ Zd × Zd}
is an orthonormal basis of this space, similarly to (2.5), one gets that
lim
n→+∞
∫
Rd
∣∣∣∣F (t, ξ)1Θm(ξ)− ∑
(J,K)∈Dn
wJ,K(t)ψ̂J,K(ξ)
∣∣∣∣2 dξ = 0, (B.9)
where
wJ,K(t) :=
∫
Rd
F (t, ξ)1Θm(ξ) dξ =
∫
Θm
(
eit·ξ − 1) f(ξ)ψ̂J,K(ξ) dξ, (B.10)
and (Dn)n∈N is an arbitrary increasing sequence of finite subsets of Zd × Zd such that
⋃
n∈NDn = Zd × Zd. Next,
we denote by Cm the compact subset of Θm defined as
Cm :=
{
ξ = (ξ1, . . . , ξd) ∈ Rd : 2m+3π/3 ≥ max
{|ξ1|, . . . , |ξd|} ≥ min {|ξ1|, . . . , |ξd|} ≥ 2−m+3π/3}. (B.11)
Let us show that, for all (J,K) ∈ Zd × Zd and ξ ∈ Cm, one has
wJ,K(t)ψ̂J,K(ξ) =
(
ΨJ(2
J t−K)−ΨJ(−K)
)
ψ̂J,K(ξ), (B.12)
where the function ΨJ is as in (2.7). To this end, we will study the following two cases: min{j1, . . . , jd} < −m and
min{j1, . . . , jd} ≥ −m, where the integers j1, . . . , jd are the coordinates of J , that is J = (j1, . . . , jd). In the first case
min{j1, . . . , jd} < −m, using (2.4) and (B.11), one gets that ψ̂J,K(ξ) = 0, for each ξ ∈ Cm; therefore (B.12) holds.
In the second case min{j1, . . . , jd} ≥ −m, it follows from (2.4) and (B.8) that supp ψ̂J,K ⊂ Θm. Thus, (B.10), (2.3),
the change of variable (η1, . . . , ηd) = (2
−j1ξ1, . . . , 2
−jdξd), and (2.7) imply that wJ,K(t) = ΨJ(2
J t−K)−ΨJ(−K).
Therefore (B.12) is satisfied.
Next, using (B.12), (2.19), (B.9), and the inclusion Cm ⊂ Θm one gets that
lim
n→+∞
∫
Cm
∣∣∣∣F (t, ξ)− ∑
(J,K)∈Dn
(
Ψα,J
(
2Jt−K)−Ψα,J (−K)) ψ̂α,J,K(ξ)∣∣∣∣2 dξ = 0.
Then the Hölder inequality, combined with the fact that Cm has a finite Lebesgue measure, implies that
lim
n→+∞
∫
Cm
∣∣∣F (t, ξ)− ∑
(J,K)∈Dn
(
Ψα,J
(
2Jt−K)−Ψα,J (−K)) ψ̂α,J,K(ξ)∣∣∣α dξ = 0. (B.13)
On the other hand, (B.2) entails that,
lim
n→+∞
∫
Cm
∣∣∣∣∣∣F˜ (t, ξ)−
∑
(J,K)∈Dn
(
Ψα,J(2
J t−K)−Ψα,J(−K)
)
ψ̂α,J,K(ξ)
∣∣∣∣∣∣
α
dξ = 0. (B.14)
Finally, it follows from (B.13), and (B.14) that, for all m ∈ N and for almost all ξ ∈ Cm, one has F˜ (t, ξ) = F (t, ξ);
this amounts to saying that F˜ (t, ξ) = F (t, ξ), for almost all ξ ∈ Rd, since ⋃m∈N Cm = (R \ {0})d.
C Proof of Lemma 2.7
In order to show that Lemma 2.7 holds, we need two preliminary results. The following proposition provides, when
α ∈ (0, 2), a LePage series representation of the complex-valued α-stable process{∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ) : (J,K) ∈ Zd × Zd
}
.
Its proof has been omitted since it is rather similar to that of Theorem 4.2 in [14].
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Proposition C.1. We assume that the stability parameter α belongs to the open interval (0, 2), and we set
a(α) :=
(∫ +∞
0
x−α sin(x) dx
)−1/α
. (C.1)
Let {κm : m ∈ N}, {Γm : m ∈ N}, and {gm : m ∈ N} be three arbitrary mutually independent sequences of random
variables, defined on the same probability space (Ω,G,P), having the following properties.
• The κm’s, m ∈ N, are Rd-valued, independent, identically distributed and absolutely continuous, with a prob-
ability density function, denoted by φ, such that the measure φ(ξ)dξ is equivalent to the Lebesgue measure dξ
on Rd.
• The Γm’s, m ∈ N, are Poisson arrival times with unit rate; that is, for all m ∈ N∗, one has
Γm =
m∑
n=1
νn, (C.2)
where (νn)n∈N denotes a sequence of independent exponential random variables with the same parameter equal
to 1.
• The gm’s, m ∈ N, are complex-valued, independent, identically distributed, rotationally invariant8 and satisfy
E[|Re(gm)|α] = 1.
On the other hand, for every fixed (J,K) ∈ Zd × Zd, let ψ̂α,J,K be the function defined in (2.4).
Then, the random series of complex numbers
+∞∑
m=1
gmΓ
−1/α
m φ(κ
m)−1/αψ̂α,J,K(κm)
is almost surely convergent. Moreover, the stochastic processes{
a(α)
+∞∑
m=1
gmΓ
−1/α
m φ(κ
m)−1/αψ̂α,J,K(κm) : (J,K) ∈ Zd × Zd
}
and
{∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ) : (J,K) ∈ Zd×Zd
}
have the same distribution. These two processes are identified throughout our article.
Lemma C.2. There exists a positive constant c such that for any sequence of complex-valued centered 9 Gaussian
random variables
{
GJ,K : (J,K) ∈ Zd × Zd
}
, defined on (Ω,G,P), one has
E
 sup(J,K)∈Zd×Zd
 |GJ,K |√
log
(
3 +
∑d
l=1
( |jl|+ |kl| ))

 ≤ c
√
sup
(J,K)∈Zd×Zd
E
[
|GJ,K |2
]
, (C.3)
where the jl’s and kl’s respectively denote the coordinates of J and K.
Proof. We set,
Σ(G) :=
√
sup
(J,K)∈Zd×Zd
E
[
|GJ,K |2
]
and, for all (J,K) ∈ Zd × Zd, bJ,K :=
√√√√log(3 + d∑
l=1
( |jl|+ |kl| )). (C.4)
Clearly the lemma holds when Σ(G) = 0, and also when Σ(G) = +∞. Thus, in the sequel, we assume that
0 < Σ(G) < +∞. Using the fact that the expectation of an arbitrary non-negative random variable Z can be
8That is, for all fixed m ∈ N and θ ∈ R, the random variables eiθgm and gm have the same distribution.
9That is satisfying E(GJ,K ) = 0, for all (J,K) ∈ Z
d × Zd.
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expressed as E[Z] =
∫ +∞
0
P(Z > x) dx, we get that
E
[
sup
(J,K)∈Zd×Zd
( |GJ,K |
Σ(G)bJ,K
)]
=
∫ +∞
0
P
(
sup
(J,K)∈Zd×Zd
( |GJ,K |
Σ(G)bJ,K
)
> x
)
dx
≤ 2d+1 +
∫ +∞
2d+1
P
(
sup
(J,K)∈Zd×Zd
( |GJ,K |
Σ(G)bJ,K
)
> x
)
dx
≤ 2d+1 +
∑
(J,K)∈Zd×Zd
∫ +∞
2d+1
P
( |GJ,K |
Σ(G)bJ,K
> x
)
dx, (C.5)
where the last inequality follows from the equality{
ω ∈ Ω : sup
(J,K)∈Zd×Zd
( |GJ,K(ω)|
Σ(G)bJ,K
)
> x
}
=
⋃
(J,K)∈Zd×Zd
{
ω ∈ Ω : |GJ,K(ω)|
Σ(G)bJ,K
> x
}
.
Next, denoting by Re(GJ,K) and Im(GJ,K) the real and the imaginary parts of GJ,K , then, in view of the equality
|GJ,K | =
√
|Re(GJ,K)|2 + |Im(GJ,K)|2, for all x ≥ 2d+1, one has
P
( |GJ,K |
Σ(G)bJ,K
> x
)
≤ P
( |Re(GJ,K)|
Σ(G)bJ,K
> 2−1/2x
)
+ P
( |Im(GJ,K)|
Σ(G)bJ,K
> 2−1/2x
)
. (C.6)
Now, we are going to show that
P
( |Re(GJ,K)|
Σ(G)bJ,K
> 2−1/2x
)
≤ exp (−2−2 b2J,K x2) ; (C.7)
similarly, it can be shown that
P
( |Im(GJ,K)|
Σ(G)bJ,K
> 2−1/2x
)
≤ exp (−2−2 b2J,K x2) . (C.8)
We set
σ(GJ,K) :=
√
E
[
|Re(GJ,K)|2
]
;
observe that, in view of the first equality in (C.4), one has
Σ(G) ≥ σ(GJ,K). (C.9)
It is clear that (C.7) holds when σ(GJ,K) = 0, since Re(GJ,K) is then vanishing almost surely. So, in the sequel
we assume that σ(GJ,K) > 0. Hence Re(GJ,K)/σ(GJ,K) is a well-defined real-valued standard Gaussian random
variable. Therefore, using (C.9) and the fact that 2−1/2bJ,Kx ≥ 2d
√
2 log 3 ≥ 1, we get that
P
( |Re(GJ,K)|
Σ(G)bJ,K
> 2−1/2x
)
≤ P
( |Re(GJ,K)|
σ(GJ,K)bJ,K
> 2−1/2x
)
≤
∫ +∞
2−1/2bJ,Kx
e−y
2/2 dy ≤
∫ +∞
2−1/2bJ,Kx
ye−y
2/2 dy = exp
(−2−2 b2J,K x2) ,
which shows that (C.7) holds.
Next putting together (C.6), (C.7), (C.8) and the inequalities 2−2 b2J,K x ≥ 2d−1 log 3 ≥ 1, we obtain that∫ +∞
2d+1
P
( |GJ,K |
Σ(G)bJ,K
> x
)
dx ≤ 2
∫ +∞
2d+1
2−2 b2J,K x exp
(−2−2 b2J,K x2) dx = exp (−22d b2J,K) . (C.10)
Finally, in view of (C.4), (C.5) and (C.10), it turns out that in order to obtain (C.3) it is enough to show that
∑
(J,K)∈Zd×Zd
(
3 +
d∑
l=1
( |jl|+ |kl| ))−4d < +∞.
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This can be shown by noticing that 4d ≥ 4d and that(
3 +
d∑
l=1
( |jl|+ |kl| ))−4d ≤ (3 + d∑
l=1
( |jl|+ |kl| ))−4d
=
d∏
m=1
(
3 +
d∑
l=1
( |jl|+ |kl| ))−4
≤
d∏
m=1
(
3 +
( |jm|+ |km| ))−4 ≤ d∏
m=1
(
3 + |jm|
)−2(
3 + |km|
)−2
.
We are now in the position to prove Lemma 2.7.
Proof of Lemma 2.7. First we recall that the third result provided by Lemma 2.7 (in other words the inequality
(2.37) which holds in the Gaussian case α = 2) is rather classical. We will skip its proof; it can be found in e.g. [4].
In all the sequel, we assume that α ∈ (0, 2). Notice that, in view of (2.17), for all (J,K) ∈ Zd ×Zd, one clearly has
|εα,J,K | ≤
∣∣∣ ∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ)
∣∣∣. (C.11)
Thus, in order to get (2.35) and (2.36), it is enough to show that these two inequalities are satisfied when εα,J,K
in them is replaced by
∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ). The advantage of this strategy is that we know from Proposition C.1
that, for each (J,K) ∈ Zd × Zd,∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ) = a(α)
+∞∑
m=1
gmΓ
−1/α
m φ(κ
m)−1/αψ̂α,J,K(κm); (C.12)
moreover, we can and will assume that the gm’s, m ∈ N, are complex-valued centered Gaussian random variables,
and that the function φ is such that for all ξ = (ξ1, . . . , ξd) ∈
(
R \ {0})d, one has
φ(ξ) :=
( ǫ
4
)d d∏
l=1
|ξl|−1 (1 + |log |ξl||)−1−ǫ ,
where ǫ is an arbitrary fixed positive real number. Therefore, using (2.14) and (2.15), we obtain, for every m ∈ N
and (J,K) ∈ Zd × Zd, that
∣∣∣φ(κm)−1/αψ̂α,J,K(κm)∣∣∣ ≤ ( ǫ
4
)−d/α d∏
l=1
∣∣2−jlκml ∣∣1/α (1 + |jl|+ ∣∣log ∣∣2−jlκml ∣∣∣∣)(1+ǫ)/α ∣∣∣ψ̂1(2−jlκml )∣∣∣
≤ c1
d∏
l=1
(1 + |jl|)(1+ǫ)/α , (C.13)
where c1 is a deterministic constant not depending on (J,K) and m. On the other hand, in view of the Gaussianity
assumption on the gm’s, m ∈ N, it can be derived from the Borel-Cantelli Lemma that, almost surely, for all m ∈ N,
one has
|gm| ≤ C2
√
log (3 +m), (C.14)
where C2 is a finite random variable not depending on (J,K) and m. Also, observe that, in view of (C.2), it results
from the strong law of large number, that almost surely, for any m ∈ N, the Poisson arrival time Γm satisfies
C3m ≤ Γm ≤ C4m, (C.15)
where C3 and C4 are two positive finite random variables not depending on (J,K) and m. Next, we suppose for a
while that α ∈ (0, 1), then the random variable
C5 := a(α)c1C2C
−1/α
3
+∞∑
m=1
m−1/α
√
log (3 +m)
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is almost surely finite; moreover, it follows from the triangle inequality and from (C.12) to (C.15) that, almost
surely, for all (J,K) ∈ Zd × Zd, one has
∣∣∣ ∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ)
∣∣∣ ≤ a(α) +∞∑
m=1
|gm|Γ−1/αm φ(κm)−1/α
∣∣∣ψ̂α,J,K(κm)∣∣∣ ≤ C5 d∏
l=1
(1 + |jl|)(1+ǫ)/α .
These inequalities combined with (C.11) show that (2.35) holds.
From now on, we assume that α ∈ [1, 2) and our goal is to derive (2.36); notice that the previous strategy has to
be modified since C5 is no longer finite. Let FΓ,κ be the sub σ−field of G generated by the two sequences of random
variables {Γm : m ∈ N} and {κm : m ∈ N}. We denote by EΓ,κ[ · ] the conditional expectation operator with respect
to FΓ,κ; recall that E( · ) denotes the classical expectation operator. We know from (C.12) that conditionally to
FΓ,κ, for any arbitrary (J,K) ∈ Zd × Zd, the random variable
GJ,K :=
( d∏
l=1
(1 + |jl|)−(1+ǫ)/α
)∫
Rd
ψ̂α,J,K(ξ) dM˜α(ξ) (C.16)
has a centered Gaussian distribution over C. Then, assuming that c6 denotes the constant c in (C.3), one can derive
from Lemma C.2 that the following inequality holds almost surely:
EΓ,κ
 sup
(J,K)∈Zd×Zd
(
|GJ,K |√
log
(
3 +
∑d
l=1
( |jl|+ |kl| ))
) ≤ c6
√
sup
(J,K)∈Zd×Zd
EΓ,κ
[
|GJ,K |2
]
. (C.17)
Next, using the fact that E( · ) = E(EΓ,κ[ · ]), Cauchy-Schwarz inequality, and (C.17), one obtains that
E

√√√√√√ sup(J,K)∈Zd×Zd
(
|GJ,K |√
log
(
3 +
∑d
l=1 |jl|+ |kl|
)
) = E
EΓ,κ

√√√√√√ sup(J,K)∈Zd×Zd
(
|GJ,K |√
log
(
3 +
∑d
l=1 |jl|+ |kl|
)
)

≤ E

√√√√√√EΓ,κ
[
sup
(J,K)∈Zd×Zd
(
|GJ,K |√
log
(
3 +
∑d
l=1 |jl|+ |kl|
)
)] ≤ √c6 E
((
sup
(J,K)∈Zd×Zd
EΓ,κ
[
|GJ,K |2
])1/4)
.
(C.18)
On the other hand, (C.12) and (C.16) imply that, one has, almost surely, for any arbitrary (J,K) ∈ Zd × Zd,
EΓ,κ
[
|GJ,K |2
]
= c7
( d∏
l=1
(1 + |jl|)−2(1+ǫ)/α
) +∞∑
m=1
Γ−2/αm φ(κ
m)−2/α
∣∣∣ψ̂α,J,K(κm)∣∣∣2 ,
where the deterministic constant c7 := a(α)
2
E
(|g1|2) does not depend on (J,K). Then, using (C.13), one gets,
almost surely, that
sup
(J,K)∈Zd×Zd
EΓ,κ
[
|GJ,K |2
]
≤ c8
+∞∑
m=1
Γ−2/αm , (C.19)
where the deterministic constant c8 := c
2
1c7. Finally, in view of (C.11), (C.16), (C.18) and (C.19), it turns out that
(2.36) can be obtained by showing that
E
(( +∞∑
m=1
Γ−2/αm
)1/4)
< +∞. (C.20)
We know from Remark 4 on page 29 in [21], that the positive random variable
∑+∞
m=1 Γ
−2/α
m has a stable distribution
with a stability parameter equal to α/2. Thus combining the fact that α/2 > 1/4 with the Property 1.2.16 on page
18 in [21], one gets (C.20).
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