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Introduction
In this paper we study the local geometry of cost and potential functions in optimal transportation, and prove the W 2,p estimates for potential functions, that is for generalized solutions u to the Monge-Ampère type equations of the form
where Ω is a bounded domain in the Euclidean space R n , A is a matrix function given by (1.2) A(x, Du) = D 2 x c(x, T u ), c(·, ·) is the transport cost function on R n × R n , T u is the optimal mapping, which is uniquely determined by
and the function f is determined by the initial and target densities.
When c(x, y) = x · y (or equivalently c(x, y) = |x − y| 2 , with u replaced by u − |x| 2 ), then A ≡ 0 and (1.1) is the standard Monge-Ampère equation. In this case, the regularity has been studied by many researchers [28] , and in particular the fundamental W 2,p estimate was proved by Caffarelli [4] , following his discovery in [2] of the corresponding estimate for uniformly elliptic equations. For general cost functions other than the quadratic one, Caffarelli [6] proposed to investigate the local geometry of potentials, which is essential for the study of the regularity of the potentials. As pointed out by Villani [32] , the regularity of optimal transportation with general costs was a main open problem in the area ( [32] , §4.3 Open problems).
Recently it has been found that the regularity of optimal mappings relies on a sharp analytical condition of the cost function [24, 30, 23] . In this paper we introduce a proper normalization and prove that in the process of the normalization, cost functions satisfying the condition in [24] converge to the quadratic cost c(x, y) = x · y and the corresponding potential functions converge to the quadratic function u(x) = |x| 2 .
As applications, we prove interior W 2,p estimates and sharp C 1,α estimates for potentials for general cost functions.
The relevant optimal transportation problem can be briefly stated as follows. Let Ω and Ω * be two bounded domains in R n , and ρ, ρ * be two probability densities supported in Ω and Ω * , respectively. Let c ∈ C ∞ (R n × R n ) be a transport cost function.
The optimal transportation problem is to find a measure preserving mapping which maximizes (or minimizes) the cost functional, The existence and uniqueness of optimal mappings was proved by various authors including Brenier, Caffarelli, and Gangbo-McCann [1, 5, 13] , under appropriate conditions on the cost function. Their proof applies to cost functions satisfying [19, 24] :
(A1) For any x, p ∈ R n , there is a unique y ∈ R n such that D x c(x, y) = p; and for any y, q ∈ R n , there is a unique x ∈ R n such that D y c(x, y) = q.
(A2) For any (x, y) ∈ R n × R n , det{c i,j (x, y)} = 0, where c i,j = ∂ 2 c(x,y) ∂x i ∂y j .
Under these two conditions, the optimal mapping T = T u is uniquely determined by Kantorovich's potential function u through (1.3). If u ∈ C 2 (Ω), one differentiates [24] .
The remaining key theoretical issue is thus the regularity of optimal mappings. When the cost function c(x, y) = x · y, equation (1.1) becomes the standard MongeAmpère equation (1.5) det [D 2 u] = f, which has been extensively studied [28] , in particular the interior C 2,α and W
2,p
estimates have been obtained by Caffarelli [4] . The regularity of optimal mappings with non-quadratic cost functions has been a focus of attention in the area in recent years [6, 32] , as non-quadratic costs arise frequently in applications. By formula (1.3) and conditions (A1)-(A2), it suffices to study the regularity of the potential function u. Inspired by the work [35] , the first breakthrough was made in [24] , where the C 3 regularity of u was proved if f > 0, ∈ C 2 , Ω * is c * -convex with respect to Ω, and the cost function c satisfies the following structure condition:
(A3) ∃ a constant c 0 > 0 such that ∀ x ∈ Ω, y ∈ Ω * , and ξ, η ∈ R n with ξ ⊥ η, where the subscripts of c before the comma mean derivatives in x, after the comma mean derivatives in y, and c i,j is the inverse of the matrix c i,j .
Corresponding global regularity was subsequently proved in [30] , under the weaker condition c 0 ≥ 0 (called A3w). The c * -convexity of Ω * is necessary [24] . Surprisingly the conditions (A3) and (A3w) are also sharp. Loeper [23] showed that if there exist x ∈ Ω, y ∈ Ω * , and vectors ξ, η ∈ R n with ξ ⊥ η such that the left hand side of (1.6) is negative, then there exists f > 0, ∈ C ∞ such that the potential function u is not C 1 smooth.
To obtain more precise regularity, such as the C 2,α and W 2,p estimates, for the optimal transportation, under weaker data assumptions, one needs a better understanding of the local geometry of potential functions, and the local geometry of cost functions satisfying (A3). The structure condition (A3) can be expressed in the equivalent form [24] ,
A ij (x, p)ξ i ξ j η k η l ≥ c 0 |ξ| 2 |η| 2 , ∀ ξ, η ∈ R n with ξ⊥η, where A = (A ij ) is the matrix in (1.2). From (1.7), Loeper [23] observed a convexity type property of cost functions satisfying (A3) and proved the C 1,α regularity of potentials when f ∈ L p (Ω) with p > n. Based on Loeper's observation, we proved in [29] the strict c-convexity of potential functions, and proved in [20] the convexity of level sets, the C 1,α regularity when f ∈ L p (Ω) with p > n+1 2
, and the sharp C 1,
In particular we mention an alternative approach to [29] , also from [23] , was found independently by Kim and McCann [18] . By a perturbation argument [37] and the local analysis in [20] , the interior C 2 and C 2,α estimates were proved in [22] , assuming respectively the Dini and Hölder continuity of f . Recently, the W 2,1+ε loc estimate for strictly c-convex potentials with the cost c satisfying (A3w) and the function f satisfying C −1 < f < C has been established [8] extending the corresponding estimate for strictly convex solutions of (1.5) [9, 10, 26] . See also [18, 12, 34] for related works on local geometry of transport costs and potentials, and [27, 31, 32, 33] for more on optimal transportation.
To prove the W 2,p estimate for the potential functions, in this paper we make a more detailed study of local geometry of potential functions and cost functions. Let us first introduce the following normalization, for details see §2. For any point x 0 ∈ Ω, replace u by u − u(
u(x) < h} the sub-level set of u, and make the coordinate transform x → D y c(x, y 0 ) such that S 0 h,u (x 0 ) is convex [20] , where y 0 = T u (x 0 ). Choose proper coordinate axes such that [17] and §2. Then we can normalize S 
n ) is a matrix, such that E becomes the unit ball. We also make the linear transform y = G * h y for the variable y, where G *
Then as h → 0, we have the following asymptotic behaviour for the cost and potential functions.
Theorem 1.1. Assume the cost function c satisfies (A1)-(A3), f > 0 and is continuous, and Ω * is c * -convex with respect to Ω. Let u be a generalized solution to (1.1).
Then under the above normalization, we have, as h → 0,
We remark that if f is not continuous but C 1 ≤ f ≤ C 2 for positive constants C 1 , C 2 , then (1.8) is still true but (1.9) is not in general. We have instead a weaker result, namelyū h converges to a strictly convex function defined in R n of polynomial growth. We also note that the cost function in normalization satisfies (A1), (A2) in a locally uniform way, and satisfies a weak form of (A3). From Theorem 1.1 we also obtain a covering property of the sub-level sets. Combining the above results and Caffarelli's techniques [2] , we are able to prove the following W 2,p estimate.
Assume the cost function c satisfies (A1)-(A3), f is continuous,
and Ω * is c * -convex with respect to Ω. Let u be a generalized solution
Ω Ω, and we have the estimate
where C depends on n, p, C 1 , C 2 , Ω, Ω , Ω * , and the modulus of continuity of f .
Here we say u is a generalized solution to (1.1) if it is a potential function to the optimal transportation problem (1.4) [24] . From our argument, the c * -convexity of Ω * in Theorems 1.1 and 1.2 can be replaced by the assumption that u is strictly c-convex and is C 1 smooth. When Ω * is c * -convex, the strict c-convexity and C 1 regularity of u was proved in [29] . Also by an example in [36] , the continuity of f is necessary for the W 2,p -estimate for all p ≥ 1. Therefore conditions in Theorem 1.2 are sharp.
We also prove the following C 1,α regularity result. Theorem 1.3. Suppose the cost function c satisfies (A1)-(A3) and Ω * is c * -convex with respect to Ω. Then there exists a constant ε > 0 such that if
and ∀ Ω Ω, we have the estimate
where the constants C and C 1 depend on ε, n, Ω, Ω * , and dist(Ω , ∂Ω); and C also depends on α. Both C and C 1 are uniformly bounded for ε > 0 small.
Note that in Theorem 1.3 we don't assume the continuity of f and we have the linear relation α ≥ 1 − C 1 ε. Theorem 1.3 is a special case of Corollary 5.1 below. We remark that our proof of Theorem 1.2 also implies a related result. That is, ∀ p < ∞, ∃ ε = ε(p) such that if f satisfies (1.11), then u ∈ W 2,p loc (Ω). See Theorem 7.1 below. The paper is organized as follows. In Section 2 we give some preliminary estimates and introduce the normalization used in Theorem 1.1. In Section 3 we prove (1.8) , showing that the cost function converges to the function x · y in the normalization process. In Section 4, we prove (1.9) , that is the potential function converges to a quadratic function in the normalization. We also derive a covering property of sublevel sets needed for the W 2,p estimate. In Section 5 we estimate the eccentricity of minimum ellipsoids of sub-level sets of potential functions and prove Theorem 1.3. In Section 6 we give a density estimate for the set in which the second derivatives satisfy an upper bound. The W 2,p estimate (Theorem 1.2) then follows from a polynomial decay estimate in Section 7.
Finally, in view of the asympotic limit of the cost function in Theorem 1.1 being degenerate with respect to the A3w condition, it is reasonable to consider the weakening of A3 to A3w in our hypotheses. For this we need to strengthen the condition on the target Ω * to a "uniform" c-convexity as used in [11] and we plan to treat this in a future work.
Preliminaries
Through this section we assume that the cost function c satisfies (A1)-(A3), the function f is measurable and bounded, and the domain Ω * is c-convex with respect
to Ω. For some estimates, the condition f ≥ C > 0 will also be specified.
2.1. Some terminologies. Let u be a continuous function in Ω. We say a function of the form ϕ = c(·, y 0 ) + a 0 is a c-support of u at x 0 ∈ Ω if u(x 0 ) = ϕ(x 0 ) and u(x) ≥ ϕ(x) for all x ∈ Ω. Here the prefix c in c-support stands for the cost function. When c(x, y) = x · y, a c-support coincides with the usual support function in the theory of convex bodies. We say u is c-convex if for any point x 0 ∈ Ω, there exists a c-support at x 0 in Ω.
Let u be a c-convex function. The c-normal mapping of u is a set-valued mapping T u : Ω → R n , which is given by the following: for any x 0 ∈ Ω, T u (x 0 ) is the set of points y 0 such that c(x, y 0 ) + a is a c-support of u at x 0 , where a = u(
By the c-normal mapping we introduce a measure µ = µ u,ρ * in Ω such that for any Borel set E ⊂ Ω,
where ρ * is the density of mass distribution in Ω * . It was proved that µ is a Radon measure if u is a potential function in optimal transportation [24] .
where f = |detD We say a curve ⊂ R n is a c-segment with respect to a point
is a line segment in R n ; and a set U is c-convex with respect to another set V if the image D y c(U, y) is convex for each y ∈ V .
Similarly we can define c * -segment, c * -support and c * -convexity by exchanging the variables x and y. The above notions were introduced in [24, 29] , but note that in this paper we consider c-convex functions rather than c-concave ones in [24, 29] .
2.2. Sub-level sets. From now on, we always assume that u is a strictly c-convex and C 1 smooth solution to (1.1).
For any given point x 0 ∈ Ω and any positive constant h > 0, denote
. Note that the c-support is unique under the above assumptions. For simplicity, we write sometimes S For a fixed x 0 ∈ Ω, we make the changes
where y 0 = T u (x 0 ) and v is the dual potential function ( [24] ). Then the cost function c satisfies
and the potential functions u, v satisfy
Here we list some properties which will be used below.
• The sub-level set S 
the sub-level set S 0 h,u (x 0 ) can be made convex [20] . We note that the second transform for y is not needed for the convexity of S 0 h but is needed in the normalization §2.4 below. Note that the c-convexity of sub-level sets was also invoked and used critically in [11] .
• We also have
This formula was also proved in [20] , see (2.2) and (2.11) there.
• It is well known that [17] for any convex set D ⊂ R n of positive volume, there is a unique ellipsoid E, called the minimum ellipsoid of D, which attains the minimum volume among all ellipsoids containing the set D and satisfies
x ∈ E} and z is the centre of E. We say D is normalized if E is a unit ball.
• By a rotation of the coordinates, we may assume that (2.10)
h . It was proved in [20, 22] that (2.11)
where the constant C depends only on n, the constant c 0 in (1.7), and the upper and lower bounds of f , but is independent of h. See also [11] for loosing the dependency of c 0 in (2.11).
• We have furthermore the estimate [20, Lemma 4] (2.12) hr 2 1 /r 2 n ≤ C for some constant C > 0 depending only on n, the cost function c and sup f, inf f . We point out that C actually depends on the constant c 0 in condition (A3).
The following lemma shows that the volume of the sub-level set S 0 h is comparable to that of the Euclidean ball of radius √ h.
where C 1 , C 2 > 0 depend only on n, inf Ω f, sup Ω f , and the cost function c.
Proof. Let E be the minimum ellipsoid of the sub-level set S 0 h , given in (2.10). By the relation (2.9), estimate (2.13) follows from (2.11).
Some preliminary estimates. For any domain
We have (see (1.6),(1.7)), (2.14)
which is uniformly bounded. We also denote
In the following two lemmas, r 0 is a fixed, small constant. But r 0 can be any fixed constant if the matrix A(x, Du) is small. In Section 3 below, we will show that for the normalized solutionū =ū h (see (2.19) below), A(x, Du) can be as small as we want, provided h is small.
Lemma 2.2. Let δ > ε > 0 be small constants, and v ∈ C 0 , w ∈ C 2 be two c-convex
where
and det M w > 0, then
where C depends also on the C 2 norm of w.
By (2.8), we have
when p is the gradient of w. Hence for any i, j and x ∈ B r 0 (0), we have
where I is the n × n unit matrix. It implies that w * is c-convex as the matrix
we have obviously
By the monotonicity lemma (Lemma 5.2 in [24]), we obtain
By the definition of w * ,
By (1.3) and the assumption (A2) we obtain
When r 0 is small, 2C r 0 < 1. The first inclusion is proved.
By considering the auxiliary function w * = w − ε + δ(r 2 0 − |x| 2 ), we can similarly
w * is c-convex when δ > 0 is small, depending on the C 2 -norm of w.
Note that the assumption w ∈ C 2 for (2.16) can be relaxed. The C 2 assumption is used only in the calculation of the matrix M w * .
Next we give a comparison principle, which shows that close data imply close solutions. 
Proof. By the comparison principle [24] , we have
From the proof of the previous lemma, and note that w is smooth, we have M w
where {M ij } is the co-factor matrix of M w. By the comparison principle again, we obtain v ≥ w * .
2.4.
Renormalization. The argument in this paper is built upon a normalization process which we introduce now. Let S 0 h = S 0 h,u (x 0 ) be a sub-level set of u, which is convex by the change (2.7). Let E be the minimum ellipsoid of S 0 h as in (2.10). First we make the changes (2.4) such that (2.5), (2.6) hold. By a translation of coordinates we also assume
together with the change of the cost function
Note that bothū =ū h andc =c h depend on h. We point out that the transforms
where |G h | denotes the determinant of the corresponding matrix, which is positive.
By direct computation,
which is uniformly bounded [20, Lemma 4] .
Convergence of the normalized cost function
In this section we show that the cost functionc is locally uniformly smooth and converges to the cost functionx ·ȳ as h → 0.
By making the linear transformŷ k = c k,l (0, 0)y l as in [29] , such that c x i ,ŷ j = c x i ,y k c k,j = δ ij , we may assume directly that c i,j (0, 0) = δ ij . Now we make the substitution (2.4) such that (2.5) and (2.6) hold. By a translation of coordinates we also assume x 0 = y 0 = 0 in (2.4). By the Taylor expansion we have
For simplicity we call a term x i 1 · · · x ia y j 1 · · · y j b (which is homogeneous of degree a in x and degree b in y) an (a, b)-term. By the substitution (2.4), the coefficients of (0, k), (k, 0)-terms are 0 for all k ≥ 0, as shown in (2.5).
As in (2.7) we make the coordinate transform
Hence in the (x,ỹ)-coordinates, the cost function c becomes
for (x,ỹ) near (0, 0). The summation above is for a, b ≥ 2 and 5 ≤ a + b ≤ N (it was pointed out above that R 0,b = R a,0 = 0, and we will show below that
where N ≥ 5 is an integer. When a + b = N , we also use the mean-value formula in the Taylor expansion. From (3.1) and (3.2),
The second formula in (3.5) follows from (2.8),
into (3.3) and using (3.1), it is also easy to check that in (3.4), all coefficients of the (1, k), (k, 1)-terms are 0 for k ≥ 2. Therefore, if R a,b (x,ỹ) is a nonzero remainder term, then either a ≥ 2 or b ≥ 2, and a + b ≥ 5.
Lemma 3.1. Letū,c andx,ȳ be the normalization as defined in §2.4 (which depend on h). Then as h → 0, the cost functionc sub-converges locally in C k for any k ≥ 0 to the polynomial
where a ij,kl are bounded constants.
Proof. The normalization (2.19)-(2.22) can be decomposed into two steps.
c(x,ỹ), and the dilation of the coordinates L: (x,ŷ) = h −1/2 (x,ỹ). In this step, the cost function (3.4) changes to
whereĉ ij,kl = hc ij,kl = hA ij,kl , and the factor h a+b 2 −1 arises in the dilation.
(ii),ū(x) =û(Q −1x ),c(x,ȳ) =ĉ(Q −1x , Qŷ), and the coordinates transformsx = Qx,ȳ = Q −1ŷ , where
n ). In this step, the cost function (3.7) becomes
here |Q h | denotes the determinant of the corresponding matrix.
As pointed in (2.25), the coefficients h r i r j r k r l A ij,kl are uniformly bounded. The remainder termsR a,b (x,ȳ) satisfy
Since c is smooth, the coefficients of R a,b are bounded. Therefore to show thatR a,b is bounded, it suffices to estimate the factor h
Indeed, by (2.12) we have
By the strict c-convexity of potential functions [29] , we have r 1 → 0 as h → 0. When a ≥ b, we have either
When b > a = 2, we go back to (3.11) . By the C 1,α regularity of potential functions [20, 23] , h ≤ Cr n . Hence by (2.12),
The claim is proved.
Therefore the coefficients in (3.9) are uniformly bounded, and |R a,b | → 0 locally uniformly. Hence the cost functionc converges locally uniformly to the function in (3.6).
To prove the local convergence in C k , we write the Taylor expansion as follows
where (x ,ȳ ) = t(x,ȳ) for some t ∈ [0, 1], and N > 1 is chosen sufficiently large. From the above proof, the first part I converges locally uniformly. As I is a polynomial, hence it converges smoothly to a polynomial.
Therefore we need only to show that the second part II converges locally in C k for any given k. It suffices to show that II = o(|x| k + |ȳ| k ). By the expression (3.9), II = a+b=NR a,b (x,ȳ). Hence we need only to show that
Noticing that h ≤ min(|x|, |ȳ|), similarly to (3.10), it suffices to show that
If a ≥ b, by (2.12) we have
Note that the strict c-convexity of the potential functions implies that r 1 ≤ h δ for some δ > 0. Hence
We have thus proved (3.14) . This completes the proof.
Lemma 3.1 is critical for the rest part of this paper. The above proof relies on the condition (A3), from which we have (2.12), the strict c-convexity, C 1,α regularity, and the boundedness of the coefficients h r i r j r k r l A ij,kl . In the proof we have also used the assumption that the cost function c ∈ C ∞ , so that we can choose N sufficiently large.
But for the proof of Theorems 1.2 and 1.3, it suffices to have the C 4 convergence in Theorem 1.1 (or in Lemma 3.1). For the C 4 convergence, from the above proof, we need to assume the cost function c ∈ C m for a very large m, which depends on the α in the C 1,α regularity.
Note that
Hence we have
For any given constant R > 0 and any point (x,ȳ) ∈ B R (0) × B R (0), by the strict c-convexity and C 1 regularity of potential functions [29] ,
where G h and G * h are given in (2.21) and (2.22) . Hence when h → 0, we have
locally uniformly. In particular the limit functionc 0 in (3.6) satisfies
Sincec 0 is a 4th order polynomial, it follows that
It also implies that the coefficientsĀ ij,kl = h r i r j r k r l A ij,kl given in (2.25) converge to zero uniformly. Therefore Lemma 3.1 can be strengthened to Theorem 3.1. Letū,c andx,ȳ be the normalization in §2. 4 . Then as h → 0, the cost functionc sub-converges in C 4 to the polynomial
By Theorem 3.1, conditions (A1) and (A2) are satisfied byc (=c h ), in a uniform way in h. But condition (A3), or (1.7), is degenerated to a weak version, namely 
A Bernstein theorem
In the previous section we proved the smooth convergence of the normalized cost function to the costc(x, y) = x · y, namely Theorem 3.1. In this section we consider the behavior of the potential functionū as h → 0.
4.1.
A local gradient estimate. In our rescaling argument we need an interior gradient estimate for the rescaled solutionū =ū h . First we prove that after normalization (2.19)-(2.22), the minimum point ofū stays away from the boundary ∂U , uniformly as h → 0. In the following we will writex as x for simplicity.
Lemma 4.1. There exist two small constants λ, δ 0 > 0, such that
By choosing a proper coordinate system we assume that x 0 = 0 andx is on the positive x n -axis. Denote d = |x 0 −x| and S = S 0 h,u ∩ {x n > −2d}. Because the normalization does not change the ratio
The boundary of S consists of two parts, one lies on the hyperplane {x n = −2d} and the other one is the remaining part of ∂S .
Let E be the minimum ellipsoid of the convex set S . Making a rotation of the coordinates x = Rx, we assume that E =
* is the centre of the ellipsoid. Then (4.3) implies that (4.4) r 1 · · · r n h n/2 → 0 as δ → 0. By (4.2) we also have r n ≤ Cd. Next we make a coordinate transform x = T x , where
such that E becomes the unit ball. Thenū satisfies (in the x -variables) 20] .
Note that the boundary ∂U has two parts, ∂U = Γ 1 ∪ Γ 2 , where
and R is the rotation introduced above. We make another rotation of coordinates x = R x such that Γ 1 is parallel to {x n = 0} and R (U ) lies on the upper side of Γ 1 . For simplicity we write x as x. After the rotation, we have the equation
with |a ij,kl | < C and g → 0 as δ → 0.
After the above coordinate changes we have U B 2 (0). In particular, after the rotation R we have Γ 1 = {x n = −c 1 } for some constant c 1 > 0. We claim that 1 n ≤ c 1 ≤ 4. Indeed, since S is contained in the slab {−2d < x n < d}, after the above linear coordinate changes,
Now we construct the auxiliary function
where ε > 0 is a relatively small constant. By direct calculation,
as a matrix. Hence if ε > 0 is sufficiently small, we have detM w ≥ (ε/2) n , where M w is the matrix on the left hand side of the above inequality.
Next we estimate w on the boundary ∂U . Recalling that U B 2 (0), hence on the part Γ 1 we have
That is, w < 0 ≤ū on Γ 1 .
Noting that |x| ≤ 2, |x n | ≤ c 1 , we have
Hence w < 1 =ū on Γ 2 .
Now we let λ = 1 2 ε and fix a small ε > 0 such that the above inequalities hold.
If δ is sufficiently small such that g < (ε/2) n , we find that w is a subsolution. So by the comparison principle we have w ≤ū. Hencē
But on the other hand, we haveū(0) = λ. The contradiction gives a positive lower bound for δ. Hence the lemma is proved. δ 0 . It follows that
for any x near the origin. Hence
where β is determined by θ 1+β = λ. This estimate was previously proved in [22] by a duality argument. • ∀ λ ∈ (0, 1), ∃ δ 0 > 0 such that (4.1) holds for all h > 0 small. From this statement we in turn obtain the following interior gradient estimate.
for all h > 0 small. Lemma 4.2 strengthens the gradient estimate in [20] , where an estimate was obtained in the set {x ∈ S 0 1,ū : dist(x, ∂S 0 1,ū ) > δ} for δ > 0. The estimate (4.10) was pointed out before Lemma 3.1 in [22] , with its proof based on estimates in [20] . It is nontrivial and so we include the details of the proof here. Note that the proof of Lemma 4.1 can be simplified if one uses Theorem 3.1, which implies that the coefficientsĀ ij,kl = h r i r j r k r l A ij,kl given in (2.25) converge to zero uniformly. However the gradient estimate (4.10) was also used in [22] so we present our original proof which is independent of Theorem 3. 
Bernstein Theorem.
By the above interior gradient estimate and using the interior second derivative estimate of Pogorelov type [22, 21] , the equation becomes uniformly elliptic and we have the following interior estimate [22, 21] . Lemma 4.3. Let w ∈ C 4 (U ) be a solution to the equation (2.23) with right hand sidē f ≡ 1. Suppose U is normalized, w = 1 on ∂U . Then for any t < 1, we have the estimate (4.14)
where U t = {x ∈ U : w(x) < t}, C is a constant depending on n, t, the cost function c, and the upper bound in (4.10).
Remark 4.3.
(i) In Lemma 4.3, the estimate (4.14) still holds if U has a good shape, namely if there exists a constant C * (independent of U ) such that B r ⊂ U ⊂ B R for constants R > r > 0 with R/r ≤ C * . But in this case the constant C in (4.14) also depends on
(ii) For the rescaled functionū, Lemma 4.3 also holds at t = 1, or more generally at any fixed t > 0, provided h is sufficiently small. 
Proof. By (2.23), u k is a solution to
For any given constant m ≥ 1, let w k = w k m be the solution to [14] . By the a priori estimate (Lemma 4.3) and approximation [24] , the solution to By (3.17) and since f is continuous, f k converges locally uniformly to f (0). Hence 
Therefore, ∀ε > 0 set δ = ε/R 2 , there exists k 0 > 0 such that when k ≥ k 0 ,
Since f is positive and continuous, we have
Observe that w k is a solution to (4.16) and w k converges smoothly to w 0 = u 0 . We see that u 0 is a smooth convex solution to
By the Bernstein theorem for (4.18) [25] , we conclude that u 0 is a quadratic function.
Since the sub-level set S Instead of applying the Bernstein theorem for (4.18), we can prove Theorem 4.1 directly, by an argument similar to that for the standard Monge-Ampère equation (4.18) [25] . It is a rescaling argument based on the interior gradient estimate (4.10) and the a priori estimate (4.14).
Remark 4.4. In Theorem 4.1, f is assumed to be continuous. But in Theorem 1.3 and in Theorem 7.1 below, f can be discontinuous. In the case when f is discontinuous and |f − 1| ≤ ε for some small ε > 0, one easily verifies that u 0 satisfies
in the viscosity sense. Denote
By the weak continuity of the measure µ u,ρ * in (2.1) (see Corollary 3.1, [24] ), one sees thatf is a weak limit of f k . By (4.19), we also havef ∈ L ∞ (Ω) and |f − 1| ≤ ε.
Therefore by [3, 7] , u 0 is strictly convex and of polynomial growth at |x| = ∞. In particular the covering property in §4.3 below also holds.
Covering property.
From the Bernstein property (Theorem 4.1), the potential function u satisfies some nice properties. As was pointed out at the beginning of §2.2, we always assume that u is a strictly c-convex, C 1 smooth solution to (1.1). First we have the separating property. 
where Ω δ = {x ∈ Ω : dist(x, ∂Ω) > δ}.
Proof. To prove (4.21) it suffices to prove
Namely we may assume µ = ν. But it simply follows from the Bernstein theorem by a compactness argument.
More precisely, if there exist x k , y k ∈ Ω δ and a sequence µ k → 0 such that (ii) By a similar compactness argument, we also have the engulfing property for u. Namely, there exists a constant K > 1 such that for any x, y ∈ Ω δ , if
The strict c-convexity of potential functions to (1.1) was proved in [29] . By Theorem 4.1 or the strict convexity of (4.19), the rescaled solutionū is strictly cconvex with respect to the rescaled cost functionc, uniformly in the rescaling.
The following covering theorem is important for the proof of the W 2,p estimate. 
as above. Therefore we get a sequence {S i : i = 1, 2, · · · }.
By Lemma 4.4, (P2) is satisfied. By (P2) we have h i → 0 as i → ∞, which in turn implies (P1) is satisfied.
Eccentricity estimate
In this section, we give an estimate for the eccentricity of the sub-level sets S 0 h , or more precisely, the eccentricity of the minimum ellipsoid of S 0 h . The estimate was proved in [16] for the standard Monge-Ampère equation (1.5) . Let Q h be the linear transform given in (3.8) and let λ h,max and λ h,min be the largest and the smallest eigenvalues of Q h . We give an estimate for the growth rate of λ h,max λ h,min as h → 0. As a consequence we obtain Theorem 1.3. We also obtain the log-Lipschitz continuity of Du if ω f satisfies an integral condition; and an upper bound for the second derivatives D 2 u when f is Dini continuous, where
First we prove the following theorem.
Theorem 5.1. There exists a small constant ε 0 > 0 such that if |f − 1| < ε 0 , then a strictly c-convex solution u to (1.1) satisfies the estimate
where d = |x − y|, Ω Ω, the constants C and θ depend on n, ε 0 , dist(Ω , ∂Ω), and the c-convexity of u (both C and θ are uniformly bounded for small ε 0 ), and
From Theorem 5.1 it follows a number of interesting estimates (including Theorem 1.3), which will be stated in Corollaries 5.1 and 5.2 below. To prove Theorem 5.1, we first state two lemmas, which correspond to Lemmas 4.1 and 4.2 in [22] .
Lemma 5.1. Let u be a C 2 smooth solution to
in a bounded convex domain Ω. Suppose u vanishes on ∂Ω, and at some point
Then the domain Ω is of good shape.
Proof. By making a proper dilation of the coordinates x and the solution u, which does not change the condition and conclusion of the lemma, we may assume that the volume |Ω| ≈ 1. If the lemma is not true, we normalize the domain Ω. Then after normalization, the largest eigenvalue of D 2 u(x 0 ) becomes very large but the matrix A ij is uniformly bounded [20, 22, 21] . Hence after normalization, the largest eigenvalue of the matrix M u at x 0 becomes very large, which is in contradiction with the a priori estimate (4.14).
For a convex domain Ω, we denote by αΩ the α-dilation of Ω with respect to the center x c of its minimum ellipsoid, namely αΩ = {x c + α(x − x c ) : x ∈ Ω}. See also 
for some constant δ > 0, we have, for 1 ≤ k ≤ 3,
Proof. Since both u (1) and u Proof of Theorem 5.1. To prove (5.2) we may assume that x and y are not far away, so that x ∈ S 0 h,u (y) for some small h > 0. There is no loss of generality in assuming that y = 0. By the normalization in §2, we may assume that u ≥ u(0) = 0, Du(0) = 0, and the sub-level set S 0 h is convex. By (2.19)-(2.22) we may assume that S 0 1 is normalized, and |A ij | are small by Theorem 3.1.
To prove Theorem 5.1 we need to estimate the ratio
for a sequence h k = N −k → 0 for some large constant N > 1 (for simplicity we choose N = 4), where λ h,max and λ h,min are the largest and the smallest eigenvalues of Q h , and Q h is the linear transform given in (3.8). Denote
Step
, and f k = inf U k f . We make a linear transform 
By induction we assume that D 2
Then by Lemma 5.1, the sub-level set U k has a good shape in the coordinates x (k−1) . Make a linear transform
After the transformQ k , the sub-level set U k+1 has a good shape. Therefore the a priori estimate in Lemma 4.3 holds forû 0 := 4 k u k (
Hence applying Lemma 5.2 toû 0 andû 1 , and scaling back we obtain
in the coordinates x (k) , where 2 −k in (5.7) is the scaling constant.
We point out here that the linear transformQ (k) may not be unimodular, namely detQ (k) may not be equal to 1. Also one should note thatQ
is a uniformly bounded linear transform.
Step 2. We want to estimate λ k = λ max (Q (k) ), the largest eigenvalue ofQ (k) . Assume that in the coordinates x (k−1) , u k has the Taylor expansion (after a rotation of axes
Hence the Taylor expansion of u k−1 in the coordinates x (k−1) has the form
where θ is a constant independent of k. From the above Taylor expansion, the transformQ k is given byQ
k,n x n ), and in the coordinates x (k) ,
So the largest eigenvalue ofQ k is
By (5.10) we obtain
From (5.11), we obtain
(5.12)
Step 3. Next we estimate |Du(z) − Du(0)|, where z is a point near 0. We have
where we choose
To estimate I 2 , we have
Recall that
We obtain
where C is independent of i. Hence we obtain (5.13)
Similarly we can estimate I 3 , namely (5.14)
Note that to get (5.14), one needs to repeat that above argument at z. Hence λ i and ν i in (5.14) are constants of u and f at z. However our estimates below for λ i and ν i apply to all points in Ω δ . Therefore we may regard λ i and ν i as constants independent of the point in Ω δ .
To estimate I 1 , by (5.8) we have
We thus obtain
By (5.12) we therefore obtain (recall that Du(0) = 0)
(5.17)
Step 4. We simplify (5.17) to get (5.2). Denote
Assume that ν is small. Since rϕ (r) = ν(r) is small, both Therefore from (5.17),
By the transform x (k) =Q (k) x, the sub-level set U k has a good shape. Letū(x) =
By the gradient estimate Lemma 4.2, we have |z| ≥ C. Hence
From (5.12) we then have
If e θϕ(2 −k ) ≤ 1, then from (5.19) and (5.20) ,
We have therefore proved that
To obtain (5.2) from (5.21), recall that u ∈ C 1,α for some α close to 1, as noted at the end of Step 3. Hence for a small σ > 0, the sub-level set S 0 t 2 ,u (0) is contained in the ball B t 1−σ (0) provided t > 0 is sufficiently small. In particular, we have 2 −k ≥ |z| 1+σ and ν(t) ≤ ω(t 1−σ ). With d = |z| we then obtain
where ψ is defined in (5.3). Therefore we get the desired estimate (5.2) with the constant θ replaced by θ 1−σ for any σ > 0 small, but fixed.
Theorem 5.1 has some interesting consequences.
for some constant C ≤ 1/2θ, then Du is log-Lipschitz continuous, namely
(iv) If f is Dini continuous, namely
Note that Corollary 5.1(i) corresponds to Theorem 1.3. In the following we also use Q to denote the largest eigenvalue of the matrix Q. where the constant C is independent of h.
Proof. Assume that 4 −k ≤ h ≤ 4 −k+1 for some k > 1. As was pointed out before,
On the other hand, from h ≤ 4 −k+1 one has
Combining the above inequalities, we obtain
for h > 0 small, where the constant C is independent of h.
In [4] Caffarelli used a different rescaling and proved that Q h ≤ h −ε τ for some constant τ > 1. See Corollary 2 in [4] . Our estimate (5.23) improves the power from ε τ to Cε. We will use the estimate in Section 7 to prove the W 2,p estimate. We would like to point out that instead of (5.23), it is sufficient to use the C 1,α regularity of potential functions. We also refer the reader to the proof of the W 2,p estimate in [15] which uses the engulfing property instead of the estimate Q h ≤ h −ε τ .
Density estimate for second derivatives
In this section we prove that when |f −1| < ε, then after normalization, the density of points where u has large second derivatives has small Lebesgue measure when ε is small. The argument in this and the next section was inspired by that in [4] .
For a given small ε > 0, by Theorem 3.1 we may assume
The assumptions (6.1), (6.2) imply our W 2,p estimate also depends on the rate of the convergence in Theorem 3.1, which in turn depends on the C 1 and the strict convexity estimates for potential functions obtained in [29] .
Given u ∈ C 0 (Ω), denote
where the sup is taken in the set of all c-convex functions v satisfying v ≤ u in Ω. Then Γ(u) is c-convex, and is called the c-convex envelope of u in Ω. Apparently Γ(u) ≤ u.
The following lemma provides an estimate for the contact set
where v ∈ C 2,α is a c-convex function.
Lemma 6.1. Let u be a solution to (1.1) and v be a c-convex function in Ω.
where | · | denotes the Lebesgue measure, T Γ is the c-normal mapping of Γ := Γ(u − v).
Proof. For any Borel set E ⊂ Ω, denote
Then µ is the measure defined in (2.1) (with ρ * = 1) for the function Γ. It is a Radon measure supported on the contact set C, namely it vanishes in the open set Ω − C. By the weak convergence of the measure µ [24] , it suffices to prove Lemma 6.1 for smooth u (see Remark 6.1 below).
Recall that a measure µ can be decomposed as the sum of a (local integrable) regular part and a singular part, µ = µ r + µ s . For the measure µ in (6.5), since u and v are smooth, the function Γ is C 1,1 . Hence the singular part µ s vanishes and the regular part is a L ∞ function. By the proof of Lemma 2.3 [28] , one can verify that the regular part µ r is given by
if u is twice differentiable at x, and ∂ 2 u(x) = 0 otherwise.
. Noting that for any point x ∈ C, the function u − v − Γ attains its local minimum 0 at x, we have
at any twice differentiable point of Γ. Therefore for any Borel set E ⊂ Ω,
where M u is the matrix in (2.15),
By (6.1), we have |N ij | ≤ Cε for all i, j. Therefore
where the first inequality is due to the concavity of det 1/n , and the second is by the C 2 -smoothness of v.
Remark 6.1. Note that under the assumption (6.1) and the assumptions in Lemma 6.1, a solution u to (1.1) can be approximated by smooth solutions. Note that to prove (6.4) it suffices to show that for any uniformly convex sub-domainΩ Ω, u can be approximated by smooth solutions inΩ. Let w ∈ C 2 be a smooth, uniformly convex function, vanishing on ∂Ω. When the constant ε in (6.1) is small, by direct computation we have
for σ > 0 small. Hence u + σw is a subsolution to (1.1) inΩ. In particular, it implies that there is a smooth solution u δ to (1.1) inΩ with f δ , the mollification of f , such that u δ = u on ∂Ω. Next we give the estimate of the density of "good set" for the normalized solution.
We would also like to point out that, by approximation and the uniqueness of solutions to the Dirichlet problem [24] , to prove Theorem 1.2 it suffices to prove it for smooth solutions.
Lemma 6.2. Let u be a solution to (1.1) and w be a solution to det
where the constant C > 0 depends on w C 2 (U ) .
Proof. Set v = 1 2 w. We have
Since w ∈ C 2 (U ), by (6.1) we have
w is uniformly c-convex.
w is c-convex, we have
w is uniformly c-convex, T 1 2 w and its inverse are smooth mappings. Hence
w is c-convex and smooth,
(6.9)
By Lemma 6.1 and assumption (6.2) we also have
w} is the contact set. Combining (6.8)-(6.10) we obtain
. We obtain
For the proof of the W 2,p estimate, we choose the domain Ω in Lemma 6.2 the sub-level set S 1,u (0) and assume U is normalized. Then by Section 5, U is close to a unit ball. Hence we have, instead of (6.7), we have w}, there exists a c-support function ϕ of Γ, such that
Note that by Theorem 3.1 or (6.2), the c-support function ϕ is sufficiently close to a linear function. But w is smooth and uniformly convex, as noted above. Hence we have
for some positive constant N , where ψ is the c-support of u atx. From (6.12) we have
where h x > 0 depends on x. By (6.1) (6.2) and from the equation (2.23), we also have (6.14)
where is the tangent plane of u atx. From(6.11) we have Lemma 6.3. Let u be the normalized solution to (2.23) such that (6.1) and (6.2) hold. Assume that 1 < f < 1 + ε. Then there is a set E ⊂ S 0 1 with (6.15) |S 0 1 − E| ≤ ε such that u satisfies (6.12) at any pointx ∈ E, where ε → 0 as ε → 0.
W 2,p estimate
We are now ready to prove the W 2,p estimate. Let u be the normalized solution to Lemma 7.1. Given q < ∞, there exists an ε = ε(q) such that if |f − 1| < ε, then , r k+1 is given by
and C is the constant in (5.23).
Proof. For clarity we divide the proof into three steps.
Step 1: For y ∈ A k , let We normalize S 0 hy,u (y) toS and u toū as in §2. By Lemma 6.3, after the normalization there exists a setĒ ⊂S with |S −Ē| ≤ ε such thatū satisfies (6.12) at any point x ∈Ē. That is (6.13) holds forū in the coordinates after normalization.
Note that if x 0 ∈ D k−n+1 , then after normalization (by our choice ofĥ y in (7.2)), the sub-level set S But by (7.3) , if x ∈ E y , then x ∈ D k−n+1 . Hence we also have (7.7) E y ⊂ A k−n+1 .
Step 2: Note that if a sub-level set S 0 h,u (x) has the property that Q h ≥ t, where Q h is the linear transform which makes the sub-level set S Recall that Q h (S For any y ∈ A k+1 , letĥ y be given in (7.2) and let Qĥ y be the linear transform which normalizes S 0 hy,u , as defined in (3.8) . Then by (7.2) one easily verifies that (7.8) Qĥ
Hence we obtain By our choice of r k in Lemma 7.1, we see that if y ∈ A k+1 ∩ B r k+1 (0), then (7.10) S 0 hy,u (y) ⊂ B r k (0).
Step 3: The set of all sub-level sets S (y i )} are disjoint, where the constant K depends on n and ε but is independent of u.
Denote S i = S 0 hy i ,u (y i ) and S i = S 0 hy i /K (y i ). From (7.4), there exists a set E y i ⊂ S i such that (7.11)
and E y i satisfies (7.6), (7.7), from which we also have (7.12)
Since A k+1 ⊂ A k , by (7.10) and (7.12) we can now estimate
Therefore given q < ∞, we can choose ε = ε(q) small enough such thatε := ε K n ≤ N −q . We obtain the desired estimate (7.1). 
Letting q > np and summing over i from 1 to m, we obtain u ∈ W 2,p (Ω ).
For a fixed p ≥ 1, our proof of W 2,p estimate does not require the continuity of f .
It suffices to assume |f − 1| < ε for a sufficiently small ε > 0. Therefore we have actually proved the following result.
Theorem 7.1. Let u be a generalized solution to (1.1). Assume the cost function c satisfies (A1)-(A3), Ω * is c * -convex with respect to Ω. Then for any given p ≥ 1,
there exists a small ε > 0 such that if |f − 1| ≤ ε, D 2 u ∈ L p (Ω ) ∀ Ω Ω, and we have the estimate
where C depends on n, p, ε, Ω, Ω , Ω * .
