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Abstrat
We prove that the total range of Super-Brownian motion with quadrati branh-
ing mehanism has an exat paking measure with respet to the gauge funtion
g(r) = r4(log log 1/r)−3 in super-ritial dimensions d ≥ 5. More preisely, we
prove that the total oupation measure of Super-Brownian motion is equal to the
g-paking measure restrited to its range, up to a deterministi multipliative on-
stant that only depends on spae dimension d.
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t lassi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1 Introdution
The purpose of this paper is to provide an exat paking gauge funtion for the range of
Super-Brownian motion with quadrati branhing mehanism in super-ritial dimensions
d ≥ 5. Dawson, Isoe and Perkins [6℄ have proved that h(r) = r4 log log(1/r) is the exat
Hausdor gauge funtion for the range of Super-Brownian motion in dimensions d ≥ 5;
Le Gall [17℄ showed that h(r) = r4 log(1/r) log log log(1/r) is the orret Hausdor gauge
funtion in ritial dimension d = 4; by use of Brownian Snake tehniques, he proves
that the total oupation measure of Super-Brownian motion is equal to the h-Hausdor
measure restrited to its range (up to an unknown deterministi multipliative onstant).
Similarly, we prove in this paper that in dimensions d ≥ 5, the total oupation measure
of Super-Brownian motion oinides with the g-paking measure in Rd restrited to its
range, where g(r) = r4(log log 1/r)−3. This result ontrasts with known results onerning
∗
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the support of Super-Brownian motion at a xed time: Le Gall, Perkins and Taylor [19℄
prove that in dimensions d ≥ 3 there is no exat paking funtion for the support of
Super-Brownian motion and they also provide an optimal test in dimensions d ≥ 3 (and
a partial result in the ritial dimension d = 2).
Let us mention that the results of our paper apply to Integrated Super-Brownian
Exursion measure (ISE) that is the saling limit of various models in statistial mehanis
in high dimensions (see Slade [24℄ for a survey on this topi).
Let us briey state our main results: denote by Mf (R
d) the set of nite measures
dened on the Borel sets of R
d
equipped with the topology of weak onvergene. For
any µ ∈ Mf(Rd), we denote by supp µ its topologial support that is the smallest losed
subset supporting µ. Super-Brownian motion with quadrati branhing mehanism is
a time-homogeneous Mf(R
d)-valued Markov proess (Zt, t ≥ 0;Pµ, µ ∈ Mf (Rd)) whose
transition kernels are haraterized as follows: for every µ ∈ Mf (Rd) and for any ontin-
uous nonnegative funtion f , we have
Eµ [exp (−〈Zt, f〉)] = exp(−〈µ, ut〉),
where the funtion (ut(x); t ≥ 0, x ∈ Rd) is the unique nonnegative solution of the integral
equation
ut(x) + 2β
∫ t
0
Kt−s(u2s)(x) ds = Kt(f)(x) , x ∈ Rd , t ∈ [0,∞).
Here β is a positive onstant determining the branhing rate and (Kt, t ≥ 0) stands for
the transition semi-group of the standard d-dimensional Brownian motion. We refer to
Dynkin [9℄, Le Gall [18℄ and Perkins [20℄ for a general introdution on super-proesses.
Let us x µ ∈Mf (Rd) and let us onsider Z = (Zt, t ≥ 0) under Pµ. We assume that
Z is adlag. We dene the total range of Z by
R =
⋃
ε>0
⋃
a≥ε
suppZa , (1)
where for any subset B in Rd, B stands for its losure. We also introdue the total
oupation measure of Z by setting
M =
∫ ∞
0
Za da (2)
whose support is in R. Next, for any r ∈ (0, 1/e), we set
g(r) =
r4
(log log 1/r)3
. (3)
We denote by Pg the g-paking measure on Rd, whose denition is realled in Setion 2.1.
The following theorem is the main result of the paper.
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Theorem 1.1 Let us assume that d ≥ 5. Let g be dened by (3). Fix µ ∈ Mf (Rd).
Then, there exists a positive onstant κd that only depends on spae dimension d suh
that Pµ-a.s. for any Borel set B we have
M(B) = βκd · Pg(B ∩R ) .
We shall atually derive Theorem 1.1 from a similar result onerning the oupation
measure of the Brownian Snake that is a proess introdued by Le Gall in [13℄ to failitate
the study of super-proesses. More preisely, we onsider the Brownian Snake W =
(Wt, t ∈ [0, σ]) with initial value 0 under its exursion measure denoted by N0. Here, σ
stands for the total duration of the exursion. We informally reall thatW is a ontinuous
Markov proess that takes its values in the set of stopped R
d
-valued paths; namely, under
N0 and for any t ∈ [0, σ], Wt is an appliation from a random time-interval [0, Ht] to Rd
suh that Wt(0) = 0; the proess H = (Ht, t ∈ [0, σ]) is alled the lifetime proess of W
and it is distributed under N0 as It's positive Brownian exursion; onditionally given
H , for any 0 ≤ t1 < t2 ≤ σ, the joint law of (Wt1 ,Wt2) is haraterised as follows.
• Wt1 is distributed as a d-dimensional Brownian path on [0, Ht1 ] with initial value 0;
• Wt1(s) = Wt2(s) for any s ≤ m(t1, t2) := inf{Ht ; t1 ≤ t ≤ t2};
• (Wt2(s + m(t1, t2)) − Wt2(m(t1, t2)) ; 0 ≤ s ≤ Ht2 − m(t1, t2) ) is distributed as a
Brownian path on [ 0 , Ht2 −m(t1, t2) ] with initial value 0 that is independent from
Wt1 .
For any t ∈ [0, σ], we set Ŵt = Wt(Ht); Ŵ = (Ŵt, t ∈ [0, σ]) is alled the endpoint
proess of W . Note that the range of the endpoint proess Ŵ is a ompat subset of Rd
under N0; we denote it by
RW =
{
Ŵs , s ∈ [0, σ]
}
. (4)
The oupation measure of Ŵ is the random measure MW given by
〈MW , f〉 =
∫ σ
0
f(Ŵs) ds (5)
for any positive measurable funtion f on Rd. To simplify notation, we simply write
R = RW and M = MW when there is no ambiguity. We prove the following results on
R and M.
Theorem 1.2 Assume d ≥ 5. There exists a onstant κd ∈ (0,∞) that only depends on
spae dimension d suh that
N0−a.e. forM−almost all x , lim inf
r→0+
M(B(x, r))
g(r)
= κd . (6)
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Theorem 1.3 Assume d ≥ 5. N0-a.e. for any Borel set B we have
M(B) = κd · Pg(B ∩R) .
Theorem 1.3 an be used to get a similar result for Integrated Super-Brownian Ex-
ursion measure (ISE). Informally, ISE is a random probability measure M(1) that is
distributed as M under the probability measure N0( · | σ = 1 ). More preisely, we intro-
due the normalised Brownian Snake W (1) = (W
(1)
t ; t ∈ [0, 1]) as the path-valued proess
onstruted as the Brownian Snake exept that its lifetime proess (H
(1)
t ; t ∈ [0, 1]) is
distributed as a positive Brownian exursion ontidionned to have total duration 1 (see
for instane Bertoin [2℄ Chapter VIII-4 for a denition). Then, we set Ŵ
(1)
t = W
(1)
t (H
(1)
t )
and
〈M(1), f〉 =
∫ 1
0
f(Ŵ
(1)
t ) dt .
We also set R(1) = {Ŵ (1)t ; t ∈ [0, 1]}. Then suppM(1) ⊂ R(1). We easily adapt the proof
given by Le Gall [17℄ p. 313 to derive from Theorem 1.3 the following result for ISE: if
d ≥ 5, then a.s. for any Borel set B in Rd we have
M(1)(B) = κd · Pg(B ∩R(1)) . (7)
(Sine the arguments are the same as in [17℄, we omit the proof of (7).)
The paper is organized as follows. In Setion 2.1 we reall the denition of paking
measures and useful properties suh as the now standard omparison results from Taylor
and Triot [25℄ (stated as Theorem 2.1) as well as a more spei density result realled
from Edgar [10℄, that is stated as Lemma 2.2. In Setion 2.2, we reall (mostly from
Le Gall [13℄) the denition of Brownian Snake and several path-deompositions that are
used in the proof setion. In Setion 2.3, we prove several key estimates on the Brownian
Snake and the Brownian Tree. Setion 3 is devoted to the proof of the results stated in
introdution setion: we rst prove Theorem 1.2, then we prove Theorem 1.3 from whih
we derive Theorem 1.1.
2 Notation, denitions and preliminary results.
2.1 Paking measures.
In this setion we gather results onerning paking measures. We rst briey reall the
denition of paking measures on the Eulidian spae R
d
. Let g be dened by (3). Let
B be any subset of Rd and let ε ∈ (0,∞); a losed ε-paking of B is a nite olletion of
pairwise disjoint losed ball (B(xm, rm), 1 ≤ m ≤ n) whose enters xm belong to B and
whose radii rm are not greater than ε; we set
P(ε)g (B) = sup
{
n∑
m=1
g(rm) ;
(
B(xm, rm), 1 ≤ m ≤ n
)
ε−packing of B
}
. (8)
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and
P∗g (B) = lim
ε→0+
P(ε)g (B) ∈ [0,∞] , (9)
that is the g-paking pre-measure of B. The g-paking outer measure of B is then given
by
Pg(B) = inf
{∑
n≥0
P∗g (Bn) ; B ⊂
⋃
n≥0
Bn
}
.
Remark 2.1 The denition of P(ε)g that we adopt here is slightly dierent from the deni-
tion given by Taylor and Triot [25℄ who take the inmum of
∑n
m=1 g(2rm) over ε-pakings
with open balls. However, sine g is a ontinuous regularly varying funtion, the resulting
paking pre-measure P∗g given by (9) is 1/16 times the g-paking pre-measure resulting
from Taylor and Triot's denition and the dierene is irrelevant for our purpose. 
We next reall several properties of Pg from [25℄ (see Lemma 5.1 [25℄): rstly, Pg is a
metri outer measure, all Borel sets are Pg-measurable and Pg is Borel-regular; seondly,
it is obvious from the denition that for any subset B ⊂ Rd, we have
Pg(B) ≤ P∗g (B) ; (10)
moreover if B is a Pg-measurable suh that 0 < Pg(B) < ∞, then for any ε > 0, there
exists a losed subset Fε ⊂ B suh that
Pg(B) ≤ Pg(Fε) + ε . (11)
We also reall here Theorem 5.4 [25℄ that is a standard omparison result for paking
measures.
Theorem 2.1 (Theorem 5.4 [25℄) Let µ be a nite Borel measure on Rd. Let B be a
Borel subset of R
d
. There exists a onstant C > 1 that only depends on spae dimension
d, suh that the following holds true.
• (i) If lim infr→0 µ(B(x,r))g(r) ≤ 1 for any x ∈ B, then Pg(B) ≥ C−1µ(B).
• (ii) If lim infr→0 µ(B(x,r))g(r) ≥ 1 for any x ∈ B, then Pg(B) ≤ Cµ(B).
We shall atually need the following more spei density results that is due to Edgar
(see Corollary 5.10 [10℄).
Lemma 2.2 (Corollary 5.10 [10℄) Let µ be a nite Borel measure on Rd. Let κ ∈ (0,∞)
and let B be a Borel subset of Rd suh that
∀x ∈ B , lim inf
r→0+
µ(B(x, r))
g(r)
= κ .
Then µ(B) = κ · Pg(B).
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Remark 2.2 Let us make a brief omment on this result: the main purpose of Edgar's
paper [10℄ is to deal with fratal measures in metri spaes with respet to possibly
irregular gauge funtions. Corollary 5.10 [10℄ (stated as Lemma 2.2) holds true in this
general setting if µ satises the Strong Vitali Property (see [10℄ p.43 for a denition and
a disussion of this topi). Sine Besiovith [3℄ has proved that any nite measure on
R
d
enjoys the Strong Vitali Property, Lemma 2.2 is an immediate onsequene of Edgar's
Corollary 5.10 [10℄. 
2.2 The Brownian Snake.
In this setion we reall the denition of the Brownian snake and the Brownian Tree. We
also reall useful properties that are needed in the proof setions. We refer to Le Gall
[13℄ or [18℄ for more details. Let us rst mention that although we often work on the
anonial spae for Brownian Snake, we shall sometimes need to introdue an auxiliary
measurable spae that we denote by (Ω,G) and that is assumed to be suiently large to
arry a d-dimensional Brownian motion denoted by (ξt, t ≥ 0;Py, y ∈ Rd) as well as the
other additional independent random variables we may need.
• Brownian Snake. We denote by W the set of stopped Rd-valued paths. A stopped path
w in W is a ontinuous appliation w : [0, ζ ] → Rd and the nonnegative number ζ = ζw
is alled the lifetime of w. The endpoint of w is the terminal value w(ζw) that is denoted
by ŵ. We equip W with the metri δ given by
δ(w1, w2) = sup
t≥0
‖w1(t ∧ ζw1)− w2(t ∧ ζw2)‖ + |ζw1 − ζw1| .
Then (W, δ) is a separable metri spae. Let us x x ∈ Rd. We denote by Wx the set
of stopped paths w suh that w(0) = x. We identify the trivial path w ∈ Wx suh that
ζw = 0 with the point x in R
d
.
The Brownian Snake with initial value x is the strong Wx-valued ontinuous Markov
proess W = (Ws, s ≥ 0) that is haraterised by the following properties.
• Snake(1): the lifetime proess ζWs := Hs, s ∈ [0,∞) is a reeting Brownian motion.
• Snake(2): onditionally given the lifetime proess (Hs, s ≥ 0), the snake W is
distributed as an inhomogeneous Markov proess whose transitions are desribed by
the following properties: let us x s1 < s2 and let us set m(s1, s2) := infu∈[s1,s2]Hu;
then,
 (a) for any 0 ≤ t ≤ m(s1, s2), we have Ws1(t) = Ws2(t);
 (b) the proess (Ws2(t +m(s1, s2)) −Ws2(m(s1, s2)); 0 ≤ t ≤ Hs2 −m(s1, s2))
is a standard d-dimensional Brownian motion that is independent of Ws1 .
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By onveniene, we work on the anonial spae of ontinuous appliations from [0,∞)
toW that is denoted by C([0,∞),W) andW stands for the anonial proess. We denote
by Px the distribution of the Brownian Snake with initial value x, and for any w ∈ W,
we denote by Pw the distribution of the snake with initial value w. We also denote by P
∗
w
the law under Pw of (Ws∧σ, s ≥ 0) where σ = inf{s > 0 : Hs = 0}.
Observe that the trivial path x is regular for the Brownian snake. We denote by Nx
the exursion measure of W out of state x whose normalisation is speied by:
Nx
(
sup
t∈[0,σ]
Ht > a
)
=
1
2a
, a ∈ (0,∞) . (12)
We now reall from [13℄ the onnetion between Brownian Snake and Super-Brownian
motion: reall notation RW and MW from (4) and (5); let µ ∈Mf (Rd) and let
Q(dxdW ) =
∑
j∈J
δ(xj ,W j)
be a Poisson point proess on R
d × C([0,∞),W) with intensity µ(dx)Nx(dW ). Results
due to Le Gall [13℄ entail that there exists a Super-Brownian motion Z = (Zt, t ≥ 0) with
branhing parameter β = 1 and initial value Z0 = µ suh that
R ∪ {xj , j ∈ J } =
⋃
j∈J
RW j and M =
∑
j∈J
MW j , (13)
where R and M are dedued from Z by (1) and (2) (with an obvious notation for the
RW j 's and the MW j 's). This implies that for any x ∈ Rd and for any nonnegative Borel
funtion f :
Nx
(
1− e−〈M,f〉) = − log (Eδx [exp(−〈M, f〉)]) .
Reall that (ξt, t ≥ 0;Py, y ∈ Rd) stands for a d-dimensional Brownian motion dened on
the auxiliary measurable spae (Ω,G). If we denote by uf(x) = Nx
(
1− e−〈M,f〉), standard
results on Super-Brownian motion entail
uf(x) + 2
∫ ∞
0
dtEx
[
uf(ξt)
2
]
=
∫ ∞
0
dtEx [f(ξt)] . (14)
(we refer to [18℄ for a proof). Then, an easy argument implies
Nx
(∫ σ
0
ds f(Ŵs)
)
= Nx (〈M, f〉) =
∫ ∞
0
dtEx [f(ξt)] . (15)
• Brownian Tree. The lifetime proess H = (Hs, 0 ≤ s ≤ σ) under Nx is distributed as the
exursion of the reeting Brownian motion in [0,∞). Namely the "law" of H under Nx
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is It's positive exursion measure of the Brownian motion whose normalisation is given
by (12); we denote It's positive exursion measure by N and we slightly abuse notation
by keeping denoting the anonial exursion proess under N by H .
The endpoint proess of Brownian Snake Ŵ = (Ŵs, 0 ≤ s ≤ σ) an be viewed as a
spei oding of the spatial positions of a population ombining a branhing phenomenon
with spatial motion; the lifetime proess H is then the ontour proess of the genealogial
tree of the population; this tree is atually distributed as the Brownian Tree, whose
denition in [14℄ (or in [1℄, in a slightly dierent ontext) is given as follows: for any
s, t ∈ [0, σ], we set
m(s, t) = inf
u∈[s∧t,s∨t]
Hu and dH(s, t) = Ht +Hs − 2m(s, t) . (16)
The quantity dH(s, t) represents the distane between the points orresponding to s and
t in the Brownian Tree. Therefore, two real numbers t, s ∈ [0, σ] orrespond to the same
point in the Brownian Tree i dH(s, t) = 0, whih is denoted by s ∼H t. Observe that ∼H
is an equivalene relation. The Brownian Tree is given by the quotient set T = [0, σ]/ ∼H ;
dH indues a true (quotient) metri on T that we keep denoting dH and (T , dH) is a
random ompat metri spae that is taken as the denition of the Brownian Tree (more
speially, it is a R-tree: see [8℄ for more details).
The end point proess Ŵ an be viewed as a Gaussian proess indexed by the Brownian
Tree. More preisely, we reall that there exists a regular version of the onditional
distribution ofW under Nx given the lifetime proess H . This regular version is a random
probability measure on C([0,∞),W) denoted by QHx and we have:
Nx(dW ) =
∫
N(dH)QHx (dW ) .
In view of Property Snake(2), Ŵ = (Ŵs, 0 ≤ s ≤ σ) under QHx is distributed as a Gaussian
proess whose ovariane is haraterized by the following:
QHx (Ŵ0 = x) = 1 Q
H
x
(
‖Ŵt − Ŵs‖2
)
= dH(s, t) , s, t ∈ [0, σ] . (17)
We refer to [8℄ for a more intrinsi point of view on spatial trees, namely, R-trees embedded
in R
d
.
• Markov property and path-deompositions of W . Markov property for W also applies
under Nx as follows: denote by (Ft, t ≥ 0) the anonial ltration on C([0,∞),W). Let
T be a (Ft, t ≥ 0)-stopping time. Then the law of (WT+s, s ≥ 0) is P∗WT . Namely for any
Λ ∈ FT+ and for any nonnegative measurable funtional F , we have
Nx
(
1{T<σ}∩ΛF (WT+s, 0 ≤ s ≤ σ − T )
)
= Nx
(
1{T<σ}∩ΛE∗WT [F ]
)
. (18)
We refer to Le Gall [16℄ for more details.
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We shall use (18) in ombination with the following Poissonnian deomposition: let
us x w ∈ Wx; reall notation m(s, t) = inf{Hu ; s ∧ t ≤ u ≤ s ∨ t}. To avoid
trivialities, we assume that ζw > 0. Observe that P
∗
w-almost surely, for any s ∈ [0, σ),
Ws(t) = w(t) = W0(t) for any t ∈ [0, m(0, s)]. We keep using notation Hs = ζWs for the
lifetime proess. Let us denote by (li, ri), i ∈ J the exursion intervals of the proess
(Hs −m(0, s), s ∈ [0, σ]) above 0. For any i ∈ J , and for any s ≥ 0, we set
H is = H(li+s)∧ri −Hli and W is(t) = W(li+s)∧ri(Hli + t) , t ∈ [0, H is] .
Then, we reall from Le Gall [16℄ the following property: under P
∗
w, the point measure
N (dtdW ) =
∑
i∈J
δ(Hli ,W i) (19)
is a Poisson point measure with intensity 2 · 1[0,ζw](t)dtNw(t)(dW ). This deomposition
ombined with Markov property under Nx implies that for any (Ft, t ≥ 0)-stopping time T ,
any nonnegative Borel measurable funtion f and any nonnegative measurable funtional
F , we have
Nx
(
1{T<σ}F (W·∧T ) exp
(
−
∫ σ
T
dsf(Ŵs)
))
=
Nx
(
1{T<σ}F (W·∧T ) exp
(
−2
∫ HT
0
dt N
W
T
(t)
(
1− e−〈M,f〉))) . (20)
We shall apply (20) at deterministi times and at hitting times of losed balls that
are disussed here: for any x ∈ Rd and for any r > 0, we denote by B(x, r) the open ball
with enter x and radius r and we write B(x, r) for the orresponding losed ball. For
any w ∈ W we set
τx,r(w) = inf{t ∈ [0, ζw] : w(t) ∈ B(x, r)} , (21)
with the onvention: inf ∅ =∞. Then, τx,r(Ŵ ) is a (Ft, t ≥ 0)-stopping-time and observe
that τx,r(Ŵ ) <∞ i R∩ B(x, r) 6= ∅.
We next set:
ux,r(y) = Ny
(R∩ B(x, r) 6= ∅) . (22)
We need to reall several important properties of ux,r whose proofs an be found in Le
Gall [18℄: rst of all, ux,r is twie ontinuously dierentiable in R
d\B(x, r) and it satises
∆ux,r(y) = 4u
2
x,r(y) , y ∈ Rd\B(x, r) . (23)
Next, ux,r(y)→∞ when ‖y− x‖ goes to r; sine R is ompat, we also have ux,r(y)→ 0
when ‖y‖ goes to ∞. Moreover ux,r is the maximal nonnegative solution of (23).
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Let us briey disuss further (simple) properties of ux,r that are needed in the proofs
setion: a symmetry argument rst implies that
ux,r(y) = u0,r(y − x) , y ∈ Rd\B(x, r) . (24)
Next, observe that u0,r is radial. Namely, there exists a twie ontinuously dierentiable
appliation vr : (r,∞) → (0,∞) suh that u0,r(y) = vr(‖y‖); moreover by (23) vr is the
unique solution of the following ordinary dierential equation:
v′′r (t) +
d− 1
t
v′r(t) = 4v
2
r(t) , t ∈ (r,∞) with lim
t↓r
vr(t) =∞ , lim
t↑∞
vr(t) = 0 . (25)
To simplify notation, we set u := u0,1 and v := v0,1. Namely,
v(‖y‖) = u(y) = u0,1(y) = Ny
(R ∩B(0, 1) 6= ∅) , y ∈ Rd\B(0, 1) . (26)
Ordinary dierential equation (25) implies vr(t) = r
−2v(r−1t). Therefore we get
ux,r(y) = r
−2u(r−1(y − x)) , y ∈ Rd\B(x, r) . (27)
Finally, the maximum priniple easily entails that v(t) ≤ v(2)2d−2t2−d, for any t ≥ 2.
Thus, by (27) we get:
ux,r(y) ≤ v(2)2d−2rd−4‖y − x‖2−d , y ∈ Rd\B(x, 2r) . (28)
This upper bound shall be often used in the proofs.
We next desribe the distribution of the snake when it hits for the rst time a losed
ball. Reall notation (Ω,G) and (ξt, t ≥ 0;Py, y ∈ Rd). Let us x x, y ∈ Rd and R > r > 0
suh that ‖y − x‖ > R. To simplify notation, we set
τx,r(Ŵ ) = τ .
A result due to Le Gall [15℄ (see also [7℄, Chapter 4) asserts thatWτ under the probability
measure Ny
( · | R ∩B(x, r) 6= ∅) is distributed as the solution of the stohasti equation
dXt = dξt +
∇ux,r
ux,r
(Xt)dt , X0 = y ,
where we reall that ξ stands for a d-dimensional Brownian motion. By applying Gir-
sanov's theorem, we an prove that for any nonnegative measurable funtional F on W,
we have
Ny
(
1{R∩B(x,r)6=∅}F (Wτ (t) ; 0 ≤ t ≤ τx,R(Wτ ) )
)
=
10
Ey
[
ux,r(ξτx,R(ξ))F (ξt; 0 ≤ t ≤ τx,R(ξ) ) . e−2
R τx,R(ξ)
0 ux,r(ξs)
]
. (29)
We refer to [7℄, Chapter 4, pp.131-132 for a proof of this spei result whih is only used
in Lemma 2.5.
• Palm deomposition of Brownian Snake oupation measure. The proof of Theorem 1.2
heavily relies on the following Palm deomposition of M whose proof an be found in Le
Gall [16℄: reall that (ξt, t ≥ 0;Py, y ∈ Rd) stands for a d-dimensional Brownian motion
dened on the auxiliary measurable spae (Ω,G). To simplify notation, we assume that
it is possible to dene on (Ω,G) a point measure on [0,∞)× C([0,∞),W) denoted by
N ∗(dtdW ) =
∑
j∈J ∗
δ(tj ,W j) (30)
whose distribution onditionally given ξ under P0 is the distribution of a Poisson point
measure with intensity 4 dtNξ(t)(dW ). For any j ∈ J ∗, we denote by Mj the oupation
measure of the endpoint proess Ŵ j and for any a ∈ (0,∞) we set
M∗a =
∑
j∈J ∗
1[0,a](tj)Mj . (31)
Then, for any x ∈ Rd and for any nonnegative measure funtional F we have
Nx
(∫
M(dy)F (M(B(y, r)) ; r ≥ 0)
)
=
∫ ∞
0
daE0 [F (M∗a(B(0, r)) ; r ≥ 0) ] . (32)
2.3 Estimates.
In this setion we prove key estimates used in the proof setions. We rst state a result
onerning the Brownian Tree: reall that N stands for It's exursion measure of Brown-
ian motion and reall that H = (Ht, 0,≤ t ≤ σ) denote the generi exursion. We assume
that the normalisation of N is given by (12). Reall notation dH from (16). We denote
the Lebesgue measure on the real line by ℓ. For any r ∈ (0, 1/e), we set
k(r) =
r2
log log 1/r
. (33)
We rst prove the following lemma.
Lemma 2.3 N-almost everywhere, for ℓ-almost all t ∈ [0, σ], we have
lim inf
r→0+
1
k(r)
∫ σ
0
1{dH (s,t)≤r} ds ≥
1
4
. (34)
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Proof: for any t ∈ [0, σ] and any r > 0, we set
a(t, r) =
∫ σ
0
1{dH (s,t)≤r} ds .
We prove (34) thanks to Bismut's deomposition of Brownian exursion: suppose that
(Bt, t ≥ 0) and (B′t, t ≥ 0) are two R-valued proesses dened on (Ω,G) and assume that
Π is a probability measure under whih B and B′ are distributed as two independent
linear Brownian motions with initial value 0; for any a > 0, we set
Ta = inf{t ≥ 0 : Bt = −a} , T ′a = inf{t ≥ 0 : B′t = −a} .
Then for any nonnegative measurable funtional F on C([0,∞),R)2, we have
N
(∫ σ
0
F
(
H(t−·)+ ; H(t+·)∧σ
))
=
∫ ∞
0
daΠ
[
F
(
a+B·∧Ta ; a+B
′
·∧T ′a
)]
. (35)
This identity is known as Bismut's deomposition of the Brownian exursion (see [4℄ or
see Lemma 1 [12℄ for a simple proof). For any r, a > 0, we also set
b(r, a) =
∫ Ta
0
1{Bt−2It≤r} ds and b
′(a, r) =
∫ T ′a
0
1{B′t−2I′t≤r} ds ,
where It and I
′
t stand respetively for infs∈[0,t]Bs and infs∈[0,t]B
′
s. Then, (35) implies that
for any funtional F on C([0,∞),R):
N
(∫ σ
0
dt F (a(t, r) ; r > 0)
)
=
∫ ∞
0
da Π [F (b(r, a) + b′(r, a) ; r > 0 ) ] . (36)
Now observe that if r < a, then b(r, a) and b′(r, a) do not depend on a. So we simply
denote them by b(r) and b′(r). Therefore, we only need to prove that
Π−a.s. lim inf
r→0
b(r) + b′(r)
k(r)
≥ 1
4
. (37)
By a famous result due to Pitman, the proess (Bt − 2It, t ≥ 0) is distributed under Π as
the three-dimensional Bessel proess. Therefore, if a > r, then b(r) is distributed as the
three-dimensional Brownian oupation measure of the unit ball with enter 0. A result
due to Ciesielski and Taylor [5℄ asserts that b(r) is distributed as the rst exit time of B
from interval [−r, r]:
θr = inf{t ≥ 0 : |Bt| = r}
(see also [22℄ Chapter XI). A standard martingale argument allows to expliitly ompute
the Laplae transform of θr: for any λ > 0, we have
Π [exp(−λθr)] = (cosh(r
√
2λ))−1. (38)
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Thus, we get
Π
[
e−λ(b(r)+b
′(r))
]
= (cosh(r
√
2λ))−2 ≤ 4e−r
√
8λ .
Therefore, for any λ > 0, Markov inequality entails
Π [b(r) + b′(r) ≤ k(r) ] ≤ 4 exp(ϕ(λ)) ,
where we have set ϕ(λ) = λ(log log 1/r)−1 − √8λ; ϕ reahes its minimal value at λ0 =
2(log log 1/r)2 and ϕ(λ0) = −2 log log 1/r. Consequently,∑
n≥0
Π
[
b(2−n) + b′(2−n) ≤ k(2−n) ] < ∞ ,
whih easily entails (37) and whih ompletes the proof of the lemma. 
We next provide an estimate on the tail distribution at 0+ of M(B(0, r)) under N0
(Lemma 2.5). To that end we state the following preparatory lemma that is only used in
the proof of Lemma 2.5.
Lemma 2.4 There exists a onstant C1 ∈ (0,∞) that only depends on spae dimension
d, suh that for any r > 0, and for any λ > 1, the following inequality holds true.
N0
(
1− e−r−4λM(B(0,r) )
)
≥ C1r−2
√
λ .
Proof: to simplify notation we set q(λ, r) = N0
(
1− e−λM(B(0,r) )). First observe that
(20), ombined with elementary arguments, implies
q(λ, r) = N0
(
1− e−λ
R σ
0
ds 1{‖ bWs‖≤r}
)
= λ
∫ ∞
0
dtN0
(
1{t≤σ ; ‖cWt‖≤r}e
−λ R σ
t
ds 1{‖ bWs‖≤r}
)
= λ
∫ ∞
0
dtN0
(
1{t≤σ ; ‖cWt‖≤r}e
− R Ht0 dsNWt(s)(1−e−λM(B(0,r)))
)
.
Now reall that M(B(0, r)) ≤ 〈M, 1〉 = σ. Thus, for any y ∈ Rd, we have
Ny
(
1− e−λM(B(0,r))) ≤ N (1− e−λσ) .
Then, a standard argument in utuation theory asserts that N
(
1− e−λσ) = √λ/2.
Thus, the latter inequality, ombined with (15) implies:
q(λ, r) ≥ λ
∫ ∞
0
dtN0
(
1{t≤σ ; ‖cWt‖≤r} exp
(
−Ht
√
λ/2
))
,
≥ λ
∫ ∞
0
dtP0(‖ξt‖ ≤ r) e−t
√
λ/2,
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≥
√
2λ
∫ ∞
0
dtP0(‖ξt‖ ≤ 2−1/4λ1/4r) e−t.
By replaing λ by r−4λ in the previous inequality, the desired result holds true with
C1 =
√
2
∫∞
0
dt e−tP0(‖ξt‖ ≤ 2−1/4). 
Reall notation g from (3) and notation v from (26). From Lemma 2.4, we derive the
following estimate that is used in the proof of Theorem 1.3.
Lemma 2.5 There exist C2, C3, κ0, r0 ∈ (0,∞) that only depend on spae dimension d,
and suh that for any r ∈ (0, r0), for any κ ∈ (0, κ0), and for any x ∈ Rd\B(0, 2r), the
following inequality holds true.
N0
( R ∩B(x, r) 6= ∅ ; M(B(x, 2r)) ≤ κg(r) ) ≤ C2rd−4‖x‖2−d (log 1/r)−(κ/C3)−1/3 .
Proof: reall notation τx,r from (21). To simplify notation we set τ = τx,r(Ŵ ). First
note that on the event R ∩B(x, r) 6= ∅, we have∫ σ
τ
1{‖cWs−x‖<2r}ds ≤ M(B(x, 2r)) .
Let us x λ > 0. The previous inequality ombined with (20) implies
N0
(
1{R∩B(x,r)6=∅}e
−λM(B(x,2r))
)
≤
N0
(
1{R∩B(x,r)6=∅} exp
(
−2
∫ Hτ
0
dt N
Wτ (t)
(
1− e−λM(B(x,2r))))) . (39)
We want to modify the seond member in (39) in order to get an upper bound thanks to
(29). To that end, we introdue two times T1 and T2 that are dened as follows: for any
w ∈ W0, we set T1(w) = τx, 3
2
r(w). If T1(w) = ∞, then we set T2(w) =∞; if T1(w) <∞,
then we set
T2(w) = inf {s ∈ [ 0 , ζw − T1(w) ] : ‖w(s+ T1(w))− w(T1(w))‖ > r/4 } , (40)
with the usual onvention: inf ∅ =∞. To simplify notation we also set
T3(w) = τx, 5
4
r(w) .
Observe that T1(w) + T2(w) ≤ T3(w). Sine x ∈ Rd\B(0, 2r), N0-a.e. on the event
{R ∩ B(x, r) 6= ∅}, we have T1(Wτ ) + T2(Wτ ) ≤ T3(Wτ ) < τ < ∞. Moreover, for any
t ∈ [T1(Wτ ), T1(Wτ ) + T2(Wτ )], the following inequality holds true:
N
Wτ (t)
(
1− e−λM(B(x,2r))) ≥ N
Wτ (t)
(
1− e−λM(B(Wτ (t),r/4))) = N0 (1− e−λM(B(0,r/4))) .
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Inequality (39) and Lemma 2.4 then entail for any λ > 1,
N0
(
1{R∩B(x,r)6=∅}e
−r−4λM(B(x,2r))
)
≤ N0
(
1{R∩B(x,r)6=∅}e
−2C1r−2
√
λT2(Wτ )
)
. (41)
Then, we set µ = 2C1r
−2√λ and a = N0
(
1{R∩B(x,r)6=∅}e
−µT2(Wτ )
)
. We apply (29) with
y = 0, R = 5r/4 and F (w) = exp(−µT2(w)), and we get the following:
a = E0
[
1{T3(ξ)<∞}ux,r(ξT3(ξ)) e
−µT2(ξ)−2
R T3(ξ)
0 ux,r(ξs)ds
]
≤ E0
[
1{T1(ξ)<∞}ux,r(ξT1(ξ))e
−2 R T1(ξ)0 ux,r(ξs)ds · 1{T3(ξ)<∞}
ux,r(ξT3(ξ))
ux,r(ξT1(ξ))
e−µT2(ξ)
]
.
Reall notation v from (26). Now observe that (24) and (27) imply
P0−a.s. on {T3(ξ) <∞} , ux,r(ξT3(ξ))
ux,r(ξT1(ξ))
=
v0,r(5r/4)
v0,r(3r/2)
=
v(5/4)
v(3/2)
:= C4.
Note that C4 only depends on spae dimension d. Then, we get
a ≤ C4E0
[
1{T1(ξ)<∞}ux,r(ξT1(ξ))e
−2 R T1(ξ)0 ux,r(ξs)ds · e−µT2(ξ)
]
. (42)
We next apply Markov property at T1(ξ) in the right member of the previous inequality:
the very denition (40) of T2(ξ), ombined with an elementary argument entails the
following.
E0
[
1{T1(ξ)<∞}ux,r(ξT1(ξ))e
−2 R T1(ξ)0 ux,r(ξs)ds · e−µT2(ξ)
]
=
E0
[
1{T1(ξ)<∞}ux,r(ξT1(ξ))e
−2 R T1(ξ)0 ux,r(ξs)ds
]
E0
[
e−µτ0,r/4(ξ)
]
.
If we now apply (29) with y = 0, R = 3r/2 and F = 1, then we get
E0
[
1{T1(ξ)<∞}ux,r(ξT1(ξ))e
−2 R T1(ξ)0 ux,r(ξs)ds
]
= N0
(R∩ B(x, r) 6= ∅) = ux,r(0) .
Then (28) and (42) imply that for any λ > 1, any r > 0, and any x ∈ Rd\B(0, 2r), we
have:
a ≤ C5rd−4‖x‖2−dE0
[
e−µτ0,r/4(ξ)
]
, (43)
with C5 := C4v(2)2
d−2
, that only depends on spae dimension d.
We now provide an upper bound for E0
[
e−µτ0,r/4(ξ)
]
: for any j ∈ {1, . . . , d}, we denote
by ξ(j) = (ξ
(j)
t , t ≥ 0) the j-th omponent of ξ in the anonial basis of Rd. Then, observe
that P0-a.s.
τ0,r/4(ξ) ≥ min
1≤j≤d
inf{t ≥ 0 :
√
d |ξ(j)t | > r/4 } .
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An easy argument based on (38) implies
E0
[
e−µτ0,r/4(ξ)
] ≤ 2d · e− r√8d√µ .
We now set C2 = 2dC5 and C6 =
√
C1/4d. Then (41) and (43) imply that for any λ > 1,
any r > 0 and any x ∈ Rd\B(0, 2r),
N0
(
1{R∩B(x,r)6=∅}e
−r−4λM(B(x,2r))
)
≤ C2 rd−4‖x‖2−d · e−C6 λ1/4 . (44)
To simplify notation we set φ(r) = log log 1/r. Thus g(r) = r4φ(r)−3. We also set
b(x, r, κ) = N0
( R ∩ B(x, r) 6= ∅ ; M(B(x, 2r)) ≤ κg(r) ) .
Markov inequality and (44) imply that the following inequalitites hold true for any λ > 1,
any r > 0 and any x ∈ Rd\B(0, 2r):
b(x, r, κ) = N0
( R∩ B(x, r) 6= ∅ ; r−4λM(B(x, 2r)) ≤ κλφ(r)−3 )
≤ eκλφ(r)−3N0
(
1{R∩B(x,r)6=∅}e
−r−4λM(B(x,2r))
)
≤ C2 rd−4‖x‖2−d · eψ(λ) , (45)
where, ψ(λ) = κλφ(r)−3 − C6 λ1/4; ψ reahes its minimal value on [0,∞) at λ0 =
(C6/4κ)
4/3φ(r)4 and ψ(λ0) = −(κ/C3)−1/3φ(r), where C3 = 3−3(4/C6)4. If we take
r0 = e
−e
and κ0 = C6/4, then for any r < r0 and any κ < κ0, we have λ0 > 1 and
(45) applies with λ = λ0, whih ompletes the proof of the lemma. 
We shall need the following bound in the proof of Theorem 1.2. Reall notation u0,r
and reall that ξ under P0 is a standard d-dimensional Brownian motion starting at 0.
Lemma 2.6 Assume that d ≥ 5. Let b and r be positive real numbers suh that b ≥ 2r.
There exists C7 ∈ (0,∞) that only depends on spae dimension d suh that the following
inequality holds true.
E0
[∫ ∞
0
1{‖ξt‖≥b}u0,r(ξt) dt
]
≤ C7
(r
b
)d−4
.
Proof: by (28), by the saling property of Brownian motion and thanks to a spherial
hange of variable, we get the following inequalities.
E0
[∫ ∞
0
1{‖ξt‖≥b}u0,r(ξt) dt
]
≤ v(2)2d−2rd−4
∫ ∞
0
E0
[
1{‖ξt‖≥b}‖ξt‖2−d
]
dt,
≤ C8rd−4
∫ ∞
b
dρ ρ
∫ ∞
0
dt t−d/2e−
ρ2
2t , (46)
16
where C8 ∈ (0,∞) only depends on spae dimension d. We next use the hange of variable
s := ρ2/(2t): then, there exists C9 ∈ (0,∞) that only depends on d suh that∫ ∞
b
dρ ρ
∫ ∞
0
dt t−d/2e−
ρ2
2t = C9
∫ ∞
b
dρ ρ3−d
∫ ∞
0
ds s
d
2
−2e−s
=
C9Γ(
d
2
− 1)
d− 4 b
4−d .
This inequality ombined with (46) entails the desired results with C7 =
C8C9Γ(
d
2
−1)
d−4 . 
3 Proof of the results.
3.1 Proof of Theorem 1.2.
Reall notation N ∗(dtdW ) from (30). N ∗(dtdW ) denes a olletion of random points
{(tj ,W j) ; j ∈ J ∗} in [0,∞)×W. Reall that MW j is the total oupation measure of
Ŵ j and that RW j is the range of Ŵ j:
RW j =
{
Ŵ jt ; t ∈ [0, σj ]
}
and 〈MW j , f〉 =
∫ σj
0
f(Ŵ jt ) dt , (47)
where σj stands for the total duration of Ŵ
j
. Reall the denition of M∗a from (31).
To simplify notation, we have assumed that these random variables are dened on an
auxiliary probability spae (Ω,G,P0) and we also reall that under P0, ξ = (ξt, t ≥ 0) is
distributed as a d-dimensional Brownian motion starting at the origin. We rst prove the
following lemma.
Lemma 3.1 There exists κd ∈ [0,∞] that only relies on spae dimension d suh that for
any a > 0,
P0−a.s. lim inf
r→0+
M∗a(B(0, r))
g(r)
= κd .
Proof: we rst need to set some notation. For any j ∈ {1, . . . , d}, ξ(j) stands for the
j-th omponent proess in the anonial basis of Rd; thus under P0, the ξ
(j)
's, are d
independent linear Brownian motions. For any R ∈ [0,∞), we set
γ(R) = sup
{
t ≥ 0 :
√
(ξ(1)t )
2 + (ξ(2)t )
2 + (ξ(3)t )
2 ≤ R
}
. (48)
The proess γ = (γ(R), R ≥ 0) is distributed as the three-dimensional Brownian esape
proess. Then, by a result due to Pitman [21℄, γ is a subordinator whose Laplae exponent
17
is
√
2λ. Moreover, it enjoys the following independene property: for any R1 < R2, under
the probability measure P0,
γ(R1) , γ(R2)− γ(R1) and
(
ξγ(R2)+t , t ≥ 0
)
are independent. (49)
Let us x s > 0 and r ∈ (0, 1). We dene the following event
A(s, r) =
⋂
j∈J ∗
tj>s
{RW j ∩B(0, r) = ∅} .
We rst laim that
∀s ∈ (0,∞) , lim
r→0
P0(A(s, r) ) = 1 . (50)
Indeed, reall notation u0,r from (22); the denition of N ∗ easily entails the following.
P0(A(s, r) ) ≥ P0
(
A(s, r) ∩ {s > γ(√r)})
≥ E0
[
1{s>γ(√r)}e
−4 R∞
s
u0,r(ξt) dt
]
≥ E0
[
1{s>γ(√r)}e
−4 R∞
γ(
√
r)
u0,r(ξt) dt
]
. (51)
Next, we use (49) to get
E0
[
1{s>γ(√r)}e
−4 R∞γ(√r) u0,r(ξt) dt
]
= P0(s > γ(
√
r) )E0
[
e−4
R∞
γ(
√
r) u0,r(ξt) dt
]
.
Then, Jensen inequality, ombined with Lemma 2.6 with b = r1/2, entails the following
inequalities for any r ∈ (0, 1/4).
E0
[
e−4
R∞
γ(
√
r) u0,r(ξt) dt
]
≥ E0
[
e−4
R∞
0 1{‖ξt‖≥
√
r}u0,r(ξt) dt
]
≥ exp
(
−4E0
[∫ ∞
0
1{‖ξt‖≥√r}u0,r(ξt) dt
])
≥ exp(−4C7r d−42 ) .
Therefore (51) implies
P0(A(s, r)) ≥ P0(s > γ(
√
r) ) · exp(−4C7r d−42 ) ,
whih easily entails Claim (50).
Next, observe that A(s, r) ⊂ A(s, r′) if r′ < r. Therefore, (50) and Borel-Cantelli
lemma imply that for any xed s ∈ (0,∞), P0−a.s. the event A(s, r) is realised for all
suiently small r. By denition of A(s, r), it entails that for any a > s > 0,
P0−a.s. lim inf
r→0
M∗a(B(0, r))
g(r)
= lim inf
r→0
M∗s(B(0, r))
g(r)
. (52)
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Let us introdue the ltration (Gs, s ≥ 0) where Gs is the sigma eld generated by
1[0,s](t)N ∗(dtdW ) and ompleted with the P0-negligible sets. Standard arguments on
Poisson point measures ombined with Blumenthal zero-one law for ξ entail that the
sigma eld G0+ =
⋂
s>0 Gs is trivial. This ombined with (52) show there exists κd ∈
[0,∞] (that only relies on spae dimension) suh that for any a > 0, P0-a.s. κp =
lim infr→0 g(r)−1M∗a(B(0, r)), whih is the desired result. 
By (32), the previous lemma entails that
N0−a.e. forM−almost all x, lim inf
r→0+
M(B(x, r))
g(r)
= κd ∈ [0,∞] . (53)
Then to omplete the proof of Theorem 1.2, we only need to prove that 0 < κd < ∞,
whih is done in two steps.
Lemma 3.2 For any d ≥ 5, κd ≤ 27/2.
Proof: by Lemma 3.1, we only need to prove that for any a > 0,
P0
(
lim inf
r→0+
g(r)−1M∗a(B(0, r)) ≤ 27/2
)
> 0 . (54)
To that end, we need to introdue the following notation: we reall the denition of γ
from (48) and we rst set for any r ∈ (0,∞):
Sr =
∑
j∈J ∗
1[ 0,γ(2r) ](tj) σj ,
where σj stands for the duration of W
j
. Reall from (47) notation MW j and RW j . We
next dene the following event:
Er =
⋂
j∈J ∗
tj>γ(2r)
{RW j ∩ B(0, r) = ∅} . (55)
Reall that for any j ∈ J ∗, MW j(B(0, r)) ≤ σj . Consequently,
P0−a.s. on Er , M∗a(B(0, r)) ≤ Sr . (56)
If we set for any any n ≥ 2,
rn = (1/ logn)
n and Vn = 1{Srn≤ 272 g(rn) }∩Ern ,
then, (54) is a onsequene of the following:
P0
(∑
n≥2
Vn =∞
)
> 0 . (57)
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Therefore, we only need to prove (57). We proeed in three steps.
• Step I: we rst laim there exists C10 ∈ (0,∞) that only relies on spae dimension d
suh that for any r > 0:
P0(Er) ≥ C10 . (58)
Indeed, from the denition of N ∗, we get
P0(Er) = E0
[
e−4
R∞
γ(2r)
u0,r(ξt) dt
]
.
An easy argument ombined with Jensen inequality entail the following.
P0(Er) ≥ E0
[
e−4
R∞
0 1{‖ξt‖≥2r}u0,r(ξt) dt
]
≤ exp
(
−4E0
[∫ ∞
0
1{‖ξt‖≥2r}u0,r(ξt) dt
])
.
Then, we apply Lemma 2.6 with b = 2r to get P0(Er) ≥ exp(−4C72d−4) := C10, whih
proves (58).
• Step II: we set Ln = V2 + . . .+ Vn and we laim that
lim
n→∞
E0 [Ln] =∞ . (59)
To that end, we expliitely ompute the distribution of the proess r 7→ Sr: sine ondi-
tionally given ξ, N ∗ is distributed as a Poisson point measure with intensity 4 dtNξ(t)(dW )
and sine Sr only relies on ξ via γ(2r), (49) easily implies that
Sr1 , Sr2 − Sr1 and 1Er2are independent. (60)
Next, reall that for any x ∈ Rd and any λ ≥ 0, we have
Nx
(
1− e−λσ) = N (1− e−λσ) =√λ/2 .
Thus, the exponential formula for Poisson point measures entails
E0
[
e−λ(Sr2−Sr1 )
]
= E0
[
e−
√
8λ(γ(2r2)−γ(2r1) )
]
= e−(r2−r1)(128λ)
1/4
.
This, ombined with the independene property (60), entails that (Sr, r ≥ 0) is a stable
subordinator with exponent 1/4 and speed 128. To prove (59), we use the following
estimate of the tail at 0+ of S1 that is due to Shorokhod [23℄ (see also Example 4.1 Jain
and Pruitt [11℄).
P0 (S1 ≤ x) ∼x→0+ C11x 16 exp
(
−(x/C12)− 13
)
, (61)
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where, to simplify notation, we have set C11 = (6π)
−1/227/6 and C12 = 27/2. Next, by
(60), the saling property for S and (58), we get
E0 [Vn] = P0(Srn ≤ C12 g(rn) ) ·P0(Ern)
≥ C10P0
(
S1 ≤ C12(log log 1/rn)−3
)
. (62)
Now by (61), we get
P0
(
S1 ≤ C12(log log 1/rn)−3
) ∼n→∞ C11C1/612
n
√
log n log logn
, (63)
whih easily implies (59).
• Step III: we nally laim that there exists C13 ∈ (0,∞) that only depends on spae
dimension d, suh that
∀ 2 ≤ k < ℓ , E0 [VkVℓ] ≤ C13 · E0 [Vk]E0 [Vℓ] . (64)
Indeed, by (58), (60), (62) and the saling property of S, the following inequalities hold
true.
E0 [VkVℓ] ≤ P0 (Srℓ ≤ C12 g(rℓ) ; Srk − Srℓ ≤ C12 g(rk) )
≤ P0 (Srℓ ≤ C12 g(rℓ) ) ·P0 (Srk − Srℓ ≤ C12 g(rk))
≤ 1
C10
E0 [Vℓ] ·P0
(
S1 ≤ C12 (1− rk/rk+1)−4(log log 1/rk)−3
)
. (65)
An easy omputation entails that
P0
(
S1 ≤ C12 (1− rk/rk+1)−4(log log 1/rk)−3
) ∼k→∞ e4/3C11C1/612
k
√
log k log log k
.
Then by (63) and (62), there exist C14 ∈ (0,∞) that only depends on spae dimension d,
suh that for any k ≥ 2
P0
(
S1 ≤ C12 (1− rk/rk+1)−4(log log 1/rk)−3
) ≤ C14E0 [Vk] ,
whih entails (64) by (65) with C13 = C14/C10.
Claim (59) and Claim (64) entail
lim sup
n→∞
E0 [L
2
n]
E0 [Ln]
2 ≤ C13 ,
and (57) follows by Kohen-Stone's lemma, whih ompletes the proof of the lemma. 
The following lemma ompletes the proof of Theorem 1.2.
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Lemma 3.3 For any d ≥ 5, κd ≥ 2−10.
Proof: we diretly work with W under N0. Then, it is suient to prove that
N0−a.e. forM−almost all x, lim inf
r→0+
M(B(x, r))
g(r)
≥ 2−10 . (66)
The proof of (66) onsists in lifting to Ŵ estimates from Lemma 2.3 by using the fat that
onditionally given H , Ŵ is a Gaussian proess. Reall notation dH . For any r, R > 0
and for any t ∈ [0, σ], we set
a(t, r) =
∫ σ
0
1{dH (s,t)≤r} ds and b(t, r, R) =
∫ σ
0
1{dH (s,t)≤r}∩{‖cWs−cWt‖≥R} ds .
Then for any t ∈ [0, σ], we rst notie the following.
a(t, r) ≤ b(t, r, R) +M(B(Ŵt, R)) . (67)
Reall that Ŵ , onditionnaly givenH , is distributed as a entered Gaussian proess whose
ovariane is speied by (17). Consequently,
N(dH)−a.e. ∀t ∈ [0, σ] , QH0 [b(t, r, R)] ≤ a(t, r)
∫
Rd\B(0,R/√r)
(2π)−d/2e−‖x‖
2/2dx . (68)
Next, for any integer n ≥ 2, we set Rn = 2−n and rn = 14R2n(log log 1/Rn)−1. An
elementary argument implies that for any n ≥ 2,∫
Rd\B(0,Rn/√rn)
(2π)−d/2e−‖x‖
2/2dx ≤ C16n−3/2 ,
where C16 is a positive number that only depends on spae dimension d (note that the
power 3/2 in the previous inequality is not optimal). Therefore, we get
N(dH)−a.e. ∀t ∈ [0, σ] , QH0
[∑
n≥2
b(t, rn, Rn)
a(t, rn)
]
<∞ .
Then, by Fubini,
N(dH)−a.e. QH0
[∫ σ
0
1{lim supn→∞ b(t,rn,Rn)a(t,rn) > 0} dt
]
= 0 ,
whih implies that
N0 − a.e. for ℓ−almost all t ∈ [0, σ] , lim
n→∞
b(t, rn, Rn)
a(t, rn)
= 0 (69)
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(ℓ stands here for the Lebesgue measure on the real line). Reall notation k(r) from (33);
(69) ombined with (67) entails
N0 − a.e. for ℓ−almost all t ∈ [0, σ], lim inf
n→∞
a(t, rn)
k(rn)
≤ lim inf
n→∞
M(B(Ŵt, Rn))
k(rn)
.
Sine k(rn) ∼n→∞ 2−4g(Rn), Lemma 2.3 entails that
N0 − a.e. for ℓ−almost all t ∈ [0, σ], lim inf
n→∞
M(B(Ŵt, 2−n))
g(2−n)
≥ 2−6,
and an easy argument ompletes the proof of the lemma. 
3.2 Proof of Theorem 1.3.
We rst introdue a spei deomposition of R
d
into dyadi ubes. We adopt the fol-
lowing notation: we denote by ⌊ ·⌋ the integer part appliation and we write log2 for the
logarithm in base 2; we x d ≥ 5 and we set
p := ⌊log2(4
√
d)⌋ ,
so that 2p > 2
√
d. To simplify notation, we set Dn = 2−n−pZd, for any n ≥ 0. For any
y = (y1, . . . , yd) in Dn, we also set
Dn(y) =
d∏
j=1
[ yj − 122−n ; yj +
1
2
2−n ) and D•n(y) =
d∏
j=1
[ yj − 122−n−p ; yj +
1
2
2−n−p ).
It is easy to hek the following properties.
• Prop(1). If y, y′ are distint points in Dn, then D•n(y) ∩D•n(y′) = ∅.
• Prop(2). Let y ∈ Dn. Then, we have
D•n(y) ⊂ B(y , 122−n−p
√
d ) ⊂ B(y , 2−n−p
√
d ) ⊂ Dn(y) .
For any r < (2d)−1, we set n(r) = ⌊log2(r−1(1+2−p)
√
d)⌋, so that the following inequalities
hold:
1
2
(1 + 2−p)
√
d · 2−n(r) < r ≤ (1 + 2−p)
√
d · 2−n(r) . (70)
Next, for any x = (x1, . . . , xd) ∈ Rd and for j ∈ {1, . . . , d}, we set
yj = 2
−n(r)−p⌊xj2n(r)+p + 12 ⌋ .
Therefore, y = (y1, . . . , yd) ∈ Dn(r) and we easily hek the following:
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• Prop(3). The point x belongs to D•n(r)(y) and Dn(r)(y) ⊂ B(x, r).
Reall that we work under N0 and reall C3 and κ0 from Lemma 2.5. We set κ1 =
min(κ0/2 , C3/8) and we hoose κ2 > 0 suh that for
∀n ≥ 7 : κ2g(2−n) ≤ κ1g(122−n−p
√
d) . (71)
We then x A > 100 and for any n suh that 2−n ≤ 1/(2A), we set
Un(A) =
∑
y∈Dn
1/A≤‖y‖≤A
g(
√
d(1 + 2−p)2−n)1{M(Dn(y))≤κ2g(2−n) }∩{R∩D•n(y)6=∅ } .
We rst prove the following lemma.
Lemma 3.4 For any A > 100, N0-a.e.
lim
N→∞
∑
n≥N
Un(A) = 0 . (72)
Proof: we x n suh that 2−n ≤ 1/(2A) and we x y ∈ Dn suh that 1/A ≤ ‖y‖ ≤ A.
By Prop(2), we get
N0
(M(Dn(y)) ≤ κ2g(2−n) ; R∩D•n(y) 6= ∅)
≤ N0
(
M(B(y , 2−n−p
√
d )) ≤ κ1g(122−n−p
√
d) ; R∩ B(y , 1
2
2−n−p
√
d ) 6= ∅
)
.
We next apply Lemma 2.5 with x = y and r = 122
−n−p√d to prove there exists C17 ∈
(0,∞), that only depends on spae dimension d, suh that:
N0
(M(Dn(y)) ≤ κ1g(2−n) ; R ∩D•n(y) 6= ∅ ) ≤ C17(2−n−p)d−4‖y‖2−dn−2 .
Then, note there exists C18 ∈ (0,∞), that only depends on spae dimension d, suh that
for all suiently large n,
g(
√
d(1 + 2−p)2−n) ≤ C18(2−n−p)4 ,
whih entails the following.
g(
√
d(1 + 2−p)2−n) · N0
(M(Dn(y)) ≤ κ1g(2−n) ; R∩D•n(y) 6= ∅ )
≤ C19(2−n−p)d‖y‖2−dn−2 ,
where C19 = C17C18. Elementary arguments entail the following inequalities.
N0 (Un(A)) ≤ C19 n−2
∑
y∈Dn
1/A≤‖y‖≤A
(2−n−p)d‖y‖2−d
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≤ C20 n−2
∫
1{1/A≤‖x‖≤A }‖x‖2−ddx
≤ C21 n−2
∫ A
1/A
ρ dρ
≤ C21A2n−2,
where C20, C21 ∈ (0,∞) only depends on d. Therefore, N0
(∑
n≥N Un(A)
)
< ∞, whih
easily ompletes the proof of the lemma. 
We next prove the following lemma.
Lemma 3.5 Assume that d ≥ 5. Then, N0-a.e. we have
Pg
({
x ∈ R : lim inf
r→∞
g(r)−1M(B(x, r)) 6= κd
})
= 0 . (73)
Proof: we x A > 100. By Theorem 1.2 and Lemma 3.4 there exists a Borel subset WA
of W suh that N0(W\WA) = 0 and suh that on WA, (6) and (72) hold true. We argue
for a xed W ∈ WA.
Let B be any Borel subset of R ∩ {x ∈ Rd : 1/A ≤ ‖x‖ ≤ A}. Let ε > 0 and
let B(x1, r1), . . . B(xk, rk) be any losed ε-paking of B ∩ R. Let C22 be a positive real
number to be speied later. First observe that
k∑
i=1
g(ri) =
k∑
i=1
g(ri)1{M(B(xi,ri)>C22 g(ri)} +
k∑
i=1
g(ri)1{M(B(xi,ri)≤C22 g(ri)}
≤ C−122 M
(
B(ε)
)
+
k∑
i=1
g(ri)1{M(B(xi,ri)≤C22 g(ri)} , (74)
where for any bounded subset B of Rd we have set B(ε) = {x ∈ Rd : dist(x,B) ≤ ε}.
Next, x 1 ≤ j ≤ k; reall notation n(ri) from (70) and denote by yi the point of
Dn(ri) orresponding to xi suh that Prop(3) holds true. Therefore, by (70), we have
M(B(xi, ri) ) ≤ C22 g(ri) and xi ∈ B ∩ R =⇒
M(Dn(ri)(yi)) ≤ C22 g((1 + 2−p)
√
d2−n(ri)) and R∩D•n(ri)(yi) 6= ∅.
We now hoose C22 in order to have: C22g((1 + 2
−p)
√
d2−n(r)) ≤ κ2g(2−n(r)) for all su-
iently small r ∈ (0, 1). Thus, we get
k∑
i=1
g(ri)1{M(B(xi,ri)≤C22g(ri)} ≤
∑
n : 2−n≤C23 ε
Un(A) ,
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where C23 = 2((1+ 2
−p)
√
d)−1. Sine W belongs to WA where (72) holds, this inequality
ombined (74) with implies the following.
Pg (B ∩ R) ≤ P∗g (B ∩R) ≤ C−122 M
(⋂
ε>0
B(ε)
)
. (75)
We next applies (75) with B = BA given by
BA =
{
x ∈ R : 1/A ≤ ‖x‖ ≤ A and lim inf
r→0
g(r)−1M(B(x, r)) 6= κd
}
.
This shows that Pg(BA) < ∞. Suppose now that P(BA) > 0, then by (11), there
exists a ompat subset K of BA suh that Pg(K) > 0. Sine K is ompat then K =⋂
ε>0K
(ε)
; now, sine K is a subset of BA and sine W ∈ WA where (6) holds true, we
then get M(K) = 0; by applying (75) with B = K, we obtain Pg(K) = 0, whih rises a
ontradition. Thus, we have proved that N0-a.e. Pg (BA) = 0, whih easily entails the
lemma by letting A go to ∞, sine Pg({0}) = 0. 
We now omplete the proof of Theorem 1.3: by Theorem 1.2 and Lemma 3.5 there
exists a Borel subset W∗ ofW suh that N0(W\W∗) = 0 and suh that (6) and (73) hold
true on W∗. We x W ∈ W∗ and we set
Good =
{
x ∈ R : lim inf
r→0
g(r)−1M(B(x, r)) = κd
}
and Bad = R\Good.
Let B be any Borel subset of Rd. By (6) and (73), we have
M(B ∩ Bad) = Pg(B ∩R ∩ Bad) = 0 .
Then, we apply Lemma 2.2 to Good ∩ B and we get
M(B ∩Good) = κd · Pg(B ∩R ∩Good) .
Therefore M(B) = κd · Pg(B ∩ R), whih ompletes the proof of Theorem 1.3. 
4 Proof of Theorem 1.1.
We derive Theorem 1.1 from Theorem 1.3. To that end, we rst need an upper bound of
the upper box-ounting dimension of R under Nx . Let us briey reall the denition of
the upper box-ounting dimension: let K be a ompat subset of Rd; for any ε > 0, we
denote by N (K, ε) the minimal number of balls with radius less than ε that are neessary
to over K. The upper-box ounting dimension of K is then given by
dimBox(K) = lim sup
ε→0
logN (K, ε)
log(1/ε)
.
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Let us x x ∈ Rd. It is easy to prove any for any q ∈ (0, 1/4), Nx-a.e. the endpoint
proess (Ŵs, s ∈ [0, ζ ]) is q-Hölder ontinuous (see Le Gall [18℄ for a simple proof). This
implies that
Nx− a.e. dimBox(R) ≤ 4 . (76)
(Atually, the Hausdor, paking, upper and lower box-ounting dimensions of R are
equal to 4.) We prove the following lemma.
Lemma 4.1 Let d ≥ 5 and let x ∈ Rd. For any ompat set K suh that dimBox(K) ≤ 4,
we Nx-a.e. have M(K) = 0.
Proof: let us rst assume that x /∈ K and set k = infy∈K‖x − y‖ > 0. For any
ε ∈ (0, k/2), there exists nε := N (K, ε) balls denoted by B(xε1, ε), ..., B(xεnε , ε) that over
K. Then, (15) ombined with standard estimates of d-dimensional Green funtion entail
the following inequalities.
Nx(M(K)) ≤
nε∑
i=1
Nx (M(B(xεi , ε))
≤
nε∑
i=1
∫ ∞
0
Px [ξt ∈ B(xεi , ε)] dt
≤ C24
nε∑
i=1
∫
B(xεi ,ε)
‖x− y‖2−ddy
≤ C25 k2−d · εdnε,
where C24, C25 ∈ (0,∞) only depend on d. Sine we assume that d > 4 ≥ dimBox(K), the
previous inequality implies that Nx(M(K)) = 0.
Let us now onsider the general ase: for any r > 0, the previous ase applies to the
ompat set K ′ = K\B(x, r) and we get: Nx-a.e.
M(K) =M(K ∩B(x, r)) +M(K\B(x, r)) ≤M(B(x, r)) ,
and the proof of the laim is ompleted by letting r go to 0, sine M is diuse. 
The end of the proof of Theorem 1.1 is a simple adaptation of Le Gall's argument in
[17℄ (see p. 312-313) to the paking measure: rst observe that we only need to onsider
the β = 1 ase for if we replae Z by c ·Z, then M is replaed by c ·M but R is unhanged.
Let us onsider the β = 2 ase. Theorem 1.3 and Lemma 4.1 imply that for any
ompat set K suh that dimBox(K) ≤ 4, and for any x ∈ Rd, we Nx-a.e. have:
Pg(K ∩ R) = 0 . (77)
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Reall the onnetion (13) between R, M and the exursions W j, j ∈ J , of the Brownian
snake. An easy argument on Poisson point proesses ombined with (76) and (77) implies
that almost surely Pg (RW j ∩ RW i) = 0 for any i 6= j in J . Then, (13) entails
Pg ( · ∩R ) =
∑
j∈J
Pg ( · ∩ RW j) .
Theorem 1.3 and (13) thus imply
κd · Pg ( · ∩R) =
∑
j∈J
κd · Pg ( · ∩ RW j ) =
∑
j∈J
MW j = M ,
whih is the desired result. 
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