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In the course of his investigations on transformation semigroups, 
Loewner [l] makes an interesting observation with regard to certain linear 
systems of differential equations (in vector notation) 
7 = A(t) x(t) 
where the elements ai, of A(t) are real functions of a real argument. If B 
is a closed convex body,1 and if A(t) satisfies a contraction property at each 
boundary point of B, then every solution of the differential equation which 
enters Bremaim thereafter in B. A(t) is said to contract the body B at t = ts 
if, for each boundary point xs and every hyperplane of support through 
x,,, the half-line laid off from xs in the direction A’(ts) x, falls into the half- 
space bounded by the hyperplane and containing B. If this condition is valid 
for almost all t, we say that A(t) contracts B. The proof is achieved by choosing 
a point p interior to B and noting that along the boundary of B the direction 
of the field in the perturbed differential equation 
ff-$ = /l(t) x(t) + c(p - x(t)) (e > 0) 
is towards the interior of B (for almost all t). It is not difbcult to show that 
every solution of this equation which enters B can never leave B. Making 
E + 0 completes the proof. 
In this paper we shall be concerned with the general first order differential 
equation 
fy = p(t, x(t)) W 
* A portion of this reaeuch was supported by the National Science Foundation. 
1 A convex set with an interior is celled a convex body. 
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from a similar point of view. If we are given a compact subset B of n-dimen- 
sional Euclidean space E*, what conditions on ~(t, x) will guarantee that 
every solution of (E) entering B remains in B ? It will be possible to give a 
single condition which is both necessary and sufficient. This condition will 
contain Loewner’s original definition while remaining geometric in character. 
That is, preserving the idea that along the boundary of B the field p)(t, X) 
must somehow point towards B. No assumptions concerning the boundary 
of B are required, nor do we ask that B have any interior points. The con- 
clusions will carry over to differential equations in Banach spaces with minor 
modifications. 
In what follows, B will be a compact subset of En, N(B) is to represent a 
neighborhood of B, and I = [a, b] will be an interval of the real line. We 
consider those functions ~(t, X) from I x N(B) to En which satisfy 
(a) for each x in N(B), q(t, x is a continuous function of t; ) 
(b) there is a set 2 C I of measure zero such that for t E I - 2 and any 
pair x1, x2 in N(B) 
I v(t, Xl) - dt, x2) I g m(t) I Xl - x2 I 
where m(t) is an integrable function on I. 
It is then known [2, Chap. II] that for each pair (to, x,,) in I x N(B) there 
exists a unique, absolutely continuous solution of(E) defined on a sufficiently 
small interval about t, which satisfies x(t,) = xs. Following Bouligand [3] 
(see also [4]), define for each*ndary point x of B, the contingent at x to 
be the collection of half-lines xy szh that+azquence (JJ~} can be found in 
B (m # X) converging to x while xy, -+ xy (XJJ~ represents the half-line from 
x through m). Denote the contingent at x by r,. If we were to restrict the 
sequences {m} to boundary points of B, the resulting half-lines G would 
form what might be considered a generalization of the tangent plane. Ele- 
mentary considerations show that r, will be empty if and only if the boundary 
point x is isolated. 
DEFINITION. A vector field F(x) defined on N(B) (that is, a function 
from N(B) to En) will be said to contract the set B whenever the following 
conditions are satisfied at each boundary point x of B: 
(1) F(X) = 13 if x is an isolated point (0 = (0, a.-, 0)). 
(2) The half-line from x laid off in the direction F(X) belongs to r, when- 
ever F(x) # 8. 
F(x) will then be called a contracting vector field relative to B. In particular, 
we shall be interested in the situation where, for each t, a I t < b, p)(t, x) 
is a contracting vector field. In this event we shall just say that cp(t, x) is 
contracting. 
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We then have 
THEOREM. If ~(t, x) is contracting, then every solution of the differential 
equation (E) which enters B is de$ned for all subsequent values of t in I and 
remains in B. Conversely, if it is known that every solution of(E) which enters B 
never leaves B, then p(t, x) must be contracting. 
The theorem is evidently equivalent to the statement that for any boundary 
point 3~s of B and any to (a 5 to < b) the solution x(t) of (E) with x(t,) = x0 
does not leave B for t > to if and only if y(t, X) is contracting. 
PROOFOFTHEOREM. If x0 is isolated from B then any solution of(E) with 
initial vector x0 does not move according to condition (1) of the definition. 
Consider therefore, the case where x0 is not isolated from B and, with no 
loss of generality, take the initial time to = a. First we construct approximate 
solutions to the solution of (E) satisfying x(a) = xg. It will be necessary to 
determine which of the following situations applies: 
(1’) There exists an h > 0 such that T(T, x) E 0 for t 5 7 < t + h. 
(2’) F(t, X) = 0, yet there exist t’ arbitrarily close to t such that p)(t’, x) # 0; 
(3’) cp(t, 4 # 0. 
If (1’) occurs at (a, x,,) the solution x(t) = x0 on the interval [a, a + h]. 
We may assume further that either a + h = b, or else (2’) holds at (a + h, x0). 
If this is the case resume the following argument at (a + h, x0) instead of 
(a, x0). In the event that (2’) applies at (a, x0) choose to > a so that 
and for a I t I t, we have 
I & x0) I < ; 
using the continuity of v(t, x0). On the interval [a, t,,] set 
xc’(t) = x0. 
Then continue the argument given below at (to, x,,) instead of at (a, 3~~). 
Finally, suppose that ?(a, x0) # 8. Let {ym} b e a sequence of distinct points 
in B converging to x,, while the half-lines xzy,,, converge to the half-line from 
x0 in the direction da, x0) (using the contraction property of rp(t, x)). Then 
lim Ym - '0 9% ~0) 
m I yrn - x0 I = I da9 x0) I + 
46 RYFF 
Determine a sphere 23, of radius p centered at x,, contained in the neigh- 
borhood N(B). Choose 6 > 0 such that 
for a _< t 5 a + 8. Select an index k so large that we have simultaneously 
IYt-%I (8 
I da9 4 I 
Using this yk E B define the linear function 
where 
and 
x:“‘(t) = x, + (t - a) n(y, - x0) 
/g = I da, x0) I 
iYk-XOl 
In the event that (1’) or (2’) occurred at (a, x0) and x?)(t) was constructed 
at some later time to, piece together the constant function x$‘)(t) = xs 
(u 5 t 2 to) with x?)(t). This extended function will be continuous and 
differentiable except possibly at tw We have in addition (trivially), 
I 
Furthermore, 
I 
dx:“‘(t) - - At, 4”‘(t)) 1 dt 
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almost everywhere. For economy, set 
and 
t--a+lY-l 
I da, x0) I 
=a+1 
A 
xl=Y,. 
If x1 is an interior point of B, determine the solution of 
y = I@, w(t)) w(fl) = Xl. 
Either this solution remains in B for all t 2 t,, or else, at some 
f, = sup {t 2 t, : W(T) 6 23, tl 5 7 < t} > t, 
it leaves 2% Define x$“(t) to be the solution w(t) on the interval [tl, b] if it 
does not leave B, otherwise x2’(f) is to be w(l) restricted to [tl, t& In the 
latter event set x2 = w(te). 
REMARK. By a solution w(t) of (E*) we mean the maximal solution in the 
sense that no continuation of rc)(t) is also a solution (in particular, see Theo- 
rem 1.3, Chap. II of [2]). 
Suppose on the other hand, that x1 is again a boundary point of B. Then 
we repeat at (tl, x1) the analysis we did at (a, ss) concerning the behavior 
of tp(f, x) at this point. In this way we define x$“(f) to be identical with r, 
if dt, x1) vanishes on an interval [tl, f, + h]. Otherwise (when the appro- 
priate modification in case (2’) applies) x$“(f) will be a function which 
describes a segment joining x1 with some point X, of B exactly as we defined 
x?‘(f), with inequality (1) still valid. The process of assembling an approxi- 
mate solution may now be defined inductively and, on a nondege+nerate 
subinterval of [a, b], we construct an absolutely continuous function +1(t). 
Moreover, we have, disregarding a set of measure zero, 
h’“‘(f) 
- - p)(f, x’“‘(f)) 1 < l t,““) . dt 
It will be possible to continue the definition of xtn)(f) to the full interval 
[a, b] preserving this inequality. 
Let T be the supremum of those values t for which x’“)(t) is defkd. 
LEMMA 1. There exists a continuous real valued jbrctimt Y(t) 2 0 de$ned 
on the interval Z such that for 
ala,B<T 
1 X(*)(8) - x(“)(a) 1 < 1 Y@) - Y(u) I. 
48 RYFF 
PROOF. Take K to be two plus the diameter of B. Then define 
The distance between xfn)(t) and B never exceeds 1/2n so that 1 @j(t) - x0 ] 
can always be majorized by K. !P(v(t) is clearly continuous on [a, b]. 
Suppose now that a < /3 are any two values from [a, 7’). Then 
But 
+ I v(u* x0) I 
I m(“;+ l + m(u) I X(v4 - x0 I + I P,(U, x0) I 
< 1 + Km(u) + du, x0). (a.e.1 
The inequality now follows by integration. 
LEMMA 2. If T is the supremum of those values of t for which x(*)(t) is 
defined, then 
lim xcn)(t) 
t-T- 
exists and belongs to B. 
PROOF. Let {tk} be any sequence satisfying 
Then 
IiF t, = T (a I t, < T). 
I Xytk+,> - x’“‘(t,) I ==l I W,,,) - Ybc) I. 
In view of the uniform continuity of Y(t) we conclude that {x(“)(tk)} is a 
Cauchy sequence. Since the sequence {tr} was arbitrary we may set 
.G = lim xln)(t). 
:-tT- 
By an end point of xcn)(t) we mean one of the points x1, xa, *** which belong 
to B and form the end points of the approximating segments (and curves) 
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up) from which@)(t) was constructed. Choose a sequence (Q} from [a, 2’) 
converging to T such that each @)(T*) is an end point. Then 
must belong to B. 
Continue the definition of z(“)(t) to [a, T] by setting 
xcn)(T) = 4. 
If T < b we treat xcn)(T) as a new initial vector with T the initial time, and 
continue the construction of @j(t) along the same lines described earlier. 
It is clear from these arguments that z(*)(t) can be continued up to 6. In as 
much as the number of end points introduced is at most denumerable, the 
absolute continuity of I is preserved. 
LEMMA 3. There exists for each integer n = 1,2, *-- an absolutely continuous 
function xcn)(t) defined on a < t < b whose derivative satisjies 
dx”“(t) 
- - I&, x(“‘(t)) / < l +nm(t) 
dt 
almost everywhere. Furthermore, the distance between the range of xfn)(t) and B 
is less than 1/2n. 
PROOF. It remains only to prove this last remark. But the only time that 
x(n)(t) could not belong to B would be when it lay along one of the linear 
segments. These segments have end points in B and are of length less than 
l/n. 
Before giving the next lemma, it is worthwhile pointing out that Lemma 1 
remains applicable on the full interval I. 
LEMMA 4. The sequence of functions xfn)(t) converges uniformly on I. 
PROOF. For any pair of indices n, k we have the estimate 
1 x(n)(t) - x(k)(t) 1 
- dx’k’(o) da 
da 3 I 
= dx”“(u) 
da 
- ~(a, X(~)(U))] - [ dx;;‘u) - cp(u, x(+),-j 
+ [cp(u, xyu)) - 9+> dk’ ml 1 da / 
4 
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or, 
S (+ + +) I:(1 + m(u)) do + j’ m(u) ) X(~)(U) - x’“‘(u) 1 da. 
a 
set 
G(t) = ,: m(u) ] x’“)(u) - x’k)(u) 1 du, 
and 
M,, = (+ + +-) 1” (1 + m(u)) do. 
a 
Then, excepting a aet of measure zero, 
Multiplying by exp [- J’i m(u) du] and integrating gives 
1 xyt) - xtk)(t) 1 ia dominated by a multiple of M,,k which goes to zero as 
n, k + 00 independently of t. This establishes the uniform convergence. 
If .Ic(i) is taken as the limit function, then 
LEMMA 5. For eack t in I, x(t) belongs to B. 
PROOF. Fix t and define a sequence {ym} of points from B in the following 
manner: if x’“)(t) E B, take ys = d*)(t). Otherwise, x(“)(t) will belong to 
some linear segment with end points in B. Choose y,, to be one of these end 
points. Then Iys - x(*)(t) 1 < l/n, and so 
x(t) = BOY,, 
proving the lemma. 
In conclusion we obtain 
LEMMA 6. Asidcftonr a set of xero measiwc, x(t) is aY@mtiabk witk 
$p = CP(t, x(t)). 
ORDINARY DIFFERENT IAL EQUATIONS 51 
F’WOF. The inequality 
- - pp, x(t)) 1 < 1 @p - p(t, x’“‘(t)) 1 d.+(t) 
dt 
+ I 9x4 ~‘nTt>) - dt, w I 
22 m(t) I jc(t) - x(n)(t) I + 1 + m(t) ~ 
implies that cp(t, x(t)) is summable on I. By dominated convergence 
0 = lip 
S[ 
1 dp(a, a+.,)) - “;‘“’ ] da 
= 
I 
~(P(u, X(U)) do - li? I’ q do = 11 (p(u, X(U)) do - (x(t) - %) 
(I 
or 
x(t) = cc,, + I* (p(u, x(u)) da. 
a 
The preceding lemma completes the sufficiency part of the proof. We have 
shown that if cp(t, x) is contracting, then every solution of the differential 
equation (E) with initial vector in B and initial time t,, may be de&red on 
[t,,, b] and on this interval the solution belongs to B. Suppose, on the other 
hand, we know from physical or geometric considerations, for example, that 
every solution of (E) which enters B remains thereafter in B. Then we show 
that dt, x) must be contracting. 
Take xs to be an arbitrary boundary point of B. If xs is isolated, then cp(t, xs) 
vanishes for all t in I. Otherwise, let xs be an accumulation point of B and 
Q I to < b, with +~((t,,, x,,) # 8. In the event that the solution x(t) of(E) with 
x(tJ = x0 also satisfies 
WlJ = &I, 4 
choose a sequence {tn} (t, > to) converging to ts. Then it is clear that the 
half-lines JcdE(tz) converge to the half-line from xs in the direction p)(t,,, x,,). 
It may turn out that the derivative fails to exist, or else exists but does not 
equal dt,,, x&-a situation which could be avoided by assuming joint con- 
tinuity of cp(t, x). The following argument may then be used. Select a sequence 
{t,} (t. > to) converging to t,, such that the derivative of the function 
M(t) = 1’ m(u) da 
(I 
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exists at each t, and is equal to m(t,,). Define z”(t) to be the family of solutions 
of (E) which satisfy LQ(&) = x,. Then 
This may be seen by considering the inequality 
A t 
s- 
t - t, s 
I du, xo) - dtw ~0) I do 
tv 
m(u) do + & s” 
Y tv 
where 
A = SUP I 44 - xo I 9 t, < a I t. 
As t + t, the difference quotient converges to p?(tv, x0). Next, choose r, > t, 
so that 
0 < I x(7,) - x0 I -=I + 
I 
x(7.) - x0 
7, - tv - dtv, x0) 1 < + 
for v sufficiently large. Then the sequence {x,(~~)} belongs to B and con- 
verges to x0. Moreover, from 
I 
47”) - x0 - 
7, - t, dto, x0) 
II ” Y “y-- xo - dtv, x0) 1+ I dt,, x0) - dto, x0) I 
one can see that the half-lines ixgxI(7yj converge to the half-line from x0 in 
the direction dt,,, x0) and proves the converse. 
The reader would be correct in suspecting that the compactness of B does 
not play an essential role. If we only assume that B is closed however (clearly, 
this condition cannot be relaxed) then it is not possible to guarantee that a 
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solution of (E) which belongs to B can be defined on the entire interval I. 
The correct statement of the theorem is then that every solution which 
enters B remains in B as long as it is defined if and only if y(t, x) is contracting. 
To prove this, suppose as before that x0 is a boundary point of B and x(t) 
is the solution of (E) satisfying s(u) = x,,. Assume further that x(t) is defined 
(as a solution of (E)) on [a, T]. Begin construction of an approximate solu- 
tion z@)(t) as we described earlier. We shall show that the entire construction 
may be confined to a compact subset of B-independent of rr. Let @J(t) 
be defined up to some T,, a < T, 5 T. Then for a < t < T, we have 
K 
/ x(n)(t) - x(t) ) < - 
91 
where 
K = [1 + exp [I” m(o) dc] 1” m(u) do] lb (1 -t m(u)) da. 
a 0 a 
The proof of this is quite similar to the derivation of inequality (2). 
On the interval [a, T], x(t) h as a compact range. We may therefore enclose 
this range in a sphere S whose boundary comes no closer to the range of 
x(t) than K + 1. According to our inequality (3) the approximate solutions 
will be confined to S. The remainder of the sufficiency proof is then the same 
as before. Compactness of B plays no role in the proof of the converse. 
A degree of caution must be exercised in trying to generalize this result 
to differential equations in Banach spaces. Although the problem makes 
perfectly good sense, one encounters certain existence and integration 
difficulties. In order to avoid some of this unpleasantness we shall make the 
following assumptions: B is to be a closed subset of the Banach space X, 
N(B) a neighborhood of B and cp(t, x) will represent a bounded, continuous 
function from I x N(B) to X. Assume further that a constant M can be found 
so that 
II dt, 4 - rp(t, ~2) II < M II ~1 - ~2 II 
for each t in I and any pair x1, x2 in N(B). All topological considerations are 
to be taken in the strong (norm) topology. Under these conditions there 
exists for each pair (t,,, x0) in I x N(B), a unique solution x(t) of (E) which 
satisfies x(t,,) = x0 [5, pp. 67-681. Then, if we begin the construction of the 
approxrmate solutrons, the number of discontinuities introduced into the 
derivative of each @j(t) is at most denumerable. This means that the entire 
construction utilizes only Riemann (more precisely Riemann-Graves) 
integration. It is not difficult to verify that all the required proofs carry over 
and, in fact, simplify considerably. 
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