Abstract-
I. INTRODUCTION
Time-frequency signal analysis has been a very attractive research area during the last few decades. The main reason is the fact that most signals appearing in real applications are nonstationary with time-varying spectral content [1] - [5] . The signals describing different physical processes (in biomedicine, communications, multimedia, etc.) are of quite different nature and cannot be processed using always the same time-frequency tool. Hence, for the analysis of different non-stationary signals various time-frequency distributions have been proposed [1] - [13] . Time-frequency distributions are generally classified into: linear (spectrogram), quadratic (the Wigner and other distributions belonging to the Cohen class), and higher order distributions (e.g., polynomial and complex-time distributions).
Higher order time-frequency distributions (TFD) have been introduced to improve the concentration and precision of instantaneous frequency (IF) estimation for non-linear frequency modulated signals (e.g., micro-Doppler signatures and other radar applications, sonar, multimedial signals, etc.), where spectrogram and Wigner distribution cannot provide satisfactory results [2] , [6] - [10] . Particularly, the complex-time distributions [7] , [8] were introduced to provide the efficient analysis of signals with highly non-stationary and fast-varying instantaneous frequency.
However, higher order distributions are generally much more sensitive to noise which often occurs in real applications. Namely, as a result of signal terms multiplication within the higher order local auto-correlation function, impulse noise may appear, even when the input noise is Gaussian. The impulse noise also appears in numerous applications (such as communications, radars, sonars) due to the natural disturbances caused by atmospheric or underwater phenomena, man-made disturbances, transient effects in power lines, etc. Such a noise has high values with rare occurrences and it is usually modeled using long-tail probability density functions (pdfs). In the presence of impulse noise, the standard higher order TFDs fail to produce good results, and we need to provide an alternative solution for time-varying spectrum analysis.
Therefore, approaches based on the robust estimation theory are considered as an important alternative [14] - [19] .
Especially, the L-estimation approach has been widely used in analysis when the noise pdf is unknown. It is based on the alpha-trimmed filter, which is designed to be efficient in noisy environment with unknown pdf [14] , [15] . The Lestimation approach is based on removing the samples of the local auto-correlation function that are affected by noise pulses. Unfortunately, discarded/missing information introduces an effect of noise, whose variance seriously increases with the number of removed samples [20] , [21] . It means that the resulting time-frequency representation will be deteriorated by new noisy effects. Therefore, there is a need to recover the discarded/missing signal information. In that sense, we propose to include signal reconstruction algorithms in the TFDs definitions.
In the last few years, the compressive sensing concept has been efficiently employed in different applications assuming sparse signals [22] - [33] . According to the CS theory, a signal which is sparse in certain transform domain can be represented by a small random set of samples in another dense domain (called observation domain). The optimization algorithms are then used to recover the entire signal information from a small set of available measurements. The CS concept can be observed through two different perspectives: one assumes development of new data acquisition devices with significantly less resources than those following the sampling theorem; the other one is related to the applications in signal denoising and filtering, where we are faced with "unwanted" noisy samples that are discarded and recast as the missing ones.
In this paper, we deal with missing samples that appear as a consequence of discarding noisy samples from the higher order local autocorrelation function. The idea is to employ the optimization algorithms to recover the missing information, and to obtain highly concentrated higher order TFDs. In that sense, we propose compressive sensing (CS) based L-estimate higher order TFDs. The proposed concept has been extended from [20] . Therein, the low order TF representations are considered (the short-time Fourier transform and the Wigner distribution), and consequently the analysis focuses only on constant and linear IF laws. The signals having highly non-linear IF laws are very complex for analysis, especially if they are affected by the strong disturbances and noise. Due to the nonlinear IF law, it is necessary to employ higher order TFD for the analysis, but it will enhance the noise effect.
Namely, higher order auto-correlation function, used to calculate TFD, will spread and increase the noise. Another difficulty arises when considering the possibility of CS reconstruction: highly nonlinear signal spectrum is not strictly sparse as it is the case considered in [20] . Thus, for the exact reconstruction local sparsity has to be provided. Therefore, we need to provide an appropriate solution for these issues and to generalize the whole concept initiated in [20] to wider class of signals and distributions.
The paper is organized as follows. The theoretical background on different higher order TFDs is given in Section II. The L-estimation concept and the relation with Compressive sensing is presented and discussed in Section III.
The CS reconstruction of the local higher order autocorrelation function is proposed in Section IV, together with the CS based L-estimate forms of TFDs. The experimental evaluation is provided in Section V, while the concluding remarks are given in Section VI.
II. THEORETICAL BACKGROUND
Depending on the application and problem type encountered in practice, various TFDs have been proposed to analyze signals with time-varying spectral content. TFDs are generally defined as a Fourier transform of local autocorrelation function. For instance, the quadratic Wigner distribution (WD) is introduced using the standard autocorrelation function:
where x is a time-domain signal, (*) denotes complex conjugate operation, τ is a lag coordinate, while ω denotes frequency coordinate. The WD provides an ideal concentration along the IF for linear frequency modulated signals.
For higher order phase nonlinearity, the spread factor of the WD will contain artifacts that stem from the higher order phase derivatives. In order to improve TFD concentration for such signals, various higher order TFDs have been used. For instance, starting from (1) and applying the frequency linearization around a considered time instant t, the scaled L-Wigner distribution (LWD) is defined as:
where L w is a window function (we will consider the rectangular window in the sequel), while L is any integer greater than 1. Furthermore, the polynomial distributions are derived for signals with phase function 0 ( )
, where P is the order of polynomial phase. Thus, starting from a polynomial auto-correlation function
, where c k is a constant that controls the separation of the different phase values and b k a constant controlling the weighting of the different phase values [6] , the polynomial distribution (PD) is defined as:
Parameter q P ≥ is an even number. For a given P and q, one should choose the coefficients b k and c k to obtain ideal representation along the IF '( ) t ω φ = , which means that b k and c k are set to neutralize higher order phase derivatives [3] , [6] . Especially, we focus to an interesting and commonly used special case for q=4, defined as follows: 
where negative b k corresponds to a conjugation of signal (e.g., b k = -2 we use x 2 (t)) [3] .
The complex-lag distributions have been introduced to deal with signals whose IF varies fast, within a short time interval that can be even a few samples. The general form of the complex-lag distribution (GCD) has been defined as:
defines the roots on the unit circle, while N is the order of the distribution. By increasing distribution order N, the influence of interference terms can be significantly reduced, which is very important when dealing with fast varying signal's phase. The most commonly used GCD is given in the form: 
The distribution (6) provides significant concentration improvement with respect to the quadratic distributions, but also improvements compared to the polynomial distribution (of the same order N=4).
Generally, higher order TFDs can be observed as the Fourier transform of the Higher order Local Auto-correlation Function (HLAF). The HLAF is made as a product of signal terms. Note that it has different forms for each higher order distribution: the LWD, the PD or the GCD, defined by (2), (4) and (6), respectively. For practical reasons, we will use the discrete generalized form of higher order distribution, which can be written as: 
It is important to emphasize that HLAF(n,m) denotes any of the presented higher order auto-correlation functions, parameters n, m and k are discrete time, lag and frequency coordinate, while N is the number of samples within the window. We might say that the higher order TFD should be chosen according to the signal's phase nonlinearities.
The properly chosen HLAF, will transform the considered signal into sparse local sinusoid when observed within the window. This means that the higher order TFD produced by such a HLAF will be highly concentrated along IF in the TF domain, thus providing accurate IF estimation.
III. L-STATISTICS AND COMPRESSIVE SENSING IN SPECTRAL ANALYSIS
The IF estimation approaches can be divided into parametric and non-parametric methods. The commonly used parametric methods are the MUSIC and the ESPRIT, but these are mostly applicable for sinusoidal signal model, and they are generally not applicable in high impulse noise environment. Another parametric method is based on the Local polynomial distribution, where the exhaustive search is required to select suitable parameters for distribution calculation. After removing the noisy samples, the distribution concentration will be deteriorated and the searching process becomes even more difficult. In order to provide robustness to noise, the Modified ICI Rule was proposed (nonparametric approach) [34] . It is used to adaptively choose the window width in the WD, but the signal amplitude and noise variance should be known. The median filter needs to be applied afterwards, which may produce errors in signal parts where noise is not present [34] . The Viterbi algorithm (although computationally demanding [35] ) was combined with the TFD for IF estimation, but only in the presence of Gaussian noise [35] , [36] . Finally, the robust form of TFD has been considered as widely accepted tool for the impulse noise environment.
A. L-estimate transform in the presence of impulse noise
Huber's estimation theory gives fundamental principles for solving a wide class of problems when the signal is influenced by impulsive disturbances. A key role in this theory plays the maximum likelihood (ML) estimations (Mestimations), with the linear combination of order statistics estimations (L-estimations) as a form that can be easily applied for unknown disturbance distribution. Consider a standard discrete-time signal transform written as:
where s(n) is a signal of the length (or periodicity) N, and ϕ k (n), k
in the case of Fourier transform). Assume that the signal s(n) is corrupted by a disturbance ν(n), so that we have observations: x(n) =s(n)+ν(n). The goal is to estimate the signal transform coefficients S(k) by using corrupted samples x(n). Denote by $ ( ) S k the coefficients estimated from the samples with disturbance. A solution of this problem is based on the minimization of the cost function [15] - [19] :
where F(e) is a loss function. The error function e is defined as:
where m is an estimate of the expectation of the sample average of the quantity ( ) ( ) Nx n n ϕ . The minimum of (9) can be determined from [15] , [16] :
and it is known as the M-estimate. For a certain noise pdf ( ) p e ν , the ML approach suggests the loss function:
For Gaussian noise we should use the loss function assuming the Gaussian pdf:
The solution of (11) is: 1] . 
Solving (9) and (11) for the loss function ( ) F e e = , requires handling of nonlinear equations. We can distinguish two cases:
(a) The signal x(n) and the basis functions ϕ k (n), k
. Then the solution of the minimization problem will be X(k)=m(k) ∈ S such that: points from S is minimal. Therefore, in the considered case, the robust transform can be obtained as [15] - [16] :
. 
Otherwise, the sorting operation (used for median) can be done by the magnitudes of complex numbers.
Signals are often corrupted not by a pure Gaussian or impulse disturbance, but their combination. Huber's estimation theory provides solutions for this kind of problems [14] . For instance, for real-valued signals and basis functions ( ) n ϕ the L-estimation of transform coefficients is:
while,
{ ( ) ( ) :
Again for complex values, the real and imaginary part can be treated separately, or the sorting can be done by the magnitudes. Note that the standard mean and the median based transforms can be also obtained as the special cases of (17):
a) The standard Fourier transform follows for the value:
b) The robust median based forms are obtained for:
Another example of the L-statistics is the α-trimmed mean in the nonlinear digital filter theory. The coefficients a i (for even N) are given by:
and a i = 0 elsewhere. In this case, the standard Fourier transform follows for α=0, whereas α=0.5 corresponds to the median form. The L-estimation usually can produce more accurate results than either the standard or median transforms.
Although, the L-estimation removes noise that originates from an external source, it produces another negative sideeffect that will influence the spectral representation. Namely, it is obvious that by applying the L-statistics we discarded certain amount of samples which may be significant, and we need to calculate the spectral representation with the small, remaining, set of random samples. It has been shown in [21] that the missing samples produce another kind of noise which depends on the number of omitted samples. Consequently, in order to obtain high quality representation, we need to reconstruct discarded information by employing the CS reconstruction approach, presented in the sequel.
B. Compressive sensing concept
According to the CS theory, if the signal is sparse in certain transform domain (DFT, DWT, DCT, etc), it can be reconstructed from a small set of measurements by using convex optimization algorithms [22] - [28] . In general, a signal which is K sparse can be completely characterized by M observations (M>K) with M<<N s , where N s is the number of samples imposed by the sampling theorem. Let us observe a discrete-time data set x of length N s . Any signal can be represented in terms of basis vectors as follows [22] , [23] : 
where the measurement matrix is denoted as Φ Φ Φ Φ. From (21) and (22) follows:
The system of equations defined by (23) consists of M equations with N s unknowns. Therefore, the system is undetermined (M<<N s ) and has infinite number of solutions. In order to obtain optimal solution, optimization algorithms are used, which are based on finding the sparsest transform domain vector. It is shown that optimal results are provided by using optimization techniques based on 1 l − minimization. Hence, the optimization problem is defined as:
where X is a solution of the minimization problem, whereas the 1 l − norm of vector X is defined by:
One of the commonly used approaches for solving (24) is known as Basis Pursuit (realized using primal-dual interior point algorithm), Orthogonal Matching pursuit, etc.
IV. GENERALIZED COMPRESSIVE SENSING BASED L-ESTIMATE TIME-FREQUENCY DISTRIBUTIONS

A. Generalized L-estimate form of the higher-order TFDs
In the case of noisy signals, HLAF will be affected by a heavy-tailed noise (mixed Gaussian and Laplacian) even when the signal is corrupted with Gaussian noise only [15] . The presence of noisy pulses in the HLAF will seriously degrade the resulting TFD, producing errors upon the IF estimation. Thus to provide an efficient analysis in the presence of impulse noise, it is necessary to apply the L-statistics. Accordingly, the L-estimate form of higher order TFDs given by (7) can be defined as follows: 
while p contains the original positions of samples before the sorting operation. Sorting of complex numbers is done by magnitudes in non-increasing order:
while the coefficients are given by:
where N is even, and α takes values within the range [0, 1]. The vector of remaining samples has the length N-α(N-2). Hence, α should be chosen such that: (1 (1 2/ )) 1 /100
, where it is assumed that Q%=Q/100 of samples are heavily corrupted by noise. Since it is difficult to know the exact value of Q, in the literature, parameters Q and α have been usually set empirically, according to the "expected" number of corrupted samples. It is obvious that, the more samples we discard (by using higher value of α), the more we are sure that we removed all noisy peaks [20] .
However, more samples we discard, purer representation we obtain, which seem to be one of the major drawbacks of widely used L-estimation approach in TF analysis. The missing/discarded samples within HLAF will produce another noisy effect [20] , [21] 
where the spectral noise in LHD(n,k) is modeled as: 
where the normalized (unit) amplitudes of HLAF(n i ,m) are assumed. This problem is not so serious when the number of discarded samples is small. However, as we usually cannot accurately estimate the number of noisy samples, the idea is to discard as much as possible. Then the noise effect will increase seriously with the number of omitted samples, which will certainly affect TFD. Consequently, we need to provide a solution which will recover the discarded information about the signal even for a large percent Q of discarded samples (declared as noisy ones).
B. Compressive sensing approach to sparse HLAF reconstruction
In the presented compressive sensing context, the samples of HLAF that remains after the L-estimation (α-trimming procedure) are declared as available samples i.e. measurements, while discarded samples are casted as missing ones. In order to avoid noise in the LHD(n,k) that appears as a consequence of missing samples, it is necessary to apply the CS reconstruction to the HLAF and to recover the full data set. Precisely, the CS reconstruction should be done iteratively for each time instant. Our aim is to be able to discard even up to 85% of the samples (as shown later in examples), and to recover the entire information leading to high quality LHD(n,k).
The HLAF is generally a complex-values function and in order to use any of the available CS reconstruction algorithms, without loss of generality, we may separate real and imaginary part (r and i):
where HLAF(n i ,m) denotes values of higher order auto-correlation function at the certain i-the time instant n i . In other words, the appropriate observation sets, can be observed as real and imaginary parts of the L-statistics based HLAF: 
where r and i are real and imaginary parts of HLAF, respectively, while Φ Φ Φ Φ is the measurements matrix that selects samples from HLAF (r and i) according to the positions ( ), [1,...,
that remain after the Lestimation:
Furthermore, r and i can be represented by using orthonormal DFT basis vectors Ψ Ψ Ψ Ψ:
where R and I are the DFT vectors corresponding to r and i (real and imaginary parts of windowed HLAF),
respectively. According to (31) and (33):
where = A ΦΨ denotes the CS matrix. Note that, having in mind that the desired higher order TFD is observed as the Fourier transform of the HLAF, then the basis matrix Ψ Ψ Ψ Ψ is obviously the Fourier transform matrix. If the number of nonzero transform coefficients in R and I is K<<N, then we can say that the vectors r and i are K sparse vectors.
According to (24) , the sparsest solution, consistent with the remaining observations in α r and α i , is obtained using 
where R r and I r are vectors of the DFT coefficients of reconstructed vectors r r and i r , respectively. Therefore, for each time instant n i we obtain one transform domain vector R r +jI r , which represents a resulting high quality distribution, which will be called the CS based higher order distribution.
The algorithm can be summarized as follows:
1. Calculate the HLAF specified in either (2), (4) or (6) 2. Determine original positions p of samples before the sorting operation.
3. For a time instant n i calculate real and imaginary part of HLAF according to (29) 4. Apply the L-statistics approach according to (30) and discard certain percent of coefficients (for a chosen α) , where ν is impulse noise, generated as a set of noisy pulses that affects 30% of random signal samples (ν has zero-values for remaining 70% of samples). Hence, impulses appear with probability p=30% in both real and imaginary parts. We assume that negative and positive impulses values appear with the same probability p/2, with the amplitudes between 1 and 2.5. In this case, we obtain the positions of noisy samples as follows: The standard L-estimate fourth order L-WD (i.e. L=2) is given in Fig 1. a, while the CS based form is shown in Fig   1. b. The 128-sample window size is used. Fig. 2.a and b , respectively, the L-estimate LWD is given in Fig. 2 .c, while the proposed CS approach is given in Fig 2. d. Note that CS LWD significantly improves the results of the L-estimate LWD (Fig. 2c) and it is close to the original signal LWD (Fig. 2a) . The l1 norm minimization is done using the convex optimization algorithm [27] , [28] . Now, we may observe the mean square error (MSE) analysis in the presence of impulse noise (Fig. 3) . The MSE between the original and the estimated L-WD is calculated for a single time instant (single lagwindow). We might observe how the MSE between original and estimated L-WD changes by increasing the percent of omitted samples. Recall that the total number of noisy pulses is 30% of the window length (38 out of 128 samples). For a small percent of removed samples, the impulse noise dominates and the MSE is large. After removing the strong pulses, the MSE for the CS based reconstruction is almost negligible (from 30% to about 85%), while the MSE of the standard L-estimate approach is still much larger due to the noise caused by missing samples. Additionally to the impulse type of noise ν(t), we can consider a certain amount of Gaussian noise g(t):
x t e t g t Now, for different values of SNR produced by taking into account only the Gaussian noise (SNR(g)), we can calculate the MSE between the original and estimated LWD, as it is shown in Fig. 4 . Therefore, we omitted 30% of heavily corrupted samples, but the Gaussian noise remains within the rest of the samples used in the reconstruction.
Consequently, the MSE will increase by increasing SNR(g), since the Gaussian noise is still present in the available samples. However, the proposed CS approach again provides lower MSE than the standard L-estimate approach for TFD calculation. Particularly, we focus to the case SNR(g)=14dB (Fig. 5) . The same reconstruction algorithm based on l1 norm minimization is used. It can be observed that the proposed approach provides efficient results even in this case ( Fig. 5.b) , improving the quality of TFD comparing to the standard L-estimate form, Fig 5. a. For the convenience, we might say that the proposed approach may still provide good results for the Gaussian noise producing SNR(g) up to 10dB (MSE=0.25). Example 2: In this example, we provide the extension of the results given in Example 1. Therefore, the same signal type is considered. The performance of the proposed CS-LWD is compared with the conventional method based on the STFT peak detection, as well as with the WD as a commonly used IF estimator [2] . In order to obtain the best results, we used STFT with Gaussian window (with 128 samples as it is used in the case of CS-LWD). For the nonnoisy case, the STFT is shown in Fig. 6 .a, the standard WD is shown in Fig. 6c , while the proposed CS-LWD is shown in Fig. 6e . Due to the signals phase nonlinearity, the concentration spread along the IF is caused by higher order phase derivatives. Thus, the STFT cannot follow precisely the IF variations, while the WD improves result to some extent. In the presence of impulse noise (right column), the STFT introduces serious degradations as shown in Fig 6b. Instead of the standard WD, it is common to use the L-estimate WD [18] in the presence of impulse noise (Fig. 6d) . However, the quality and concentration of L-estimate WD are also degraded, which will certainly influence the IF estimation precision. is observed in this case (the phase nonlinearity is increased compared to the previous case). The reconstruction is done separately on real and imaginary part of the HLAF by using the L1 magic reconstruction algorithm [26] . At this point we may emphasize that the advantage of using HLAFs is in their ability to reduce frequency nonlinearity to the sinusoids. This further means that regardless the input signal, the properly chosen HLAF, will produce highly concentrated transform representation at the IF position (for each windowed signal part). Particularly, let us compare the results presented in Fig. 2, Fig. 9 and Fig. 10 . Although we are faced with different signals, we might observe that, the frequency content at the certain time instant looks almost the same in all considered figures, and it represents the sparse transform representation. Since the CS is applied on a window by window basis, while the transform representations are linearized and reduced to sinusoid using HLAFs, the CS performance does not depend significantly on the input signal.
Finally, note that we have considered the monocomponent signals, since only in this case the IF has a proper meaning. However, the IF estimation can be applied to separated components of multicomponent signals. The realization of TFDs for multicomponent signals is treated as a separate topic in the literature [37] , [38] , and requires its own attention and space. Therefore, the CS based TFDs in the case of multicomponent signals could be a topic for further research.
VI. CONCLUSION
A compressive sensing based method for efficient calculation of higher order time-frequency distributions is proposed. The considered scenario often appears in real applications and assumes nonstationary signals with nonlinear IF, which require higher order time-frequency analysis. When the impulse or mixed Gaussian and impulse noise is present, the standard TFDs fail to provide readable representation. In such an environment, the L-estimation needs to be employed to remove noisy pulses, but it introduces another type of degradations due to the lack of signal information. As a solution, the concept of CS signal reconstruction is applied to recover corrupted samples.
Therefore, the TFDs calculation has been redefined in terms of CS reconstruction principle. The proposed concept makes a connection between the three prosperous signal processing areas: time-frequency analysis, L-estimation and
Compressive sensing, which is an overall contribution of this work. Here, it is also important to emphasize that the proposed concept holds for any of the existing TFDs. We show that the CS based TFDs outperform the L-estimate (and consequently the standard) TFD counterparts, providing highly concentrated spectral representation, that in certain cases, can be close to the ideal non-noisy TFD. Also, the proposed approach provides significantly better results for the considered signals comparing to the conventional methods.
