Submerged large woody debris (LWD) in rivers and streams appears as spikes in bathymetry data collected at a decimeter resolution with a single-beam echo sounder. The LWD signal distorts any subsequent interpolation of bathymetry to an hydraulic model mesh or to a triangulated irregular network (TIN) for Geographical Information Systems (GIS). Two methods for separating the submerged LWD from the background bathymetry are investigated: 1) a new s-discrimination method and 2) an adaptation of prior scale-space analysis techniques. The former is shown to effectively separate LWD from the background bathymetry. However, the latter is shown to be ineffective for this purpose. Separation of the background bathymetry and LWD signal allows the quantity and distribution of LWD to be separately mapped, providing a resource for biologists, geomorphologists and hydraulic engineers whose studies may be affected by the presence of LWD.
INTRODUCTION
The reach-scale distribution of large woody debris (LWD) in a river channel (e.g. Figure 1 ) is of interest in river management and restoration for issues including hydraulic conveyance (Gippel et al 1996b; Dudley et al. 1998) , morphology (Cherry & Beschta, 1989; Nakamura & Swanson 1993; Braudrick & Grant 2001 ) and aquatic biology (Angermeier & Karr, 1984 Benke et al. 1985 Lobb & Orth 1991) . Accurately locating LWD within a channel has previously required time-consuming manual surveys (e.g. Gippel et al 1996a) or hand-digitization of anomalies in a data record (Gippel et al. 1992) . As a broader issue, aquatic habitat analysis as well as the associated twodimensional (2D) hydraulic modeling (Leclerc et al 1995;  doi: 10.2166/jh.2006.023 Ghanem et al 1996) requires accurate representation of riverine bathymetry, which is complicated by the presence of LWD spikes in the bathymetric data when a single-beam echo sounder is used for a survey. For use in a model or for a Geographical Information System (GIS) triangular irregular network (TIN), survey data must be interpolated onto a 2D grid, so the relationship between the survey paths, grid distribution and interpolation method affects the final accuracy of the bathymetry (Osting 2004 ) and therefore impacts subsequent hydraulic/habitat analysis. For smooth bathymetries, there is little difficulty in developing accurate translations from survey data to a 2D grid; however, in rivers with significant bottom structure, simple averaging or interpolation methods may lead to misrepresentation of the bottom bathymetry as the LWD is interpolated to affect a larger surrounding area. This bathymetry distortion may affect subsequently modeled water depths and velocities. It is a relatively straightforward exercise of human perception to identify irregular data spikes that are likely due to LWD (Gippel et al. 1992) ; however, a manual approach to datacleanup is both time consuming and difficult to quantify (Basu & Malhotra 2002) . Thus, there is a need for automated methods for isolating the LWD signal from the background bathymetry. Development of such methods allows for: 1) improved representation of the background bathymetry for modeling and GIS; and 2) a means of assessing the distribution of LWD within a river reach. The latter will provide hydraulic engineers better information for estimating the effects of LWD on channel conveyance and give biologists an improved picture of the prevalence of LWD.
In this paper, we examine two methods for identifying LWD in single-beam echo sounder data. The first method, s-discrimination, uses the standard deviation of binned data to discriminate LWD from the surrounding river bottom. Because the global positioning system (GPS) recording frequency is significantly lower than the echo sounder frequency in our application, we obtain multiple (an average of nine) depth measurements for a single GPS position. Thus, each GPS survey point is associated with a "bin" of bathymetric data that is collected very closely in time and space. The second method is a more sophisticated scale-space analysis technique that has been previously used to analyze roughness elements of streambed profiles (Bergeron 1996) . Thus, the present work applies what we consider to be the most obvious and straightforward solution to this problem (the s-discrimination method developed herein) and adapts a more complex approach from a different context. Beyond the scope of the present work are methods for digital filtering that have been previously applied to problems in signal processing and also hold promise for separating LWD from the background bathymetry (White & Hodges 2005 ).
METHODOLOGY Bathymetric field survey
As a part of an aquatic habitat analysis for the Sulphur River in Texas , the Texas Water Development Board (TWDB) conducted a fine-scale bathymetric survey of a 1.36 km reach on the river mainstem. The study site is As LWD may be significantly narrower than this resolution, the standard binning procedure produces an erroneously shallow measurement in the presence of LWD. However, using a linear estimate of the boat velocity from GPS data, the individual depth soundings can be distributed uniformly along the boat track between GPS locations, thereby providing an effective survey resolution of 16 cm. Figure 4 shows spikes in the higher-resolution data that are significantly moderated in the binned data and appear to distort the smoothness of what is expected to be the true bathymetry.
The relationship between the boat speed and the instrument frequency sets the effective spatial resolution of a survey, which influences the data signal produced by LWD (see Results and Discussion below).
Direct physical confirmation of the correlation between the data spikes in Figure 4 and submerged LWD could not be obtained at the high river discharge during the surveys. It is reasonable to infer such correlation based on the photographic evidence of emergent LWD under low discharge (e.g. 
where N is the number of data bins. A bin is presumed to contain LWD if the bin standard deviation is larger than some multiple F of the background standard deviation, i.e.
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As can be seen in Figure 
Scale-space analysis
The scale-space filtering technique was introduced by Witkin Bergeron (1996) provided a multiscale analysis of streambed profiles, which was used to identify roughness elements at all observation scales. Scale-space filtering uses successive application of a Gaussian filter (with standard deviation s) to a data set, which can be graphed as a scale-space image ( Figure 9 ) showing successive levels of smoothing by using elevation offsets of smoothed bathymetry along the y axis.
Peaks and troughs of the original signal are moderated by Discrete Gaussian filtering for scale-space analysis requires replacing every sample by a weighted average of the bed profile over the width of the Gaussian filter, which is centered at the sample under consideration. To implement a scale-space analysis of the Sulphur River bathymetry data set, the bathymetry is defined by the pair of sequences j(n), D(n), where j(n) are distances along the boat track and D(n) are the depth data. As the data set is not uniformly spaced along the boat track, the discrete Gaussian filter (g), with zero mean, defined at sample n takes on the following value at location k in the neighborhood of n:
where n 1 , n , n 2 are such that the distances jj(n)-j(n 1 )j and jj(n)-j(n 2 )j are close to the filter half-width. That is, the sample limits n 1 and n 2 depend upon the physical distribution of the data points and are chosen so that the physical width of the filter remains approximately constant at each application. Following the recommendation of Bergeron (1996) , a filter halfwidth 4s was used in the present work. While computing a different set of n 1 , n , n 2 for each data point is computationally expensive, it is the only practical approach since interpolating the data to a uniform distribution for computational simplicity would distort the data spikes and invalidate the analysis.
Computing the discrete filtered signalDðnÞ from the original signal D(n) is performed as
Identifying where lines connect to form arches is a task that is readily done by sight, even in a discrete data set such as depicted in Figure 10 . Somewhat more complex is encoding this task in a computational algorithm. Our discrete approach to determining arches assigns codes of "1" for a trough and "2" for a peak at each smoothing level. Each sample that is not a peak or a trough is assigned "0". Each smoothing level is searched for adjacent trough/peak pairs, which are possible locations of an arch. To be considered an arch, the pair elements must be close enough to each other and arch width (W) that are expected for LWD must be defined. Unfortunately, the theory of scale-space analysis does not provide any direct connection between smoothing scales and physical scales. We attempted to infer appropriate scales by analyzing results for a scale-space analysis applied with a series of different windows. For the smoothing level scale S, we expect there to be some lower window limit to eliminate the background roughness of the bathymetry and some upper limit based upon the ability of the Gaussian filter to rapidly smooth a narrow spike. Scale-space images of the bathymetry (e.g. Figure 9 ) show that data spikes in the Sulphur River data set typically do not persist beyond 35 smoothing levels, so this was taken as a reasonable upper limit to the S window. For the lower S limit, we investigated smoothing levels of 25, 15 and 5 (Figure 11 ). For the arch width scale (W), we are interested in LWD with debris diameter scales of 10 cm, so a reasonable window minimum for W is 5 cm. The appropriate upper window limit for W is less clear, since the arch is a feature of the transition from peak to trough and can be expected to be larger than the debris feature itself. We investigated upper window limits of 100, 150 and 200 cm for W (Figure 12 ).
The smallest S window (25 # S # 35) in Figure 11 window leads to significant false identification of LWD by including peak -trough combinations that are too large to be LWD.
RESULTS AND DISCUSSION
Any method that adequately identifies the LWD may be used for 1) locating LWD and 2) providing a background bathymetry that excludes LWD. A comparison of the s-discrimination method and the scale-space discrimination method for the latter task is provided in Figure 13 .
For the s-method, the only survey data points removed are those for binned positions that violate the discrimination condition of Equation (2 
CONCLUSIONS
This research investigated the use of two methods for identifying submerged large woody debris in single-beam echo sounder data. The scale-space method, previously used by other researchers to characterize streambed roughness, proved unsuitable. The new s-discrimination method is shown to be suitable for identifying likely LWD data points so that they can be separated from the original data set. The s-method provides a background bathymetry that is effectively free from LWD and is appropriate for hydraulic modeling or GIS purposes. Additionally, this approach provides a data set of only LWD points, which may prove useful for tracking the perennial evolution of submerged LWD fields in streams and rivers. However, the present s-discrimination method must be applied with careful consideration of the survey boat speed, characteristics of the survey equipment and expected length scales for both LWD and background bathymetry variation. Selection of an appropriate standard deviation multiplier (F) for discriminating between LWD data and the background bathymetry depends on the interactions between these natural and equipment characteristics, so the F ¼ 2 used in the present work cannot be considered a generally applicable value.
