We prove the Fundamental Theorem of Asset Pricing for a discrete time financial market consisting of a money market account and a single stock whose trading is subject to proportional transaction cost and whose price dynamic is modeled by a family of probability measures, possibly non-dominated. Under a continuity assumption, we prove using a backward-forward scheme that the absence of arbitrage in a quasi-sure sense is equivalent to the existence of a suitable family of consistent price systems. A parallel statement between robust no-arbitrage and strictly consistent price systems is also obtained.
Introduction
The Fundamental Theorem of Asset Pricing (FTAP), as suggested by its name, is one of the most important theorems in Mathematical Finance and has been established in many different settings: discrete and continuous, with and without transaction cost. It relates no-arbitrage concepts to the existence of certain fair pricing mechanisms, which provides the rationale for why in duality theory, it is often reasonable to assume that the dual domain is non-empty.
We consider a discrete time, finite horizon financial market consisting of stocks and a zerointerest money market account. When the market is frictionless and modeled by a single probability measure, the classical result by Dalang-Morton-Willinger [5] asserts there is no-arbitrage if and only if there exists a martingale measure. With proportional transaction cost, martingale measure is replaced by the concept of consistent price system (CPS) or strictly consistent price system (SCPS). Equivalence between no-arbitrage and existence of a CPS is established by Kabanov and Stricker [12] for finite probability space Ω, and by Grigoriev [8] when the dimension is two. Such equivalence in general does no hold for infinite space and higher dimensions (see Section 3 of [16] and page 128-129 of [11] for counter examples). For such an equivalence one needs the notion of robust noarbitrage introduced by Schachermayer [16] , where he showed it is equivalent to the existence of an SCPS. There exists a few different proofs of the FTAP under transaction cost. Besides the proof in [16] which relies on the closedness of the set of hedgeable claims and a separation argument, there is a utility-based proof by Smaga [17] and proofs based on random sets by Rokhlin [14] . non-dominated. Each member of P represents a possible model for the stock. One should think of P as being obtained from market data. We have a collection of measures rather than a single one because we do not have point estimates but confidence intervals. The non-dominated case is generally much harder because the classical separation argument does not work. Without transaction cost, the recent work by Bouchard and Nutz [4] used a local analysis to establish the equivalence between the absence of arbitrage in a quasi-sure sense and the existence of an "equivalent" family of martingale measures. Acciaio et al. [1] obtained a different version of the FTAP by working with a different no-arbitrage condition which excludes model-independent arbitrage, i.e. abitrage in a sure sense only. In this paper, we prove the FTAP when both proportional transaction cost and model uncertainty are present, and when the dimension is two, i.e. the market consists of a money market account and a single stock. On a related note, Dolinsky and Soner [7] proved the super-hedging theorem (by first discretizing the state space and then taking limit) and stated the FTAP as a corollary. Our proof is quite different from theirs, and we state the result for an arbitrary collection of probability measures instead of the collection of all probability measures. We also note that our proportional transaction cost is not a constant as in their paper. We first introduce the no-arbitrage concept NA(P) along the lines of [4] and then the corresponding robust no-arbitrage concept NA r (P). Next, we prove the FTAP as a generalization (in the two-dimensional case) of [4] to the transaction cost case. Our contribution can also be seen as a generalization of the results of [14] on the martingale selection problem to the collection of probability measures which does not necessarily have a dominating measure. We are able obtain two versions of the FTAP, one relating NA(P) to CPS and the other relating NA r (P) to SCPS.
Similar to [4] , we proceed in a local fashion: we first obtain CPSs for each single-period model and then do pasting using a suitable measurable selection theorem. Although our proof follows the ideas in [4] closely, the multi-period case turns out to be quite different when transaction costs are added. A distinct feature for frictionless markets is that the absence of arbitrage for the multi-period market is equivalent to the absence of arbitrage in all single-period markets. So it is enough to look at each single period separately and paste the martingale measures together. This equivalence, however, breaks down in the presence of transaction cost. A simple example is the two-period market: S 0 = 1, S 0 = 3, S 1 = 2, S 1 = 4, S 2 = 3.5, S 2 = 5. Each period is arbitrage-free, but buying at time 0 and selling at time 2 is an arbitrage for the two-period market. So we cannot in general paste two one-period martingale measures to get a two-period martingale measure; in particular, the endpoints of the underlying martingales constructed for each single period may not match. We need to solve a non-dominated martingale selection problem. Martingale selection problem when P is a singleton was studied by Rokhlin in a series of papers [13, 15, 14] using the notion of support of regular conditional upper distribution of set-valued maps. In our case, it is difficult to talk about conditional distribution due to the lack of dominating measure. Nevertheless, we got some inspiration from [15, 14] and [17] and developed a backward-forward scheme:
Backward recursion: modify the original bid-ask prices backward in time by potentially more favorable ones to account for the missing future investment oppotunities; Forward extension: extend the CPS forward in time in the modified market.
Unfortunately, when there is no dominating measure, the backward recursion brings some measurability issues. We overcame these issues by making a suitable continuity assumption.
The rest of the paper is organized as follows. In Section 2, we introduce the probablistic framework, set up the financial market model, and state the main results. Section 3 and 4 are devoted to the proofs of the main theorems. We begin with the one-period case in Section 3 which serves as the building block, and move on to multi-period case in Section 4. A few useful lemmas that are cited or less closely related to the main idea of this paper are collected in the Appendix.
The Financial Market Model and Main Results
We follow the notation in [4] . Let T ∈ N be the time horizon and let Ω 1 be a Polish space.
Let Ω t := Ω t 1 be the t-fold Cartesian product with the convention that Ω 0 is a singleton. Denote by B(Ω t ) the Borel sigma-algebra on Ω t , and by F t the universal completion of B(Ω t ). We write (Ω, F) for (Ω T , F T ). Let P(Ω 1 ) denote the set of all probability measures on (Ω 1 , B(Ω 1 )). For each t ∈ {0, . . . , T − 1} and ω ∈ Ω t , we are given a nonempty convex set P t (ω) ⊆ P(Ω 1 ), representing the set of possible models for the t-th period. We assume the graph of P t (considered as a set valued map from Ω t to P(Ω 1 )) is analytic. This assumption ensures that P t admits a universally measurable selector, which we will denote by P t . Define the uncertainty set P ⊆ P(Ω) of the multi-period market by
Consider a financial market consisting of a money market account with zero interest rate, and a stock with bid price S t and ask price S t . S t , S t : Ω t → R are assumed to be positive, universally measurable for all t. Later on, we will replace universal measurability by continuity. We shall often use square and curly brackets to denote the stock market: [S, S] refers to a multi-period market with bid price S t and ask price S t for all t and for any ω ∈ Ω t , {[S t (ω), S t (ω)]; [S t+1 (ω, ·), S t+1 (ω, ·)]} refers to the one-period market with bid price S t (ω) and ask price S t (ω) at time t, and bid price S t+1 (ω, ·) and ask price S t+1 (ω, ·) at time t + 1. When S t (ω) = S t (ω) = s, we simply write {s; [S t+1 (ω, ·), S t+1 (ω, ·)]} for the one-period market. The solvency cone K t at time t is the closed convex cone in R 2 spanned by the unit vectors e 1 , e 2 and the vectors S t e 1 − e 2 , 1
S t e 2 − e 1 . That is, K t is the cone of portfolios that can be liquidated into the zero portfolio; it contains the positive orthant R 2 + . −K t is the cone of portfolios available at price zero.
A self-financing 1 portfolio process is an R 2 -valued predictable process φ = (φ 0 , φ 1 ) satisfying △φ t+1 := φ t+1 − φ t ∈ −K t for all t = 0, . . . , T. We always define φ 0 = 0. An equivalent expression for △φ t+1 ∈ −K t is △φ 0 t+1 ≤ −(△φ 1 t+1 ) + S t + (△φ 1 t+1 ) − S t . Denote by H the set of self-financing portfolio processes. Let A T := {φ T+1 : φ ∈ H}. A T is interpreted as the set of hedgeable claims (in terms of physical units) from zero initial endowment. It is easy to see that A T is solid in the sense that if f ∈ A T and g ≤ f , then g ∈ A T .
′ t with the same measurability and continuity property as
It is clear that NA r (P) implies NA(P) since any hedgeable claim is also hedgeable in markets with smaller friction, and they are equivalent when the market is P-q.s. frictionless.
Remark 2.1. NA(P ) ∀P ∈ P implies NA(P). Indeed, let f ∈ A T be such that f ≥ 0 P-q.s. hence P -a.s. for all P ∈ P. For each P , NA(P ) implies f = 0 P -a.s.. Since this holds for all P ∈ P, f = 0 P-q.s. and NA(P) holds. The reserve direction is not true; NA(P) does not even imply ∃P ∈ P with N A(P ) holds. Consider a one-period market with S 0 = 2 and S 1 (ω) = 1, S 1 (ω ′ ) = 3. Let P 1 = δ ω , P 2 = δ ω ′ be the Dirac measures concentrated on ω and ω ′ , respectively. Then it is easy to see that there is arbitrage under both P 1 and P 2 , but not under P := {P 1 , P 2 }.
A similar statement can be made for robust no-arbitrage, but under the extra condition that P has finite cardinality. Suppose NA r (P ) holds ∀P ∈ P with |P| < ∞. Then for each P , there is a less frictional market [S P , S P ] ⊆ ri[S, S] satisfying NA(P ). Define S ′ := sup P ∈P S P and S ′ := inf P ∈P S P . Since P is finite, it is easy to check that the [S ′ , S ′ ]-market has the desired measurability, lies in the relative interior of the original market, and satisfies NA(P).
Definition 2.2. A pair (Q,S) is called a consistent price system (CPS) (resp. strictly consistent
Denote the set of all consistent price systems (resp. strictly consistent price systems) by Z (resp. Z s ) When a market M other than [S, S] is in discussion, we shall write Z M , Z s M to indicate the underlying market. We now state a continuity assumption under which our main theorems hold. The readers can refer to Section 4 for the definition of support of measures and continuity of set-valued maps, and a brief discussion on the necessity of this assumption.
are continuous functions, and suppP t (·) is continuous as a set-valued map. Assumption 2.1, although a bit strong, still covers many applications. It holds trivially when Ω 1 is a discrete space. Let us give some examples in the non-dominated case.
representing the mid-price of the stock. Then S t := (1− κ)S t , S t = (1 + κ)S t for some positive constant κ are continuous for each t. (1) P t ≡ P(Ω 1 ), i.e. modelfree. suppP t ≡ Ω 1 is obviously a continuous set-valued map. (2) P t consists of all probability measure on Ω 1 such that S t+1 /S t lies inside a given interval [a, b], i.e. there is uncertainty in the log-increment of the mid-price. In this case suppP t (ω) = [aω, bω], which is continuous in ω.
The main theorems of this paper are given below.
Theorem 2.1. Under Assumption 2.1, the following are equivalent:
Theorem 2.2. Under Assumption 2.1, the following are equivalent:
, continuous for each t, and satisfying
Once we prove Theorem 2.1, the proof of Theorem 2.2 is easy. So we focus on the former and skip the latter in the one-period case. [4, Theorem 3.1] and [16, Theorem 1.7] suggest that it may be natural to formulate (ii) of Theorem 2.2 as:
which is weaker than condition (2.2) and implies NA(P). Under the weaker condition, we get a pair (Q P ,S P ) for every P . When P is finite, in particular, a singleton, the two conditions are equivalent, since one can construct S ′ , S ′ as the pointwise maximum and minimum of all theS P 's, respectively. However, when P has infinitely many elements, it is not clear how to construct a less frictional market that is arbitrage-free with respect to P: taking pointwise supremum and infimum does not necessarily produce a market that lies in the relative interior of the original one. Finally, let Q (resp. Q ′ ) be the collection of the first components of Z (resp. Z ′ ) that are "strongly" absolutely continuous with respect to P. We remark that Theorem 2.1(ii) is equivalent to saying P, Q are equivalent in terms of polar sets, and Theorem 2.2(ii) says P, Q ′ are equivalent in terms of polar sets. When P is a singleton, we recover the classical result of the existence of an equivalent measure.
The One-Period Case
In this section, we prove the FTAP for a one-period market. To prepare for multi-period case, we also discuss how to construct martingales with certain prescribed initial values. Throughout this section, we do not impose the continuity assumption, since this assumption is required in carrying out the backward recursion, which clearly is unnecessary when there is only one period.
Let (Ω, F) be a measurable space with filtration (F 0 , F 1 ) and F 0 = {0, Ω}. Let P ⊆ P(Ω) be a nonempty convex set. The bid and ask price process of the stock is given by constants S 0 , S 0 and F 1 -measurable random variables S 1 , S 1 , repsectively. For this one-period market, we write △X for the difference X 1 − X 0 of any process X. Finally, we note that NA(P) for this one-period market can be stated in the following equivalent form:
For each P ∈ P, define
Proof. Let P ∈ P. We consider three cases:
To see this, first observe that we cannot have S 1 − S 0 ≥ 0 P-q.s. because NA(P) would then imply S 1 − S 0 = 0 P-q.s. and therefore R-a.s., contradicting
Similar to the first paragraph on page 13 of [4] , we define R 2 := (
We can pick any λ ∈ [0, 1] sufficiently close to 1, and a suitable convex combination of R and R ′ , denoted by Q, such that E Q [△S λ ] = 0.
If one of the inequalities is an equality, then we are done: λ = 0 or 1 will do. If both inequalities are strict, then we can always find a λ ∈ (0, 1) such that
0 by a construction similar to that in case 1. We then take Q := (R 1 + R 2 )/2.
Given P ∈ P, (3.2) immediately gives the existence of a CPS (Q,S) with P ≪ Q ≪ P, which is the nontrivial implication of the FTAP. The additional claim in Lemma 3.1 says the only case when we fail to have an SCPS is S 1 ≥ S 0 or S 1 ≤ S 0 P-q.s.. Under NA(P), this is only possible if S 1 = S 0 or S 1 = S 0 P-q.s.. Lemma 3.1 also have the following important implications for the multi-period case.
Remark 3.1. Consistent price process of the formS =S λ inherits the measurability of the given bid-ask prices. In multi-period case, the measurability also depends on the measurability of λ. By focusing on consistent price processes of this special form, for each single period, we can reduce the problem of finding a measurable functionS 1 to finding a constant weight λ, which will be useful when pasting single-period prices together using measurable selection in the multi-period case. Otherwise we could encounter the problem of havingS t+1 (ω, ω ′ ) being F t measurable in ω and F 1 -measurable in ω ′ , but not necessarily F t+1 -measurable in (ω, ω ′ ).
Theorem 3.1. In a one-period market, the following are equivalent: 
We get a contradiction. Therefore, it must be that f = 0 P-q.s. and NA(P) holds.
Recall that when we go to the multi-period case, we cannot directly paste two single-period CPSs, but to first make sure the starting point of the current-period martingale matches the terminal point of its parent. In other words, we are interested in constructing martingales with certain prescribed initial values. Proposition 3.1 gives the set of starting points that admits a martingale extension. Proof. If supp P S 1 = supp P S 1 = {s}, then NA(P) holds trivially and Q := P,S 0 := s,S 1 := (S 1 + S 1 )/2 is the desired CPS. Suppose s ∈ (inf supp P S 1 , sup supp P S 1 ) = ∅. We can find x ∈ supp P S 1 and y ∈ supp P S 1 such that x < s < y. By definition of support, ∃P 1 , P 2 ∈ P satisfying P 1 (S 1 < s) > 0 and P 2 (S 1 > s) > 0. We now show the market {s, [S 1 , S 1 ]} satisfies N A(P). Let y ∈ R satisfy y + (S 1 − s) − y − (S − s) ≥ 0 P-q.s.. If y > 0, then we must have S 1 ≥ s P-q.s., contradicting the fact that P 1 (S 1 < s) > 0. If y < 0, then we must have S 1 ≤ s Pq.s., contradicting the fact that P 2 (S 1 > s) > 0. Therefore, the only possibility is y = 0, thus y + (S 1 − s) − y − (S 1 − s) = 0 P-q.s.. Applying Lemma 3.1 to the market {s, [S 1 , S 1 ]} yields the desired CPS and a λ ∈ (0, 1).
The Multi-period Case
In this section, we prove the FTAP for a multi-period market through a backward-forward scheme. Back to the setup in introduction, the set P is defined as the product, in the sense of (2.1), of the nonempty convex sets P t (·) which have analytic graphs, and S t , S t are positive, F(Ω t )measurable. For a map f on Ω t+1 , we will often see it as a map on Ω t × Ω 1 and write f = f (ω, ω ′ ). Throughout this section, Assumption 2.1 is in force. That is, we assume S t (·), S t (·) and suppP t (·) are continuous. The reason for the extra assumption is that we wish to have a property for price processes that can be preserved under the backward recursion (4.1). Both Borel and universal measurability are lost under this backward scheme (see Remark 4.1). This problem does not exist in market without transaction cost since there is no need to redefine the stock price and it is enough to assume the stock price is Borel, nor does it matter when there is a dominating measure P , since we can always modify a universally measurable map on a P -null set to make it Borel. Relaxation of the continuity restriction is left for future research. We begin with some preliminary definitions. We will mostly be working with σ-compact separable metrizable space X (e.g. R) and closedvalued Φ. Then measurable and weakly measurable are equivalent [9, Theorem 3.2(ii)]. We will use the words universally measurable when Σ = F and Borel measurable when Σ = B.
Equivalently, supp(R) consists of the set of points x ∈ X such that for every open neighborhood
Define processes X, Y recursively by X T = S T , Y T = S T and for t = T − 1, . . . , 0.
Proof. X T , Y T are continuous by assumption. Suppose X t+1 , Y t+1 are continuous, we deduce the continuity of X t , Y t . Lemma A.3 yields the nice representation
Since ω ։ suppP t (ω) is continuous, it is easy to check the set-valued map ω ։ {ω} × suppP t (ω) is also continuous. Composing with the continuous function (ω, ω ′ ) → X t+1 (ω, ω ′ )∨ S t (ω)∧ S t (ω) and then taking closure, we get by [2, Lemma 17.22, Theorem 17.23] a continuous map with non-empty compact values:
Berge Maximum Theorem [2, Theorem 17.31] then implies the value function inf y∈Φ(ω) y = inf Φ(ω) is continuous. It remains to notice that inf Φ(ω) = inf X t+1 (ω, supp(P t (ω))) ∨ S t (ω) ∧ S t (ω) = X t .
A symmetric argument gives the continuity of Y t . Apart from preserving continuity, the recursively defined [X, Y ]-market has two nice properties. First, its spread is not too wide: at least all points in the interior of [X t , Y t ] admits a martingale extension to the next period P-q.s., although there are delicate issues when the point lies on the boundary of the spread. Second, its spread is not too narrow either, in the sense that it still satisfies NA(P) when the original market does. In summary, other than requiring a strong continuity assumption in its construction, this new market fits our needs perfectly. The general idea of proving the nontrivial implication of multi-period FTAP is to replace the original market by the modified market [X, Y ], and do martingale extension in the modified market. Interior extension is not too hard in view of Proposition 3.1; the challenging part is boundary extension. It turns out that boundary extension is possible if we avoid hitting boundaries as much as we can from the beginning.
Before proving the main theorem, we need three crucial lemmas. Proof. We prove by backward induction. Suppose NA(P) holds for market
Let φ be a self-financing portfolio process in market M t with φ 0 = 0 and φ T+1 ≥ 0 P-q.s.. Consider another portfolio process defined by η r := φ r ∀r = 0, . . . , t,
That is, we follow φ up to time t − 1, stick to its stock position whenever the transaction at time t can be carried out in market M t+1 , and postpone the transaction to time t + 1 if it is not admissible in market M t+1 , and follow the stock position of φ again afterwards. Clearly, η is predictable, self-financing in market M t+1 , and η 1
. During the (t + 1)-th and (t + 2)-th periods, η and φ are trading the same total number of shares, just at different times. So we only need to check that η faces a trading price as favorable as, if not more favorable than the one faced by φ. By our construction of X t , when X t (ω) = S t (ω), we must have
Therefore, η has price disadvantage only on a P-polar set. Proof. Set F ω (·) := S t+1 (ω, ·) − S t (ω) and G ω (·) := S t+1 (ω, ·) − S t (ω). By Lemma 4.3 of [4] , Λ F (ω) := supp Pt(ω) (F ω ) and Λ G (ω) := supp Pt(ω) (G ω ) are universally measurable. We claim that
So we must have y = 0, and consequently ω ∈ N c t . Conversely, if Λ F (ω) ⊆ R ≥0 and Λ F (ω)∩R >0 = ∅, then F ω ≥ 0 P t (ω)-q.s. and P (F ω > 0) > 0 for some P ∈ P t (ω). In this case, any y > 0 is an arbitrage. Similarly, if Λ G (ω) ⊆ R ≤0 and Λ G (ω) ∩ R <0 = ∅, then any y < 0 is an arbitrage. Universal measurability of N t then follows from the universal measurability of Λ F , Λ G . We now show N t is P-polar. Since each measure in P admits a decomposition of the form (2.1), Fubini theorem easily implies φ T+1 = φ t+2 ≥ 0 P-q.s.. On the other hand, P * := P * | Ωt ⊗ P ⊗P t+1 ⊗ · · · ⊗P T−1 whereP r is any universally measurable selector of P r , r = t + 1, . . . , T − 1 is an element of P satisfying P * (φ 0 T+1 > 0) = P * (φ 0 t+2 > 0) > 0. This violates NA(P). So A must be P-polar. 
We only show the set
Then Ξ t has an analytic graph and there exist F t -measurable maps Q(·), λ(·),P (·) such that (Q(ω), λ(ω),P (ω))
Proof. The proof is almost the same as that of [4, Lemma 4.8] . So we shall be brief. We first show Ξ t has an analytic graph. .29] then imply φ is Borel. So graph(Φ) = {φ = 2} is Borel. Hence, with minor abuse of notation, Ξ t (ω) = (Ψ(ω) × P t (ω)) ∩ (Φ(ω) × R) has an analytic graph. We can find a universally measurable selector Q(·), λ(·),P (·) for Ξ on the universally measurable set {Ξ t = ∅}. Outside this set, we simply define Q(·) =P (·) = P (·) and λ to be any constant.
We are now ready to prove our main results. 
. . , T for some adapted process λ, valued in [0, 1]. Moreover, define a sequence of stopping times:
with the convention that inf ∅ = ∞. Then P-q.s. on the set {τ 0 n < ∞}, we have
Then P-q.s. on the set {σ 1 n < ∞}, we have
We do induction on the number of periods in the market. When there is only one period, for any P ∈ P, the existence of (Q,S λ ) ∈ Z with P ≪ Q ≪ P is due to Lemma 3.1. Moreover, we take λ = 0 when {X 0 } = {Y 0 } = supp P X 1 = supp P Y 1 , and λ = 1 when {X 0 } = {Y 0 } = supp P Y 1 = supp P X 1 . In all other cases (under NA(P)), Proposition 3.1 guarantees the existence of a λ ∈ (0, 1). We can check that all the statements in (ii') are satisfied. Now, suppose (i) implies (ii') for any market with T − 1 periods and satisfies backward recursion (4.1). We will deduce the same property for such recursively defined market with T periods.
Let NA(P) hold for the T -period market denoted by M. Its submarket up to time T − 1, denoted by M ′ , satisfies NA(P ′ ) where P ′ = {P 0 ⊗ · · · ⊗ P T −2 : each P t is a universally measureable selector of P t } is the set of possible models for the first T − 1 periods. Let P ∈ P have decomposition P = P | Ω T −1 ⊗ P T −1 . We can apply induction hypothesis to obtain Q ′ , λ,S described in (ii') up to time T − 1 with P | Ω T −1 ≪ Q ′ ≪P ′ ∈ P ′ . Our goal is to extend Q ′ , λ,S,P ′ to the T -th period.
Step 1: We will show that the set N M 1 := {ω : NA(P T −1 (ω)) fails for the one-period market {S T −1 (ω), [X T (ω, ·), Y T (ω, ·)]}} (4.6)
is universally measurable and P-polar. Let
These sets are universally measurable by [4, Lemma 4.3] . Equation (4.4) gives 7) which implies N M 1 is universally measurable. It remains to show N M 1 is P-polar. Since the market [X, Y ] satisfies N A(P), Lemma 4.3 implies N T −1 := {ω : NA(P T −1 (ω)) fails for the one-
}} is universally measurable and P-polar.
For ω ∈ N c T −1 , we see from (4.3) and the definition of
are P-polar. We shall focus on set A; the other case is similar.
Suppose on the contrary, P * (A) > 0 for some P * ∈ P. Define stopping timesτ n ,σ n bỹ
Induction hypothesis implies that P ′ -q.s. on {τ 0 n < ∞}, we have
We now construct an arbitrage strategy. Define φ 0 := 0. For t = 1, . . . , T ,
Then φ is predictable and self-financing in market M. Moreover, φ T +1 ≥ 0 P-q.s.. Indeed, on the set {τ 0 1 = ∞}, no trade occurs. On the set {τ 0 m <σ 0 m = ∞} for some m ≥ 1, the strategy is to repeatedly buy one share at timeτ 0 n and sell it at timeσ 0 n for all n < m. After that, buy one share atτ 0 m and close our stock position at time T − 1 if A is not observed, and at time T if A is observed. In the case where A is not observed, (4.8) implies the selling price of every holding period is P ′ -q.s. (hence also P-q.s. since all trades occur on or before time T − 1) the same as the buying price of that holding period. So we end up in zero position. In the case where A is observed, (4.8) again implies P ′ -q.s. perfect cancellation before the last holding period; in the last holding period, we buy a share at timeτ 0 m , and sell it at time T at the price X T which is P T −1 -q.s. larger than or equal toS T −1 = X T −1 by the definition of A. To create an arbitrage opportunity, it remains to construct a measure P * under which {φ 0 Then P * (A) > 0 and P * (φ 0 T +1 > 0) > 0. So φ is an arbitrage, contradicting NA(P) for market M. Therefore, A must be P-polar. A similar argument shows B is P-polar. We conclude that
Step 2: We will now extend Q ′ , λ,S,P ′ to the T -th period. In view of step 1, we only need to consider martingale extension on the P-q.s. set N c
On N M 1 , we simply set Q T −1 =P T −1 = P T −1 and λ T −1 = 1/2. We perform the extension on the following universally measurable sets separately:
On {Λ F = Λ G = {0}}, set Q T −1 =P T −1 = P T −1 , λ T −1 = 1/2.
On {Λ F ∩ R <0 = ∅ and Λ G ∩ R >0 = ∅} := C, we have inf supp Pt(ω) X T (ω, ·) <S T −1 (ω) < sup supp Pt(ω) Y T (ω, ·).
So the set Ξ T −1 (ω) defined by (4.5) with X, Y in place of S, S is nonempty by Proposition 3.1. To obtain a universally measurable selector, we first modify P T −1 (·) andS T −1 (·) on aP ′ -nullset in which case Λ F (ω) ∩ R <0 = ∅. But based on our contruction, λ T −1 (ω) = 0 only if Λ F (ω) = {0}. So we must have X T −1 (ω) = Y T −1 (ω) =S T −1 (ω). Similar to case 3, X T (ω) =S T −1 (ω) = X T −1 (ω) for P-q.s. ω that fall into case 4 follows from Λ F (ω) = {0}.
Statements about σ 1 n , τ 1 n can be verified by a symmetric argument. We therefore have proved that (i) implies (ii') for recursively defined markets [X, Y ] with T periods.
Finally, we note that (ii') clearly implies (ii). Lemma A.1. Let P ∈ P(Ω) and f n be a sequence of (P -a.s. finite) random variables. There exists probability measure R ∼ P with bounded density with respect to P , such that all f n are R-integrable.
Lemma A.2. For any φ ∈ H and (Q,S) ∈ Z, we have
Proof. By martingale property ofS,S ∈ [S, S], and self-financing property of φ,
Lemma A.3. Let S : Ω → R be continuous and P ⊆ P(Ω) be a family of probability measures. Then supp P S(·) = S(supp(P)).
Proof. Let y ∈ S(supp(P)). Then ∀r > 0, ∃ω r ∈ supp(P) such that S(ω r ) ∈ B r (y). Since S is continuous, S −1 (B r (y)) is an open neighborhood of ω r . Since ω r ∈ supp(P), ∃P r ∈ P such that P r • S −1 (B r (y)) > 0. We therefore have y ∈ supp P S(·). The other inclusion does not require S to be continuous. Suppose y / ∈ S(supp(P)). Then ∃r > 0 such that B r (y) ∩ S(supp(P)) = ∅, which implies S −1 (B r (y)) ∩ supp(P) = ∅. It follows that ∀P ∈ P, we must have P • S −1 (B r (y)) = 0, otherwise P (supp(P)) would be strictly less than 1, contradicting the definition of supp(P). So the neighborhood B r (y) is P-polar, meaning y / ∈ supp P S(·). 
