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Abstract
Motivated by recent results showing that there are natural parameterized problems that are ﬁxed-parameter
tractable, but can only be solved by ﬁxed-parameter tractable algorithms the running time of which depends nonele-
mentarily on the parameter, we propose a notion of bounded ﬁxed-parameter tractability, where the dependence of
the running time on the parameter is restricted to be singly exponential.
We develop a basic theory that is centred around the class EPT of tractable problems and an EW-hierarchy of
classes of intractable problems, both in the bounded sense. By and large, this theory is similar to the established
unbounded parameterized complexity theory, but there are some remarkable differences. Most notably, certain
natural model-checking problems that are known to be ﬁxed-parameter tractable in the unbounded sense have a
very high complexity in the bounded theory. The problem of computing the VC-dimension of a family of sets,
which is known to be complete for the class W[1] in the unbounded theory, is complete for the class EW[3] in the
bounded theory.
It turns out that our bounded parameterized complexity theory is closely related to the classical complexity
theory of problems that can be solved by a nondeterministic polynomial time algorithm that only uses log2 n
nondeterministic bits, and in particular to the classes LOGSNP and LOGNP introduced by Papadimitriou and
Yannakakis.
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1. Introduction
The idea of ﬁxed-parameter tractability is to approach hard algorithmic problems by isolating problem
parameters that can be expected to be small in certain applications and then develop algorithms that
are polynomial except for an arbitrary dependence on the parameter. More precisely, a problem is ﬁxed-
parameter tractable if it can be solved by an algorithm the running time ofwhich is bounded by f (k)·p(n),
where n denotes the size of the input, k the parameter, f is an arbitrary computable function, and p a
polynomial. Since the choice of suitable parameters allows for a great ﬂexibility, ﬁxed-parameter algo-
rithms have found their way into practical applications such diverse as computational biology, database
systems, computational linguistics, and automated veriﬁcation (cf. [3]). On the theoretical side, a theory
of parameterized intractability has been developed that led to a comprehensive classiﬁcation of parame-
terized problems into tractable and hard problems (cf. [6,3]).
Allowing an arbitrary computable function f in the running time bound of a ﬁxed-parameter
tractable algorithm seems questionable, though. A running time of 22kn cannot really be considered
“tractable” even for small values of k (say, k10). The standard and to some extent valid response
to such objections is that (a) for natural problems, such extreme parameter dependence rarely occurs
and (b) to obtain a robust theory, one has to compromise. Referring to the “classical” class of tractable
problems, polynomial time, one may add that (c) an algorithm with a running time of O(n100) cannot be
considered “tractable” either, even though it is a polynomial time algorithm. However, recent results due
to Frick and the second author [12] show that the crucial point (a) has important exceptions: There are
natural ﬁxed-parameter tractable problems that cannot be solved by an algorithm whose running time is
bounded by f (k) · poly(n) for any elementary function f. These problems are so-called model-checking
problems; database query evaluation is an application that can be described by such problems [13]. The
results imply that the running time of the ﬁxed-parameter tractable algorithm obtained from Courcelle’s
well-known theorem [2] that monadic second-order properties of graphs of bounded tree-width can be
decided in linear time also has a nonelementary dependence on the parameter. Courcelle’s theorem has
been viewed a centrepiece of parameterized complexity theory (a long chapter in Downey and Fellows’
monograph [6] is devoted to Courcelle’s theorem). This raises some doubts about parts of the theory
of ﬁxed-parameter tractability. Of course, intractability results with respect to this liberal deﬁnition are
stronger. Moreover these doubts by no means diminish the value of the practical work on ﬁxed-parameter
tractable algorithms; algorithms developed in this context often have running times ck ·n for some constant
c with 1 < c2.
The important fact is that there are viable alternatives to the notion of ﬁxed-parameter tractability: One
can simply put upper bounds on the growth of the “parameter dependence” f, the two most natural being
f ∈ 2poly(k) and the stricter f ∈ 2O(k). The resulting bounded ﬁxed-parameter tractability classes are still
fairly robust, and they contain all of the problems that are “ﬁxed-parameter tractable in practice”. While
we do not want to propose an industry generating papers on various bounded parameterized complexity
theories, we hope that our results will convince the reader that at least the bounded theory we consider
here is well worth being explored.
We study the stricter notion of bounded ﬁxed-parameter tractability. We let EPT be the class of all
parameterized problems that can be solved in time 2O(k) · poly(n). We introduce a suitable notion of
ept-reduction and deﬁne the class EW[P] and a hierarchy of classes EW[t], for t1, within EW[P]
corresponding to the class W[P] and to the classes of the W-hierarchy of unbounded parameterized
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complexity. 1 We observe that, for all t1, if W[t] = FPT then EW[t] = EPT. So we can assume
that the EW-hierarchy does not collapse to EPT (that is, if we believe the assumption of the unbounded
theory that the W-hierarchy does not collapse to FPT). We prove that the logical characterizations of the
W-hierarchy [7,10,11] can be transferred to the bounded EW-hierarchy, which shows that the classes have
a certain robustness. It has to be said, though, that the EW-hierarchy is less robust than the W-hierarchy.
This is particularly true for the ﬁrst level EW[1] of the hierarchy.
We then consider a few complete problems for our classes. Many completeness results can easily be
transferred from the unbounded to the bounded theory. As an example, we prove that the parameterized
dominating set problem, which is W[2]-complete under fpt-reductions, is EW[2]-complete under ept-
reductions. A surprise occurs when we consider a parameterized version of the problem of computing the
VC-dimension of a family of sets. In the unbounded theory, this problem is known to be W[1]-complete
under fpt-reductions. We prove that in our bounded theory, VC-dimension is EW[3]-complete under ept-
reductions. Thus we are in the odd situation that in the unbounded theory, VC-dimension is “easier” than
dominating set, whereas in the bounded theory, it is “harder”. The completeness of the parameterized
VC-dimension problem for the third level of our hierarchy seems very natural in view of Schaefer’s result
that a classical version of the VC-dimension problem, where the family of sets is represented succinctly,
is complete for the third level of the polynomial hierarchy [18].
Less surprisingly, we prove that the (unbounded) ﬁxed-parameter tractable model-checking problems
that have been shown to have no ﬁxed-parameter tractable algorithms with elementary parameter depen-
dence in [12] are complete for natural intractable classes in the bounded theory. Speciﬁcally, we prove that
model-checking for ﬁrst-order logic on words is complete for the class EAW[∗], the bounded analogue
of the class AW[∗].
One of the nicest features of our bounded theory is that it is intimately linked to the classical complexity
class NP[log2 n] of all problems that can be solved by a nondeterministic polynomial time algorithm that
uses only O(log2 n) nondeterministic bits. There are several natural examples of such problems. The
best known may be the problem of computing the VC-dimension of a given family of sets [16] and the
hypergraph traversal problem [8]. Papadimitriou andYannakakis [16] introduced two syntactically deﬁned
complexity classes LOGSNP and LOGNP and proved that many natural problems are complete for one
of these classes. The deﬁnition of these classes is reminiscent of some of the logical characterizations
of the classes of the W-hierarchy and the EW-hierarchy. Motivated by this observation, we introduce a
hierarchy of classical complexity classes LOG[t], for t2, which may be viewed as restrictions of the
corresponding classes EW[t] to the parameter value log n, where n denotes the size of the input. We prove
that LOGSNP = LOG[2] and LOGNP = LOG[3]. Thus our classes put Papadimitriou and Yannakakis’s
classes into a larger context. We show that NP[log2 n] = PTIME if and only if EW[P] = EPT and that for
all t2 we have LOG[t] = PTIME if and only if EW[t] = EPT. This establishes a nice direct connection
between classical complexity theory and our bounded parameterized theory; no such connection is known
for the W-hierarchy (and it probably does not exist).
1 Some remarks on our terminology may be helpful here: Classical complexity theory refers to the standard, unparameterized,
complexity theory. In parameterized complexity,we distinguish between the usual theory, referred to as unbounded parameterized
complexity theory, and the bounded parameterized complexity theory developed here.
Furthermore, we distinguish between classical problems, which are just languages Q ⊆ ∗ over some ﬁnite alphabet , and
parameterized problems, which are pairs (Q, ), where Q ⊆ ∗ is a classical problem and  : ∗ → N a parameterization.
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Our paper is organized as follows: In Section 2 we review the basic notions of (unbounded) parameter-
ized complexity theory and at the same time introduce the corresponding notions of the bounded theory.
In Section 3, we relate the class EW[P] with limited nondeterminism. In Section 4, we give logical
characterizations of the EW-hierarchy, and in Section 5 we prove two basic completeness results for the
classes EW[2] and EW[3]. Section 6 is devoted to the connection between the classes of the EW-hierarchy
and the classical classes of problems that can be solved with log2 n nondeterministic bits introduced by
Papadimitriou and Yannakakis [16]. In Section 7, we study higher levels of intractability in our bounded
theory. Finally, Sections 8 and 9 are devoted to the part of the theory that is not so nice. We introduce
a matrix of classes EW[t, d] generalizing the EW-hierarchy and identify a class within this matrix that
seems a good candidate for a class EW[1]. We prove that the parameterized clique problem is complete
for this class.
2. The basic notions
2.1. FPT and EPT
Let  be a ﬁnite alphabet. A parameterized problem (over the alphabet ) is a pair (Q, ) consisting
of a set Q ⊆ ∗ of strings over  and a polynomial time computable function  : ∗ → N, the
parameterization. Any x ∈ ∗ is called an instance of Q and (x) is the corresponding parameter.
Hence, a parameterized problem consists of a problem in the usual complexity theoretic sense together
with a parameterization.
For example, choose a ﬁnite alphabet  such that propositional formulas are strings over  in a natural
way. The parameterized problem p-SAT is the problem (Q, ), whereQ is the set of satisﬁable propositional
formulas and  : ∗ → N is deﬁned by
(x) :=
{
number of variables of x if x is a propositional formula,
0 otherwise.
The following notation for p-SAT illustrates how we normally present parameterized problems:
p-SAT
Instance: A propositional formula .
Parameter: The number of variables of .
Problem: Decide whether  is satisﬁable.
Deﬁnition 1. Let F be a set of total functions from N to N. A parameterized problem (Q, ) over the
alphabet  is F-ﬁxed-parameter tractable, if there is a function f ∈ F, a polynomial p ∈ N[X], and an
algorithm that, given x ∈ ∗, decides whether x ∈ Q in at most f ((x)) · p(|x|) steps.
We denote the class of all F-ﬁxed-parameter tractable problems by F-FPT.
The standard notion of ﬁxed-parameter tractability is based on the classR of all computable functions.
We use the standard terminology and denote the class R-FPT simply by FPT. 2 We usually refer to
2 Sometimes, FPT is even deﬁned as A-FPT, where A denotes the class of all functions f : N → N. (Downey and Fellows
[6] call R-FPT strongly uniform FPT and A-FPT uniform-FPT.) However, R-FPT is a more robust class.
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the “standard” parameterized complexity theory based on the class FPT as unbounded (parameterized
complexity) theory, to distinguish it from bounded theories based on F for “bounded” classes F, F ⊂ R.
In this paper, we aremainly interested inE-ﬁxed-parameter tractability, whereE is the set of computable
functions in 2O(k). To simplify the notation,wewrite EPT instead ofE-FPT. Further natural and interesting
classes are SUBE-FPT and EXP-FPT, where SUBE = 2o(k) (more precisely, SUBE is the class of all
computable functions in 2o(k)) and EXP = 2poly(k). The latter has been investigated in [19]. IfF = O(1)
is the set of all constant functions, then F-FPT is PTIME, or more precisely, F-FPT is the class of
parameterized problems (Q, ) with Q in PTIME.
Clearly, if F ⊆ F′ then F-FPT ⊆ F′-FPT and hence, every problem in EPT is in FPT. An example
of a problem in EPT is p-SAT, where we can choose as f the function f (k) := 2k . If Q ⊆ ∗ is a
decidable problem that is not decidable in time 2O(n) and  : ∗ → N is deﬁned by (x) = |x|, then the
parameterized problem (Q, ) is in FPT \EPT. Natural problems in FPT \EPT are known to exist under
certain complexity theoretic assumptions:
p-MC(WORDS,FO) ∈ FPT \ EPT if FPT = AW[∗],
p-MC(WORDS,MSO) ∈ FPT \ EPT if P = NP
(cf. [12]). Here, p-MC(WORDS,FO) and p-MC(WORDS,MSO) denote the parameterized model-
checking problem for the class of words and ﬁrst-order logic FO and the class of words and monadic
second-order logic MSO, respectively (compare 4.3 for the deﬁnition of model-checking problems).
2.2. Reductions
To compare the complexities of parameterized problems that are not F-ﬁxed-parameter tractable, we
need a notion of reduction. We only consider many-one reductions. The crucial property expected from
a notion of reduction for F-FPT is:
If (Q, ) is reducible to (Q′, ′) and (Q′, ′) ∈ F-FPT, then (Q, ) ∈ F-FPT. (1)
We give the deﬁnitions for the cases we are interested in here, FPT and EPT.
Deﬁnition 2. Let (Q, ) and (Q′, ′) be parameterized problems over the alphabets and′, respectively.
A reduction from (Q, ) to (Q′, ′) is a function R : ∗ → (′)∗ with
Qx ⇐⇒ Q′ R(x)
for all x ∈ ∗.
(1) R is an fpt-reduction if there are computable functions f, g and a polynomial p such that
(a) R(x) is computable in time f ((x)) · p(|x|),
(b) ′(R(x))g((x)) for all x ∈ ∗.
(2) R is an ept-reduction if there are constants c, d0 and a polynomial p such that
(a) R(x) is computable in time 2c·(x) · p(|x|),
(b) ′(R(x))d · ((x) + log |x|) for all x ∈ ∗.
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It is easy to verify (1) for fpt-reducibility with respect to FPT and for ept-reducibility with respect to
EPT.
Many reductions presented in this paper are fpt-reductions and ept-reductions, in fact they are efpt-
reductions in the sense of the following deﬁnition.
Deﬁnition 3. A reduction R from (Q, ) to (Q′, ′) is an efpt-reduction, if there are constants c, d0
and a polynomial p such that
(1) R(x) is computable in time 2c·(x) · p(|x|),
(2) ′(R(x))d · (x) for all x ∈ ∗.
Wewrite (Q, )ept(Q′, ′) if there is an ept-reduction from (Q, ) to (Q′, ′) and (Q, ) ≡ept (Q′, ′)
if (Q, )ept(Q′, ′) and (Q′, ′)ept(Q, ). We let
[(Q, )]ept = {(Q′, ′) | (Q′, ′)ept(Q, )}.
Analogously, we deﬁne  fpt,≡fpt, [(Q, )]fpt, efpt and ≡efpt.
The notions of fpt- and ept-reduction are incomparable: To see this, let Q ⊆ ∗ be a problem that is
not in polynomial time. Let , ′ : Q → N be deﬁned by (x) = 1 and ′(x) = log |x| for all x ∈ ∗.
Then clearly (Q, ) is ept-reducible to (Q, ′). However, it is easy to see that if (Q, ) were fpt-reducible
to (Q, ′) then Q would be in polynomial time.
Conversely, let (Q, ) be any problem in FPT \EPT, and let (Q′, ′) be any nontrivial problem in EPT
(nontrivial meaning that Q′ is neither the empty set nor the set of all strings over a given alphabet). Then
(Q, ) is fpt-reducible, but not ept-reducible to (Q′, ′).
In Section 7, we will see natural problems (Q, ) and (Q′, ′) such that
(Q, ) ∈ FPT, (Q′, ′)ept(Q, ) and (Q′, ′) /∈ FPT.
The incomparability of ept- and fpt-reducibility is the source of the richness of the EPT-theory in much
the same way as the incomparability of fpt-reductions and polynomial reductions is for the FPT-theory.
The introduction of efpt-reductions is of pragmatic nature: As already mentioned, it just happens that
many reductions we consider are efpt-reductions.
3. The class EW[P] and limited nondeterminism
In this section we relate the class EW[P], the bounded analogue of the class W[P], with limited
nondeterminism.
First, we recall the deﬁnition of W[P] (cf. [1,6]). For this purpose, we consider circuits. They are
deﬁned in the standard way. To be a bit more speciﬁc, let us say that our circuits consist of input gates,
and gates, and or gates of arbitrary ﬁnite arity, and not gates and they have one designated output node
(that is, they only compute Boolean functions). The weight of a truth value assignment to the input nodes
of C is the number of input nodes set to TRUE. By deﬁnition,
W[P] = [p-CIRC]fpt,
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where
p-CIRC
Instance: A circuit C and k ∈ N.
Parameter: k.
Problem: Decide whether C has a satisfying assignment of weight k.
By analogy, we deﬁne EW[P] by
EW[P] := [p-CIRC]ept.
By NP[log2 n] we denote the classical complexity class of all problems that can be solved by nondeter-
ministic polynomial time algorithms using only O(log2 n) nondeterministic bits (in the Kintala–Fischer
model of limited nondeterminism [14]). The result relating EW[P] with limited nondeterminism reads as
follows:
Theorem 4. EW[P] = EPT if and only if NP[log2n] = PTIME.
Proof. First assume that EW[P] = EPT. Let Q be a (classical) problem decided by a nondeterministic
polynomial timemachineM that on every run on any input x performs atmost d ·log2 |x| nondeterministic
steps (for some constant d ∈ N). We may suppose thatM ﬁrst carries out the nondeterministic steps and
that they altogether consist in appending to the input x a 0–1 string of length d · log2 |x|. (If we write
log n where an integer is expected, we mean log n.)
The deterministic part of the computation of M on input x can be simulated by a circuit Cx in the
standard way (e.g., compare the proof of Theorem 8.1 in [15]) such that
M accepts x ⇐⇒ Cx has a satisfying assignment. (2)
The size of Cx is polynomial in |x| and Cx has d · log2 |x| input nodes corresponding to the 0–1 string
chosen in the nondeterministic part of the computation ofM.
Now we apply what Downey and Fellows [6] call the k · log n trick: We think of the d · log2 |x| input
nodes of Cx as being arranged in d · log |x| blocks of log |x| nodes. We construct the circuit Dx by adding
d · log |x| blocks, each of |x| new input nodes, to Cx and by ensuring (with additional gates) that at most
one input node of each new block can be set to TRUE (in a satisfying assignment of Dx). Moreover, we
wire the new input nodes with the old input nodes (i.e., the input nodes of Cx) in such a way that the
following holds: If the jth input node of the ith block of Dx is set to TRUE then exactly those old input
nodes of the ith block, which correspond to positions of the binary representation of j carrying a 1, are
set to TRUE. Then
Cx has a satisfying assignment
⇐⇒ Dx has a satisfying assignment of weight d · log |x|
and therefore,
Qx ⇐⇒ (Dx, d · log |x|) ∈ p-CIRC.
By our assumption EW[P] = EPT, we can decide whether (Dx, d · log |x|) ∈ p-CIRC in time 2c·d·log |x| ·
p(|Dx |) (for some constant c and polynomial p) and hence, in time polynomial in |x|.
For the converse direction assume that NP[log2 n] = PTIME. We show that p-CIRC ∈ EPT. Let
(C, k) be an instance of p-CIRC of size n. Note that it can be decided whether C is k-satisﬁable by a
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nondeterministic polynomial time algorithm that uses k · log n nondeterministic bits: First, it guesses k
input nodes, which requires log n nondeterministic bits for each input node, and then it deterministically
checks if the corresponding assignment satisﬁes C.
Thus the restriction of p-CIRC to input instances (C, k) with k log n, where n is the size of C, is in
NP[log2 n] = PTIME and thus in EPT.
For instances (C, k) with k > log n, let C′ be the circuit obtained from C by adding a new output node,
which is an or-node of fan in 2k , each input line coming from the output node of a copy of C. All these
copies only share the input nodes. The circuit C′ can be obtained in time O(2k · |C|) and the size n′ of
the instance (C′, k) is at least 2k . Moreover,
C′ has a satisfying assignment of weight k
⇐⇒ C has a satisfying assignment of weight k.
This reduces the general problem to the problem for instances with k log n. 
4. Logical characterizations of the EW-hierarchy
In this section, after introducing the classes of the EW-hierarchy, we present characterizations of these
classes, ﬁrst in terms of variants of the weighted satisﬁability problems deﬁning the classes, then in
terms of model-checking problems for ﬁrst-order logic and ﬁnally, in terms of Fagin-deﬁnable problems.
Most results (and their proofs) are extensions or reﬁnements of the corresponding characterizations of
the W-hierarchy.
4.1. The W-hierarchy and the EW-hierarchy
In unbounded parameterized complexity theory, the classes of the W-hierarchy were originally deﬁned
by means of weighted satisﬁability problems for propositional logic. We recall the deﬁnition and extend
it to EPT.
Formulas of propositional logic are built up from propositional variables X1, X2, . . . by taking con-
junctions, disjunctions, and negations. The negation of a formula  is denoted by ¬. We distinguish
between small conjunctions, denoted by ∧, which are just conjunctions of two formulas, and big con-
junctions, denoted by∧, which are conjunctions of arbitrary ﬁnite sequences of formulas. Analogously,
we distinguish between small disjunctions, denoted by ∨, and big disjunctions, denoted by ∨. Every
formula has a naturally deﬁned syntax tree, and the size || of a formula  is the number of nodes of the
syntax tree of .
The weight of an assignment is the number of variables set to TRUE. A propositional formula  is m
k-satisﬁable (where k ∈ N), if there is an assignment for the set of variables of  of weight k satisfying .
For a set  of propositional formulas, the parameterized weighted satisﬁability problem WSAT() for
formulas in  is the following parameterized problem:
p-WSAT()
Instance: A propositional formula  ∈  and k ∈ N.
Parameter: k.
Problem: Decide whether  is k-satisﬁable.
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For t0 and d1 deﬁne the sets t,d and t,d by induction on t (here, by (1 ∧ · · · ∧ r ) we mean the
iterated small conjunction ((· · · (1 ∧ 2) ∧ · · ·) ∧ r ):
0,d := {(1 ∧ · · · ∧ r ) | 1, . . . , r literals and rd},
0,d := {(1 ∨ · · · ∨ r ) | 1, . . . , r literals and rd},
t+1,d := {∧i∈I i | I a ﬁnite set and i ∈ t,d for all i ∈ I },
t+1,d := {∨i∈I i | I a ﬁnite set and i ∈ t,d for all i ∈ I }.
If in the deﬁnition of 0,d and 0,d we require that all literals are positive (negative) we obtain the sets
denoted by +t,d and 
+
t,d (−t,d and −t,d ), respectively.
In unbounded parameterized complexity the classes W[1],W[2], . . . constitute the W-hierarchy; for
t2,
W[t] = [p-WSAT(t,1)]fpt,
so we deﬁne:
EW[t] := [p-WSAT(t,1)]ept.
It was realized that W[1] can be conveniently deﬁned by
W[1] = [p-WSAT(1,2)]fpt,
so we deﬁne:
EW[1] := [p-WSAT(1,2)]ept.
The classes EW[1],EW[2], . . . constitute the EW-hierarchy of E-parameterized complexity theory.
The classes W[t] are robust in the following sense: For all t, d1 with t + d3,
W[t] = [p-WSAT(t,d )]fpt.
This robustness does not seem to be shared by the classes EW[t]. Instead, we have to consider a matrix
EW of classes given by
EW[t, d] := [p-WSAT(t,d )]ept.
In this paper we will mostly deal with the case d = 1, only Section 8 is devoted to the full EW-matrix.
In this section we mainly consider the case t2; the class EW[1] will be analysed in Section 9.
4.2. Propositional logic
The notions of complete and hard problem for a complexity class are deﬁned in the usual fashion;
they refer to fpt-reductions or to ept-reductions depending on whether we consider a class of unbounded
parameterized complexity theory or a class of E-parameterized complexity theory.
For even (odd) t already the weighted satisﬁability problem for monotone (antimonotone) propositional
formulas is complete for EW[t]:
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Theorem 5. (1) p-WSAT(+t,1) is complete for EW[t] for even t > 1.
(2) p-WSAT(−t,1) is complete for EW[t] for odd t > 1.
For further referencewe prove a stronger version of this theorem.We start with some technical remarks.
Often, we will tacitly make use of the following fact:
Lemma 6. Let t, d1. For even t there is a polynomial time algorithm associating with every  ∈ t,d
an equivalent formula in t,d of the form∧
i1∈I
∨
i2∈I
· · ·
∧
it−1∈I
∨
it∈I
i1,... ,it ,
where i1,... ,it is in 0,d . The corresponding result holds for odd t.
A useful tool in some proofs will be a variant of the weighted satisﬁability problem, namely the
parameterized partitioned satisﬁability problem p-PSAT(); here,  is a class of propositional formulas
and
p-PSAT()
Instance: A formula  ∈  and a partition (Xm)1mk of the variables of .
Parameter: k (the number of sets in the partition).
Problem: Decide whether (, (Xm)1mk) is satisﬁable, that is, whether  has a satis-
fying assignment that sets exactly one variable of each Xm to TRUE.
By the next lemmas we show, for t, d1,
p-WSAT(t,d )efptp-PSAT(+t,d )
efptp-WSAT(+t,d )
efptp-WSAT(t,d ) for even t, (3)
p-WSAT(t,d )efptp-PSAT(−t,d )
efptp-WSAT(−t,d )
efptp-WSAT(t,d ) for odd t, (4)
which together imply the theorem.
The statements
p-WSAT(+t,d )
efptp-WSAT(t,d )
and
p-WSAT(−t,d )
efptp-WSAT(t,d )
are trivial. The remaining statements follow from the following two lemmas.
Lemma 7. For t, d1:
(1) p-PSAT(+t,d )efptp-WSAT(+t,d ) for even t.
(2) p-PSAT(−t,d )efptp-WSAT(−t,d ) for odd t.
Proof. Since p-PSAT(−1,1) is in EPT, the case t = d = 1 is clear. So let us assume that t + d3.
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Let (, (Xm)1mk) be an instance of the corresponding partitioned satisﬁability problem. The fact
that an assignment of weight k sets exactly one variable from each Xm to TRUE can be expressed by
+ =
∧
1mk
∨
X∈Xm
X and by − =
∧
1mk
∧
X,X′∈Xm
X =X′
(¬X ∨ ¬X′).
If  ∈ +t,d then (∧ +) is equivalent to a formula + ∈ +t,d and, if  ∈ −t,d then (∧ −) is equivalent
to a formula − ∈ −t,d (if d = 1 we know that t2 and then we view − as a formula of −2,1); thus,
(+, k) and (−, k) are the instances of p-WSAT(+t,d ) and p-WSAT(
−
t,d ), respectively, equivalent to
(, (Xm)1mk). 
Lemma 8. For t, d1:
(1) p-WSAT(t,d )efptp-PSAT(+t,d ) for even t.
(2) p-WSAT(t,d )efptp-PSAT(−t,d ) for odd t.
Proof. We only give the proof for odd t. The proof for even t is dual. Again the case t = d = 1 is trivial
because p-WSAT(1,1) is in EPT. So we assume that t + d3.
Let (, k) be an instance of p-WSAT(t,d ) and let X = {X1, . . . , Xn} be the set of variables of . We
introduce variables Xi,j (for 1ik and 1jn) and Yi,j,j ′ (for 1i < k and 1j < j ′n) with the
intended meaning
Xi,j : the ith variable set to TRUE is Xj,
Yi,j,j ′ : the ith variable set to TRUE is Xj and the (i + 1)th is Xj ′ .
We group them into the sets Xi := {Xi,j | 1jn} for 1ik and Yi := {Yi,j,j ′ | 1j < j ′n}
for 1i < k. Note that an assignment satisfying ((1 ∧ · · · ∧ k−1), (Xi)1 ik, (Yi)1 i<k) and setting
X1,1, . . . , Xk,k to TRUE must set Y1,1,2, . . . , Yk−1,k−1,k to TRUE, where
i :=
∧
1j n
⎛
⎜⎜⎝ ∧
1 j1<j2 n
j1 =j
(¬Xi,j ∨ ¬Yi,j1,j2) ∧
∧
1 j1<j2 n
j2 =j
(¬Xi+1,j ∨ ¬Yi,j1,j2)
⎞
⎟⎟⎠
for 1i < k. Now we obtain ′ from  by replacing negative literals ¬Xj of  by∧
1 ik
¬Xi,j
and positive literals Xj of  by the following formula expressing “that all intervals containing Xj are
unchosen”:∧
j<j ′
¬X1,j ′ ∧
∧
j ′<j
¬Xk,j ′ ∧
∧
1 ik−1
∧
Yi,j1,j2∈Yi
j1<j<j2
¬Yi,j1,j2 .
One easily veriﬁes that (′ ∧ 1 ∧ · · · ∧ k−1) is equivalent to a formula  in −t,d and that
 is k-satisﬁable ⇐⇒ (, (Xi)1 ik, (Yi)1 i<k) ∈ p-PSAT(−t,d ),
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which gives the desired reduction (note that the parameter on the right-hand side is (2 · k − 1) ∈
O(k)). 
4.3. Model-checking problems
We start by recalling some deﬁnitions. A (relational) vocabulary  is a ﬁnite set of relation symbols.
Each relation symbol has an arity. The arity of  is the maximum of the arities of the symbols in . A
structure A of vocabulary , or -structure (or, simply structure), consists of a set A called the universe,
and an interpretation RA ⊆ Ar of each r-ary relation symbol R ∈ . We synonymously write a¯ ∈ RA or
RAa¯ to denote that the tuple a¯ ∈ Ar belongs to the relation RA. For example, we view a directed graph
as a structure G = (G,EG), whose vocabulary consists of one binary relation symbol E. By deﬁnition,
G is an (undirected) graph, if EG is irreﬂexive and symmetric (that is, all graphs in this paper are simple
and undirected).
We deﬁne the size of a -structure A to be the number
‖A‖ := || + |A| +
∑
R∈
arity(R) · |RA|.
The overall length of a reasonable encoding of A (see [9] for details) only polynomially deviates from
‖A‖. For example, the size of a graph with n vertices and m edges is O(n + m).
The class of all ﬁrst-order formulas is denoted by FO. They are built up from atomic formulas using the
usual boolean connectives and existential and universal quantiﬁcations. Recall that atomic formulas are
formulas of the form x = y or Rx1 . . . xr , where x, y, x1, . . . , xr are variables and R is an r-ary relation
symbol. The size || of a formula  is the number of nodes of its syntax tree. The set of variables of the
formula  is denoted by var(). For t1, let t be the class of all FO-formulas of the form
∃x11 · · · ∃x1k1∀x21 · · · ∀x2k2 · · · Qxt1 · · ·Qxtkt 	,
where Q = ∀ if t is even and Q = ∃ otherwise, and where 	 is quantiﬁer-free. The class of t -formulas
is deﬁned analogously starting with a block of universal quantiﬁers. Let t, u1. A formula  is t,u, if it
is t and all quantiﬁer blocks after the leading existential block have length u. For example, a formula
∃x1 . . . ∃xk∀y∃z1∃z2	,
where 	 is quantiﬁer-free and k is arbitrary, is in 3,2.
If A is a structure, a1, . . . , an are elements of the universe A of A, and (x1, . . . , xn) is a ﬁrst-order
formula whose free variables are among x1, . . . , xn, then we write A(a1, . . . , an) to denote that A
satisﬁes  if the variables x1, . . . , xn are interpreted by a1, . . . , an, respectively.
For a class C of structures and a class  of formulas, the parameterized model-checking problem for
structures in C and formulas in  is deﬁned as follows:
p-MC(C,)
Instance: A structure A in C and a sentence  in .
Parameter: ||.
Problem: Decide whether A satisﬁes .
If C is the class of all structures, we denote p-MC(C,) by p-MC().
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The characterization of the classes of the EW-hierarchy in terms of model-checking problems reads as
follows:
Theorem 9. For all t2 and u1, p-MC(t,u) is complete for EW[t].
Proof. Let t2 and u1. The fpt-reduction from p-MC(t,u) to p-WSAT(t,1) given in [11] is in fact
an efpt-reduction. Hence, p-MC(t,u) ∈ EW[t].
For the hardness we restrict ourselves to even t (the proof for odd t3 being dual). By Lemma 8, it
sufﬁces to show that p-PSAT(+t,1)efptp-MC(t,1). Let (, (Xm)1mk) be an instance of p-PSAT(+t,1)
with
 =
∧
i1∈I
∨
i2∈I
· · ·
∧
i1∈I
∨
it∈I
Xi1,... ,it .
The structure A has universe A := X1 ∪ · · · ∪ Xk ∪ I . Furthermore, A contains unary relations for Xm
(1mk) and for I, and a tary relation RA with
RA := {(i1, . . . , it−1, X) ∣∣ i1, . . . , it−1 ∈ I and X = Xi1,... ,it−1,j for some j ∈ I}.
Then (, (Xl)1 lk) belongs to p-PSAT(+t,1) if and only if A, where
 = ∃x1 · · · ∃xk
⎛
⎝ ∧
1mk
Xmxm ∧ ∀y1
⎛
⎝Iy1 → ∃y2
⎛
⎝Iy2∧
· · · ∀yt−1
⎛
⎝Iyt−1 → ∨
1mk
Ry1 . . . yt−1xm
⎞
⎠ . . .
⎞
⎠
⎞
⎠
⎞
⎠ .
Since  is equivalent to a t,1-formula ′ with |′| ∈ O(k), this gives the desired reduction. 
4.4. Fagin-deﬁnability
In [7,10], two notions of deﬁnability of parameterized problemswere introduced. Theﬁrst is deﬁnability
via model-checking problems, which we have considered in the previous section. The second is Fagin-
deﬁnability, which we will consider now.
We will work with formulas with free set variables, usually denoted by capital letters X, Y,Z, which
may simply be viewed as uninterpreted unary relation symbols. If A is a -structure with universe A,
B ⊆ A, and X /∈  is a set variable, then we write (A, X ← B) to denote the  ∪ {X}-expansion of A in
which X is interpreted as B. That is, (A, X ← B) is the ∪{X}-structure with universeA, S(A,X←B) = SA
for all S ∈ , and X(A,X←B) = B. We usually denote a formula  with a free relation variable X by (X)
and then write A(B) instead of (A, X ← B).
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For every ﬁrst-order formula (X) of vocabulary  we let p-FD(X) be the following parameterized
problem:
p-FD(X)
Instance: A -structure A and k ∈ N .
Parameter: k.
Problem: Decide whether there is a subset S of A of cardinality k satisfying (X) in A,
that is, with A(S).
We say that (X) Fagin-deﬁnes the problem p-FD(X).
For all formulas , individual variables x, and set variables X, we write (∃x ∈ X) as an abbreviation
of ∃x(Xx ∧ ) and (∀x ∈ X) as an abbreviation of ∀x(Xx → ). For t, d1, we let t/d be the class
of formulas (X) of the form
∀y¯1∃y¯2 · · · ∀y¯t−1(∃z1 ∈ X) · · · (∃zd ∈ X)	 (5)
in case t is even, and of the form
∀y¯1∃y¯2 · · · ∃y¯t−1(∀z1 ∈ X) · · · (∀zd ∈ X)	 (6)
in case t is odd; here, y¯1, . . . , y¯t−1 denote ﬁnite sequences of variables and 	 is a quantiﬁer-free formula
not containing X. If all y¯i have length 1, y¯i = yi and if 	 = Ry1 . . . yt−1z1 . . . zd for a (t − 1) + d-ary
relation symbol R, then we speak of a generic t/d -formula.
Often we implicitly will use the statements of the following two lemmas. One easily veriﬁes that
formulas of type (5) are monotone, formulas of type (6) are antimonotone in the following sense:
Lemma 10. Let (X) ∈ t/d . Then, for a structure A and k ∈ N with k |A|, we have:
• if t is even, then
(A, k) ∈ p-FD(X) iff (A, ) ∈ p-FD(X) for some k.
• if t is odd, then
(A, k) ∈ p-FD(X) iff (A, ) ∈ p-FD(X) for some k.
By the next lemma it mostly sufﬁces to consider generic formulas:
Lemma 11. Let t, d1 and 1(X),2(X) ∈ t/d with generic 2(X). Then there is a constant c1
and a polynomial time algorithm associating with every structure A a structure B such that |B| = |A|c
and such that for all k ∈ N,
(A, k) ∈ p-FD1(X) ⇐⇒ (B, k) ∈ p-FD2(X).
In particular, p-FD1(X)
efptp-FD2(X).
Proof. Given 1(X) as in (5) or as in (6), let c be the maximum length of the y¯i . By passing to an
appropriate structure B0 with universe Ac, one can replace the blocks of quantiﬁers by single quantiﬁers,
thus obtaining, say, in the case of even t, a formula ′(X) = ∀y1∃y2 . . .∀yt−1(∃z1 ∈ X) · · · (∃zd ∈ X)	′
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(compare the proof of Lemma 11 in [11] for details). Now, we can set B := (Ac, RB), where RB is the
set 	′B0 of tuples satisfying 	′ in B0. 
Theorem 12. Let t2.ThenEW[t] is the closure of the class of problems Fagin-deﬁned byt/1-formulas
under ept-reductions.
More precisely, for every t/1-formula (X) the problem p-FD(X) is contained in EW[t], and for
every generic t/1-formula (X), the problem p-FD(X) is complete for EW[t].
This result is an immediate consequence of the following lemma taking d = 1.
Lemma 13. For t, d1 and a generic t/d -formula (X):
(1) There is a polynomial time algorithm associating with every structure A a propositional formula 
such that for all k ∈ N:
• for even t,  ∈ +t,d and ((A, k) ∈ p-FD(X) ⇐⇒ (, k) ∈ p-WSAT(+t,d ));
• for odd t,  ∈ −t,d and ((A, k) ∈ p-FD(X) ⇐⇒ (, k) ∈ p-WSAT(−t,d ));
(2) There is a constant c1 and a polynomial time algorithm associating with every propositional
formula  ∈ +t,d (if t is even) and  ∈ −t,d (if t is odd) a structure A with |A| = ||c such that for all
k ∈ N:
• for even t, ((, k) ∈ p-WSAT(+t,d ) ⇐⇒ (A, k) ∈ p-FD(X));
• for odd t, ((, k) ∈ p-WSAT(−t,d ) ⇐⇒ (A, k) ∈ p-FD(X)).
Proof. We present the proof for odd t, the proof for the even case being similar. Let (X) be a generic
t/d -formula, that is,
(X) = ∀y1∃y2 · · · ∃yt−1(∀z1 ∈ X) · · · (∀zd ∈ X)Ry1 . . . yt−1z1 . . . zd .
For any structure A we let  be the −t,d -formula
 =
∧
a1∈A
∨
a2∈A
· · ·
∨
at−1∈A
∧
b1,... ,bd∈A,
not RA a¯ b¯
(¬Xb1 ∨ · · · ∨ ¬Xbd ).
Here, for a ∈ A, Xa is a propositional variable with the intended meaning “a is in the set satisfying
(X)”. Now, for every k ∈ N, we have ((A, k) ∈ p-FD(X) ⇐⇒  is k-satisﬁable).
We turn to a proof of (2). Consider a formula  ∈ −t,d ,
 =
∧
i1∈I
∨
i2∈I
· · ·
∨
it−1∈I
∧
it∈I
(¬Xi1,... ,it ,1 ∨ · · · ∨ ¬Xi1,... ,it ,d ).
Let X be the set of variables of . We set n := || and A := {1, . . . , n}. We may assume that I,X ⊆ A
and that the structure A with universe A has unary relations for these subsets. Moreover, A contains the
(t − 1) + d-ary relation
RA :={(i1, . . . , it−1, X1, . . . , Xd) | i1, . . . , it−1 ∈ I,X1, . . . , Xd ∈ X
and for all it ∈ I , {Xi1,... ,it ,1, . . . , Xi1,... ,it ,d} ⊆ {X1, . . . , Xd}}.
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Furthermore, we let 	(Y ) be a t/d -formula equivalent to
∀ y1(Iy1 →
∃y2(Iy2 ∧ · · ·
∃yt−1(Iyt−1 ∧
(∀z1 ∈ X) · · · (∀zd ∈ X)(X z1 ∧ Ry1 . . . yt−1z1 . . . zd)) . . . )).
Then,
(, k) ∈ p-WSAT(−t,1) ⇐⇒ (A, k) ∈ FD	(Y ),
which, together with Lemma 11, proves our claim. 
5. Complete problems
In this section we show that two “nonlogical” problems, the parameterized dominating set problem
p-DS and the parameterizedVapnik–Chervonenkis problemp-VCDIM are complete for EW[2] andEW[3],
respectively. In particular, this last result is remarkable, since in unbounded parameterized complexity
theory p-VCDIM is W[1]-complete [4,5].
A dominating set in a graph G = (G,EG) is a subset S ⊆ G, such that all vertices a ∈ G either are in S
or are adjacent to some vertex in S (that is, EGab for some b ∈ S). Now, p-DS is the following problem:
p-DS
Instance: A graph G and k ∈ N.
Parameter: k.
Problem: Decide whether G has a dominating set of size k.
The next theorem also contains a new, quite simple proof showing that p-DS is W[2]-complete.
Theorem 14. p-DS ≡efpt p-WSAT(+2,1), so p-DS is EW[2]-complete.
Proof. For p-DSefptp-WSAT(+2,1), let an instance of p-DS be given consisting of the graph G =
(G,EG) and k ∈ N. We introduce a propositional variable Xa for every a ∈ G and let  be the following
+2,1-formula:
 =
∧
a∈G
∨
b∈G
b=a or EGab
Xb.
Then, ((G, k) ∈ p-DS ⇐⇒ (, k) ∈ p-WSAT(+2,1)).
For p-WSAT(+2,1)efptp-DS consider an instance (, k) of p-WSAT(
+
2,1) with
 =
∧
i∈I
∨
j∈Ji
Xi,j .
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Letting X be the set of variables, we may assume that |X |k, that I ∩ X = ∅, and that no Ji is empty.
Consider the graph
G = (I ∪ X , E1 ∪ E2),
where E1 is the symmetric closure of
{
(i, Xi,j ) | j ∈ Ji
}
and E2 just contains the edges that make X
a clique. Then, G has a dominating set of size k if and only if  has a satisfying assignment of weight
k. The direction from right to left is trivial: The set of variables set to TRUE in a satisfying assignment
is a dominating set. For the other direction let a dominating set S of size k be given. If S ⊆ X , then
the assignment just setting the variables in S to TRUE satisﬁes  and we are done. Otherwise we can
change S in order to achieve this form: Assume i0 ∈ I ∩ S. The vertex i0 only has edges to the points in{
Xi0,j | j ∈ Ji0
}
. Therefore, for every j ∈ Ji0 , the set Sj = (S \ {i0}) ∪ {Xi0,j } is a dominating set, too.
If Xi0,j /∈ S for some j ∈ Ji0 , then the corresponding Sj has cardinality k and we are done. If S already
contains all Xi0,j , then we add to S \ {i0} any variable X ∈ X not contained in S. 
We turn to the parameterized Vapnik–Chervonenkis problem. Let A be a ﬁnite set and S ⊆ Pow(A) a
family of subsets of A. We say that S shatters a set B ⊆ A, if
B ∩ S := {B ∩ S | S ∈ S}
is the powerset Pow(B) of B. The Vapnik–Chervonenkis dimension of (A,S), denoted by VC(A,S), is
the maximum size of a set B ⊆ A that is shattered by S.
The parameterized Vapnik–Chervonenkis problem is deﬁned as follows:
p-VCDIM
Instance: A ﬁnite set A, a family S of subsets of A, and k ∈ N.
Parameter: k.
Problem: Decide whether VC(A,S)k.
We can represent a pair (A,S), where A is a ﬁnite set and S ⊆ Pow(A), as a structure A(A,S) of
vocabulary {E, S}, where E is a binary and S a unary relation symbol: The universe of A(A,S) is A∪S,
and the relations are
EA(A,S) := {(a, S) | a ∈ A, S ∈ S, a ∈ S},
SA(A,S) := S.
Then we can express that an instance has VC-dimension at least k by the 1-formula
k := ∃x1 · · · ∃xk∃y1 · · · ∃y2k
∧
I⊆{1,... ,k}
2k∨
j=1
(∧
i∈I
Exiyj ∧
∧
i /∈I
¬Exiyj
)
,
in the sense that (VC(A,S)k ⇐⇒ A(A,S)k). This deﬁnition yields an fpt-reduction, deﬁned by
(A,S, k) → (A(A,S),k), from p-VCDIM to p-MC(1), which implies that p-VCDIM is in W[1]. As a
matter of fact, p-VCDIM is W[1]-complete [4,5].
However, the reduction (A,S, k) → (A(A,S),k) is not an ept-reduction, because the sentence k
and hence the parameter |k| of the model-checking problem is too large. The next lemma shows that
with a slightly more complicated representation of the instances, p-VCDIM is 3,1-deﬁnable by a formula
of size linear in k.
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Lemma 15. For all k1 there is a 3,1-sentence 	k , and for all sets A and families S ⊆ Pow(A) a
structure B(A,S, k) such that
VC(A,S)k ⇐⇒ B(A,S, k)	k.
Furthermore, the mapping deﬁned by (A,S, k) → (B(A,S, k),	k) is an efpt-reduction from p-VCDIM
to p-MC(3,1).
Proof. Let k1 and k := {E,R1, . . . , Rk, P,Q,K}, where E is binary and R1, . . . , Rk , P, Q, K are
unary relation symbols. For every ﬁnite set A and S ⊆ Pow(A), the structure B = B(A,S, k) is deﬁned
as follows:
• The universe of B is the set B := A∪S∪Pow({1, . . . , k}). Without loss of generality we may assume
that the three sets A, S, Pow({1, . . . , k}) are disjoint.
• EB := {(a, S) ∣∣ a ∈ A, S ∈ S such that a ∈ S}.
• For 1ik,
RBi := {L | L ∈ Pow({1, . . . , k}), i ∈ L}.
• PB := A, QB := S, KB := Pow({1, . . . , k}).
We let
	k := ∃x1 · · · ∃xk
⎛
⎝ ∧
1mk
P xm ∧ ∀y
⎛
⎝Ky → ∃z
⎛
⎝Qz ∧ ∧
1mk
(Exmz ↔ Rmy)
⎞
⎠
⎞
⎠
⎞
⎠ .
Then it is easy to verify that
VC(A,S)k ⇐⇒ B	k.
Note that B(A,S, k) and 	k can be computed from A,S, k in time polynomial in |A|+ |S|+ 2k and that
|	k| is linear in k. Thus the mapping (A,S, k) →
(B(A,S, k),	k) is an efpt-reduction. 
Theorem 16. p-VCDIM is EW[3]-complete.
Proof. p-VCDIM is contained in EW[3] by Lemma 15 and Theorem 9.
It remains to prove hardness. Our proof is based on Papadimitriou and Yannakakis’s [16] proof that
the (unparameterized) VC-dimension problem is hard for the class LOGNP (also see Section 6 of this
paper). We shall prove that p-PSAT(−3,1)eptp-VCDIM, thus obtaining the hardness of p-VCDIM by
Lemma 8.
We view any Boolean matrix (that is, matrix with entries 0, 1 only) B = (bij )i∈I,j∈J as a (partial)
instance (A(B),S(B)) of the Vapnik–Chervonenkis problem with A(B) := J and S(B) := {{j ∈ J |
bij = 1} | i ∈ I }. Hence, the columns of B correspond to the elements and the rows to the subsets.
Let X ⊆ J be a set of columns of B. We say that a subset Y ⊆ X is realized by a row i ∈ I if for all
j ∈ X we have (bij = 1 ⇐⇒ j ∈ Y ). We say that X is shattered (by B) if every subsetY of X is realized
by some row of B. Note that this is the case if and only if X is shattered by S(B).
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Consider an instance (, (Xh)1hk) of p-PSAT(−3,1) with
 =
∧
i∈I
∨
j∈J
∧
∈L
¬Xi,j,.
We may assume that I = {0, . . . , n} and that all Xh are ordered, so that we can speak of the sth variable
in Xh. We choose the minimal m such that 2m > 2k + |I | · |J |. We introduce a boolean matrix B such
that for k′ := k + m + m we have
(, (Xh)1hk) ∈ p-PSAT(−3,1) ⇐⇒ (A(B),S(B), k′) ∈ p-VCDIM . (7)
The matrix B has three blocks of columns. The ﬁrst block represents the selection of an assignment and is
subdivided into k parts, the hth one has width |Xh|. The second block has width m and will mainly contain
the binary representations of natural numbers in I. The third block, the control part, also has width m. Let
Bit(s, a) denote the sth bit of the binary representation of a ∈ N (the 0th being the least important bit).
Furthermore, for a < 2m, let 〈a〉 = Bit(m − 1, a) . . .Bit(0, a) be the binary representation of a with m
digits. And for 0a < 2k , let
〈〈a〉〉 = Bit(0, a) . . .Bit(0, a)︸ ︷︷ ︸
|X1| times
. . .Bit(k − 1, a) . . .Bit(k − 1, a)︸ ︷︷ ︸
|Xk| times
.
The matrix B consists of the following rows:
(i) 〈〈e〉〉 〈i〉 〈s〉 for all 0e < 2k , 0i < 2m, and 1s < 2m.
(ii) 〈〈e〉〉 〈i〉 〈0〉 for all 0e < 2k and n < i < 2m.
(iii) 〈〈e〉〉 〈i〉 〈0〉 for all 1e < 2k and 0in.
(iv) w1 . . . wk 〈i〉 〈0〉 for all 0in and j ∈ J ,
where every wh has length |Xh| and depends on (Xi,j,)∈L: The sth position of wh is 1 if and only
if for some  ∈ L, the sth variable of Xh is Xi,j,.
We call the rows deﬁned in (i),(ii),(iii),(iv) rows of type (i),(ii),(iii),(iv), respectively.
Note that the matrix B and thus the instance (A(B),S(B), k′) can be computed from (, (Xh)1hk)
in time 2O(k) · ||O(1) and that k′ ∈ O(k + log ||). Thus to prove that the mapping
(, (Xh)1hk) → (X(B),S(B), k′)
is an ept-reduction, it only remains to prove (7).
Claim 1. Let X be a set of k′ columns that is shattered by B. Then X contains all columns of the last two
blocks of B and exactly one column of each of the k parts of the ﬁrst block.
Proof. Since the size of X is k′ = k+ 2m, it sufﬁces to prove that X contains at most one column of each
of the k parts of the ﬁrst block.
If we restrict all rows to the ﬁrst block, then at most 2k + |I | · |J | < 2m rows occur. Therefore, the set
X contains fewer than m columns of the ﬁrst block. Since the length of the second block is m, the set X
contains at least one column j from the last block. Note that a subset Y ⊆ X that contains j can only be
realized by a row of type (i).
Suppose for contradiction that X contains two columns j1, j2 of the same part of the ﬁrst block. Since
rows of type (i) are constant within each part of the ﬁrst block, for every row i of type (i) we have
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(bij1 = 1 ⇐⇒ bij2 = 1). Thus no row of B of type (i) and hence no row at all, can realize the subset{j1, j} of X, which contradicts the assumption that X is shattered by B. This completes the proof of
Claim 1. 
Let us call a set X of k′ columns of B that contains all columns of the last two blocks of B and exactly
one column of each of the k parts of the ﬁrst block nice. Each nice set of columns corresponds to an
assignment to the variables of  that sets precisely the variables corresponding to the columns in X in the
ﬁrst block to TRUE.
Claim 2. Let X be a nice set of columns. Then X is shattered by B if and only if the assignment corre-
sponding to X satisﬁes .
Proof. Let X1 ∈ X1, . . . , Xk ∈ Xk be the variables of  corresponding to the columns of the ﬁrst block
contained in X, and let b be the assignment corresponding to X, that is, the assignment that sets precisely
X1, . . . , Xk to TRUE.
For the forward direction, suppose that X is shattered. To prove that b satisﬁes , let i ∈ I . We shall
prove that there is a j ∈ J such that b satisﬁes∧∈L ¬Xi,j,, or equivalently, that
X1, . . . , Xk /∈ {Xi,j, |  ∈ L}. (8)
Let Y ⊆ X be the subset that contains no columns of the ﬁrst and third block and precisely the columns
of the second block corresponding to the positions of 1s in the binary representation of i. Since X is
shattered, Y must be realized. Thus there is a row r of B of the form
w1 . . . wk 〈i〉 〈0〉,
in which all positions of the wps corresponding to columns in X must be 0. Since X contains exactly one
column of each part of the ﬁrst block, each wp contains a position that is 0. Thus row r can only be of
type (ii) or (iv). Since i ∈ I and thus 0in, row r must be of type (iv).
Suppose row r corresponds to j ∈ J . Recall that the columns of X in the ﬁrst block correspond to
variables X1, . . . , Xk . By the deﬁnition of rows of type (iv), the position corresponding to variable Xp
in row r is 1 if, and only if, Xp = Xi,j, for some  ∈ L. But by our choice ofY and of the row r, all these
positions must be 0, thus X1, . . . , Xk /∈ {Xi,j, |  ∈ L}. This proves (8).
For the backward direction, suppose that b satisﬁes . Then for all i there is a j such that (8) holds. The
row of type (iv) corresponding to i, j satisﬁes the subset Y of X deﬁned as above. All other subsets are
realized by rows of type (i)–(iii). This completes the proof of Claim 2. 
Both claims together yield (7). 
6. The LOG-classes
In this section, we establish a connection between our bounded parameterized complexity theory and
classical complexity. More speciﬁcally, we will be concerned with subclasses of NP[log2 n].
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Consider the (classical) Vapnik–Chervonenkis problem
VCDIM
Instance: A ﬁnite set A, a family S of subsets of A, and k ∈ N.
Problem: Decide whether VC(A,S)k.
Since the power set of a set with s elements has cardinality 2s , the VC-dimension of (A,S) is at most
log n where n := |S|. Hence, there is a nondeterministic algorithm for VCDIM that uses O(log2 n)
nondeterministic bits.
We have a similar complexity for many parameterized problems if we restrict them to instances with
parameter log n. Examples are the following problems LOG-CLIQUE and LOG-DS:
LOG-CLIQUE
Instance: A graph G.
Problem: Decide whether G has a clique of size log |G|.
LOG-DS
Instance: A graph G.
Problem: Decide whether G has a dominating set of size log |G|.
To analyse such problems, Papadimitriou and Yannakakis [16] introduced two new, “syntactically
deﬁned”, subclasses LOGSNP and LOGNP of NP[log2 n]. Syntactically deﬁned means that they are
deﬁned via logical complete problems reminiscent of our Fagin-deﬁned problems. For every quantiﬁer-
free formula 	(w, x, y¯, z¯) with tuples y¯ and z¯ of length p and q, respectively, and every n1, consider
the formula
n = ∃x¯ ∈ [n]log n ∀y¯ ∈ [n]p ∃z¯ ∈ [n]q ∀i ∈ [log n]	(i, xi, y¯, z¯). (9)
We say that a structureAwith universe [n] = {1, . . . , n} satisﬁesn if there is a tuple a¯ = (a1, . . . , alog n)
∈ [n]log n such that for all tuples b¯ ∈ [n]p there is a tuple c¯ ∈ [n]q such that for 1jlog n,
A	(j, aj , b¯, c¯).
For every quantiﬁer-free formula 	(w, x, y¯, z¯), consider the following problem:
Input: A structure A with universe [n].
Problem: Decide whether A satisﬁes the formula n of (9).
(10)
A problem is deﬁned to be in LOGNP if it is polynomial time reducible to the problem in (10) for some
quantiﬁer-free formula 	.
The class LOGSNP is deﬁned completely analogously, but with formulas n of the form
∃x¯ ∈ [n]log n ∀y¯ ∈ [n]p ∃i ∈ [log n]	(i, xi, y¯). (11)
Papadimitriou and Yannakakis [16] proved that VCDIM is complete for LOGNP and LOG-DS is complete
for LOGSNP, both under polynomial time reductions.
The syntactical deﬁnitions of the classes LOGNP and LOGSNP are similar to the “Fagin-deﬁnitions”
of the classes EW[3] and EW[2], respectively, that are given in Theorem 12. We shall make this corre-
spondence precise now.
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For every ﬁrst-order formula(X)with themonadic second-order variableXwedeﬁne the “logarithmic
Fagin-deﬁnable” problem LOG-FD(X) by
LOG-FD(X)
Instance: A structure A.
Problem: Decide whether there is a subset S of A of size log |A| with A(S).
Theorem 12 motivates the following deﬁnition:
Deﬁnition 17. For t2, let LOG[t] be the class of problems that are polynomial time reducible to
LOG-FD(X) for some t/1-formula (X).
Lemma 18. Let t2. Then for every t/1-formula (X) and for every constant c1 the following
problem is contained in LOG[t]:
LOG′-FD(X)
Instance: A structure A and a natural number kc · log |A|.
Problem: Decide whether there is a subset S of A of size k with A(S).
Proof. Weonly give the proof for even t. Odd t3 can be treated analogously. Let(X)be at/1-formula.
By Lemma 11 we may assume that
(X) = ∀y1 ∃y2 · · · ∀yt−1(∃x ∈ X)Ry1 . . . yt−1x.
Let P,Q be unary relation symbols. Let ′(X) be a t/1-formula equivalent to the following formula:
(∀y ∈ Q)(∃x ∈ X)x = y
∧ (∀y1 ∈ P) · · · (∀yt−1 ∈ P)(∃x ∈ X ∩ P)Ry1 . . . yt−1x.
′(X) expresses that all elements of Q belong to X and that (X) holds in the induced substructure with
universe P.
For every {R}-structureAwith universeA and all ,m0, letA,m be the {R,P,Q}-structure obtained
from A by putting all elements of A into the relation P and then adding  + m additional elements
a1, . . . , a, b1, . . . , bm and putting a1, . . . , a into Q.
Then for all S ⊆ A and S+ ⊆ {a1, . . . , a, b1, . . . , bm} with {a1, . . . , a} ⊆ S+ we have
A(S) ⇐⇒ A,m′(S ∪ S+). (12)
Claim 1. For 0k |A|, there is an S ⊆ A of size k such that A(S) if, and only if, there is an
S′ ⊆ A ∪ {a1, . . . , a, b1, . . . , bm} of size k +  such that A,m′(S′).
Proof. The forward direction follows immediately from (12). For the backward direction, let S′ ⊆
A ∪ {a1, . . . , a, b1, . . . , bm} with |S′| = k +  such that A,m′(S′). Then {a1, . . . , a} ⊆ S′. Let
S0 = S′ ∩ A. By (12), we have A(S0). Let S ⊆ A be arbitrary with S ⊇ S0 and |S| = k. By the
monotonicity of (X), we have A(S). This proves the claim. 
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Now we are ready to reduce LOG′-FD(X) to LOG-FD′(X). Let A be a -structure, n = |A|, and
kc · log n. We choose 1 minimal such that 2k+ − n. Let m = 2k+ −  − n. Then
log(n +  + m) = k + .
Moreover, ,m2k ·n, and ,m can be computed in time polynomial in 2k +n. By Claim 1, the mapping
(A, k) → A,m gives the desired reduction. 
Proposition 19. LOG[2] = LOGSNP and LOG[3] = LOGNP.
Proof. Let (X) be a 2/1-formula, say
(X) := ∀y¯(∃x ∈ X)	(x, y¯),
where y is a p-tuple of variables. Then a structure A with universe [n] is a positive instance of LOG-FD(X)
if and only if it satisﬁes the formula
∃x¯ ∈ [n]log n ∀y¯ ∈ [n]p ∃i ∈ [log n]	(xi, y¯),
which is of form (11). To prove this, note that there is a subset S ⊆ [n] of size log n such that A(S)
if and only if there is a subset S ⊆ [n] of size at most log n such that A(S). The latter is equivalent
to the existence of a tuple (a1, . . . , alog n) ∈ [n]log n such that A({a1, . . . , alog n}). Hence, LOG[2] ⊆
LOGSNP.
For LOG[3] ⊆ LOGNP, let (X) be a 3/1-formula, say
(X) = ∀y¯∃z¯(∀x ∈ X)	(x, y¯, z¯),
where y¯ is a p-tuple and z¯ a q-tuple of variables. Then a structureAwith universe [n] is a positive instance
of LOG-FD(X) if and only if it satisﬁes the formula
∃ x¯ ∈ [n]log n ∀y¯u ∈ [n]p+1 ∃z¯v ∈ [n]q+1 ∀i ∈ [log n]
((xi = u → i = v) ∧ 	(xi, y¯, z¯)) ,
which is of form (11). To see the equivalence, not that the formula
∀u ∈ [n] ∃v ∈ [n] ∀i ∈ [log n] (xi = u → i = v)
says that x1, . . . , xlog n are pairwise distinct.
To prove that LOGSNP ⊆ LOG[2], we show how to reduce a problem in LOGSNP to LOG′-FD(X)
for some  ∈ 2/1. So let 	(w, x, y¯), where y¯ = (y1, . . . , yp), be a quantiﬁer-free formula (as in the
deﬁnition of LOGSNP).
Let 
 = {D,E1, E2, R} be the vocabulary consisting of a unary relation symbol D, binary relation
symbols E1 and E2, and a (p + 1)-ary relation symbol R. For every structure A with universe [n] and
the same vocabulary as 	 we deﬁne a 
-structure B as follows: The universe of B is B = A× [k], where
k = log n, and the relations are deﬁned by
DB(a, i) ⇐⇒ a = i,
EB1 (a, i)(a
′, i′) ⇐⇒ a = a′,
EB2 (a, i)(a
′, i′) ⇐⇒ i = i′,
RB(a, i)(b1, j1) . . . (bp, jp) ⇐⇒ A	(i, a, b1, . . . , bp).
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The structure B can be obtained in polynomial time from A. Let
(X) = ∀y¯∀u(∃x ∈ X)((¬Du → Rxy¯) ∧ (Du → E2ux)).
Note k log |B|. We claim that A satisﬁes
∃x¯ ∈ [n]log n ∀y¯ ∈ [n]p ∃i ∈ [log n]	(i, xi, y¯) (13)
if and only if there is a set S ⊆ B of size k such that B(S). This yields the desired reduction from the
LOGSNP-problem deﬁned by 	 to the problem LOG′-FD(X) (with c = 1).
To prove the claim, we ﬁrst note that for every set
S = {(ai, ji) ∣∣ i ∈ [k]} ⊆ B
such that B(S), the numbers j1, . . . , jk are pairwise distinct. This is ensured by the formula ∀u(∃x ∈
X)(Du → E2ux). Thus every set S ⊆ B of size k such that B(S) consists of elements (ai, i) for
i ∈ [k].
Furthermore, for every set
S = {(ai, i) ∣∣ i ∈ [k]},
ifB(S) then for all b¯ ∈ [n]p and (j1, . . . , jp) ∈ [k] there exists an i ∈ [k] such that
(
(ai, i), (b1, j1), . . . ,
(bp, jp)
) ∈ RB. By the deﬁnition of RB, this implies that for all b¯ ∈ [n]p there exists an i ∈ [k] such
that A	(i, ai, b¯). Thus A satisﬁes the formula in (13).
For the converse direction, suppose that (a1, . . . , ak) ∈ [n]k witnesses that A satisﬁes the formula in
(13). Then by reversing the previous arguments, it is easy to see that
B({(i, ai) | i ∈ [k]}).
It remains to prove that LOGNP ⊆ LOG[3].We proceed similarly. Let	(w, x, y¯, z¯) be a quantiﬁer-free
formula, A a structure with universe [n], and k = log n. We deﬁne a structure B exactly as above and let
(X) = ∀y¯∀u∃z¯∃v(∀x ∈ X)(Rxy¯z¯ ∧ (E2ux → E1vx)).
We claim that A satisﬁes
∃x¯ ∈ [n]log n ∀y¯ ∈ [n]p ∃z¯ ∈ [n]q ∀i ∈ [log n]	(i, xi, y¯, z¯)
if and only if there is a set S ⊆ B of size k = log n such that B(S). This yields the desired reduction
from the LOGNP-problem deﬁned by 	 to the problem LOG′-FD(X) (with c = 1).
The crucial observation here is that for every set
S = {(ai, ji) ∣∣ i ∈ [k]} ⊆ B
such that
(B, X ← S)∀u∃v(∀x ∈ X)(E2ux → E1vx),
j1, . . . , jk are pairwise distinct. To see this, let S be such a set and suppose that (a, i), (b, i) ∈ S for some
a = b ∈ [n] and i ∈ [k]. Let c ∈ B such that
(B, X ← S, u ← (i, i), v ← c)(∀x ∈ X)(E2ux → E1vx).
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(This means that (∀x ∈ X)(E2ux → E1vx) holds in B if X is interpreted by S, u is interpreted by
(i, i), and v is interpreted by c.) Since both ((a, i), (i, i)) ∈ EB2 and ((b, i), (i, i)) ∈ EB2 , it follows that
((a, i), c) ∈ EB1 and ((b, i), c) ∈ EB1 . This implies that a = b.
The proof is completed as for LOGSNP. 
Recalling that LOG-DS is complete for LOGSNP and VCDIM is complete for LOGNP [16], we
obtain:
Corollary 20. LOG-DS is complete for LOG[2] and VCDIM is complete for LOG[3].
For every class  of propositional formulas, we let
LOG-WSAT ()
Instance: A propositional formula  ∈ .
Problem: Decide whether  is log ||-satisﬁable.
Lemma 21. For every t1 and every constant c1 the following problem is polynomial time reducible
to LOG-WSAT(t,1):
LOG′-WSAT(t,1)
Instance: A formula  ∈ t,1 and a natural number kc · log ||.
Problem: Decide whether  has a satisfying assignment of weight k.
Proof. Let t, c1. Let kc · log || and  = ∧mi=1 i ∈ t,1. We shall deﬁne a formula ′ ∈ t,1 such that
 has a satisfying assignment of weight k if and only if ′ has a satisfying assignment of weight log |′|.
Let n = ||, and p1 minimal such that 2k+p − pn. Let q = 2k+p − p − n. Then
log(n + p + q) = k + p.
Moreover, p, q2kn, and p, q can be computed in time polynomial in 2k + n.
Let Y1, . . . , Yp be variables that do not occur in  and
′ =
m+p+q∧
i=1
i ,
where
m+j =
{
Yj if 1jp,
Y1 if p + 1jp + q.
Then |′| = n + p + q, and ′ has a satisfying assignment of weight k + p = log |′| if and only if  has
a satisfying assignment of weight k. 
Theorem 22. For every t2, LOG-WSAT(t,1) is complete forLOG[t] under polynomial time reductions.
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Proof. LOG-WSAT(t,1) ∈ LOG[t]: By Theorem 12, there is a t/1-formula (X) such that
p-WSAT(t,1) is efpt-reducible to p-FD(X). Let  ∈ t,1 be given and set k = log ||. The efpt-reduction
produces in time 2c′·k · p(||), which is polynomial in ||, an equivalent instance (A, k′) of p-FD(X),
such that k′d · k. In fact, the universe of the structure A produced by the reduction is at least as large
as  (compare the proofs of Section 4). Hence, k′c · log |A| for a suitable c. Therefore, (A, k′) is an
equivalent instance of LOG′-FD(X), too.
Completeness follows from the other direction of Theorem 12 and Lemma 21. 
Papadimitriou and Yannakakis [16] give a relatively complicated deﬁnition of LOG-CLIQUE by a for-
mula of form (11) and thus show that LOG-CLIQUE ∈ LOG[2]; here we get this result as an immediate
consequence of Theorem 22 and Lemma 21.
Corollary 23 (Papadimitriou and Yannakakis [16]). LOG-CLIQUE ∈ LOG[2].
Corollary 24. LOG[t] ⊆ LOG[t + 1] for all t2.
Proof. Follows from Theorem 22 because t,1-formulas may be viewed as t+1,1-formulas. 
The last result of this section is a structural result that relates parameterized and classical complexity.
Theorem 25. Let t2. Then, EW[t] = EPT if and only if LOG[t] = PTIME.
Proof. The forward direction is easy: If EW[t] = EPT, then p-WSAT(t,1) is solvable in time 2c·k ·p(n)
for some constant c and polynomial p. Hence, LOG-WSAT(t,1) is solvable in time 2c·log n · p(n), which
is polynomial. Now, the claim follows by Theorem 22.
For the backward direction, suppose that LOG[t] = PTIME and let (X) be a generic t/1-formula.
By Theorem 12 and Lemma 11, it sufﬁces to show that p-FD(X) is in EPT.
Let (A, k) be an instance of p-FD(X). If k log |A|, then we can solve the instance in polynomial time
by our assumption that LOG[t] = PTIME and by Lemma 18. To deal with instances where k > log |A|,
we deﬁne a t/1-formula ′(X) and an efpt-reduction (A, k) → (A′, k′) from p-FD(X) to p-FD′(X),
which has the additional property that k′ log |A′|. Then we proceed as above.
The construction is very similar to the construction carried out in the proof of Lemma 18. Assume ﬁrst
that t3 is odd. Suppose that
(X) = ∀y1 ∃y2 · · · ∃yt−1(∀x ∈ X)Ry1 . . . yt−1x.
Let  be the vocabulary of (X) and P a unary relation symbol not contained in . Let ′(X) be a
t/1-formula equivalent to the following formula:
(∀x ∈ X)Px ∧ (∀y1 ∈ P)(∃y2 ∈ P) · · · (∃yt−1 ∈ P)(∀x ∈ X)Ry1 . . . yt−1x.
′(X) says that X is a subset of P and that (X) holds in the induced substructure with universe P.
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For every {R}-structure A with universe A and all m0, let Am be the {R,P }-structure obtained from
A by putting all elements of A into the relation P and then adding m new elements a1, . . . , am. Then for
all S ⊆ A we have
A(S) ⇐⇒ Am′(S).
Moreover, for all S ⊆ A ∪ {a1, . . . , am} with Am′(S) we have S ⊆ A. Thus for all k0, there is an
S ⊆ A of size k such that A(S) if, and only if, there is an S′ ⊆ A ∪ {a1, . . . , am} of size k such that
Am′(S′).
Now we are ready to deﬁne the reduction. Let A be a -structure, n = |A|, and k0. Let m = 2k ,
then
k log(m + n).
The mapping (A, k) → (Am, k) is the desired reduction.
In remains to give the deal with even t2. There is a slight problem because in this case we cannot
say that X is a subset of P with a t/1-formula. Nevertheless, we proceed more or less analogously.
For
(X) = ∀y¯1 ∃y¯2 · · · ∀y¯t−1(∃x ∈ X)	(x, y¯1, . . . , y¯t−1),
we let ′(X) be a t/1-formula equivalent to the following formula:
(∀y¯1 ∈ P) · · · (∀y¯t−1 ∈ P)(∃x ∈ X ∩ P)	(x, y¯1, . . . , y¯t−1).
For m1, we deﬁne Am as above. Then for all S ⊆ A and S+ ⊆ {a1, . . . , am} we have
A(S) ⇐⇒ Am′(S ∪ S+).
This implies that for all k |A|, there is an S ⊆ A of size k such that A(S) if, and only if, there is an
S′ ⊆ A ∪ {a1, . . . , am} of size k such that Am′(S′). To prove this, we use the monotonicity of (X).
The rest of the proof is analogous to the case of odd t. 
Corollary 26.(1) EW[2] = EPT if and only if LOG-DS ∈ PTIME.
(2) EW[3] = EPT if and only if VCDIM ∈ PTIME.
(3) For all t2, EW[t] = EPT if and only if LOG-WSAT(t,1) ∈ PTIME.
7. Higher levels of intractability
We mentioned in Section 2 that p-MC(WORDS,FO) and even p-MC(WORDS,MSO) are in FPT but
not in EPT (under the assumptions FPT = AW[∗] and P = NP, respectively). In this section we analyse
the E-parameterized complexity of these problems.
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For a class of propositional formulas  the alternating weighted satisﬁability problem AWSAT() is
the following parameterized problem:
AWSAT()
Instance: A formula  ∈ , a partition (Xm)1mq of its variables, and a sequence
(km)1mq of natural numbers.
Parameter: k1 + · · · + kq .
Problem: Decide whether there is a size k1 subset Y1 of X1 such that for every size
k2 subset Y2 of X2 there exists . . . such that the truth value assignment only
setting the variables in Y1 ∪ · · · ∪ Yq to TRUE satisﬁes .
In unbounded parameterized complexity theory, the class AW[∗] consists of all problems reducible to
AWSAT(t,1) for some t1. Hence, we deﬁne:
EAW[∗] :=
⋃
t1
[
AWSAT(t,1)
]ept
.
Similarly as in the unbounded theory, we have:
Proposition 27. AWSAT(1,2) and, for t2, AWSAT(t,1) are complete for EAW[∗].
Proof. Since 1,2 ⊆ 2,1 ⊆ 3,1 ⊆ . . . up to obvious identiﬁcations, we have
AWSAT(1,2) ∈ EAW[∗]
and it sufﬁces to show that AWSAT(t,1)efptAWSAT(1,2) for t2. The rest of the proof will rely on
the following observation: Suppose we are given an instance
(, (Xm)1mq, (km)1mq)
of AWSAT(PROP) (PROP denotes the class of all propositional formulas), where
 =
∧
i∈I
∨
j∈J
i,j
with no restriction on the subformulas i,j and, say, with odd q. We let Xq+1 = {Xi | i ∈ I } be a set of
new variables and set
′ =
∨
i∈I
∨
j∈J
(Xi ∧ i,j )
and kq+1 = 1. Then (′, (Xm)1mq+1, (km)1mq+1) is an instance of AWSAT(PROP) equivalent to
the original one (note that a universal quantiﬁer is ranging over Xq+1). This shows
AWSAT(t+1,1)efptAWSAT(t,1)
for t2, and
AWSAT(2,1)efptAWSAT(1,2).
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Dually one obtains
AWSAT(t+1,1)efptAWSAT(t,1)
for t2, and
AWSAT(2,1)efptAWSAT(1,2).
Composing such reductions we obtain AWSAT(t,1)efptAWSAT(1,2) (since every formula in 1,2 is
(equivalent to) a formula in 2,1). 
We now turn to model-checking problems for the class of words. Given an alphabet , we identify
words w ∈ ∗ with structures A(w) as follows: As vocabulary we use  := {<, S} ∪ {Pa | a ∈ },
where < is a binary relation symbol, S, the “successor”, is a unary function symbol (only in this context,
for easier formalizations, we consider vocabularies with a function symbol) and the Pa are unary relation
symbols. The universe of the -structure A(w) is {1, . . . , |w|}. The symbols < and S are interpreted as
the order relation and the successor function (with SA(w)(|w|) = |w|) on this subset of N. A number i
with 1i |w| is in PA(w)a if and only if the ith letter of w is a. WORDS is the class of all structures that
are words.
The following theorem is remarkable, since in unbounded parameterized complexity theory the problem
p-MC(WORDS,FO) is in FPT whereas p-MC(FO) is AW[∗]-complete. Moreover, it shows that
p-MC(WORDS,FO) ∈ FPT, p-MC(FO)eptp-MC(WORDS,FO),
and p-MC(FO) /∈ FPT,
in case FPT = AW[∗].
Theorem 28. The following problems are complete for EAW[∗]:
(1) p-MC(WORDS,FO).
(2) p-MC(FO).
Proof. We start by showing AWSAT(1,2)eptp-MC(WORDS,FO). Let an instance (, (X)1q,
(k)1q) of AWSAT(1,2) be given, say, with even q. Then  has the form
 =
∧
i∈I
(i,1 ∨ i,2)
with literals i,j . We set X = ⋃
1q
X, say X = {X1, . . . , Xn0}. We choose m minimal with n0 < 2m.
We will construct an equivalent instance (w,) of p-MC(WORDS,FO), where w will be of the form
w = wVarw with wVar representing the variables of  and w the formula . The alphabet for w is
 = {V1, . . . , Vq,+,−, 0, 1,∨}.
For 0n < 2m, we denote by 〈n〉 the binary representation of length m of n. The formula =(x, y)
is such that, if the subwords of length m starting at x and y have the form 〈n〉 and 〈n′〉, then it states
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that n = n′:
=(x, y) := ∃ x1 · · · ∃xm∃y1 · · · ∃ym
(
x1 = x ∧ y1 = y
∧
∧
1h<m
(
xh+1 = S(xh) ∧ yh+1 = S(yh)
)
∧
∧
1hm
(P0xh ↔ P0yh)
)
.
Note that |=| = O(m) = O(log ||). A variable Xh ∈ X is represented by the word wh = V〈h〉 and
wVar = w1 . . . wn0 is the word representing all variables. For 1q the formula Y(x,1, . . . , x,k)
expresses that x¯ = x,1 . . . x,k is an ascending sequence of positions carrying the letter V; that is, that
x¯ corresponds to a subset of X of size k:
Y(x,1, . . . , x,k) :=
∧
1 i<k
x,i < x,i+1 ∧
∧
1 ik
Vx,i .
The ﬁrst-order formula  we aim at will have the form
∃ x¯1(Y1(x¯1) ∧ ∀x¯2(Y2(x¯2) → · · · ∀x¯q(Yq (x¯q) → ′) . . . )),
where ′ expresses that the truth assignment determined by x¯ = x1,1 . . . xq,kq satisﬁes . For this purpose
a positive literal i,j = Xh is represented by the word wi,j = +〈h〉 and a negative literal i,j = ¬Xh
by the word wi,j = −〈h〉. The formula L(x¯, y) expresses that the literal starting at y is satisﬁed by the
truth assignment x¯:
L(x¯, y) := ∃z
⎛
⎝=(S(z), S(y)) ∧ ∨
1q
⎛
⎝PVz ∧
⎛
⎝P+y ↔ ∨
1 ik
z = x,i
⎞
⎠
⎞
⎠
⎞
⎠ .
Read: If the variable of the literal y belongs to X, then the literal is positive if and only if the variable is
in x¯. Finally, we represent  by the word w, which is a concatenation of all ∨wi,1wi,2 with i ∈ I . Then,
setting
′ := ∀z(P∨z → (L(x¯, S(z)) ∨ L(x¯, Sm+2(z))),
we have
A(wVarw) ⇐⇒ (, (X)1q, (k)1q) belongs to AWSAT(1,2).
The length || of  can be bounded by O(k + m) = O(k + log ||), where k := ∑q=1 k (is the old
parameter). Therefore, this reduction is an ept-reduction but not an fpt-reduction.
Clearly, p-MC(FO)[WORDS]efptp-MC(FO). Hence it remains to prove that
p-MC(FO) ∈ EAW[∗].
In fact, we show:p-MC(FO)efptAWSAT(4,1). Let (A,) be an instance ofp-MC(FO). In timeO(2||)
we can pass to a formula equivalent to  of the form
∃x1∀x2∃x3 · · · ∀xq
∧
i∈I
∨
j∈J
i,j ,
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where thei,j are atomic or negated atomic formulas.We introduce variablesXm,a for 1mq and a ∈ A
with the intended meaning “the interpretation of xm is a” and form the variable setsXm =
{
Xm,a | a ∈ A
}
for m = 1, . . . , q. Furthermore we set km = 1. Then, k1 + · · · + kq ∈ O(||).
If i,j (xi1, . . . , xir ) is an atomic formula we let
i,j =
∨
a1,... ,ar∈AAi,j (a¯)
∧
1h r
Xih,ah.
If on the other hand i,j = ¬′i,j (xi1, . . . , xir ) with an atomic formula ′i,j , we let
i,j =
∧
a1,... ,ar∈A
A′
i,j
(a¯)
∨
1h r
¬Xih,ah.
Note that in both cases we have |i,j | = O(‖A‖), since the tuples of any relation of A are taken into
consideration in the size ‖A‖ of A. Finally, setting
 =
∧
i∈I
∨
j∈J
i,j ,
one easily veriﬁes that
(A,) ∈ p-MC(FO) ⇐⇒ (, (Xm)1mq, (km)1mq) ∈ AWSAT(4,1).
Altogether, the running time of this reduction is bounded by 2O(||) · ‖A‖. 
Weuse the same technique toprove a result that helps to locate the complexity ofp-MC(WORDS,MSO)
in the EPT-world. For this purpose we introduce the parameterized satisﬁability problem p-QBF for
quantiﬁed propositional logic,
p-QBF
Instance: A sentence  of quantiﬁed propositional logic.
Parameter: The quantiﬁer alternation depth of .
Problem: Decide whether  is valid.
The reader familiar with the class para-NP will realize thatp-QBF is hard for this class, since the ﬁrst slice
is hard for NP. So again, we have the remarkable fact that two problems, namely p-MC(WORDS,MSO)
and p-QBF, with highly distinct FPT-complexities have the same EPT-complexity:
Theorem 29. The following problems are equivalent under ept-reductions:
(1) p-QBF
(2) p-MC(WORDS,MSO).
(3) For s1, the model-checking problem p-MC(SOs) for the fragment SOs of second-order logic SO
consisting of all SO-formulas in which all quantiﬁed second-order variables have arity at most s.
Proof. We only sketch the changes with respect to the proof of the preceding theorem.
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p-QBFeptp-MC(WORDS,MSO): Let  of alternation depth k be given. Using standard techniques,
wemayassume that is in prenexnormal formwith k (maximal) blocks of quantiﬁers (without alternation),
the ﬁrst quantiﬁer block being existential and that its quantiﬁer-free part  is in conjunctive normal form
with clauses of size exactly 3 (note that the new  can be obtained in polynomial time from the old one).
For 1k, let X be the set of variables of the ith quantiﬁer block and let  be the quantiﬁer-free part
of . We aim at word w and a MSO-sentence  such that ( ∈ p-QBF ⇐⇒ A(w)).
Again, the word w is of the form w = wVarw, where wVar is as in the previous proof and w is an
encoding of  similar to the one there. A truth assignment for the variables from X is a subset of those
positions of the word labelled by V and is represented in the formula  by the monadic second-order
variable X:
 = ∃X1(X1 ⊆ PV1 ∧ ∀X2(X2 ⊆ PV2 → · · ·)).
Here, (X1, . . . , Xk) expresses that the truth assignment determined by the X’s satisﬁes .
p-MC(SOs)efptp-QBF: Let (A,) be an instance of p-MC(SOs). We assume that  is in prenex
normal form and that A = {1, . . . , n}.
We introduce for every second-order variableY of arity r (with rs) propositional variables XY,i1,... ,ir
for 1i1, . . . , irn; the intendedmeaning ofXY,i1,... ,ir is “Y i1 . . . ir holds”. And for a ﬁrst-order variable
y we introduce propositional variables Xy,i for 1in; Xy,i says “y gets the value i”. We inductively
translate the subformulas 	 of  into quantiﬁed propositional formulas 	 (and  is the formula we aim
at). We give the main steps:
(1) If 	 = Ry1 . . . yr then
	 =
∨
(i1,... ,ir )∈RA
∧
1 s r
Xys,is .
(2) If 	 = Yy1 . . . yr then
	 =
∨
1 i1,... ,ir n
⎛
⎝XY,i1,... ,ir ∧ ∧
1 s r
Xys,is
⎞
⎠ .
(3) If 	 = ∃y	′ then
	 = ∃Xy,1 · · · ∃Xy,n
⎛
⎝ ∨
1 in
Xy,i ∧
∧
1 i<i′n
¬(Xy,i ∧ Xy,i′) ∧ 	′
⎞
⎠ .
(4) If 	 = ∃Y	′ then
	 = ∃XY,1,... ,1 · · · ∃XY,i1,... ,ir · · · ∃XY,n,... ,n 	′ .
Then, A if and only if  is valid. Furthermore || = || · ‖A‖O(1) and the alternation depth of 
is the same as that of , hence bounded by ||. 
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8. The EW-matrix
While for t2 and d1 the problems p-WSAT(t,d ) and p-WSAT(t,1) are fpt-equivalent, they may
not be ept-equivalent. In this section, we study the EW-matrix of classes
EW[t, d] := [p-WSAT(t,d )]ept
for t, d1. Clearly, EW[1, 1] = EPT and we already know (cf. (3) and (4) in Section 4) that
EW[t, d] = [p-WSAT(+t,d )]ept for even t and
EW[t, d] = [p-WSAT(−t,d )]ept for odd t.
Also note that the classes of the EW-matrix can be linearly ordered by inclusion, because for all t, d1
we have
EW[t, d] ⊆ EW[t + 1, 1].
This follows immediately from the fact that every t,d -formula may be viewed as a t+1,1-formula.
In this section we give characterizations of the classes of the EW-matrix in terms of model-checking
problems and in terms of Fagin-deﬁnable problems, thereby exemplifying a certain robustness of these
classes.
So far we considered the model-checking problem parameterized by the length of the input formula;
here, we need the same problem but now parameterized by the number of variables of the input formula,
a parameterization already considered by Papadimitriou and Yannakakis [17]. For a class  of formulas,
we deﬁne:
p-MCvar()
Instance: A structure A and a sentence  ∈ .
Parameter: |var()|.
Problem: Decide whether A.
Clearly, p-MC()efptp-MCvar().
Since in the new model-checking problem the formula  is not the parameter, in order to put the
quantiﬁer-free part of  into, say, disjunctive normal form, in general, we need time exponential in the
input length (and not only exponential in the parameter as it is the case for the usual parameterization of
the model-checking problem). This forces us to consider formulas that are already in the desired form.
Let t, u, d1. A t,u,d -formula is a t,u-formula
 = ∃x11 · · · ∃x1k1∀x21 · · · ∀x2k2 . . . Qxt1 . . .Qxtkt 	,
such that
• no atomic subformula contains more than d variables of the ﬁrst block (that is, variables of the form
x1,i)
• in case t is odd, 	 is in disjunctive normal form and
• in case t is even, 	 is in conjunctive normal form.
Proposition 30. For t2 and u1,
p-MCvar(t,u,1) ≡efpt p-MC(t,u).
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Proof. p-MC(t,u)efptp-MCvar(t,u,1): In [11], an fpt-reduction (A,) → (A′,′) from p-MC(t,u)
to p-MC(t,u) is presented, where in ′ no atomic subformula contains more than one variable of the ﬁrst
block. This reduction is an efpt-reduction. Now, in time allowed by an efpt-reduction, the quantiﬁer-free
part of ′ is transformed into conjunctive or disjunctive normal form; thereby, the number of variables of
the ﬁrst block, the new parameter, does not change.
To obtain p-MCvar(t,u,1)efptp-MC(t,u), we show that p-MCvar(t,u,1)efptp-MC(t,u+1); this
sufﬁces, since the fpt-reduction from p-MC(t,u) to p-MC(t,1) in [10] is an efpt-reduction, too.
Let (A,) be an instance of p-MCvar(t,u,1) and assume that t is even. Then,
 = ∃x1 · · · ∃x∀y¯2∃y¯3 · · · ∀y¯t
∧
i∈I
∨
j∈J
	i,j
with literals 	i,j . First we replace the conjunction
∧
i∈I in  by a universal quantiﬁer. For this purpose,
we add to the vocabulary  of A unary relation symbols Ri for i ∈ I and consider an expansion B :=
(A, (RBi )i∈I ) of A, where (RBi )i∈I is a partition of A into nonempty disjoint sets. Then,
A ⇐⇒ B∃x1 . . . x∀y¯2∃y¯3 · · · ∀y¯t∀y
∨
i∈I
∨
j∈J
(Riy ∧ 	i,j ).
Furthermore, we expand B to a structure C by adding for m = 1, . . . ,  a relation T Cm of arity 1 + |y¯2| +· · · + |y¯t | + 1 containing all tuples that satisfy at least one disjunct (Riy ∧ 	i,j ), where 	i,j contains xm
and similarly, we add one relation T C for those disjuncts that contain no variable from the ﬁrst block.
Then,
A ⇐⇒ C∃x1 . . . x∀y¯2∃y¯3 · · · ∀y¯t∀y(T1x1y¯ ∨ · · · ∨ Txy¯ ∨ T y¯)
where y¯ = y¯2 . . . y¯t y. Note that the formula on the right-hand side is a t,u+1-formula of length O(),
so we have the desired reduction. 
The promised characterization of the classes EW[t, d] reads as follows:
Theorem 31. (1) p-MCvar(t,u,d) is complete for EW[t, d] for t, d, u1.
(2) p-FD(X) is complete in EW[t, d] for every generic t/d -formula (X) and t, d1.
Proof. The case t = d = 1 is trivial since EW[1, 1] = EPT and all problems are in EPT for t = d = 1.
So let us assume that t + d3.
Part (2) follows from Theorem 5 and Lemma 13. We turn to part (1). By Proposition 30, we may
assume that d2. We show that p-MCvar(t,1,d) is hard for EW[t, d] by proving:
Claim. p-FD(X)efptp-MCvar(t,1,d) for every generic t/d -formula (X).
First, let t be odd. Then,
(X) = ∀y1∃y2 · · · ∃yt−1(∀x1 ∈ X) · · · (∀xd ∈ X)Ry¯ x¯.
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We set
	 = ∃z1 · · · ∃zk∀y1∃y2 · · · ∃yt−1
⎛
⎝ ∧
1 i<j k
zi = zj ∧
∧
1m1,... ,md k
Ry¯zm1 . . . zmd
⎞
⎠ .
Then, 	 is a t,u,d -formula and for any instance (A, k) of p-FD(X) we have ((A, k) ∈ p-FD(X) ⇐⇒
(A,	) ∈ p-MCvar(t,u,d)) and |var(	)|) ∈ O(k).
If t is even and
(X) = ∀y1∃y2 · · · ∀yt−1(∃x1 ∈ X) · · · (∃xd ∈ X)Ry¯ x¯,
then we set
	 = ∃z1 · · · ∃zk∀y1∃y2 · · · ∀yt−1
⎛
⎝ ∧
1 i<j k
zi = zj ∧
∨
1m1,... ,md k
Ry¯zm1 . . . zmd
⎞
⎠ .
Again, 	 is a t,u,d -formula and the corresponding equivalence holds.
Claim. p-MCvar(t,u,d) ∈ EW[t, d].
Let an instance (A,) of p-MCvar(t,u,d) be given, say for even t, and with
 = ∃x1 · · · ∃xk∀y¯2∃y¯3 · · · ∀y¯t
∧
i∈I
∨
j∈J
	i,j
with literals 	i,j = 	i,j (y¯, xg(i,j,1), . . . , xg(i,j,d)) and y¯ = y¯2 . . . y¯t . We introduce the propositional
formula  ∈ t,d by∧
a¯2∈A|y¯2|
∨
a¯3∈A|y¯3|
· · ·
∧
a¯t∈A|y¯t |
∧
i∈I
∨
j∈J
∨
b¯∈Ad
A	i,j (a¯,b¯)
(Xg(i,j,i),b1 ∧ · · · ∧ Xg(i,j,d),bd )
(here a¯ = a¯2 . . . a¯t ). Moreover, let 0 := ∧ks=1∨a∈A Xs,a . Clearly, (∧ 0) is equivalent to a formula in
t,d and one veriﬁes that
(A,) ∈ p-MCvar(t,u,d) ⇐⇒ ( ∧ 0) is k-satisﬁable
obtaining a reduction from p-MCvar(t,u,d) to p-WSAT(t,d ). 
9. The ﬁrst level of the EW-hierarchy
We turn to the class EW[1], which we deﬁned in Section 4.1 by the equality
EW[1] = [p-WSAT(1,2)]ept.
The following theorem contains characterizations of EW[1] similar to those presented in Section 4 for
the classes EW[t] for t2. Moreover, it shows that the W[1]-completeness of the parameterized clique
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problem p-CLIQUE survives in EPT, where
p-CLIQUE
Instance: A graph G and k ∈ N.
Parameter: k.
Problem: Decide whether G has a clique of size k.
Theorem 32. The following problems are complete for EW[1]:
(1) p-WSAT(−1,2).(2) p-FD(X) for every generic 1/2-formula (X).
(3) p-MCvar(1,1,2).
(4) p-CLIQUE.
Proof. The completeness of the ﬁrst three items already have been proven by Lemma 7 and Lemma 8, by
Lemma 13, and by Theorem 31, respectively. For item (4) we show that p-CLIQUE ≡efpt p-WSAT(−1,2).
p-CLIQUEefptp-WSAT(−1,2): Let an instance ofp-CLIQUE be given consisting of a graph G = (G,EG)
and the natural number k. We may assume that no vertex of G is adjacent to all other vertices (otherwise,
we ﬁrst reduce our instance to a graph with this property and some  < k). Consider the −1,2-formula
 =
∧
a,b∈G
a =b and (a,b)/∈EG
(¬Xa ∨ ¬Xb).
Here, Xa is a propositional variable “expressing that a is in the clique”. Then, (, k) belongs to p-WSAT
if and only if (G, k) belongs to p-CLIQUE.
p-WSAT(−1,2)efptp-CLIQUE: Observe that the formula we just obtained is “generic” for −1,2, so we
reverse our preceding translation: Let (, k) be an instance of p-WSAT(−1,2) with
 =
∧
i∈I
(¬Xi,1 ∨ ¬Xi,2)
and with set X of variables. We may assume that Xi,1 = Xi,2 (otherwise, we may simplify (, k)). Then
((X , {(X, Y ) | X = Y and {X, Y } = {Xi,1, Xi,2} for all i ∈ I}), k)
is an instance of p-CLIQUE that is equivalent to (, k). 
In unbounded parameterized complexity theory, we know that p-MC(1) is complete for W[1]. Hard-
ness can be shown by the following fpt-reduction of p-CLIQUE to p-MC(1):
(G, k) ∈ p-CLIQUE ⇐⇒
⎛
⎝G, ∃x1 · · · ∃xk ∧
1 i<j k
Exixj
⎞
⎠ ∈ p-MC(1). (14)
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Since the formula on the right-hand side has size O(k2), this is not an ept-reduction. In fact, we only
know:
Proposition 33. p-MC(1) ∈ EW[1].
We omit the proof which is implicit in the ﬁrst part of the proof of Proposition 24 in [11].
Finally we remark:
Theorem 34. EW[1] = EPT if and only if LOG-CLIQUE ∈ PTIME.
Proof. If EW[1] = EPT, then p-CLIQUE ∈ EPT. Hence, we can determine whether a graph G has a clique
of size log |G| in time 2O(log |G|) · p(‖G‖) for some polynomial p and therefore, in polynomial time.
For the converse, we assume that LOG-CLIQUE is solvable in polynomial time and show that p-CLIQUE ∈
EPT. Let (G, k) be an instance of p-CLIQUE with G = (G,EG). We could solve it using the al-
gorithm for LOG-CLIQUE, if k = log |G|. We will establish this last condition through appropriate
modiﬁcations.
We ﬁrst construct an equivalent instance (G′, k′) with log |G′|k′. The graph G′ is obtained by adding
log |G| + 1 new vertices to G and connecting them with every other vertex, old or new. Then, |G′| =
|G| + log |G| + 1 and hence log |G′|1+ log |G|. For k′ := k+ log |G| + 1, the graph G′ has a k′-clique
if and only if G has a k-clique. We have log |G′|k′.
Next we construct an equivalent instance (G′′, k′′) such that k′′ = log |G′′|. For this purpose, we add
2k′ − |G′| new isolated vertices to G′ and let k′′ = k′. Now we apply the algorithm for LOG-CLIQUE to
G′′. The running time is ‖G′′‖O(1) = 2O(k′) = 2O(k) · |G|O(1), hence we have an ept-algorithm solving
p-CLIQUE. 
Theorems 25 and 34 suggest to deﬁne LOG[1] as the closure of LOG-CLIQUE under polynomial time
reductions.
10. Conclusions
We introduce a notion of bounded ﬁxed-parameter tractability and develop a basic complexity theory
for this notion of tractability. A particularly nice feature of this theory is its close connection with the
classical complexity theory of problems that can be solved with log2 n nondeterministic bits.
By and large, the theory is well behaved, but it is not as robust as onemightwish. This is particularly true
when it comes to the deﬁnition of the class EW[1]. The alternative notion of bounded ﬁxed-parameter
tractability is EXP-FPT, where the parameter dependence of a ﬁxed-parameter tractable algorithm is
bounded by 2poly(n). It is more robust and does not have these problems (on the other hand, it does not
have the nice connection to the LOG-classes either). This theory is investigated in [19].
It remains an open problem whether the EW-matrix collapses to the EW-hierarchy, that is, whether
for t1 and d2 we have EW[t, d] = EW[t]. It also remains open whether the parameterized model-
checking problem for 1-formulas is complete for the class EW[1].
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