This paper presents a theoretical approach that has been developed to capture the computational intensity and computing resource requirements of geographical data and analysis methods. These requirements are then transformed into a common framework, a grid-based representation of a spatial computational domain, which supports the efficient use of emerging cyberinfrastructure environments. Two key types of transformational functions (data-centric and operation-centric) are identified and their relationships are explained. The application of the approach is illustrated using two geographical analysis methods: inverse distance weighted interpolation and the G* i (d) spatial statistic. We describe the underpinnings of these two methods, present their conventional sequential algorithms, and then address their latent parallelism based on a spatial computational domain representation. Through the application of this theoretical approach, the development of domain decomposition methods is decoupled from specific high-performance computer architectures and task scheduling implementations, which makes the design of generic parallel processing solutions feasible for geographical analyses.
Introduction
The exploitation of the latent parallelism in computationally intensive geographical analyses is fundamentally important to the efficient use of distributed parallel computing resources. This task, however, has become increasingly complex as heterogeneous computer systems evolve to create an emerging cyberinfrastructure (CI) (Atkins et al. 2003) . This complexity has compelled us to theorize about the basic nature of spatial computation and, in particular, how computational tasks can be decomposed to increase processing efficiency in heterogeneous computer environments. The purpose of this paper is to elucidate a theoretical approach that is developed to guide parallel processing of computationally intensive geographical analyses. Through the application of this approach, variability in computational intensity can be efficiently estimated with respect to the spatial characteristics of geographical analysis problems; this knowledge is then used to support the assignment of processing tasks to computing resources.
Before geographical analysis problems can be solved by efficiently harnessing CI resources, improvements must be made to parallel processing strategies. Exploiting parallelism, however, is often difficult because of problems associated with communication, memory management, synchronization, and load balancing in processing applications (Deng et al. 1992 ). Domain decomposition and task scheduling are two strategies that are often used to address these problems.
The study of two general types of parallelism, control and data (Hillis and Steele 1986) , has facilitated domain decomposition in prior parallel geographical analysis applications (table 1). Control parallelism assumes that a computational task may be broken into relatively independent functions or processes; speedup is then achieved by assigning these functions to multiple processors (e.g. Mower 1992 , Junchaya and Chang 1993 , Xiong and Marble 1996 . Data parallelism, in contrast, resolves an entire data set into smaller data elements that are then allocated to multiple processing units , Ding and Densham 1996 , Xiong and Marble 1996 . During the decomposition process, therefore, a problem domain is divided into a number of relatively isolated subtasks that are each scheduled for execution on available computing resources. To ensure best performance, these tasks are allocated to achieve balance across these resources. Load balancing becomes an especially difficult goal, however, when there is variability not only in the capacity of resources, but also in the connections that exist among them.
The parallel processing state-of-the-practice in GIScience tightly couples domain decomposition and task scheduling. Consequently, the design of parallel GIScience Table 1 . Summary of geographical analysis using parallel processing, after Cramer and Armstrong (1999) .
Geographical applications Citations
Database Management Systems for GIS Healey et al. 1998 Line simplification Mower 1996 Line intersection Franklin et al. 1989 Network analysis, shortest paths Ding et al. 1992 Lanthier et al. 2003 Plaza et al. 2007 , Wilkinson 1998 Spatial interpolation, gridding Armstrong and Marciano 1997 , Cramer and Armstrong 1999 , Hodgson et al. 1995 , Luh et al. 1997 , Wang and Armstrong 2003 Spatial statistics Armstrong et al. 2005 , Armstrong et al. 1994 , Armstrong and Marciano 1995 , Rokos and Armstrong 1996 , Wang et al. 2004 , Yan et al. 2007 Surface feature extraction Rokos and Armstrong 1998 Vector topology creation Dowers et al. 2000 , Mineter 2003 , Mineter et al. 1998 Visualization De Floriani et al. 1994 , Magillo and Puppo 1998 , Mustafa et al. 2006 , Shekhar et al. 1996 applications is bound to specific conventional parallel computer architectures, such as SIMD (single instruction stream and multiple data streams) and MIMD (multiple instruction streams and multiple data streams) systems (Flynn 1966) . This tightcoupling approach is problematic in three important respects:
1. Logic: the design of domain decomposition and task scheduling methods is focused on the characteristics of spatial data and the analysis operations that are performed on them. However, a focus on data and operations is logically inappropriate; a more appropriate focus must be placed on variability in computational intensity. 2. Generality: any change to the characteristics of spatial data and operations requires a corresponding change to be made in the design and implementation of domain decomposition and task scheduling methods. This makes it difficult to develop generic parallel processing solutions for geographical analyses. 3. Compatibility: solutions to domain decomposition and task scheduling are dependent upon specific parallel computer architectures. A change in architecture requires a corresponding change to the solution process even if the method of analysis were held constant.
These logic, generality, and compatibility problems limit the effectiveness of the tight-coupling approach when it is applied to the development of parallel geographical analysis methods. The spatial computational domain representation presented in this paper is formally defined to support domain decomposition. Preliminary ideas of establishing computational domains to represent computational intensity have been investigated in parallel computing application development and performance evaluation (e.g. Dongarra et al. 2003) . However, theorizing about such an abstract representation is novel in GIScience as well as in computer science and computational science. Our spatial computational domain representation is developed to advance this theoretical aspect.
In the remainder of this paper, section 2 formalizes the spatial computational domain. Section 3 defines a set of computational transformations that can be used to construct spatial computational domains. Section 4 demonstrates how this new representation is used to capture the computational intensity and resource requirements of geographical analysis methods, with a specific focus on two case studies: inverse distance weighted interpolation and the G Ã i (d) spatial statistic. Following these detailed cases, section 5 sketches out how the representation can be applied more generally in practice based on a methodological framework. Section 6 describes a set of computational experiments and presents practical results of performance improvements that occur as a consequence of our theoretical considerations. Section 7 emphasizes the broader contexts in which the theoretical approach can be applied to support cyberinfrastructure-based geographic analysis. Section 8 summarizes the findings and significance of this research and indicates directions for future research.
Spatial computational domain representation
A spatial computational domain can be defined to comprise a collection of several two-dimensional computational intensity surfaces. Each surface is conceptualized as an analog to a spectral band used in remote sensing, and is referred to as a compuband. Though compu-bands may be generalized to higher dimensions than two, this paper focuses on the two-dimensional case. Given a spatial computational domain representation projected to a two-dimensional (x and y) Euclidian space, each compu-band can be represented as a two-dimensional array c5(c ij ) in the space R N , where N5x c 6 y c , and where x c is the number of cells in the x dimension, and y c is the number of cells in the y dimension (figure 1).
Each component of c corresponds to the computational intensity at cell (i, j). While each cell in our examples has a rectangular shape, other tessellations (e.g. triangular and hexagonal) also could be used. It is noteworthy that each cell need not correspond to a region that has the same shape and size in its associated spatial data representation (figure 2). The computation taking place at cell (i, j) also may be dependent on the geographical region surrounding it (e.g. focal or zonal regions). This type of dependence will be further illustrated using specific case studies in section 4. In general, lower levels of local dependence often indicate that higher levels of spatial data parallelism can be exploited by analysis operations.
Two types of representational strategies are typically employed in GIS applications and they must be accommodated by the strategy developed in this research. In a field-based representation, a single cell can be mapped to multiple lattice units, while an object-based representation may use a rectangular-shaped area that includes single or multiple objects. The cell size represents the granularity of the spatial computational domain representation. This granularity, chosen to control the computational intensity of each sub-domain, is determined from the following competing principles:
1. the granularity must be sufficiently coarse to ensure that the derivation and decomposition of the spatial computational domain is computationally inexpensive; and 2. the granularity must be sufficiently fine to allow domain decomposition to produce a large number of sub-domains that are executed concurrently to improve performance.
These principles are traded off to guide the development of efficient parallel processing algorithms.
The spatial computational domain representation is conceptualized as an image obtained from an evaluation of the following function: 
at the cells (i/x c , j/y c ) g I 2 , i51, …, x c , j51, … , y c . Thus,
The value of c ij is used to represent the computational burden derived from the following three compu-bands for a particular geographical analysis: Figure 2a . A diagrammatic illustration of transforming a field-based spatial data set to its spatial computational domain representation. Figure 2b . A diagrammatic illustration of transforming an object-based spatial data set to its spatial computational domain representation. N computing time: the time taken to complete the analysis for each cell (i, j); N memory: the memory required to perform the analysis for each cell (i, j); and N I/O: data input/output and transfers required to enable the analysis for each cell (i, j).
This representation can be extended to include additional compu-bands, should a particular application require them. To achieve a clear definition of f, each band of c ij is extracted to create computing time, memory, or I/O compu-bands. These compu-bands are derived from new computational transformations that are consistent with the role of transformations in other domains of GIScience.
Computational transformations
The transformation concept used in GIS contexts is rooted in earlier cartographic research (Tobler 1979 , Chrisman 1999 , Bennett and Armstrong 2001 . Though a computational transformation is similar to existing GIS transformations, its purpose and results are different. A computational transformation is performed to characterize the computational intensity of a particular geographical analysis based on the characteristics of spatial data as well as specific analysis operations.
The following two types of computational transformation have been identified.
N Data-centric, hereafter designated df; this function analytically transforms knowledge about spatial data characteristics in the context of spatial operations into either memory or I/O compu-bands.
N Operation-centric, hereafter designated of; this function takes into consideration the spatial operations that are directly or indirectly related to spatial data characteristics, and transforms knowledge about the characteristics of spatial operations into a computing time compu-band.
The earlier definition of f can be refined into a composite function of df and of:
where ' + ' represents function addition (Devlin 2003) . f obeys the following two laws:
N identity: f5of + I R f5of and f5I + df R f5df, where I represents an identity function; and
The commutative law is obeyed because the output of of and df is applied to different bands. Both df and of can be comprised of multiple transformation subfunctions:
df~df 1 |df 2 , :::, |df n ð4Þ
where '6' represents function multiplication (Devlin 2003) . However, these sub-functions of df and of are not commutative because they are applied to a single compu-band and the order of these sub-functions must be specified in accordance with the specific input and output of individual 174
S. Wang and M.P. Armstrong sub-functions. For example, an of that is used to create a computing time compuband may be assumed to have several sub-functions. The output from sub-function of i becomes a part of the input for another sub-function of j , but the output of of j may not have any relationship with the input of of i . In this case, of i 6 of j is not equivalent to of j 6 of i .
The definition of f is based on the transformation of spatial characteristics that can be acquired from both field-based and object-based spatial data representations (see figure 2 ). In the remaining sections of this paper, two case studies demonstrate how computational transformation functions are used to derive a spatial computation domain representation. One case study is based on a field-based representation; the other uses an object-based representation.
Case studies
A particular geographical analysis method may be placed into one of four categories based on the types of computational transformation functions that are required for parallel processing purposes (figure 3). Computationally intensive geographical analyses typically fall into categories one and two. Category four includes large spatial database transactions, while category three is not meaningful for representing the characteristics of transformation functions for computationally intensive geographical analysis. Consequently, analyses from categories one and two are used to demonstrate the creation of computational transformation functions. Specifically, for category one, an inverse distance weighted spatial interpolation algorithm, using a field-based representation, has been selected as a case study because the algorithm is computing intensive, but not data-intensive; for category two, the G Ã i (d) spatial statistic uses an object-based representation, and has been selected because this type of analysis is both computing and data intensive.
Spatial interpolation
Data for geographical analyses are often collected in point format. For example, an atmospheric process measurement would be made at a location represented by (x,y,z) triplets with x and y representing projected or spherical coordinates and z, the magnitude of an attribute measurement at that location. These discrete observations are then used to interpolate a quasi-continuous surface. Though a variety of algorithms have been developed to calculate such surfaces (Lam 1983, Figure 3 . Case study choices. Schloeder et al. 2001) , most can be classified as either a global or local method. Global methods use the entire data set to make an estimate for attributes at each location while local methods restrict, after searching, computations to include only those observations that fall in some neighborhood of each location that requires an estimated value. Inverse distance weighted (IDW) interpolation is normally implemented as a local interpolation method.
4.1.1 Inverse distance weighted interpolation. The crux of IDW algorithms is to reduce the amount of searching required to find near (however defined) neighbors on which to base calculations (Wang and Armstrong 2003 ). An algorithm described by Clarke (1995) is designed specifically to reduce the amount of searching required to compute interpolated z-values for unknown points. The z-value of any desired point p in Clarke's algorithm is computed using the generic inverse distance weighted interpolation equation:
where Z p 5interpolated value at point p, z i 5observed value at control point i, in the neighborhood of p, k5number of points in the neighborhood of p that are used in the interpolation (often k , 10), d i5 Euclidian distance from observed control point i to p, and b5distance weighting factor (often b52). The basic elements of the Clarke algorithm are illustrated in figure 4. More specifically, the interpolation algorithm presented by Clarke (1995: page 250-251) , and later rearticulated by Cramer and Armstrong (1999: page 150) has four principal steps in which Step 3 in (Figure 4 ) includes a k-nearest neighbor search for each empty cell and is thus computing intensive. 4.1.2 Computational transformation function for Clarke's algorithm. Parallelism in Clarke's algorithm has been addressed by exploiting partial parallelization strategies that are focused on the k-nearest neighbor search process (Cramer and Armstrong 1999, Wang and Armstrong 2003) . Although this previous research focused on directly examining spatial data characteristics for parallel processing, it has shown the need to establish the necessary theory and methods that can be used to derive and implement the spatial computational domain representation. In particular, Cramer and Armstrong (1999, p. 156) showed two maps that represent the amount of computing time spent on each raster grid. Furthermore, Wang and Armstrong (2003) illustrated their domain decomposition method based on an implicit use of the spatial computational domain.
In the Clarke algorithm, both memory and I/O requirements are trivial even if a common desktop PC (e.g. 1 G RAM and 3 GHz Pentium processor) is used to execute the algorithm. Consequently, an operation-centric transformation function is defined to create a computing time compu-band for the algorithm. This function has three major input parameters, all of which are directly dependent upon spatial data characteristics. The first parameter is ne, the number of empty grids (in the data domain) that invoke a search for their k-nearest neighbors. The size of each grid is interactively specified during the first step of Clarke's algorithm to determine a desirable interpolation resolution. The second parameter is ns, the number of existing sampling points. The third parameter is dp, the density of sampling points within a cell (in the spatial computational domain representation) and its immediate neighbors. Generally, given a cell, its value in the computing time compu-band is larger (smaller) if its ne is larger (smaller); the value is smaller (larger) if its ns is larger (smaller); and the value is smaller (larger) if its dp is larger (smaller). The transformation function -IDW-of on the cell (i, j) is defined as follows:
where timeUnit is a constant used to convert the value calculated from the part:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi dp (i,j) zdensityThreshold p of equation (7) to a computing time unit (e.g. seconds); densityThreshold is a constant that represents the minimum point density in any given region of the domain considered; it is chosen to prevent ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi dp (i,j) zdensityThreshold p from becoming zero. The value of dp (i,j) is calculated using the following equation:
where ns k represents the number of existing sampling points within the (i, j) neighbor cell indexed as k; and number neighbor represents the number of (i, j) neighbors being considered. Figure 5 (a-e) provides an example of using the transformation function specified in equation (7) to create a computing time compu-band. Figure 5a represents a point-based data set. This data set is indexed by a raster domain (e.g. 16 6 16 in this example) in step 2 of Clarke's algorithm ( figure 5b) . The dimension of this raster domain is specified by users to control the interpolation resolution. Figure 5c depicts the spatial computational domain representation of Clarke's algorithm with respect to this spatial data domain by assuming that the dimension of the spatial unit in the computational domain representation is 4 6 4. The value of the dark gray cell in figure 5c is equal to 5.74 timeUnit as obtained by applying equations (7) and (8) to this cell and its neighbors (light gray color in figure 5c ). In figure 5d , variables in equations (7) and (8) are substituted with their actual values. Figure 5e provides a complete computing time compu-band by applying the same transformation functions to each cell.
, originally developed by Getis and Ord (1992) , is used to measure the degree of spatial association among point-referenced observations. This type of measurement can help identify clusters of points (sometimes called 'hot spots') at which values of a variable are unusually high or low compared to the rest of a geographical region. G Ã i (d) focuses on local spatial structure, and is different from other popular measures such as Geary's c and Moran's I (Cliff and Ord 1973 ) that provide a global assessment of autocorrelation.
For example, given a variable Z measured for each point in a point-based data set, these measurements can be indexed by i going from 1 to n. A distance d is chosen such that most locations in the data set have at least one neighbor point within distance d. Then G Ã i (d) for location i is a function of the variable measurements at all sites within distance d of point i. By comparing the value of each G Ã i (d) to its expected distribution under the null hypothesis that the observations z 1 to z n are a random sample with no spatial clustering, significantly high or low groups of values may be identified. The computational intensity of a related spatial statistical measure (G) has been addressed by Armstrong et al. (1994) and Armstrong and Marciano (1995) . In this research, however, we use the G Ã i (d) statistic as specified in the following equation (Ord and Getis 1995) :
Technical details about this equation are provided by Ord and Getis (1995) . In preparation for computing G Ã i (d), all the pair-wise distances between measurement locations must be computed and the {w ij (d)} derived. Consequently, this analysis is memory-intensive. Because the calculation in equation (9) must be performed for each point i in the data set, the analysis is computing intensive as well.
G
The G Ã i (d) sequential algorithm consists of two computationally intensive steps (Step 2 and 3 in figure 6 ). In Step 2, pair-wise distances between data points are computed. A one-dimensional array can be employed to reduce RAM requirements for the sequential algorithm by storing only (NPTS 6 (NPTS + 1)) / 2 distances, as opposed to NPTS 2 distances when a twodimensional distance matrix is used.
Step 3 includes a three-layer loop to compute G Ã i (d) based on equation (9). The first-layer (outermost) loop controls the iteration of d values. The two inner loops control the consideration of different points in a data set.
Computational transformation functions for G Ã
i (d) sequential algorithm. As identified by Wang et al. (2007) , two potential applications of parallelism are revealed from an analysis of the G Ã i (d) sequential algorithm. The first, 'd parallelism', exists between different distance annuli d. This 'd parallelism' is not dependent on the spatial characteristics of a data set, and thus should be exploited mainly through task scheduling strategies. The second, 'spatial parallelism' is made possible by the independence of computing values of G Ã i (d) for different points i: 1, … , n. To capture 'spatial parallelism' for efficiently processing G Ã i (d) in parallel, a spatial computational domain representation is constructed to characterize the computational intensity of G Ã i (d). Since the computation of values for G Ã i (d) is both memory and computing intensive, it is necessary to produce memory and computing time compu-bands using two transformation functions. The function G Ã i (d)-df that is used to create the memory compu-bands is data centric, and is defined for cell (i, j) as:
where memoryUnit is a constant used to convert the value calculated from the part (pnt_number (i,j) + pnt_number (i,j)_neighbors ) 2 of equation ,10. to units of memory capacity (e.g. MB or GB); pnt_number (i,j) represents the number of points in cell (i, j), and pnt_number (i,j)_neighbors represents the number of points in the cells that are adjacent to (queens move) cell (i, j). These neighbors are selected such that given a specific d, any point with a distance that is less than d to a point in cell (i, j) can be found either in cell (i, j) or its neighbors. These neighbors can be formally represented as the following set: {(m, n)|;p'q (pg(i, j))'(qg(m, n))'(DIST(p, q),d)'((i ?m)~(j?n))}.
The computing time compu-band can be created using the following operationcentric function:
where pnt_density t is represented by the following equation:
where number (i,j)_neighbors represents the total number of neighbor cells; and timeUnit is a constant used to convert the value calculated from the part (d 6 pnt_number (i,j) 6 pnt_density (i,j) ) of equation (11) to a unit of computing time. The criterion for selecting neighbors here is the same as above for the data-centric transformation function. Figure 7 provides an example of creating a memory compu-band using equation (10) based on the same point-based data set used in figure 5 .
Methodological framework
The two case studies illustrated in section 4 focus on the data-centric and operationcentric characteristics of computational transformation functions. Given a specific analysis, these characteristics are used to determine whether a particular compuband needs to be constructed. In addition to the spatial distribution knowledge applied in these case studies, other aspects of geospatial knowledge such as spatial autocorrelation and heterogeneity (Anselin 1989 ) may be used to reason about computational intensity. A generic methodological framework based on region quadtrees and space filling curves is developed to capture the spatial structural 180 S. Wang and M.P. Armstrong characteristics (e.g. autocorrelation) that are used when decomposing the spatial computational domain.
Region quadtrees
Region quadtrees have been used to adaptively represent two-dimensional spatial data in a variety of fields such as image processing, GIS, computer graphics, and remote sensing (Samet 1990 , 2006 , Gaede and Gü nther 1998 . Our methodological framework uses region quadtrees to capture spatial heterogeneity and distribution characteristics for decomposing the spatial computational domain. A generic quadtree node definition is described as the following C language struct. typedef struct quadnode_struct To simplify implementation, this quadtree node definition assumes that the shape of each individual cell in the spatial computational domain representation is a square, the size of which is specified as length. Quadtree nodes can be connected and stored in a single direction list shown in the following C language struct. Eventually, one or more quadtree leaf nodes are grouped linearly to represent individual computing tasks that are then scheduled to available CI resources. This linear collection of leaf nodes provides a means to control the size of individual tasks.
A challenge to grouping these leaf nodes such that they are adaptive to spatial dependency in the spatial computational domain is that there exists no total ordering among spatial sub-regions that preserves their spatial proximity. Sagan (1994) has provided a survey of mapping strategies that partially preserve spatial proximity. One common element among these strategies is that they first partition the space with a grid, and each cell is then labeled with a unique number that defines its position in an ordering defined by a space-filling curve.
Space-filling curves
A space-filling curve is generally used to map multi-dimensional space into onedimensional space. The mapping acts like a thread that passes through each cell element (or pixel) in D-dimensional space so that each cell is visited exactly once (Mokbel et al. 2003) . A space-filling curve is often referred to as a locality-preserving mapping because if two cells are near to each other in D-dimensional space, then they will be near each other in the corresponding one-dimensional space (Sagan 1994) . This locality preserving property is exploited in the methodological framework to create different sizes of spatial computational sub-domains that are adaptive to spatial dependency, distribution, and heterogeneity in the underlying spatial domains. A practical example of using this methodological framework can be illustrated based on a point-referenced data set (figure 8). A computing time compu-band created using the computational transformation functions in the case study of G Ã i (d) analysis can be decomposed into quadtreeindexed nodes (figure 9). These nodes can be connected to adaptively group together the nodes into individual tasks by cutting a space-filling curve into sections.
Granularity
Determining the optimal granularity for a spatial computational domain representation based on the two competing principles described in section 2 is a computationally complex problem. A practical and feasible solution is to attempt to 182 S. Wang and M.P. Armstrong achieve homogeneity of computational intensity within any individual cell of the spatial computational domain representation. Homogeneity can be determined during the quadtree construction process. This detection is straightforward because each quadtree node has an attribute, computational_intensity, that represents its value in the compu-band. If the four children nodes of a parent node all have the same computational_intensity value as the parent node, the parent node is homogenous. This solution can also be based on pattern recognition and matching methods such as feature tracking and object recognition (Olson 2002) . Though the case studies in this research do not require its development, future research will investigate such pattern recognition and matching approaches to decomposing spatial computational domains.
Generality of the framework
Our methodological framework is generic in that it can be applied to other geographical analyses beyond the two case studies demonstrated here, since theoretically derived compu-bands are decomposed rather than spatial data structures and operations. Generally, for a given analysis, it is necessary to evaluate all three types (computing time, memory, and I/O) of compu-bands. However, if the primary contributing sources of computational intensity for a particular type of analysis are well known, as in the two case studies described above, then only those compu-bands that correspond to the primary sources need to be created. In other cases, a detailed analysis of each algorithm is required to specify computational transformation functions that yield values for each compu-band.
Performance evaluation
To validate the theoretical approach and evaluate the performance of the framework described in the previous section, a set of computational experiments was conducted to benchmark the performance of Clarke's algorithm. Our experiments used a key element of the national CI in the U.S., the National Science Foundation (NSF) TeraGrid (www.teragrid.org). The NSF TeraGrid is an open scientific discovery infrastructure that currently combines high-end computing resources (http://www.teragrid.org/userinfo/hardware/index.php) at 11 partner sites to create an integrated, persistent CI based on Grid computing technologies (Foster and Kesselman 1999) . Four point-based data sets (figure 10) were used to evaluate control point distribution effects on speedup in the TeraGrid environment based on the where t 1 is the run time realized on a single CPU that achieves the best performance for executing the sequential Clarke's algorithm among the TeraGrid sites (table 2) used in this study; and t n is the computing time when multiple CPUs (either at one or more TeraGrid sites) are used to conduct computations. In this set of experiments, t 1 is acquired by executing the sequential algorithm once on an exclusively reserved processor accessed through tg-login.uc.teragrid.org; t n is calculated as the mean of three values that are acquired by executing a parallel version of Clarke's algorithm based on the framework. Figure 10 . Data sets of two thousand points adopted from Wang and Armstrong (2003) : (a) a uniform random distribution, (b) one cluster with a uniform random distribution, (c) two clusters, each of which has a uniform random distribution, (d) multiple clusters, each with a uniform random distribution.
TeraGrid software environment
Currently, TeraGrid software provides support for Condor (www.cs.wisc.edu/ condor/), the Portable Batch System (PBS, www.openpbs.org/), and both pre-and Web Services Globus Toolkit (www.globus.org). GRAM (Globus Resource Access and Management) interacts with local job schedulers, such as the PBS and Condor, to allocate computational resources for applications; it is also used to monitor and control computing processes. Our methodological framework is responsible for decomposing applications into balanced tasks that can be simultaneously executed on multiple TeraGrid sites through GRAM (figure 11). Grid security configurations for the TeraGrid are based on the Grid Security Infrastructure (GSI) protocol. We used Grid certificates issued by the National Center for Supercomputing Applications CA (Certificate Authority). These certificates are used to achieve 'single sign-on' access to distributed TeraGrid resources.
Uniformly distributed data set
For the uniformly distributed data (figure 10a), the spatial computational domain representation is homogeneous. Consequently, a regular quadtree-based decomposition was used to create balanced tasks. Table 3 lists the computing time used to interpolate results for the uniformly distributed data.
Clustered data sets
For each clustered data set (figure 10b, c and d), quadtrees are constructed to adaptively decompose the spatial computational domain representation by controlling the level of recursive division based on compu-band values. A general rule to control the level of recursion in these heterogeneous spatial computational domain representations is to achieve homogeneity in the compu-band values within individual Regions of the spatial computational domain representation with both high and low values are divided into tasks that require computing times on the order of 1-10 min. These jobs are scheduled to TeraGrid sites using the scheduling algorithm developed by Wang and Armstrong (2003) so that loads are balanced among the figure 12 , which indicates that better performance is achieved on the data sets with an irregular distribution of control points (one-cluster and two-cluster data sets). This is because the quadtree-based decomposition can divide irregular domains into a balanced set of jobs that are assigned to the TeraGrid sites.
Broader impact of the theory
The formalization derived from our theoretical approach supports adaptive domain decomposition in a generic way. Compu-bands, similar to those created in the case studies described above, can be used directly to develop domain decomposition algorithms for a variety of geographic analysis methods, including those that use field and object representations. Because compu-bands are treated as images, generic data structures, such as quadtrees, that efficiently store and access images can be used to support adaptive decomposition. Adaptation is achieved by flexibly controlling the sizes of partitions based on computational intensity values. In the specific case of quadtrees, adaptive domain decomposition can be implemented based on the recursive subdivision of compu-bands and quadtree leaf nodes can be flexibly grouped using space-filling curves.
Since it is based on an appropriate abstraction, the spatial computational domain separates concerns about characterizing the computational intensity of geographical analyses for generic domain decomposition from efficiently distributing decomposed analyses in CI environments. This separation decouples domain decomposition from other parallel processing steps, such as task scheduling, which are often dependent on parallel computing architectures (Dail et al. 2003) . This is particularly important for Grid-based CI applications where computational intensity information must be provided to middleware services as computational requirements. These requirements are essential when middleware services are used to optimally select and schedule appropriate CI resources.
Concluding discussion
Past research on spatial data parallelism has focused on spatial data representation and access methods. That research adopted an experimental approach in which algorithms were implemented using a number of SIMD and MIMD parallel computer architectures. As a consequence, previous work lacked generality. In this research, a new theoretical approach based on a spatial computational domain representation is defined to formalize the computational intensity of geographical analyses in a generic way. This approach, with its associated methodological framework, demonstrates that it is the spatial computational domain that should be decomposed to exploit the latent parallelism of geographical analysis. Based on transformation theories from earlier research, the spatial computational domain is illustrated as a derived outcome of transformations on spatial data and operations. Two key types of transformational functions (data-centric and operation-centric) were identified and their relationships were explained. This paper also used two types of geographical analyses, inverse distance weighted interpolation and the G Ã i (d) spatial statistic, to elucidate the derivation of the spatial computational domain and its associated methodological framework. Conventional sequential algorithms for these two types of analyses were presented and the spatial computational domain representation was used to formalize an understanding of their computational intensity. The data-centric and operation-centric transformation functions quantitatively characterize the computing time and memory compubands of the spatial computational domain for these two analyses.
Based on this representation, a methodological framework is developed using region quadtrees and space filling curves. The framework supports adaptive decomposition of the spatial computational domain by controlling the recursion level of a quadtree that is partitioned into sections along a space-filling curve. A preliminary performance evaluation was designed to benchmark the performance of Clarke's interpolation algorithm and its transformation functions in the NSF TeraGrid environment. Results of a set of computational experiments show that the framework can be applied to decompose a heterogeneous spatial computational domain representation into a balanced set of computing tasks; the speedup performance of parallelizing Clarke's algorithm based on the theoretical approach is superior to the results published in Wang and Armstrong (2003) .
The theoretical approach presented in this paper has solved the logic problem existing in previous GIScience parallel processing research because it provides computational intensity representations that are required for parallel processing of geographical analyses. At the same time, the approach has established the generality of domain decomposition methods that are now based on the spatial computational domain representation rather than on specific spatial data structures and operation characteristics. Finally, the development of computational transformation functions is independent of any parallel computer architecture, and consequently the spatial computational domain representation has also solved the compatibility problem. These functions are currently being used to support the development of adaptive domain decomposition methods that are applied in grid implementations of computationally intensive geographical analyses. Furthermore, the functions can be implemented as drivers to automate the process of integrating geographical analysis applications into CI environments, since they flexibly capture the computational intensity information required by task scheduling algorithms. Future development of this theoretical approach will focus on the study of computational transformation functions that capture I/O intensity and the development of generic domain decomposition drivers to support geographical analyses in CI environments.
