Improved-RFC
Introduction
Diseases, pests and uneven rainfalls are vital reasons for yield losses in crops. Significant crop losses by pests and diseases have been accounted from many countries [1, 24, 38] . Yield losses due to some diseases are to an extent of 70% [14] . The degree of economic losses due to diseases is much more than the reported global yield losses of 600 million US$ [28] . Groundnut (Arachis hypogaea L.) is an important oilseed crop and a vital source of protein. More than fifty-five pathogens along with viruses have been reported to affect groundnut crop. Some diseases are extensively distributed and cause more financial losses while others are confined in distribution and are not considered to be reasonably significant at the present time. Proper diagnosis of disease(s) is the first step in planning a Disease Intelligent System [27] . Symptoms on plant parts along with the congenial climatic conditions can be used to identify most of the diseases [43] [44] [45] . Classification is a basic task in the field of machine learning. It is the recognition of the category labels of instances that are normally described by a set of attributes (features) in a dataset. The aim of classification is to accurately predict class labels of instances whose values of attributes are known, but labels of classes are unknown [12] . Classification task in the field of machine learning is binary, multi-class, multi-labeled and hierarchical. Disease diagnosis is a multiclass classification problem which deals with high dimensional datasets. The classification task with disease diagnosis problem is to assign a disease label to a particular instance. High dimensional datasets have the problem of presence of irrelevant or redundant features which often lowers the performance of machine learning algorithms. Hence, the use of suitable feature selection methods becomes essential for classification tasks that deal with high dimensional data [11, 21] .
Several machine learning algorithms are successfully used for the problems of classification and prediction [2, 30] in the field of dairy farming [26, 35] and Estrus [31] , forecast production of milk [29] and to find out reasons for culling [30] . Machine learning algorithms are applied for accurate identification of crop diseases Leaf brown spot, Rice blast, Sheath rot, Bacterial blight, Cercospora leaf spot, Leaf rust, Potato late blight and Powdery mildew [4, 34] . Genetic Algorithms and Multilayer Neural Networks are applied for identification of Tobacco rattle and Cucumber green mottle mosaic plant viruses to solve productivity problems [17] . Random Forest algorithm is successfully used for accurate identification of diseases in disease diagnosis problems [3, 33, 36] .
The performance of Random Forest algorithm is improved by using a combination of an attribute evaluator method and an instance filter method in the present work. The paper is arranged as follows: Section 2 portrays materials and methods. Section 3 describes the improved-RFC approach. Section 4 presents results and discussions. Section 5 gives the conclusions drawn.
Materials and methods
We have used the WEKA [19] open source software with default parameter settings to conduct the present work. WEKA includes multiple supervised and unsupervised machine learning algorithms. Additionally, it also has a wide set of techniques for data preprocessing and modeling, with a user friendly interface for training and testing machine learning models.
Datasets
The improved-RFC approach is applied to groundnut disease multi-class dataset. The performance of improved-RFC is also examined on five benchmark datasets.
Real-life groundnut disease dataset
The real-life groundnut disease dataset is developed using different sources [8, 9, 14, 25, 38, 41] by taking into account the symptoms of disease(s), climatic conditions favoring the disease and crop part(s) affected. The dataset consists of 1080 instances with no missing values. It is a multi-class dataset with 13 disease classes. It has 26 attributes and one disease target class as shown in Table 1 . All the attributes are nominal.
Real benchmark datasets
Five real benchmark datasets from UCI machine learning repository [13] are used for the purpose of testing the performance of improved-RFC approach. The structure of these benchmark datasets is shown in Table 2 .
Feature selection methods
Feature selection or attribute evaluator or filter method consists of identifying the relevant features and ignoring the irrelevant ones from a dataset [6] . The use of attribute evaluator methods enhances the performance of machine learning algorithms. These methods offer better understanding of data and permit capability of data reduction. The attribute evalua-tor methods used in the design of improved-RFC approach are.
Correlation-based feature selection (CFS)
It is a simple attribute evaluator method that grades feature subsets on the basis of a correlation based heuristic estimation function [6] . The bias associated with the function is towards the subsets containing features that have high correlation with the class but are not correlated with each other [20] . It is used in the design of improved-RFC approach as it ignores irrelevant features as they have low correlation with the class. Redundant features are not considered in the resultant feature subset as they are highly correlated with one or other features.
Symmetrical uncertainty (SU)
SU [6] is an attribute evaluator method. It is used in the design of improved-RFC approach as it provides a symmetrical measurement for correlation between features and also balances the bias of mutual information. SU is defined as the fraction between the Information Gain (IG) and the Entropy (H) of two features, x and z such that
where the IG is described as
where H(x) and H(x, z) represent the entropy and joint entropy respectively.
Gain ratio
Gain Ratio attribute evaluator is used in the design of improved-RFC approach as it is an improvement to Information Gain which resolves the matter of bias towards attributes with a larger set of values [23] . It measures gain in information for the purpose of classification with respect to the entropy of feature Fe i :
where H(C) represents entropy of class C, H (C|Fe i ) represents the entropy of class C given feature Fe i and H (Fe i ) is the entropy measure of feature Fe i .
Simple random sampling -instance filter
Real-world datasets, as groundnut disease dataset have nonuniform class distributions. This non-uniformity of class distributions considerably influences the performance of a classification algorithm in the training phase. The two strategies in training machine learning algorithms are as follows -(i) training the algorithm by considering original class distribution and (ii) training the algorithm through minority class representations balanced through a sampling strategy [33, 42] .
Simple random sampling is one of the fundamental sampling techniques of statistics that gives a fair sample from the original data. The two ways of selecting samples are -(i) with replacement -a sample can be picked more than once (ii) without replacement -a sample can be chosen only once [32] . The unbalanced nature of distribution of groundnut disease classes makes the dataset suitable to test the result of simple random sampling strategy with the help of an instance filter. The instance filter-Resample scales up the classification accuracy obtained by Random Forest algorithm [33] . Hence we have used instance filter-Resample in the present work. [3, 33, 36, 37, 39, 40] . Hence for the above mentioned reasons we have selected Random Forest algorithm for groundnut disease classification. I n f o r m a t i o n P r o c e s s i n g i n A g r i c u l t u r e 3 ( 2 0 1 6 ) 2 1 5 -2 2 2 2.5.
Selection of classification algorithm

Random Forest classification algorithm
Random Forest is a popular machine learning algorithm used for several types of classification tasks [10, 15, 16, 18, 22, 33, 37, 39] . A Random Forest is an ensemble of tree-structured classifiers [7] . Every tree of the forest gives a unit vote, assigning each input to the most probable class label. It is a fast method, robust to noise and it is a successful ensemble which can identify non-linear patterns in the data. It can easily handle both numerical and categorical data [39] . One of the major advantages of Random Forest is that it does not suffer from over fitting, even if more trees are appended to the forest.
3.
Improved-RFC approach Improved-RFC approach uses Random Forest algorithm, an attribute evaluator method and an instance filter method-Resample. The aim of the approach is to improve classification accuracy of Random Forest algorithm for multi-class classification problems. 3.1.
Algorithm of improved-RFC approach
The pseudo-code of improved-RFC approach is given below.
Architecture of improved-RFC approach
The architectural design of improved-RFC is shown in Fig. 1 . The improved-RFC approach begins with selecting the multi-class training dataset for classification. An attribute evaluator method from CFS, SU and Gain Ratio is chosen and applied on the training dataset to obtain the relevant attributes for classification (step1 of algorithm 1). After applying an attribute evaluator, instance filter-Resample is applied successfully for balancing the class distributions of the multiclass dataset (step 2 of algorithm 1). The use of instance filter-Resample is voluntary in the improved-RFC approach. If the class distributions of the dataset are already uniform then step 2 can be skipped. Subsequently Random Forest classification algorithm (step 3 of algorithm 1) is applied on the result obtained from step 2 of algorithm 1. The resultant classification accuracy is obtained from step 4 of algorithm 1. Finally the performance of improved-RFC approach is examined with respect to each attribute evaluator method -CFS, SU and Gain Ratio. Performance metrics -classification accuracy, F-measure, ROC, sensitivity and specificity are noted.
4.
Results and discussions Ten-fold cross validation is appropriate strategy for evaluating the performance of a machine learning algorithm as it offers consistent approximates for classification accuracy for every classification task [3, 5] . Therefore, each experiment is conducted with 10-fold cross validation in the present work.
Performance evaluation metrics
The performance of the improved-RFC approach is evaluated using performance metrics-classification accuracy, specificity, sensitivity, Receiver Operating Characteristics (ROC) and I n f o r m a t i o n P r o c e s s i n g i n A g r i c u l t u r e 3 ( 2 0 1 6 ) 2 1 5 -2 2 2 F-measure [3, 12, 33] . ROC performance metric is also useful in assessing the performance of a disease diagnosis test [3] . It has adequate information for clarity and improving the performance of any machine learning algorithm. It provides a trade-off between sensitivity and specificity. It is also observed when the improved-RFC approach is applied on multi-class groundnut disease dataset.
4.2.
Application of improved-RFC approach on multi-class groundnut disease dataset Improved-RFC approach is applied on multi-class groundnut disease dataset for exact classification of groundnut disease (s). An attribute evaluator is selected in (step 1 of Algorithm 1). The function of attribute evaluators in the present work is to reduce the high dimensional groundnut disease dataset. CFS finds a subset of attributes considering an attribute is good if it is related to the disease class but is not essential to any of the other relevant attributes where as SU and Gain Ratio work by finding an appropriate ranking of the attribute subsets of groundnut disease dataset.
CFS attribute evaluator results in the following subset of attributes with respect to disease target class -temperature, soil-moisture, hypocotyl, stem-lesions, collar, leaf-lesions, leaf-surface, mycelia, fruiting-bodies, plant-effect from (step 1 of algorithm1). It is clear from Table 3 that groundnut disease dataset is not balanced before applying instance filter-Resample. It contains majority classes such as Alternaria leaf spot, Charcoal rot and Rust. It also contains some minority classes as Cylindrocladium black rot, Yellow mold and Zonate leaf spot. The function of instance filter-Resample is to create a random subsample of the groundnut disease dataset and balance its class distributions. The disease classes are made uniform after applying instance filter-Resample (step 2 of algorithm1) on the result of (step1 of algorithm1) as shown in Table 3 .
In (step 3 of algorithm1) Random Forest algorithm is applied on the result of previous step. The resultant classification accuracy is obtained from (step 4 of algorithm 1). Similarly the performance of improved-RFC approach is observed for SU and Gain Ratio attribute evaluator methods (steps 1 to 4 of algorithm 1). It is clear from Fig. 2 that improved-RFC approach performs better than Random Forest algorithm for groundnut disease dataset. The classification accuracy obtained for Random Forest algorithm is 80.20%. Improved-RFC approach with (CFS, SU and Gain Ratio) shows a greater increase in disease classification accuracy as 97.80%.
It is also apparent from Fig. 2 that the other performance metrics -F-measure, sensitivity, specificity and ROC also show considerable rise after using improved-RFC approach on groundnut disease dataset as compared to Random Forest algorithm. This proves the adequacy of improved-RFC approach for groundnut disease diagnosis problem as compared to Random Forest algorithm. The experimental results show that classification using improved-RFC approach enhances the diagnosis of groundnut diseases. In order to prove the efficiency of improved-RFC approach, we made use of Audiology, Breast Cancer, Diabetes, Soybean and Vote multi-class datasets as benchmarking studies besides multiclass groundnut disease dataset.
4.3.
Case studies for testing purposes Audiology, Breast Cancer, Diabetes, Soybean and Vote are multi-class datasets from UCI machine learning repository and the description of each dataset is shown in Table 2 . The experiments are conducted for each dataset, as it is realized for multi-class groundnut disease dataset. The performance of improved-RFC approach is tested with the help of three performance metrics -(i) classification accuracy, (ii) Fmeasure (iii) sensitivity [3, 12, 33] . It is an important observation from Fig. 3 that the greatest increase in classification accuracy using improved-RFC approach is 13.72% (CFS), 20.98% (SU), 15.11% (CFS and Gain Ratio), 2.49% (SU), 1.15% (CFS, SU and Gain Ratio) for Audiology, Breast Cancer, Diabetes, Soybean and Vote multi-class datasets. Significant rise in F-measure and sensitivity values in Table 4 also indicate that improved-RFC approach outperforms Random Forest algorithm.
Conclusions
The paper discusses an improved-RFC approach for enhancement of classification accuracy of Random Forest algorithm for multi-class datasets. The improved-RFC approach is effectively applied to groundnut disease diagnosis multi-class classification problem. Improved-RFC approach shows superior performance as compared to Random Forest algorithm. The improved-RFC approach with CFS, SU and Gain Ratio shows increase in disease classification accuracy as 97.80% as compared to Random Forest algorithm with disease classification accuracy as 80.20%. The performance of improved-RFC approach is also tested for classification accuracy, Fmeasure and sensitivity values with 10-fold cross validation on five benchmark datasets from UCI machine learning repository. The results for these datasets on these performance measures confirm that the improved-RFC approach shows better performance as compared to Random Forest algorithm. Therefore it is concluded that improved-RFC approach is a good substitute in dealing with computeraided diagnosis and multi-class classification problems.
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