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Abstract
Given an n by n matrix A, we look for a set S in the complex plane and positive scalars m and M such
that for all functions p bounded and analytic on S and throughout a neighborhood of each eigenvalue of A,
the inequalities
m · inf{‖f ‖L∞(S): f (A) = p(A)}  ‖p(A)‖  M · inf{‖f ‖L∞(S): f (A) = p(A)}
hold. We show that for 2 by 2 matrices, if S is the ﬁeld of values, then one can take m = 1 and M = 2. We
show that for a perturbed Jordan block – a matrix A that is an n by n Jordan block with eigenvalue 0 except
that its (n, 1)-entry is ν, with |ν| ∈ (0, 1) – if S is the unit disk, then m = M = 1. We argue, however, that, in
general, due to the behavior of minimal-norm interpolating functions, it may be very difﬁcult or impossible
to ﬁnd such a set S for which the ratio M/m is of moderate size.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Pick-Nevanlinna interpolation; Blaschke product; Nonnormal matrix; Field of values; Polynomial numerical
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1. Introduction
In recent years there has been considerable interest in ﬁnding sets in the complex plane that can
be associated with a given square matrix or bounded linear operator A to give more information
than the spectrum alone can provide about the norms of functions ofA. Examples include the ﬁeld
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of values or numerical range [14,3,4], the -pseudospectrum [19], and the polynomial numerical
hull of a given degree [16,17,11]. Let S be a set that contains the spectrum of A. One might look
for a scalar M (which might or might not depend on A) such that for all functions p ∈H∞(S),
the Hardy space of bounded analytic functions on S with norm ‖p‖L∞(S) ≡ supz∈S |p(z)| (and
with the additional requirement that p be analytic in a neighborhood of each eigenvalue of A so
that p(A) is well deﬁned), the upper bound
‖p(A)‖  M · ‖p‖L∞(S) (1)
holds.
In this paper, we restrict our attention to n by n matrices A and let ‖ · ‖ denote the 2-norm for
vectors and the corresponding spectral norm for matrices: ‖A‖ ≡ sup‖v‖=1 ‖Av‖. We look for
sets S where (1) holds and where there is a similar lower bound on ‖p(A)‖ involving a positive
scalar m.
One’s ﬁrst thought might be to look for a positive scalar m such that for all p ∈H∞(S),
m · ‖p‖L∞(S)  ‖p(A)‖. (2)
If S is the spectrum of A, and if A is diagonalizable – A = VV −1, where = diag(λ1, . . . , λn)
is a diagonal matrix of eigenvalues and V a matrix whose columns are eigenvectors – then the
following inequalities hold:
‖p‖L∞(S)  ‖p(A)‖  κ(V ) · ‖p‖L∞(S), κ(V ) ≡ ‖V ‖ · ‖V −1‖. (3)
Hence the scalars m and M in (2) and (1) can be taken to be 1 and κ(V ), respectively. The scalar
m = 1 is best possible since, for example, ifp(z) ≡ 1, thenp(A) = I and ‖I‖ = 1. If the columns
of V are taken to have norm 1 and if the eigenvalues of A are distinct, then the scalar M = κ(V )
is within a factor of n of optimal, since if p(λJ ) = 1, where J is the index of a row of V −1 with
maximal norm and p(λi) = 0 for i /= J , then
‖p(A)‖ = ‖Vp()V −1‖ = ‖V (: , J )V −1(J, : )‖ = ‖V −1(J, : )‖,
where V (: , J ) denotes the J th column of V and V −1(J, : ) denotes the J th row of V −1, while
κ(V )  ‖V ‖F · ‖V −1‖F = √n ·
⎛
⎝ n∑
j=1
‖V −1(j, : )‖2
⎞
⎠
1/2
 n · ‖V −1(J, : )‖,
where ‖ · ‖F denotes the Frobenius norm.
It is easy to see, however, that if the set S contains points outside the spectrum of A, then
there is no positive scalar m for which (2) holds, since if p is the minimal polynomial of A, then
p(A) = 0 but p(z) = 0 only if z is an eigenvalue of A.
One way to circumvent this difﬁculty is to note that if the degree of the minimal polynomial
of A is r , then any function p(A) can be written as a polynomial of degree at most r − 1 in
A: p(A) = pr−1(A), where pr−1 is the polynomial of degree at most r − 1 that matches p at
the eigenvalues of A and whose derivatives of orders up through t − 1 also match those of p
at eigenvalues corresponding to a t by t Jordan block. Hence one might look for a set S and a
positive scalar m such that for all p ∈H∞(S)
m · ‖pr−1‖L∞(S)  ‖p(A)‖, (4)
where pr−1 is the polynomial of degree at most r − 1 satisfying pr−1(A) = p(A). The largest
set S for which (4) holds with m = 1 is, by definition, the polynomial numerical hull of degree
r − 1 [16,17,11].
54 A. Greenbaum / Linear Algebra and its Applications 430 (2009) 52–65
Since p(A) can be represented in inﬁnitely many ways as a function of A – if f is any
function satisfying f (z) = pr−1(z) + χ(z)h(z), where χ is the minimal polynomial of A and
h ∈H∞(S), then f (A) = p(A) – it might seem somewhat arbitrary to represent it in the form
pr−1(A). To have the best chance of ﬁnding a good lower bound, one might instead consider all
functions f ∈H∞(S) such that f (A) = p(A) and choose one whoseL∞-norm on S is as small
as possible. One might then ask for a positive scalar m such that for all p ∈H∞(S)
m · inf{‖f ‖L∞(S): f (A) = p(A)}  ‖p(A)‖. (5)
Note that if the upper bound (1) holds for all such p, then it also must be the case that
‖p(A)‖  M · inf{‖f ‖L∞(S): f (A) = p(A)}, (6)
since p(A) could always be written as f˜ (A), where f˜ is a function that achieves the infimum in
(6) or comes arbitrarily close to it.
If A is diagonalizable, with eigendecomposition A = VV −1, then f (A) = p(A) if and only
if f () = p(). If S is the unit disk, then for given values p(), the infimum in (5) and (6)
is attained by a unique function f˜ and the problem of ﬁnding this minimal-norm interpolating
function is known as a Pick–Nevanlinna interpolation problem. The function f˜ is a scalar
multiple of a ﬁnite Blaschke product and can be written in the forms
f˜ (z) = μ
n−1∏
k=1
z − αk
1 − α¯kz , |αk| < 1, (7)
= μ γ0 + γ1z + · · · + γn−1z
n−1
γ¯n−1 + γ¯n−2z + · · · + γ¯0zn−1 , γn−1 = 1. (8)
Using the representation (8), it was shown in [9] that the function f˜ and its L∞-norm can be
found by solving a simple eigenvalue problem (actually a coneigenvalue problem [13, p. 245]).
Similar results can be obtained when A is not diagonalizable, in which case the interpolation
problem becomes one of ﬁnding the minimal-norm function f˜ that matches p at the eigenvalues
and whose derivatives of order up through t − 1 match those of p at eigenvalues corresponding
to a t by t Jordan block. For simplicity of exposition, however, we will assume throughout the
remainder of this paper that A is diagonalizable with n distinct eigenvalues.
With this assumption, we look for a set S containing the spectrum of A and positive scalars m
and M such that for all p ∈H∞(S)
m · inf{‖f ‖L∞(S): f () = p()}  ‖p(A)‖  M · inf{‖f ‖L∞(S): f () = p()}. (9)
When the ratio κ(V )/1 in (3) is large, we hope to ﬁnd sets S for which M/m  κ(V ).
If S is not the unit disk but is a simply connected open set (other than the entire complex plane)
then it can be mapped onto the open unit diskD via a one-to-one analytic function g. In this case,
the problem of ﬁnding the minimal-norm interpolating function f˜ can be translated to the unit
disk, since
inf{‖f ‖L∞(S): f (λj ) = p(λj ), j = 1, . . . , n}
= inf{‖(f ◦ g−1) ◦ g‖L∞(S): ((f ◦ g−1) ◦ g)(λj ) = p(λj ), j = 1, . . . , n}
= inf{‖F‖L∞(D):F(g(λj )) = p(λj ), j = 1, . . . , n}.
Hence one can study the minimal-norm interpolating function (but interpolating the values
p(λj ) ≡ (p ◦ g−1)(g(λj ))) for the mapped matrix g(A) on the unit disk using the techniques
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in [9]. Some results about the minimal-norm interpolating function are also known for multiply-
connected sets S. See, for example [1,20].
Since multiplying p() by a nonzero scalar maintains the inequalities in (9), one can consider
only values p() for which maxj=1,...,n |p(λj )| = 1. Letting w = (w1, . . . , wn)T denote the
vector of values wj = p(λj ) and diag(w) denote the diagonal matrix whose (j, j)-entry is wj ,
one canwrite the largest scalarm and the smallest scalarM for which (9) holds for allp ∈H∞(S)
in the form
mopt(A, S) = inf‖w‖∞=1
‖V diag(w)V −1‖
inf{‖f ‖L∞(S): f (λj ) = wj , j = 1, . . . , n} , (10)
Mopt(A, S) = sup
‖w‖∞=1
‖V diag(w)V −1‖
inf{‖f ‖L∞(S): f (λj ) = wj , j = 1, . . . , n} . (11)
Let S be the unit disk D, and let C denote the supremum over all vectors w with ‖w‖∞ = 1
of the denominator in (10) or (11):
C ≡ sup
‖w‖∞=1
inf{‖f ‖L∞(D): f (λj ) = wj , j = 1, . . . , n}. (12)
This quantity also has been studied and is known as the constant of interpolation [6]. Using (10),
one can give upper and lower bounds on mopt(A,D) in terms of C:
1
C
 mopt(A,D) 
κ(V )
C
. (13)
Deﬁne
δ ≡ min
k
∏
j /=k
∣∣∣∣ λj − λk1 − λ¯j λk
∣∣∣∣ . (14)
The following theorem can be found in [6, p. 278]:
Theorem. The number δ in (14) and the constant of interpolation C satisfy the inequalities
1
δ
 C 
c
δ
(
1 + log 1
δ
)
, (15)
where c is some absolute constant.
Tight bounds on the constant c in (15) are known. For example, it is shown in [15, p. 268] that
C 
2e + 4e log(1/δ)
δ
. (16)
Substituting (15) and (16) into (13) gives
δ
2e + 4e log(1/δ)  mopt(A,D)  κ(V )δ. (17)
2. The ﬁeld of values and two-by-two matrices
If S is the ﬁeld of values of A
S = W(A) ≡ {〈Aq, q〉: ‖q‖ = 1},
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then Crouzeix has shown that Mopt(A,W(A))  11.08 and he conjectures that 11.08 can be
replaced by 2. The bound Mopt(A,W(A))  2 has been proved in the case when W(A) is a disk
or when A is a 2 by 2 matrix [3,4].
Since the ﬁeld of values is the polynomial numerical hull of degree 1 [11], and since any
function of a 2 by 2 matrix A can be written as a ﬁrst degree polynomial in A, it is also the case
that for any p ∈H∞(W(A))
‖p(A)‖ = ‖p1(A)‖  ‖p1‖L∞(W(A))  inf{‖f ‖L∞(W(A)): f (A) = p(A)}.
Hence mopt(A,W(A))  1 (and, in fact, mopt(A,W(A)) = 1).
Thus, the norm behavior of functions of a 2 by 2 matrix A is determined, to within at most a
factor of 2, by the ﬁeld of values (and the eigenvalues and Jordan structure necessary to determine
the functions f for which f (A) = p(A)):
inf{‖f ‖L∞(W(A)): f (A) = p(A)}  ‖p(A)‖  2 · inf{‖f ‖L∞(W(A)): f (A) = p(A)}.
Following is a simple 2 by 2 example:
A =
(
0 1
−.01 0
)
. (18)
The eigenvalues of A are ±0.1i, and the ﬁeld of values is close to a disk of radius 0.5; more
precisely, it is an ellipse centered at the origin with major axis of length 1.01 along the imaginary
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Fig. 1. (a) Eigenvalues and ﬁeld of values of A; (b) ‖etA‖ (solid) and upper and lower bounds (dashed).
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axis and minor axis of length 0.99 along the real axis. These are pictured in Fig. 1a. If we map
this ellipse conformally to the unit disk, with the origin mapping to itself, then the eigenvalues
are mapped to approximately ±0.2i. For a given function p, we can then compute the function f˜
of minimalL∞-norm on the unit disk that takes the values p(±0.1i) at the mapped eigenvalues.
We consider the functions p(z) = etz, for t ∈ [0, 100]. Fig. 1b is a plot of ‖etA‖ (solid) together
with the lower bound ‖f˜ ‖L∞(D) and the upper bound 2‖f˜ ‖L∞(D) (dashed).
3. The unit disk and perturbed Jordan blocks
Let A be an n by n perturbed Jordan block:
A =
⎛
⎜⎜⎜⎜⎝
0 1
. . .
. . .
. . . 1
ν 0
⎞
⎟⎟⎟⎟⎠ |ν| ∈ (0, 1). (19)
The eigenvalues of this matrix are the nth roots of ν; if ν = |ν|eiθ ,−π < θ  π , and ν1/n =
|ν|1/neiθ/n and ω = e2π i/n, then
λj = ν1/nωj−1, j = 1, . . . , n.
The corresponding eigenvectors are
vj =
⎛
⎜⎜⎜⎜⎜⎝
1
ν1/nωj−1
ν2/nω2(j−1)
...
ν(n−1)/nω(n−1)(j−1)
⎞
⎟⎟⎟⎟⎟⎠
, j = 1, . . . , n.
The matrix V of eigenvectors is the Vandermonde matrix for the eigenvalues. Its transpose is
V T =
⎛
⎜⎜⎜⎝
1 ν1/n · · · ν(n−1)/n
1 ν1/nω · · · ν(n−1)/nωn−1
...
...
...
1 ν1/nωn−1 · · · ν(n−1)/nω(n−1)2
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
1 λ1 · · · λn−11
1 λ2 · · · λn−12
...
...
...
1 λn · · · λn−1n
⎞
⎟⎟⎟⎠ . (20)
Let p be a function analytic in the unit disk D and let w be the vector of values of p at the
eigenvalues of A. Then p(A) = V diag(w)V −1. It was noted earlier that the function f˜ which,
among all analytic functions f satisfying f (λj ) = wj , j = 1, . . . , n, has minimal inﬁnity norm
on D is of the form (8). The scalars γk and μ are determined by the interpolation conditions:
μ
n−1∑
k=0
γkλ
k
j = wj
n−1∑
k=0
γ¯kλ
n−1−k
j , j = 1, . . . , n.
Writing this in the form of a matrix equation, we have
μV Tγ = diag(w)V Tγ¯ ,
where γ ≡ (γ0, . . . , γn−1)T is the vector of unknown coefﬁcients, V T is the same transposed
Vandermonde matrix as in (20), and is the permutation matrix with 1’s along its skewdiagonal.
Equivalently
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V −T diag(w)V Tγ¯ = μγ. (21)
It is shown in [9] that there is a positive scalar μ for which (21) is satisﬁed with a certain nonzero
vector γ , and that the largest such value μ is theL∞-norm of f˜ . Equating real and imaginary
parts in (21) leads to the eigenvalue problem described in [9]. Letting C = V −Tdiag(w)V T,
this eigenvalue problem can be written in the form(
Re(C) Im(C)
Im(C) −Re(C)
)(
Re(γ )
Im(γ )
)
= μ
(
Re(γ )
Im(γ )
)
. (22)
Eq. (21) itself is known as a coneigenvalue problem [13, p. 245].
Because the transposed Vandermonde matrix appearing in (21) is the transposed eigenvector
matrix of the corresponding perturbed Jordan block, we are able to prove the following:
Theorem 1. Let A be deﬁned by (19). The eigenvalues of the matrix in (22) are plus and minus
the singular values of p(A). Thus, for any function p ∈H∞(D)
‖p(A)‖ = inf{‖f ‖L∞(D): f (A) = p(A)} (23)
and hence mopt(A,D) = Mopt(A,D) = 1.
Proof. By the previous discussion, Eq. (21) is the same as
(p(A))Tγ¯ = μγ. (24)
Note also that for j = 1, . . . , n − 1, (AT)j is symmetric: Since (AT)j has ν’s along its (n − j)th
superdiagonal and 1’s along its j th subdiagonal and zeros elsewhere, when the order of the
columns is reversed by multiplying on the right by , the resulting matrix has ν’s along the
(n − j)th super-skewdiagonal (running from upper right to lower left) and 1’s along the j th sub-
skewdiagonal and zeros elsewhere. Since any function p(A) can be written as a polynomial of
degree at most n − 1 in A, it follows that (p(A))T is (complex) symmetric and can be written
in the form: (p(A))T = XXT, where X is a unitary matrix and  is the diagonal matrix of
singular values. Since p(A) = (X)XT, it has the same singular values. Letting xj denote
the j th column of X, we have the relations x∗jxk = xTk x¯j = δjk and hence γ in Eq. (21) can be
taken to be xj and then μ will be σj . Thus the singular values of p(A) are eigenvalues of the
matrix in (22). The other eigenvalues are found by setting γ = ixj in (21). Then γ¯ = −ix¯j and
XXTγ¯ = −iσjxj = −σjγ . Thus the eigenvalues of the matrix in (22) are plus and minus the
singular values of p(A), and the largest of these eigenvalues is therefore both ‖p(A)‖ and, by the
argument in [9], inf{‖f ‖L∞(D): f (A) = p(A)}. 
If we look again at the 2 by 2 example of the previous section with A deﬁned by (18), but
now relate ‖p(A)‖ to ‖fˆ ‖L∞(D) where fˆ is the minimal-norm function satisfying fˆ (±0.1i) =
p(±0.1i), then instead of obtaining upper and lower bounds on ‖p(A)‖ that differ by a factor of
2, we obtain an exact equality. In particular, when p(A) = etA, the plot of ‖fˆ ‖L∞(D) is identical
to the solid curve showing ‖etA‖ in Fig. 1b.
Of course, equality (23) holds also for any matrix A that is unitarily similar to the one in (19),
and if B = ZAZ−1 where A is the matrix in (19), then one has the estimates
1
κ(Z)
· inf{‖f ‖L∞(D): f (B) = p(B)}  ‖p(B)‖
 κ(Z) · inf{‖f ‖L∞(D): f (B) = p(B)},
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so that Mopt(B,D)/mopt(B,D)  (κ(Z))2.
Suppose g is a conformal mapping fromD onto some other set S ⊂ C. If B = g(A), where A
is deﬁned by (19), then mopt(B, S) = Mopt(B, S) = 1, since for any p ∈H∞(S)
‖p(B)‖ = ‖(p ◦ g)(A)‖ = inf{‖f ‖L∞(D): f (A) = (p ◦ g)(A)}
= inf{‖(f ◦ g−1) ◦ g‖L∞(D): ((f ◦ g−1) ◦ g)(A) = (p ◦ g)(A)}
= inf{‖F‖L∞(S):F(B) = p(B)}. (25)
Since the unit disk can be mapped conformally to any simply connected open set S other than the
entire complex plane, for any such set S there is a family of matrices B ≡ B(ν, n) satisfying (25)
for all p ∈H∞(S). Since any function g(A) can be written as a polynomial of degree n − 1 in
A, these matrices have the form
B =
⎛
⎜⎜⎜⎜⎝
c0 c1 · · · cn−1
cn−1ν c0
. . .
...
...
. . .
. . . c1
c1ν · · · cn−1ν c0
⎞
⎟⎟⎟⎟⎠
for certain coefﬁcients c0, . . . , cn−1.
The perturbed Jordan block in (19) is a special case of a companion matrix. A general com-
panion matrix with eigenvalues in D again has an eigenvector matrix that is the Vandermonde
matrix for its eigenvalues. Hence Eq. (24) still holds, and we are able to obtain a lower bound on
‖p(A)‖ with m = 1, but an upper bound may be more problematic.
Corollary 2. Let A be a companion matrix with eigenvalues in D:
A =
⎛
⎜⎜⎜⎜⎜⎝
0 1
0 0 1
...
...
. . .
. . .
0 0 0 1
c0 c1 · · · cn−2 cn−1
⎞
⎟⎟⎟⎟⎟⎠
,
where all roots of zn −∑n−1j=0 cj zj lie in D. Then for any function p ∈H∞(D) :
‖p(A)‖  inf{‖f ‖L∞(D) : f (A) = p(A)}, (26)
and hence mopt(A,D) = 1.
Proof. It is easy to see that the eigenvector matrix for A is the Vandermonde matrix for its eigen-
values; the eigenvalues are the values λ that satisfy λn −∑n−1j=0 cjλj = 0, and the corresponding
eigenvectors have the form (1, λ, λ2, . . . , λn−1)T. Hence Eq. (24) holds in this case as well.
Since p(A)T is not necessarily symmetric, we cannot make the argument that if γ is a singular
vector of p(A)T then μ is the corresponding singular value, but since p(A)Tγ¯ = μγ and
‖γ¯ ‖ = ‖γ ‖, it follows that ‖p(A)T‖  |μ|. Hence ‖p(A)‖  |μ| and mopt(A,D) = 1. 
The following example illustrates the fact that for a general companionmatrix with eigenvalues
in D, if one takes S to be the unit disk, then while inequality (5) holds with m = 1, this is not
necessarily a very sharp lower bound on ‖p(A)‖, and M in (6) may have to be significantly larger.
Here A is an 8 by 8 companion matrix with eigenvalues randomly distributed inD and we looked
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at p(A) = Ak , k = 1, . . . , 50. The eigenvalues of A are plotted, along with the unit disk, in Fig.
2a, and ‖Ak‖ is plotted (solid) along with the lower bound inf{‖f ‖L∞(D): f (A) = Ak} (dashed)
in Fig. 2b. Note that the lower bound is always less than or equal to 1 since |zk| < 1 inD, so if the
powers of A grow in norm before starting to decrease, as in this example, then the lower bound
will not be very sharp.
Eq. (21) together with (14) and (17) provides one more interesting piece of information:
Corollary 3. The 2-norm condition number of the n by n Vandermonde matrix for the points
λ1, . . . , λn ∈ D satisﬁes
κ(V )  max
k
∏
j /=k
∣∣∣∣1 − λ¯j λkλj − λk
∣∣∣∣ . (27)
Proof. If A is the companion matrix whose eigenvalues are λ1, . . . , λn ∈ D and whose eigenvec-
tormatrix is theVandermondematrixV for these points, thenCorollary 2 states thatmopt(A,D) =
1. From (17), κ(V )  mopt(A,D)/δ, and the desired result follows from substituting expression
(14) for δ. 
A number of estimates have been derived for the condition number of a Vandermonde matrix.
See, for example, [12, p. 428] for a summary of results. It is shown in [7,8], for instance, that
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Fig. 2. (a) Eigenvalues of A in the unit disk; (b) ‖Ak‖ (solid) and lower bound (dashed).
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max
k
∏
j /=k
max(1, |λj |)
|λk − λj |  ‖V
−1‖∞  max
k
∏
j /=k
1 + |λj |
|λk − λj | , (28)
where ‖ · ‖∞ denotes the operator norm corresponding to the ∞-norm for vectors. Since the
2-norm of an n by n matrix is greater than or equal to n−1/2 times the ∞-norm of the matrix, and
since ‖V ‖2  ‖V Te1‖2 = n1/2, the left-hand side of (28) is also a lower bound for the 2-norm
condition number κ(V ). Sometimes (27) is a larger lower bound and sometimes (28) is, depending
on the exact distribution of the points λ1, . . . , λn.
4. Relation to the polynomial numerical hull
The following problem received considerable attention in the complex analysis literature during
the early part of the last century [18,10]:
(∗) Suppose f (z) ≡∑n−1j=0 cj zj + znh(z) where h ∈H∞(D), is a function analytic in D
and bounded in modulus by 1 there. In what region must its nth partial sum
∑n−1
j=0 cj zj be
bounded in modulus by 1?
One might generalize this question as follows:
(∗∗) Let χ be a given polynomial of degree n. Suppose f (z) ≡∑n−1j=0 cj zj + χ(z)h(z)where
h ∈H∞(D), is a function analytic in D and bounded in modulus by 1 there. In what region
must its nth partial sum
∑n−1
j=0 cj zj be bounded in modulus by 1?
LetA be an n by n companion matrix with eigenvalues inD and with minimal polynomial χ of
degree n, or, more generally, letA be anymatrix with eigenvalues inD andminimal polynomial χ
that satisﬁes inequality (26). Any functionp(A) can be written in the formpn−1(A) + χ(A)h(A),
where pn−1 is the polynomial of degree at most n − 1 satisfying pn−1(A) = p(A) and h is any
function inH∞(D). By Corollary 2, since the infimum in (26) is attained, we can write
‖p(A)‖ = ‖pn−1(A)‖  min
h∈H∞(D)
sup
z∈D
|pn−1(z) + χ(z)h(z)|,
or, dividing each side by ‖pn−1(A)‖
1  min
h∈H∞(D)
sup
z∈D
|pn−1(z)/‖pn−1(A)‖ + χ(z)h(z)|.
The answer to (∗∗) is a region in which |pn−1(z)|/‖pn−1(A)‖  1, or, |pn−1(z)|  ‖pn−1(A)‖
for all pn−1 ∈ n−1; hence it is a subset of the polynomial numerical hull of degree n − 1 for A.
In general, the polynomial numerical hull of degree n − 1 for an n by n companion matrix A is
not known, and the question (∗∗) remains unanswered as well.
In the special case where χ(z) = zn, as in the original question (∗), however, the answer is
known. This corresponds to the casewhereA is ann byn Jordan blockwith eigenvalue 0.Although
Theorem 1 was derived here only for |ν| ∈ (0, 1), it follows from a theorem of Carathéodory and
Fejér [2] and results in [5] that it holds also for ν = 0. Hence, in this case as well, for any
p ∈H∞(D), if pn−1 is the polynomial of degree n − 1 that satisﬁes pn−1(A) = p(A), then
‖p(A)‖ = ‖pn−1(A)‖ = min
h∈H∞(D)
sup
z∈D
|pn−1(z) + znh(z)|
or, dividing each side by ‖pn−1(A)‖
1 = min
h∈H∞(D)
sup
z∈D
|pn−1(z)/‖pn−1(A)‖ + znh(z)|.
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The answer to (∗) is a region in which |pn−1(z)|/‖pn−1(A)‖  1, or, |pn−1(z)|  ‖pn−1(A)‖
for all pn−1 ∈ n−1; hence it is a subset of the polynomial numerical hull of degree n − 1
for A. For any larger region R, (∗) implies that there is a polynomial pn−1 ∈ n−1 for which
minh∈H∞(D) supz∈D |pn−1(z) + znh(z)|  1, but supz∈R |pn−1(z)| > 1. Hence ‖pn−1(A)‖  1,
but supz∈R |pn−1(z)| > 1, so R is not a subset of the polynomial numerical hull of degree n − 1.
Thus, question (∗) is equivalent to the question: What is the polynomial numerical hull of degree
n − 1 for an n by n Jordan block with eigenvalue 0? The answer is given in [18,10,5]: It is a disk
about the origin of radius rn−1,n where, for n even, rn−1,n is the positive root of 2rn + r − 1 = 0,
and for n odd rn−1,n is greater than or equal to the positive root of this equation and is the largest
value of r that satisﬁes
1 − r − 2rn + 2rn [1 − cos(d/(n − 1))] + r[1 − cos(π − d)/n)]
1 + r  0
for all d ∈ R; in either case, for large n
rn−1,n = 1 − log(2n)
n
+ log(log(2n))
n
− o
(
1
n
)
.
5. More general matrices
While the norm behavior of functions of perturbed Jordan blocks is perfectly described by
that of the minimal-norm interpolating function on the unit disk, it appears very difﬁcult, perhaps
impossible, for general matrices A to ﬁnd a set S in the complex plane for which (5) and (6) hold
with M/m of moderate size. The intuitive reason is that the minimal-norm interpolating function
may oscillate wildly between the interpolation points; that is, the constant of interpolation C in
(12)may be huge. For example, if there is an interpolation point, say λ1, at the origin, then δ in (14)
is less than or equal to
∏n
j=2 |λj |, so C is greater than or equal to
∏n
j=2(1/|λj |). This number
grows exponentially with n unless all but a ﬁxed number of the λj ’s approach the boundary ofD
as n → ∞.
Suppose the eigenvector matrix of A is ill-conditioned but its condition number is still much
much smaller than C. It follows from (13) that mopt will be very small if we take S to be the unit
disk. We can choose a different set S which, when conformally mapped to the unit disk, brings
the eigenvalues closer to the boundary, in such a way as to make C smaller, but then Mopt may
be very large.
Suppose, for example, that the eigenvalues of A are uniformly distributed about a circle of
radius r < 1. One can derive an expression for δ in (14) as follows [6, p. 284]: A ﬁnite Blaschke
product with zeros at λ1, . . . , λn is
B(z) =
n∏
j=1
z − λj
1 − λ¯j z
= z
n − rn
1 − rnzn . (29)
Since the derivative of B(z) is
B ′(z) =
n∑
k=1
1 − |λk|2
(1 − λ¯kz)2
∏
j /=k
z − λj
1 − λ¯j z
,
it follows that
B ′(λk) = 1
1 − r2
∏
j /=k
λk − λj
1 − λ¯j λk
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and
δ = (1 − r2)min
k
|B ′(λk)|.
Differentiating the second expression for B(z) in (29) shows that
δ = nrn−1 1 − r
2
1 − r2n . (30)
Now,wehave already seen that ifA is a perturbed Jordan blockwith ν = rn, then its eigenvalues
are uniformly distributed about the circle of radius r and its eigenvectormatrix is theVandermonde
matrix for the eigenvalues; in this case, taking S = D, we found mopt = Mopt = 1. Suppose now
that n is even and A is a block diagonal matrix with two n/2 by n/2 diagonal blocks, one of which
is a perturbed Jordan block with ν = rn/2 and the other of which is a perturbed Jordan block with
ν = −rn/2:
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 |
. . .
. . . |
0 1 |
rn/2 0 |
− − − − − − − − −
| 0 1
| . . . . . .
| 0 1
| −rn/2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (31)
Then A again has n eigenvalues uniformly distributed about the circle of radius r , but its eigen-
vector matrix is block diagonal with the blocks being the Vandermonde matrices for the even-
numbered eigenvalues and for the odd-numbered eigenvalues (numbering them counterclockwise
around the circle), respectively. The transposed diagonal blocks of the eigenvectormatrix can each
be written as the product of a unitary matrix and a diagonal matrix:
√
2
n
⎛
⎜⎜⎜⎝
1 1 · · · 1
1 ω · · · ωn/2−1
...
...
...
1 ωn/2−1 · · · ω(n/2−1)2
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
1
reiθ
. . .
rn/2−1e(n/2−1)iθ
⎞
⎟⎟⎟⎠ ,
where θ = 0 for the ﬁrst block and θ = 2π/n for the second and ω = e4πi/n. The condition
number of the eigenvector matrix is therefore rn/2−1. It follows from (12), (15), and (30) that
mopt(A,D)  nrn/2−1(1 − r2)/(1 − r2n). For any ﬁxed r < 1, this approaches 0 exponentially
with n.
In order to get a larger value formopt, one might consider a smaller diskDs of radius s ∈ (r, 1).
Unless s ≡ sn → 1 asn → ∞ (inwhich casemopt(A,Ds)will approach 0), however, the value for
Mopt(A,Ds)will approach∞ as n → ∞. To see this, consider the functionp(A) = An/2−1. This
matrix has a 1 in the upper right corner of each diagonal block and±rn/2 on the ﬁrst subdiagonal of
each diagonal block. Its norm is clearly greater than or equal to 1. Yet themaximum absolute value
of the minimal-norm interpolating function onDs is certainly less than or equal to the maximum
absolute value of zn/2−1 onDs , which is sn/2−1. It follows that Mopt(A,Ds)  1/sn/2−1, which,
for ﬁxed s < 1, grows exponentially with n.
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Thus, for n large, if we take S in (9) to be any disk centered at the origin, the ratio M/m for
the matrix A in (31) will be huge. Perhaps there is a set on which this ratio is of moderate size,
but we have not found such a set. In any case, the values Mopt and mopt will likely be extremely
sensitive to small changes in the set S, since the constant of interpolation C is so large.
6. Future directions
For many matrices A, it seems difﬁcult or impossible to ﬁnd a set S for which (9) holds with
M/m of moderate size. The reason has to do with the possibly highly oscillatory behavior of even
minimal-norm interpolating functions. In a sense, as the matrix size increases, one is allowing
more and more complicated functions – every function of a 2 by 2 matrix is really an afﬁne linear
function in that it can be written as a ﬁrst degree polynomial inA, and every function of a matrixA
of small dimension is really a low degree polynomial in A. Thus for matrices of small dimension,
say, n < 10, the constant of interpolation (12) is usually of moderate size and the minimal-norm
interpolating function cannot have extremely largeL∞-norm. But for large n this is not the case;
the constant of interpolation is typically huge.
In applications, the functions of interest – Ak, etA, etc. – usually are not highly oscillatory.
Thus a more productive exercise might be to limit the class of functions in some appropriate way
and look for a set S for which (9) is satisﬁed only for this limited class of functions. In studying
the polynomial numerical hull of degree k, one limits the class of functions to polynomials of
degree k or less, but one also relates ‖p(A)‖ to the size of the polynomial p at points in C rather
than to the size of the minimal-norm interpolating function on some set S ⊂ C. It might prove
interesting to look for sets S where (9) holds for polynomials of some ﬁxed degree or for other
appropriate classes of functions.
Another option is to consider two different sets in the complex plane – one to give lower bounds
on ‖p(A)‖ and the other to give upper bounds. Based onCrouzeix’s results [3,4], the ﬁeld of values
is certainly one appropriate set to consider for upper bounds: ‖p(A)‖  11.08‖p‖L∞(W(A)). His
conjecture that ‖p(A)‖  2‖p‖L∞(W(A)) is truly fascinating. Note from the arguments in this
paper that we need only consider functions p of the form B ◦ g, where g is a conformal mapping
from W(A) to D and B is a ﬁnite Blaschke product (of degree n − 1 if A is an n by n matrix),
since other functions p will satisfy p(A) = μB(g(A)) for some scalar μ and some such B and
g and will have larger ∞-norm on W(A) than μB ◦ g. Thus the conjecture is equivalent to the
statement that ‖B(g(A))‖  2, for all conformalmappings g fromW(A) toD and for all Blaschke
products of degree at most n − 1. We too have attempted to prove this conjecture or to disprove
it by ﬁnding a counterexample numerically, so far without success in either direction.
References
[1] M.Abrahamse, The Pick interpolation theorem for ﬁnitely connected domains,MichiganMath. J. 26 (1979) 195–203.
[2] C. Carathéodory, L. Fejér, Über den Zusammenhang der Extremen von harmonischen Funktionen mit ihren Koef-
ﬁzienten und über den Picard-Landauschen Satz, Rend. Circ. Mat. Palermo 32 (1911) 218–239.
[3] M. Crouzeix, Numerical range and functional calculus in Hilbert space, J. Funct. Anal. 244 (2007) 668–690.
[4] M. Crouzeix, Bounds for analytical functions of matrices, Integral Equations Operator Theory 48 (2004) 461–477.
[5] V. Faber, A. Greenbaum, D. Marshall, The polynomial numerical hulls of Jordan blocks and related matrices, Linear
Algebra Appl. 374 (2003) 231–246.
[6] J.B. Garnett, Bounded Analytic Functions, Springer, 2007.
[7] W. Gautschi, On inverses of Vandermonde and conﬂuent Vandermonde matrices, Numer. Math. 4 (1962) 117–123.
[8] W. Gautschi, On inverses of Vandermonde and conﬂuent Vandermonde matrices III, Numer. Math. 29 (1978)
445–450.
A. Greenbaum / Linear Algebra and its Applications 430 (2009) 52–65 65
[9] C. Glader, M. Lindström, Finite Blaschke product interpolation on the closed unit disc, J. Math. Anal. Appl. 273
(2002) 417–427.
[10] G.M. Goluzin, Geometric Theory of Functions of a Complex Variable, Translations of Mathematical Monographs,
American Mathematical Society, 1969.
[11] A. Greenbaum, Generalizations of the ﬁeld of values useful in the study of polynomial functions of a matrix, Linear
Algebra Appl. 347 (2002) 233–249.
[12] N.J. Higham, Accuracy and Stability of Numerical Algorithms, SIAM, 1996.
[13] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, 1990.
[14] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, 1991.
[15] P. Koosis, Introduction to (Hp) Spaces, Cambridge Tracts in Mathematics, second ed., Cambridge University Press,
1998.
[16] O. Nevanlinna, Convergence of Iterations for Linear Equations, Birkhäuser, Basel, 1993.
[17] O. Nevanlinna, Hessenberg matrices in Krylov subspaces and the computation of the spectrum,Numer. Funct. Anal.
Optim. 16 (1995) 443–473.
[18] I. Schur, G. Szegö, Über die Abschnitte einer im Einheitskreise beschränkten Potenzreihe, Sitzungsberichte Preuss.
Akad. Wiss., Berlin, 1925, pp. 545–560.
[19] L.N. Trefethen, M. Embree, Spectra and Pseudospectra: The Behavior of Nonnormal Matrices and Operators,
Princeton University Press, 2005.
[20] V. Vinnikov, S. Fedorov, The Nevanlinna–Pick interpolation problem in multiply connected domains, J. Math. Sci.
105 (2001) 2109–2126.
