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RESUMO - Define-se contingência como uma relação entre eventos 
ambientais ou entre comportamento e eventos ambientais na forma con-
dicional "se.., então...". Contingências mais simples especificam relações 
entre estímulos (contingências SS) ou entre respostas e estímulos (con-
tingências RS). O presente trabalho apresenta uma diversidade de pro-
cedimentos experimentais viabilizados pelo conceito de contingência, dos 
reflexos condicionais de Pavlov à quantificação da Lei do Efeito. 
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THE CONCEPT OF CONTINGENCY IN 
EXPERIMENTAL PSYCHOLOGY 
ABSTRACT - A contingency is defined as a relation between environ-
mental events or between behavior and environmental events in the con-
ditional statement "if.., then...". Simple contingencies specify relations 
between stimuli (SS contingencies) or between responses and stimuli (RS 
contingencies). The present work presents a variety of experimental pro-
cedures made possible by the concept of contingency, from Pavlov's 
conditional reflexes to the quantification of the Law of Effect. 
Key words: contingency, behavior and environmental events. 
Uma contingência estabelece uma relação entre eventos ambientais ou entre 
comportamento e eventos ambientais na forma condicional "se..., então...". Na análise 
experimental do comportamento o pesquisador dispõe contingências e as altera como 
sua principal variável independente. Ao registrar seu efeito sobre o comportamento 
observado, o pesquisador busca relações funcionais (cf., Todorov, 1989). As contin-
gências mais simples especificam relações entre estímulos (contingências SS) ou 
entre respostas e estímulos (contingências RS). Nas contingências SS o experimen-
tador controla a apresentação de estímulos; nas contingências RS o experimentador 
apenas especifica que, se e quando uma resposta ocorrer, um estímulo será apre-
sentado. 
CONTINGÊNCIAS SS 
Contingências SS descrevem relações entre eventos ambientais e através de-
las o experimentador observa como respostas originalmente provocadas por uma 
qualidade de estímulo podem vir a ser provocadas por diversas outras qualidades de 
estímulos, ou como podem vir a ocorrer na ausência de qualquer estimulação externa. 
Psic.: Teor. e Pesq., Brasília, 1991, V. 7, N° 1, pp. 59-70 59 
J. C. Todorov 
Contingências S1 S1: ocorrências repetidas de um só estímulo 
Na forma mais simples de contingência, especifica-se que um determinado es-
tímulo será apresentado sempre que decorrer um período de tempo t desde a última 
apresentação desse estímulo. Seu enunciado poderia ser: "Se ocorrerem t segundos 
desde a última apresentação do estímulo S, então o estímulo S será reapresentado". 
Esta contingência foi utilizada por Pavlov, em princípios do século, e por Skinner, em 
1948, com propósitos diferentes, em experimentos considerados clássicos na psico-
logia. Como se verá a seguir, os experimentos diferem quanto ao tipo de relação fun-
cional que estava sendo procurada e quanto às variáveis de contexto (ver Todorov, 
1989). 
Pavlov e o condicionamento temporal 
Keller e Schoenfeld (1950) assim resumem o procedimento utilizado e os re-
sultados obtidos por Pavlov: Em primeiro lugar, um cão é colocado na situação expe-
rimental até que se acostume com o ambiente e com as correias que o mantém imó-
vel. O cubículo experimental é constituído de maneira a impedir que estímulos exter-
nos e não controlados, como som e luz, perturbem o animal. Um pequeno corte, ou 
fístula, próximo ao duto de uma das glândulas salivares permite a coleta e a contagem 
de gotas de saliva. Em um cubículo separado, o experimentador pode controlar a 
apresentação de estímulos e registrar a resposta que escolheu observar, no caso, a 
quantidade de saliva. Quando Pavlov utilizou alimento como estímulo incondicionado, 
com privação anterior de alimento como variável de contexto, a apresentação de ali-
mento a intervalos regulares de 30 minutos resultou, de início, em salivação no mo-
mento de apresentação do alimento. Mantendo a contingência S1 S1 Pavlov obser-
vou, posteriormente, que o cão começava a salivar antes da apresentação do ali-
mento. Quando a contingência foi suspensa, mas o registro de salivação continuou, o 
cão começou a salivar ao final do período de 30 minutos. Pavlov deu o nome de "re-
flexo temporal" à antecipação da salivação. 
Skinner e o comportamento supersticioso 
Em uma câmara experimental de pequenas dimensões Skinner (1948) obser-
vou, em diferentes sessões, pombos colocados individualmente na câmara e aí livres 
para se movimentar. Através de uma abertura, alimento era apresentado a intervalos 
regulares de 15 segundos, independentemente do que o pássaro estivesse fazendo 
no momento. Depois de algumas apresentações de alimento, alguns pombos moviam-
se pela câmara girando para um lado, outros saltitavam de um pé para o outro e para 
trás, alguns inclinavam-se e arrastavam a asa, e outros giravam ao redor de si mes-
mos e levantavam a cabeça. 
As respostas observadas por Skinner, ao contrário da salivação estudada por 
Pavlov, não eram respostas eliciadas, ou provocadas, pelo alimento. Eram respostas 
tradicionalmente chamadas de voluntárias, não reflexas. Para Skinner, o emparelha-
mento acidental da apresentação de alimento com essas respostas fez com que sua 
frequência aumentasse. A mesma contingência S1 S1 levou à observação de dife-
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rentes respostas em diferentes animais. Com seu experimento, Skinner demonstrou a 
ocorrência, em tal procedimento, de efeitos sobre o comportamento diferentes do já 
conhecido reflexo temporal. Como o aumento na frequência das respostas foi causa-
do por um emparelhamento acidental, Skinner comparou esse efeito ao comporta-
mento supersticioso de seres humanos. 
Staddon e a organização do comportamento 
O procedimento empregado por Skinner foi aperfeiçoado por Staddon e Sim-
melhag (1971), com técnicas mais sofisticadas para o registro das atividades dos 
pássaros durante toda a sessão experimental, e não apenas no momento da apre-
sentação do alimento. No experimento de Staddon e Simmelhag, alimento era apre-
sentado repetidamente a intervalos de 12 segundos. Depois de algumas sessões ini-
ciais, nas quais o tempo entre apresentações do alimento era ocupado por atividades 
exploratórias nas cercanias do comedouro, uma organização sequencial dessas ati-
vidades começou a surgir. Logo após uma apresentação de alimento, as atividades 
mais frequentes eram deslocar-se para uma das paredes laterais e bater asas; à me-
dida que se aproximava o momento da próxima apresentação aumentava a estereoti-
pia no comportamento. A atividade predominante passou a ser bicar, um comporta-
mento do repertório alimentar do pombo. As conclusões gerais de vários experimen-
tos que se seguiram ao de Staddon e Simmelhag (cf. Staddon, 1977) indicam que, em 
condições de repetição periódica de apresentação de alimento: 
a) haverá indução de algum tipo de comportamento sempre que se aproxime o 
momento de apresentação de alimento; e 
b) o tipo de comportamento induzido dependerá de uma série de fatores, como 
a qualidade do estímulo apresentado (neste caso, o alimento) e a história do 
sujeito com relação a esse estímulo. 
O comportamento induzido pela proximidade temporal do estímulo será tão mais 
parecido com a resposta consumatória, e será tão mais frequente, quanto maior o 
tempo decorrido desde a última apresentação do estímulo (Staddon, 1977). Neste 
sentido, as observações de Staddon aproximaram as observações anteriormente fei-
tas por Paviov e por Skinner. Nos dois casos temos uma organização do repertório 
do sujeito que depende tanto da natureza do estímulo repetidamente apresentado, 
quanto da regularidade da apresentação (que oferece a oportunidade de antecipação 
do momento de ocorrência do estímulo). 
Contingências S1 S1 com intervalos irregulares entre estímulos 
Nos experimentos acima descritos, a regularidade nos intervalos de tempo tor-
nou possível observar como o comportamento se organiza nessas condições. Apre-
sentações repetidas de estímulos afetarão o comportamento também em condições 
de irregularidade nos intervalos de tempo entre apresentações, mesmo com menor 
previsibilidade da ocorrência de estímulos. O efeito dessa contingência S1 S1 depen-
derá, como nos casos anteriores, das variáveis de contexto. 
Em um experimento mais recente (Todorov, 1981), ratos foram primeiramente 
observados em seis sessões diárias de uma hora de duração, em uma câmara expe-
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rimental de dimensões restritas, onde a única saliência nas paredes lisas era um pai-
nel de alumínio móvel. Pressões ao painel foram automaticamente registradas em um 
contador de respostas. Nas seis sessões, todos os animais pressionaram o painel, 
variando de dois a 45 o total de respostas de cada animal. A partir da sétima sessão, 
choques elétricos de pequena duração foram apresentados a intervalos irregulares, 
em média a cada 30 segundos. Para os três animais que mais responderam na pri-
meira fase, a introdução de choques elétricos imprevisíveis, apresentados através 
das barras de metal que constituíam o assoalho da câmara experimental, resultou 
num aumento considerável no número de pressões ao painel. Depois de algumas 
sessões, essas respostas ocorriam durante o choque e também irregularmente espa-
çadas entre os choques. A análise da distribuição dos tempos entre respostas mos-
trou o desenvolvimento de um efeito temporal semelhante ao observado nos experi-
mentos acima descritos: a resposta de pressão ao painel era tão mais provável 
quanto maior o tempo decorrido desde o último choque. A organização do repertório 
dos animais nessas condições pode ser descrita em duas grandes categorias: imobi-
lidade total ou atividades no ou ao redor do painel, aumentando a frequência dessas 
atividades com o passar do tempo desde a ocorrência do último choque. 
Ocorrências repetidas de dois estímulos relacionados: contingências S2 S1 
Um segundo tipo de contingências SS envolve a descrição do relacionamento 
entre dois estímulos, na forma "se um estímulo S2 ocorrer, então um estímulo S1 
ocorrerá". Na pesquisa sobre os efeitos de tais contingências sobre interações orga-
nismo-ambiente, o experimentador: controla tanto o emparelhamento S2 S1 quanto as 
apresentações do estímulo S2. 
Condicionamento clássico 
Na situação experimental estudada por Pavlov, os efeitos de contingências 
S2 S1 sobre o comportamento começaram a ser estudadas no inicio deste século. No 
mais conhecido experimento de Pavlov, um som (S2) é apresentado e, logo após, 
alimento (S1) também é apresentado. Os emparelhamentos S2 S1 são feitos a inter-
valos irregulares e sempre com o animal privado de alimento. De início observa-se 
que ao som seguem-se apenas movimentos de orelhas e direcinamento da cabeça 
do animal em direção à fonte de som (reflexo de orientação). A repetição do empare-
lhamento som-alimento, entretanto, resulta, em pouco tempo, no início da salivação 
quando o som é apresentado. Como no reflexo temporal descrito por Pavlov, e con-
sequência de uma contingência S1 S1 com intervalos regulares entre estímulos, ocor-
re agora uma salivação antecipada. Neste caso, entretanto, a antecipação é controla-
da pela presença de S2, e não pelo tempo desde a última apresentação de S1. 
Automodelagem 
A mesma contingência S2 S1, utilizada por Pavlov, foi estudada por Brown e 
Jenkins (1968) em outro contexto. Pombos foram utilizados como sujeitos em uma 
câmara experimental onde, acima da abertura do comedouro, situava-se se um disco 
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de plástico que podia ser iluminado. Brown e Jenkins associaram iluminações do dis-
co e apresentações de alimento de tal maneira que os sujeitos tinham acesso ao ali-
mento somente oito segundos depois que o disco de plástico era iluminado. Os empa-
relhamentos luz-alimento eram feitos a intervalos irregulares de no mínimo 30 e no 
máximo 90 segundos entre apresentações associadas dos dois estímulos. Ao fim de 
80 emparelhamentos, 35 dos 36 pombos haviam bicado o disco. Em média, a primeira 
bicada ocorreu com 45 emparelhamentos. Apenas um pombo bicou o disco quando 
este não estava iluminado. 
Como no experimento de Staddon e Simmelhag (1971), a atividade predomi-
nante nas proximidades da apresentação de alimento (quando o disco era iluminado) 
foi o bicar. Por outro lado, à semelhança do experimento de Pavlov com o estímulo 
condicionado (som), as respostas de bicar neste experimento surgiram como anteci-
pação do alimento controlada pela iluminação do disco de plástico (S2). 
Contingências S2 S1 e a organização do comportamento 
As contingências de emparelhamento de estímulos têm recebido atenção espe-
cial de pesquisadores nos últimos vinte anos. Tradicionais nos estudos do condicio-
namento pavloviano, no passado essas contingências eram mais utilizadas na inves-
tigação do controle adquirido por um estímulo condicionado (S2) sobre respostas 
consumatórias associadas ao estímulo incondicionado (S1). O experimento de Brown 
e Jenkins (1968) gerou várias linhas de pesquisa ao mostrar a possibilidade de que 
outros tipos de respostas poderiam estar envolvidos, ao passo que o experimento de 
Staddon e Simmelhag (1971) mostrou quais poderiam ser algumas dessas respostas. 
Posteriormente, os achados de Brown e Jenkins foram confirmados por pesquisado-
res que estudaram outras espécies animais e observaram o controle que S2 adquire 
sobre respostas não consumatórias. Por exemplo, Sidman e Fletcher (1968) observa-
ram o aparecimento, em macacos, da resposta de pressionar um disco quando as 
apresentações de som eram seguidas por acesso ao alimento. Também com som 
como S2, mas com ratos como sujeitos, Carranza e Naranjo (1978) observaram o 
aparecimento de respostas de contato com uma barra de metal. Simonassi (1980) re-
lata outros casos nos quais a resposta que vem a ser controlada por S2 é diferente da 
resposta consumatória controlada por S1. 
Como no caso das contingências S1 S1, a organização do comportamento 
quando uma contingência S2 S1 está em vigor será tal que: 
a) haverá indução de algum tipo de comportamento sempre que S2 for apre-
sentado; 
b) o tipo de comportamento a ser induzido dependerá de uma série de fatores, 
como a qualidade do estímulo incondicionado (S1) apresentado, a história do 
sujeito com relação a esse estímulo e características do estímulo S2 (natu-
reza, localização, etc); e 
c) o controle de S2 sobre a organização do comportamento dependerá de seu 
grau de previsibilidade sobre a ocorrência de S1. 
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CONTINGÊNCIAS RS 
O termo contingência foi originalmente utilizado para designar apenas contin-
gências RS, e é nesse sentido que Skinner usualmente o emprega (e.g., Skinner, 
1969; 1974). Contingências RS são características da maior parte do trabalho feito em 
análise experimental do comportamento, como se constata nos trabalhos apresenta-
dos por Ferster e Skinner (1957), Honig (1966) e Honig e Staddon (1977). Contingên-
cias RS descrevem relações entre respostas e eventos ambientais, permitindo ao ex-
perimentador verificar os efeitos de características de contingências e de estfmutos 
consequentes sobre medidas do comportamento, tais como frequência, duração, la-
tência, e distribuição temporal de respostas. 
Contingências RS baseadas no número de ocorrências de uma resposta 
"Se n respostas R ocorrerem, então um estímulo S será apresentado." A con-
tingência especifica o número requerido de ocorrências de uma determinada resposta 
como condição para a apresentação de um estímulo. Em sua forma mais simples, se 
uma resposta ocorrer, então o estímulo será apresentado. Deve-se a Thorndike, no fi-
nal do século passado, os primeiros trabalhos experimentais sobre os efeitos dessas 
contingências RS. 
Thorndike e a formulação da Lei do Efeito 
Em um dos experimentos de Thorndike (cf., Rachlin, 1976) gatos eram coloca-
dos em uma caixa-problema, da qual poderiam sair e alcançar alimento se uma res-
posta, arbitrariamente selecionada pelo experimentador, ocorresse. A resposta pode-
ria ser pisar em um painel afixado no assoalho da caixa. Os animais eram colocados 
repetidamente na caixa, depois de sair e comer a quantidade de alimento colocado no 
lado de fora, e o experimentador media o tempo decorrido entre o animal ser colocado 
na caixa e a ocorrência da resposta que o livrava do confinamento (latência da res-
posta). Thorndike observou, em diferentes espécies e com diferentes respostas sele-
cionadas, que o resultado de repetidas exposições dos animais à contingência RS era 
a gradual diminuição do tempo decorrido antes de alcançar o alimento. Como nos ex-
perimentos descritos que utilizaram alimento como estímulo incondicionado, a priva-
ção de alimento era uma das variáveis de contexto (ver Todorov, 1989) nos experi-
mentos de Thorndike. 
Skinner e o uso da frequência da resposta como medida do comportamento 
Skinner (1938) aperfeiçoou o procedimento desenvolvido por Thorndike, simpli-
ficando-o e tornando possível o uso da frequência da resposta como medida do com-
portamento. Nos experimentos de Thorndike os animais deveriam comportar-se como 
especificado pelo experimentador para sair da caixa e chegar ao alimento. Skinner 
desenvolveu um mecanismo que tornava possível o acesso ao alimento sem que o 
animal saísse da câmara experimental. Em uma das paredes da câmara havia uma 
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abertura que dava acesso a um comedouro e uma barra de metal que, quando deslo-
cada alguns milímetros para baixo, acionava um mecanismo que colocava alimento no 
comedouro. A contingência RS era a mesma estudada por Thorndike: "se uma res-
posta ocorrer, o estímulo será apresentado". Os dois experimentos diferiam quanto a 
algumas variáveis de contexto. No procedimento de Skinner o animal continuava na 
câmara depois de obter o alimento, e uma segunda resposta era possível sem a in-
terferência do experimentador. Com este procedimento é possível utilizar-se a fre-
quência da resposta como medida. No experimento de Thorndike o comportamento 
dos animais era limitado pelo comportamento do pesquisador e a única medida possí-
vel era o tempo decorrido entre o momento em que o experimentador colocava o ani-
mal na caixa e a ocorrência da resposta correta. 
Contingências RS com n > 1 
As características, da câmara experimental desenvolvida por Skinner (1938) 
tornaram mais fácil o estudo da contingência RS onde o comportamento era especifi-
cado em termos de n ocorrências de uma resposta, como no exemplo "se 10 res-
postas ocorrerem, então alimento será apresentado". Como uma resposta não exigia 
muito esforço do animal e podia ocorrer em sequência rápida, foi possível estudar 
como a frequência da resposta variava em função do número de respostas requerido 
por apresentação de alimento. Recentemente, as pesquisas na área foram revistas 
por Hursh (1980), que aponta uma importante variável de contexto (cf., Todorov, 
1989) no estudo das relações funcionais envolvendo frequência de respostas e núme-
ro de respostas por reforço requerido pela contingência RS. A forma da relação fun-
cional vai depender das condições controladas de privação de alimento. Se o animal 
tem acesso ao alimento apenas na câmara experimental em sessões diárias, a fre-
quência da resposta aumenta com aumentos no número de respostas requerido por 
apresentação de alimento (Collier, Hirsh e Hamlin, 1972). Se, por outro lado, os ani-
mais recebem fora da câmara experimental alimento necessário para manter um de-
terminado nível de privação, a função tem a forma de um V invertido. A frequência da 
resposta aumenta como função de aumentos no número requerido de respostas por 
reforço, mas só até certo ponto, decrescendo depois com novos aumentos no número 
requerido (Felton e Lyon, 1966). 
Contingências RS baseadas no tempo decorrido desde a última 
apresentação do estímulo 
Contingências RS podem também basear-se apenas no tempo decorrido desde 
a última apresentação do estímulo. Nas contingências RS vistas até agora o número 
de respostas por apresentação do estfmulo é fixado pelo experimentador e a frequên-
cia de apresentações do estímulo depende da frequência com a qual a resposta ocor-
re. Em contingências RS de base temporal o experimentador fixa um intervalo mínimo 
entre apresentações do estímulo, fixando assim sua frequência máxima de apresen-
tações por unidade de tempo, sem impor restrições quanto ao número de respostas 
por apresentação do estfmulo (Skinner, 1938; Ferster e Skinner, 1957). 
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Depois de um tempo considerável de exposição a essa contingência, observa-
se um padrão de comportamento semelhante ao descrito para contingências S1 S 1 . A 
medida que passa o tempo desde a última apresentação do estímulo, aumenta a fre-
quência com que a resposta ocorre. As diferenças entre os efeitos dos dois tipos de 
contingências devem-se mais à escolha do experimentador - o que o experimentador 
quer observar. No caso de contingências S1 S1 o pesquisador pode observar como a 
resposta normalmente eliciada por um estímulo incondicionado passa a ocorrer mo-
mentos antes do tempo previsto para a apresentação do estímulo. Neste caso de 
contingência RS, observa-se o mesmo padrão temporal de distribuição temporal de 
respostas, mas de uma resposta nova no repertório do animal, uma resposta arbitra-
riamente selecionada pelo pesquisador. 
Contingências RS baseadas no tempo decorrido entre respostas sucessivas 
Contingências RS que envolvem tempo entre eventos podem basear-se no 
tempo decorrido entre ocorrências de uma resposta selecionada, como na contingên-
cia da forma "se ocorrerem t segundos desde a última ocorrência de uma resposta, 
então a próxima resposta será seguida pela apresentação de um estímulo S". Um ou-
tro exemplo de contingência deste tipo especifica que "se uma resposta for seguida 
por outra resposta antes que um tempo t decorra, então a segunda resposta será se-
guida pela apresentação de um estímulo". Nos dois casos, as regras especificadas 
pelo experimentador impõem restrições tanto à frequência da resposta quanto à fre-
quência de apresentações de estímulos. Na primeira contingência, há uma frequência 
ótima de respostas para a obtenção do número máximo de apresentações do estímulo 
em um dado período de tempo. Frequências de respostas maiores ou menores que 
esse ótimo resultam em frequências de estfmulos menores que o máximo permitido 
pela contingência. No segundo exemplo, quanto maior a frequência da resposta, maior 
será a frequência de apresentações do estímulo, mas se a frequência da resposta for 
menor que o mínimo estabelecido pela contingência, respostas nunca serão seguidas 
por apresentações do estímulo. Nos dois casos, o padrão de espaçamento temporal 
das respostas adapta-se às especificações da contingência (e.g., Dews e Morse, 
1958; Skinner e Morse, 1958). 
A contingência tríplice 
"Se uma resposta R ocorrer na presença de um estímulo S2, então um estímulo 
S1 será apresentado". Contingências tríplices, como o nome indica, envolvem três 
termos, dos quais dois referem-se a estímulos e o terceiro à resposta. O enunciado 
da contingência implica na inexistência da contingência quando S2 não está presente: 
na ausência de S2, a resposta nunca será seguida por apresentações do estímulo S1 . 
A exposição continuada a esse tipo de contingência resulta no controle de ocorrên-
cias da resposta pela presença do estímulo S2 (ver Todorov, 1985). 
Quando uma contingência tríplice especifica um termo entre a última ocorrência 
de S1 e a próxima apresentação de S2, o padrão de respostas desenvolvido pela 
contingência assemelha-se ao que descrevemos para contingências S 2 S 1 . A res-
posta R não ocorre na ausência de S2, e ocorre tão pronto S2 é apresentado. Mais 
66 Psic.: Teor. e Pesq., Brasília, 1991, V. 7, N° 1, pp. 59-70 
Conceito de contingência 
uma vez, a diferença entre os efeitos de contingências S2 S1 e S2 R S1 está nas es-
pecificações controladas pelo experimentador. Na contingência S2 S1, S2 passa a 
controlar a resposta anteriormente observada apenas após as apresentações do es-
tímulo incondiconado S1. Na contingência trfplice, S2 controla a ocorrência de uma 
resposta que o pesquisador arbitrariamente seleciona para integrar a contingência. 
Num caso, as características do estímulo S1 e da espécie à qual o animal pertence 
determinam qual resposta será observada. No outro, o experimentador seleciona uma 
dentre n respostas possíveis na situação. 
CONTINGÊNCIAS COMPLEXAS 
As regras especificadas pelo experimentador na forma de contingências podem 
ser, e frequentemente o são, extremamente complexas. Convém lembrar que as con-
tingências são utilizadas pelo pesquisador na busca de relações funcionais e que es-
sas relações funcionais são procuradas dentro de um contexto teórico determinado 
(Todorov, 1989). Assim, a maior ou menor complexidade de uma contingência será 
ditada pelo problema específico estudado pelo pesquisador. Neste trabalho o objetivo 
é mostrar como um instrumento aparentemente simples pode tornar-se suficiente-
mente complexo para o estudo de interações organismo-ambiente que envolvem 
mais que apenas um estímulo e uma resposta. 
Sobreposição de contingências SS e RS 
"Se ocorrerem n respostas ou decorrerem t segundos depois da última apre-
sentação do estímulo S, então uma resposta R será seguida pela apresentação do 
estímulo S. Diferentes combinações para o par "n respostas e t segundos" podem re-
sultar em diferentes padrões de respostas, com predominância do padrão caracterís-
tico de contingências RS baseadas em número de respostas ou do padrão caracte-
rístico de contingências temporais, ou ainda com uma interação dos diferentes pa-
drões (Rachlin, 1976). 
Outro exemplo de sobreposição de contingências RS é mais estrito que o ante-
rior; "se ocorrerem n respostas e decorrerem t segundos depois da última apresenta-
ção do estímulo S, então uma resposta R será seguida pela apresentação do estímulo 
S". Neste caso, para um determinado valor de t o padrão resultante é uma interação 
dos padrões característicos de cada contingência isoladamente, aparecendo primeiro 
o padrão característico de contingências baseadas em número de respostas e depois 
o característico de contingências temporais (Herrnstein e Morse, 1958). 
Outras contingências sobrepostas podem condicionar um requisito n de res-
postas ao tempo t decorrido desde a última ocorrência do estímulo como na contin-
gência "se decorrerem t segundos desde a última apresentação do estímulo S, então 
n respostas serão requeridas para a apresentação do estímulo S; se decorrerem t+1 
segundos, então n+1 respostas serão requeridas; etc." Podem ocorrer diversas va-
riações nos requisitos de tempo e número de respostas, com diferentes efeitos sobre 
o comportamento (Berryman e Nevin, 1962). 
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Sucessão de contingências RS 
Duas contingências RS podem ser programadas em sucessão, de maneira 
que, na presença de um estímulo S2 esteja em vigor uma contingência e, na presença 
de S3, outra. Por exemplo, na presença de S2, um som, vigora uma contingência ba-
seada no número de respostas por apresentação de S1. Quando o som é interrompi-
do e uma luz é ligada (S3), passa a vigorar uma contingência com base temporal. 
Temos, pois, duas contingências tríplices programadas em sucessão (esquemas 
múltiplos de reforço). Este tipo de procedimento tem sido utilizado para o estudo de 
interações dos efeitos de contingências passadas e presentes (e.g., Shimp e Whea-
tley, 1971; Todorov, 1972), em um contexto teórico preocupado, entre outras coisas, 
com a importância dos efeitos de variáveis biológicas e económicas em interações 
organismo-ambiente (cf., Rachlin, 1973; Schwartz e Gamzu, 1977; Williams, 1988). 
A programação de contingências sucessivas também pode ser feita sem asso-
ciação com estímulos específicos. Quando uma programação como a que acaba de 
ser descrita é utilizada sem os estímulos S2 e S3 associados a cada contingência RS 
(esquemas mistos de reforço), a emergência de padrões distintos de respostas não 
pode ser explicada pelo ambiente externo presente no momento em que o animal res-
ponde (Todorov, 1989). O procedimento é útil, portanto, para o estudo da história de 
interações como variável de contexto (cf., Ferster e Skinner, 1957). 
Contingências RS simultâneas 
Uma resposta pode estar associada a duas ou mais contingências simultâneas 
- como no ambiente natural, o mesmo comportamento pode ser reforçado e estar su-
jeito à punição (Kelleher e Cook, 1959; Dardano, 1972) ou duas respostas diferentes 
podem estar associadas a duas contingências independentemente, e em vigor simul-
taneamente (Findley, 1958; Herrnstein, 1961; Todorov, 1971). Este último procedi-
mento (esquemas concorrentes de reforço) tem sido muito usado por pesquisadores 
interessados na área de escolha, decisão e peferência, gerando modelos quantitati-
vos que descrevem interações organismo-ambiente (Herrnstein, 1970; Williams, 
1988). 
O presente trabalho não pretende ter esgotado o assunto. O objetivo traçado foi 
o de mostrar como o conceito de contingêcia é básico para a integração de pesquisas 
feitas nas mais variadas áreas. Um aprofundamento e outras extensões exigiriam re-
quisitos incompatíveis com as regras de publicação desta revista. 
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