Abstract-In this paper, we present a learning based approach for computing structural similarities among document images for unsupervised exploration in large document collections. The approach is based on multiple levels of content and structure. At a local level, a bag-of-visual words based on SURF features provides an effective way of computing content similarity. The document is then recursively partitioned and a histogram of codewords is computed for each partition. Structural similarity is computed using a random forest classifier trained with these histogram features. We experiment with three diverse datasets of document images varying in size, degree of structural similarity, and types of document images. Our results demonstrate that the proposed approach provides an effective general framework for grouping structurally similar document images.
I. INTRODUCTION
Associating images with similar structural characteristics is a first and important step in mining visual information from large collections of images. Having an effective image similarity measure makes searching and browsing large repositories of images easier as clustered images can be collectively tagged with attributes and indexed for search and retrieval tasks. Clustering search results for queries on document image collections, or performing near-duplicate detection are examples of applications where good similarity measures are needed.
In the last two decades, various methods for computing similarity between images have been proposed for classification and clustering. For scene images, the existence of a particular object such as a person, or vehicle may be a key feature for similarity, and for documents, most systems rely exclusively on text content from OCR. Often however, structure is equally important. A first level grouping may be defined by the genre, and reflected in how document objects are arranged and related to each other at different levels. For example, images of bank forms of a particular "type" have similar layout although the content in different parts may differ completely.
Content based similarity for document images is computed based on the text extracted from optical character recognition (OCR) or component labeling methods [1] . But these approaches are limited in cases of handwritten documents since the OCR for handwritten content is still difficult. Furthermore, documents comprise of logos, signatures and graphical objects which cannot be interpreted by an OCR engine, and additional processing is required. Content-level information is too local and the meaningful "structural" information can be hidden in the global layout of the document.
Structural similarity based features have been proposed as an alternative to, or a compliment of, content based approaches. A majority of the work in defining and applying structural similarity however is specific to a particular document type. Moreover, existing work often requires a supervised setting in which labeled examples of each class are required to learn the model. For example, tree based approaches have been popular for business letters and forms ( [2] , [3] ). A general approach which can be applied to learn structural patterns and spatial relationships of document objects for a broad class of documents for clustering and classification is still desired.
In this paper, we present a method for grouping structurally similar document images for unsupervised exploration of large document collections. While previous approaches have focused primarily on distance based similarity, our approach uses a random forest (RF) classifier [4] to first learn structurally salient patterns in the document collection. The similarity is then computed based on levels of content and structure matching using the trained decision trees in the RF. Our approach provides an effective framework for grouping images with different levels of similarity -from an approximate match to only a high-level match. At the local level, a bag-ofvisual words based on SURF features [5] characterize content type. A higher level similarity is incorporated by recursively partitioning the document and computing statistics and the importance of features for matching. We experimented with three different datasets of document images varying in size, number and type of classes of document images. Our results using Normalized-cuts clustering method [6] demonstrate that the proposed approach outperforms existing approaches based on spatial-pyramid matching and Euclidian distance [7] .
II. RELATED WORK Although there has been limited work on structural similarity for unsupervised classification of document images, work defining similarity in general, and using it for classification is enormous. In this section we briefly review and compare the existing approaches for similarity computation and document structure learning.
A. Similarity Measures
If we assume we have extracted a meaningful set of feature vectors from a set of documents, the most common way to measure differences between them is the Euclidean ( [8] , [9] ) or the L1 distance [10] . With template matching based approaches the similarity among images is computed by a simple value comparison [11] or using a specific dissimilarity function [12] . In Tan et al. [13] , the similarity is computed by means of the Chi-square distance using the distribution of tf-idf vectors, while Bhattacharyya distance between two histograms is used in [14] . Fataicha et al. [15] proposed a measure based on minimum edit-distance. Although similarity computed using these distances are effective to some extent, they fail to capture different levels of co-occurrence relationship between components. When the number of features is large, distance based approaches suffer from curse-of-dimensionality and similarities computed are not always accurate. By contrast, in our approach we first learn different structural patterns in document images during random forest training, and similarities are computed based on trained tree classifiers. This works well with high dimensional data since only a small subset of features are used at each iteration.
Bag-of-Words (BOW) approaches have shown promising results on many computer vision problems such as scene understanding [7] , and image classification [16] . Recent methods have extended the BOW approach to incorporate the spatial relationships between visual codewords. One popular method proposes the creation of spatial-pyramid features by partitioning the image into increasingly finer grids and computing a weighted histogram of features in each region for scene classification [7] . In [17] we observed that the document objects have a horizontal and vertical bias, and spatial-pyramid based features may not be optimal for learning spatial relationships. Instead, we recursively divide the document image into horizontal and vertical partitions to learn spatial relationships for document image retrieval. In this work, we extend that approach to learn structural similarities of document images in an unsupervised setting.
B. Document Structure Learning
Shin and Doermann took an approach based on visual similarity of layout structures and applied supervised classification for each class [18] . They used many local image features along with statistics of connected components. For classification they explored decision tree classifiers and selforganizing maps. The main drawback of their approach is that the features were designed specific to a class of documents (e.g. Forms). Additionally, due to a large number of different feature types the approach is computationally slow for large scale document exploration.
Joutel et al. [19] proposed an approach for page-level retrieval of handwritten historical documents based on the curvelet transform. The approach is effective when local shapes are important for classification but their approach is likely to miss any higher level of structural saliency. In many cases, the similarity is hidden in global structure and relationships among different objects. Chen et al. [20] presented an approach for structure based document classification by matching the salient feature points between the query image and the reference images. Their work uses a set of document images for training, whereas our work is completely unsupervised. Saund [21] presented an unsupervised approach based on the sub-graph features extracted from the line joints, and reported a highaccuracy on clustering NIST tax-forms. However, the work is limited to documents with "line-art".
Our approach differs from previous approaches in several ways: (1) We present an unsupervised document image categorization approach which is applicable to a broad class of documents (2) Similarity in our approach uses different levels of content and structure match. At the lowest level, bag-ofwords model based on SURF is used for content description, and for higher levels we partition image recursively and compute statistics of codewords (3) We use random forest for learning spatial relationships and use the trained trees for computing similarities of document images.
III. APPROACH A block-diagram of proposed method is shown in Figure 1 . We describe each of the components in detail in the following sub-sections.
A. Codebook construction
We first extract SURF key point descriptors [5] from a set of representative document images. SURF descriptors are efficient and more robust to noise, which often occurs from the binarization process [5] . Using the K-medoids method, we obtain a set of exemplary codewords which represent the basic structural elements present in the document image collection.
B. Feature Encoding and Spatial Feature Pooling
We find the nearest (L1-norm) codeword in the codebook for each SURF descriptor extracted from an image. In order to capture another level of structure information we compute a normalized histogram of codewords in recursively partitioned horizontal and vertical halves. The number of features (N) using our approach is:
where |C| is the number of codewords, H and V represents the level of partition in the horizontal and vertical dimension respectively. For an image of (h, w) dimension, and h ≥ 1.2×w, one additional partition is performed for h. A similar approach is used to capture spatial dependencies by creating partitions using a spatial-pyramid (SP) scheme in which the image is partitioned into four parts irrespective of its dimensions. In contrast, our approach partitions are based on the dimensions of image. Since the number of features per level in the SP method grows faster (O(4 l )) than the proposed method, even with one additional level of partitioning we have the same number of features. 
C. Random Forest based Document Similarity
We used the random forest (RF) classifier [4] for computing pair-wise similarities. The RF is an ensemble-based learning algorithm which constructs a set of tree-based classifiers during training. Pair-wise similarity can be computed in RF by counting the number of occurrences of two documents being assigned to same terminal nodes in the trained trees ( Figure  2(a) ).
As such, RF is a multi-class supervised classifier and needs labeled data of at least two classes for training. The idea is to train a two-class RF classifier such that the correlations and dependencies in features are discovered during the tree construction, and specific patterns in the original data are learned during training. To do this we first create auxiliary data of same dimension which serves as a second class for training a two-class RF classifier. The tree classifiers of the random forest aim to separate auxiliary from observed data. Hence, each tree uses splitting features that are dependent on other features and the resulting RF similarity measure is build on the basis of dependent features.
If the number of images is N and the number of features computed for each image using previous step is M, then we have a matrix O of dimension N ×M representing the original data to be clustered. The auxiliary matrix A with the same dimensions as O is created by randomly sampling values from the distribution of features in the original data. As shown in Figure 2 (b), each row in A is created by randomly selecting values from the columns of O. In the next step, a two-class RF classifier is trained with the original data (O) as one class and the auxiliary data (A) as another. After training, if two documents i and j land in the same terminal node of the tree then the similarity between i and j is increased by 1 ( Figure  2(a) ). Finally, the similarities are symmetrized and divided by the number of trees.
For unsupervised classification, we can use any off-theshelf clustering method which takes as input the similarity matrix, and outputs different partitions of data. In this work, we used Normalized-cuts [6] . When the number of classes is not known in advance, we use an internal cluster validation procedure called silhouette to determine the correct number of classes [22] . The silhouette measure for each point jointly evaluates: (1) how well the sample is matched to its current cluster, (2) how badly the sample is matched with neighboring cluster (closest cluster among all other clusters). Using Normalizedcuts, we obtain clustering results for different values of K, and compute the average silhouette for all samples in the dataset. The peak in the plot of average silhouette corresponds to more natural grouping (correct number of clusters).
IV. EXPERIMENTS A. Evaluation Protocol
When the exact classes of documents are known, either by a majority voting on human judgements or directly based on its structure or type, we call it a gold standard. We can compute a measure that evaluates how well the clustering matches the gold standard classes. One simple evaluation measure is purity which computes how pure resulting clusters are with respect to classes. For computing purity, we first assign each cluster to the class which is most frequent in the cluster. We then compute the accuracy by counting the number of correctly assigned documents and dividing by N.
Another way of evaluating the clustering result is by viewing it as a series of decisions, one for each of the pairs of images in the dataset. A true positive decision (TP) groups two similar documents in the same cluster, a true negative decision (TN) assigns two dissimilar documents to different clusters. There are two types of errors possible: First, a decision can assign two dissimilar documents to the same cluster resulting in a false positive (FP), or second the decision can assign two similar documents to different clusters resulting in a false negative (FN). Rand index (RI) measures the accuracy of correct decisions [23] .
One problem with the Rand index is that the expected value of the RI of two random partitions does not take a constant value. To address this issue the Adjusted Rand Index (ARI) has been proposed which is bounded above by 1, and takes the value 0 when the index equals its expected value [23] . Let n ij be the number of images in both class u i and cluster v j . Let n iu and n vj be the total number of images in the class u i and cluster v j respectively. Then the ARI is given by Equation 2:
We compare our horizontal-vertical partitioning and RF based similarity computation (HVP-RF) with a number of baselines explained below:
Global BOW model: We compute a global histogram of codewords for the whole document image without partitioning. The performance against this baseline demonstrates the advantage of our partitioning scheme for computing structural features at different levels. We compute similarities using both Euclidian distance (G-BOW-E) and our random forest (G-BOW-RF) based approach.
Spatial-pyramid matching:
We compare our Horizontalvertical partitioning strategy with a spatial-pyramid matching proposed by Lazebenik et al. [7] . For similarity computation, we compare both our RF based similarity measure (SP-RF) against the Euclidian distance (SP-E) in the feature space. The accuracy against SP-RF and SP-E will signify the importance of Horizontal-vertical partitioning and random forest based structural similarity computation respectively.
For RF, there are two parameters: (1) number of trees (nTree), and (2) the number of attributes selected for each tree (mTry). In all our experiments, we set mTry = √ N , where N is the number of features and nTree = 2000. The number of codewords for feature computation was set to 300. Four levels of vertical and three levels of horizontal partitioning was used in our approach (HVP-RF) to produce a total of 6300 features for each document image. For the spatial-pyramid approach, we obtained a total of 6300 features using threelevel partitioning.
B. Datasets
We experimented with three datasets. Our first dataset is a collection of tax-form images obtained from National Institute of Standards and Technology (NIST) [24] . There are 20 welldefined categories of tax-forms, and a total of 5590 images in the dataset. Our second data set consists of images of different types of hand-drawn tables obtained from a field data. In this dataset, there are a total of 824 images with 53 different types of table structures. While the structure is similar the tables vary spatially. Our third dataset is obtained from a large collection of images in the Tobacco dataset [25] representing different genre. We annotated a total of 3482 images to obtain 10 categories of images.
The three datasets selected for experiments differ in their degree of structural similarity between images (Figure 3 ). For example, in the NIST Tax-form data, images of a particular class have similar layout and the variation in content is local to the cells filled by user. In the Table dataset, cell dimensions only approximately match since the tables are hand-drawn and filled by different users. Variation in layout and content is maximum in the Tobacco dataset where the classes only match at conceptual level. Some examples of annotated categories in this dataset include Memo, E-mail, Resume, Letter, Report etc., and images in the same category vary in structure and the extent of printed content present.
C. Results and Discussion
Case 1: Known number of classes Figure 4 shows the values of ARI and purity for all three datasets. Our method (HVP-RF) achieves an ARI of 1.0 on Tax-form data while the SP-RF achieves an ARI of 0.98. Shin et al. [18] used 2000 randomly chosen images for training and achieved a classification accuracy of 99.7% on this dataset. Our results show that a high accuracy can be achieved without any labeled data for training. For hand-drawn table images, the variation in structure is higher than tax-form images, and we observe a drop in accuracies achieved by all approaches. A maximum ARI of 0.59 and purity of 0.82 is obtained using our approach. Using MATLAB, the mean computation time for extracting SURF features was 9.12 seconds and for computing HVP features was 5.56 seconds for table images. The results for Tobacco dataset are shown in Figure 4 (c). The images in this dataset are only conceptually similar and there is relatively high variation among the same class as compared to previous two datasets. As observed, all implemented approaches obtained a relatively low ARI and purity on this data set. We find that our approach performed better than SP-RF, SP-E and base-line approaches.
Overall, we find that the RF based similarity achieved better grouping compared to its Euclidian counterpart for both global and partitioning based approach. Due to large number of features in partitioning based approach, Euclidian-distance based similarity performs poorly on all three data sets. The combination of horizontal-vertical partitioning with RF based similarity achieves the best performance.
Case 2: Unknown number of classes We used the similarities computed by our method (HVP-RF) to obtain different clustering results. Plots for mean silhouettes for the NIST taxform and the Table datasets are shown in Figure 5 (a) and Figure 5 (b) respectively. For tax-form images we observe a sudden drop in the average silhouette after K = 20. The peak clearly indicates the correct number of classes in the dataset. For Table dataset , we observed that this trend is not very consistent in different trials (change in clustering due to different initialization), and obtained an average of ten trials for Figure 5(b) . Although the maximum silhouette value obtained at K = 53 indicates the correct number of classes in the Table  dataset , we observe that other peaks (in the range 48-55) are quite close. Upon examining the table images we found that some classes constituted of 2-3 different table structure types and their membership was quite subjective. A similar trend was observed for Tobacco dataset, and multiple comparable peaks were observed in the range 8-12 (for K).
V. CONCLUSION
We have presented a method for grouping structurally similar document images. In our approach, we have incorporated different levels of content and structure matching for computing similarities. Using an auxiliary data we have shown that the random forest classifier can be trained to learn different structural patterns in document images. We demonstrated the effectiveness of our approach for unsupervised classification of document images using three different datasets. We found that the proposed approach is able to localize the correct number of classes in the NIST tax-form and Table datasets. For images with only a conceptual-level match, there may be a high variation in structure and content of images in the same class, and additional heuristics may be required for grouping. In future, we plan to extend our approach to active-learning setting, where a few labeled examples from users guide the clustering to achieve better categorization.
