In this paper, we propose a stochastic dynamic local search (SDLS) method for Multiple-Valued Logic (MVL) learning by introducing stochastic dynamics into the traditional local search method. The proposed learning network maintains some trends of quick descent to either global minimum or a local minimum, and at the same time has some chance of escaping from local minima by permitting temporary error increases during learning. Thus the network may eventually reach the global minimum state or its best approximation with very high probability. Simulation results show that the proposed algorithm has the superior abilities to find the global minimum for the MVL network learning within reasonable number of iterations.
Introduction
Multiple-Valued Logic (MVL) has been the subject of much research over many years [1] - [3] . Multiple-valued logic circuits and systems, which contain multiple-valued logic circuits, multiple-valued numeric logic configuration and logic design, together with multiple-valued logic switch theory, are the main domain of the MVL [4] - [6] . There are several kinds of methods to design Multiple-Valued numeric system, such as the algebraic method [7] - [11] , the circuit method [12] , the theorem-proving techniques [13] , [14] , the modular design approach [15] , and the hyperplanes method [16] , etc.
Recently, the ability of MVL networks to accumulate knowledge about objects and processes using learning algorithms makes their application in pattern recognition very promising and attractive [11] , [17] - [20] . In particular, different kinds of neural networks are successfully used for solving the image recognition problem [21] . Neural networks based on multi-valued neurons have been introduced in [22] and further developed in [23] - [26] . Multi-valued neural element(MVN) is based on the ideas of multiplevalued threshold logic [27] . Its main properties are ability to implement arbitrary mapping between inputs and outManuscript received September 13, 2006 . Manuscript revised December 8, 2006 . Final manuscript received January 17, 2007 . † The author is with Tateyama Institute of System, Toyama-shi, 930-0016 Japan.
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a) E-mail: ztang@eng.u-toyama.ac.jp DOI: 10.1093/ietfec/e90-a.5.1085 puts described by partially defined multiple-valued function. They have been proposed for solving the image recognition problems. Different models of associative memory have been considered in [23] , [24] , [27] - [29] . Although several error back-propagation based [30] - [33] and global searching algorithms (such as Genetic Algorithms) [34] - [37] have been proposed to emulate MVL functions, many nodes and therefore many parameters (weights and thresholds) are usually necessary to approximate an MVL function and these techniques cannot use any knowledge which is available prior to training. Furthermore, although Genetic Algorithms provide an alternative method to problems that are different to solve with traditional optimization techniques, they suffer from poor convergence properties and difficulties to reach high-quality solutions in reasonable time [38] . In [39] , [40] , the authors proposed a learning MVL network that uses the prior knowledge we have on MVL network while constructing an MVL network and conducts learning in a manner analogous to neural back-propagation. In these techniques, derivatives of the node functions are required, but they generally do not exist. Furthermore, since derivatives of these piecewise functions are zero for most inputs, learning cannot be performed efficiently. A metaheuristic [41] , such as local search [42] and simulated annealing [43] may provide a good solution to this problem. The authors have therefore, been directed towards a learning MVL network which performs learning by a non-back-propagation manner and proposed a new learning method for Multiple-Value Logic (MVL) networks using the local search method [18] . It is a "non-back-propagation" learning method which constructs a layered MVL network based on canonical realization of MVL functions, defines an error measure between the actual output value and teacher's value and updates a randomly selected parameter of the MVL network if and only if the updating results in a decrease of the error measure.
However, due to their inherent local minimum problems, all these learning algorithms, either the error backpropagation based algorithms or the non error backpropagation based algorithms often converged to a local minimum solution that is far from the optimal solution. In this paper, we propose a stochastic dynamic local search method for MVL learning by introducing stochastic dynamics into the local search. The constructed system maintains some trend of quick descent to local minima, and at the same time has some chance of escaping from them by permitting Copyright c 2007 The Institute of Electronics, Information and Communication Engineers temporary error increases during learning. So the system may eventually reach the global minimum state or its best approximation with very high probability. This paper is organized as follows: in the next section, the multiple-valued logic network is briefly described. The original local search method is given in Sect. 3. In Sect. 4, we propose a new local search method by incorporating stochastic dynamics, and the simulation results are shown in Sect. 5. Finally we give some general remarks to conclude this paper.
Multiple-Valued Logic (MVL) NETWORK
The values of the signal used by radix R are most commonly the extension of the positive integer binary notation. Given the set Q = {0, 1, . . . , R − 1} for any R-valued system, we find the multiple-variable MAX and MIN operators, together with many variants of single-variable literal operators widely employed.
(1) MAX and MIN operators:
(2) Literal operators:
The operators mentioned above together with a constant operator, for example, the literal operator x(a, b), structure the algebra for functional completeness of R radix. In this condition, any R-valued function can be synthesized in a sumof-products form.
where
We consider an R-valued logic system of n inputs x 1 , x 2 , . . . , x n ,and one output F(x 1 , x 2 , . . . , x n ). Figure 1 shows the general realization topology for the R-valued combinatorial function, using MAX, MIN and literal operators. Node functions in the same layer are of the same type, as described below:
Layer 1: Each node in this layer is a literal function and its node function is given by Eq. (4). The window parameters of the i-th input to the j-th MIN gate are defined as a i j , b i j (a i j , b i j ∈ 0, 1, 2, . . . , R − 1 and a i j ≤ b i j (i = 1, 2, . . . , n and j = 1, 2, . . . , R n − 1)). The literal function for the node function is shown is 
where c j is biasing parameter of MIN j with the logic signal 1 or 2 . . . or (R-1). Layer 3: This node gives a MAX operator between the product terms:
The learning MVL network described above is a multilayered feed-forward network in which each node performs a particular function (a node function) on incoming signals using a set of parameters specific to this node. The form of the node function varies from layer to layer, and each node function can be defined by prior knowledge on the network. Unlike the traditional neural networks, the MVL networks give the maximal numbers of the nodes needed for any MVL functions.
Local Searching Method for MVL Network
As mentioned above, any multiple-valued logic function can be synthesized in a network as shown in Fig. 1 with appropriate window parameters and biasing parameters. Thus, during the learning process, these parameters can be adjusted in order to optimize an error function. For simplicity, we consider the one output MVL problem. The error function is given by Eq. (7) where O p and T p represent the p-th actual output value and teacher's value corresponding the p-th input pattern (x 1 , x 2 , . . . , x n ) p , respectively.
where p is the number of the total input patterns. The variable space of the MVL network consists of the window parameters a, b and the biasing parameter c (a, b, c ∈ 0, 1, 2, . . . , R − 1). Thus, if we define a vector V whose elements include all these parameters:
the error function E can be expressed as:
Then, we can iteratively adjust V to minimize the error function E(V). First, the search starts at an initial point and moves along one of d directions. d denotes the number of elements of the vector V. Then the l-th direction e l can be defined as:
The sequence of iterations V 0 , V 1 can be described as follows. For the k − th iteration, (k ≥ 0 when K = 0, the initial iterate V 0 and the step size ∆ 0 are given) a positive change ∆ + k in a direction e l k with a positive step ∆ k
, results in a change ∆E + in E as:
Similarly, a negative change ∆V 
where ∆ k is a positive constant and usually ∆ k = 1 for all k. Then the following learning rule:
will lead the network to the local minimum of E, and hence, to a solution of the MVL problem. Namely the error function E is always decreased by any parameter change produced in the method.
Stochastic Dynamic Local Search for MVL Network
Both the back-propagation-based learning algorithm [17] and the local search-based learning algorithm [18] may lead a convergence to a local minimum. However there is not an efficient way for the learning to reach the global minimum from the local minimum. We propose an improved local search method of solving the local minimum problem and apply it to MVL network learning. Figure 3 is a conceptual graph of the error landscape with a local minimum and a global minimum. The Xcoordinate denotes the state of the network and the Ycoordinate denotes the value of error function. For example, if the network is initialized onto point A. Because of the mechanism of the local search method, the state of network moves towards decrease direction and reaches the local minimum (Point B). If we change the dynamics of the MVL at point A to increase the value of error temporarily, point A can become a new point C. From point C, the network returns to move towards decrease direction and reaches the global minimum point D. By incorporating stochastic dynamics into the original local search method, we propose a new algorithm that permits error increase temporarily, which helps MVL escape from the local minimum. The learning rule (Eq. (15)) is modified as follows:
where λ(t) is given by:
Fig . 3 Conceptual graph of proposed method.
and h(t) = 1 − 2e −t/m , the function random(a, b) returns a stochastic value between a and b. The function x removes the fractional part of x and returns the resulting integer value. Furthermore, if x is negative, x returns the first negative integer less than or equal to x. And the parameter t denotes the iteration number. Figure 4 shows the value of changes with m for m = 5, 10, 20 respectively.
As can be seen in the graph above, we find that the value of function will reach the maximum slower and slower with m increases. At the beginning, λ(t) appears randomly as 1, 0, −1. Then with calculating time goes, λ(t) can only be 1.
Case 1: When λ(t) is equal to −1, the sequence of iterations will be selected in the contrary direction of the original local search method. In this condition, the value of the error function will ascend.
Case 2: When λ(t) is equal to 0, the selected sequence will stay at the original value. And the value of the error function will be unchanged.
Case 3: When λ(t) is equal to 1, the algorithm is the same as the original MVL algorithm.
Thus, the proposed algorithm always permits descent of the error, but ascent of the error is allowed initially and becomes less likely as time goes. Furthermore, the algorithm has further feasibility to increase the error with m becomes larger. So, if we select an appropriate m, the proposed algorithm will have powerful ability to reach the global minimum.
Generally, the proposed algorithm can be described as follows:
Step 1. Assign MVL network; Layer the network into literal, MIN and MAX, a three layered network as in Fig. 1 .
Step 2. Initialize all the parameters; Set all window and biasing parameters to random values in 0, 1, 2, . . . , R − 1;
Set the maximum iteration times(Max E poch ), the number of cells in the second layer(MAX MIN) and m.
Step 3. Present input and desired outputs; Present all possible multiple-valued input patterns (x 1 , x 2 , . . . , x n ) p and specify their corresponding desired outputs T p , where p = 1, 2, . . . , P.
Step 4. Calculate actual outputs;
Fig. 4 The characteristic graph of h(x).
Use the multiple-valued operators and formulas to calculate every actual output (O 1 , O 2 , . . . , O p corresponding to every input vector (x 1 , x 2 , . . . , x n ) p , where p = 1, 2, . . . , P
Step 5. Adapt windows and biasing parameters; Use the proposed learning rule Eq. (16) to adapt the parameters.
Step 6. Repeat by going to step 3, until the window and biasing parameters stabilize.
Simulation Results
In this section, we present simulation results from the application of the proposed learning algorithm and traditional algorithms to a number of multiple-valued logic functions.
The first example [18] is a two-variable (x 1 , x 2 ), 4-valued function shown in Table 1 . A canonical realization of the function can be the summation of the 11 terms:
We constructed an MVL network with 40 Literal gates, 20 MIN gates and 1 MAX gate as shown in Fig. 5 . The window parameters and biasing parameters were initialized Table 1 Example of a quaternary function.
P P P P P P randomly from 0 to 3. We used the stochastic dynamic local search algorithm (SDLS) to train the network to learn the MVL function of Table 1 . The parameters were set as Max E poch = 1000, m = 10 and simulations were implemented in Visual Basic 6.0 on a Pentium4 2.8 GHz (1 GB)). The learning curve is shown in Fig. 6 . And target function which can be got by algebraic methods [44] is given in Eq. (19) . As can be seen, the MVL network could learn the MVL function successfully. After learning, the network was adapted to a small network (Fig. 7 ) from the initialized network (Fig. 5) . That is to say that the function (Eq. (18)) can be simplified to
There was a reduction of 40 literal gates to 9, and 20 MIN gates to 5. It is due to those nodes whose biasing parameters c j = 0 or the window parameters a i j > b i j do not con- tribute to the output, and therefore can be deleted as shown in Fig. 7 .
To compare to the performance of the stochastic dynamic local search (SDLS) algorithm with other well-known back propagation (BP) and local search (LS) algorithms, we used them to learning the same MVL functions. The back propagation was performed on a three layered feedforward neural network. The input size, hidden layer size and output layer size were set to 2, 20, and 1, respectively. The network outputs with 0, 0.33, 0.66 and 1 were considered as 0, 1, 2 and 3 for 4-valued function. The weights and thresholds were initialized randomly from −1 to 1 and sigmoid function was used as the neuron's transfer function. The SDLS and LS used the completely same networks and initial conditions. The maximum iterations were 1000. Figure 8 shows the typical convergence performance of the algorithms. For the BP algorithm, the network gave a large initial error, decreased as the learning was processed and finally converged to a local minimum. The large initial error is due to the BP algorithm's inherent disadvantages of completely randomly generated network and its initial parameters in which no knowledge of MVL function is included. Compared to the BP algorithm, both SDLS and LS algorithm produced a relatively small error initially. This is because some knowledge on MVL functions, at least the network, node function and ranges of the initial parameters can be incorporated into the construction of initial MVL network. For the LS algorithm, we can find its error function decreased continuously, and eventually got stuck in a local minimum. Different from the tradition LS algorithm, the SDLS introduced stochastic dynamics into the local search that permits temporary increase of error function, thus resulting in escape from local minima and possible convergence to global minimum or a better solution.
Furthermore, we performed 100 simulations using the three algorithms and compared their performance in Table 2 , where "Av." denotes "Average," "Min." denotes "Mini- mum" and "Av.Time" denotes "Average time (Seconds)." And we can obviously find that both the LS and SDLS algorithms consume less computational time than the BP algorithm. We have also simulated some different classes of functions [18] , such as 2-variable 16-valued functions and 4-variable 4-valued functions and compared them with the back-propagation networks and local search method. Fig. 9 and Fig. 10 show some typical simulation results of these problems respectively. All the results indicate that our algorithm performed better than the back-propagation algorithm and the original local search method on most of problems.
Conclusions
We proposed a local search method with stochastic dynamics for MVL. The proposed method can produce a simplification procession of a multiple-valued function. Furthermore, due to the introduction of stochastic dynamics, the proposed algorithm permits temporary error increases so that it has ability to escape from local minima and eventually reaches the global minimum state or its approximation with very high probability. The learning capability of the MVL network was presented and confirmed by simulations on a large number of 2-variable 4-valued problems, 4-variable 4-valued problems and 2-variable 16-valued problems. The simulation results also showed that the proposed method performed satisfactorily and exhibited good properties and had superior ability for MVL within reasonable number of iterations. In future we plan to investigate the characteristics of a hybrid system of combining Local Search algorithm and Chaos and its application to learning Multiple-Valued Logic Networks.
