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Abstract 
 
This work is focused on the effects of microwaves at the frequency of 
2.45 GHz, power density of 5mW/cm2 for 0, 10, 30 and 60 min of 
exposure on Saccharomyces cerevisiae strain D7. The effects of 
microwaves on DNA damage have been evaluated as induction of 
gene conversion, mitochondrial mutation and reverse mutation. Gene 
expression profiles of microwaves-exposed yeast cells are studied 
with DNA microarrays containing the 6212 ORFs of yeast. After the 
exposure to the microwaves it has not been observed an increase in 
the frequency of any genetic endpoints analyzed relative to controls, 
but it has been  shown some variation in gene expression profiles, 
especially after 60 min of exposure. In particularly, it has been  
observed a down-regulation of pathway involved in nucleotides 
metabolism, ribosomal metabolism and translation initiation and 
elongation. These pathways seem to be involved in a general 
response of yeast to stress. 
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Introduction 
1.1 Saccharomyces cerevisiae 
1.1.1 Growth and life cycles  
Vegetative cell division of yeast characteristically occurs by budding, in which a 
daughter is initiated as an out  growth from the mother cell, followed by nuclear 
division, cell-wall formation and finally cell separation. The sizes of haploid and 
diploid cells vary with the phase of growth and from strain to strain. Typically, 
diploid cells are 5 x 6 µm ellipsoids and haploid cells are 4 µm diameter 
spheroids. During exponential growth, haploid cultures tend to have higher 
numbers of cells per cluster compared to diploid cultures. Haploid cells have 
buds that appear adjacent to the previous one; whereas diploid cells have buds 
that appear at the opposite pole. Each mother cell usually forms no more than 
20-30 buds, and it age can be determined by the number of bud scars left on the 
cell wall. 
Certain diploid strains of S. cerevisiae can assume a markedly different cell and 
colony morphology, denoted pseudohyphae, when grown on agar medium 
limiting for nitrogen sources. These pseudohyphal cells are significantly 
elongated, and mother-daughter pairs remain attached to each other. This 
characteristic pseudohyphal growth causes extended growth of branched chains 
outward from the center of the colony, and invasive growth under the surface of 
agar medium. 
“Normal” laboratory haploid strains have a doubling time of approximately 90 
min. in complete YPD (1% yeast extract, 2% peptone and 2% glucose) medium  
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and approximately 140 min, in synthetic media during the exponential phase of 
growth at the optimum temperature of 30°C. However,  strains with greatly 
reduced growth rates in synthetic media are often encountered. Usually strains 
reach a maximum density of 2 x 108 cells/ml in YPD medium (Perego et al. 
2000). 
1.1.2 The yeast genome 
S. cerevisiae contains a haploid set of 16 well-characterized chromosomes, 
ranging in size from 200 to 2,200 kb. The total sequence of chromosomal DNA, 
constituting 12,052 kb, was released in April, 1996. A total of 6,183 open-
reading-frames (ORF) of over 100 amino acids long were reported, and 
approximately 5,800 of them were predicated to correspond to actual protein-
coding genes.  In contrast to the genomes of multicellular organisms, the yeast 
genome is highly compact, with  genes representing 72% of the total sequence. 
The average size of yeast genes is 1,45 kb, or 483 codons, with a range from 40 
to 4,910 codons. A total of 3,8% of the ORF contain introns. 
Ribosomal RNA is coded by approximately 120 copies of a single tandem array 
on chromosome XII. The DNA sequence revealed that yeast contains 262 tRNA 
genes, of which 80 have introns. In addition, chromosomes contain movable 
DNA elements, retrotransposons, that vary in number and position in different 
strains of S. cerevisiae, with most laboratory strains having approximately 30. Þ° 
mutants completely lack mitochondrial DNA and are deficient in the respiratory 
polypeptides synthesized on mitochondrial ribosomes, as cytochrome b and 
subunits of cytochrome oxidase and ATPase complexes. Even though  Þ° 
mutants are respiratory deficient, they are viable and still retain mitochondria, 
although morphologically abnormal (De Filippo et al. 2001). 
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1.1.3 Yeast as a  model Eukaryote 
Saccharomyces cerevisiae is one of the most intensively studies cell systems 
both at genetic and molecular level. Many fundamental process in genetics, cell 
biology and molecular biology were first elucidated in yeast (Luceri et al. 2005).  
Some of the properties that make yeast S. cerevisiae particularly suitable for 
biological studies include rapid growth, dispersed cells, the ease of replica 
plating and mutant isolation, a well-defined genetic system, and most important, 
a highly versatile DNA transformation system.  Unlike many other 
microorganism, S. cerevisiae is viable with numerous markers. Being 
nonpathogenic, yeast can be handled with little precautions. Large quantities of 
normal bakers’ yeast are commercially available and can provide a cheap 
source for biochemical studies.  Strains of S. cerevisiae have both a stable 
haploid and diploid state. Thus, recessive mutations can be conveniently 
isolated and manifested in haploid strains, and complementation tests can be 
carried out in diploid strains. The development of DNA transformation has made 
yeast particularly accessible to gene cloning and genetic engineering 
techniques. Structural genes corresponding to virtually any genetic trait can be 
identified by complementation from plasmid libraries. Plasmids can be 
introduced into yeast cells either as replicating molecules or by integration into 
the genome. In contrast to most other organisms, integrative recombination of 
transforming DNA in yeast  proceeds exclusively via homologous recombination. 
Exogenous DNA with at least partial homologous segments can therefore be 
directed at will to specific locations in the genome. Also, homologous 
recombination, coupled with yeasts’ high levels of gene conversion, has led to 
the development of techniques for the direct replacement of genetically 
 7 
 
engineered DNA sequences into their normal chromosome locations.  Thus, 
normal wild-type genes, even those having no previously known mutations, can 
be conveniently replaced with altered and disrupted alleles. The phenotypes 
arising after disruption of yeast genes has contributed significantly toward 
understanding of the function of certain proteins, in vivo. Also unique to yeast, 
transformation can be carried out directly with synthetic oligonucleotides, 
permitting the convenient productions of numerous altered forms of proteins. 
These techniques have been extensively exploited in the analysis of gene 
regulation, structure-function relationships of proteins, chromosome structure, 
and other general questions in cell biology. In addition, mammalian genes can 
be introduced into yeast for systematic analyses of the functions of the 
corresponding gene products (Perego et al., 2000, De Filippo et al 2001). 
 
1.1.4 S. cerevisiae in mutagenesys 
1.1.4.a Point mutation 
Forward Mutation 
A variety  of forward mutation system have been used with yeast cultures. 
However, the most studied system has been based upon the induction of 
defective alleles of the adenine synthesis. The system involves the use of 
strains carrying defective mutation of the adenine-1 and adenine-2 genes which 
result in the production of red colonies. Forward mutations may be detected in 
such strains by the induction of further mutations at genes that precede this step 
in the adenine synthetic pathway. Such mutation will be doubly defective and will 
be white in colour.  Thus, testing for forward mutation involves treating the 
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culture with the test agent and visually screening for colonies produced on low 
adenine medium for white or sectored colonies. Forward mutation is an end-
point that may rise from various events including base substitutions, frameshifts 
and deletions of the DNA. Thus, it has the theoretical advantage of presenting a 
large target for attack by a mutagen and should be able to detect many different 
mutagenic actions in the same phenotype. 
  Reverse mutation 
The most widely used strain of S. cerevisiae for the detection of reverse 
mutation is the haploid strain XV 185-14C developed by von Borstel et al. In 
diploid strains the only mutation marker that has been extensively used is the ilv 
1-92 which is homoallelic in D7. This marker responds to only a limited range of 
mutagens and is inappropriate as a comprehensive point mutation screening 
system for chemicals. 
 1.1.4.b Mitochondrial mutation                             
The induction of mutations in mitochondrial DNA in yeast is detected by the 
assay of the frequency of respiration–deficient “petite” colonies, which are 
incapable of aerobic respiration. Such colonies are characterized by their small 
size and inability to grow on non-fermentable carbon source such as glycerol. 
Petite colonies may be produced by the induction of both chromosomal 
extrachromosomal events, but in diploid cells they are predominantly of 
extrachromosomal in origin. In yeast, extrachromosomal mutations are induced 
at high levels by a wide range of chemical mutagens. 
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1.1.4.c Recombination 
In eukaryotic cells, genetic exchange between homologuos chromosomes is 
generally confined to meiosis, which, in yeast, occurs during the process of 
sporulation. In yeast, recombinational events may also be detected during 
mitosis although the spontaneous frequency is generally at least 1000 times less 
than the meiotic rate. Sporulating yeast cultures may be used to study rates of 
meiotic recombination but it has generally been the mitotic recombinational 
events which have been most widely used in genotoxicity studies.  
Mitotic recombination can be detected in yeast both between genes and within 
genes. The former is called mitotic crossing-over and gives reciprocal products 
whereas the latter, called gene conversion, is mostly non-reciprocal. Crossing-
over is generally assayed by the production of recessive homozygous colonies 
or sectors produced in a heterogenous strain. Gene conversion is assyed by the 
production of prototrofic revertants produced in a heteroallelic strain carrying two 
different defective alleles of the same gene. Mitotic gene conversion can be 
distinguished functionally from point mutation by the elevated levels of 
prototrophy produced in heteroallelic strains compared with levels in homoallelic 
strains. 
 The value of assaying mitotic recombination in yeast in genotoxicity studies 
stems from the observation that both events are elevated by exposure to 
genotoxic chemicals. These increases are produced in a non-specific manner, 
for example, levels are increased by all types of mutagens, irrespective of their 
mode of action. Thus, the primary advantage of assaying for the induction of 
mitotic recombination is that the vents involved  are reflective of the cell’s 
response to a wide spectrum of genetic damage. A number of suitable strains of 
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S. cerevisiae have been constructed for use in genotoxicity  testing 
(Zimmermann et al., 1975). 
1.1.4.d Strain D7 
The diploid yeast strain D7 described by Zimmermann et al., (1975) has been 
developed as a multipurpose system to detect a variety of biological genetic 
endpoints: 
a)   Cellular toxicity, as measured by inhibition of growth of cells on complete 
medium. 
b)  The induction of nuclear point mutations at the isoleucine 1-92 allele. 
c)  The induction of cytoplasmic “petite” mutations, as assayed by the production 
of respiration-deficient colonies detected by their response to tetrazolium overlay 
medium. 
d)  The induction of mitotic gene conversion at the tryptophan-5 locus. 
e)  The induction of mitotic crossing-over at the adenine-2 locus. 
The genotype of D7 is:  
    trp 5-12 and trp 5-27 are heteroalleles of the TRP-5 locus  and undergo 
mitotic gene conversion to produce prtotrophic colonies carrying one wild-type 
allele which allows for growth on selective medium lacking tryptophan. 
   ade 2-40 is a completely inactive allele of ADE-2 which produces deep red-
coloured colonies, whereas ade 2-119 is a leaky allele accumulating only a 
small pigment (aminoimidazole carboxylic acid ribonucleotide)  and thus 
producing pink colonies. In heteroallelic diploids the ade 2-40  and ade 2-119 
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allels complement to give white adenine-independent colonies. Mitotic crossing-
over can give rise to cells homoallelic for ade 2 mutations and so lead to the 
observation of red/pink half sectored colonies. 
   Mitotic crossing-over in D7 can also be measured using recessive 
cycloheximide resistance allele cyhr2 on chromosome VII. Crossing-over 
between heterozygous CYH2 and its centromere results in the production of 
colonies capable of growth on medium containing cycloheximide. 
   Base-substitution mutation can be measured in D7 at the ilv-1 gene by the 
production of isoleucine-independent colonies arising by reversion of the 
omozygous ilv 1-92 alleles. 
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1.2 Microarray 
Array-based gene expression analysis has become an important primary tool in 
many research projects. Once sequence information for a gene is obtained, the 
next question is generally: ”what does its product do?”. To understand gene 
function, it is helpful to know when and where it is expressed, and under what 
circumstances the expression level is affected. Beyond questions of individual 
gene function are also questions concerning functional pathways and how 
cellular components work together to regulate and carry out cellular processes. 
Addressing these questions requires the quantitative monitoring of the 
expression levels of very large numbers of genes repeatedly, routinely and 
reproducibly, while starting with a reasonable number of cells from a variety of 
sources and under the influences of genetic, biochemical and chemical 
perturbations (Lipshutz R.J. et al 1999). 
 The abundance of a particular species of mRNA is indirectly proportional to the 
amount of protein in the cell. However, the differing half-lives, efficiency of 
translation and other post-transcriptional events affecting each mRNA species, 
mean that it is difficult to correlate the abundance of two different mRNA species 
to their relative protein concentrations in the cell (Howbrook 2003 et al). 
Various methods are available for detecting and quantitating gene expression 
levels, including northern blots, S1 nuclease protection, sequencing of cDNA 
libraries and two array-based tecnologies: cDNA and oligonucleotide arrays. 
These allow one to study expression levels in parallel, thus providing static 
information about gene expression (that is, in which tissue the gene is 
expressed) and dynamic information (that is, how the expression pattern of one 
gene relates to those of others). 
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In an array experiment, many gene-specific polynucleotides derived from the 3’ 
end of RNA transcripts are individually arrayed on a single matrix. Production of 
arrays begins with the selection of the probes to be printed on the array. In many 
cases, these are chosen directly from databases including GeneBank, dbEST 
and UniGene, the resource backbones of the array technologies. 
Although both cDNA and oligonicleotide arrays are capable of analysing 
patterns of gene expression, fundamental differences exist between  the 
methods. 
 
1.2.1 cDNA microarray 
cDNA arrays are produced by spotting PCR products (of approximately 0.6-2.4 
kb) representing specific genes onto a matrix. These are usually generated from 
purified templates, so that cellular contaminants do not find their way onto the 
array. Typically, the PCR product is partially purified by precipitation, gel 
filtration, or both- to remove unwanted salts, detergents, PCR primers and 
proteins present in the PCR cocktail. For both glass and membrane matrices, 
each array element is generated by the deposition of a few nanoliters of purified 
PCR product, typically of 100-500 µg/ml. cDNA microarray consist of cDNA 
clones spotted orderly at high density at defined positions on glass slides. In 
yeast, the full-length sequence of each cDNA is known, while in other species 
the cDNA clones may not be full length or may be only partially sequenced. 
Printing is carried out by a robot that spots a sample of each gene product onto 
a number of matrices in a serial operation.  
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The types of membranes commonly used are nitrocellulose and charged nylon 
commercial varieties that are used for various blotting assays. Glass-based 
arrays are most often made on microscope slides, which have low inherent 
fluorescence. These are coated with poly-lysine, amino silanes or amino-
reactive silanes, which enhance both the hydrophobicity of the slide and the 
adherence of the deposited DNA. They also limit the spread of the spotted DNA 
droplet on the slide. 
In most cases, DNA is cross-linked to the matrix by ultraviolet irradiation. After 
fixation, residual amines on the slide surface are reacted with succinic anhydride 
to reduce the positive charge at the surface. As a final step, some percentage of 
the DNA deposited is rendered single-stranded by heat or alkali. 
 
1.2.2 Oligonucleotides microarray 
Another form of DNA microarrays is based on deposition or on-chip synthesis of 
oligonucleotides for generation of probes on the array. Oligonucleotide arrays for 
expression monitoring are designed and synthesized based on sequence 
information alone, without the need for physical intermediates such as clones, 
PCR products, cDNAs and so on. The key to their use is the targeted design of 
sets of probes to specifically monitor the expression levels of as many genes as 
possible.  Key to this approach is the use of probe redundancy. The use of 
multiple oligonucleotides of different sequence disigned to hybridize to different 
regions of the same RNA greatly improves signal-to-noise ratios (due to 
averaging over the intensities of multiple array features), improves the accuracy 
of RNA quantitation (Averaging and outlier rejection), increases the dynamic 
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range, mitigates effects due to cross-hybridization, and drastically reduces the 
rate of false positive and miscalls (Lipshutz R.J. et al 1999). 
The oligonucleotide microarrays are currently produced in two formats:  
On the short (25-mer) oligonucleotide platform, each transcript is probed with a 
set of several reporters, arranged as pairs of perfect match-mismatch, which 
permits estimation of the specificity of the signal for each target.  
On the long oligonucleotide platforms, each transcript is probed with a 60-mer 
reporter, providing higher sensitivity (as compared to 25-mers), but no target-by-
target estimation of specificity. Photolithography allows the construction of 
arrays with extremely high information content.  
This methods allowes a light directed oligonucleotide synthesis. A solid support 
is derivatized with a covalent linker molecule terminated with a photolabile 
protecting group. Light is directed through a mask to deprotect and activate 
selected sites, and protected nucleotides couple to the activated sites. The 
process is repeated, activating different sets of sites and coupling different 
bases allowing arbitrary DNA probes to be constructed at each site ( 
Thus, given a reference sequence, a DNA probe array can be designed that 
consists of a highly dense collection of complementary probes with virtually no 
constraints on design parameters. The amount of nucleic acid information 
encoded on the array in the form of different probes is limited only by physical 
size of the array and the achievable lithographic resolution. (Lipshutz R.J. et al 
1999). 
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1.2.3 cDNA vs oligonucleotides array 
In cDNA array, DNA is deposited in double-stranded form, intra-strand cross-
linked to some extent, and may well have multiple constraining contacts with the 
matrix along its length. It is therefore probably not the best hybridization probe. 
One can imagine that oligonucleotide matrices, with their short chains and single 
points of constraint at each chain end, may well be a far more accesible probe 
for hybridization. Against this advantage, however, must be weighed the 
disadvantages of using short-chain detectors. Chief among these are the 
variations in melting temperature due to AT-GC composition, and the reduction 
in specificity due to truncating the number of nucleotides from hundreds to as 
few as twenty. 
1.2.4. Target labelling and hybridization 
The targets for arrays are labelled representations of cellular mRNA pools. 
Typically, reverse transcription from an oligo-dT primer is used. This has the 
virtue of producing a labelled product from 3’ end of the gene, directly 
complementary to immobilized targets synthesized from ESTs. Frequently, total 
RNA pools (rather than mRNA selected on oligo-dT) are labelled, to maximize 
the amount of message that can be obtained from a given amount of tissue. As 
fluorescent labels, Cye3-dUTP and Cye5-dUTP are frequently paired, as they 
have relatively high incorporation efficiencies with reverse transcriptase, good 
photostability and yield, and are widely separated in their excitation and 
emission spectra, allowing highly discriminating optical filtration. 
A clear limitation to the application of this technology is the large amount of RNA 
required per hybridization. For adequate fluorescence, the total RNA required 
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per target, per array, is 50-200 µg (2-5 µg are required when using poly(A) 
mRNA). For mRNA present as a single transcript per cell (approximately 1 
transcript per 100,000), application of target derived from 100 µg of total RNA 
over an 800 mm2 hybridization area containing 200-µm diameter probes will 
result in approximately 300 transcripts being sufficiently close to the target to 
have a chance to hybridize. Thus, if the fluorescently tagged transcripts are, on 
average, 600 bp, have an average of 2 fluor tags per 100 bp and hybridize- all of 
them-to their probe, approximately 12 fluors wil be present in a 100- µm2 
scanned pixel from that probe. Such low levels of signal are at the lower limit of 
fluorescence detection, and could easily be rendered undetectable by assay 
noise.  
 1.2.5. Two priciples of measurement of expression  
1. hybridization of a single labeled sample derived from the RNA sample, 
followed by one-channel detection, in which the intensity of the hybridization 
signal is used to determine the concentration of the target: absolute 
quantification. 
2. competitive hybridization of two labeled samples, each of them derived from 
one of the two compared RNA samples, usually named test and reference, 
labeled with a different fluorescent dye. The two labeled samples are mixed and 
hybridized to the same slide. After two-channel detection the ratio of 
fluorescence intensities from the two dyes measures the ratio of concentrations 
of the same target between the two samples. The short oligonucleotide 
platforms use single-channel measurements while microarrays of cDNA clones, 
long oligos, or genomic DNA use two-channel measurements. 
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Competitive hybridization results in the cancellation of multiple unwanted effects 
(for example reporter sequence and lenght) at the cost of losing the important 
information about the absolute levels of expression. 
Long oligonucleotide platforms (typically 60-to 80-mers) also use the competitive 
hybridization, because on this platform relative measurements were shown to 
result in higher precision than absolute ones. 
1.2.6. Assessment of  technology performance  
Several indicators capture the different aspects of platform performance: 
1.2.6.a. Precision  
Describes how accurately the measurement can be reproduced and is usually 
reported as a standard deviation, it can be determined by running replicated 
experiments on the same RNA sample. 
1.2.6.b. Reporter identity 
On cDNA microarrays, the correct identity of the reporter deposited on the slide 
cannot be taken for granted, given the incidence of errors in large clone 
collections, at least in mouse. For example, a random sample of 119 clones, 
mostly from the mouse NIA 15K library, was shown to contain 91% correct 
clones. 
1.2.6.c. Accuracy 
Describes how close to a true value a measurement lies. It can be estimated in 
experiments where a number of realistic targets are spiked at known 
concentrations into relevant RNA populations, or from comparison with 
validation experiments. 
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1.2.6.d.Specificity 
Is the proportion of the signal of a reporter that originates from the intended 
target. Imperfect specificity is for the main part caused by cross-hybridization 
from other transcripts. On cDNA microarray, non-intended targets with sequence 
identy greater than 70% cross-hybridize to the spotted cDNA reporters, which 
makes it impossible to distinguish closely related gene family members. 
Oligonucleotide reporters can have high specificity for the intended targets and 
the possibility of estimating the specificity for every probe set on 25-mer 
oligochips (including a mismatch or deletion control for each perfect match 
probe) provides an additional level of asssurance. 
1.2.6.e.Sensitivity  
Is the lowest target concentration at which an acceptable accuracy is obtained. 
On HG-U95v2 oligochips (25-mers), transcripts spiked into human RNA were 
detected with 90% accuracy at a concentration of about 1 transcript in 100,000. 
The 60-mer platform has a higher sensitivity of 1 transcript in 1,000,000. 
The above indicators show that, although grossly similar, the performance of the 
different microarray technologies (cDNA, short oligonucleotides, long 
oligonucleotides) is far from identical. 
1.2.7. MIAME  
As numerous biological experimental factors influence gene expression 
measurements (from lighting conditions in plant experiments to the exact 
histopathology of a tumor, from the difference in specificity of different reporter 
sequences for the same gene to the particularities of a single batch of slides or 
to the laser intensity at which a slide is scanned), this minimum information 
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includes the experimental design, the array design, the details of the samples 
and any treatments, the hybridization conditions, the measurements, and 
normalization controls. The Minimum Information About a Microarray 
Experiment (MIAME) specification is practically a checklist that guides the 
investigator in the annotation of microarray experiments.  
MIAME guidelines has yet to demonstrate actual improvements in comparability 
of microarray experiments, it is clear that without this information meaningful 
comparison and integration of data generated by different labs or on different 
platforms will be fatally impaired and that major errors or misunderstandings 
could go undetected for a long time (Moreau Y. 2003). 
1.2.8 Application of the DNA microarrays to genotoxicity 
Almost without exception gene expression is altered during toxic responses, as 
either a direct or indirect result of toxicant exposure. The aim of a new field of 
research, that could be “Genomic toxicology” is to define, under a given set of 
experimental conditions, the characteristic and specific patterns of gene 
expression elicited by a given toxicant. Microarray technology offers in fact an 
ideal platform for this type of analysis and could be the foundation of a new 
approach to toxicology testing. 
Toxicology uses numerous in vivo model system, including the rat, mouse and 
rabbit to assess the potential toxicity of chemicals or physicals. However, there 
are a large amount of  in vitro techniques to measure cell toxicity, many of which 
measure DNA damage. Examples of these assay include the Ames test, the 
micronucleus assay, measurements of chromosomal aberration and many 
others. Fundamental to all these methods is the fact that toxicity is often 
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preceded by alterations in gene expression. In many cases, these changes in 
gene expression, at least in principle, should be a sensitive, characteristic and 
measurable endpoint. Therefore, a method based on the measurement of 
genome-wide gene expression pattern of a specific organism after toxicant 
exposure should be highly informative and able to complement established 
classical methodologies. Changes in gene expression in a tissue may result 
from differences in physiology, development, pathological changes or 
environmental exposure. These changes can now be measured using DNA or 
oligonucleotide microarrays, which are used to compare directly the gene 
expression profiles of two RNA samples that are simultaneously hybridized to 
the chip. 
The analysis of the expression of thousands of genes in one experiment would 
allows investigators to consider some important biological questions that have 
not been easily addressed with traditional expression based technologies, such 
as Northen blots, which examine gene expression changes of only a few genes 
at a time. The ability to study thousands of genes  (potentially all the genes in a 
given cell type) can provides new insights into the effects of chemicals or 
physicals  on a biological systems. Defining the mechanisms of action of toxic 
agents can greatly assist in risk assessment. 
In the area of environmental health sciences, DNA microarray technology can 
be used in the identification  of potential hazards from chemicals or physicals. In 
fact, at least in principle, it is relatively easy to establish model system, both in 
vitro and in vivo, to examine gene expression changes as indications of a toxic 
chemical or physical effects. In these defined model systems, treatment with 
known agents, such as polycyclic aromatic hydrocarbons, x-ray and so on, will 
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provide a gene expression “ signature” on a DNA microarray, which represents 
the cellular or tissue response to these agents. It is likely that the molecular 
response to different agents will induce changes in expression of many genes 
that are indicative of a general toxic response, but a subset of genes expressed 
is predictably unique for a particular class of compounds. Once the subsets of 
responsive genes are defined for known agents in established models, the 
response of the same systems to unknown, suspect agents may be used to 
determine whether one or more of these standard signature is elicited. This 
approach may flag certain compounds as potential carcinogens/toxicants and 
will help elucidate the agent’s mechanism of action by identification of the 
activated signal transduction pathways. 
It is possible to use DNA microarrays also to measure exposure in humans. 
However, these applications will require extensive investigation before become 
practically feasible. As general approach gene expression profile in samples 
from exposed individuals could be compared to the profiles of unexposed 
individuals. 
An important consideration for these types of studies is that been expression 
can be affected by numerous factors, including diet, health, and personal habits. 
To reduce the effects of these confounding factors, it may be necessary to 
compare pools of control samples with pools of exposed samples or to use other 
simplification strategies. 
 
 
 
 23 
 
1.3 Microwaves 
 
“Microwaves” is the name given to that section of the electromagnetic spectrum 
from frequencies of approximately 300 MHz to 300 GHz and wavelengths of 
approximately 1 meter to 1 millimeter.  
The theory of electromagnetic energy can be illustrated by what happens when 
a pebble is tossed into a quiet pond. The pebble striking the surface causes the 
water to move up and down in form of waves, that radiate in ever-widening 
circles over the pond. These waves, which move up and down at right angles to 
the direction they are traveling, are called transverse waves. Microwaves are 
examples of transverse waves. On the other hand, electromagnetic forms of 
energy, such as microwaves, radar waves, radio and TV waves, travel at the 
speed of light, through the emptiness of space without the need of any material 
medium through which to travel. This is because, simply put, electromagnetic 
waves are, in themselves, stored energy in motion.  
Electromagnetic radiation begins with a phenomenon that occurs when electric 
current flows through a conductor. The motion of the electrons through the 
conductor produces a field of energy that surrounds the conductor and floats just 
off its surface. The floating zone or cloud of energy is actually made up of two 
different fields of energy, one electric and one magnetic. The electric and 
magnetic waves that combine to form an electromagnetic wave travel at right 
angles to each other and to the direction of motion. 
The wavelength and the frequency are related and determine the characteristics 
of electromagnetic radiation. The shorter the wavelength, the higher the 
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frequency. At a given frequency, the wavelength depends  on the velocity of 
propagation and therefore, will also depends on the properties of the medium 
through which the radiation passes. The wavelength normally quoted is that in a 
vacuum or air. However, the wavelength can change significantly when the 
wave passes through other media. The linking parameter with frequency is the 
velocity of the light. The velocity decreases and wavelengths become 
correspondingly shorter, when microwaves and RF radiation enter biological 
media, especially those containing a large proportion of water. 
Another related property of electromagnetic waves is the photon energy, which 
increases linearly as the frequency increases. The spectrum of electromagnetic 
radiation ranging from highly energetic ionizing radiation with extremely high 
frequencies and short wavelengths to less energetic non-ionizing radiation with 
the much lower frequencies and longer wavelengths of radio-frequencies.  
Conventionally, a photon energy of 12eV, corresponding to a wavelengths of 
100nm, is taken as the dividing line between ionizing and non-ionizing radiation. 
This is in the vacuum region of the ultraviolet spectrum. Microwaves and RF 
radiations are much less energetic. Their energy corresponds to 1.25x10-3  at 
300 GHz. 
The electric and magnetic fields interact with electrically charged particles to 
move, heat energy is introduced. This heat energy in the material may or may 
not be detected as a temperature increase since RF absorption may be small, 
non-uniform or quickly dissipated. The effects resulting from RF exposure are 
usually described as: 
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Thermal effects from RF are defined as those effects resulting from a 
measurable temperature increase. That is, the effect occurs in the exposed 
biological material (tissue, cell) as result of the material being heated by the RF 
fields. 
Athermal effects are essentially those effects that occur when the RF field 
deposits sufficient heat energy into a material to cause an increase in 
temperature, but no temperature rise is observed. 
Nonthermal effects are those effects that occur in an exposed material when the 
RF energy deposited into the material results in a temperature increase less 
than the normal temperature fluctuation of the material.  
In general, the assessment of energy absorbed from electromagnetic fields by 
biological subjects is difficult as it requires refined techniques and procedures for 
specific absorption rate (SAR) (Michaelson et al. 19991). 
SAR is a measure of the rate at which radio frequency (RF) energy is absorbed 
by the body when exposed to radio-frequency electromagnetic field.  It is defined 
as the power absorbed per mass of tissue and has units of Watts per kilogram. 
SAR is usually averaged either over the whole body, or over a small sample 
volume (typically 1g or 10 g of tissue). SAR is used to measure exposure to 
fields between 100 kHz and 10 GHz. It is commonly used to measure power 
absorbed from mobile phones. The value will depend heavily on the geometry of 
the part of the body that is exposed to the RF energy, and on the exact location 
and geometry of the RF source. Thus tests must be made with each specific 
source, such as a mobile phone model, and at the intended position of use. For 
example, when measuring the SAR due to a mobile phone the phone is placed 
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at the head in a talk position. The SAR value measured is then the value 
measured at the location that has the highest absorption rate in the head, which 
for a mobile phone often is as close to the phone as possible. 
Radiofrequency exposure is also quantified as Rf energy flux per unit area, 
watts of RF energy crossing a square meter of area (W/m2). Alternatively, the 
intensity of radiowaves can be given in terms of electric field intensity, where the 
units are volts per meter (V/m). 
 
1.3.1 Radiofrequency Exposure 
The presence of radiofrequency (RF) waves from wireless technologies has 
become ubiquitous. Given that the public is frequently reminded that we are all 
surrounded by ever-present electromagnetic fields, which some call “electro-
smog”, it is not surprising that some individuals and groups express concern 
about possible health effects from low-level, chronic exposure to a variety of RF 
sources. 
RF waves have long been used for different types of wireless broadcast, such 
as for wireless Morse code, radio, television, and so on. RF-emitting devices 
have become commonplace in homes, offices and school. In addition, to the 
increasing prevalence of cellular telephones and base station, there has been 
continuing expansion of wireless Internet access, such as WiFi, into homes, 
schools, workplaces and public areas. “WiFi” is an abbreviation for “ Wireless 
Fidelity” and is used generally when referring to any type of wireless technology 
that supports local, over-the air computer communication via a wireless local-
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area network. Tipically, the transmission frequency is approximately 2.4 GHz 
(Valberg et al., 2007). 
As cellular telephone technology has advanced, the modulation patterns have 
become increasingly complex, and the question arises as to whether a high-
frequency modulated RF wave might have greater potential for health effects 
than a pure sinusoidal RF wave. The word modulation refers to the patterns of 
change in the frequency and/or amplitude of the RF carrier wave. Modulation 
introduces a spread of frequencies into the Rf signal, but the frequency 
bandwidth of the net RF signal generally remains a small fraction of the central, 
carrier frequency. This means that the most representative frequency range for 
modulated electromagnetic waves is that of the (high-frequency) RF carrier, not 
the (low-frequency) modulation pattern (Valberg et al., 2007).  
1.3.2. Genotoxic effects following RFR exposure 
Biological process in living organism include many interactions among electric 
charges (on ions, molecules, proteins, and membranes). Hence, it is clearly 
possible that exposure to RF, the electromagnetic fields of which can exert 
forces on fixed and moving charges, might have the potential to modulate 
biological function. RF would interact with biological molecules (or structures) in 
such a way as to alter their size, shape, charge, chemical state, or energy. This 
could be the initial transduction step, and then also could begin a cascade of 
sequential steps that leads to a disease outcome. 
Genotoxicity is often associated with cell death, however the cells with altered 
DNA would survive, this could be the basis for causing inherited mutations, if the 
DNA of oocytes or sperm of the exposed person is altered or mutated. Evidence 
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of genotoxicity would also indicate that the RF was a potential “initiator”, i.e., 
capable of being an “initiating” event leading to cancer related changes in a cell; 
alternatively, it could be a secondary or tertiary event, e.g., a subsequent 
chromosomal alteration, needed for the full development of malignant cancer 
(Meltz et al. 2003). If the DNA is to be directly damaged, then there must be 
some evidence  that DNA in solution can absorb RF energy directly, but actually 
there is not evidence of a direct and unique absorption  mechanism Foster  et 
al.,1987; Gabriel et al., 1987) , the alternative is that some type of direct bond 
breakage was occurring. This direct bond breakage would require an amount of 
energy per photon or wave equivalent to that found in ionizing radiation, such as 
X-rays or gamma rays. Since the frequency of ionizing radiation is some 
thousands to millions of times higher than the typical frequencies in the 
microwave range, such bond breakage is energetically impossible (Meltz et al. 
2003). If direct action resulting in DNA damage does not occur, one could still 
postulate an indirect action. This would be based on the hypothesis that the 
exposure resulted in the generation of free radicals due to the ionization of water 
or other molecules. Finally, one could hypothesize that the reactive species, if 
they were to be produced, would be the result of a biochemical reaction initiated 
in the cell as a result of the RF exposure (Meltz et al. 2003). 
The issue of DNA strand breaks due to RF was raised dramatically by the series 
of reports from the laboratory of Lai and Singh (1995, 1996,1997).The studies 
were performed using whole animal exposures in circular waveguides at a 
frequency of 2450 MHz. The first article reported only on the induction of SSB 
(single strand break) in the cells of the brain of the exposed animals, with a 
reported whole body average SAR of 0.6 W/kg. The total exposure time to either 
a 2450 MHz  CW signal or to a 2450  MHz PW signal (2 µs pulse width, 500 
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pulses per s) was 2h. In addition, the brains of both the CW and PW RF 
exposed animals were removed for the SSB assay after waiting an additional 4 
h after the RF exposure ended. For the PW exposure, even though there was no 
evidence of SSBs immediately after the exposure, SSBs were present in a large  
proportion of the cells at 4 h after the exposure. 
Vijayalaxmi et al.(2000) exposed human blood samples to a 2450 MHz, PW 
signal for 2 h, with a mean of 2.14W/kg (range: 8.18-5.0 W). The temperature in 
the medium was 36.9±0.3°C. The cells were examined for DNA SSBs 
immediately after RF exposure or 4 h post exposure. No DNA strand breaks 
were detected. 
Malyapa et al. (1997a) exposed human U87MG glioblastoma cells or mouse 
C3H 10T1/2 fibroblasts to a 2450 MHz signal for 2,4 and 24 h at SARs of 0.7 
and 1.9 W/kg. The temperature in the medium was reported to be 37 
±0.3°C.The cells were assessed for DNA SSBs immedia tely after exposure for 
the above times. The cells were examined also at 4 h after the 2 h RF exposure. 
No DNA SSBs were detected at either time. 
Malyapa et al. (1998) attempted a near replication of the study by Lai and Singh 
(1995) Male Sprague-Dawley rats were exposed to a 2450 MHz CW for 2 h at a 
SAR of 1.2 W/kg. The cells were assessed for DNA SSBs immediately after the 
2 h RF exposure and also at 4 h after the 2 h RF exposure. No DNA SSBs were 
detected. 
There are many other studies, which have been undertaken in different 
laboratories using different rodent and human cell types at different frequencies 
and modulations and with SARs ranging from 0.3 to 10 W/kg and exposure 
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times from 2 to 24 h, did not reveal induction of DNA strand breaks by RF 
exposure (Phillips et al. 1998, Maes et al. 1997, Tice et al. 2000, Malyapa et al. 
1997b and Li et al. 2001). 
The weight  of the experimental scientific data does not support the observations 
of Lai and Singh.  There is no reason to expect that the effect of a physical 
agent, if it directly damages the DNA, can only be seen in the brain exposed, in 
vivo,  and not in other cell types in vitro. If the agent were to indirectly damage 
the DNA through the induction of free radicals, there is no reason to explain why 
it does not happen   during, 4sm but only after, the completion of a 2h PW 
exposure, while it occurs during, but possibly not after, a CW exposure, since 
the same extent of damage appears to be present immediately and     at 4 h 
after the CW exposure (Meltz et al. 2003). 
More recently Diem et al., exposed cultured human diploid fibroblasts and 
cultured rat granulose cells to intermittent and continuous radiofrequency 
electromagnetic fields (RF-EMF) used in mobile phones, with different SAR and  
different mobile-phone modulations. DNA strand breaks were determined by 
means of neutral comet assay. RF-EMF exposure (1800  MHz; SAR 1.2 or 2 
W/kg; different modulation; during 4,16 and 24 h; intermittent  5 min on/10 min 
off or continuous wave) induced DNA single-and double-strand breaks. Effects 
occurred after 16 h  exposure in both cell types and after different mobile-phone 
modulations. The intermittent exposure show a stronger effect in the comet 
assay than continuous exposure. Therefore the authors conclude that the 
induced DNA damage cannot be based on thermal effects. 
This study is independently repeated by Speit et al. (2007) using the same cells, 
the same equipment and the same exposure conditions. They exposed ES1 
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cells to RF-EMF (18800 MHz; SAR 2 W/Kg, continuous wave with intermittent 
exposure) for different time periods and then performed   the alkaline comet 
assay and the micronucleus (MNT). For both tests, clearly negative results are 
obtained in independently repeated experiments. The authors also performed 
these experiments with V79 cells and also measure any genotoxic effect in the 
comet assay and MNT. Appropriate measures of quality control were considered 
to exclude variations in the test performance, failure of the RF-EMF exposure or 
an evaluation bias. The reaons for the difference between the results reported 
by Diem and Speit remain unclear. 
 1.3.3 Cytogenetic effects  following, in vitro, RF exposure 
As for other studies in genetic toxicology, many investigation are performed on 
human blood lymphocytes.  The main reasons are that they are from human 
origin facilitating extrapolation to the human situation, are readily available come 
everywhere in the body  and  may therefore reflect damage at different organs 
and that they repeatedly  proved efficient in biomonitoring studies and 
investigations of  genetic damage induced by chemical mutagens and ionizing 
radiation. It was, for example, demonstrated that  an increased chromosome 
aberration frequency  in human blood lymphocytes correlates well with an 
increased cancer risk in the considered human populations (Bonassi et al., 
1995).  
Investigations on cytogenetic effects of RFR-exposed human lymphocytes 
(chromosomal aberrations, sister chromatid exchanges and micronucleus 
induction) yield contradictory  and often intriguing results. Among the positive 
findings studies from Maes et al, (1993, 2000), Zotti-Martelli et al (2000) Tice et 
al (2002) are often cited.  The observation of Tice et al., that RFR-induced 
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micronucleus frequencies in resting lymphocytes following a 24h exposure 
attracted a lot of attention, as this is corroborated by the assumption of  non-
thermal exposure conditions and as no effects were found in the same 
investigation  with regard to other genetic endpoints (single strand breaks). As 
micronuclei may not only  contain chromosome  fragments, but also whole 
chromosome, this could be indicative of a possible aneugenic action of RFR. 
Aneuploidy is investigated also by Mashevich et al., (2003) reported a linear and 
SAR (Specific Absorption Rate)-dependent increase in aneuploidy in RFR-
exposed cells and concluded that the RFR exposure induced aneuploidy via a 
non-thermal  pathway. It is also interesting to note that  d’Ambrosio et al. (2002) 
found that the micronucleus frequency is not affected by continuous wave 
exposure but that cells exposed to pulsed waves do show a statistical increase 
in micronuclei. This suggested a differential response of the cells according to 
the RFR-modulation. IN THE REFLEX RFR-exposures showed genotoxic 
potential provided exposures are intermittent according to a particular “on/off” 
protocol and according to the investigated cell type. Blood lymphocytes were 
apparently not responding contrary to fibroblasts. This was observed in two 
different laboratories and was interpreted as a very important finding and an 
explanation why most of the lymphocyte studies were negative. 
As mentioned above, also investigations on combined effects of RFR and 
mutagens/carcinogens merit attention. Theoretically, it may indeed well be that 
RFR exposure is not genotoxic but may enhance the cytogenetic damage 
induced by other chemical or physical agents. Maes et al., have investigated 
human blood lymphocytes that were RFR-exposed before cells are cultivated in 
the presence of MMC. In a first investigation, a clear enhanced SCE frequency 
was found in the cells that were exposed to both agents compared to cells that 
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were exposed to MMC alone (Maes et al., 1996). However, other investigation 
by Maes et al., give less clear results that actually varied between a “weak 
collaborative effect”  up to absence of any collaborative effect (Maes et al., 
1997, 2000). The reasons for differences in response as observed in ‘similar’ 
experiments performed by the same investigators are unknown. 
1.3.4 Cytogenetic effects in animals following, in vivo, RFR exposure 
Cytogenetic damage was assessed in short term and chronic exposure 
experiments using ‘normal’ and transgenic animals. Again, contradictory data 
were obtained. No increase in micronucleus frequency is found in bone marrow 
cells from rats that were exposed to RFR for a continuous period of  1 day 
(ViJayalaaxmi et al., 2001a, 2001b). The same authors also failed to observe an 
increase in micronuclei in bone marrow cells of rats in a chronic  near field 
exposure (Vijayalaaxmii et al., 2003) but Trosic et al. (2002) reported a 
significantly increased micronucleus frequency in the peripheral blood of rats 
exposed to RFR for 2 h/day during an 8 days period.  
Most studies are negative suggesting that RFR is not directly mutagenic and 
that adverse RFR effects are predominantly the result of hyperthermia. 
However, there is too much controversy yet to allow a ‘definite’ conclusion. 
Reason for the existence of controversial data may be that in some of the 
reports important experimental details which are critical for independent 
verification are either inadequately or non-described, such as, RFR exposure 
conditions, dosimetry, specific absorption rate and temperature measurements 
(Vijayalaxmi and Obe, 2004). Hence, it is not always possible  to estimate the 
exposure conditions adequately and discriminate between thermal  or non-
thermal exposure which may certainly account for differences in response of 
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cells or organisms. Furthermore, it is clear that variables exist in experimental 
protocols in terms of the frequency applied, the modulation, investigated genetic 
endpoints, cell type used, etc. Also, there is a concern that the numbers of cells 
that were examined by the investigators are not sufficient enough to bring out 
subtle but significant differences between RFR-exposed and sham-exposed 
cells (Verschaeve et al., 2005). 
1.3.5 Cytogenetic  effects in humans 
An increased incidence of chromosomal aberrations and micronuclei are found 
in peripheral blood lymphocytes from individuals who were occupationally 
exposed to RFR (Garaj-Vrhovac et al., 1990b) but in other investigations, this is 
not found (Garson et al.,1999). It is generally assumed that these kinds of 
investigations are of uttermost importance for assessing RFR-genotoxic effects 
in humans, but abovementioned studies should be considered inconclusive, not 
only because of the different outcome, but also due to insufficient dosimetry, 
omission of potential confounders and inadequate sample size for statistical 
power analysis. In a another reports, with a more appropriate sample size 
anyway no cytogenetic damage was found above background level (Maes et al 
2005). 
1.3.6 Epidemiologic studies 
The goal of  exposure assessment in an epidemiologic study is to find a good 
metric representative of the exposure of interest. Thus, the first priority is to 
divide the study collective, as accurately as possible, into exposed  or non-
exposed groups (Neubauer et al., 2007). Up to now, distance between base 
stations and a residence has been used most often as an exposure proxy 
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(Santini et al., 2003). Power density in the radiation beam decreases with 
increasing distance. However, actual radiation level at a given site is a function 
of numerous factors, such as output power of the antenna, direction of 
transmission, attenuation due to obstacles or walls, and scattering from 
buildings and trees (Bornkessel and Schubert, 2005). 
Chronic diseases such as cancer or neurodegenerative diseases can be 
rigorously ascertained, however require estimates of long-term exposure to long 
latencies. At present, it is not possible to assess long-term exposure contribution 
from base station. Thus, studies on chronic diseases should focus on other RF 
exposure sources which are dominant and where a long-term exposure 
assessment can be done reliably, for example in the vicinity of strong 
transmitters  (Neubauer et al., 2007). 
The public is generally more concerned about unspecific symptoms of ill health 
and reduced quality of the life due to base station exposure, rather than chronic 
disease. Well-being is included in the WHO definition of health, but is particularly 
difficult to study because it is based on a subjective evaluation. Validated 
questionnaires on well-being, quality of life provide a measure of unspecific 
symptoms of ill health. One has to be aware that the use of self-report is very 
problematic if study participants are aware of their exposure status (Schreier et 
al., 2006). 
At present, personal dosimetry are one of the best approaches to learn about 
population exposure. They are simple to handle and can be carried easily 
throughout a whole day. A few systems allow frequency selective exposure 
assessment which makes the distinction between contributions from different 
types of exposure sources possible (Neubauer et al., 2007). 
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 Thomas et al., used personal dosimetry to investigate the level of exposure to 
mobile phone frequencies in a general population sample living in Bavaria and 
to investigate the potential association between such exposure and well-being of 
the participants. This method enables accounting for all sources of exposure, 
including own neighbour’s use of  mobile phones, mobile phone base stations 
and cordless phones in the home environment. As this study is announced as a 
study on environmental noise exposure and well-being, a major selection bias 
with respect to interest in mobile phones and health is unlikely. In addition, the 
participants are not aware of their actual level of exposure, this bias might have 
resulted in non-differential misclassification of the outcome (Vrijheid et al., 
2006). A limitation of this study is its relatively small sample size.  Measuring 
night-time exposure levels is a common difficulty of studies involving personal 
dosimetry. The participants placed the dosimeters near their beds, which 
resulted in a constant measurement during the night. The dosimeter 
measurements depend on the direction in the field. Therefore, valid 
measurements can only be obtained if the dosimeter is moved. Another problem 
of this dosimetry is the limited selectivity to differentiate within the three 
frequency ranges. In this study no statistically significant association between 
exposure and chronic or acute symptoms is found.   
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AIM 
In industrialized countries, humans and other living organism are inevitably 
exposed to varying levels of radiofrequency electromagnetic fields, the effects of 
which have been the subject of intense debate in the involved communities as 
well as epidemiological and basic research. 
Studies at a cellular level are instrumental in revealing the cellular and molecular 
mechanisms underlying the possible biological effects and health implications of 
non-ionizing radiation, such as extremely low-frequency magnetic fields (Luceri 
et al.2005). 
We studied the effects of radiofrequency electromagnetic fields at a frequency of 
2.45GHz in continuous wave in Saccharomyces cerevisiae at a intensities of 5 
mW/cm2 for 10, 30 and 60 min of exposure. In particularly, we asses possibly 
variation in gene expression profiles with the technique of microarray in exposed 
cells in comparison with sham-cells and the genotoxic effects on yeast, 
evaluated as induction of reverse mutation, gene conversion, mitotic 
recombinant and petite mutants, to compare possible variations in gene 
expression with an established methodologies.   
We choose the 2.45 GHz frequency as it reflects the water resonance 
frequency. The energy RF/MW absorption at the above mentioned frequency in 
tissue mainly relies on both the water content of the tissue and its dielectric 
properties. As a consequence, the used radiation could interact with water 
molecules of our yeast’s culture. In addition, the frequency and intensities we 
used for our experiments represent an exposition in which people living near or 
working at microwave emitting sources (airports, high voltage power lines, 
broadcast antennas etc) have the possibility to be exposed both environmentally 
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or occupationally. Another source of microwaves exposure of these frequencies 
arises from household devices (Zotti-Martelli 2000). 
S. cerevisiae is a good model for studying gene expression profiles during 
exposure to supposedly detrimental environmental stimuli, since it is one of the 
most intensively studies eukaryotic systems at both the genetic and molecular 
levels. Gene expression results obtained with microarrays can be interpreted in 
the context of a well-characterized cellular network (more than 80% of the yeast 
genes haven been assigned to a functional class), and a single microarray 
containing   the entire genome permits exploration of all possible variations of 
gene expression in this cell system. 
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Materials and Methods 
 
3.1. Microwave irradiation system  
The following instrumentation are used for the irradiation at 2.45 GHz frequency: 
• The “GIGA Instrumentation” generator, mod GU-1310A, 2-4 GHZ; 
• Hughes amplifier, mod 8020H01F000, 2-4 GHz; 
• The “trumpet-like” aerial, make: MICROGUIDE mod.AN-430-ST, 1.7-2.6 
GHz. 
The  configuration shares the following instrumentation: 
• Microwattmeter: Boonton mod. 4200, 200 KHz to 18 GHz; input dynamics: 70 
dB; sensitivity: 10nW: 100 mW; two power sensors were connected to the two 
channels of the instrument, one for the irradiation line, the other for the reflection 
line; 
• Power sensors, make Boonton mod 4200-SE, 200 KHz to 18 GHz; 
• Field meters, make GENERAL MICROWAVE, RAHAM mod. 495 unit of 
measurement=mW/cm2 ; band: 0.2-18 GHz; sensitivity 20 mW/cm2  end-scale. 
Coaxial cables suitable for the used frequency and wave-guides specific for the 
frequency of 2.45 GHz are also used. The irradiation is carried out at room 
temperature of 18-20°C in continuous wave, without modulation in a anechoic 
room of CISAM. 
Samples are placed at an aerial distance ensuring continuous field conditions. 
The temperature variation, measured in yeast’s culture during irradiation, is 
evaluated with a fluoroptic Thermometer every 30 sec for ten min and every 60 
sec for 30 and 60 min (Luxtron mod. 712 at two channels: temperature probe 
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fluoroptic Luxtron mod. SIW-2M, temperature probe fluoroptic Luxtron mod. 
SFF-2). The increase in temperature we have observed after the exposition of 
10, 30 and 60 min are 0.6, 1.1 and 1.6 °C, respecti vely. 
 
3.2 Microwave treatment 
 Yeast  culture are exposed to microwave at the frequencies of 2.45 GHz and 
power density of 5 mW/cm2  for 0, 10, 30  e 60 min.  
Seven plates are prepared, for each experimental point to study the toxicity, the 
induction of mitotic crossing-over, of gene conversion and point mutations. 
For the valutation of the change in gene expression, 20 ml of yeast culture, in 
the exponential phase, are exposed to microwave for each experimental point.  
The all experiment is repeated twice. 
 
3.3 Saccharomyces cerevisiae culture 
3.3.1 Media 
• YEPD medium containg :1% yeast extract, 1% bacto-peptone and 2% 
glucose. 
•  Plating media: 1% yeast extract, 1% bacto-Peptone, 2% glucose and 1.5% 
agar. 
• Minimal plating media were composed with: 2% glucose, 0.67% yeast 
nitrogen base without amino acids (YNB), 0.01 ‱ adenine, 0.06‱    
isoleucine, 0.02‱ tryptophan. 
Tryptophan was omitted from the medium to select Trp+ convertants and                  
isoleucine to select Ilv+mutants.          
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3.4. Biological and genetic endpoints 
S. cerevisiae strain D7 (genotype: a ade2-40 trp5-12 ilv1-92/α ade2-119 trp5-27 
ilv1-92) is grown at 28 °C until the beginning of stationa ry phase (108cells/ml), in 
liquid medium and then, after the appropriate diluition  used for the studying of 
biological endpoints: 
• For the survival and Mitotic crossing-over 200 µl of yeast culture at 
concentration of 103  cells/ml were grown in plating media. 
• Mitotic gene conversion is detected at the trp5 locus by selecting for Trp+ 
colonies. 200 µl of yeast culture at concentration of 106  cells/ml were grown in 
minimal plating media without tryptofan.  
• Point mutation is estimated at the ilv1 locus by selecting for Ilv+ colonies. 200 
µl of yeast culture at concentration of 107 cells/ml are grown in minimal plating 
media without Isoleucine.  
• For the estimation of change in gene expression, S cerevisiae is grown in 
YEPD medium, until the concentration of 1.6 x107 cells/ml.    
Colonies are counted after 3 days incubation at 28°C.  Spontaneous convertant 
and mutants frequencies are consistent with our historical controls and  values 
in published literature in all experiments (0.4x10-5-2.0x10-5). 
 
3.5 Gene expression 
3.5.1 RNA Extraction 
After the incubation, yeasts cells are pelleted and washed once in distilled water, 
and the pellets are flash frozen and stored at -80°C. Total yeast RNA is isolated 
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using a hot-acid-phenol method following DeRisi’s laboratory procedure 
(http://derisilab.ucsf.edu/). 
The RNA is quantified spectrophotometrically, and the quality of each sample is 
checked by electrophoresis on  a 1% agarose gel. RNAs are then stored at -
80°C. 
 
3.5.2 cDNA Microarray Construction 
A set of clones containing 6212 verified ORFs, representing the entire yeast 
genome, are obtained from Research Genetics (Huntsville, AL) and amplified to 
levels required for preparation of DNA microarrays by PCR. Some of longer 
ORFs are amplified with the Gibco/BRL Elongase Amplification Kit (Invitrogen, 
San Giuliano Milanese), using 40 cycles of 1 min at 95°C denaturation, 1 min at 
55°C annealing, and 10 min at 68°C elongation. We a re obtained an amplified 
product confirmed by agarose gel electrophoresis for 98% of the ORFs. The 
amplified DNA was precipitated with isopropanol, washed with 70% EtOH, and 
resuspened in 50 µl of spotting solution (3X SSC).The DNA was spotted on 
CMT-GAPS amino-silane-coated glass slides (Corning, NY), using the Omnigrid 
100 arrayer (GeneMachine, CA). 
 
3.5.3 Preparation of Fluorescently Labeled DNA and Microarray 
Hibridizations 
We are used the labeling method described by DeRisi (http://derisilab.ucsf.edu/). 
Briefly, the reactive amine derivative of dUTP, 5-(3-aminoallyl)-2’-deoxuridine 5-
triphospate (Sigma) was incorporate by Superscript II reverse transcriptase 
(Invitrogen, San Giuliano Milanese) and 25 µg of total RNA using oligo dT 
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(Invitrogen, San Giuliano Milanese) and random examers (Roche, Monza, 
Milan). The ratio between aa-dUTP and dTTP is 2 aa-dUTP molecole to 3 dTTP 
molecole. After synthesis  of cDNA, RNA is hydrolyzed by addition of sodium 
hydroxide and EDTA to a final concentration of 100 mM  and 10 mM, 
respectively, and incubated at 65°C for 10 min. The  hydrolysis are neutralized 
with 1 M Hepes. After removing free nucleotides by purification, the amino-allyl 
labeled samples are coupled to succinimidyl ester of Cy3 and Cy5 (Amersharm, 
Milan). The exposed samples are labeled with Cy5 and the corresponding sham 
samples with Cy3. The two labeled probes were purified again, mixed and then 
applied to the microarray. The incubation was performed at 63°C for 14-18 h. 
For each experimental point we have prepared four arrays and in two of them 
we have carried out the dye-swape. 
3.5.4 Data Acquisition, Normalization and  Statistically Analysis 
Fluorescent DNA bound to the microarray is detected with a Gene Pix 4000 
microarray scanner (Axon Instruments, Foster City, CA) using the Genepix 4000 
software package to locate spots in the microarray. Since the process of 
microarray fabrication is subject to much variability and can contain a large 
amount of experimental noise, we are used visual and analytical controls as 
described by Simon et al. (2003) to detect spots of low quality that might 
produce potentially erroneous information. 
Therefore, we are analyzed only the variation in expression of the genes with 
“good” quality signals in all the slides used in the experiments, we carried out a 
Loewess normalization as described in Yang et al. (2002) using the SMA library 
implemented in R (www.R-project.org).  
For the statistical analysis, first we have carried out the mean of the value for the 
four replicates after the correction for the dye-swape, and then we have applied 
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the t-test with correction for multiple sample comparison. A t-test compares the 
difference in the mean expression levels between the two groups, in this case 
between gene in exposed and sham yeast, taking into account the variability of 
the data (difference in means between groups divided by the standard 
deviation). 
3.5.5 Bioinformatic Approach 
We are applied also bioinformatic method to determine which pathway are more 
affected by the exposition to microwaves and we have used Eugene software.  
Eugene program implements both statistical method to determine which 
pathways are most affected by transcriptional changes. This program uses the 
Fisher Exact test to generate a p-value which indicates the probability that the 
pathway would contain as many or more affected genes than actually observed, 
the null hypothesis being that the relative changes in gene expression in the 
pathway are a random subset of those observed in the experiment as a whole. 
To assess the significance of the genes of a pathway to be  coordinately 
changed in expression in a given experiment, several factors have to be taken 
into account: first, the number of open reading frames (ORFs) for which 
expression has altered in each pathway; second, the total number of ORFs 
contained in the pathway; third, the proportion of the ORFs in the genome 
contained in a given pathway; fourth, the correlation of the pathways, to select 
the most appropriate statistical test. 
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Results 
4.1 Genetic endpoints 
S. cerevisiae was exposed at 2.45 GHz, 5mW/cm2 for 10, 30 and 60 minutes. 
For each experimental point, no lethality was observed in exposed cell in 
comparison to sham-cells, as we can see in fig 1. 
 
 
 
 Fig 1. The percentage (%) of lethality in exposed and sham-yeast after 0, 10,   
30 and 60 min. 
 
Then the induction of mitochondrial mutation after microwaves exposure is 
estimated in two differnt experiment in seven plates for experiment and no 
increase statistical significance is obtained (fig 2). 
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   Fig 2. The frequency of mitochondrial mutation in exposed and sham-  
    yeast after 0, 10,30 and 60 min. 
 
 
Also gene conversion and reverse mutation is estimated in D7 in seven plates 
for two repeated experiments but no statistical significative increase in DNA is 
seen fig 3. 
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 Fig 3. The frequency of gene conversion and reverse mutation in exposed and 
sham-cells after 0,10 30 and 60 min.                     
   
4.2. Gene expression 
 
The data we obtain for gene expression are analyzed with a statistical and 
bioinformatic method. In the first case we try genes, in the second pathways 
differently expressed between exposed and sham cells.  
4.2.1. Statistical method 
First, we normalized the data using the Lowess normalization approach for 
analysis of gene expression data, as explained in detail in the Material and 
Methods. The data are reported as  a plot of A as a function of M, in which gene 
expressions that are not varied by treatment (in this case microwaves) are 
clustered  as dots in the middle of each plot. The genes that are up- or down-
regulated by a factor 2 are shown as a cicle and lie outside sketched lines. 
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                     Fig 4. The vertical axis is the log-ratio M=log(R/G) (log fold change), while 
                     the axis  represents the  average log-intensity A=(logR+logG)/2. 
 
Then we performed the statistical analysis to identify the genes that are 
differentially expressed between  exposed and sham-yeast, in particularly we 
have applied the t-test with correction for multiple comparison. In table 1, we can 
see genes differently statistically significant expressed, with the p-value, the FC 
(fold change) and time at which they are significantly  induced or repressed. 
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As we can seen in table 1, only four genes are induced after exposure to 
microwaves, three after 10 min and one after 60 min.  
 
4.2.2.a Gene Function 
OLE1:  Delta(9) fatty acid desaturase, required for monounsaturated fatty acid 
synthesis and for normal distribution of mitochondria. 
GPX2: Phospholipid hydroperoxide glutathione peroxidase induced by glucose 
starvation that protects cells from phospholipid hydroperoxides and 
nonphospholipid peroxides during oxidative stress. 
ORF gene p-value FC (min) 
YBL063W KIP1 8.67E-05 0.46 10 
YMR120C ADE17 2.97E-05 0.43 10 
YAR015W ADE1 7.58E-05 0.50 10 
YGL055W OLE1 1.07E-05 2.68 10 
YCR005C CIT2 2.03E-05 0.48 10 
YDR019C GCV1 1.09E-06 0.31 10 
YKR080W MTD1 9.03E-06 0.43 10 
YAL044C GCV3 5.36E-05 0.48 10 
YBR244W GPX2 5.14E-05 2.07 10 
YLR066W SPC3 2.60E-06 1.36 10 
YPL265W DIP5 1.10E-04 0.36 10 
YLR359W ADE13 9.07E-05 0.51 10 
YLR058C SHM2 2.69E-06 0.49 10 
YLR108C ? 5.43E-05 0.32 10 
YFR030W MET10 7.94E-06 1.91 60 
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SPC3: Subunit of signal peptidase complex (Spc1p, Spc2p, Spc3p, Sec11p), 
which catalyzes cleavage of N-terminal signal sequences of proteins targeted to 
the secretory pathway; homologous to mammalian SPC22/23. 
MET10: Subunit alpha of assimilatory sulfite reductase, which converts sulfite 
into sulfide. 
KIP1: Kinesin-related motor protein required for mitotic spindle assembly and 
chromosome segregation; functionally redundant with Cin8p. 
 ADE17: Enzyme of 'de novo' purine biosynthesis containing both 5-
aminoimidazole-4-carboxamide ribonucleotide transformylase and inosine 
monophosphate cyclohydrolase activities, isozyme of Ade16p; ade16 ade17 
mutants require adenine and histidine. 
ADE1: N-succinyl-5-aminoimidazole-4-carboxamide ribotide (SAICAR) 
synthetase, required for 'de novo' purine nucleotide biosynthesis; red pigment 
accumulates in mutant cells deprived of adenine. 
CIT2:  Citrate synthase, catalyzes the condensation of acetyl coenzyme A and 
oxaloacetate to form citrate, peroxisomal isozyme involved in glyoxylate cycle; 
expression is controlled by Rtg1p and Rtg2p transcription factors. 
GCV1: T subunit of the mitochondrial glycine decarboxylase complex, required 
for the catabolism of glycine to 5,10-methylene-THF; expression is regulated by 
levels of levels of 5,10-methylene-THF in the cytoplasm. 
MTD1:  NAD-dependent 5,10-methylenetetrahydrafolate dehydrogenase, plays 
a catalytic role in oxidation of cytoplasmic one-carbon units; expression is 
regulated by Bas1p and Bas2p, repressed by adenine, and may be induced by 
inositol and choline. 
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GCV3: H subunit of the mitochondrial glycine decarboxylase complex, required 
for the catabolism of glycine to 5,10-methylene-THF; expression is regulated by 
levels of levels of 5,10-methylene-THF in the cytoplasm. 
DIP5: Dicarboxylic amino acid permease, mediates high-affinity and high-
capacity transport of L-glutamate and L-aspartate; also a transporter for Gln, 
Asn, Ser, Ala, and Gly 
ADE13: Adenylosuccinate lyase, catalyzes two steps in the 'de novo' purine 
nucleotide biosynthetic pathway; expression is repressed by adenine and 
activated by Bas1p and Pho2p; mutations in human ortholog ADSL cause 
adenylosuccinase deficiency. 
SHM2: Cytosolic serine hydroxymethyltransferase, converts serine to glycine 
plus 5,10 methylenetetrahydrofolate; major isoform involved in generating 
precursors for purine, pyrimidine, amino acid, and lipid biosynthesis. 
Among these genes down-regulated after 10 min of exposure: GCV1, GCV3, 
SHM2, ADE17, ADE13, ADE1 and MTD1 belong to the one-carbon pool by 
folate, Gelling CL et al (2004). 
4.2.3 Bionformatic approach 
Pathway-based microarray analysis methods look for patterns of expression 
variation in predefined classes of genes, such as apoptosis membran trasport 
and so forth, with the aim of integrating information obtained on a genomic scale 
with the biological information accumulated through years of research of 
molecular genetics, biochemistry and cell physiology. For our analysis use 
Eugene, and each array are analyzed separately. 
In table 2, we can see the results obtained after 10 min of exposure to 
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microwaves.  
 
 
Where the cover is the percentage of analyzed spots for each pathway. 
ID is the number of gene belong to that pathway, up/down are the number of 
genes up or downregulated in each pathway. It is important to remind, as 
described in materials and methods that in two replicates we have done the dye 
swape, for this reason in the last two replica the nunumber of up-regulated 
genes is greater than in the first two replica. 
As we can see five pathways result statistically differently expressed, all ar 
down-regulated and are involved in nucleotide metabolism. 
In table 3, we can see the results obtained in yeast exposed to microwaves for 
60 min. 
 
 
Cover (%) Id P-value Up|Dw P-value Up|Dw P-value Up|Dw P-value Up|Dw name
100 30 1.1E-08 0|7 7.E-04 1|3 5.E-05 4|0 5.07E-05 4|0 his purine pyrimidine biosynthesis
100 46 5.4E-06 0|6 5.E-03 1|3 4.E-03 3|0 0.003581 3|0 Metabolism of nucleotides
100 15 5E-08 0|5 2.E-05 0|4 1.E-06 4|0 1.27E-06 4|0 One carbon pool by folate
100 11 0 0|7 1.E-04 0|3 2.E-07 4|0 2.04E-07 4|0 purine biosynthesis
100 24 1.2E-06 0|5 2.E-04 1|3 3.E-04 3|0 0.000296 3|0 Purine metabolism
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After 60 min, a greater number of pathway appear to be statistical differently 
expressed and also in this case all pathway are down-regulated. The 3’-UTR 
mediated translational regulation, the activation of the mRNA upon binding of 
the cap-binding complex and eIFs and subsequent binding to 43S, cap-
dependent translation, Eukaryotic translation elongation and initation, formation 
of a pool of free 40S subunits, formation of the ternary complex and 
subsequently the 43S complex, GTP hydrolysis and joining of the 60S ribosomal 
subunit and ribosomal scanning and start codon recognition are pathway 
involved in RNA metabolism and protein synthesis. There are onother group of 
gene which are identified by its specific trascriptional factor. 
 
Cover (%) ID P-value Up|Dw P-value Up|Dw P-value Up|Dw P-value Up|Dw Name
98 148 0 3|58 0 1|62 0 58|0 0 64|0 3'-UTR-mediated translational regulation
100 75 1E-09 2|26 0 0|26 0 23|0 0 27|0 Activation of the mRNA upon binding 
98 154 0 3|59 0 1|62 0 58|0 0 64|0 Cap-dependent Translation Initiation
97 135 0 3|58 0 1|62 0 56|0 0 65|0 Eukaryotic Translation Elongation
98 154 0 3|59 0 1|62 0 58|0 0 64|0 Eukaryotic Translation Initiation
99 355 0 8|61 0 6|67 0 73|2 0 77|1 FHL1
97 132 0 3|58 0 1|62 0 56|0 0 63|0 Formation of a pool of free 40S subunits
100 68 1E-09 2|26 0 0|26 0 22|0 0 26|0 Formation of the ternary complex
99 413 1.6E-07 15|44 1E-09 14|48 0 57|5 0 59|2 GAT3
97 132 0 3|58 0 1|61 0 56|0 0 63|0 GTP hydrolysis and joining of the 60S 
96 362 2.1E-05 15|23 5.E-04 15|30 3.E-04 38|12 1E-05 36|4 HMS1
97 315 2.1E-05 9|22 1.2E-05 11|23 2.E-03 37|8 1.E-03 34|7 LEU3
96 373 1.1E-05 19|22 1.E-03 14|28 5.8E-05 41|11 2.E-04 35|5 MSN1
98 445 1.6E-05 19|43 3E-07 18|48 0 49|10 0 53|5 PDR1
97 135 0 3|58 0 1|62 0 56|0 0 65|0 Peptide chain elongation
97 537 9.E-04 23|27 1.E-03 22|40 7.E-04 52|9 4.3E-06 48|5 PUT3
98 794 0 42|59 0 28|66 0 104|11 7E-09 99|7 RAP1
98 778 7.5E-05 39|42 4E-09 34|54 4.6E-07 79|10 1.5E-07 86|9 RGM1
100 75 1E-09 2|26 0 0|26 0 23|0 0 27|0 Ribosomal scanning and start codon 
96 143 0 3|60 0 2|64 0 58|1 0 65|1 Ribosome
97 386 2.E-02 12|29 2.E-04 12|34 1.E-04 34|6 2.6E-05 40|4 RME1
97 609 2.E-04 21|32 3.E-04 26|36 2.E-03 60|11 2.E-04 53|9 ROX1
97 456 4.7E-06 17|33 1.4E-07 15|39 1.E-05 53|9 7.E-06 50|10 SMP1
97 318 8.E-03 13|17 4.E-03 13|24 5.E-03 27|9 2.E-04 23|10 SPT2
99 359 2E-09 15|50 0 13|54 0 57|4 0 61|2 YAP5
97 326 0.0023 17|23 3.E-02 11|27 5.3E-06 33|6 2.E-04 26|4 ZAP1
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4.2.4.Trascriptional factor  
FHL1: Transcriptional activator with similarity to DNA-binding domain of 
Drosophila forkhead but unable to bind DNA in vitro; required for rRNA 
processing; isolated as a suppressor of splicing factor prp4. 
GAT3: Protein containing GATA family zinc finger motifs. 
LEU3: Zinc-finger transcription factor that regulates genes involved in branched 
chain amino acid biosynthesis and ammonia assimilation; positively regulated by 
alpha-isopropylmalate, an intermediate in leucine biosynthesis. 
MET31: Zinc-finger DNA-binding protein, involved in transcriptional regulation of 
the methionine biosynthetic genes, similar to Met32p. 
MET4: Leucine-zipper transcriptional activator, responsible for the regulation of 
the sulfur amino acid pathway, requires different combinations of the auxiliary 
factors Cbf1p, Met28p, Met31p and Met32p. 
MSN1: Transcriptional activator involved in regulation of invertase and 
glucoamylase expression, invasive growth and pseudohyphal differentiation, iron 
uptake, chromium accumulation, and response to osmotic stress; localizes to 
the nucleus. 
MSN4: Transcriptional activator related to Msn2p; activated in stress conditions, 
which results in translocation from the cytoplasm to the nucleus; binds DNA at 
stress response elements of responsive genes, inducing gene expression. 
PUT3: Transcriptional activator of proline utilization genes, constitutively binds 
PUT1 and PUT2 promoter sequences and undergoes a conformational change 
to form the active state; has a Zn(2)-Cys(6) binuclear cluster domain. 
 55 
 
RAP1: DNA-binding protein involved in either activation or repression of 
transcription, depending on binding site context;  it also binds telomere 
sequences and plays a role in telomeric position effect (silencing) and telomere 
structure. 
RGM1: Putative transcriptional repressor with proline-rich zinc fingers; 
overproduction impairs cell growth. 
ROX1: Heme-dependent repressor of hypoxic genes; contains an HMG domain 
that is responsible for DNA bending activity. 
SMP1: Putative transcription factor involved in regulating the response to 
osmotic stress; member of the MADS-box family of transcription factors. 
SPT2: Protein involved in negative regulation of transcription; required for RNA 
polyadenylation; exhibits regulated interactions with both histones and SWI-SNF 
components, has similarity to mammalian HMG1 proteins. 
TEC1:Transcription factor required for full Ty1 epxression, Ty1-mediated gene 
activation, and haploid invasive and diploid pseudohyphal growth; TEA/ATTS 
DNA-binding domain family member. 
YAP6: Putative basic leucine zipper (bZIP) transcription factor; overexpression 
increases sodium and lithium tolerance; computational analysis suggests a role 
in regulation of expression of genes involved in carbohydrate metabolism. 
ZAP1: Zinc-regulated transcription factor, binds to zinc-responsive promoter 
elements to induce transcription of certain genes in the presence of zinc; 
regulates its own transcription; contains seven zinc-finger domains.
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Discussion 
 
Cellular organism require specific internal conditions for optimal growth and 
function. Myriad strategies have evolved to maintain these internal conditions in 
the face of variable and often harsh external environments. Whereas 
multicellular organism can use specialized organs and tissue to provide a 
relatively stable and homogenous internal environment, unicellular organism 
such as the yeast S. cerevisiae have evolved autonomous mechanism for 
adapting to drastic environmental changes. Yeasts regularly withstand 
fluctuations in the types and quantities of available nutrients, temperature, 
osmolarity and acidity of their environment, and the variable presence of noxious 
agents such as radiation and toxic chemicals. The genomic expression program 
required for maintenance of optimal internal milieu in one environment may be 
far from optimal in a different environment. Thus, when environmental conditions 
change abruptly, the cell must rapidly adjust its genomic expression program to 
adapt to the new conditions. 
The genomic expression programs characterized in the study of Gash et al., 
reveal that yeast cells respond to environmental changes by altering the 
expression of thousands of gens, creating a genomic expression program that is 
customized for each enviroment. These genomic programs include features that 
are specific to each stress, reflecting gene products specifically called into play 
under those conditions. In addition, a remarkable fraction of the genome 
responds in a stereotypical manner following environmental stress, as a part of a 
program referred as the “environmental stress response” (ESR). The ESR is 
initiated not only by conditions known to threaten cellular viability, but also by 
small environmental changes that do not detectably impair viability and growth. 
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Nonetheless, the response appears to be specific to transitions to environments 
less optimal for growth and survival. The functions of the characterized genes in 
the ESR provide clues to cellular features that are protected under stressful 
conditions. The requirement to conserve energy is likely an important feature of 
all stress responses, and the ESR presumably aids this effort by rapidly 
repressing hundreds of genes involved in protein synthesis and cellular 
growth.The characterized genes induced in the ESR participate in a diverse 
range of cellular processes, including energy generation and storage, defense 
against reactive oxygen species, synthesis of internal osmolytes, protein folding 
and turn-over, and DNA repair, and together these may represent physiological 
systems that must be protected under any circumstance. Indeed, the broad 
protection of these systems by the ESR probably accounts for the observed 
cross-resistance to various stresses, in which cells exposed to a low dose of one 
stress become resistant to an otherwise to low dose of a second, unrelated 
stress (Hohmann and Mager,1997). However, several lines of evidence suggest 
that the ESR is not controlled by a single system but by different regulatory 
system evoked under different environmental conditions. Numerous subclusters 
of genes within the large cluster of induced ESR genes showed subtly different 
expression patterns, suggesting differences in the regulation of those genes. For 
example, genes in the TRX2 cluster were induced in the ESR but were super-
induced relative to other ESR genes in response to agents that alter the cellular 
redox potential. Similarly, a group of protein folding chaperones induced in the 
ESR were super-induced in response to heat shock, relative to other stresses. 
These suggest that subsets of genes within the ESR are governed by condition-
specific regulatory mechanisms. 
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Our analysis of pathway with Eugene has shown that after ten minutes of 
exposure to microwaves some phatways resulted down regulated between 
them: his purine-pyrimidine biosynthesis, metabolism of nucleotides, one carbon 
pool by folate, purine biosynthesis and purine metabolism. None of pathways 
seem to be induced by microwaves, but we observed an overall reduction of the 
biosynthesis of nucleotides, which presumibily means  a lowering of cell division. 
After 60 minutes of exposition a greater numbers of pathway resulted down-
regulated: 3’-UTR-mediated translational regulation, activation of the mRNA 
upon binding of the cap-binding complex and eIFs, and subsequent binding to 
43S, Cap-dependent traslation initiation, Eukaryotic traslation initiation and 
elongation, formation of a pool of free 40S subunits, formation of the ternary 
complex and subsequently the 43S complex, GTP hydrolysis and joining of the 
60S ribosomal subunit, peptide chain elongation and ribosomal scanning and 
start codon recognition. Also Gash et al. observed a repression of some these 
pathways in the ESR, such as traslation initation and elongation, nucleotide 
biosynthesis, in the first cluster of genes. In the second cluster of ESR, that is 
distinguished from the first by a slight delay, Gash observed genes encoding 
ribosomal proteins and also in our study we find some down regulation of 
pathway involved in ribosomal  metabolism, but we don’t distinguished two 
clusters. The repression of ribosomal protein genes has previously been 
observed during multiple stress responses (Warner,1999) and is known to be 
regulated by the trascription factor Rap1p (Moehle and Hinnebusch, 1991; Li et 
al., 1999).  Also our results with Eugene show a repression of the pathway 
whose trascription factor is Rap 1p. In summary, also our results show that the 
repression of the ribosomal genes, along with the a set of genes involved in 
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RNA metabolism, protein synthesis, and aspects of cell growth, is  a general 
feature of the ESR. 
The statistical analysis has shown that after 10 minutes a set of genes appeared 
down-regulated between them: ADE17, ADE13, ADE1, MTD1,SHM2, GCV1 and 
GCV3, which belong to the pathway one-carbon pool by folate. One-carbon 
metabolism is a key pathway involved in providing single carbon units for the 
biosynthesis of purines, thymidylates, serine, methionine, and N-formylmethionyl 
tRNA (Gelling et al.2004).     
Only three genes was induced after 10 minutes, between them GPX2. This is a 
glutathione peroxidase homologs together with GPX1 and GPX3. Expression 
level of the GPX3 gene was constitutively higher compared with those of other 
two GPX genes, and it was not induced by any stress. Expression of the GPX1 
gene was induced if the cells were exposed to glucose-starved conditions; while 
expression of the GPX2 gene was mostly induced by oxidative stress, but other 
environmental stresses such as heat shock and osmotic stress did not 
significantly affect the expression of the GPX2 gene as much as the oxidative 
stress did (Inoue Y. et al., 1999). 
We do not show any induction of genetic endpoints such as gene conversion, 
reverse mutation and mitotic ricombinat for none of expusure time, we assaied.  
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Conclusion 
 
 
In summary, it has been shown that for 2.45 GHz, 5mW/cm2 at  10, 30 and 60 
minutes exposure there is none DNA damage induction in S. cerevisiae but 
some alteration of the metabolism of the yeast, notably after a 60 minutes 
exposure and this alteration are in agreement with a general stress response. 
This response is initiated by small environmental changes that do not detectably 
impair viability and growth. This down-regulation seems to be a very general 
response to stress which has not yet been considered in detail, but which 
probably is useful  to slow cell growth and division, and to redirect energy 
resources to overcome the stress created by exposure (Becerra et al., 2003).  
Luceri et al. (2005) have exposed S. cerevisiae to extremely low-frequency 
electromagnetic fields (50 Hz) and it has not been observed any variation in 
gene expression profiles, while in the present study,  the use of higher frequency 
has shown some alteration in the gene expression but no DNA damage. 
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