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A linear mapping δ from an algebra A into an A-bimodule M is called derivable at c ∈ A
if δ(a)b + aδ(b) = δ(c) for all a,b ∈ A with ab = c. For a norm-closed unital subalgebra A
of operators on a Banach space X , we show that if C ∈ A has a right inverse in B(X)
and the linear span of the range of rank-one operators in A is dense in X then the only
derivable mappings at C from A into B(X) are derivations; in particular the result holds
for all completely distributive subspace lattice algebras, J -subspace lattice algebras, and
norm-closed unital standard algebras of B(X). As an application, every Jordan derivation
from such an algebra into B(X) is a derivation. For a large class of reﬂexive algebras A on
a Banach space X , we show that inner derivations from A into B(X) can be characterized
by boundedness and derivability at any ﬁxed C ∈ A, provided C has a right inverse in B(X).
We also show that if A is a canonical subalgebra of an AF C∗-algebra B and M is a unital
Banach A-bimodule, then every bounded local derivation from A into M is a derivation;
moreover, every bounded linear mapping from A into B that is derivable at the unit I is
a derivation.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A linear mapping δ from an algebra A into an A-bimodule M is called derivable at c ∈ A if δ(a)b + aδ(b) = δ(c) for
all a,b ∈ A with ab = c. Recently, many authors have been interested in characterizing mappings from A to M that are
derivable at certain ﬁxed point. Clearly, a derivation from A into M is derivable at every c ∈ A. It has been shown that
for certain A and M, if δ is derivable at 0 then it is a generalized derivation, and if δ is derivable at the unit 1 then it
is a derivation; see [2,3,7,8,10,13,16,21–23], for instance, and references cited there. In this paper, we prove the following
theorems, and give some consequences of the theorems and other related results.
Theorem A. Let A be a norm-closed unital subalgebra of B(X) such that∨{x: ∀0 = x⊗ f ∗ ∈ A} = X. If δ is a linear mapping from
A into B(X) such that δ is derivable at some C ∈ A and C has a right inverse in B(X), then δ is a derivation.
Theorem B. Let L be a subspace lattice on a Banach space X such that J (L) is sequentially dense in X. If δ is a bounded linear
mapping from algL into B(X) such that δ is derivable at some C ∈ algL and C has a right inverse in B(X), then δ is an inner
derivation;moreover, there exists an A ∈ B(X) with ‖A‖ 2‖δ‖ such that δ(T ) = AT − T A, for all T ∈ algL.
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case letters to denote elements in algebras of operators on Banach spaces and their corresponding modules. Let A be an
algebra and let M be an A-bimodule. A linear mapping δ from A into M is called a derivation if δ(ab) = δ(a)b + aδ(b),
for all a,b ∈ A. A linear mapping δ from a unital algebra A into M is called a generalized derivation if δ(ab) = δ(a)b +
aδ(b) − aδ(1)b, for all a,b ∈ A, here 1 is the unit of A. A linear mapping δ from A into M is called a Jordan derivation
if δ(a2) = δ(a)a + aδ(a), for all a ∈ A. An element a ∈ A is called algebraic if there exists a non-zero polynomial p(t) such
that p(a) = 0. Motivated by Corollary 2.2(v), we call a linear mapping δ from A into M an algebraic Jordan derivation if
δ(a2) = δ(a)a + aδ(a), for all algebraic element a ∈ A. A derivation δ from A into M is called inner if there exists an
element m ∈ M such that δ(a) =ma − am, for all a ∈ A.
Let X be a complex Banach space and B(X) be the set of all bounded operators on X . We use X∗ to denote the set of
all bounded linear functionals on X . For any e ∈ X and f ∗ ∈ X∗ the operator x → f ∗(x)e, ∀x ∈ X is denoted by e ⊗ f ∗ . By a
subspace lattice on X , we mean a collection L of closed subspaces of X with 0 and X in L such that for every family {Mr}
of elements of L, both meet ∩Mr and join ∨Mr belong to L. For a subspace lattice L of X , we use algL to denote the
algebra of all operators on X that leave members of L invariant; and dually, for a subalgebra A of B(X), we use latA to
denote the lattice of all closed subspaces of X that are invariant subspaces for all members of A. A totally ordered subspace
lattice is called a nest. If L is a nest, then algL is called a nest algebra. When X is a Hilbert space, we change it to H . For
Hilbert spaces, we disregard the distinction between a closed subspace and the orthogonal projection onto it. A subspace
lattice L on a Hilbert space is called a commutative subspace lattice (CSL) if it consists of mutually commuting projections.
If L is a CSL, we say that algL is a CSL algebra. A subspace lattice L of a Banach space X is called reﬂexive if lat(algL) = L.
Examples of reﬂexive lattices include nests of closed subspaces on Banach spaces and commutative subspace lattices on
Hilbert spaces [1,6].
If L is a subspace lattice on X and E ∈ L, we deﬁne E− =∨{M ∈ L: E  M} and J (L) = {E ∈ L: E = {0} and E− = X}.
We say J (L) is sequentially dense in X if there exists a sequence En ∈ J (L) such that En ⊆ En+1 and ∨∞n=1 En = X . Clearly
if L is a nest in X then J (L) is sequentially dense in X . The term sequentially dense is introduced in [11]. When X is a
Hilbert space, it is equivalent to having a sequence of projections (or equivalently, an increasing sequence of projections) in
J (L) converging to the identity in the strong operator topology.
This paper is organized as follows: In Section 2, we explore some relations between derivable mappings and algebraic
Jordan derivations. We also give some properties of algebraic Jordan derivations which we will use to prove our main results.
In Sections 3, we prove the main results along with some immediate corollaries. In Section 4, we show that if A a canonical
subalgebra of a unital AF C∗-algebra B and δ is a bounded linear mapping from A into B such that δ is derivable at I then
δ is a derivation. We also show that every bounded local derivation from a canonical subalgebra A of a unital AF C∗-algebra
B into a unital Banach A-bimodule is a derivation.
2. Derivable mappings and algebraic Jordan derivations
A linear mapping φ from an algebra A into an algebra B is called product-preserving at c ∈ A if φ(ab) = φ(a)φ(b) for all
a,b ∈ A with ab = c.
Proposition 2.1. Let A and B be unital algebras over an algebraically closed ﬁeld F, and φ be a linear mapping from A into B such
that φ(1) = 1. If φ is product-preserving at c ∈ A then for any algebraic element a ∈ A,
(i) φ(ai+1c) = φ(a)φ(aic), i = 0,1,2, . . . ;
(ii) φ(ai+1c) = φ(ai)φ(ac), i = 0,1,2, . . . ;
(iii) φ(cai+1) = φ(ca)φ(ai), i = 0,1,2, . . . ;
(iv) φ(cai+1) = φ(cai)φ(a), i = 0,1,2, . . . ;
(v) [φ(a2) − φ(a)φ(a)]φ(c) = φ(c)[φ(a2) − φ(a)φ(a)] = 0.
Proof. (i) Suppose that p(t) is a polynomial of degree n with leading coeﬃcient 1 such that p(a) = 0. (Note we can
make n as large as we like by replacing p(t) with tmp(t).) Choose a non-zero μ ∈ F so that p(t) + μ has n distinct roots
k1,k2, . . . ,kn ∈ F. Write p(t) + μ = (t − k1)(t − k2) · · · (t − kn), then
p(a) + μ1 = (a − k11)(a − k21) · · · (a − kn1) = μ1.
Let p j(t) =∏i = j(t − ki). Since (a − k j1)p j(a)c = μ1c = μc and μ = 0, it follows that
φ(a − k j1)φ
(
p j(a)c
)= φ((a − k j1)p j(a)c
)
.
Simplifying the above equation yields
φ(a)φ
(
p j(a)c
)− φ(ap j(a)c
)= 0. (2.1)
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{p1(t), p2(t), . . . , pn(t)} is linearly independent. Therefore, they form a basis of Pn−1(t). Consider the linear mapping D
from Pn−1(t) into B deﬁned as follows: For any q(t) ∈ Pn−1(t),
D
(
q(t)
)= φ(a)φ(q(a)c)− φ(aq(a)c).
By (2.1), D(p j(t)) = 0, for j = 1,2, . . . ,n. Thus D(q(t)) = 0, for all q(t) ∈ Pn−1(t); in particular D(ti) = 0, for i = 0,1, . . . ,
n − 1.
(ii) Using p j(a)(a − k j1)c = μc, we can obtain
φ
(
p j(a)
)
φ
(
(a − k j1)c
)= φ(p j(a)(a − k j1)c
)
. (2.2)
Note that for any non-zero polynomial f (t) such that f (a) = 0 and any polynomial g(t), if f (t) = (t − r1)(t − r2) · · · (t − rn)
then h(t), deﬁned by h(t) =∏ni=1(g(t) − g(ri)), satisﬁes h(a) = 0. Thus if a is algebraic then so is g(a) for any polynomial
g(t); in particular p j(a) is algebraic for each j = 1,2, . . . ,n. By part (i), we have
φ
(
p j(a)
)
φ(c) = φ(p j(a)c
)
. (2.3)
Combining (2.2) and (2.3), we get
φ
(
p j(a)
)
φ(ac) = φ(p j(a)ac
)
.
The rest of the argument is similar to that of part (i).
(iii) Use c(a − k j1)p j(a) = μc.
(iv) Use cp j(a)(a − k j1) = μc.
(v) By (i), φ(ac) = φ(a)φ(c) and
φ
(
a2c
)= φ(a)φ(ac) = φ(a)φ(a)φ(c). (2.4)
If a is algebraic then so is a2. It follows from part (i) that
φ
(
a2c
)= φ(a2)φ(c). (2.5)
Combining (2.4) and (2.5):
[
φ
(
a2
)− φ(a)φ(a)]φ(c) = 0.
Similarly, applying part (iv) one can obtain
φ(c)
[
φ
(
a2
)− φ(a)φ(a)]= 0. 
Let A be a unital algebra and M be a unital A-bimodule. Deﬁne an algebra B by B = {(a,m): a ∈ A, m ∈ M} with
operations
(a1,m1) + (a2,m2) = (a1 + a2,m1 +m2)
and
(a1,m1) ◦ (a2,m2) = (a1a2,a1m2 +m1a2).
It follows that B is a unital algebra with unit (1,0).
Let δ be a linear mapping from A into a unital A-bimodule M. Deﬁne a linear mapping φ from A into B by φ(a) =
(a, δ(a)), ∀a ∈ A. A routine computation shows that for any a,b ∈ A, δ(ab) = aδ(b)+ δ(a)b if and only if φ(ab) = φ(a)◦φ(b).
For any c ∈ A, we say c separates M from the right if mc = 0 implies m = 0 for all m ∈ M and c separates M from the left
if cm = 0 implies m = 0 for all m ∈ M.
Corollary 2.2. Let A be a unital algebra over an algebraically closed ﬁeld F and δ be a linear mapping from A into a unital A-
bimodule M. If δ is derivable at some c ∈ A and c separates M from the right (or left) then for any algebraic element a ∈ A,
(i) δ(ai+1c) = aδ(aic) + δ(a)aic, i = 0,1,2, . . . ;
(ii) δ(ai+1c) = aiδ(ac) + δ(ai)ac, i = 0,1,2, . . . ;
(iii) δ(cai+1) = caδ(ai) + δ(ca)ai , i = 0,1,2, . . . ;
(iv) δ(cai+1) = caiδ(a) + δ(cai)a, i = 0,1,2, . . . ;
(v) δ(a2) = aδ(a) + δ(a)a, i.e. δ is an algebraic Jordan derivation.
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at c. Let 1 be the unit of A. Since 1c = c1= c and δ is derivable at c, we have δ(1)c+1δ(c) = δ(c) = δ(c)1+ cδ(1). It follows
that δ(1) = 0; thus φ(1) = (1,0). Now (i)–(iv) follow directly from Proposition 2.1(i)–(iv).
Proof of (v): By Proposition 2.1(v), [φ(a2) − φ(a)φ(a)]φ(c) = φ(c)[φ(a2) − φ(a)φ(a)] = 0. It follows
[
δ
(
a2
)− aδ(a) − δ(a)a]c = c[δ(a2)− aδ(a) − δ(a)a]= 0.
The conclusion now follows if c separates M from the right (or left). 
Corollary 2.3. Let A be a unital algebra over an algebraically closed ﬁeld F and δ be a linear mapping from A into a unital A-
bimodule M. Suppose that A over F is ﬁnite-dimensional and δ is derivable at some c ∈ A, where c separates M from the right
(or left), then δ is a Jordan derivation.
Proof. Since A over F is ﬁnite-dimensional, every element in A is algebraic. The conclusion follows now from Corol-
lary 2.2(v). 
The following example shows the existence of algebraic Jordan derivations that are not Jordan derivations.
Example 2.4. Let C[x] be the algebra of all polynomials in x over complex numbers. One can check that the second derivative
d : p(x) → p′′(x) deﬁnes an algebraic Jordan derivation on C[x] that is not a Jordan derivation; note that the only algebraic
elements of C[x] are scalars. One can also use direct sums to obtain examples with non-trivial algebraic elements. More
speciﬁcally, let A be any algebra, M be any A-bimodule, and δ be any Jordan derivation from A into M. It follows that
d ⊕ δ is an algebraic Jordan derivation from C[x] ⊕A into C[x] ⊕M but not a Jordan derivation.
Similar to Jordan derivations, if δ is an algebraic Jordan derivation from a subalgebra A of B(X) to an A-bimodule then
for any ﬁnite-rank operators A, B ∈ A,
δ(AB + B A) = δ(A)B + Aδ(B) + δ(B)A + Bδ(A) (2.6)
and
δ(ABA) = δ(A)B A + Aδ(B)A + ABδ(A). (2.7)
Let A be a subalgebra of B(X) and R1(A) be the set of all rank-one operators in A. We call a rank-one operator x⊗ f ∗
factorizable in R1(A) if there exist rank-one operators x⊗ g∗, y ⊗ f ∗ ∈ A such that x⊗ f ∗ = (x⊗ g∗)(y ⊗ f ∗).
Proposition 2.5. Let A be a subalgebra (not necessarily unital or closed in any topology) of B(X) and δ be an algebraic Jordan
derivation from A into B(X). If x⊗ f ∗ is factorizable in R1(A) then δ(x⊗ f ∗)[ker( f ∗)] ⊆ span{x}.
Proof. Let k = f ∗(x). Then
kδ
(
x⊗ f ∗)= δ((x⊗ f ∗)2)= (x⊗ f ∗)δ(x⊗ f ∗)+ δ(x⊗ f ∗)(x⊗ f ∗).
If f ∗(x) = 0, applying the above equation to any u ∈ ker( f ∗) gives δ(x⊗ f ∗)u ∈ span{x}.
Now assume f ∗(x) = 0 and x⊗ f ∗ = (x⊗ g∗)(y ⊗ f ∗) with x⊗ g∗, y ⊗ f ∗ ∈ A. It follows g∗(y) = 1. By Eq. (2.7),
0= δ((y ⊗ f ∗)(x⊗ g∗)(y ⊗ f ∗))= [δ(y ⊗ f ∗)(x⊗ g∗)+ (y ⊗ f ∗)δ(x⊗ g∗)](y ⊗ f ∗) (2.8)
and
0= δ((x⊗ g∗)(y ⊗ f ∗)(x⊗ g∗))= (x⊗ g∗)[δ(y ⊗ f ∗)(x⊗ g∗)+ (y ⊗ f ∗)δ(x⊗ g∗)]. (2.9)
Eq. (2.8) implies [δ(y ⊗ f ∗)(x ⊗ g∗) + (y ⊗ f ∗)δ(x ⊗ g∗)]y = 0; moreover, for any v ∈ ker(g∗), [δ(y ⊗ f ∗)(x ⊗ g∗) +
(y ⊗ f ∗)δ(x⊗ g∗)]v ∈ span{y}. Thus δ(y ⊗ f ∗)(x⊗ g∗) + (y ⊗ f ∗)δ(x⊗ g∗) has rank at most one and its range is contained
in span{y}. Combining this with Eq. (2.9) and g∗(y) = 1, we have δ(y ⊗ f ∗)(x⊗ g∗) + (y ⊗ f ∗)δ(x⊗ g∗) = 0.
By Eq. (2.6),
δ
(
x⊗ f ∗)= δ((x⊗ g∗)(y ⊗ f ∗)+ (y ⊗ f ∗)(x⊗ g∗))
= δ(x⊗ g∗)(y ⊗ f ∗)+ (x⊗ g∗)δ(y ⊗ f ∗)+ δ(y ⊗ f ∗)(x⊗ g∗)+ (y ⊗ f ∗)δ(x⊗ g∗)
= δ(x⊗ g∗)(y ⊗ f ∗)+ (x⊗ g∗)δ(y ⊗ f ∗).
Applying this equation to any u ∈ ker( f ∗) gives δ(x⊗ f ∗)u ∈ span{x}. 
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a rank-one operator x⊗ f ∗ ∈ algL if and only if there exists an L ∈ L such that x ∈ L and f ∗ ∈ (L−)⊥; note that this implies
L ∈ J (L).
The following corollary is a variation of [18, Lemma 2.3] for algebraic Jordan derivations.
Corollary 2.6. Let L be a subspace lattice on a Banach space X and δ be an algebraic Jordan derivation from algL into B(X). Suppose
E and L are in J (L) and L  E− . Then for any x ∈ E and f ∗ ∈ (L−)⊥, δ(x⊗ f ∗)[ker( f ∗)] ⊆ span{x}.
Proof. Since L  E− , we can choose y ∈ L and g∗ ∈ (E−)⊥ such that g∗(y) = 1. Thus x ⊗ g∗, y ⊗ f ∗ ∈ algL and x ⊗ f ∗ =
(x⊗ g∗)(y ⊗ f ∗). The conclusion follows from Proposition 2.5. 
Proposition 2.7. If A is a subalgebra of B(X) such that ∨{x: ∀0 = x ⊗ f ∗ ∈ A} = X then for any x ⊗ g∗ ∈ A, there exists a
0 = f ∗ ∈ X∗ such that x⊗ f ∗ is factorizable in R1(A).
Proof. Let 0 = x⊗ g∗ ∈ A. Since ∨{x: ∀0 = x⊗ f ∗ ∈ A} = X , there exists a 0 = y⊗ f ∗ ∈ A such that y /∈ ker(g∗). Multiplying
by a scalar if necessary, we can assume g∗(y) = 1. It follows that x⊗ f ∗ = (x⊗ g∗)(y ⊗ f ∗). 
3. The main results
Theorem 3.1. Let A be a norm-closed unital subalgebra of B(X) such that ∨{x: ∀0 = x ⊗ f ∗ ∈ A} = X. If δ is a linear mapping
from A into B(X) such that δ is derivable at some C ∈ A and C has a right inverse in B(X), then δ is a derivation.
Before proving Theorem 3.1, we give some corollaries.
Corollary 3.2. If δ is a linear mapping from a norm-closed unital standard subalgebra A of B(X) into B(X) such that δ is derivable at
some C ∈ A and C has a right inverse in B(X), then δ is a derivation.
Corollary 3.3. LetL be a subspace lattice on a Banach space X such that∨{E: E ∈ J (L)} = X. If δ is a linear mapping from algL into
B(X) such that δ is derivable at some C ∈ algL and C has a right inverse in B(X), then δ is a derivation. In particular, the conclusion
holds if L has the property X− = X.
Proof. Let A = algL. For any E ∈ J (L) and x ∈ E , take a 0 = f ∗ ∈ (E−)⊥ , then x ⊗ f ∗ ∈ A. Thus ∨{x: ∀0 = x ⊗
f ∗ ∈ A} = X . 
Remarks. A subspace lattice L is called completely distributive if arbitrary joins distribute over arbitrary meets. A very useful
characterization of completely distributive subspace latices, given in [14], is that L is completely distributive if and only
if L = ∧{M−: M ∈ L and M  L}, ∀L ∈ L. It follows that completely distributive subspace latices satisfy the condition∨{E: E ∈ J (L)} = X . Thus Corollary 3.3 applies to completely distributive subspace lattice algebras; in particular, nest
algebras on Banach spaces or ﬁnite CSL algebras on Hilbert spaces. Note also that the condition
∨{E: E ∈ J (L)} = X is part
of the deﬁnition of J -subspace lattices, see [15], thus Corollary 3.3 generalizes [8, Theorem 3.1].
Corollary 3.4. Let L be a subspace lattice on a Banach space X such that∧{L−: L ∈ J (L)} = {0}. If δ is a linear mapping from algL
into B(X) such that δ is derivable at some C ∈ algL and C has a left inverse in B(X), then δ is a derivation. In particular, the conclusion
holds if L has the property {0}+ = {0}, where {0}+ = ∩{E: {0} = E ∈ L}.
Proof. Let A = algL. Deﬁne a linear mapping δ∗ : A∗ → B(X∗) by δ∗(T ∗) = δ(T )∗ , ∀T ∗ ∈ A∗ . It follows that δ∗ is derivable
at C∗ and C∗ has a right inverse in B(X∗). Let x → xˆ be the canonical map from X to X∗∗ , then (x ⊗ f ∗)∗ = f ∗ ⊗ xˆ.
The hypothesis
∧{L−: L ∈ J (L)} = {0} implies ∨{(L−)⊥: L ∈ J (L)} = X∗ . For any L ∈ J (L), x ∈ L, and f ∗ ∈ (L−)⊥ , then
f ∗ ⊗ xˆ ∈ A∗ . Thus ∨{ f ∗: ∀0 = f ∗ ⊗ xˆ ∈ A∗} = X∗ . Now we can apply Theorem 3.1. 
We now proceed to prove Theorem 3.1.
For subspaces E ⊆ X and F ∗ ⊆ X∗ , deﬁne E ⊗ F ∗ = {x⊗ f ∗: x ∈ E, f ∗ ∈ F ∗}. The proof of the following lemma is similar
to that of [24, Theorem 3].
Lemma 3.5. Suppose A is a norm-closed subalgebra of B(X) and E ⊗ F ∗ ⊆ A. If δ is a linear mapping from A into B(X) such that
δ(x⊗ f ∗)ker( f ∗) ⊆ span{x} for all x⊗ f ∗ ∈ E ⊗ F ∗ then:
(i) for each f ∗ ∈ F ∗ , there exists a continuous linear functional λ f ∗ on ker( f ∗) such that
δ
(
x⊗ f ∗)u = λ f ∗(u)x, ∀u ∈ ker
(
f ∗
)
. (3.1)
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δ
(
x⊗ f ∗)= x⊗ g f ∗ + (BE, f ∗x) ⊗ f ∗, ∀x ∈ E. (3.2)
(iii) Fix an f ∗0 ∈ F ∗ , let BE = BE, f ∗0 , then for any f ∗ ∈ F ∗ , there exists a b f ∗ ∈ X∗ such that
δ
(
x⊗ f ∗)= x⊗ b f ∗ + (BEx) ⊗ f ∗, ∀x ∈ E. (3.3)
For vector spaces U and V , we use L(U , V ) to denote the set of all linear transformations from U to V and if U and V
are Banach spaces we use B(U , V ) to denote the set of all bounded linear operators from U to V . A subspace S ⊆ L(U , V )
is called algebraically reﬂexive if for all T ∈ L(U , V ), the condition T x ∈ {Sx: S ∈ S}, ∀x ∈ U implies T ∈ S . It is not hard to
check that any one-dimensional subspace of L(U , V ) is algebraically reﬂexive; this is a special case of a more general result
of [12].
Lemma 3.6. Let A be a norm-closed unital subalgebra of B(X) and E ⊆ X be an (not necessarily closed) invariant subspace of A.
Suppose there exists a 0 = f ∗ ∈ X∗ such that x⊗ f ∗ is factorizable in R1(A) for all x ∈ E. If δ is a linear mapping from A into B(X)
such that δ is derivable at some C ∈ A and C has a right inverse in B(X), then there exists a BE ∈ L(E, X) such that:
(i) δ(S)|E = BE S|E − SBE − βλI−S (λI − S)|E , ∀S ∈ A, λ > ‖S‖.
(ii) If there exists an S ∈ A such that S|E and I|E are linearly independent then
δ(T )|E = BE T |E − T BE , ∀T ∈ A.
Proof. Since δ is derivable at C and C has a right inverse in B(X), δ is an algebraic Jordan derivation by Corollary 2.2(v).
Let F ∗ = {A∗ f ∗: A ∈ A}. For any x ∈ E , since x⊗ f ∗ is factorizable in R1(A), there exist a g∗ ∈ X∗ and y ∈ X such that
x⊗ g∗, y ⊗ f ∗ ∈ A and x⊗ f ∗ = (x⊗ g∗)(y ⊗ f ∗). Thus x⊗ A∗ f ∗ = (x⊗ g∗)(y ⊗ A∗ f ∗) is factorizable in R1(A), i.e. every
element of E ⊗ F ∗ is factorizable in R1(A). By Proposition 2.5, δ(x⊗ h∗)ker(h∗) ⊆ span{x} for all x⊗ h∗ ∈ E ⊗ F ∗ .
For any x ∈ E and T , T−1 ∈ A, if ‖ f ∗‖‖T−1x‖ < 1, set α = f ∗(T−1x), then |α| < 1. A simple computation shows
(
T − x⊗ f ∗)[T−1C + (1− α)−1T−1x⊗ f ∗T−1C]= C .
Since δ is derivable at C , it follows
δ(C) = δ(T − x⊗ f ∗)[T−1C + (1− α)−1T−1x⊗ f ∗T−1C]
+ (T − x⊗ f ∗)δ[T−1C + (1− α)−1T−1x⊗ f ∗T−1C]
= (δ(T ) − δ(x⊗ f ∗))[T−1C + (1− α)−1T−1x⊗ f ∗T−1C]
+ (T − x⊗ f ∗)[δ(T−1C)+ (1− α)−1δ(T−1x⊗ f ∗T−1C)].
Applying δ(T )T−1C + T δ(T−1C) = δ(C), we obtain
0= (1− α)−1δ(T )T−1x⊗ f ∗T−1C − δ(x⊗ f ∗)[T−1C + (1− α)−1T−1x⊗ f ∗T−1C]
+ (1− α)−1T δ[T−1x⊗ f ∗T−1C]− x⊗ f ∗[δ(T−1C)+ (1− α)−1δ(T−1x⊗ f ∗T−1C)]. (3.4)
Since E is an invariant subspace of A, T−1x⊗ f ∗T−1C = T−1x⊗ (T−1C)∗ f ∗ ∈ E ⊗ F ∗ . Plugging Eq. (3.3) from Lemma 3.5
into Eq. (3.4), we have
0= (1− α)−1δ(T )T−1x⊗ f ∗T−1C − (BEx⊗ f ∗ + x⊗ b f ∗
)[
T−1C + (1− α)−1T−1x⊗ f ∗T−1C]
+ (1− α)−1T [BE T−1x⊗ f ∗T−1C + T−1x⊗ b(T−1C)∗ f ∗
]− x⊗ f ∗[δ(T−1C)+ (1− α)−1δ(T−1x⊗ f ∗T−1C)].
Since C has a right inverse in B(X), (T−1C)∗ f ∗ = 0. It follows that
[
(1− α)−1δ(T )T−1 − BE − α(1− α)−1BE + (1− α)−1T BE T−1
]
x ∈ span{x},
or
[
δ(T )T−1 − (1− α)BE − αBE + T BE T−1
]
x ∈ span{x}.
Thus
[
δ(T )T−1 − BE + T BE T−1
]
x ∈ span{x}.
J. Li, Z. Pan / J. Math. Anal. Appl. 374 (2011) 311–322 317Since we can replace any x ∈ E with a scalar multiple of x to satisfy ‖ f ∗‖‖T−1x‖ < 1, we have
[
δ(T )T−1 − BE + T BE T−1
]
x ∈ span{x}, ∀T , T−1 ∈ A, x ∈ E. (3.5)
Since the one-dimensional subspace CI|E is reﬂexive in L(E, X), by (3.5) there exists a βT ∈ C, such that δ(T )T−1|E −
BE + T BE T−1|E = βT I|E . It follows
δ(T )|E = BE T |E − T BE + βT T |E . (3.6)
For any S ∈ A, take a λ > ‖S‖ then (λI − S)−1 ∈ A. Thus, by (3.6)
δ(λI − S)|E = BE(λI − S)|E − (λI − S)BE + βλI−S(λI − S)|E .
It follows
δ(S)|E = BE S|E − SBE − βλI−S(λI − S)|E , (3.7)
which completes the proof of part (i).
To prove part (ii), taking a μ different from λ in (3.7), we have
δ(S)|E = BE S|E − SBE − βμI−S(μI − S)|E . (3.8)
Since S|E and I|E are linearly independent, by Eqs. (3.7) and (3.8) we have βλI−S = βμI−S = 0, so
δ(S)|E = BE S|E − SBE . (3.9)
For any T ∈ A, if T |E and I|E are linearly independent then T satisﬁes (3.9) the same as S .
If T |E and I|E are linearly dependent, then (S + T )|E and I|E are linearly independent. By Eq. (3.9),
δ(S + T )|E = BE(S + T )|E − (S + T )BE . (3.10)
Thus, by (3.9) and (3.10) we get δ(T )|E = BE T |E − T BE . 
For a subalgebra A of B(X) and x ∈ X , let Ax = {Ax: A ∈ A}; and for any subspace U ⊆ X , let [U ] be the norm closure
of U .
Proof of Theorem 3.1. Let L = latA. Fix any 0 = x0 ⊗ f ∗0 ∈ A ⊆ algL. Since x0 ⊗ f ∗0 ∈ algL, it follows that [Ax0] ∈ J (L),
i.e. [Ax0]− = X . We will show that there exists a (not necessarily closed) subspace E ⊆ X with x0 ∈ [E] and a BE ∈ L(E, X)
such that
δ(T )|E = BE T |E − T BE , ∀T ∈ A. (3.11)
Consider the following two cases.
Case I. There exists an x1 ⊗ g∗ ∈ A with dim(Ax1) 2 and x0 ∈ [Ax1].
In this case, let E = Ax1. By Proposition 2.7, there exists a 0 = h∗ ∈ X∗ such that x1 ⊗ h∗ is factorizable in R1(A). It
follows that x ⊗ h∗ is factorizable in R1(A) for all x ∈ E . Since dim E  2, there exists an S ∈ A such that Sx1 and x1
are linearly independent; so S|E and I|E are linearly independent. By Lemma 3.6(ii), there exists a BE ∈ L(E, X) such that
Eq. (3.11) holds.
Case II. For all x⊗ g∗ ∈ A with dim(Ax) 2, x0 /∈ [Ax].
In this case, [Ax0] = Ax0 = span{x0}. Let E = [Ax0]. Then dim E = 1 and E− = X . Since ∨{x: ∀0 = x ⊗ f ∗ ∈ A} = X , it
follows that E ∨ E− = X and E ∩ E− = {0}. In fact, E− = ker( f ∗0 ); indeed, for any K ∈ L such that E  K and any x ∈ K ,
since A ⊆ algL, Ax ⊆ K . Thus x0 /∈ Ax. Since f ∗0 (x)x0 = (x0 ⊗ f ∗0 )x ∈ Ax, it follows f ∗0 (x) = 0 and E− ⊆ ker( f ∗0 ). Since E−
has co-dimension one in X , E− = ker( f ∗0 ).
Multiplying f ∗0 by a scalar if necessary, we can assume f ∗0 (x0) = 1. Let P = x0 ⊗ f ∗0 and Q = I − P . It follows P X = E
and Q X = ker( f ∗0 ) = E− . For any T ∈ A, write T = T P + T Q , where T P = P T and T Q = Q T . Note that T P , T Q ∈ A and
E, E− ∈ L, a routine computation shows T P = P T = t P , for some t ∈ C and T P Q = 0 = T Q P . Similarly, for any S ∈ A, we
can write S = S P + SQ = sP + SQ , for some s ∈ C. It follows that S P T Q = SQ T P = 0 and ST = S P T P + SQ T Q = st P + SQ T Q .
Next, we show Eq. (3.11) holds for all S ∈ A. Since the identity operator always satisﬁes Eq. (3.11), adding a multiple of
the identity operator to S and then multiplying the sum by a scalar if necessary we can assume S = P + SQ and S−1 ∈ A.
Since C ∈ A has a right inverse in B(X), replacing C with a scalar multiple of C if necessary, we assume C = CP + CQ =
P + CQ .
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SQ and T () = 1+1 P + T Q . Then S()T () = C . Since δ is derivable at C , we have δ(S())T () + S()δ(T ()) = δ(C); so
[
δ(P )P + Pδ(P )]+ ( + 1)[δ(P )T Q + Pδ(T Q )
]+ 1
 + 1
[
δ(SQ )P + SQ δ(P )
]+ [δ(SQ )T Q + SQ δ(T Q )
]
= δ(P ) + δ(CQ ). (3.12)
Since P is a rank-one idempotent, we have
δ(P )P + Pδ(P ) = δ(P ). (3.13)
Applying (3.13) to (3.12) gives
( + 1)[δ(P )T Q + Pδ(T Q )
]+ 1
 + 1
[
δ(SQ )P + SQ δ(P )
]+ [δ(SQ )T Q + SQ δ(T Q )
]= δ(CQ ). (3.14)
Since  is arbitrary, it follows from (3.14) that δ(SQ )T Q + SQ δ(T Q ) = δ(CQ ) and
δ(P )T Q + Pδ(T Q ) = 0= δ(SQ )P + SQ δ(P ). (3.15)
By (3.15) we have
Pδ(SQ )P = P
[
δ(SQ )P + SQ δ(P )
]= 0. (3.16)
By (3.13) we have
Pδ(P )P = 0. (3.17)
It follows from Eq. (3.7) with E = span{x0} and S = P + SQ that
Pδ(P + SQ )P |E = P BE S|E − P SBE − PβλI−S(λI − S)|E . (3.18)
Applying (3.16) and (3.17) to (3.18) we obtain
0= βλI−S(λI − S)|E .
Now (3.7) gives
δ(S)|E = BE S|E − SBE .
This completes the proof of Case II.
Now that (3.11) holds for all S ∈ A, from this one can easily verify that
δ(ST )|E =
(
δ(S)T
)∣∣
E +
(
Sδ(T )
)∣∣
E .
Since x0 ∈ [E], we have δ(ST )x0 = δ(S)T x0 + Sδ(T )x0.
Since x0 ⊗ f ∗0 ∈ A is arbitrary and
∨{x: ∀0 = x⊗ f ∗ ∈ A} = X , we have δ is a derivation. 
If δ is assumed to be bounded, then we have:
Theorem 3.7. Let L be a subspace lattice on a Banach space X such that J (L) is sequentially dense in X. If δ is a bounded linear
mapping from algL into B(X) such that δ is derivable at some C ∈ algL and C has a right inverse in B(X), then δ is an inner
derivation;moreover, there exists an A ∈ B(X) with ‖A‖ 2‖δ‖ such that δ(T ) = AT − T A, for all T ∈ algL.
Proof. Since J (L) is sequentially dense in X , there exist subspaces En ∈ J (L) such that En ⊆ En+1 and ∨∞n=1 En = X .
Fix a large enough En so that algL|En = CI|En ; thus there exists an S ∈ algL such that S|En and I|En are linearly
independent. In fact, replacing {En} with a subsequence of {En}, if necessary, we can assume S|E1 and I|E1 are linearly
independent.
Since (En)− = X and ∨∞n=1 En = X , there exists an Ln ∈ J (L) such that Ln  (En)− . Since En ⊆ En+1, we can choose Ln
such that Ln ⊆ Ln+1, ∀n. Let F ∗n = ((Ln)−)⊥ , by Corollary 2.6 we can apply Lemma 3.5 with A = algL and E ⊗ F ∗ = En ⊗ F ∗n .
If the δ in Lemma 3.5 is bounded then Eq. (3.1) gives ‖λ f ∗‖ ‖δ‖‖ f ∗‖. Let g f ∗ be a continuous linear extension of λ f ∗
to X with ‖g f ∗‖ = ‖λ f ∗‖. It follows from Eq. (3.2) that ‖BE, f ∗‖ 2‖δ‖; in particular, ‖BE‖ 2‖δ‖.
Replacing E with En , and L with Ln , we have ‖BEn‖ 2‖δ‖ and we can write Eq. (3.3) as
δ
(
x⊗ f ∗)= x⊗ bn, f ∗ + (BEn x) ⊗ f ∗, for all x ∈ En and f ∗ ∈
(
(Ln)−
)⊥
. (3.19)
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δ
(
x⊗ f ∗)= x⊗ bm, f ∗ + (BEmx) ⊗ f ∗, for all x ∈ Em and f ∗ ∈
(
(Lm)−
)⊥
. (3.20)
Take any x ∈ En ⊆ Em and f ∗ ∈ ((Lm)−)⊥ ⊆ ((Ln)−)⊥ , by (3.19) and (3.20) we have
δ
(
x⊗ f ∗)= x⊗ bn, f ∗ + (BEn x) ⊗ f ∗ = x⊗ bm, f ∗ + (Bmx) ⊗ f ∗.
It follows that (BEn x− BEm x) ⊗ f ∗ = x⊗ (bm, f ∗ − bn, f ∗ ). Thus,
(BEn − BEm )x ∈ span{x}, ∀x ∈ En. (3.21)
Since CI|En is a reﬂexive subspace of B(En, X), by (3.21) there exists a μnm ∈ C, such that
(BEn − BEm )x = μnmx, ∀x ∈ En; (3.22)
in particular,
(BE1 − BEm )x = μ1mx and (BE1 − BEn )x = μ1nx, ∀x ∈ E1. (3.23)
Let
Ak = BEk + μ1k I|Ek . (3.24)
By (3.22)–(3.24), we have
Anx = Amx, ∀x ∈ En. (3.25)
By (3.25), we can deﬁne a linear mapping A from
⋃∞
n=1 En into X by Ax = Anx, ∀x ∈ En . By (3.22), |μnm|  4‖δ‖. Thus‖An‖ ‖BEn‖+ |μ1n| 6‖δ‖; so we can extend A to a bounded linear operator on X , and we will still use A to denote the
extension. By Lemma 3.6(ii) and (3.24), we have
δ(S)|En = BEn S|En − SBEn = AnS|En − S An = (AS − S A)|En . (3.26)
Passing through a subsequence if necessary, we assume μ1k converges to μ. Let A = A − μI . By (3.24),
‖A‖ = ‖A − μI‖ = lim
k→∞
∥∥(Ak − μI)|Ek
∥∥
= lim
k→∞
∥∥BEk + μ1k I|Ek − μI|Ek
∥∥ lim
k→∞
(‖BEk‖ + |μ1k − μ|
)
 2‖δ‖.
By (3.26), δ(S)|En = (AS − S A)|En = (AS − S A)|En , ∀S ∈ algL. Since
∨∞
n=1 En = X and A is bounded, δ(S) = AS − S A,∀S ∈ algL. 
Remarks. In [19, p. 1749], Moore asks whether the norm of the operator implementing the inner derivation can be chosen
to be less than 3‖δ‖. Theorem 3.7 answers the question. In fact, if L is as in Theorem 3.7, also assuming X is a Hilbert
space, we can then choose Ak = Xk +μ1k I|Ek , where Xk is the same as those constructed in [19]. Using the same argument
as in the proof of Theorem 3.7, we can have an A with ‖A‖ ‖δ‖ such that δ(S) = AS − S A, ∀S ∈ algL.
Corollary 3.8. LetL be a CSL lattice on a Hilbert space H such thatJ (L) is sequentially dense in H. If δ is a linear mapping from algL
into B(H) such that δ is derivable at some C ∈ algL and C has a right inverse in B(H), then δ is an inner derivation.
Proof. By Corollary 3.3, δ is a derivation. Since L is a CSL, δ is bounded by [4, Corollary 2.3]. Therefore, δ is inner by
Theorem 3.7. 
Remarks. 1. Corollary 3.8 generalizes [19, Theorem 9], as δ in Corollary 3.8 is only assumed to be derivable at one point.
2. A special case of Corollary 3.8 is the main result of [23], where L is assumed to be a nest, C = I , and δ is assumed to
be continuous in the strong operator topology.
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Theorem 4.1. Let A be as in Theorem 3.1 or in Corollaries 3.2–3.4. Then every Jordan derivation from A into B(X) is a derivation.
Proof. Let A, B ∈ A with AB = I and δ be a Jordan derivation from A into B(X). Then δ(B) = δ(B AB) = δ(B)AB+ Bδ(A)B+
B Aδ(B). Thus
B
(
δ(A)B + Aδ(B))= 0.
Multiplying A from the left in above the equation, we have that δ is derivable at I . It follows from Theorem 3.1 or Corollar-
ies 3.2–3.4 that δ is a derivation. 
Remarks. In [17], Lu shows that every Jordan derivation from a CSL algebra into itself is a derivation. By Theorem 4.1,
every Jordan derivation from a ﬁnite CSL algebra on a Hilbert space H into B(H) is a derivation. We do not know whether
every Jordan derivation from a CSL algebra on an inﬁnite-dimensional Hilbert space H into B(H) is a derivation. There are
Jordan derivations from a CSL algebra A on a ﬁnite-dimensional Hilbert space to a unital Banach A-bimodule that are not
derivations, see [9, p. 465]. Part of Theorem 4.1 is also proved in [18].
A unital C∗-algebra B is called approximately ﬁnite (AF) if B contains an increasing chain Bn ⊆ Bn+1 of ﬁnite-dimensional
C∗-subalgebras, all containing the unit I of B, such that ⋃∞n=1Bn is dense in B. Let B be an AF C∗-algebra, and C , E
subalgebras of B. The normalizer of E in C is
NE (C) =
{
C ∈ C: C is a partial isometry, C EC∗,C∗EC ∈ E for all E ∈ E}.
Let D be a maximal abelian self-adjoint subalgebra (masa) in B such that Dn = D ∩Bn is a masa in Bn . We say that D is a
canonical masa, if NDi (Bi) ⊆ NDi+1 (Bi+1).
A closed linear subspace S of B is called inductive relative to the chain {Bn} if S is the closed union of the spaces
S ∩ Bn , for n = 1,2, . . . . Let D be a canonical masa in B. By [20, Theorem 4.7], we have that every closed D-bimodule in
B is inductive relative to {Bn}. Thus if A is a closed subalgebra of B such that D ⊆ A ⊆ B, then A =⋃∞n=1(Bn ∩A). Let
An = A∩Bn . Then Dn is a masa in An and D =⋃∞n=1Dn , where Dn = Bn ∩D.
Since Bn is a ﬁnite-dimensional C∗-algebra, it follows that Bn is ∗-isomorphic to a sum of full matrix algebras. Since
An ⊆ Bn and Dn ⊆ An , we can suppose that An is a CSL algebra acting on a ﬁnite-dimensional Hilbert space H . In the
following, we will use the fact that a CSL algebra acting on a ﬁnite-dimensional Hilbert space is isomorphic to an inci-
dence algebra; such an algebra is the linear span of a set of standard matrix units. A canonical subalgebra is a norm-closed
subalgebra of an AF C∗-algebra B that contains a canonical masa in B.
Lemma 4.2. Let Mn(C) be the set of all n × n complex matrices, A be a CSL subalgebra of Mn1 (C) ⊕ · · · ⊕ Mnk (C), and B be an
algebra such that Mn1 (C) ⊕ · · · ⊕Mnk (C) ⊆ B as an embedding. If δ is a Jordan derivation from A into B, then δ is a derivation.
Proof. Since δ is a Jordan derivation from A into B, by [6, Lemma 10.7] there exists an M ∈ B such that δ(A) = MA − AM ,
∀A ∈ A ∩ A∗ . Let δM(A) = MA − AM , ∀A ∈ A. Replacing δ with δ − δM , if necessary, we can assume that δ(A) = 0, ∀A ∈
A∩A∗ . Let A be the linear span of its matrix units {Eij} and since δ is linear, we only need to show that for any i, j,k, l,
δ(Eij Ekl) = δ(Eij)Ekl + Eijδ(Ekl). (4.1)
To this end, we ﬁrst prove that for any r and s,
δ(Ers) = Errδ(Ers)Ess. (4.2)
If r = s, then Ers ∈ A∩A∗ and δ(Ers) = 0, so (4.2) is clear.
Next, we will prove (4.2) for r = s. Since δ is a Jordan derivation, it follows that for any A, B,C ∈ A,
δ(ABC + C B A) = δ(A)BC + Aδ(B)C + ABδ(C) + δ(C)B A + Cδ(B)A + C Bδ(A). (4.3)
In (4.3), set A = Err , B = Ers , and C = Ess , combining with δ(Err) = δ(Ess) = 0, we have that
δ(Err Ers Ess) = Errδ(Ers)Ess + Essδ(Ers)Err . (4.4)
Again since δ is a Jordan derivation, we have
δ(Ers)Ers + Ersδ(Ers) = δ
(
E2rs
)= 0.
It follows that
Essδ(Ers)Err = Esr Ersδ(Ers)Err = −Esrδ(Ers)Ers Err = 0.
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We will now prove (4.1).
If j = k, then (4.1) follows from (4.2) directly; so we suppose j = k and (4.1) becomes
δ(Eik Ekl) = δ(Eik)Ekl + Eikδ(Ekl). (4.5)
Since δ is a Jordan derivation, for any idempotent P , we have
δ(P ) = Pδ(P ) + δ(P )P . (4.6)
If i = k and k = l, set P = Ekk + Ekl , then P is an idempotent and (4.5) follows from (4.6).
If k = l and i = k, set P = Eik + Ekk , then P is an idempotent and (4.5) follows.
If l = i, then Eik = E∗kl and Eik, Ekl ∈ A∩A∗ . Thus δ(Eik) = δ(Ekl) = 0 and (4.5) is clear.
For the remaining case i = k, k = l, and l = i, set P = Ekk + Eik + Ekl + Eil then apply (4.2) and (4.6). 
Theorem 4.3. Let A be a canonical subalgebra of an AF C∗-algebra B. If δ is a bounded linear mapping from A into B such that δ is
derivable at I , then δ is a derivation.
Proof. Since δ is derivable at I , δ|An is derivable at I . Since we can assume that An is ﬁnite-dimensional, δ|An is a Jordan
derivation by Corollary 2.3. Since An is a CSL algebra, δ|An is a derivation by Lemma 4.2; that is, for any S, T in An ,
δ(ST ) = δ(S)T + Sδ(T ).
Since δ is norm continuous and
⋃∞
i=1 An is dense in An , it follows that δ is a derivation. 
Corollary 4.4. IfA is a canonical subalgebra of an AF C∗-algebraB, then every bounded Jordan derivation fromA intoB is a derivation.
Theorem 4.5. Let A be a canonical subalgebra of an AF C∗-algebra B. If δ is a bounded linear mapping from A into a unital Banach
A-bimodule M such that δ(I) = 0 and Aδ(B)C = 0, for all A, B,C in A with AB = BC = 0, then δ is a derivation.
Proof. Since we can assume that An is a CSL algebra acting on a ﬁnite-dimensional Hilbert space H , it is the linear span
of a set of standard matrix units; it follows that it is the linear span of its idempotents. Applying [10, Lemma 2.1] and [10,
Proposition 1.1] to δ|An , we have that for all T , S in An ,
δ(T S) = δ(T )S + T δ(S) − T δ(I)S = δ(T )S + T δ(S).
Since δ is norm continuous and
⋃∞
n=1 An is dense in A, it follows that δ is a derivation. 
Corollary 4.6. Let A be a canonical subalgebra of an AF C∗-algebra B. If δ is a bounded linear mapping from A into a unital Banach
A-bimodule M such that δ(I) = 0 and δ is derivable at 0, then δ is a derivation.
Proof. For any A, B,C in A with AB = BC = 0, since δ is derivable at 0, δ(A)B + Aδ(B) = 0. Thus, Aδ(B)C = −δ(A)BC = 0
and Theorem 4.5 applies. 
A linear mapping δ from an algebra A into an A-bimodule M is called a local derivation if for any a ∈ A there exists a
derivation δa (depending on a) from A into M such that δ(a) = δa(a).
The following generalizes [5, Theorem 3.3].
Corollary 4.7. If A is a canonical subalgebra of an AF C∗-algebra B and M is a unital Banach A-bimodule, then every bounded local
derivation from A into M is a derivation.
Proof. Let δ be a local derivation from A into M. Then δ(I) = 0. For any A, B,C in A with AB = BC = 0, let δB be a
derivation from A into M such that δ(B) = δB(B). Then Aδ(B)C = AδB(B)C = [δB(AB) − δB(A)B]C = 0, and we can now
apply Theorem 4.5. 
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