A set of conditions for the almost sure convergence of a stochastic iterative procedure is given. The conditions are framed in terms of the behaviour of the random adjustment made at the n-th step rather than in terms of some underlying regression model.
Introduction
Iterative techniques for finding approximations to the roots, points at which extrema occur, or maxima and minima of known functions have a very long and extensive history. Stochastic approximation methods were proposed as a means of solving such problems when we have only scant information about the general nature of the function of interest and our "observations" of the function are clouded by experimental noise or error.
Such procedures appear to have been first discussed in a paper by Hotelling [7] .
However the seminal papers in the area of stochastic approximation We will consider the strong convergence of this general procedure.
In contrast to the usual approach, our conditions for convergence are not framed in terms of a fixed underlying regression function but are written so that the emphasis is on the iterative procedure itself.
Thus the result here applies to a wide range of situations and, for example, covers stochastic approximation techniques applied when the observed process is based on a sequence of regression functions which are themselves conyerging to some limiting function.
Notation and Result
Let {V } be a sequence of random variables defined on some probability space (Q, F, P) and define an iterative scheme {X } by first taking an initial random variable X defined on (Q, F, P) and o setting
We will be interested in the conditions on the variables {V } that ensure the almost sure convergence of {X } . 
THEOREM. Under conditions (i) -(iv) below X converges to 0 with probability one. (i)
For each e > 0 , (ii 1 ) lim sup | A / | ( l + | x | )~ < " almost surely.
If for each e > 0 there i s some 6 > 0 , such that \X \ > e implies \M I > 6 , then condition (iv) can be replaced by the much simpler condi tion
The proof of the theorem essentially follows that given by Blum [7] for the strong convergence of the Robbins-Monro method. The proof has to be modified substantially because we do not insist on a fixed underlying regression model to generate the V process. Before proving the theorem we will establish the following Lemma. 
LEMMA.. Under conditions (i) -(Hi) of the theorem^ {X
Thus from (1) and (2) we can conclude P(lim X = ») = 0 .
A similar argument shows that P(lim X = -00 ) = 0 .
We complete the proof that {X } converges almost surely, as in
, by showing that for any a, b e JR , a < b
By symmetry it suffices to consider the two cases A similar argument handles the case a < b < 0 and completes the proof.
