Modified Tikhonov regularization method for the Cauchy problem of the Helmholtz equation  by Qin, H.H. et al.
Journal of Computational and Applied Mathematics 224 (2009) 39–53
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Modified Tikhonov regularization method for the Cauchy
problem of the Helmholtz equation
H.H. Qin, T. Wei ∗, R. Shi
School of Mathematics and Statistics, Lanzhou University, PR China
a r t i c l e i n f o
Article history:
Received 6 July 2007
Received in revised form 9 January 2008
Keywords:
Cauchy problem
Helmholtz equation
Modified Tikhonov regularization
algorithm
Convergence analysis
a b s t r a c t
In this paper, the Cauchy problem for the Helmholtz equation is investigated. By Green’s
formulation, the problem can be transformed into a moment problem. Then we propose a
modified Tikhonov regularization algorithm for obtaining an approximate solution to the
Neumann data on the unspecified boundary. Error estimation and convergence analysis
have been given. Finally, we present numerical results for several examples and show the
effectiveness of the proposed method.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The Helmholtz equation arises in many areas, especially in practical physical applications, such as acoustic, wave
propagation and scattering, vibration of structures, electromagnetic field and so on, see [3,4,8,9]. The direct problems,
i.e. Dirichlet, Neumann or mixed boundary value problems for the Helmholtz equation have been studied extensively in
the past century. However, in some practical problems, the boundary data on the whole boundary cannot be obtained. We
only know the noisy data on a part of the boundary or at some interior points of concerned domain. This is called an inverse
problem. The Cauchy problem for the Helmholtz equation is an inverse problem and is severely ill-posed. That means the
solution does not depend continuously on the given Cauchy data and any small change in the given data may cause a large
change in the solution [10,21]. The determination of sources was discussed in [17]. The reconstruction of the radiation field
was discussed in [18]. Several numerical methods have been proposed to solve this problem. These include, alternating
iterative algorithm based on the Landweber method in conjunction with the boundary element method (BEM) [14], the
conjugate gradient method with the BEM [15], the singular value decomposition method (SVD) [2] and the method of
fundamental solution (MFS) [12,16,23]. In paper [11], the boundary knot method was applied to solve the Cauchy problem
of the inhomogeneous Helmholtz equation. Recently, Teresa et al. in paper [19] used a wavelet method to solve the Cauchy
problem of the Helmholtz equation. In this paper, we propose a regularization method for dealing with this problem in a
special domain. The main idea is to transform the Cauchy problem into a moment problem and then use a Tikhonov type
regularization method to solve the corresponding moment problem. Convergence analysis and numerical verification will
be presented.
The paper is organized as follows. In Section 2, we formulate the problem and transform the Cauchy problem into a
moment problem according to the idea in [5]. In Section 3, a regularization algorithm is proposed to solve the moment
problem. In Section 4, the error estimate and convergence result are given. In Section 5, we give four numerical examples
to demonstrate the effectiveness of our proposed method. Finally we give the conclusion in Section 6.
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2. Formulation of the problem and transformation to a moment problem
Let Ω be a simply connected and bounded domain in R2 with sufficiently regular boundary ∂Ω and Γ be an open part of
boundary ∂Ω . Without loss of generality, we assume that Γ is connected.
Consider the following Cauchy problem:
∆u(x, y)+ k2u(x, y) = 0, (x, y) ∈ Ω, (2.1)
u(x, y) = f (x, y), (x, y) ∈ Γ , (2.2)
∂u(x, y)
∂n
= g(x, y), (x, y) ∈ Γ , (2.3)
where f ∈ H3/2(Γ), g ∈ H1/2(Γ), n is the outer unit normal with respect to ∂Ω and constant k > 0 is the wave number. In
this paper we assume that−k2 is not an eigenvalue of the Laplacian operator with Neumann boundary condition.
Suppose the Cauchy problem (2.1)–(2.3) has a solution u in H2(Ω), then for any φ ∈ H1(Ω), we know that u satisfies the
following formulation∫
Ω
∇u∇φdxdy− k2
∫
Ω
uφdxdy =
∫
Γ
gφds+
∫
∂Ω\Γ
∂u
∂n
φds, ∀φ ∈ H1(Ω), (2.4)
where ds is the curve element.
For any q ∈ L2(Γ), let vq ∈ H1(Ω) be a weak solution of the following problem
∆v(x, y)+ k2v(x, y) = 0, (x, y) ∈ Ω, (2.5)
∂v(x, y)
∂n
= 0, (x, y) ∈ ∂Ω \ Γ , (2.6)
∂v(x, y)
∂n
= q, (x, y) ∈ Γ , (2.7)
then by Theorem A.5 in Appendix, vq exists and satisfies∫
Ω
∇vq∇φdxdy− k2
∫
Ω
vqφdxdy =
∫
Γ
qφds, ∀φ ∈ H1(Ω). (2.8)
Denote
H = {v(x, y) ∈ H1(Ω)|v satisfies (2.8) for all q ∈ L2(Γ)}.
For any v ∈ H , take φ = v in (2.4) and φ = u in (2.8) with vq = v, minus (2.4) by (2.8), note that u|Γ = f , then we have the
following equation∫
∂Ω\Γ
v
∂u
∂n
ds =
∫
Γ
(
f
∂v
∂n
− gv
)
ds. (2.9)
Proposition 2.1. If the Cauchy problem (2.1)–(2.3) has a solution u ∈ H2(Ω) such that ∂u
∂n
|∂Ω\Γ ∈ H 12 (∂Ω \ Γ), then β = ∂u∂n |∂Ω\Γ
satisfies the following moment problem:∫
∂Ω\Γ
vβds =
∫
Γ
(
f
∂v
∂n
− gv
)
ds ≡ µv(f , g), (2.10)
where v ∈ H .
Conversely if β ∈ L2(∂Ω \Γ) is the solution of (2.10), then there exists a solution u ∈ H1(Ω) of the Cauchy problem (2.1)–(2.3)
such that ∂u
∂n
|∂Ω\Γ = β.
Proof. From the above deduction, we know that if u is a solution of the Cauchy problem (2.1)–(2.3) in H2(Ω) and ∂u
∂n
|∂Ω\Γ ∈
H
1
2 (∂Ω \ Γ), then β = ∂u
∂n
|∂Ω\Γ is a solution of the moment problem (2.10).
In the following, we verify that if β ∈ L2(∂Ω \ Γ) is a solution of the moment problem (2.10), then we can get a solution
for the Cauchy problem (2.1)–(2.3) in H1(Ω). Consider the following Neumann boundary value problem:
∆w+ k2w = 0, in Ω, (2.11)
∂w
∂n
∣∣∣∣
∂Ω\Γ
= β, (2.12)
∂w
∂n
∣∣∣∣
Γ
= g. (2.13)
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By Theorem A.5 in Appendix, we know that there exists a unique weak solution w ∈ H1(Ω) for the Neumann boundary value
problem (2.11)–(2.13) when g ∈ H1/2(Γ) ⊂ L2(Γ) and β ∈ L2(∂Ω \ Γ). In the following, we will show that w|Γ = f .
By Definition A.1 in Appendix, we know∫
Ω
∇w∇φdxdy− k2
∫
Ω
wφdxdy =
∫
Γ
gφds+
∫
∂Ω\Γ
βφds, ∀φ ∈ H1(Ω). (2.14)
For any v ∈ H , we have∫
Ω
∇v∇ϕdxdy− k2
∫
Ω
vϕdxdy =
∫
Γ
∂v
∂n
ϕds, ∀ϕ ∈ H1(Ω). (2.15)
Let φ = v in (2.14) and ϕ = w in (2.15), minus (2.15) by (2.14), it is easy to get∫
∂Ω\Γ
βvds =
∫
Γ
(
w
∂v
∂n
− gv
)
ds. (2.16)
Since β is a solution of the moment problem (2.10), by (2.16), we have∫
Γ
(w− f ) ∂v
∂n
ds = 0. (2.17)
Now by Theorem A.5, there exists a function v ∈ H1(Ω) satisfying (2.8) with
∂v
∂n
∣∣∣∣
Γ
= w− f . (2.18)
Hence (2.17) becomes∫
Γ
(w− f )2ds = 0. (2.19)
Hence w|Γ = f and w is a solution of the Cauchy problem (2.1)–(2.3). The proof is completed. 
In the following, we choose {vn}∞n=1 ⊂ H , such that
span{vn|∂Ω\Γ }∞n=1 = L2(∂Ω \ Γ). (2.20)
Then the moment problem (2.10) becomes∫
∂Ω\Γ
vn
∂u
∂n
ds =
∫
Γ
(
f
∂vn
∂n
− vng
)
ds := µn, n = 1, 2, . . . , (2.21)
where µn is determined by f , g, vn. It is noted that there is at most one solution to the moment problem (2.10).
3. A modified Tikhonov regularization method for solving the moment problem
In this section, we choose a basis of L2(∂Ω \Γ) in spaceH for a special domain and then the moment problem (2.10) will
become a Hausdorff moment problem. Further, we use Tikhonov type regularization method to solve it. The error estimate
and convergence analysis will be given in Theorems 4.2 and 4.3.
Let Ω ⊂ R2 be a simply connected and bounded domain hereafter and ∂Ω \ Γ = {(x, y)|y = 0, 0 ≤ x ≤ 1} and Γ be a
smooth curve in half plane {(x, y)|y ≥ 0}which connects two points (0, 0) and (1, 0), see [5,19].
Choose a basis of L2(∂Ω \ Γ) in spaceH as the following
vn(x, y) = 1
n2k2
cos(
√
n2 + 1ky)enkx, n = 1, 2, . . . . (3.1)
It is easy to verify that vn satisfy
∆vn(x, y)+ k2vn(x, y) = 0, (x, y) ∈ R2, (3.2)
∂vn(x, 0)
∂y
= 0, x ∈ R. (3.3)
Then the Cauchy problem of the Helmholtz equation can be transformed to be the following moment problem:∫ 1
0
1
n2k2
enkxβ(x)dx = µn, n = 1, 2, . . . , (3.4)
where
µn =
∫
Γ
(
f
∂vn
∂n
− gvn
)
ds. (3.5)
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Assume that z = ekx−1ek−1 , then the moment problem (3.4) becomes∫ 1
0
ek − 1
n2k3
(
1+ (ek − 1)z
)n−1
β
(
ln(1+ (ek − 1)z)
k
)
dz = µn, n = 1, 2, . . . , (3.6)
furthermore, we have
n−1∑
m=0
1
n2k3
Cmn−1(e
k − 1)(m+1)
∫ 1
0
zmβ
(
ln(1+ (ek − 1)z)
k
)
dz = µn, n = 1, 2, . . . . (3.7)
Remark 3.1. If span{vn(x, 0)}∞n=1 6= L2(0, 1), then there exists a function β0(x) ∈ L2(0, 1) and β0(x) 6= 0, satisfying∫ 1
0
1
n2k2
enkxβ0(x)dx = 0, n = 1, 2, . . . . (3.8)
From (3.7), it is easy to know∫ 1
0
zmβ0
(
ln(1+ (ek − 1)z)
k
)
dz = 0, m = 1, 2, . . . . (3.9)
Note that β0(x) ∈ L2(0, 1), then β0
(
ln(1+(ek−1)z)
k
)
∈ L2(0, 1), due to span{1, z, z2, . . .} = L2(0, 1), we know that
β0
(
ln(1+(ek−1)z)
k
)
= 0, further β0(x) = 0, which leads to a contradiction. Thus span{vn(x, 0)}∞n=1 = L2(0, 1).
In the following, we consider a finite moment problem for (3.6), i.e. take index n from 1 to N+ 1. Then we obtain a linear
system of equations,
Ba = µ, (3.10)
where B is a matrix B = (bi,j)N+1,N+1 with the (i, j) element
bi,j =

Cj−1i−1(ek − 1)j
i2k3
, i ≥ j,
0, i < j,
(3.11)
and µ is a vector
µ = (µ1,µ2, . . . ,µN+1)T;
a is a vector to be determined by solving (3.10)
a = (a1, a2, . . . , aN+1)T
with aj = ∫ 10 zj−1β( ln(1+(ek−1)z)k )dz.
Denote ρ(z) = β( ln(1+(ek−1)z)
k
), then we get a finite Hausdorff moment problem as follows:∫ 1
0
zj−1ρ(z)dz = aj, j = 1, 2, . . . ,N + 1. (3.12)
The numerical computation for the Hausdorff moment problem (HMP) has been proposed in [1,20,22]. In this paper, we
use a Tikhonov type regularization method to solve (3.12) and the basic idea comes from paper [24].
Denote the finite Hausdorff moment problem (3.12) as an operator equation:
Aρ = a, (3.13)
where
Aρ = ((Aρ)0, (Aρ)1, . . . , (Aρ)N)T
with
(Aρ)i =
∫ 1
0
ziρ(z)dz, i = 0, 1, . . . ,N.
It is easy to see that A is a linear and bounded operator from L2(0, 1) into RN+1 and ‖A‖ ≤ √pi, refer to paper [20].
Due to the ill-posedness of the Cauchy problem for the Helmholtz equation, we need to assume that Cauchy data f and
g contain some noises. Let fδ and gδ be the measured noisy data satisfying
‖f − fδ‖L2(Γ) + ‖g − gδ‖L2(Γ) ≤ δ. (3.14)
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Moments corresponding to fδ and gδ in (3.5) are
µδn =
∫
Γ
(
fδ
∂vn
∂n
− gδvn
)
ds, n = 1, 2, . . . (3.15)
and the operator Eq. (3.13) becomes
Aρ = aδ, (3.16)
where the right-hand side aδ is the solution of equations Baδ = µδ.
In the following, we propose a stable method to find an approximate solution for the operator Eq. (3.16).
Define a Tikhonov functional on H10(0, 1) by
Fα(ρ) = ‖Aρ− aδ‖22 + α‖ρ‖2H10(0,1), (3.17)
where ‖ · ‖2 is Euclidian norm in RN+1 and α is a regularization parameter.
Since Fα(ρ) ≥ 0, there exists η ≥ 0 such that η = infρ∈H10(0,1) Fα(ρ). Consider that δ2 > 0, then there exists ρδα,N such that
Fα(ρδα,N) ≤ η+ δ2. The function ρδα,N is called a regularized solution of the moment problem (3.12).
Let zi = im , i = 0, 1, . . . ,m and Xm be a finite-dimensional subspace of H1(0, 1) with Xm = span{d1(z), . . . , dm−1(z)},
where di(z) are piecewise linear functions given by
di(zj) = δij =
{
1, j = i,
0, j 6= i. (3.18)
It is known that for any function φ ∈ H10(0, 1), its interpolation function φm(z) =
∑m−1
i=1 φ(zi)di(z) converges to φ(z) as
m→∞ in L2(0, 1) norm.
One approximation to ρδα,N can be obtained by solving the following optimization problem in the finite-dimensional
subspace Xm.
min
ρ∈Xm
{‖Aρ− aδ‖22 + α‖ρ‖2H1(0,1)}. (3.19)
By a simple process, the minimizer of functional (3.19) is given by
ρδ,mα,N =
m−1∑
i=1
cidi(z), (3.20)
where c = (c1, . . . , cm−1)T is a solution of the linear system
(W + αL)c = bδ, (3.21)
where matrixes W = (wi,j)m−1,m−1, L = (li,j)m−1,m−1 with the (i, j) element respectively are
wi,j =
N+1∑
k=1
(∫ 1
0
zk−1di(z)dz
∫ 1
0
zk−1dj(z)dz
)
,
li,j = (di, dj)H1(0,1) ,
and
bδ = (bδ1, bδ2, . . . , bδm−1)T
with bδj =
∑N+1
k=1
(
aδk
∫ 1
0 z
k−1dj(z)dz
)
.
Therefore, we get an approximate solution to β as follows
βδ,mα,N(x) = ρδ,mα,N
(
ekx − 1
ek − 1
)
. (3.22)
4. Convergence results
Denote βδα,N(x) = ρδα,N( ekx−1ek−1 ), in this section, we will give an error estimate for ‖β−βδα,N‖ and obtain a convergence result
while choosing a suitable regularization parameter α and a value of N.
From (3.5), (3.14) and (3.15), by the Hölder inequality, we can obtain
|µδn − µn| ≤
[∫
Γ
(
v2n +
(
∂vn
∂n
)2)
ds
] 1
2
δ. (4.1)
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By the definition of function vn in (3.1), we have
|vn(x, y)| ≤ e
nkx
n2k2
≤ (M
k)n
k2
,
where M = sup(x,y)∈Ω |ex| > 1 is a constant depending on Ω . Similarly, we can estimate | ∂vn∂x | ≤ (M
k)n
k
, | ∂vn
∂y
| ≤
√
2(Mk)n
k
. Then
we can obtain that
N+1∑
n=1
|µδn − µn|2 ≤ τ(Mk)2N+2δ2,
where τ > 0 is a constant which depends on Ω and k.
According to (3.10), we know
aδ = B−1µδ, (4.2)
where
µδ = (µδ1, . . . ,µδN+1)T, aδ = (aδ1, . . . , aδN+1)T.
Therefore, we have the following proposition:
Proposition 4.1. The difference between aδ and a in 2-norm is bounded by
‖aδ − a‖2 ≤

√
τ(Mk)N+1k32N2+N+1eN+1
(ek − 1)N+1 δ, 0 < k < ln 2,√
τ(Mk)N+1k32N
2+N+1eN+1δ, k ≥ ln 2.
(4.3)
Proof. The difference between aδ and a in 2-norm is bounded by
‖aδ − a‖2 = ‖B−1(µδ − µ)‖2 ≤ ‖B−1‖2‖µδ − µ‖2 ≤
√
τ‖B−1‖2(Mk)N+1δ. (4.4)
In the following, we estimate ‖B−1‖2. By (3.11), we note that the matrix
B = 1
k3
QDP,
where diagonal matrixes Q = (qij)N+1,N+1 and P = (pij)N+1,N+1, matrix D = (dij)N+1,N+1 with the (i, j) element respectively
are
qij =

1
i2
, i = j,
0, i 6= j;
(4.5)
pij =
{
(ek − 1)i, i = j,
0, i 6= j; (4.6)
dij =
{
Cj−1i−1, i ≥ j,
0, i < j.
(4.7)
The inverse matrix of B is then
B−1 = k3P−1D−1Q−1. (4.8)
It is not hard to obtain the inverse matrixes of P and Q , and the 2-norm of matrixes P−1 and Q−1 as follows
‖P−1‖2 =
{
(ek − 1)−(N+1), 0 < k < ln 2,
(ek − 1)−1, k ≥ ln 2, (4.9)
‖Q−1‖2 = (N + 1)2. (4.10)
In the following, we estimate ‖D−1‖2. Consider the linear system of equations
Dξ = γ, (4.11)
where
ξ = (ξ1, . . . , ξN+1)T, γ = (γ1, . . . , γN+1)T,
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and
D =

C00 0 0 · · · 0
C01 C
1
1 0 · · · 0
· · · · · · · · · · · · · · ·
C0N C
1
N C
2
N · · · CNN
 .
Since C0N + C1N + · · · + CN−1N + CNN = 2N , the maximum element d in matrix D is bounded by
1 ≤ d ≤ 2N. (4.12)
According to (4.11), it is easy to see
ξi+1 = γi+1 − C0i ξ1 − C1i ξ2 − · · · − Ci−1i ξi, i = 0, 1, . . . ,N. (4.13)
Note that for every γi, |γi| ≤ ‖γ‖2, i = 1, 2, . . . ,N + 1. For i = 0, ξ1 = γ1, thus we have |ξ1| ≤ ‖γ‖2. Suppose that the
inequality
|ξi| ≤ (1+ d)i−1‖γ‖2 (4.14)
is satisfied, then we can prove
|ξi+1| ≤ ‖γ‖2 + d(1+ d)0‖γ‖2 + · · · + d(1+ d)i−1‖γ‖2 = (1+ d)i‖γ‖2.
Therefore, by the induction, the estimate (4.14) is satisfied for all i = 1, 2, . . . ,N + 1.
By (4.11), we have
ξ = D−1γ. (4.15)
According to (4.14) and (4.15), we can obtain
‖ξ‖22 =
N+1∑
i=1
ξ2i ≤
(
N+1∑
i=1
(1+ d)2(i−1)
)
‖γ‖22 ≤ 22(N+1)d2N‖γ‖22, (4.16)
thus
‖D−1‖2 ≤ 2N+1dN. (4.17)
Further, consider (4.12), it can be obtained
‖D−1‖2 ≤ 2N2+N+1. (4.18)
Therefore, by (4.8)–(4.10) and (4.18), we have
‖B−1‖2 = ‖k3P−1D−1Q−1‖2 ≤ k3‖P−1‖2‖D−1‖2‖Q−1‖2 (4.19)
≤

k3(N + 1)22N2+N+1
(ek − 1)N+1 , 0 < k < ln 2,
k3(N + 1)22N2+N+1
(ek − 1) , k ≥ ln 2.
(4.20)
Further,
‖B−1‖2 ≤

k32N2+N+1eN+1
(ek − 1)N+1 , 0 < k < ln 2,
k32N
2+N+1eN+1, k ≥ ln 2.
(4.21)
Hence by (4.4), we have
‖aδ − a‖2 ≤

√
τ(Mk)N+1k32N2+N+1eN+1
(ek − 1)N+1 δ, 0 < k < ln 2,√
τ(Mk)N+1k32N
2+N+1eN+1δ, k ≥ ln 2.
(4.22)
In the following, the right-hand side terms in (4.21) are denoted by FN , i.e
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FN =

k32N2+N+1eN+1
(ek − 1)N+1 , 0 < k < ln 2,
k32N
2+N+1eN+1, k ≥ ln 2.
(4.23)
By (4.3), we have
‖aδ − a‖2 ≤
√
τFN(M
k)N+1δ. (4.24)
Denote KN = √τFN(Mk)N+1, we have
‖aδ − a‖2 ≤ KNδ. (4.25)
In the following, we give a convergence result.
Theorem 4.2. Suppose that the solution u of the Cauchy problem (2.1)–(2.3) of the Helmholtz equation satisfies ∂u
∂n
|∂Ω\Γ ∈
H10(∂Ω \ Γ) and there exists a constant E > 0, such that ‖ ∂u∂n‖H10(∂Ω\Γ) ≤ E. Denote
S(N) =
√
4+ (N + 2)2
(N + 1)322N+2 .
Choose α = δ2 and
N =

( ln 1δ
2k lnM + 2+ 4 ln 2− 2 ln(ek − 1)
) 1
2
 , 0 < k < ln 2,
( ln 1δ
2k lnM + 2+ 4 ln 2
) 1
2
 , k ≥ ln 2,
then there exists a constant C > 0 which depends on E, Ω and k such that∥∥∥∥∂u∂n (x, 0)− βδα,N(x)
∥∥∥∥
L2(0,1)
≤ C
log 1
ν(
√
2+
√
4+2E2)δ 12 +S(N)
, (4.26)
where ν > 0 is a constant and [·] denotes the nearest integer towards minus infinity of a real number.
Proof. Denote z = ekx−1ek−1 and
ρ0(z) = ∂u
∂n
(1
k
ln(1+ (ek − 1)z), 0
)
, z ∈ [0, 1].
Let ρδα,N(z) be defined by (3.17), then from Theorem 3.4.1 in [24] and (4.25), we have
‖ρδα,N(z)− ρ0(z)‖L2(0,1) ≤
C1
log 1
(
√
2+
√
4+2E2)δKN+S(N)
.
Denote βδα,N(x) = ρδα,N( ekx−1ek−1 ), therefore∥∥∥∥∂u∂n (x, 0)− βδα,N(x)
∥∥∥∥
L2(0,1)
≤ C2‖ρδα,N(z)− ρ0(z)‖L2(0,1)
≤ C
log 1
(
√
2+
√
4+2E2)δKN+S(N)
,
where C depends on Ω , E and k.
For 0 < k < ln 2,
KN =
√
τ(Mk)N+1k32N2+N+1eN+1
(ek − 1)N+1
= τ1 (M
k)N2N2+NeN
(ek − 1)N
≤ τ1 (M
k)N
2 22N2 eN2
(ek − 1)N2 ,
where τ1 = 2√τMkk3e(ek − 1)−1.
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Let
(Mk)N
2 22N2 eN2
(ek − 1)N2 = δ
− 12 ,
then we can choose
N =
( ln 1δ
2k lnM + 2+ 4 ln 2− 2 ln(ek − 1)
) 1
2
 .
For this case, KNδ ≤ τ1δ1/2.
In the case of k ≥ ln 2, we have
KN =
√
τ(Mk)N+1k32N
2+N+1eN+1
= τ2(Mk)N2N2+NeN
≤ τ2(Mk)N2 22N2 eN2 ,
where τ2 = 2√τMkk3e.
Let
(Mk)N
2
22N
2
eN
2 = δ− 12 ,
then
N =
( ln 1δ
2k lnM + 2+ 4 ln 2
) 1
2
 .
For this choice of N, we have KNδ ≤ τ2δ1/2.
For the choice of N above, KNδ ≤ νδ 12 in which ν = max{τ1, τ2}, note that S(N) → 0, as δ → 0, hence we have a
convergence estimate∥∥∥∥∂u∂n (x, 0)− βδα,N(x)
∥∥∥∥
L2(0,1)
≤ C
log 1
ν(
√
2+
√
4+2E2)δ 12 +S(N)
.
The proof is completed. 
Consider the following Neumann boundary value problem:
∆uδN + k2uδN = 0, in Ω, (4.27)
∂uδN
∂n
∣∣∣∣∣
Γ
= gδ, (4.28)
∂uδN
∂n
∣∣∣∣∣
∂Ω\Γ
= βδ
δ2,N, (4.29)
where we assume that gδ ∈ L2(Γ).
Suppose that u is a solution of the Cauchy problem (2.1)–(2.3). By Theorem A.7 in the Appendix, the following error
estimate is satisfied
‖uδN − u‖L2(Ω) ≤ C
(∥∥∥∥∂u∂n (x, 0)− βδδ2,N(x)
∥∥∥∥
L2(∂Ω\Γ)
+ ‖g − gδ‖L2(Γ)
)
≤ C
(∥∥∥∥∂u∂n (x, 0)− βδδ2,N(x)
∥∥∥∥
L2(∂Ω\Γ)
+ δ
)
,
where C > 0 is a constant depending on Ω,Γ and k.
Therefore we have the following main result.
Theorem 4.3. Under the assumptions given in Theorem 4.2, we have the following convergence estimate
‖uδN − u‖L2(Ω) ≤ C
 1
log 1
ν(
√
2+
√
4+2E2)δ 12 +S(N)
+ δ
 ,
where constant C > 0 depends on Ω,Γ , E and k.
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(a) ε = 0.0001, k = 0.5,N = 5,m = 20. (b) ε = 0.0001, k = 1,N = 4,m = 20.
(c) ε = 0.0001, k = 1.5,N = 4,m = 20. (d) ε = 0.0001, k = 2,N = 4,m = 20.
Fig. 1. The exact solution β (solid lines) and its approximation βδ,m
δ2,N
(dotted lines) by using the noisy data δ = 0.0004.
5. Numerical examples
Let Ω = {(x, y)|0 ≤ x ≤ 1, 0 ≤ y ≤ 1} and ∂Ω \ Γ = {(x, y) | y = 0, 0 ≤ x ≤ 1}.
We choose u(x, y) = 12(4pi2−1)k2 sin(2kpix)(ek
√
4pi2−1y − e−k
√
4pi2−1y) as the exact solutions of (2.1)–(2.3) for k = 0.5, 1, 1.5,
2. The numerical results for the approximate solution βδ,m
δ2,N
(x) and the exact solution ∂u
∂n
|∂Ω\Γ (x) for noisy level δ = 0.0004
and δ = 0.004 are shown in Figs. 1 and 2 in which the solid line represents the exact solution and the dotted line is its
approximation. Noisy Cauchy data are generated by f δ = f + εex sin y and gδ = g + εex cos y with ε = 0.0001, ε = 0.001
respectively. The parameters N and m are shown in the caption of each figure. It is observed that our proposed algorithm is
effective and stable to noises.
6. Conclusions
In this paper, we propose a numerical method for solving the Cauchy problem of the Helmholtz equation. We firstly
transform the Cauchy problem into a moment problem by using Green’s formula, then we make use of a modified Tikhonov
regularization method to solve the Hausdorff moment problem. The error estimate and convergence analysis have been
presented. The numerical results demonstrate that our proposed method is accurate and efficient.
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(a) ε = 0.001, k = 0.5,N = 4,m = 20. (b) ε = 0.001, k = 1,N = 3,m = 20.
(c) ε = 0.001, k = 1.5,N = 3,m = 20. (d) ε = 0.001, k = 2,N = 3,m = 20.
Fig. 2. The exact solution β (solid lines) and its approximation βδ,m
δ2,N
(dotted lines) by using the noisy data δ = 0.004.
Appendix
Let Ω be a simply connected and bounded open set in R2 with a sufficiently regular boundary ∂Ω .
Definition A.1. Suppose f ∈ L2(Ω), g ∈ L2(∂Ω), the weak solution of the Neumann boundary value problem
−∆u+ cu = f , in Ω, (A.1)
∂u
∂n
∣∣∣∣
∂Ω
= g, (A.2)
is defined as a solution of the following variational problem:
u ∈ H1(Ω),
∫
Ω
∇u∇vdx+
∫
Ω
cuvdx =
∫
Ω
f vdx+
∫
∂Ω
gvds, ∀v ∈ H1(Ω), (A.3)
where c is a real number.
Proposition A.2. The variational problem (A.3) with c > 0 has a unique solution in H1(Ω).
Proof. Define a(u, v) = ∫
Ω
(∇u∇v + cuv)dx, `(v) = ∫
Ω
f vdx + ∫∂Ω gvds. Then (A.3) becomes a(u, v) = `(v),∀v ∈ H1(Ω).
By the Lax–Milgram Theorem from Chap. VII, Section 1 of book [6], the variational problem (A.3) has a unique solution
u ∈ H1(Ω). 
Define
M =
{
u ∈ H1(Ω);−∆u ∈ L2(Ω) and ∂u
∂n
∣∣∣∣
∂Ω
= 0
}
.
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Proposition A.3. For g = 0, c = 1 and any f ∈ L2(Ω), the Neumann boundary value problem (A.1)–(A.2) admits a unique weak
solution u ∈ M. Further, we have
‖u‖H1(Ω) ≤ C‖f‖L2(Ω), (A.4)
where C > 0 is a constant.
Proof. See Page 96 in Chapter VIII of book [7] and Pages 70–78 in Chapter IV of book [13]. 
Furthermore, we have the following proposition.
Proposition A.4. The boundary value problem
−∆u− k2u = f , in Ω, (A.5)
∂u
∂n
∣∣∣∣
∂Ω
= 0, (A.6)
has a unique weak solution u ∈ M for each f ∈ L2(Ω) if and only if −k2 is not the eigenvalue of the Laplacian operator with the
homogeneous Neumann boundary value problem.
Proof. From Proposition A.3, we know that L := (−∆+ I)−1 : L2(Ω) 7→ M ⊂ H1(Ω) is a bounded linear operator. Note that
H1(Ω) ↪→ L2(Ω) is compactly embedded. Thus, L is a linear compact operator from L2(Ω)→ L2(Ω).
Note that if ϕ = −∆u+ u, ψ = −∆v+ v, with ∀u, v ∈ M, we have
(Lϕ,ψ)L2(Ω) = (L(−4+ I)u,−∆v+ v)L2(Ω)
= (u,−∆v+ v)L2(Ω) = (∇u,∇v)L2(Ω) + (u, v)L2(Ω)
= (−∆u+ u, v)L2(Ω) = (ϕ, Lψ)L2(Ω).
Thus, L = L∗, i.e. L is self-adjoint.
The boundary value problem (A.5)–(A.6) is equivalent to
−∆u+ u = (k2 + 1)u+ f , in Ω, (A.7)
∂u
∂n
∣∣∣∣
∂Ω
= 0. (A.8)
Thus, we can rewrite (A.5)–(A.6) as
u− (k2 + 1)Lu = Lf . (A.9)
According to the Fredholm alternative theorem from Chap. VIII, Section 2 of book [7], the boundary value problem (A.9) has
a solution in L2(Ω) for every f ∈ L2(Ω) if its homogeneous problem v− (k2 + 1)Lv = 0 has a unique solution v = 0. Further,
there exists a set of real numbers Λ = {k1, k2, . . .} where 1k2j +1 are the eigenvalues of problem λv − Lv = 0. For k 6∈ Λ, the
problem v− (k2 + 1)Lv = 0 has a unique solution v = 0. Thus, the problem (A.9) has a unique solution in L2(Ω) if k 6∈ Λ.
Let uj ∈ L2(Ω) be the eigenfunction of problem λv− Lv = 0 corresponding to eigenvalue 1k2j +1 , i.e.,
uj − (k2j + 1)Luj = 0.
Note that Luj ∈ M, so we know uj ∈ M. Further, we have (−∆uj + uj) − (k2j + 1)uj = 0, i.e., ∆uj = −k2j uj. Therefore, −k2j
is the eigenvalue of the Laplacian operator with the homogeneous Neumann boundary value problem. Thus, the proof is
completed. 
Theorem A.5. The boundary value problem
−∆u− k2u = f , in Ω, (A.10)
∂u
∂n
∣∣∣∣
∂Ω
= g, (A.11)
admits a unique weak solution in H1(Ω) provided that f ∈ L2(Ω), g ∈ L2(∂Ω) and −k2 is not the eigenvalue of the Laplacian
operator with the homogeneous Neumann boundary value problem.
Proof. For g ∈ L2(∂Ω), by Proposition A.2, there exists a unique weak solution w ∈ H1(Ω) for the following Neumann
boundary value problem
−∆w+ w = 0, in Ω, (A.12)
∂w
∂n
∣∣∣∣
∂Ω
= g, (A.13)
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i.e. w satisfies the following variational problem∫
Ω
∇w∇µdx+
∫
Ω
wµdx =
∫
∂Ω
gµds, ∀µ ∈ H1(Ω). (A.14)
The variational formulation of the problem (A.10)–(A.11) is∫
Ω
∇u∇µdx−
∫
Ω
k2uµdx =
∫
Ω
fµdx+
∫
∂Ω
gµds, ∀µ ∈ H1(Ω). (A.15)
Let v = w− u, from (A.14) and (A.15), we have∫
Ω
∇v∇µdx−
∫
Ω
k2vµdx = −
∫
Ω
fµdx−
∫
Ω
(k2 + 1)wµdx, ∀µ ∈ H1(Ω). (A.16)
Note that (A.16) is the variational formulation of the following Neumann boundary value problem
−∆v− k2v = −(1+ k2)w− f , in Ω, (A.17)
∂v
∂n
∣∣∣∣
∂Ω
= 0. (A.18)
Then, by Proposition A.4, the problem (A.17)–(A.18) has a unique solution v ∈ M provided that −k2 is not an eigenvalue of
the Laplacian operator with Neumann boundary condition. Hence, u = w − v ∈ H1(Ω) is the unique solution of problem
(A.10)–(A.11) if−k2 is not an eigenvalue of the Laplacian operator with the homogeneous Neumann boundary condition. 
Lemma A.6. Let −k2 not be an eigenvalue of the Laplacian operator with the homogeneous Neumann boundary condition and
u ∈ M be the unique weak solution of problem
−∆u− k2u = g, in Ω, (A.19)
∂u
∂n
∣∣∣∣
∂Ω
= 0, (A.20)
where g ∈ L2(Ω), then there exists a constant C > 0 such that
‖u‖L2(Ω) ≤ C‖g‖L2(Ω).
Proof. If the statement is not true, there exist sequences {gj}∞j=1 ⊂ L2(Ω) and {uj}∞j=1 ⊂ M are the weak solutions of problems
−∆uj − k2uj = gj, in Ω, (A.21)
∂uj
∂n
∣∣∣∣
∂Ω
= 0, (A.22)
with ‖uj‖L2(Ω) = 1 and
‖uj‖L2(Ω) ≥ j‖gj‖L2(Ω), j = 1, 2, . . . .
Then gj → 0 in L2(Ω)when j→∞. The problem (A.21)–(A.22) has the following variational formulation:∫
Ω
(∇uj∇v+ ujv)dx =
∫
Ω
((k2 + 1)ujv+ gjv)dx, for ∀v ∈ H1(Ω). (A.23)
Choose v = uj, then
‖uj‖2H1(Ω) ≤ (k2 + 1)‖uj‖2L2(Ω) + ‖uj‖L2(Ω)‖gj‖L2(Ω) = (k2 + 1)+ ‖gj‖L2(Ω),
i.e. {uj}∞j=1 is bounded in H1(Ω). Then, there exist subsequences {ujm }∞m=1 ⊂ {uj}∞j=1 such that ujm ⇀ u0 weakly in H1(Ω), hence
ujm → u0 in L2(Ω).
Let m→∞, then from (A.23), we obtain∫
Ω
(∇u0∇v+ u0v)dx =
∫
Ω
(k2 + 1)u0vdx, for ∀v ∈ H1(Ω).
Therefore, u0 is a weak solution of the following Neumann boundary value problem
−∆u0 = k2u0, in Ω, (A.24)
∂u0
∂n
∣∣∣∣
∂Ω
= 0. (A.25)
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Since −k2 is not an eigenvalue of the Laplacian operator with the homogeneous Neumann boundary condition, we have
u0 ≡ 0. This leads to a contraction with ‖u0‖L2(Ω) = 1. 
Theorem A.7. Let −k2 not be an eigenvalue of the Laplacian operator with the homogeneous Neumann boundary condition and
u ∈ H1(Ω) be the unique weak solution of the problem
−∆u− k2u = 0, in Ω, (A.26)
∂u
∂n
∣∣∣∣
∂Ω
= g, (A.27)
where g ∈ L2(∂Ω), then there exists a constant C > 0 such that
‖u‖L2(Ω) ≤ C‖g‖L2(∂Ω).
Proof. Consider the following Neumann boundary value problem
−∆w+ w = 0, in Ω, (A.28)
∂w
∂n
∣∣∣∣
∂Ω
= g. (A.29)
By Proposition A.2, there exists a unique weak solution w ∈ H1(Ω) such that∫
Ω
∇w∇vdx+
∫
Ω
wvdx =
∫
∂Ω
gvds, ∀v ∈ H1(Ω). (A.30)
Choose v = w, we have
‖w‖2H1(Ω) ≤ ‖g‖L2(∂Ω)‖w‖L2(∂Ω) ≤ C1‖g‖L2(∂Ω)‖w‖H1(Ω). (A.31)
Consequently,
‖w‖H1(Ω) ≤ C1‖g‖L2(∂Ω). (A.32)
Note that the problem (A.26)–(A.27) has the following variational formulation :
u ∈ H1(Ω),
∫
Ω
∇u∇vdx−
∫
Ω
k2uvdx =
∫
∂Ω
gvds, ∀v ∈ H1(Ω). (A.33)
Let u˜ = u− w, by (A.30) and (A.33), we have∫
Ω
∇u˜∇vdx−
∫
Ω
k2u˜vdx =
∫
Ω
(k2 + 1)wvdx,∀v ∈ H1(Ω), (A.34)
which is the variational formulation of the following Neumann boundary value problem
−∆u˜− k2u˜ = (1+ k2)w, in Ω, (A.35)
∂u˜
∂n
∣∣∣∣
∂Ω
= 0. (A.36)
Then, by Proposition A.4, there exists a unique solution u˜ ∈ H1(Ω) for the problem (A.35)–(A.36) provided that−k2 is not an
eigenvalue of the Laplacian operator with Neumann boundary condition. By Lemma A.6, we have
‖u˜‖L2(Ω) ≤ C2‖w+ k2w‖L2(Ω) ≤ C3‖w‖L2(Ω),
where C3 > 0 is a constant which depends on Ω , ∂Ω and k.
Since u˜ = u− w, then
‖u‖L2(Ω) ≤ ‖w‖L2(Ω) + ‖u˜‖L2(Ω) ≤ C4‖w‖L2(Ω),
combining (A.32), we have ‖u‖L2(Ω) ≤ C‖g‖L2(∂Ω), where the constant C > 0 depends on Ω , ∂Ω and k. 
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