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（1.1） 𝑦 = 𝐴𝑥. 




 Consider relaxing an ill-posed system of linear equations to a minimization 
problem and finding its approximate minimum solution. It has been empirically 
known that using the steepest descent method with early stopping often gives a better 
solution than using the regularization method.
 To study this empirical rule systematically, we have expanded the scope of analysis 
not only to the mathematical structure of the solution method but also to the 
observation situation, and introduced an "orthogonal subspaces with evaluation 
values" to formulate the goodness of the solution required by the observer. Here, the 
orthogonal subspaces with evaluation values are defined by subspaces with the 
observer's evaluation values which compose a direct sum decomposition of the 
observed space.
 As this result, it was proved that it is necessary and sufficient to obtain a good 
solution satisfying the requirements of the observer for that the following conditions 
hold in the observation situation. This condition is that (i) a direct sum of some 
orthogonal subspaces with evaluation values is the same a certain subspace spanned 
by some left-singular vectors of the data generation process, (ii) the order of the 
evaluation values and the order of the singular values match, and (iii) the observed 















（1.2） 𝐸(𝑥) = ||𝑦 − 𝐴𝑥||2. 
ここで|| ∙ ||はベクトルの長さを表す．この最小化問題は𝑥について 次の問題なので，










得られることがある”（渡辺 2001, p. 41．省略と括弧部は引用者），“直感的な説明は「𝐴𝑇 𝐴
の固有値の大きさと雑音レベルの大小」によって行われることが多いが，十分な説明は













































































これら相互の関係が分かる．特異値分解の つをA = VΣ𝑈とする．ここで，𝑉は𝑛 × 𝑛
の実直交行列，𝑈は𝑚 × 𝑚の実直交行列，Σは𝑛 × 𝑚の次の実行列であって，対角成分のみ
が非負値𝜎𝑖(𝑖 = 1, … , 𝑚)をとり，その他の成分は であるものである． 

















各𝜎𝑖は“特異値”とよばれ，𝜎1 ≥ ⋯ ≥ 𝜎𝑚 ≥ 0を満たす．𝑟 = 𝑟𝑎𝑛𝑘𝐴とおくと，𝑟 < 𝑚のとき，
𝜎𝑖 > 0 (1 ≤ 𝑖 ≤ 𝑟)であり他の𝜎𝑖は である．以下では，対角成分以外 である𝑛 × 𝑚行列
を𝑑𝑖𝑎𝑔𝑛×𝑚( )と表記し，括弧内の列で対角成分を表す．例えば，Σ = 𝑑𝑖𝑎𝑔𝑛×𝑚(𝜎1, … , 𝜎𝑚)で
ある． 
 ここで，?̃? = 𝑈𝑥,  𝑦̃ = 𝑉 T𝑦とおくと，特異値分解の定義より（1.2）に関し次が成り立つ． 










  𝑋min = {(𝑦1̃𝜎1
−1, … , 𝑦?̃?𝜎𝑟−1, ?̃?𝑟+1, … , ?̃?𝑚)𝑇  | ?̃?𝑖 ∈ ℝ (𝑖 = 𝑟 + 1, … , 𝑚) } 
 の任意の点?̃?min．最小値は𝑦?̃?+1
2 + ⋯ + 𝑦?̃?2．よって（1.2）の最小解は𝑈 𝑇 ?̃?min．以下では，
この解空間の点で，解自身の大きさが最小であるものを?̃?min
∗  (?̃?min 𝑖
∗ = 0, (𝑖 = 𝑟 +
1, … , 𝑚)で表す． 
（B）（1.3）を最小化する問題は，非退化な線型連立方程式 
  (𝑑𝑖𝑎𝑔𝑛×𝑚(𝜎1
2, … , 𝜎𝑟2, 0, … ,0)) + 𝜀1𝑛) ?̃? − Σ𝑇 𝑦̃ = 0 





 (𝑖 = 1, … , 𝑚) . 





2, … , 𝜎𝑟2, 0, … ,0) ?̃? − Σ𝑇 𝑦 ̃) 
  と等価であるから，この解?̃?(𝑡)は次で与えられる． 






) (𝑖 = 1, … , 𝑟).  
?̃?𝑖(0) (𝑖 = 𝑟 + 1, … , 𝑚)  
 よって（2.1）の解は𝑥(𝑡) = 𝑈 𝑇 ?̃?(𝑡)であり， 


















−1, ⋯ , 𝑦?̃?𝜎𝑘
−1, 0, ⋯ ,0)
𝑇   (∈ ℝ𝑚) 
 について，𝐸(𝑈 𝑇 ?̃?min
(𝑘) ) = 𝑦?̃?+1
2 + ⋯ + 𝑦?̃?2である．よって，|𝑦?̃?𝜎𝑖−1|  (𝑖 = 𝑘 + 1, … , 𝑟)が
十分小さいとき，?̃?min
(𝑘) ≈ ?̃?min
∗ が成り立つ．また，𝜎𝑘 ≫ 𝜎𝑘+1であるとき，?̃?min
(𝑘) ≈ ?̃?∗(𝑡)
が成り立つような𝑡 = 𝑇  (≪ ∞)が存在する． 
（D）の最後の主張のみを証明する．（他はほぼ自明）𝜀を，(𝜎𝑘/𝜎𝑘+1)
2 = − 𝑙𝑜𝑔 𝜀 /𝜀を
満たすようにとる．𝜎𝑘 ≫ 𝜎𝑘+1なので，この𝜀は十分小さい．このとき， 
  1 − 𝑒−2𝜎𝑘+1
2 𝑡 = 𝜀 
を成り立たせる𝑡 = 𝑇は，𝑇 ≈ 𝜀/(2𝜎𝑘+1
2 )であるから，−2𝜎𝑘
2𝑇 ≈ log 𝜀となり，次が成り立つ． 
  1 − 𝑒−2𝜎𝑘
































0.01，𝜎𝑘/𝜎𝑘+1 = 22のとき，1 − 𝑒−2𝜎𝑘
2𝑇 ≈ 0.99となり，?̃?min
(𝑘) と?̃?(𝑇 )の各成分の誤差は?̃?minを
基準にして， ％以下である．また，また，1 − 𝑒−2𝜎𝑘+1
2 𝑇 = 0.05，𝜎𝑘/𝜎𝑘+1 = 8のとき，1 −
𝑒−2𝜎𝑘






 𝐴が誤差𝜇𝛿𝐴 (||𝛿𝐴|| = 1)を持つ場合，よく知られているように，𝐴 + 𝜇𝛿𝐴の特異値は，
重複がなければ，誤差の大きさ|𝜇|の最大値𝜇𝑚𝑎𝑥が十分小さいとき，ほぼ 







 以下では仮定 2.1をおく．このとき命題 2.1より，（A）から（D）までそれぞれの解法の
解への誤差の影響を明確化できる．これを命題としてまとめる． 
或る 以上の整数𝑘が存在して，添え字𝑖 (1 ≤ 𝑖 ≤ 𝑘)について，任意の𝜇𝛿𝐴に対
し|𝜇𝜎𝑖′| ≪ 𝜎𝑖であり，これ以外の添え字（存在すれば）について，この不等式が成り立た









（A’）𝑘 < 𝑚の場合，?̃?min  𝑗  (𝑘 + 1 ≤ 𝑗 ≤ 𝑚)の因数𝜎𝑗−1が発散を含む影響を受け得るので，
?̃?min  𝑗は大きく変動する可能性を持つ． 
（B’）𝑘 < 𝑚の場合，添え字𝑗 (𝑘 + 1 ≤ 𝑗 ≤ 𝑚)について𝜀 <   |𝜎𝑗 + 𝜇max|2が成り立つとき，
?̃?𝜀 𝑗の因数𝜎𝑗/(𝜎𝑗2 + 𝜀)が発散を含む影響を受け得るので，?̃?𝜀 𝑗は大きく変動する可能性を持
つ．𝜀 ≫   |𝜎𝑘+1 + 𝜇max|2であるとき，?̃?𝜀はロバスト． 
（C’）適当な𝑇  (> 0)をとれば，?̃?(𝑇 )はロバスト．（𝜎𝑘 ≫ 𝜎𝑘+1と（D）の最後の主張より，） 
（D’）?̃?min








2 + ⋯ + 𝑦?̃?2 が大きいと，𝐸(𝑥)の近似的最小解であって，上記の
誤差に対しロバストであり同時に高精度であるものは存在しない．精度を高くするため
に𝐸(𝑥)を小さくしようとすると，𝐸(𝑥) = ||𝑦̃ − Σ?̃?||2より，𝑦?̃? (𝑘 + 1 ≤ 𝑗 ≤ 𝑟)成分を消去
する必要があるところ，これには?̃?𝑗の計算に発散を含む影響を受け得る因数𝜎𝑗−1が必要
であり，不安定性を生じるからである． 
 𝐴𝑇 𝐴の固有値を𝜆𝑖とすると，𝐴𝑇 𝐴 = 𝑈 𝑇 𝛴𝑇 𝛴𝑈より，𝜎𝑖2 = 𝜆𝑖である．よって，命題 2.2
の（C’）と注 から，固有値の（平方根）の大きさ𝜎𝑖と雑音レベル𝜇𝜎𝑖′の大小および𝑦?̃?+1
2 +
⋯ + 𝑦?̃?2の大小によって，𝑈 𝑇 ?̃?∗(𝑇 )は，良い解であり得る．すなわちこの従来の説明が，
𝐴の誤差に対するロバスト性に関しては妥当であることがわかる． 
 次に，このロバストな?̃?∗(𝑇 )と?̃?𝜀をとり，両者のロバスト性を比較する．命題 2.1の注
2より，𝜎𝑘/𝜎𝑘+1 = 22とした場合， 
 ?̃?𝑘
∗(𝑇 ) ≈ 0.99?̃?min  𝑘, ?̃?𝑘+1
∗ (𝑇 ) ≈ 0.01?̃?min  𝑘+1 
であるところ，?̃?𝜀 𝑖 = (1 + (𝜀/𝜎𝑖2))−1?̃?min  𝑖であるから，𝜀 = 𝜎𝑘𝜎𝑘+1とおくと3， 
 ?̃?𝜀 𝑘 ≈ 0.96?̃?min  𝑘,   ?̃?𝜀 𝑘+1 ≈ 0.04?̃?min  𝑘+1 
を得る．?̃?𝜀に比べ?̃?∗(𝑇 )では，誤差による変動の少ない?̃?min  𝑘の係数が に近く，変動が
多い?̃?min  𝑘+1の係数は に近いので，よりロバスト性が高い．?̃?𝜀もより低いがロバスト性
───────── 
3 このとき，𝜎𝑘/𝜎𝑘+1 ≫ 1であれば，𝜎𝑘
2 ≫ 𝜀 ≫   𝜎𝑘+1
2  , ?̃?𝜀 𝑘 ≈ (1 − 𝜎𝑘+1/𝜎𝑘)?̃?min  𝑘, ?̃?𝜀 𝑘+1 ≈ (𝜎𝑘+1/
𝜎𝑘)?̃?min  𝑘+1,が成り立つ．ここで𝜎𝑘









































（i）適当な𝑡 = 𝑇をとったとき，𝐸(𝑥∗(𝑇 ))は小さい． 
（ii） 上の𝑇に対し，𝑥∗(𝑇 )は𝐴の誤差に対しロバストである． 
 加えて，観測者は，次のように観測値の空間を分解し，評価についての要求を行う場
合がある．まず，観測値の空間を，1次元の評価値付き直交部分空間の直和 
 𝐷1 ⊕ ⋯ ⊕ 𝐷𝑛 (𝐷𝑖 ∩ 𝐷𝑗 = {0}, 𝐷𝑖 ⊥ 𝐷𝑗 (𝑖 ≠ 𝑗)) 
───────── 










せたものであり，𝑤(𝐷𝑖) ≥ 𝑤(𝐷𝑗) (𝑖 < 𝑗)とする．この上で，観測者は，次を要求する． 
（iii）𝑃 (𝐷𝑖)を𝐷𝑖への直交射影としたとき， 








𝐴は，特異値分解は𝑉  Σ𝑈を持ち，誤差𝜇𝛿𝐴 (||𝛿𝐴|| = 1)を含む． 
観測値𝑦は，適当な線型部分空間𝑆をとれば，近似的に𝑆の元とみ
なせる．すなわち，𝑦 = 𝑦𝑆 + 𝑦⊥(𝑦𝑆 ∈ 𝑆, 𝑦⊥ ∈ 𝑆⊥)の分解について，||𝑦𝑆|| ≫ ||𝑦⊥||が成
り立つ． 








（ II） 𝑆 ⊂ Im 𝐴(𝑘)．ここで𝐴(𝑘)は，𝑘 = 𝑚の場合𝐴であり，𝑘 < 𝑚の場合𝐴の特異値
𝜎𝑘+1, … , 𝜎𝑚を とした次の行列である． 
  𝑉  𝑑𝑖𝑎𝑔𝑛×𝑚(𝜎1, … , 𝜎𝑘, 0, … ,0) 𝑈. 
（III）𝑣𝑖 = (𝑉1 𝑖, … , 𝑉𝑛 𝑖)𝑇   ∈ ℝ𝑛とおいたとき，𝐷𝑖 = ℝ𝑣𝑖  (𝑖 = 1, … , 𝑘)．ただし，同じ値
の𝜎𝑖が存在する場合は，その中で𝑣𝑖の添え字を適当に入れ替えてこれが成り立てばよい． 
（IV） 𝜎𝑖2は，𝑖の増大によって（𝑖 ≤ 𝑘の間）速く減少する． 












 最後に，（I）,（II）,（III）,（IV）→（iii）を示す．（III）,（IV）より，添え字𝑖 (1 ≤ 𝑖 ≤ 𝑘)につい
ては，𝑖が小さくなるほど（3.1）が速く収束しその速さの大きさも速く増大するので，（iii）
が成り立つ．𝑘 < 𝑛である場合に，残りの添え字𝑖(𝑘 + 1 ≤ 𝑖 ≤ 𝑛)についても，（iii）が成り
立つことを示す．（III）より 
  𝐷1 ⊕ ⋯ ⊕ 𝐷𝑘 = ℝ𝑣1 ⊕ ⋯ ⊕ ℝ𝑣𝑘 = Im 𝐴(𝑘) 
であるから，直交補空間をとれば次が成り立つ． 
  𝐷𝑘+1 ⊕ ⋯ ⊕ 𝐷𝑛 = ℝ𝑣𝑘+1 ⊕ ⋯ ⊕ ℝ𝑣𝑛 = (𝐼𝑚 𝐴(𝑘))⊥. 
これと（I）と（2.2）より，添え字𝑖 (𝑘 + 1 ≤ 𝑖 ≤ 𝑛)について，（3.1）は速く収束しないか定数．

















 まず，𝐴を与える．或る直交多項式𝑃𝑖(𝑋) (𝑖 = 1, … , 𝑚,  𝑃𝑖: ℝ → ℝ)に対し，或る𝑋𝑗 (∈
ℝ,  𝑗 = 1, … , 𝑛, 𝑋𝑗  < 𝑋𝑘 (𝑗 < 𝑘)) について， 
  𝑝𝑖 = (𝑃𝑖(𝑋1), … , 𝑃𝑖(𝑋𝑛))𝑇  (∈ ℝ𝑛,  𝑖 = 1, … , 𝑚) 





（4.1） 𝑝𝑖𝑇 𝑝𝑗 = {0  (𝑖 ≠ 𝑗)𝛼𝑖2 (𝑖 = 𝑗, 𝛼𝑖 ≥ 0) . 
また，次が成り立っていて，𝛼𝑖は， でなければ添え字の増大によって急激に変化する． 
（4.2） 𝛼1 ≤ ⋯ ≤ 𝛼𝑚． 
このとき，モデル𝑥1𝑃1(𝑋) + ⋯ + 𝑥𝑚𝑃𝑚(𝑋)によって観測データが生成される．内部値は
𝑥 = (𝑥1, … , 𝑥𝑚)であり，点𝑋𝑗において観測された値を観測値𝑦 (∈ ℝ𝑛)の𝑗成分とする．こ
のとき，𝐴 = (𝑝1, … , 𝑝𝑚)とおく． 
 次に，𝐴の特異値分解を与える．𝛼𝑖が大きい順に𝑝1, … , 𝑝𝑚の順序を置換したものを
𝑝1̃, … , 𝑝?̃?とすると，この置換は𝑚 × 𝑚の直交行列で表され，これを𝑈とおく．同様に
𝛼1, … , 𝛼𝑚の順序を入れ替え?̃?1, … , ?̃?𝑚とする．また，𝑟 (3 ≤ 𝑟 < 𝑚)は，?̃?1, … , ?̃?𝑚の内で
でないものの個数であり， 𝜎𝑖 = ?̃?𝑖 (𝑖 = 1, … , 𝑟)， 𝑣𝑖 = ?̃?𝑖−1𝑝?̃? (𝑖 = 1, … , 𝑟)とおく．
𝑣𝑟+1, … , 𝑣𝑛 (∈ ℝ𝑛)を，𝑣1, … , 𝑣𝑛が正規直交系を成すようにとる．更に， 𝑛 × 𝑚行列𝛴を
𝑑𝑖𝑎𝑔𝑛×𝑚(𝜎1, … , 𝜎𝑟, 0, … ,0)で，𝑛 × 𝑛行列𝑉を𝑉𝑖𝑗 = 𝑣𝑗𝑖で定める． 
 このとき𝐴 = 𝑉  Σ 𝑈が成り立っている．いま，𝑈は定義より，𝑉は（4.1）より直交行列で
あるから，𝑉  Σ 𝑈は𝐴の特異値分解の つである． 
 この特異値分解においては，（4.2）より，特異値の順序とこれに対応する𝑝𝑖の順序が逆
であるから，𝑈は順序を逆にする置換である．すなわち，𝑃1(𝑋), … , 𝑃𝑚(𝑋)に対応する特
異値はそれぞれ𝜎𝑚, … , 𝜎1である．また，或る整数𝑘 (1 < 𝑘 < 𝑟)が存在して，𝜎𝑘+1, … , 𝜎𝑟
は相対的に に近く，定理 3.1の（I）が成り立っている． 
 
観測者の要求：（i）適当な𝑡 = 𝑇をとったとき，𝐸(𝑥∗(𝑇 ))は十分小さく，（ii）𝑥∗(𝑇 )は𝐴
の小さい誤差𝜇𝛿𝐴に対しロバストである．（iii）𝑃1(𝑋), … , 𝑃𝑚(𝑋)の順に観測値の重要な成
分を表現している。そこで，評価値付き直交部分空間を𝐷𝑖 = ℝ𝑝𝑖′ (𝑖 = 1, … , 𝑛)で定める．
ここで，𝑝𝑖′ = 𝑝𝑚−𝑟+𝑖 (𝑖 = 1, … , 𝑟)であり，𝑝𝑟+1
′ , … , 𝑝𝑛′(∈ ℝ𝑛)を，𝑝1
′ , … , 𝑝𝑛′が正規直交系を
成すようにとる．また，𝑤(𝐷𝑖) ≥ 𝑤(𝐷𝑗) (𝑖 < 𝑗)とする。次式は，𝑖が小さいほど，𝑡の増大
によって速く収束するか最初から十分に小さく，しかもこの速さの大きさは𝑖の増大によ
って速く減少する． 
  ||𝑃 (𝐷𝑖)( 𝑦 − 𝐴𝑥∗(𝑡) )||2． 
データ生成過程の特性：上記の通り． 
観測データの特性：𝑦1, … , 𝑦𝑛は区間［0, 1］上の一様乱数として生成される． 
このとき，a., b., c.の 者は整合しない，すなわち定理 3.1の（II）,（III）,（IV）のいずれも
成り立たない．このため，𝑥∗(𝑇 )はロバストであるにも関わらず，𝐸(𝑥∗(𝑇 ))は大きい上に，
観測者にとって重要度の高い𝑃1(𝑋), … , 𝑃𝑚−𝑘(𝑋)に対応した情報成分が欠落している． 





’は整合し，定理 3.1の（III）と（IV）が成り立たつが， と が整合しないので定理 3.1
の（II）が成り立たない．このため𝐸(𝑥∗(𝑇 ))は通常小さくならない． 
・（4.2） 𝛼1 ≥ ⋯ ≥ 𝛼𝑚,  𝑝𝑖′ = 𝑝𝑖 (𝑖 = 1, … , 𝑟).（このとき，𝜎𝑖の順序とこれに対応する𝑝𝑖の
順序が一致するので，𝑈は単位行列．） 
観測状況Ⅰにおいて， を次の ’に置き換える．このとき， と ’は整合
し，定理 3.1の（II）が成り立つが， と が整合しないので定理 3.1の（III）と（IV）が成り
立たない．このため観測者にとって重要度の高い情報成分が欠落している． 
’ ||𝑃 (𝐷𝑖)𝑦 ||2は，𝑖の増大によって急激に減少する． 
観測状況 I において， と をそれぞれ上記の ’と ’に置き換える．こ
のとき， , ’ , ’の3者が整合し，定理3.1の（II）,（III）,（IV）の全てが成り立つ．よって，
𝐸(𝑥∗(𝑇 ))は小さく，𝑥∗(𝑇 )はロバストで，観測者にとって重要度の高い𝑃1(𝑋), … , 𝑃𝑘(𝑋)に
対応した情報成分が取り出されるので，𝑥∗(𝑇 )は良い解である． 
５ 結論と議論 
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