We consider the problem of dimensionality reduction and manifold learning when the domain of interest is a set of probability distributions instead of a set of Euclidean data vectors. In this problem, one seeks to discover a low dimensional representation, called an embedding, that preserves certain properties such as distance between measured distributions or separation between classes of distributions. Such representations are useful for data visualization and clustering. While a standard Euclidean dimension reduction method like PCA, ISOMAP, or Laplacian Eigenmaps can easily be applied to distributional data -e.g. by quantization and vectorization of the distributions -this may not provide the best low-dimensional embedding. This is because the most natural measure of dissimilarity between probability distributions is the information divergence and not the standard Euclidean distance. If the information divergence is adopted then the space of probability distributions becomes a nonEuclidean space called an information geometry. This article presents methods that are specifically designed for the low-dimensional embedding of information-geometric data, and we illustrate these methods for visualization in flow cytometry and demography analysis.
Dimensionality reduction strategies fall in two categories: supervised task-driven approaches and unsupervised geometry-driven approaches. Supervised task-driven approaches reduce data dimension according to optimize a performance criterion that depends on both the reduced data and ground truth, e.g., class labels. Examples include linear discriminant analysis (LDA) [1] , supervised principal components [2] , and multi-instance dimensionality reduction [3] . Unsupervised geometry-driven approaches perform dimension reduction without ground truth and try to preserve geometric properties such as distances or angles between data points. Examples include principal components analysis (PCA) and multidimensional scaling (MDS) [4] , and ISOMAP [5] . Most of these approaches use Euclidean distances between sample points to drive the dimensionality reduction algorithm.
Recently it has been recognized that these Euclidean algorithms can be generalized to non-Euclidean spaces by replacing the Euclidean distance metric with a more general dissimilarity measure. In particular, when the data samples are probability distributions, use of an information divergence such as KullbackLeibler (KL) instead of Euclidean distance leads to a class of information geometric algorithms for dimensionality reduction [6] , [7] . In this article we motivate and explain the application of informationgeometric dimensionality reduction for two real-world applications.
Information-geometric dimensionality reduction (IGDR) operates on a statistical manifold of probability distributions instead of the geometric manifold of Euclidean data points. When such distributional information can be extracted from the data, IGDR results in significant improvements in information retrieval, visualization, and classification performance [6] [7] [8] [9] [10] . This improvement can be understood from the point of view of information-theoretic bounds: information divergence is generally more relevant to statistical discrimination performance than Euclidean distance.
For example, for binary classification the minimum probability of error converges to zero at an exponential rate with rate constant equal to the the Kullback-Leibler information divergence between the distributions of the data over each class [11] . The KL divergence not a function of the Euclidean distances between data points unless these distributions are spherical Gaussian. Therefore, as it preserves information divergence, in many cases IGDR can produce more informative dimension reductions than classical Euclidean approaches.
Implementation of information-geometric versions of PCA, ISOMAP and others is often not as straightforward as the Euclidean counterparts, which are frequently convex and solvable as generalized eigenvalue problems. Nonetheless, as shown in this paper, the added complexity of implementation can be well worth the effort. We illustrate the power of information geometric dimensionality reduction by presenting generalizations of ISOMAP, PCA and LDA. These implementations are called Fisher Information Nonparametric Embedding (FINE) [6] , Information Preserving Components Analysis (IPCA) [9] , and Information Maximizing Components Analysis (IMCA) [12] , respectively. Each of these algorithms solves a well-posed optimization problem over the information-geometric embedding of each sample point's distribution.
Probability distributions and information divergence can arise as useful targets for dimensionality reduction in several ways. In image retrieval applications, the most discriminating properties of an image may be invariants such as the relative frequency of occurrence of different textures, colors, or edge features. The histogram of these relative frequencies is a probability distribution that is specific to the particular image; up to scale, translation, rotation or other unimportant spatial transformations.
Dimensionality reduction on these probabilities can accelerate retrieval speed without negatively affecting precision or recall rates. Furthermore, visualization of the database, e.g. as manifested by clusters of similar images, can be useful for understanding database complexity or for comparing different databases.
In other applications, each object in the database is itself stored as a cloud of high dimensional points and the shape of this point cloud is what naturally differentiates the objects. For example, in the flow cytometry application, discussed in Section V of this paper, the objects are different patients, the data points are vector attributes of a population of the patient's blood cells, and it is the shape of the point cloud that is of interest to the pathologist. This is demonstrated in Fig. 1 , where we compare the point clouds, with respect to 3 bio-markers, of two patients with favorable and unfavorable prognoses. Another example, discussed in Section VI, is spatio-demographic analysis of crime data where the analyst is interested in comparing patterns of crime in different cities based on distributions of community and law enforcement characteristics.
All the algorithms presented here are available for download as MATLAB code on our reproducible research website [13] .
II. DISTANCE ON STATISTICAL MANIFOLDS
Information geometry is a field that has emerged from the study of geometrical constructs on manifolds of probability distributions. These investigations analyze probability distributions as geometrical structures in a Riemannian space. Using tools and methods deriving from differential geometry, information geometry is applicable to information theory, probability theory, and statistics 1 .
As most dimensionality reduction techniques are designed to either preserve pairwise sample distances (unsupervised) or maximize between-class distances (supervised), it is first necessary to understand the principles of distance in information geometry. Similar to points on a Riemannian manifold in Euclidean space, PDFs which share a parametrization lie on a statistical manifold. A statistical manifold may be viewed as a set M whose elements are probability distributions. The coordinate system of this manifold is equivalent to the parametrization of the PDFs. For example, a d-variate Gaussian distribution is entirely defined by its mean vector µ and covariance matrix Σ, leading to a
manifold which is of a higher dimension than the dimension d of a sample realization X ∼ N (µ, Σ) from this distribution.
For a parametric family of probability distributions on a statistical manifold, it is possible to define a Riemannian metric using the Fisher information metric, which measures the amount of information a random variable contains in reference to an unknown parameter θ. This metric may then be used to
This distance is the length of the shortest path -the geodesic -on M connecting coordinates θ 1 and θ 2 .
While the Fisher information distance cannot be exactly computed without a priori knowledge about the parametrization θ of the manifold, the distance between PDFs p 1 and p 2 may be approximated with a variety of pseudo-metrics such as the Kullback-Leibler (KL) divergence, The KL-divergence is very important in information theory, and is commonly referred to as the relative entropy of one PDF to another. As a pair of densities approach each other, the Kullback-Leibler divergence is a good approximation to the Fisher information distance between them 2 [14] :
as p 1 → p 2 . This allows for a data-driven approximation of the Fisher information distance, through the use of the empirically determined PDFs in the absence of information about the Fisher information metric. While the KL-divergence is not a symmetric measure, we can add symmetry by defining,
, which maintains similar convergence properties. We note that there are several other metrics which approximate the Fisher information distance -such as the Hellinger and cosine distances -although for brevity we utilize the KL-divergence throughout this paper.
For additional measures of probabilistic distance and details on their computation for empirical data, we refer the reader to [16] , [17] .
As the two densities p 1 and p 2 in (1) become more dissimilar, the KL-divergence approximation of the Fisher information distance becomes weak. Additionally, when PDFs are constrained to form a submanifold of interest, the "straight shot" distance is no longer an accurate description of the manifold distance. This is illustrated in Fig. 2 in which we represent a 1-dimensional submanifold which occupies a subspace of the 2-dimensional hyper-sphere. The Fisher information distance is equal to the shortest path along the submanifold (curvy line), and is not equal to the distance on the full manifold, i.e. the portion of a Fig. 3 . Convergence of the graph approximation of the Fisher information distance using the Kullback-Leibler divergence. As the manifold is more densely sampled, the KL divergence approaches the Fisher information distance.
great circle on a hyper-sphere connecting the two points. Hence, there are situations in which standard approximations of the information distance do not converge to the true distance, and it is necessary to approximate the geodesic along the manifold.
Using a connected graph, we may define the path between p 1 and p 2 as a series of connected segments.
The geodesic distance may then be approximated as the sum of the lengths of those segments. Specifically, given the collection of N PDFs P = {p 1 , . . . , p N } and using the KL-divergence as approximation of the Fisher information distance, we can now define an approximation function G for all pairs of PDFs:
Intuitively, this estimate calculates the length of the shortest path between points in a connected graph on the well sampled manifold, and as such
be solved with Dijkstra's shortest path algorithm. This is similar to the manner in which ISOMAP [5] approximates distances on Euclidean manifolds. Figure 3 illustrates this approximation by comparing the KL graph approximation to the actual Fisher information distance for the univariate Gaussian case. As the manifold is more densely sampled (uniformly sampling over the range of mean and variance parameters for this simulation), the approximation converges to the true Fisher information distance.
III. DIMENSIONALITY REDUCTION IN THE DENSITY SPACE
Consider the collection of PDFs P = {p 1 , . . . , p N } lying on some statistical manifold M. By performing dimensionality reduction in the space of probability densities, one wishes to reconstruct M using only the information available in P. Specifically, the aim is to find an embedding A :
. FINE: first, a probability density function (PDF) pi is estimated for each dataset Xi. Then, an information-geometric metric is used to learn the geometry of the manifold of PDFs from pairwise distance measurements. Finally, a Euclidean embedding from the manifold Mx to R d is obtained associating each original dataset Xi with its embedded point in Euclidean space xi.
This is a similar setting to traditional manifold learning algorithms which aim to reconstruct Riemannian manifolds based on a finite sampling, extended to the properties of statistical manifolds.
By performing dimensionality reduction on a family of PDFs, we are better able to both visualize and classify the data. In order to obtain a lower dimensional embedding, we calculate the pairwise KLdivergences within P. In problems of practical interest, however, the parameterization of the probability densities is usually unknown. We instead are given a family of data sets X = {X 1 , . . . , X N }, in which we may assume that each data set X i is a realization of some underlying probability distribution to which we do not have knowledge of the parameters. As such, we rely on nonparametric techniques to estimate both the probability density and the KL-divergence. For the purposes of this paper, we implement kernel density estimation methods, although other estimation methods are also applicable.
In previous work [6] we developed an algorithm for dimensionality reduction in the density space, which we called Fisher Information Nonparametric Embedding (FINE). By assuming each data set is a realization of an underlying PDF, and each of those distributions lie on a manifold with some natural parametrization, then this embedding can be viewed as an embedding of the actual manifold into Euclidean space. We illustrate the FINE algorithm in Fig. 4 .
Through information geometry, FINE enables the joint embedding of multiple data sets X i into a single low-dimensional Euclidean space. By viewing each X i ∈ X as a realization of p i ∈ P, we reduce the numerous samples in X i to a single point. The dimensionality of the statistical manifold may be significantly less than that of the Euclidean realizations. MDS methods reduce the dimensionality of p i 8 from the Euclidean dimension to the dimension of the statistical manifold on which it lies.
A. Adding Application-specific Constraints
FINE was developed to be applied to the general case of dimensionality reduction in the space of PDFs, making no assumptions on the data distributions or the geometry of the underlying statistical manifolds. However, there are several applications where known intrinsic properties which may be exploited when performing information geometric dimensionality reduction. By incorporating these properties into algorithm constraints, one may be able to obtain improved performance.
Lee et al. [18] have demonstrated the use of IGDR for image segmentation, using multinomial distributions as points which lie on an n-simplex (or projected onto an (n + 1)-dimensional sphere). By framing their problem as such, they are able to exploit the properties of such a manifold -using the cosine distance as an exact computation of the Fisher information distance, and using linear methods (PCA) of dimensionality reduction. They have shown very promising results for the problem of image segmentation.
If there exists a priori knowledge that the geometry of the underlying manifold is that of a (hyper)sphere, adding such a constraint results in an improved embedding. In [8] , we presented a special case of FINE which we called Spherical Laplacian Information Maps (SLIM), which restricted the final embedding to constrain all points to lie on the surface of a sphere. SLIM is useful when the user wants to preserve the spherical geometry of the ambient space, as arises for example when dimensionality reduction is used to extract object pose trajectories from video. This is illustrated in Fig. 5 , where we embed the rotation of an object captured by a stationary camera with SLIM and PCA. Each of 36 images was featured as a multinomial distribution over the pixel space prior to embedding. While PCA discerns the order of the change in angle, it does not properly identify the shape of the trajectory (i.e. circular) as SLIM does.
IV. DIMENSIONALITY REDUCTION IN THE SAMPLE SPACE
For many learning methods, it is often desirable to reduce the dimensionality of X, finding a trans- Viewing this problem from an information-geometric perspective presents a different vantage point; rather than considering each X i to be a collection of points in a specific class, let us generalize the relationship between sets X i and X j . Specifically, consider the case for which each X i is a realization of some unknown generating function p i , in which p i and p j may or may not be equivalent. This agrees with the standard classification problem, in which each p i represents a class PDF, but it also allows for different relationships between PDFs. Specifically, rather than having a number classes equal to the number of data sets N, there may be significantly fewer classes M ≪ N, in which M is unknown and no labels are available. In this generalized scenario, dimensionality reduction dimensionality reduction is desirable for the purposes of classification, feature extraction, and/or visualization.
Let us illustrate with a simple example. Every 10 years, a US census is performed generating a collection of data about each of its residents such as height, weight, income, ethnicity, education level, etc.. Let us now partition the data such that each county within the same state is represented by its own set X. Standard methods of feature extraction will find the features which best describe each county on an individual level.
We are interested in determining the most important features when comparing all counties at the same time. While median income may not be a distinguishing characteristic within a single county, and may not be recognized as such when solely extracting features from that individual county, it would be quite informative when comparing all counties across the state.
The construct of comparison across data sets can be directly abstracted to the biomedical fields, where it is necessary to compare patients who have been analyzed with the same set of features, and identify which of those features best distinguishes the patient corpus. We have presented a method of information geometric dimensionality reduction -which we refer to as Information Preserving Component Analysis (IPCA) -to solve this problem for flow cytometry data [9] . IPCA aims to find the optimal transformation of PDFs A : p(x) → p(y). By preserving the KL-divergence the estimated PDFs generating the data sets, IPCA ensures that the low-dimensional representation maintains the similarities between data sets which are contained in the full-dimensional data, minimizing the loss of information.
With some abuse of notation, we will further refer to D KL (p i , p j ) as D KL (X i , X j ), recalling that the KL-divergence is calculated with respect to PDFs, not realizations. We define the IPCA projection matrix
This can be formulated as an optimization problem:
where I is the identity matrix and J(A) is some cost function designed to implement (3) . Note that we include the optimization constraint AA T = I to ensure our projection is orthonormal, which keeps the data from scaling or skewing as that would undesirably distort the data. Let D(X ) be a dissimilarity matrix 
where W ij is some weighting factor.
The weights W ij can be selected based on D ij (X ) to de-emphasize the influence of certain pairs (i, j) on the embedding. For example, nearest neighbor (NN) weights of W ij = 1 for some k-NN and W ij = 0 will eliminate far-flung interactions for which the KL-divergence is a poor approximation to the Fisher metric. The use of heat kernel weights, similar to Laplacian Eigenmaps [19] , will have a more gradual effect. These functions will ensure that more weight is given to preserve the pairwise distances of "close"
PDFs. While the choice of cost weighting function is dependent on the problem, the overall projection
Fig . 6 . IPCA/IMCA: first, a probability density function (PDF) pi is estimated for each dataset Xi. Simultaneously, a probability density function (PDF) qi is estimated for each dataset Yi = AXi. Then, an information-geometric metric is used to learn the geometry of the manifold Mx of PDFs pis and manifold My from PDFs qis from pairwise distance measurements. Finally, an objective is calculated to compare the geometry of the two manifolds Mx and My. For IPCA, we consider the minimization of the sum of squared differences between each pairwise distance on Mx and its equivalent in My. For IMCA, we consider the maximization of the sum of distances in My.
method ensures that the similarity between data sets is maximally preserved in the desired low-dimensional space, allowing for comparative learning between sets.
We illustrate the IPCA and IMCA (see Section IV-A) in Fig. 6 . While we omit the details in this paper (see [9] , [17] ), the cost function (5) may be minimized with various convex optimization techniques; we utilize gradient descent with random initializations for A. There are computational issues with gradient methods, namely local extrema. We find the global minimum by computing IPCA over several random initializations and taking the resultant A which minimizes the cost function. In most applications we have tested, this method has been very effective, and we have found most random initializations of A converge to the same minimum.
Recall that the information distance is entirely defined by those areas of input space in which PDFs differ. As the IPCA preserves the information distance between probability distributions, A is going to be highly weighted towards the variables which contribute most to that distance. Hence, the loading vectors of A give a ranking of the discriminative value of each variable in the full-dimensional feature space.
This form of variable selection is useful in exploratory data analysis.
A. Supervised Learning
As mentioned previously, when developing ICPA we generalized the relationship between PDFs such that they may or may not represent unique classes in a classification task. We presented IPCA in the scenario for which sample classification is not the desired task, but we now extend the methods to supervised dimensionality reduction.
The Chernoff performance bound on classification error is used to bound the probability of error based on the probabilistic distance between classes. The Chernoff distance is a single-parameter class of probabilistic distances, and as the distance increases, the probability of misclassification decreases.
A special member of the class of Chernoff distances, know as the Bhattacharya distance between PDFs, converges to the Fisher information distance, similarly to the KL-divergence. It is natural, therefore, to find a form of dimensionality reduction which will maximize the information distance between class PDFs, as that will enable control of the error probability.
This information geometric approach fits into the IPCA framework. Consider the following theorem:
The following relation holds:
where f Y and f Y ′ are the PDFs of Y, Y ′ , respectively.
The proof of this theorem may be found in [17] and states that the KL-divergence cannot be increased through an orthonormal transform of the input space. This is intuitive, as an orthonormal transform is simply a rotation, which cannot increase distance. As such, maximizing the information distance between PDFs in a low-dimensional space is directly related to preserving said distance, albeit with a different formulation.
The first difference is in the setup of the data. We now specify that X = {X 1 , . . . , X N } where X i consists of all points x ∈ R d in class C i ; estimating the PDF of X i as p i (x). Our objective function for the supervised scenario undergoes a slight modification to become:
We refer to this modified algorithm as Information Maximizing Component Analysis (IMCA) [12] []. By maximizing the information distance between class PDFs, we not only ensure an optimal performance bound on classification error, but we also preserve the natural information geometry between classes. This fact is critical when class PDFs are not linearly separable (e.g. such is the assumption of standard LDA).
Note that the optimization of the IMCA cost function may be done in a similar fashion to that of IPCA.
In fact, for the 2-class problem, IPCA and IMCA are identical. For our purposes we use gradient ascent, as the objective is now a maximization, and the calculation/code is quite similar. Note that we may still use the IMCA projection matrix for variable selection, with the knowledge that the variables with the highest weights are those which contain the most discriminative value, which is critical for classification tasks.
It is worth explicitly pointing out that IMCA is similar to LDA. In fact, if the classes are Gaussian, Fig. 8 . Contour plots (i.e. PDFs) for 3 of the 6 analysis dimensions for CLL prognosis. The data for these patients is then transformed by IPCA, yielding a simple and easily discernable 2-dimensional analysis space. The patients chosen are the most similar favorable and unfavorable prognosis CLL patients.
is routinely underutilized in practice. Given the manner in which analysis is performed on point clouds, pathologists are actually performing a visual density analysis, as illustrated in Fig.7 . Here we demonstrate the similar marginal densities (with respect to 2 bio-markers) of patients with differing prognosis. This enables the utilization of IGDR methods to provide a single analysis space for pathologists.
We present a study of chronic lymphocytic leukemia (CLL) patients, using IPCA to find a lowdimensional space which preserves the differentiation between patients with good and poor prognoses (i.e. favorable and unfavorable immunophenotypes). Using a collection of 23 patients diagnosed with 
CLL
3 , we define X = {X 1 , . . . , X 23 }, where each X i was analyzed with by the series of markers in Table I . We use IPCA to determine the optimal information-preserving projection space, and illustrate this projection in Fig. 8 . This image shows the 3-dimensional measurement space of markers CD5, CD38, and CD19; comparing two very similar patients with differing prognosis. It should be clear that IPCA provides a projection space for which discerning prognosis is simplified.
In Table I we also display the loading weights of each of the markers in the IPCA projection matrix. This is done by taking the vector norm of each column in the 2 × 6 IPCA matrix. Note that CD38 has the largest loading value; literature [20] has shown that patients whose leukemic cells are strong expressers of CD38 have significantly worse survival outcome. We also identify the possibility that CD45 and CD19
expression are also areas which may help prognostic ability, which is an area for further investigation.
Using FINE to embed the data (Fig. 9 ) for comparative visualization, we see that the different prognosis groups are very similar, although decent clusters are formed when labels are applied. These clusters are not well separated, however, which further illustrates the difficulties in forming an appropriate prognosis.
There are also issues of sample size, as a larger database of patients may lead to a more clear separation of clusters. Nonetheless, IPCA and FINE were able to appropriately identify the important markers for assigning prognosis, and group patients accordingly with respect to immunophenotype. For additional details on this and other studies of FINE and IPCA with flow cytometry, we refer the reader to [9] , [21] 3 Courtesy of the Department of Pathology at the University of Michigan VI. CRIME IN THE 90S
We next illustrate IDGR to the analysis of crime indicators from 1990 U.S. census data. This data will be used to illustrate how information geometry can be used to discover which community and law enforcement features may be indicative of the level of crime seen in said community. We obtained the data from the UCI Machine Learning Repository [22] , which is described in an abbreviated fashion as follows:
The data combines socio-economic data from the 1990 US Census, law enforcement data from the 1990 US LEMAS survey, and crime data from the 1995 FBI UCR. Attributes were picked if there was any plausible connection to crime (N = 122), plus the attribute to be predicted (Per Capita Violent Crimes). The variables included in the data set involve the community, such as the percent of the population considered urban, and the median family income, and involving law enforcement, such as per capita number of police officers, and percent of officers assigned to drug units. The per capita violent crimes variable was calculated using population and the sum of crime variables considered violent crimes in the United States: murder, rape, robbery, and assault.
All numeric data was normalized into the decimal range [0.00-1.00] using an unsupervised, equal-interval binning method. Attributes retain their distribution and skew (hence for example the population attribute has a mean value of 0.06 because most communities are small). E.g. An attribute described as 'mean people per household' is actually the normalized (0-1) version of that value.
Since this data set was developed to identify potential crime indicators, the natural partitioning comes by grouping communities by the Per Capita Violent Crimes (PCVC) indicator variable. We note that while the data set contains 122 features, 22 of those features were only available for a small minority of communities, so we removed them from the set. This left us with a data set consisting of 1993 communities measured by 100 features. We omit the full feature list, which can be found in [22] , however we will make explicit note of some selected features shortly.
A. A Distinct Difference
Although it is intuitive to think that communities with high rates of violent crime contain inherent differences than those on the opposite end of the spectrum, it is worth noting that none of the measured features are directly related to crime. Hence, it is worthwhile to first confirm our Using kernel density estimation to approximate group PDFs, we embed each crime grouping into a 2-dimensional space with FINE. The embedding results can be seen in Fig. 11 , where each 2-dimensional sample point represents a collection of communities whose maximum PCVC value is identified by plot color. It is clear that our intuition was correct; there exists a smooth and continuous gradient of increasing crime rate. This leads to the natural conclusion that the collection of measured features (or some subset thereof) does indeed contain predictive indicators of violent crime rates.
B. Predicting Crime and Discriminating Features
Given the confirmation that the chosen features do indeed contain predictive value, we now test the classification capabilities when using IGDR as a pre-processing step. Specifically, we look to find the optimal subspace for classifying a community as having either low or high rates of violent crime. This sets up as a 2 class problem, and we determine the low-crime class as those communities having a PCVC value of 0.03 or less, and the high-crime class contains communities with a PCVC value greater than 0.53. These thresholds were chosen such that each class contained roughly the same number of samples (226 and 239 respectively).
Given that this is a classification problem, we use IMCA to determine our optimal orthonormal projection matrix. Note that we stress the orthonormality constraint here, as using Fisher's LDA, which does not result in orthogonality, may seem appropriate for this task. If classification was the only desirable task, then LDA would be sufficient. However, we also intend to analyze the projection matrix for variable selection, for which orthogonality becomes a necessity. The LDA projection is useful, however, as it gives us a means for initialization; we make the LDA matrix orthogonal with the classical Gram-Schmidt orthogonalization algorithm, and initialize our IMCA gradient methods with the resultant matrix.
We choose to perform our analysis in an m = 3-dimensional projection space for 2 reasonsthe ability to visualize the data, and the 3-dimensional space optimized our objective, obtaining the maximum separation between classes for m ∈ [2, 7] . After obtaining the 3 × 100 IMCA matrix A, we project the data from each class into the same space, and perform our classification task.
The projected data is shown in Fig. 12 . It is interesting that the low-crime communities show much more variation than the high-crime communities, which exhibit form a tight cluster even though the range of PCVC value was much larger. To test classification performance, we use a simple linear classifier and perform leave-one-out cross-validation over all samples in the set. The results yield a 1.29% classification error -1 low-crime and 5 high-crime communities were misclassified. For comparison sake, we note that principal components analysis (PCA), an orthonormal unsupervised method, results in a 3.44% error rate, and LDA yielded a 1.51% error rate. Recall, that LDA does not have the orthogonal constraint, yet IMCA still results in (slightly) better classification performance. In all cases, the projection data was projected to 3 dimensions.
We now use the IMCA matrix A to identify the most discriminating features. To do such, we calculate the L 2 -norm of the vector of weights for each of the 100 features (columns) of the 3 × 100 projection matrix A. After sorting in descending order, we plot these ranks in Fig. 13 . This shows that there are several features which offer some discriminative value, and many more that offer very little. In Table II , we report the 5 most and 5 least discriminating features. We preface these results by recalling that this data was from a 1990 census and 1995 crime reporting.
Obviously much has changed since this data was reported, but the results do appear logical.
VII. CONCLUSION
In this article, we have presented IGDR; an information-geometric framework for dimensionality reduction. As contrasted to standard Euclidean approaches to manifold learning, which aim to reconstruct a Riemannian sub-manifold of Euclidean space, our objective is to learn statistical manifolds. We have shown that when the data produces realizations of probability density functions lying on a statistical manifold, we can perform information-driven dimensionality reduction in both the density space and the sample space. These techniques were illustrated on the problem of flow cytometry analysis, showing the ability to find a subspace in which a pathologist can better diagnose chronic lymphocytic leukemia patients. We were also able to compare patients one to another in a single low-dimensional embedding space. We also applied IGDR to a crime and community data set, identifying community indicators of violent crime and accurately clustering and classifying communities with high or low crime rates. The power of using informationgeometry for dimensionality reduction has just begun to be explored and we hope this article will lead to further extensions and applications.
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