Abstract. In this paper we study the asymptotic behaviour of the first (s, p)-eigenvalue and corresponding first (s, p)-eigenfunctions during the approximation k → s. We show that there exhibits a different phenomenon in the two directions of k → s − and k → s + . As a byproduct, we also give some equivalent forms of the nonlocal sapce W 
has been the object of many researchers for a long time motivated by Lindqvist in the fundamental paper [29] . In [30] , it has been proved that the first eigenvalue is simple and is the unique eigenvalue which admits a unique positive (or negative) eigenfunction on the domain.
There have been ample research results on the asymptotic behaviour of the pLaplacian equations on varying p. For the research on this field we refer the reader to [10, 12, 13, 29, 30, 31, 35] , during which the main topic is on the p-Rayleigh Key words and phrases. fractional p-Laplacian, nonlocal p-Rayleigh quotients, (s, p)-eigenvalues, (s, p)-eigenfunctions, relative-nonlocal spaces, homeomorphism. As in [31] , about the behavior of λ While in [13] (Theorem 3.2) the authors proposed an auxiliary problem which allows to describe the behavior of λ without any assumption on ∂Ω, which closed the open problem proposed in [31] .
Inspired by the results in [29, 13] on p-Laplacian with varying p, we are interested in the case of the nonlocal setting. Let 0 < s < 1 and p > 1, let Ω be an open bounded (may be not connected) set in R N . We define    (−∆ p ) s u(x) = λ|u| p−2 u in Ω, is the f ractional p-Laplacian. Here the solutions of (1.3) are always understood in the weak sense, for example see equation (2.8) below.
For the motivation leading to the research of such equations, we refer the readers to the contribution of Caffarelli in [8] . Since then, many efforts have been devoted to the study of this operator, among which we mention eigenvalue problems [5, 6, 15, 23, 32] , and the regularity theory [11, 22, 24, 25] . For a existence proof via Morse theory one can refer to [21] .
The operator (−∆ For a detailed investigation on the first eigenvalue and second eigenvalue for the operator (−∆ p ) s one can see [4, 5, 6, 15, 23] etc.
In this paper we analysis the asymptotic behaviour of λ 1 s,p with varying s. We firstly state that in the nonlocal case, we only assume that Ω ⊂ R
N is an open bounded set, no any connection or regularity assumption a priori.
Main Results and Plan of This Paper.
In order to investigate the comparison of different λ 1 s,p , we first introduce the relative-nonlocal Sobolev space W s,p 0,tR (Ω) (t > 1) in subsection 2.1; then in the subsection 2.2, we review the definitions and some basic properties of the first (s, p)-eigenvalues and corresponding eigenfunctions. Then in our relative-nonlocal settings we also call the first (s, p)-eigenvalue as relative-nonlocal p-Rayleigh quotient.
In the following sections, we give the asymptotic behaviours in the process k → s, and the behaviour is quite different from the left-hand side and from the right-hand side. In section 3, we prove a general result (see Theorem 3.1 below) as
and the corresponding eigenfunctions' convergence behaviour
Different from the behaviour of k → s + , we give in section 4 that if the following convergence holds true
holds true for every open bounded set. We also show that even lim
In any case we have
Since we cannot exclude the probability that functions in W k,p 0,tR (Ω) may not belong to the spaces W s,p 0,tR (Ω) for any 0 < k < s < 1. So inspired by the approach in [13] , in section 5 we introduce a larger relative-nonlocal space W 
Utilizing the strategy as in [13] , we also give some equivalent characterizations of λ 1 s,p = λ 1 s,p in the last section. In this paper we work on the set Ω without extension property, which is the main source of the singularities happening. In fact, in the case s = 1 if there is some extension assumption on ∂Ω, then lim (Ω) with respect to the standard Gagliardo semi-norm
For the basic properties of Gagliardo semi-norm we refer the reader to [14] .
Let us recall that the usual admissible nonlocal space for operator (−∆ p ) s , the Sobolev space W 
In fact this space is equivalently defined by taking the completion of C ∞ 0 (Ω) with respect to the full norm
Let t > 1. Now we define the semi-norm by
and B tR (Ω) is define as the N -dimensional ball with diameter tR located at the same center as the smallest ball containing Ω. Now we consider the relative-nonlocal Sobolev space W s,p 0,tR (Ω) defined as the completion of C ∞ 0 (Ω) with respect to the semi-norm (2.2)
This is a reflexive Banach space for 1 < p < +∞.
can be equivalently defined by taking the full norm
for any admissible function u (see Proposition 2.1).
We point out that the Sobolev space W [11] , which utilized a different approach, and [41] , which establishes the equivalent conditions for extension domain . Owing to the equivalence suggested in Proposition A.1, the statement above is also available for our space W s,p 0,tR (Ω). Remark 2.2. As usual setting on the nonlocal problems, the Sobolev space W s,p 0 (Ω) is an admissible space (see [3, 4, 5, 6, 11, 15] etc.). However, in this paper we try to investigate the fractional problem on a general bounded open set in R N .
As we will see, if we were to work on the space W s,p 0 (Ω), we would get seldom information on the boundary data, which is definitely important to us. Since we have no any regularity assumption on the boundary ∂Ω. we could not even get any useful compactness results or even Poincaré-type inequalities. So the Sobolev space W s,p 0 (Ω) is too large to us. Also, in [19, 39] , one can see that the fractional Laplacian equations is ill-posedness in the space W s,2 0 (Ω), which means the value of the boundary points can not determined only by the points in the set Ω but the whole space.
On the other hand, if we utilize the usual space W s,p 0 (Ω), we can get enough information on the boundary date; but due to our special problem setting, it seems difficult for us to do any precise comparison on the eigenvalues for varying s. This means the points too far away from the boundary become a burden to us. So we define a relative-nonlocal Sobolev space W s,p 0,tR (Ω).
For an improvement preparation, we also define the space W 
where the geometric quantity I N,s,p (Ω) is defined by
Proof. Suppose any u ∈ C ∞ 0 (Ω) and B r ⊂ B 4R (Ω) \ Ω, i.e. a ball of radius r contained in the relative complement of Ω in B 4R (Ω). Let x ∈ Ω and y ∈ B r we then have
from which we can infer
We perform an integration on Ω with respect to x to obtain
which concludes the result.
Let us recall some imbedding properties for fractional Sobolev spaces. Ω be an open set in R N and u : Ω → R be a measurable function. Then
for some suitable positive constant C = C(N, s, p) ≥ 1. In particular
Remark 2.3. We want to mention that in the Proposition above we did not assume any regular property on the boundary data ∂Ω. Anyway, in the case
, the boundary ∂Ω should satisfy some Lipschitz continuity; otherwise, there exists a counterexample for the failure of the imbedding, i.e. there is the function
Then there exists a subsequence {u n k } k∈N converging in L p (Ω) to a function u, and
Proof. Here we use the strategy for the proof of Theorem 2.7 in [4] . For completeness we give the detail below.
We first observe that the sequence 
By Lemma A.1 and (2.7) we have
for every |h| < 1. This establishes the uniform continuity desired, and we get the convergence of
is a reflexive Banach space, so we can use the compactness to get the conclusion.
Here we also give the imbedding in the case N > sp. The proof is essentially the same as Proposition 2.9 in [4] . The only difference lies in that we are working on the space W s,p 0,tR (Ω). Of course, this also works for the space W 
in which R is the diameter of Ω, defined in (2.3).
Proof. Let ∀ x 0 ∈ B tR (Ω), and δ > 0 such that
where u x0,δ denotes the average of u on B δ (x 0 ). Observing that |x − y| ≤ 2δ for
, which implies that u belongs to the Campanato space (see Theorem 2.9, [18] ), which is isomorphic to C 0,γ with γ = s − p/N . For the last statement, just moving variable y out of Ω, then we conclude the desired result.
Remark 2.4. In the statement of Theorem 2.9 in [18] , there is the assumption without external cusps on ∂Ω, however, it is automatically satisfied in our setting, since we are working in the ball B tR (Ω), not Ω itself.
Nonlocal p-eigenvalues.
What we dispose here is asymptotic behaviour of the nonlocal eigenvalues, with respect to the regular exponent s, in the relative-
0,tR (Ω), the first variation of the functional (1.4) is expressed in the following weak sense,
0,tR (Ω). Let us introduce the admissible space S s,p (Ω) for eigenvalues as
and we also define the m-th (variational) eigenvalues of (1.3)
in which we define for 0 < s < 1
where i(K) ≥ 1 is an integer and defined whenever K is nonempty, compact and symmetric subset of a topological vector space such that 0 / ∈ K. Well-known examples are Krasnosel ′ skiȋ genus (see [2, 26, 36, 40, 38] ). Following the setting in [6] we recall that for every nonempty and symmetric subset A ⊂ X of a Banach space, its Krasnosel ′ skiȋ genus index defined by
with the convention that i(A) = ∞, if no such an integer k exists.
For m = 1 the definition coincides with
, global minimum, and for completeness we also mention that for m = 2 it coincides with
, mountain pass lemma,
where u 1 is a minimizer associated with λ 1 s,p (Ω) and Σ(u 1 , −u 1 ) is the set of continuous paths on S s,p (Ω) connecting u 1 and −u 1 (see [9] , Corollary 3.2 for the local case, and [5] , Theorem 5.3 for the nonlocal one).
Remark 2.5. The asymptotic problem of the variational eigenvalues λ m p with respect to p of (1.1) has been first studied by Lindqvist [31] and Huang [20] in the case of first and second eigenvalue respectively. In the more general setting the problems are tackled in [10, 34, 35] . In [12] the case of presence of weights and unbounded sets has been considered under the Γ-convergence approach. In particular, we want to mention the result in [6] , which analyzed the limit behavior as s → 1 using Γ-convergence.
Throughout this paper, we use (s, p) − eigenvalues to denote the fractional p-eigenvalues, and (s, p) − eigenf unctions to denote the corresponding fractional p-eigenfunctions.
We recall the existing global boundedness and continuity of the first (s, p)-eigenfunctions. In [5] , the authors give a global L ∞ bound for the solutions u to the nonlocal p-Laplacian equations in the sense that
And the solution is in the space W s,p 0 (Ω). The boundedness result is as follows, here Ω is an open bounded set in R N .
we have the scaling invariant estimate
where
pq ′ , and T s,p is the sharp Sobolev constant defined by
For the case sp > N we can directly use the Sobolev type imbedding W
for q > 1, it is exactly the same process as in sp < N . In fact the same proof process is also available for the eigenfunctions of the operator (−∆ p ) s . It is obvious for the case sp > N , and for the case sp ≤ N , we have u ∈ L ∞ (Ω). By interpolation one can get the estimates for (s,
One can also refer to Remark 3.2 in [5] . Remark 2.6. There are some differences between the proportionality of first eigenfunctions to operators p-Laplacian and nonlocal p-Laplacian, i.e. for the no signchanging and proportional properties, there is no need to let Ω be connected in the nonlocal setting. For the details one can see e.g. [29, 15, 13, 5, 4, 13] .
Throughout our paper, the problem settings are on the space W s,p 0,tR (Ω) without any regular assumption on ∂Ω. Anyway we want to point out that in the proof of three properties of eigenfunctions above (Theorem 2.2, 2.3 and 2.4), no regularity assumptions were exerted on the boundary data ∂Ω. If we check the proof of three theorems mentioned just now carefully (see the details in [5, 15] ), it's convenient for us applying for the proof process directly without any essential modification (but some minor adjustment on the constant only depending on N , s and p) to get the same estimate results, thanks to the equivalence between W 
General Approximation Behavior
Although we can define the relative-nonlocal Sobolev space W s,p 0,tR (Ω) for any t > 1, in our problem setting we directly set t = 4 for some convenience in the latter calculation. Of course, there are infinitely many other choices.
As we have mentioned before, through all this paper we do not assume any regularity on Ω. Most results in this section are derived in an elementary way, only by functional analysis in Sobolev spaces but no deep properties of eigenfunctions.
The fractional first eigenvalue is simple (see [5, 6, 15] ), and associated eigenfunction u p is unique both up to a multiplication of some constant and choice of sign. We
By simple calculations we observe that λ 1 s,p (Ω) enjoys a scaling law
. This is a direct conclusion from the nonlocal p-Rayleigh quotient.
Lemma 3.1. For any bounded domain Ω ⊂ R N and 0 < s ≤ k < 1, we have
where R denotes the diameter of Ω, defined in (2.3).
Proof. Let u be in the admissible space S k,p (Ω), then by Hölder inequality and
As u ∈ S k,p (Ω), we have from the inequality above
Then we have (
Theorem 3.1.
Proof. According to Lemma 3.1, by the monotony of (
s,p and the continuity of (
sp on s, letting k → s + and k → s − respectively, we have
For the other direction of the equality, by letting {k i } i be a sequence decreasing to s as i → +∞, we notice the fact that
then letting i → ∞ we infer that
Taking the infimum over all admissible function φ ∈ S s,p (Ω) we find that
which concludes lim 
is valid for any bounded set Ω.
Proof.
Step 1. Up to a normalization u k L p (Ω) = 1 and by a directly calculation, we have for s ≤ k that 
Now let identify u = u s . By the weak lower semi-continuity we have
and up to a normalization we have
in which the last equality is by Theorem 3.1. As u is an admissible function in the p-Rayleigh quotient for λ 1 s,p , by the uniqueness of the first eigenfunction we have that u = u s .
Step 2. Now let us concern on the strong convergence (3.1). For the case p ≥ 2, as
we introduce the Clarkson's inequality obtaining
since u k and u s are in the admissible space for first eigenvalue λ 1 s,p , then we obtain
and by (3.2) we have lim sup
Then after divided by |x − y| 
by recalling that
Then we conclude the desired result for p ≥ 2.
In the case 1 < p < 2 one also have the Clarkson's inequality
then performing the same process as in the case p ≥ 2 we get the desired result 
Proof. Supposing that (4.1) holds true and by Proposition 2.2, for any ε > 0 satis-
(Ω) . And we also have
(Ω) , then letting k approximating s − and ε → 0 we have that
. Then up to a normalization we have λ In the next lemma, we give the behavior of u k and u s when λ (Ω) such that the following formula holds true:
Proof. From the assumption we know [u
(Ω) is uniformly bounded, so by the same process as in Theorem 4.1 we have a f ortiori the uniform bound for
(Ω) for any ε > 0. Then we can find a limitation function u ∈ W s−ε,p 0,4R (Ω) by Theorem 2.1, and up to a subsequence of k (denoted by k j ) such that
(Ω) → 0 weakly as j → ∞; (ii) u kj − u L p (Ω) → 0 strongly (by Poincaré inequality (2.6)), where in (ii) we have the normalization of u L p (Ω) = 1 and
In particular we have
Thus letting ε → 0 and j → ∞ we have u ∈ W s,p
, which implies that lim
as j → +∞ together with the fact that u L p (Ω) = 1. Since lim . In fact, if we apply for the assumption u ∈ W s,p 0,4R (Ω), then by the uniqueness of eigenfunction we have that u = u s . Now we start to verify the convergence of eigenfunctions {u kj } to u. In fact we just need to reproduce the same process as in the proof of Theorem 3.2 together with the help of Clarkson's inequality for both the case p ≥ 2
and the case 1 ≤ p ≤ 2
and by recalling the normalization (4.2). Then we conclude that (Ω), since we know very few information about the boundary data, then there is no corresponding compact imbedding results, only except that ∂Ω satisfies some extension property (see [41] ) and Ω being a domain. That is one of reasons why we define the relative-nonlocal space W s,p 0,4R (Ω).
Behaviour from Below in a Larger space
Inspired by [13] , this section is mainly concerned with an improvement argument to the asymptotic behaviours triggered by the convergence of the first (s, p)-eigenvalues as k → s − .
Definitions and Basic Properties.
As we have noticed, in the case k → s − there are no corresponding ideal results as in the case k → s + , because we can not exclude the blow-up probability of a function transforming from the space W k,p 0,4R (Ω) to a more regular space W s,p 0,4R (Ω) (k < s). We try to construct a larger admissible space to investigate the asymptotic behaviour when k → s − .
Let Ω denote a bounded open subset in R N , 0 < s < 1 and 1 < p < +∞. No assumption will be imposed on a priori on the regularity of ∂Ω. We set
Proposition 5.1. We have the following facts for the space W
Proof. The following proof essentially follows the methods in [13] except some adjustment to the fractional case with varying s.
It is obvious that W 
and the value of
is independent of Ω and U (indeed it is just the best Sobolev imbedding constant, see [15] and Remark 3.4 in [4] ), so we conclude (ii). If sp > N and u ∈ W s − ,p 0,4R (Ω), we can always find ǫ small enough such that (s − ǫ)p > N , then by Proposition 2.3 we have u ∈ C(Ω) ∩ W s,p 4R (Ω), which implies that u = 0 on ∂Ω. So we have u ∈ W s,p 0,4R (Ω) (see Theorem 9.17 in [7] , the regularity of ∂Ω not used in the proof (i) ⇒ (ii), and this also works for the fractional case. Or one can directly refer to Theorem 8.2 in [11] ). Now we define
where the semi-norm is defined by (2.5) and (2.2). We define the admissible spaces for first (s, p)-eigenfunction of λ 1 s,p , denoted as S s,p (Ω), and
As an eigenvalue of the fractional p-Laplacian, λ 1 s,p is understood in the following weak sense
We can see that λ 
• the positive (or negative) eigenfunctions of λ 1 s,p are proportional. We emphasis that if we check the proofs of the same properties of λ 1 s,p and u s , we would find that we can also use them directly to the proofs of λ 1 s,p and u s . Since we are working in the nonlocal spaces, and we can always get the tools, such as Poincaré-type inequality and Rellich-type compactness, which are necessary.
Proof. In fact, the proof of the properties is standard base on the Proposition 5.1.
The existence of u s is a consequence of Theorem 2.1, and the uniqueness basically follows from the strict convexity of the norm W 
4R (Ω) = 0. Proof. We utilize a similar strategy as in the proof of Theorem 3.2 in [13] . Now we start to prove the convergence of the eigenvalues λ 1 k,p as k → s in step 1 and step 2.
Step
|u(x)−u(y)| p |x−y| N +sp dxdy, then by the arbitrariness of k as k → s − , we infer that
Step 2. Since we already know that λ
Let {k} ⊂ (0, s) be a strictly increasing sequence to s, and let
Of course we can make v k < 0, the rest are the same.
Obviously there holds that
Let 0 < t < s. Then up to a subsequence {v k } (not relabelled) and thanks to Theorem 2.1, for t < k we get some u ∈ W t,p
and
Moreover, for every t < s, there holds by the lower semi-continuity
Then by the arbitrariness of t and (5.1), we infer that u ∈ W s,p
and the fact
Then together with step 1 and the fact that λ
Step 3. Then in step 3, we start to prove the convergence of the eigenfunctions in the semi-norm W k,p 4R (Ω) (k < s). By the uniqueness of first (s, p)-eigenfunctions (up to the normalization and choice of the sign), we infer from step 2 that v k = u k and u = u s , and
Since they keep the normalization by
s,p . Then again applying for the classical Clarkson's inequalities and the same process as in Theorem 3.2, we obtain for 2 < p < +∞
, and for 1 < p ≤ 2
, then together with the fact established in step 2, we conclude that
Similarly starting from the fact lim Let Ω × Ω be defined as in the usual product topology. We define the function space
which is a closure of
Following the definition in [4] , we defines the linear and continuous operator
is linear and continuous. Moreover, R * s,p is the adjoint of R s,p .
Proof. For the proof of this lemma, one can refer to Lemma 8.1 in [4] . There is no essential difference.
Remark 5.1. The operator R * s,p has to be thought of as a sort of nonlocal divergence. Observe that by performing a discrete integration by parts, R * s,p can be formally written as
Indeed, by using this formula
|x−y| N/p+s dydx, and exchanging the role of x and y in the second integral in the down line, we obtain that this is formally equivalent to the formula in Lemma 5.1.
Proof. For the details to get this one can refer to P roposition 8.3 and Corollary 8.4 in [4] , and there is no essential difference from here. 
(Ω)), there exists one and only one solution w ∈ W
|x−y| N/p+s dxdy, and the map 
it follows that w 1 ≤ w 2 a.e. in Ω.
Theorem 5.2. Let 1 < p < +∞ and 0 < s < 1, let Ω be an open bounded set in R N , the following facts are equivalent:
given by Lemma 5.3 belongs to W s,p 0,4R (Ω).
Remark 5.4. Here we want to mention our another paper [28] (see Corollary 3.1 therein), in which, we utilize Γ-convergence to give an equivalent form of the space W If
and let w k be the solution of 
in Ω. It follows w ∈ W s,p 0,4R (Ω). Now suppose that w ∈ W s − ,p 0,4R (Ω). Thanks to Theorem A.4, we have a unique
(Ω) such that
Then due to Lemma 5.2 and Lemma 5.1, we know there exists one representation
Then by the density of
|x − y| N/p+s dy.
Then there exists unique w k ∈ W s,p 0,4R (Ω) such that Then there exists a constant C = C(N, s, p, Ω) such that , that is,
Then we mainly compare W and Y . So for W we have
sp Ω |u| p dx,
.
We recall the following lemma established in [4] , which is also available here in our setting due to the equivalence between W 
A.2. Homeomorphism. By adapting the settings in section 5.3, here we mimic the strategy in [17, 33] Definition A.1. Let X be a Banach space. An operator T : X → X * is said to be of type M if for any weakly-convergent sequence x n ⇀ x such that T (x n ) ⇀ f and
one has T (x) = f . T is said to be hemi-continuous if for any fixed x, y ∈ X, the real-valued function
is continuous.
Theorem A.2 ([37], Chapter 2, Lemma 2.1). Let X be a reflexive Banach space and T : X → X * be a hemi-continuous and monotone operator. Then T is of type M.
Proof. For any fixed y ∈ X, (x n ), x and f as in Definition A.1, the assumed monotonicity of T yields 0 ≤ x n − y, T (x n ) − T (y) for all n; hence, from (A.1), we have
x − y, T (y) ≤ x − y, f .
In particular, for any z ∈ X and n ∈ N,
which, in conjunction with hemi-continuity, immediately yields z, T (x) ≤ z, f for all z ∈ X. This implies T (x) = f , as claimed.
Theorem A.3 ([37], Chapter 2, Theorem 2.1). Let X be a separable and reflexive Banach space, and let T : X → X * be of type M and bounded. If for some f ∈ X * there exists ǫ > 0 for which x, T (x) > x, f for every x ∈ X with x X > ǫ, then f belongs to the range of T .
Lemma A.2. For x, y ∈ R N and a constant p, we have , u ∈ S} ≤ C, which shows that (−∆ p ) s is bounded.
For the proof of the hemi-continuity, let t ∈ R fixed. For 1 < p ≤ 2, On the other hand, for 1 < p ≤ 2 (ξ = 0, η = 0), we utilize the following inequality from [27] , i.e. Proof. We have already proved the continuity of operator (−∆ p ) s in Lemma A.3, then we need to prove respectively the surjectivity, injectivity and the continuity of the operator (−∆ q ) −s , which is the reverse operator of (−∆ p ) s .
Step 1. Firstly, we prove the surjectivity of (−∆ p ) s . Fix f ∈ W 
