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ABSTRACT 
A Gaussian approximation for the azimuthal sum of the ranks obtained in 
a Generalized Sign Test (GST) detector allows us to evaluate its degradation 
when a digital implementation with an independent randomization scheme for each 
tie is employed. This evaluation can be used to select a quantizing step which 
represents a good arrangement between the requirements of obtaining a maximum 
dynamic range and a low degradation when only thermal noise is present. A simplified 
randomization scheme is also evaluated. 
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INTRODUCTION 
GST {1} {2} {3} {4 } is a simple and efficient distribution-free 
(OF) detector that offers a constant false-alarm probability (PFA) when video 
samples · are independent and identically distributed (IID) random variables for 
each azimuth and azimuthal independence is assumed. It works in the form 
~N 
L. u (X. . I • - X 1. + i I J. +J" I ) < T j'(M) 1+1 ,J · ' H 
j'iO 2 
( 1) z .. = L. R .. , .= L. 1
•J i' (N) 1+1 ,J i'(N) 
where {\+i' ,j+j'} are the video samples (i + i ' indicates azimut, j+ j' indicates 
range; i,j, is the sample being tested), {R.+., .} are the corresponding ranks, u 
1 1 ,J 
is the unit step function, the number of integrated pulses is denoted by N and 
H1;H 0 (target/no target) decision is ~erived from a comparison with the threshold 
T. 
We say that GST is efficient in the sense that its detection 
probability, P0(s) (S is the sign2l-to-noise ratio), is near to that offered by 
optimum detectors in typic2l situations and assuming that N and M are not too low. 
When we implement (1) with quantized video (for digital processing), 
ties (X.+., . =X.+., .+.,)can occur, and it is necessary to discard or solve 
1 1 ,.] 1 1 ,J J 
these ties. This .has been a class ical problem in Statistics, and many approaches 
can be followed in a general case (see {5} , for instance). Here, we will restrict 
ourselves to consider a randomization scheme, i.e., a method to decide u(O) = 1 
or 0, in accordance with the result of an additional, usually independent, 
experiment. 
It is necessary that the effect of ties be negligible even in 
coarse quantization situations forced by the need of providing the widest 
dynamic range, to maintain OF characteristics without an important degradation on 
P0(s). We will study in this paper the maximum value of q implied by these 
conditions when a simple family of randomization schemes are employed without 
paying attention to other effects. 
I. THE SELECTED RANDOMIZATION SCHEME 
We will consider a randomization method that solves independently 
each tie to 1 or 0 with probabil i ties Pk or 1 - Pk' respectively, depending on 
only the quantizing level nk of the video sample Xi+i' ,j' DeQ~ii~gb~ {ck} ~=O 
the comparison (decision) levels Eck~ nk< ck+l' for the {nk}k=O , Q 1s the number 
of qUiantizing levels), we will have 
B2/2/3 
(2) 
where Fr(•) is the cumulative distribution function of the video samples when the 
..) 
signal-to-noise ratio is S (S = 0 corresponds to noise only). In accordance to 
this notation, and assuming that a target can be present only at the tested 
distance, we will have 
Pr ( R. + . , . = 1! X ... I • = n I ) 
. 11 ,J I 1-t-l',J K' 
where Qk = 
Pr(R.+.' . 
1 1 'J 
(3) 
J M-1 
- Fa(ck+l) + QkpkEO~ 
( 4) 
The evaluation of (3), (4), and the comparison of the results with 
those corresponding to an unquantized version (a forced reference, since it 
corresponds to situations in which quantization effects are negligible) is not 
directly illustrative because we would need N - 1 posterior convolutions to obtain 
the distribution of z ... This approach and the alternative of Monte Carlo simul-
, 'J 
ation are not attractive since they are highly computer time consuming (Importance 
Sampling {3} {6} {7} cannot be directly applied to samples because it alters the 
production of ties) and they can obscure basic design criteria. 
But we can admit that, when N is not too low, a Gaussian 
approximation is qualitatively adequate for Z
1 
..• Under this assumption, the mean 
,J 
value and the variance of zi,j completely characterize it. 
I I. THE GAUSSIAN APPROXIMATION 
We have, from (1) and (4), the following mean and variance for z .. 
l 'J 
In a continuous situation, it is easy to obtain {4} 
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CXl 
E(S) NMJ F0(X) jf5(X) (7) 0 
00 00 2 00 00 
V(S) = NMO {jiF~EXFdFR EXFJ [J F0(X)dF5(x )h+ NMQ F0(X)dF5(X)- J~~XFdFR EXF} 0 0 0 0 
(8) 
It is immediate to show that 
1 _ <P { E ( 0) - E~.LQl + /V ( 0) <P -1 (1 -a ) } !V(O) D~L v ( o) (9) 
where a is the false-alarm probability assumed for the continous case, 
1 () . 2 
<P( ·) == -== J exp( -· t /2)dt 
/2TI oo 
(10) 
and <P-· 1(·) is its inverse function. The first term in the argument of :jJ in (9) 
depends on N (is varies as /N): the resulting variation with N can be 
important. To avoid it, we can force 
Q-1 ' 00 
E(O)/NM = L: pk(O) /.F0 (ck) + Pkpk(o)] = E(O)/NM =J F0(X)dF0 (X) = 1/2 (11) k=O 0 
Note that we can write, using the particular form of the subintegral 
expression and (2), 
oo Q-2 :'c k+ 1 oo 0-2 ( f F0(X)dF0 (X) = L:, ) F0(X)dF0 (X) +I F0(X)dF0 (X) = ,L: F0(ck+1)- F0(ck)l 0 k=O ck c0_1 k=O 
Fo(ck ) +Fo(ck+1) ('" Q-2 [ J Joo 
2 +Jr F0(X)dF0(X) =k~O pk(O) F0(ck)+ pk(0)/2 + c F0(X)dF0(X) 
"'Q-1 ' Q-1 (12) 
·00 
assuming that Q is great enough to originate negligible J F0(X)dF0(X) and 
Pq_ 1(o)[F0(c0_1) + PM _ N pM _ N Eo~ , (11) implies cQ-1 
Pk = ~ , all (s·ignificant) k (13) 
We can evaluate, under (13) 
(14) 
-1 
cjl (1 - a)} 
compare them with the corresponding values in the continuous case, and select 
the quantizing step to obtain moderate differences. But, before this, we will 
indicate an alternative that can be considered as a 11 Complementary 11 possibility; 
thus, allowing to check the importance of the randomization scheme and the 
robustness of the selected quantizing step. 
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We can also obtain E(O)/NM ~ 1/2 by adequately randomizing 
according to k and i+i'; e.e., using a Pk,i+i' 
averaged over i'. An extreme possibility is 
that offers a mean 1/2 when 
. ·-l' 0, when i+i' is even 
pk '+ • I-
•
1 1 1, shen i+i' is odd 
(assuming an even N). Then, we will have 
F6 (ck) + [ Fo(ck) + pk(o)J 2 
2 
(16) 
and we can calculate the corresponding PFA' P0(S), inserting V'(S) in (14) and 
(15). The differences between PFA and PFA and P0(s) and P0(s) are a first indicator 
of the importance of the selection of the randomization scheme and of the robust-
ness of the design of .the quantizing step. 
Note that, for a quantizing step low enough to approximate (6) 
with P. = 1/2 to ·(8), it seems that (17) and (6) with P = 1/2 will be very near 
K k 
values. Then, it seems that the particular randomization scheme is not very 
important (assumed that it verifies condition (13), of course), and we can use 
the most easily implementable. The last indicated one is an obvious candidate. 
The same reasoning serves to affirm the robustness of the design 
of the quantizing step. 
I I I. EXA~NPLES 
Simple cases in which numerical integrations are not needed are 
those in which we assume a Swerling II or a Swerling IV target {8} (Gaussian and 
white background noise) and a linear enyelope detector. We will have 
F5(X) = { 1 - exp (-X2/2(1 - S)]} u(X) (18) 
Fc(X) = { 1 (1 + SX2/(2 + S) 2] exp (-X2/(2 + S))} u(X) 
,) 
(19) 
t·espectively. {pk(S)} and {F0(ck)}. can be immediately written for the practical 
case of a uniform quantizer having comparison levels 
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- o. k = 0 
ck = { (2k- 1)q/2, k 1, ... , Q-1 
oo , k = Q 
(20) 
and quantizing le~els 
n k = kq, k = 0, ... , Q- 1 (21) 
Tables I afld II show values obtained for N = 30, T = 341 
(threshold corresponding to the false-alarm probabil i ty more approximate to 10-6 
\<iithout randomizing in thresholding; it was obtained by numerical convolutions), 
~ = 15. Values exactly corrresponding to a ~ontinuous situation and a Swerling II 
target are also shown as reference; they have been obtained by numerical convolu·· 
tions. 
q ~ 1/2 seems to be the adequate value that offers maximum dynamic 
range without significative degradations (signal losses about 0.2 dB, PFA (or 
P~A F within the order of nagnitude of a). We can check that both r~ndomization 
schemes work equivalently for q ~ 1/2. 
CONCLUSIONS 
A Gaussian approximation allow us to select the randomization 
parameter (probability of using u(O) = 1) in a randomization scheme that decides 
independently each tie according to only the video level. The conservation of the 
mean value of z .. seems to be the main factor to be considered. Under this 
1 ,J 
restriction, we can compute the maximum allowable quantizing step to avoid 
significative degradations. The consideration of an alternative randomization 
scheme seems indicate that, under the mentioned restriction, the scheme selected 
is not important (hence, we can use the simplest), and the design of q is 
robust with respect to it. 
These conclusions are being checked by considering other 
randomization schemes and other kinds or targets and varying the values of M 
and N . After this, we \<dll extend th·i$ work to other non-parametric detectors. 
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PFA 
and 
pr 
D 
I 
s (dB) I 
-oo 1 3 
rJJJ· J J~" I . ! .. 
I Exa,ct va 1 ue 1.097·10 0.135 0.262 0.458 0.66810.838 0.937 I 
q = Q ,., '} . , n-6 n. 126.0 . ?54 0.44UQ.653 1_0.833 0 942 j C...L • . V 
0.098·10- 6 
.., 
a = 2 0.005 0.018 0.058 !0.159 0.339 0.582 
q = 1 0.27·10- 6 0.062 0.148 0.300 i0.510 i0.727 0.887 
q= 3/4 0 . 7 5 • 1 0-6 ! 0 . 08 6 0.189 10.358 !J.573 i0.776 .0.914 
q = 1/2 1.4 • 10-b 0.106 o.zz3 !o.4o3 :0.61s io.so9 lo.93o 
q = 1/3 1.8 • 10-0 0.117 0.240 0.424 0.637 0.823 10.937 
. 10- 6 0.125'0.252 
i 1 
q = 1/10 2.2 0.439 0.652 o.s32i0 . 942 1 
0.072·10- 6 
I 
2 0.007 0.024 0.071 M.NTT~4U 0.573 ! q = j 
0. 66. 10- 6 0.71510.872 
I 
q = 1 0.071 0.160 0.309 0.510 I 
3/4 0. 94. 10-6 0.091 0.196 0. 362 0.571 0. 768 0.906 I q = i 
I 
q = 1/2 1.5 • 10-6 0.109 0.226 0.404 0.614 ,0 .805 0.927 I 
• 10- 6 
I 
q = 1/3 I 1.9 0.119 0.241 0.424 0.636 0.821 0.936 
q = 1/10 2.2 10-6 0.125 0.253 0.439 f 0.652,0.832 0. 941 
· BZ/2/7 
Table I: False-alarm (S(dB)= - oo)and detection probabili ties, Swerling II target. 
s (dB) I 
- oo i 1 1 2 / 3 j1 4 i 5 / 6 
~J ! : . I 
2.17 .10-o 0.195 0.394 o.SRo j o.sS~M. V T P jM.VVU~ q = 0 
~~LN" o.oVs.JO~: o.ooT~ o .oVpN~~. R~OJ o.UO4 PFA ~ 0.29.10 0. 097 0.238 0.47J r0 .741 M .V~4 0.990 
d , q = JP~J4JJJtJJoJ.JTMJ.NJMJJm J NP4 0.301 ,o.ssoiO.sor to .9.5o a.995 :: · rq .J~~O 1 ~_d_· NM~R 0.165 o. 3s: 1o. 60fc.840 la.: 964
1
0. ~ 
~J = 1/3 ~.T4. 10 J0 . 181 M.PT~ 0.631 0.85b 0. 969, 0.997 
q '" l/ 10 2.13. 10-6 0.19410.392 0, 649!0.S67lo.973 :0.998 
=--=-= --=-"'--=--=-=F-=====:;;::F· =- . . - . . I .:;.c.;.:., 
t---q_,__=_2 _____ , 0.072.10-6 0. 009 0. 034 0.109 0 .. OT~ M .RPT 0.791 
Pf=A r----3 = 1 0.56.10-6 0. 108 0.249 0.475 0.728 0.911 0.985 
and 1- q = 3/4 . 0.90 .10-6 0 . 140 0.306 0.549 0, 793 0. 943 0.993 
pr 
D 
-6 ~JqI___= _ _;_lc.:_/ _2_+--.::,_1. __ 4_. 10 0.168 0.353 0. 60410.836 0. 961 0.996 
q = 1/3 1.81-.10-6 0.183 0.375 0.630 0.854 0.968 0.997 
-6 I q = 1/10 2.14 .10 0.194 0.392 0.649 0.867 0.973 0.998 
Table II : False-alarm (S(dB)=-co)and detectio n pt obabilities, Swerling IV target. 
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