Abstract. Some areas of recent development and current interest in time series are noted, with some discussion of Bayesian modelling e orts motivated by substantial practical problems. The areas include non-linear auto-regressive time series modelling, measurement error structures in statespace modelling of time series, and issues of timing uncertainties and time deformations. Some discussion of the needs and opportunities for work on non/semi-parametric models and robustness issues is given in each context.
INTRODUCTION
Three areas of recent development and current interest in Bayesian time series analysis are: non-or semi-parametric models for non-linear autoregressions, and related time series structures, based on mixture models; the modelling and accommodation of measurement errors in state space models; and timing errors, uncertainties, and the use of time deformations to map linear time series models to practically interesting non-linear forms. Methodological developments in each area are made possible through the use of MCMC simulation methods, and we are likely to see growth in application of these, and related, kinds of models for this reason (if no other). Needs and opportunities for theoretical and empirical robustness and sensitivity studies are apparent and, in the light of the preceding comment, very practically desirable. It is hoped that this paper will stimulate some time series research interest among some members of the Bayesian robustness communities. In contrast to much of the growth in the \o cial" Bayesian robustness eld, the majority of the practically interesting robustness issues raised here have to do with the forms of data models and likelihood functions, rather than priors (though the distinction is not always clear-cut).
The discussions below are all based in the context of a real-valued, scalar time series y t ; observed over a speci ed discrete time interval t = 1; : : :; n:
For any time point t; y t denotes the rst t observed values y t = fy 1 ; : : :; y t g; for any xed p < t; y 1 NON-LINEAR AUTO-REGRESSIONS Non-linear time series has been a growth area in non-Bayesian statistics for over fteen years, with interest generally focussed on non-linear autoregressions (e.g. Tong 1990 and references therein). Though there is much Bayesian work in non-linear and non-stationary modelling, only recently have Bayesians really taken up the challenge of empirical non-linear modelling in any generality; recent interest is, naturally, partly driven by computational feasibility and currently accessible simulation methods.
A general objective of AR modelling is to identify useful predictive models p(y t jy t ) via a xed order model p(y t jy t p ); an AR(p) model for some order p; under the Markovian assumption p(y t jy t ) = p(y t jy t p ) for all t: Covariates may be involved, in which case the focus is on p(y t jy t p ; x t ) where x t represents known covariates at time t: The standard linear AR(p) model, with covariates, has y t conditionally normal, N(y t j t ; v); where t is linear in elements of y t p and x t : Approaches to generalising this to non-linear time series would model the entire distributional form, rather than just the mean as in common non-Bayesian approaches.
The basic and simple idea of developing Bayesian mixture models de ning interesting classes of conditional distributions p(y t jy t p ; x t ) is introduced in M uller, West and MacEachern (1994) . In essence, these authors build a modelling framework that embodies and formalises the notions underlying standard kernel auto-regression methods (e.g. Tong 1990 ). The mixture framework derives from Dirichlet mixture models in density estimation (e.g. as in West, M uller and Escobar 1994 as well as in just its mean, and then the full model-based framework provides additional, useful information. The conditional mean may poorly summarise location; for example, conditional distributions may be unimodal for (y t p ; x t ) in some regions of the \design" space, bimodal or multi-modal elsewhere. In moving continuously through the design space, a trace of the conditional mode may be discontinuous at discrete points, so capturing \threshold AR structure" (Tong 1990 ) in useful ways. Such modal traces will bifurcate in cases where a single mode in one region develops into two modes in another region. The facility to capture such features, observed in practice, is a nice facet of conditional mixture models.
Adapting Dirichlet mixture modelling for random sampling contexts, M uller, West and MacEachern (1994) show how this framework can be implemented. Inference is largely predictive, focussed on evaluating features of the predictive distribution for the next value in the series, i.e. integrating the mixture distribution with respect to the posterior p( jy t ; x t ): Implementation is feasible, though complicated, via MCMC, combining the con guration based Gibbs sampling methods for mixtures West, M uller and Escobar 1993) with various Metropolis steps. Extensions exist to incorporate inference about uncertain hyper-parameters, including variance parameters that play the role of local smoothing parameters, are practically essential, and correspond to automatic smoothing parameter estimation.
Some early applied development of these models appears in M uller, West and MacEachern (1994) . One example involves an auto-regression plus covariates model for the waiting time between consecutive eruptions of the Old Faithful geyser. This data series is evidently not well described with linear models (restricting only to the available covariates and past values of the series) and the mixture analysis highlights that fact; predictive distributions for waiting times become bimodal in regions of the design space covered by this data set, and so quite marked variation in predictive structure is exhibited. A second example in that paper concerns the oft-analysed lynx trapping series. This series measures annual estimates of lynx trappings in a Canadian region for a period of over a hundred years, and exhibits cyclical behaviour with a period of around 7{11 years. The cycles are time-varying and, though various linear models provide reasonable ts, are generally viewed as su ering mild non-linearities. One analysis reported mixes basic cyclical AR(2) models, viz y t P k j=1 w j (y t?1 ; y t?2 )N(y t j j y t?1 ? y t?2 ; B j ): As in West (1995a) , AR(2) models E(y t ) = j y t?1 ? y t?2 represent sinusoidal patterns with time-varying amplitudes and phases, but constant periods j = 2 =cos ?1 ( j =2): Hence the state-dependent mixture of such models provides opportunity for identifying variation in the period parameter across the design space. Some summary inferences from the analyses indicate such variation; they highlight the suggestion that, in periods of rising lynx trappings (i.e. when y t?1 > y t?2 ); the model favours mixture components j with larger values of the period j (through larger values of the regression parameter j ) than when trappings have been locally falling. This is suggestive of an asymmetry in the form of the cycles { a slower rate of increase, with period closer to 11 years, than the rate of decrease, with period closer to 7 years { consistent with early studies.
In addition to further studies of this framework for non-linear time series, there are various related areas that are of potential for future development, now mentioned.
First, though some interesting application have been studied, these models have signi cant overheads in terms of specifying hyperpriors on parameters of mixture models, and resulting inferences can be very sensitive to these priors. On the positive side, a focus on prediction makes such sensitivity much less of an issue than it is for parameter estimation. However, this is an area of signi cant need for sensitivity and robustness investigations, especially in higher dimensional models.
Second, note that other kinds of time series problems are being approached using semi/non-parametric models based on Dirichlet mixtures. In particular, the modelling of jumps, structural changes, outliers, etc., in dynamic linear models is explored in Corradi and Mealli (1995) . Third, the above framework says nothing about stationarity, and there is a need to develop alternative approaches for assumedly stationary processes.
Take the case of an AR (1) in an obvious notation. So the kinds of questions of interest might include:
identifying non-parametric models for F constrained to common margins; identifying exible classes of parametrised bivariate distribution F with common margins, and consideration of non-parametric priors for the margin G; robustness approaches where the uncertain distributions lie in speci ed classes, subject to the constraints. The case an AR(p) series is a direct extension, with apparent additional complications. Finally, data in some applied contexts depart from linearity in only small and often subtle ways. In the non-parametric modelling approach, this suggests starting out with priors, and hyper-priors, that are weighted towards linearity; in the above mixture approach, for example, this would be implied by priors on the Dirichlet hyper-parameters that induce priors with high probability on the series being generated by a mixture of just one or two components. On the robustness side, studies of analyses under classes of models whose elements lie \close" to linear auto-regression are suggested; some developments in this direction, such as local sensitivity analyses exploring \interesting" directions of departure from linearity, would be of interest to the time series community quite widely.
MEASUREMENT ERROR MODELS
The recent introduction of serious simulation methodology into time series analysis, in particular, in state space modelling, is providing opportunity for wider use of both standard (i.e. normal, linear) and somewhat non-standard (i.e. non-normal, non-linear) error models for observational/measurement errors (e.g. Carlin et al 1992; Carter and Kohn 1994; Fr uhwirth-Schnatter 1994; West 1995a,b) . For example, the class of auto-regressive dynamic linear models, of interest in modelling (linear) auto-regressions corrupted by purely additive noise (measurement and sampling errors, truncation and rounding errors, gross outliers), is being more widely explored (e.g. West 1995a,b,c) . MCMC methods are developing for inference about model variance components and other parameters de ning state evolution equations, in addition to sequences of state vectors. Extensions of the normal error models to heavier-tailed normal mixtures for accommodating time series outliers are quite straightforward. Though these kinds of models have been around for some time, together with various approximate and non-Bayesian approaches to their analyses, it is only through the recent MCMC developments that we can begin to explore them fully in practical contexts. And there are quite signi cant computational, convergence and implementation issues raised in this area, largely due to the dimension of resulting parameters spaces. There are also interesting and important modelling and robustness issues raised, some speci c examples mentioned below.
A particular class of auto-regressive models has the following, basic DLM, Under the usual assumptions of normality of the observation and innovation error sequences, this is now straightforward to implement. Full technical details appears in West (1995b) , especially the appendix on MCMC in state space models, and are quite similar to the developments in related models in West (1995a) . This is a new area for MCMC and there are many issues associated with the simulation analyses that need study. A typical problem with even a moderate AR dimension p has many uncertain quantities; the entire set of state vectors over the observed data series, plus the AR parameters and variance components. MCMC convergence issues with the associated high dimensional posterior distributions need study.
Note that the MCMC analyses of state space models are computationally very demanding, in even moderate dimensional models, relative to a standard AR model. In the latter, we observe x t exactly, and have a basic linear regression model framework, though with some complications due to the starting value problem. The posterior of interest has dimension 2p+1 (p elements j ; p starting values, plus the innovations variance). As soon as we admit non-zero observational errors, the dimension is sample size dependent; with n observed values y n ; the number of uncertain quantities is increased by n; the number of latent values of the x t : Current versions of MCMC analyses operate in the strict state-space format above; here the state dimension is p and so calculations involve sequences of n or more, highly related p?variate normal distributions, and their iterative simulation. This involves repeat inversions of the associated covariance matrices, raising questions of numerical stability as well as dramatically increasing the computational burden. More e cient algorithms are needed.
The basic normal model is trivially extended to accommodate the usual kinds of contamination error distributions, such as heavy-tailed normal mixtures. The contamination models of Kleiner, Martin and Thompson (1979) , for example, have become popularised through S-Plus implementation (e.g. S-Plus 1993, section 16.7). Here t (1 ? ) 0 ( t ) + N( t j0; w); a mixture of a point mass at zero with the contaminating normal of variance w; thus either the AR process is observed exactly, or it is observed with a (usually rather di use) normal error. This is a special case of the well-known scale-in ation model t (1 ? )N( t j0; 2 ) + N( t j0; k 2 2 ); admitting a background level of \routine" measurement error together with (occasional) \outliers;" here 2 is the variance of the routine error, and k > 0 a scale in ation factor. Some exploratory analyses of a range of data series from (largely) the physical sciences indicate cases when this latter model, with non-negligible ; is to be preferred over that with very close to zero, but also cases more in conformity with the latter. The following is an example of the latter case. Figure 1 displays a series of measurements on the strontium isotope ratio 87 Sr= 86 Sr derived from seawater measurements from the Indian ocean (Clemens et al 1993 , and communicated to the author by Steve Brooks of Cambridge University). These data have been constructed as interpolates of original raw data, and represent approximate levels of the strontium ratio at equal spacings of 3kyr (3000 years); thus the time interval represents approximately the last 450,000 years. They are of interest as climatic indicators, driven by changes in seawater chemistry due, largely, to input from the weathering of continental crust. The series has been preprocessed to remove an underlying trend. A state-space AR(5) has been tted in the above framework with the scale-in ation measurement error model t (1 ? )N( t j0; 2 ) + N( t j0; k 2 2 ); reported analysis assumed = 0:05; k = 10; and uniform priors (over nite ranges, bounded below above zero but at a very small value) for each of the standard deviations, and p v (n.b. the model actually included an additional term for a non-zero, locally constant trend, though the e ect is negligible as the series had been pre-processed and reduced to one with essentially no trend).
Here we use this series to illustrate an analysis under a contamination model, and one with rather di use priors on the key variance factors. The gure displays the data and some summary estimates from analysis. All estimates and components quoted are approximate posterior values based on the 5,000 posterior draws. The gure shows, on the same vertical scale, the series, the estimates of the measurement errors t ; and the estimated decomposition of the latent AR(5) component x t into its two major components. This decomposition is based on the developments in West (1995b) ; the AR (5) can model two distinct, damped sub-cycles of time-varying amplitudes and phases, and, as it turns out here, the posterior heavily supports two such cycles. As described in West (1995b), we can easily extract posterior estimates of the amplitude of the corresponding sub-components, and these appear in the gure. There is a third, negligible (and acyclic) component that is not graphed; as a result, the strontium series is approximately the sum of the two sub-components and the observation errors displayed. Also shown is the estimated innovation series ! t that \drives" the AR(5) process. The model is a reasonable data description (a small degree of residual correlation in the estimated innovations, at lag one, notwithstanding). Of note here is the fact that, though a general contamination model is assumed with a di use prior for ; the posterior heavily supports the degenerate version, indicating that is negligible and that only a small fraction of the data values are corrupted with observational noise. (The rst three or four errors are interesting; the data series, it turns out, was constructed by interpolating basic raw data, and the suspicion is that the intitial three or four observations are corrupted due to the spline interpolation method used). The impact of the few observations on the analysis can be gauged by comparing some inferences of interest with an analysis assuming no measurement errors, and this was done using the standard reference analysis (e.g. West 1995b). is to note the \damping" towards zero of the reference estimates, i.e. the suppression of the \signal" that is theoretically predicted if measurement errors are ignored. This e ect, and the impact on posterior uncertainties, is quite marked, especially in view of the very small number of really discrepant measurement errors.
Of interest in the application context of this series are inferences about cyclical structure in the series. As noted, the analysis indicates that the AR(5) process has two main quasi-cyclical sub-components, damped cycles of time-varying amplitudes and phases; based on posterior estimates and samples of the AR coe cients, we can easily extract posterior estimates of the periods of these sub-cycles. Consider the dominant of the two sub-cycles. In the state-space analysis, the approximate posterior distribution for its pe-riod has median of 40:9=3; quartiles at 37:2=3 and 44:7=3, and mean (s.d.) of 40.8/3 (1.8/3); the posterior mean of the j translates into an estimate of 42:0=3 Kyrs. These values are quoted in terms of Kyrs/3, and correspond closely to the accepted of close to 41Kyrs of that is the established earth-orbital (Milankovitch) period known to drive climatic variation. By comparison, the corresponding gures in the reference analysis are biased upwards; for example, the direct estimate based on the estimated AR coe cients is 44:5=3Kyrs, some way above the accepted period of the known \driving" in uence.
Some practical issues arising with these kinds of developments, and some needs for further development and robustness studies, include the following; much of this is based on the state-space AR context above, though naturally the comments have more general purview.
The extension of the basic AR model to the state space version to accommodate observational errors is made at the expense of a very large increase in computational cost, and in user time in monitoring and analysing the simulation outputs. Hence, in parallel to working on more e cient MCMC algorithms for state space models, it might be useful to explore these models from a robustness viewpoint to ask when and whether or not this cost is worthwhile or can be avoided. In some applications, there may be strong evidence to support non-negligible additive observational errors, and they may impact severely on some inferences, thus should not be ignored; then the state space analysis is needed. The potential for additive errors to distort subsequent inferences in the spectral domain, for example, are well known (e.g. Kleiner, Martin and Thompson, 1979) . For other inferences, however, and in other applications, their impact may be minor. It would be of some interest, therefore, to develop robustness investigations focussed on local sensitivity; beginning with the strict AR model, i.e. the state space model with a measurement error distribution degenerate at zero, focus on how speci c posterior characteristics vary with measurement error models \close" to degeneracy. Studies like this would impact on the question of whether or not the rather dramatic increase in computational expense (in moving from the simple AR model to the state space form) is justi ed. Presumably some theoretical study in the AR(1) case might yield insights.
Speci cation issues concerning the form of non-normal elaborations of the observational error distribution arise. Normal mixtures are traditional forms for accommodating occasional outliers, but the constraint to symmetry is sometimes questionable based on a posterior residual analysis under a normal model in a given study. Even retaining symmetry, there are issues of sensitivity to assumed form. Some possible directions for future study include normal mixtures with rather non-parametric approaches to modelling the mixing distributions (e.g. Corradi and Mealli 1995) and possible exploration of other mixture classes (e.g. Brunner 1994 ).
Related to the above comments are the speci c features of error distributions arising in problems where the observations are censored, truncated or rounded. For example, a recent discussion with research radiologists concerned simulations of ultrasound signals re ected from human body tissues of various compositions, with a focus on characterising the returned ultrasound signals in order to distinguish/discriminate tissue types. For various reasons, the return signals are signi cantly truncated, so suggesting a nite range uniform observational error model (assuming other sources of measurement error are negligible). In principle, MCMC analyses under such models might be developed. Can robustness approaches using mixture classes be developed? The general isses of dealing with censored and truncated measurements are not, of course, time series speci c; our interest in robustness issues in this context relates closely to the work of Dempster and Rubin (1983) on rounding errors in a regression context.
TIMING UNCERTAINTY
Rather more speci c to time series problems are issues arising through errors or uncertainties about the timing of observations. Two examples provide context.
First, errors and uncertainties in timing, as exempli ed in West (1995c) , can be a serious practical complication. In that study, the time series data The second example is a rather simple illustration of how a time transformation maps a simple linear model to a practically interesting non-linear (but close to linear model). In a beginning collaboration with psychiatrists at Duke University, we are studying waveform characteristics of lengthy EEG (electro-encephalogram) signals in order to characterise such signals for use in discrimination between EEG outputs from electro-convulsive therapy applied to patients on di erent seizure control treatments. Various models, such as AR, time-varying AR, and others, are being considered, as are perhaps more basic harmonic regressions. At sampling rates much cruder than the raw EEG recordings, some of the data have the appearance of noisy cycles that would be quite well approximated by single harmonic regressions but for one apparent feature; the cycles have very sharp \troughs" and much atter and noiser \peaks". This could be modelled, perhaps, by superposition of several harmonics of a base frequency. Another idea is to \deform" the time axis in order to map a sine wave to this at peak/sharp trough appearance; this can be done by \stretching" time around the peak and \compress-ing" time around the trough. For example, Figure 2 displays the function cos(2 s(t)= ) + t over time t = 1; : : :; 225; where the t are independent N( t j0; 0:1) errors, the wavelength = 15; and the time scale is deformed periodically as follows: for t > ; s(t) = s(t mod ); for t =2; s(t) = t; and for =2 < t t; s(t) is given by log(s(t)=( ? s(t))) = log(s(t)=( ? s(t))) where, in this example, = 5: Time varying amplitude and phase characteristics might be incorporated by using auto-regressive models with cyclical or quasi-cyclical components. Otherwise, the kinds of features exhibited in Figure 2 are in close resemblance to those mentioned in the EEG context, so suggesting that a basic harmonic model with a modi ed time scale could be relevant.
More widely, this relates to the idea that non-linearities in observed se- ries may be modelled indirectly via (possibly stochastic) deformations of the time scale in some generality, assuming that appropriate models for deformations can be identi ed and estimated. This builds on basic ideas in Stock (1988) , who demonstrates that, under certain deterministic deformations, traditional linear models can be mapped into models with characteristics similar to some common non-linear models, such as ARCH models and threshold AR models.
A framework for Bayesian inference currently being explored uses nonparametric models for deformations functions; this is work with F Li and Y Chen at Duke University. Assume an underlying continuous time scale. This is the case in harmonic regression models, for example, but not in usual AR or state space models. In the latter case, and in other cases of discrete time models, we may be able to access an underlying continuum to support arbitrary timings of observations by embedding the discrete time model in an underlying continuous stochastic process model (e.g. Stock 1988 , for example). The resulting analysis is complicated in major ways, but some initial work (with F Li) is encouraging. Alternatively, rather standard statespace modelling techniques for missing data may apply; this is true in cases when an underlying ne time scale, discrete and equally spaced, is available, and when the variation in uncertain timings is restricted to this underlying discrete scale. This is the case in the study in West (1995c) for example.
Assuming a continuous time scale, one class of non-parametric models under study assumes Gaussian processes priors for deformations. In the EEG case above, for example, a plausible model is as follows. First, take y t = cos(2 s(t)= ) + sin(2 s(t)= ) + t where the errors are independent N( t j0; v); set = ( ; ; ; v); the data-model parameter, and write s n = fs(1); : : :; s(n)g for the uncertain true timings. The above denes p(y n j ; s n ) = Q n t=1 p(y t j ; s(t)); hence provides a likelihood function for ( ; s n ) given the observations. A non-parametric prior for the global time deformation function will now imply a prior p(s n j ) for the discrete set of values for any n: In many contexts, this may not depend on the time series model parameters ; though there are contexts in which it will; this includes the current model in which the deformation is assumed periodic with (unknown) period , an element of : One prior with the right kinds of features here is Gaussian process for the function log(s(t)=( ? s(t))) over 0 < t < ; with periodic behaviour outside the interval. The mean function might be a prior guess at the form suggested by Figure 3 , or simply log(t=( ? t)); so not anticipating the form of deformation.
Given speci ed time series and deformation models, Bayesian analysis may be developed through extensions of the MCMC methods introduced in West (1995c) in the discrete time context. These kinds of developments are under investigation in this, and other, applied contexts. Of the many modelling and robustness arising, some rather immediate directions include the following.
First, in contexts of expected uncertainties in timing, such as rounding and truncation errors on the time scale, various candidate forms of timing error distribution, and possibly non-parametric approaches, are worth investigating. Second, local robustness studies may be able to contribute in cases where small degrees of timing error are anticipated or suspected { how much timing truncation/rounding can be \tolerated"? Third, in developing time deformation models, the idea of exploring a neighbourhood of a specied (linear) model through use of a stochastic deformation function that is, under the prior deformation model, expected to be \very close" to linear, i.e. heavily biased towards essentially no deformation, bears close resemblance to the earlier ideas of local exploration of models close to linearity in the mixture context. Both non-parametric modelling of the deformation and local robustness studies might be worthwhile here.
