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Abstract
In this paper, we present an algorithm for
minimizing the difference between two sub-
modular functions using a variational frame-
work which is based on (an extension of)
the concave-convex procedure [17]. Because
several commonly used metrics in machine
learning, like mutual information and con-
ditional mutual information, are submodu-
lar, the problem of minimizing the differ-
ence of two submodular problems arises natu-
rally in many machine learning applications.
Two such applications are learning discrimi-
natively structured graphical models and fea-
ture selection under computational complex-
ity constraints. A commonly used metric
for measuring discriminative capacity is the
EAR measure which is the difference between
two conditional mutual information terms.
Feature selection taking complexity consider-
ations into account also fall into this frame-
work because both the information that a set
of features provide and the cost of comput-
ing and using the features can be modeled as
submodular functions. This problem is NP-
hard, and we give a polynomial time heuris-
tic for it. We also present results on synthetic
data to show that classifiers based on discrim-
inative graphical models using this algorithm
can significantly outperform classifiers based
on generative graphical models.
1 Introduction
The importance of submodularity in machine learning
and data mining applications has been demonstrated
in [13, 14, 22]. These papers apply submodularity to
tasks such as PAC learning structure of graphical mod-
els and to finding a set of nodes in a social network
that maximize influence while satisfying a cardinal-
ity constraint. These papers exploit the fact that en-
tropy, mutual information, and the influence of a set
of nodes in a social network are submodular set func-
tions. Intuitively, submodularity corresponds to the
notion of diminishing returns (a formal definition will
be given in Section 2). So, for example, one would
expect (intuitively) that the information capacity of
subsets of features could be formulated as a submodu-
lar function. In many cases, even when the function of
interest is not submodular, but is approximately sub-
modular, algorithms for submodular optimization can
be relied on to behave reasonably well [13]. Many ma-
chine learning/data mining applications use entropy
or (conditional) mutual information as metrics for se-
lecting features and/or structure in these models. For
example many common algorithms for learning deci-
sion trees use mutual information to select attributes
for internal nodes of the trees. Similarly, many algo-
rithms for feature selection [16], and determining ca-
pacity of multiaccess fading channels [15], can all be
formulated as solutions to standard submodular opti-
mization problems. This also includes the algorithm
proposed by Chow and Liu [1] for learning trees be-
cause finding the minimum spanning tree algorithm
can be regarded as the problem of finding a maximum
weight basis in a matroid (as the rank function of a
matroid is a submodular function).
There are many different optimization problems that
arise in these applications. The algorithm presented
in [13] requires computing a set that minimizes a sub-
modular set function. A polynomial time algorithm
for this problem was first presented in [3]. However,
this algorithm was useless for all practical purposes
because it was based on the ellipsoid algorithm. A
pseudo polynomial algorithm for minimizing a sub-
modular set function was given by Cunningham [6],
while Schrijver [12] and Iwata, Fleischer and Fujishige
[9] gave fully polynomial algorithms for this problem,
which made the problem somewhat practical for small
instances. Queyranne [5] presented an algorithm for
this problem when the set function also satisfies a
symmetry condition, which only requires O(n3) time
(where n is the size of the underlying ground set), mak-
ing the problem feasible for medium to large instances.
The algorithm presented in [14] requires computing a
set that is an approximate maximizer of a submodu-
lar set function given a cardinality constraint. This
problem is clearly NP-hard because it contains NP-
complete problems such as max-cut as special cases.
Lovasz [4] has shown that in general, this problem can
take exponential time independent of the P vs. NP
question. However it was shown in [7] that a greedy
algorithm finds an approximate solution that is guar-
anteed to be within e−1
e
∼ 0.69 of the optimal solution.
Several other problems, such as selecting features to
maximize the total information content of the features
can be seen to be special cases of this problem.
The algorithm used in [15] for computing a rate vector
that satisfies capacity constraints requires computing
a modular function that is bounded above by a sub-
modular function. This is because the capacity region
of a multiaccess channel is bounded by submodular
functions. It is shown in [3] that this problem can be
solved optimally by a greedy algorithm.
In this paper, we propose another optimization prob-
lem, namely finding a set that minimizes the differ-
ence between two submodular functions. This gener-
alizes the problem of maximizing a submodular func-
tion, and hence this problem is NP-hard as well. There
are at least two very interesting applications that can
be formulated as a solution to this problem. The first
is the problem of selecting a subset of features given
a complexity constraint (as opposed to a cardinality
constraint). The second is the problem of learning dis-
criminatively structured graphical models. We present
some results on synthetic examples for the second.
2 Preliminaries
Definition 1. A function f : 2V → R is submodular
if for every A,B ⊆ V , we have
f(A) + f(B) ≥ f(A ∪B) + f(A ∩B)
Two common examples of submodular functions are
given below.
Lemma 2. Suppose {Xv}v∈V is a collection of ran-
dom variables, and f : 2V → R is given by f(S) =
H({Xv}v∈S), the entropy of the collection of random
variables {Xv}v∈V . Then f is a submodular function.
Proof. 0 ≤ I(A;B) = H(A) + H(B) − H(A ∪ B) −
H(A ∩B).
Similarly, if S is an arbitrary collection of random
variables, then the function f : 2V → R given by
f(A) = H
(
{Xv}v∈A
∣∣ {Xv}v∈S) is also submodular.
Lemma 3. Suppose {Xv}v∈V is a collection of ran-
dom variables, and f : 2V → R is given by
f(A) = I
(
{Xv}v∈A ; {Xv}v∈V \A
)
, the mutual infor-
mation function. Then f is a submodular function.
Proof. We can write f(A) = H(A) + H(V \ A) −
H(V ), where H(X) is the binary entropy of the set
of random variables X. Therefore, f(A) + f(B) =
[H(A) +H(B)]+[H(V \A) +H(V \B)]−2H(V ). By
the submodularity ofH(·), H(A)+H(B) ≥ H(A∩B)+
H(A∪B). Similarly, H(V \A)+H(V \B) ≥ H(V \(A∪
B))+H(V \(A∩B)). The result now follows by noting
that f(A ∩B) = H(A ∩B) +H(V \ (A ∩B))−H(V )
and f(A∪B) = H(A∪B) +H(V \ (A∪B))−H(V ).
Therefore f(·) is submodular.
The class of submodularity is preserved under several
naturally occurring operations. For example, scaling
by positive constants, and adding submodular func-
tions preserves submodularity. Now, if f is submod-
ular, and we think of f(A) as the “gain” associated
with using the set A, then submodularity corresponds
to the notion of diminishing returns. More specifically,
if we define the incremental gain at A to be
ρf (A, x) = f(A ∪ {x})− f(A)
Then f is submodular if and only if ρf is non-
increasing (so A ⊆ B implies that ρf (A, x) ≥ ρf (B, x)
for every x 6∈ B). When x ∈ V and A ⊆ V , we will use
A+x to denote the set A∪{x}. A function g is super-
modular if −g is submodular. A function is modular
if it is both submodular and supermodular. In partic-
ular, if f is submodular, and h is modular, then −h is
submodular, and so f−h is submodular. Every modu-
lar function h can be written as h(A) =
∑
x∈A h({x}).
We can therefore associate a modular function h with a
vector in R|V |, namely the vector 〈h({x})〉x∈V . Given
a submodular function f , the extended polymatroid
associated with f is the subset of R|V | given by
Ef =
{
h ∈ R|V | : h(S) ≤ f(S)∀S ⊆ V
}
So, every element h ∈ Ef is a modular lower bound on
f .
Now, given that this paper is about minimizing the
sum of a submodular and a supermodular function,
one might ask how broadly applicable this theory is. In
fact, set functions that can be expressed as the sum of
a submodular and a supermodular function are ubiq-
uitious as the following result shows.
Lemma 4. Every set function φ can be expressed as
the sum of a submodular and supermodular function.
Proof. The proof of this follows from a result of Lovasz
[4] in which it is shown that a set function is submod-
ular (resp. supermodular) if and only if its so called
Lovasz extension is convex (resp. concave). Let f be a
submodular function whose Lovasz extension fˆ has a
Hessian with all eigenvalues bounded below by ǫ > 0.
Let φˆ be the Lovasz extension of φ. Now, it can be ver-
ified that the Lovasz extension of the sum of functions
is the sum of the Lovasz extensions of the individual
functions. For sufficiently large λ > 0, the Lovasz ex-
tension ̂φ+ λ · f of φ+ λ · f has positive definite Hes-
sian. Therefore, φ+ λ · f is submodular. Therefore, φ
is the sum of a submodular function φ + λ · f , and a
supermodular function −λ · f .
In the following sections, we describe two machine
learning applications in which the difference of sub-
modular functions arises more naturally.
2.1 Feature Selection
Suppose that F is a collection of features. Associated
with each (sub)set of features, we have a measure of
the information contained in the features g : 2V → R.
If each of the features is a random variable, then a
reasonable choice for g is the (joint) entropy of the
collection of features. We will only require that g be
a submodular function, which is a very reasonable as-
sumption (and is true for the entropy function). Sup-
pose that there is some computational cost for comput-
ing (or using) each feature. In general, it is not true
that the cost of computing the features are equal and
independent. That is, it is often the case that the cost
of computing a collection of features (jointly) is less
the the cost of computing each feature individually.
For example, if we use features based on the Fourier
spectrum of a signal, then to compute the features we
need to perform an FFT on the signal. However, once
the FFT has been computed, we can reuse the compu-
tation for evaluating all the features that depend on
the Fourier spectrum. Hence we have a certain “econ-
omy of scale” for feature computation. Therefore, if
we use c : 2V → R as a measure of the complexity of
computing each set of features, then it is reasonable to
model c as a submodular function. What we are look-
ing for is a set of features that do not cost too much
to compute, but are very informative. However, in
general, these goals are somewhat contradictory, and
so we seek a good tradeoff between the two functions.
That is, we seek a “best” set of features which mini-
mizes a function of the form g − k · c, where k ∈ R+
is a constant. One could just constrain the number of
allowable features, and the greedy algorithm gives a
good approximation [7] (of factor e−1
e
) for this prob-
lem. However, this is not necessarily the best way of
proceeding since (a) not all features are equally com-
plex to compute and (b) the submodularity of c (the
feature computation cost) ensures that the approxima-
tion could be arbitrarily bad. Finding the minimizer of
g−k·c is a better approach as it yields the best tradeoff
between the cost of computing/using the features and
the potential gain obtained by using those features.
Therefore, the problem of minimizing the difference of
two submodular functions arises here naturally.
2.2 Discriminatively structured graphical
models
When using graphical models in pattern classification
tasks, it is is important to produce models that can
classify well even if they do not necessarily represent in
a generative fashion the patterns that they are trying
to classify. In general there have been two approaches
to designing classifiers: generative and discriminative.
Generative classifiers use a generative model p(X|C)
where X represents a set of features and C is the class
variable. The training procedure typically attempts
to pick the parameters of the distribution pθ(X|C) to
maximize the likelihood of training data. Discrimi-
native models on the other hand, pick parameters to
maximize the ability of the model to discriminate be-
tween the classes [19]. It has been observed that gen-
eratively trained models are not ideal for classification.
In the past, work has proceeded to trying to produce
generative models that discriminate better. The TAN
models for example ([18]) augment the structure of
Na¨ıve Bayes so that p(X|C) is a tree. They do this
by augmenting edges to either maximize the mutual
information I(X;Y ), conditional mutual information
I(X;Y |C) or class-specific structures I(X;Y |C = c).
Each of these structure learning criterion is generative
in nature and does not optimize classification directly.
Another goal is to produce a generative model whose
inherent factorization structure is optimized from a
discriminative point of view [20].
Here is a simple example which shows that generative
models can lead to very bad classification results. Sup-
pose that there are two classes, corresponding to the
(unobserved) random variable C, and three (observed)
binary random variables X1,X2,X3. For both classes,
X1 is uniformly distributed, and X2 = X1 with prob-
ability 0.5 and is a random coin toss with probability
0.5. For class 1, X3 is generated according to the fol-
C = 1 C = 2
X3 = 0 X3 = 1 X3 = 0 X3 = 1
X1X2 = 00
21
64
3
64
15
64
9
64
X1X2 = 01
3
64
5
64
1
64
7
64
X1X2 = 10
5
64
3
64
7
64
1
64
X1X2 = 11
3
64
21
64
9
64
15
64
Table 1: The probability distributions for C ∈ {1, 2}
X1 X2 X3
Figure 1: The optimal generative structure.
lowing:
X3 =


X2 with probability 0.5
X1 with probability 0.25
independent coin toss with probability 0.25
For class 2, X3 is given by
X3 =


X2 with probability 0.5
−X1 with probability 0.25
independent coin toss with probability 0.25
The exact probabilities are shown in Table 1. To find
the best tree graphical model, we can use the proce-
dure proposed by Chow and Liu in [1]. However, since
there are two classes, and hence two probability dis-
tributions, we could
1. Use the class specific mutual information
I(X;Y |C = c) to weight the edge {X,Y } to build
one tree structure for each class (for X,Y scalars).
2. Use the mutual information I(X;Y ) to weight the
edge {X,Y } to build one common tree structure
for both classes.
3. Use the condition mutual information I(X;Y |C)
to weight the edge {X,Y } to build one common
tree structure for both classes.
It can be verified that in all three cases, the graph-
ical model results in the linear chain shown in Fig-
ure 1. Once the structure has been determined, the
parameters of the model are chosen to minimize the
KL-divergence between the true distribution and the
reduced complexity model. Table 2 shows that even
the optimal generative graphical model that meets the
specified complexity constraints can yield bad results.
X1 X2 X3
Figure 2: A discriminative structure.
This is in part because the dependence of X3 on X1
is the only dependence that allows one to discrimi-
nate between the classes. However, this dependence
is much weaker than the dependence between X2 and
X3. Unfortunately, this dependence is identical across
classes, and modeling this dependence at the expense
of the X3/X1 dependence does not improve the classi-
fication performance. Therefore, using only the (con-
ditional) mutual information between the random vari-
ables as the metric for selecting edges as is done in [1]
can result in bad classification performance. Now it
is intuitively clear, that the graphical model shown in
Figure 2 models the distinction between classes. This
is borne out by Table 2 which shows the (asymptotic)
performance of classification using the exact probabil-
ity distribution, the generative model shown in Fig-
ure 1 and the discriminative model shown in Figure 2.
The results using the full model are the best we can
possibly hope to do. In this case, Na¨ıve Bayes offers no
advantage over random guessing, and while the gener-
ative model does yield better results, the discrimina-
tive model performs much better. The key point here
is that finding the optimal generative model using an
algorithm like Chow-Liu does not give good perfor-
mance because it is the solution to the “wrong” prob-
lem. This is true even on an extremely simple model.
A commonly used metric which better approximates
the desired discriminative capability of links is given
by the EAR criterion I(X;Y |C) − I(X;Y ) (see [20]),
which gives the optimal tree in this case. The EAR
measure is an approximation of the expected log con-
ditional likelihood (i.e. class posterior distribution).
Both terms I(X;Y |C) and I(X;Y ) are submodular
when Y = V \X, and hence optimizing the EAR cri-
terion leads to minimizing the difference of submod-
ular functions. The EAR criterion attempts to mea-
sure the degree to which the independence assumption
X⊥ Y |C in augmented Na¨ıve Bayes would be a good
assumption. Intuitively, this is because for classifica-
tion, it is desirable to model structure between vari-
ables that are independent conditional on C but not
unconditionally independent. In the past, approaches
have not even yielded locally optimal solutions.
Complete Generative Discriminative
Error Rate 0.375 0.437 0.406
Table 2: Asymptotic classification error rate
3 The submodular-supermodular
procedure
In this section, we describe the submodular-
supermodular procedure, and discuss its relation to
the convex-concave procedure and aforementioned ap-
plications. For this, we first describe the essential idea
behind the concave-convex procedure [17] in a suitably
abstract setting, and show that while one set of choices
leads to the concave-convex procedure, another set of
choices leads to the submodular-supermodular proce-
dure.
Suppose that we are interested in minimizing a func-
tion φ : D → R over a given domainD, where φ = f+g
can be expressed as the sum of a submodular function
f : D → R and a supermodular function g : D → R
(or alternatively as the difference of two submodu-
lar functions f and −g). We do this by finding a
sequence of elements x0, x1, . . . , xn, . . . in D so that
φ(x0) ≥ φ(x1) ≥ φ(x2) ≥ . . . φ(xn) using the fol-
lowing procedure. We start by picking an arbitrary
x0 ∈ D. Suppose that we have already picked points
x0, x1, . . . , xn. Now, find a function hn : D → R which
satisfies
1. hn(xn) = g(xn).
2. hn(x) ≥ g(x) for every x ∈ D.
3. φn(x) := f(x) + hn(x) can be minimized effi-
ciently.
This immediately implies that for any x ∈ D, we have
φn(x) = f(x) + hn(x) ≥ f(x) + g(x) = φ(x)
Therefore, φn is an upper-bound for φ. This bound
is tight at xn because hn(xn) = g(xn). Now, pick
xn+1 = arg minx∈D φn(x) We can do this efficiently
because φn is “nice” for minimization. Then we get
φ(xn+1) ≤ φn(xn+1) ≤ φn(xn) = φ(xn)
Therefore, by induction, we can build up a sequence
x0, x1, . . . , xn, xn+1, . . . so that φ(x0) ≥ φ(x1) ≥
. . . φ(xn) ≥ φ(xn+1) ≥ . . . This is a decreasing se-
quence, and so must have a limit (which could be
−∞). If φ is continuous and D is compact, then we
can get arbitrarily close to a local minimum. On the
other hand if D is a finite set, the sequence eventu-
ally becomes constant (achieving a local minima). The
concave-convex procedure [17] is a specific instance of
this procedure where f and g are convex and concave
respectively. When g : D → R is concave, we have for
any x, xn ∈ D,
g(x) ≤ g(xn) +∇g(xn) · (x− xn)
Therefore, if we define hn(x) := g(xn) +∇g(xn) · (x−
xn), then hn satisfies the conditions listed above. It is
clear that hn : D → R is an affine function and so if
f(x) : D → R is a convex function, then φn = f + h
is still a convex function, and so can be minimized
efficiently. Note that if xn+1 ∈ arg minx∈D φn(x), then
we must have ∇φn(xn+1) = 0 (if x is in the interior of
D), and hence
0 = ∇φn(xn+1) = ∇f (xn+1) +∇hn(xn+1)
= ∇f (xn+1) +∇g(xn)
Hence ∇f (xn+1) = −∇g(xn), which is the iterative
update rule for the concave-convex procedure.
It is generally accepted that the discrete analog of con-
vex functions are the submodular functions and the
discrete analog of concave functions are supermodu-
lar functions. Therefore, it is quite natural to expect
that the procedure can also be applied for minimiz-
ing the sum of a submodular and supermodular func-
tions, or alternatively, the difference of two submodu-
lar functions. More concretely, suppose that we have
a ground set V , and we are interested in minimizing
some function φ : 2V → R over all subsets of V . Let
φ(A) = f(A) − g(A), where f, g : 2V → R are sub-
modular functions. Then to apply the procedure we
need to be able to compute at any point An ∈ 2
V ,
the “modular approximation” to g which is exact at
An. More specifically, we seek a function hn : 2
V → R
which satisfies
1. hn(An) = g(An)
2. hn(A) ≤ g(A) for all A ∈ 2
V
3. φn := f − hn is submodular.
We therefore get
φn(An) = f(An)− hn(An) = f(An)− g(An) = φ(An)
and for all A ∈ 2V , we have
φn(A) = f(A)− hn(A) ≥ f(A)− g(A) = φ(A)
We pick An+1 = arg minA∈2V φn(A). We can do this
efficiently because the sum of a modular and submod-
ular functions is submodular, and minimizers of sub-
modular functions can be computed in time polyno-
mial in |V |. Therefore, we have
φ (An+1) ≤ φn (An+1) ≤ φn (An) = φ (An)
and we may inductively build up a sequence
A0, A1, A2, . . . , An, An+1, . . . such that
φ(A0) ≥ φ(A1) ≥ φ(A2) ≥ · · · ≥ φ(An) ≥ φ(An+1) ≥ . . .
Since 2V is finite, the process eventually terminates.
We can guarantee different kinds of local minima at
termination by picking the modular approximations
differently.
In order to make this procedure into an algorithm,
there are several details we need to fill in. First, we
need to specify how the minimization of the submod-
ular functions are carried out. Second, we need to
demonstrate that “modular approximations” of sub-
modular functions can be computed efficiently. Fi-
nally, we need to specify a termination condition.
3.1 Minimization of submodular functions
For a general submodular function, we can use either
the algorithm due to Schrijver [12] or the algorithm
by Iwata, Fleischer and Fujishige [9] to find a min-
imum. However, these algorithms, while polynomial
in the size of the ground set |V |, are still very expen-
sive (O(|V |
8
) and O(|V |
7
) respectively). If the given
submodular function is symmetric as well (so for every
A ⊆ V , we have f(A) = f(V \A)), then we can use the
algorithm due to Queyranne [5] to find a minimizer.
Queyranne’s algorithm run in time O(|V |
3
), and so is
quite efficient. Recently, Nagamochi and Ibaraki [10]
and Rizzi [11] have shown that Queyranne’s algorithm
in fact works for a larger class of submodular functions
than just the symmetric ones. In [10], it is shown that
this algorithm computes the correct minimizer if the
function is posimodular. A posimodular function is a
function that satisfies
f(A) + f(B) ≥ f(A \B) + f(B \A)
Note that a symmetric submodular function is posi-
modular, and so the class of posimodular functions are
a superset of the class of symmetric submodular func-
tions. So, if f − hn is posimodular, then Queyranne’s
algorithm could be used to find its minimizer instead of
a more general algorithm. Using a fast algorithm like
Queyranne’s algorithm instead of a more general al-
gorithm can make a tremendous difference in the run-
ning times of reasonably sized instances (though the
running time continuous to be polynomial).
3.2 Computing modular approximations
Given a submodular function g : 2V → R, we seek a
modular approximation hn : 2
V → R that is exact at
An. That is, we need hn(A) ≤ g(A) for all A ⊆ V and
hn(An) = g(An). Essentially, we seek an element h
that is contained in Eg, the extended base polymatroid
of g. The following two results were first obtained by
Edmonds [2].
Proposition 5. Suppose that g : 2V → R is a sub-
modular function, and π is any permutation of the set
V . Let Wi = {π(1), π(2), . . . , π(i)}, so W|V | = V . We
define a function h : V → R as follows.
h(π(i)) =
{
g(W1) if i = 1
g(Wi)− g(Wi−1) otherwise
This gives a function h that is defined only on the sin-
gle element subsets of V . It can however easily be ex-
tended to all subsets of V by defining it to be
h(A) =
∑
x∈A
h(x)
for every A ⊆ V . Then
1. h(A) ≤ g(A) for every A ⊆ V .
2. h(Wm) = g(Wm) for every 1 ≤ m ≤ |V |.
Proof. See [3].
Observe that h(Wi) = g(Wi) for 1 ≤ i ≤ |V |.
Algorithm 1: submodularSupermodular
Data: Submodular function g and f
Result: An approximate minimizer of f − g
begin
n← 0
π0 ← random permutation of V
improvementFound ← true
min ←∞
while improvementFound do
hn ← modularApproximation(g, πn)
An ← arg minA⊆V,A 6=φ,V (f − hn)(A)
val ← (f − hn)(An)
πn+1 ← random permutation starting with An
n← n+ 1
if val < min− δ then
min ← val
improvementFound ← true
return An−1
end
This gives us a procedure to compute a function h
that is modular and is bounded above by g. Since
h(Wi) = g(Wi) for every 1 ≤ i ≤ |V |, if we order the
elements of V so that A = W|A|, we we get a modular
approximation with all the desired properties. We say
that the permutation begins with A (see Algorithm 1).
Further, this modular approximation is the tightest
possible approximation to g in the following sense.
Proposition 6. Every h obtained as above is a vertex
in the extended base polymatroid of g, and every vertex
in the extended base polymatroid of g can be obtained
by picking an appropriate permutation. Moreover, if c
is a vector in R|V |, then the greedy procedure described
above is the result of the optimization problem
max c · x subject to x ∈ Eg
Proof. See [3].
Algorithm 2: modularApproximation
Data: A submodular function g and a permutation π
Result: A modular approximation h
begin
W0 ← φ
for i← 1 to |V | do
Wi ←Wi−1 ∪ {π(i)}
h(π(i)) ← g(Wi)− g(Wi−1)
end
return h
Algorithm 2 gives an algorithm that computes a mod-
ular approximation for a submodular function g with
the desired properties. This is used as a subroutine in
the algorithm shown in Algorithm 1 which is a sim-
ple variational algorithm for minimizing the difference
between two submodular functions. Finally, we note
that we can modify Algorithm 1 slightly to guaran-
tee different kinds of local optima. To see this note
that the modular approximation h for g based on a
permutation π satisfies h(Wi) = g(Wi) for 1 ≤ i ≤ |V |
(using the terminology of Proposition 5). In particular
if π begins with An, then Wk = An for k = |An|. In
this case, h is also exact for Wk−1 = An \ {π(k − 1)}
and for Wk+1 = An ∪ {π(k + 1)}. Therefore, we know
that if An is the final solution produced, then φ(An) ≤
φ(An \ {π(k − 1)}) and φ(An) ≤ φ(An ∪ {π(k + 1)}).
Therefore, to guarantee that the current solution can-
not be improved by either the removal or deletion of
any single element, we only need to ensure that we
consider the permutation in which that element is ei-
ther π(k+1) or π(k−1). Therefore, by considering at
most O(n) permutations, we can guarantee that the
current solution cannot be improved by the addition
or deletion of any single element. Similarly, to guar-
antee that the current solution cannot be improved by
either the removal or deletion of at most k elements,
we need only consider O(nk) permutations for com-
puting the modular approximation and then picking
the best. The δ parameter is used in the algorithm
mainly to account for numerical precision effects, and
the desired degree of approximation. It can be set to
0 if we are using a fully combinatorial algorithm for
submodular minimization.
4 Learning discriminatively
structured graphical models
In this section, we describe how the supermodular-
submodular procedure described can be used to learn
discriminatively structured trees. The algorithm we
describe is a variant of the algorithm described in [13].
In [13], the optimal separators are identified by solv-
ing a series of submodular minimization problems, and
then a dynamic programming formulation is used to
build up the optimal model. In this work, we use a
greedy strategy to identify the best separator, along
with the components that the separator divides the
graph into. This best separator is taken to be one
that minimizes the EAR criterion. Then we recursively
compute optimal models for the two components thus
identified. While this procedure could be used to find
graphical models of treewidth greater than 1, we only
use it to identify 1-trees. This is because it can then be
compared with the optimal generative tree generated
using the algorithm of Chow and Liu [1].
The algorithm is shown in Algorithm 3.
Algorithm 3: makeDiscriminativeTree
min ←∞
for x ∈ V do
Vx ← V \ {x}
prtn ← arg min
S 6=φ,Vx
I(S;V \ S|x,C)− I(S;V \ S|x)
val ← I(prtn;V \ prtn|x)− I(prtn;V \ prtn|x,C)
if val < min then
min ← val
minSeparator ← {x}
minPartition ← prtn
root ← minSeparator
makeDiscriminativeTree (separator ∪minPartition)
makeDiscriminativeTree (separator ∪ V \minPartition)
5 Experimental Results
To test our algorithm, we generated synthetic data
consisting of jointly distributed Gaussian random vari-
ables. Two distributions corresponding to two differ-
ence classes were generated so that there is a strong
discriminative component. The random variables in
the two classes have identical means and variances, so
for example, a na¨ıve Bayes classifier will be useless.
Because the means and variances are identical, a clas-
sifier needs to model the “structure” in order to be
effective. However, the data was generated so that
there is a lot of dependence between the random vari-
ables that is very similar in both classes. The strength
of the dependences that provide the discriminative ca-
pability is considerably less than the strength that is
common to both classes. Because of this, the optimal
generative tree will end up modeling structure that
is not very useful for classification purposes. Table 3
shows the results of classification on 2000 randomly
generated examples. In this example, the oracle was
simulated by estimating the covariance matrix from
another 2000 randomly generated samples. The same
covariance matrix was used for finding both the gener-
ative and the discriminative trees. We used Schrijver’s
algorithm [12] to minimize the submodular functions.
The results indicate that the discriminative tree does
provide a measurable advantage over the generative
tree. However, this is perhaps not very surprising as
the data was deliberately generated to show the advan-
tage of a discriminative model over a generative model.
To see that this was better than picking a random tree,
|V | random trees were generated, and the average and
best error rates are also reported. Na¨ıve Bayes was also
tested, but it did not provide a significant advantage
over random guessing. These experiments do not prove
that such a technique will work well on real world ap-
plications (we expect to test this in future work). We
view these results more as a proof of the concept that
the EAR measure can serve as a reasonable measure
of discrimination capability, and that we can use the
supermodular-submodular algorithm to find structure
that is better that the generative model. Note that
the algorithm we have presented is not guaranteed to
find the optimal discriminative tree, and so it is possi-
ble that the optimal discriminative model can perform
considerably better than the results shown.
6 Conclusions
While the results of this paper seem to indicate that
the EAR measure is a reasonable approximation for
the classifier performance, it is still just an approxima-
tion. The supermodular-submodular procedure does
not produce a (globally) optimal solution, and so us-
ing this procedure results in an solution that approx-
imately minimizes an objective function that approxi-
mates the desired criterion. We could then use a dy-
namic programming procedure similar to the one de-
scribed in [13], but instead, we use a simple greedy
strategy for recursively partitioning the variables and
constructing a tree. Thus the results we present cannot
really be considered to be the “optimal” discriminative
solution, but they still outperform the optimal genera-
tive solution. Therefore, these results serve as a proof
of the concept that we can find better classifiers using a
generative model using the submodular-supermodular
procedure (or possibly other algorithms).
There are clearly several questions we have left unan-
swered. First, it would be extremely desirable to show
bounds on the performance of this algorithm, or alter-
natively, find another algorithm with guaranteed per-
formance bounds. Second, we have given no bounds
on the number of iterations required for convergence
of the procedure. Ideally, we should be able to bound
the number of iterations by some (small degree) poly-
nomial in the number of variables. Empirically, we
observe that the number of iterations required for the
specific case when the submodular and supermodular
functions are mutual information terms of jointly dis-
tributed guassians is small.
7 Acknowledgements
This work was supported by NSF grant IIS-0093430
and an Intel Corporation Grant.
References
[1] C. Chow and C. Liu, Approximating discrete prob-
ability distributions with dependence trees. IEEE
Transactions on Information Theory, v. 14, 1968,
pp. 462–467
[2] J. Edmonds, Submodular functions, matroids and
certain polyhedra. in Combinatorial structures and
their applications, eds. R. Guy, H. Hanani, N.
Sauer and J. Schonheim, Pages 69-87, 1970
[3] M. Gro¨tschel, L. Lova´sz and A. Schrijver. The
ellipsoid method and its consequences in combi-
natorial optimization. Combinatorica, v. 1, Pages
169–197, 1981.
[4] L. Lova´sz. Submodular functions and convexity.
In Mathematical Programming – The State of the
Art, A. Bachem, M. Gro¨tchel and B. Korte, eds.,
Springer-Verlag, Pages 235–257, 1983.
[5] M. Queyranne. Minimizing symmetric submod-
ular functions, Math. Programming, 82 (1998),
Pages 3–12.
[6] W. H. Cunningham. On submodular minimiza-
tion. Combinatorica, V. 5, 1985, Pages 185-192
[7] M. L. Fisher and G. L. Nemhauser and L. A.
Wolsey. An analysis of approximations for maxi-
mizing submodular set functions II. Mathematical
programming study, vol. 8, Pages 73-87
[8] L. Fleischer and S. Iwata. Improved algorithms for
submodular function minimization and submodu-
lar flow. Proc. of 32nd Symposium on Theory of
Computing, pp. 107-116, 2000.
[9] S. Iwata and L. Fleischer and S. Fujishige. A
combinatorial strongly polynomial algorithm for
minimizing submodular functions. Proc. of 32nd
Number of Complete Best Random Avg. Random Generative Discriminative Time
of variables Model Tree Tree Tree Tree per run(sec)
5 0.362 0.464 0.469 0.476 0.455 0.3
6 0.392 0.445 0.461 0.452 0.373 0.4
7 0.186 0.427 0.450 0.401 0.367 0.4
8 0.246 0.441 0.458 0.446 0.358 0.6
9 0.189 0.416 0.435 0.404 0.389 1.2
10 0.047 0.429 0.453 0.420 0.365 2.1
15 0.004 0.433 0.464 0.447 0.399 8.4
Table 3: Error rates of various classifiers for synthetic data
Symposium on Theory of Computing, pp. 97-106,
2000.
[10] H. Nagamochi and T. Ibaraki. A note on minimiz-
ing submodular functions. Information Processing
Letters, v. 67, 1998, Pages 239–244
[11] R. Rizzi. On minimizing symmetric set functions.
Combinatorica, vol. 20, pp. 445-450, 2000
[12] A. Schrijver. A combinatorial algorithm for min-
imizing submodular functions in strongly polyno-
mial time. J. Comb. Theory (B) 80, 2000, pp. 346-
355.
[13] M. Narasimhan and J. Bilmes. PAC learning
bounded treewidth graphical models. Proc. 20th
annual conference on Uncertainty in Artificial In-
telligence, 2004.
[14] D. Kempe, J. Kleinberg and E. Tardos. Maxi-
mizing the spread of influence through a social
network. Proc. 9th ACM SIGKDD International
Conference on Knowledge Discovery and Data
Mining, 2003
[15] D. N. C. Tse and S. V. Hanly. Multiaccess Fading
Channels - Part I : Polymatroid Structure, Opti-
mal Resource Allocation and Throughput Capac-
ities. IEEE Transactions on Information Theory,
Vol. 44, No. 7, pp. 2796–2994, 1998
[16] C-W Ko, K. Lee and M. Queyranne. An exact
algorithm for maximum entropy sampling. Oper-
ations Research, vol. 43, pp. 684–691, 1995
[17] A. L. Yuille and A. Rangarajan. The Concave-
Convex Procedure (CCCP). In Advances in Neu-
ral Information Processing Systems 14, T. G. Di-
etterich, S. Becker and Z. Ghahramani (eds), MIT
Press, Cambridge MA, 2002.
[18] N. Friedman, D. Geiger and M. Goldszmidt.
Bayesian Network Classifiers, Machine Learning,
vol. 29, pp. 131–163, 1997
[19] L. R. Bahl, P. F. Brown, P. V. de Souza and R.
L. Mercer. Maximum Mutual Information Esti-
mation of HMM Parameters for Speech Recogni-
tion. Proceedings of ICASSP, Pages 49–52, 1986
[20] J. A. Bilmes, Dynamic Bayesian Multinets. Pro-
ceedings of the 16th conference on Uncertainty in
Artificial Intelligence, 2000
[21] M. I. Jordan, Z. Ghahramani, T. S. Jaakkola and
L. K. Saul. An introduction to variational methods
for graphical models. Machine Learning vol. 37,
Pages 183-233, 1999.
[22] F. Cozman. A brief introduction to the theory of
sets of probability measures. CMU Tech. Report
CMU-RI-TR 97-24
[23] K. Murota. Discrete Convex Analysis, SIAM
Monographs on Discrete Mathematics and Appli-
cations, 1997.
[24] M. X. Goemans and V. R. Ramakrishnan. Mini-
mizing submodular functions over families of sets,
Combinatorica 15(4), Pages 499-513, 1995.
