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Background
This survey was administered in an effort to determine optimal software and analysis tools for ARM data through feedback from existing users of the data. The Market and Competitive Analysis group at Pacific Northwest National Laboratory worked with web administrators to develop a landing page from which users could access the survey. The landing page allowed ARM to advertise the survey on its website, Facebook page, and on the Environmental Molecular Sciences Laboratory (EMSL) Facebook page. Additionally, ARM utilized its own "armall" distribution list and email introduction to further share the availability of the survey. The survey was open from September 30, 2009 through October 13, 2009.
Methodology
Due to the fact this survey was broadly accessible, no response rate was calculated; therefore, although the findings are valid, they should be considered qualitative in nature. The total number of responses equaled 301.
1
Each section is organized according to responses to the question in Section 3.3, "What is your work related to?" For each question, answers are presented for (1) the total group of respondents, (2) respondents whose work is related to climate research, (3) respondents whose work is related to education, and (4) respondents whose work is related to other research.
For questions that included a field for users to type their own response, full answers are provided in the appendixes.
Findings

How much time per year do you currently spend working with ARM data?
Nearly 60 percent of respondents spend one month or less working with ARM data. In the future, the majority of respondents are planning on spending one week to one month working with ARM data. This is followed closely by respondents spending one to three months and more than six months.
Compared with current usage data, respondents plan to increase the time they spend working with ARM data. For example, those that currently spend less than one week working with the data plan to spend one week to one month working with ARM data in the future. 
Education
Half of the education respondents plan to spend one week to one month working with ARM data in the future, twice as many as currently work with it over this time frame. Contrarily, only half as many education respondents plan to work with the data less than one week in the future, versus those that currently working with it over this time (30% vs. approximately 62%, respectively). An additional two respondents stated they would increase their time currently spent working with the data more than six months, approximately a 10 percent increase over this time frame. 
Other Research
Eighty-seven percent of other research respondents plan to spend three months or less working with ARM data in the future, with the majority spending one week to one month as opposed to the current timeframe of less than one week. An additional two respondents stated they would increase their time currently spent working with the data more than six months, doubling the current number. 
What is your work related to?
Nearly two-thirds of respondents' work is related to climate research. Only 7 percent of the respondents' work is in the educational field. Solar power, infrastructure, and radiation measurement were the most common statements when "Other" was selected. Respondents also mentioned clouds and data comparisons. For a full list of "Other" responses, see Appendix A. 
What percentage of your data analysis might you perform on ARM-hosted computing resources?
Nearly 60 percent of respondents stated they would perform less than 10 percent of their data analysis on ARM-hosted computing resources. 
Education
The majority of education respondents plan on performing less than 10 percent of data analyses on ARMhosted computing resources. 
Other Research
The majority of reservations about downloading ARM data range from up to 1 GB to 100 GB, with nearly 38 percent of the 37 responses claiming to have reservations beginning at up to 1 GB. 
Education
If an ARM computing center provided tools for manipulating and/or analyzing ARM data, three-quarters of education respondents would be interested in using it. 
Education respondents were interested in all types of tools listed with significant interest in data input/output, geophysical functions, model analysis, plot/visualization, and data quality tools. For a table of detailed answers, see Appendix B.
Other Research
Other research respondents are interested in all types of tools listed with significant interest in data input/output, geophysical functions, model analysis, plot/visualization, and data quality tools. For a table of detailed answers, see Appendix B.
What programming languages do you prefer?
We would like the core tools to be compatible with a variety of widely used scientific programming languages. Respondents were asked to choose only two.
The respondents' preferred programming language is Fortran. Matlab, IDL, and C are the next-preferred languages, respectively. Of the respondents who selected other, NCL is mentioned most frequently. For a full list of "Other" responses, see Appendix A. 
Response
Education
Matlab, Fortran and C are the programming languages preferred by education respondents. When "other" was selected, VB.NET was suggested once. 
Would you be interested in participating in a code-sharing community?
Nearly three-quarters of respondents would be interested in participating in a code-sharing community in which geophysical processing codes were contributed to an online repository along the lines of SourceForge. 
Response
Climate Research
The majority of climate research respondents are in favor of participating in a code-sharing community. 
Education
Over half of education respondents are planning on spending less than one week performing intensive data runs, with approximately 84 percent spending up to one month. 
Other Research
Forty-three percent of other research respondents are planning on spending less than one week performing intensive data runs, with 80 percent spending up to one month. 
What is your preferred data analysis system?
For your data analysis work, the working assumption is that a Unix or Linux system will meet your needs. If this assumption is not true, please indicate your preferred system below.
Windows is the preferred data analysis system, receiving greater than three-quarters of the responses. For a full list of "Other" responses, see Appendix A. 
Education
Windows is the preferred system by all education respondents when Unix or Linux system will not meet their needs for data analysis work. 
Other Research
Windows is the preferred system by all other research respondents when Unix or Linux system will not meet their needs for data analysis work. 
Please rate the level of importance of the following capabilities.
Respondents were asked to rate their level of importance on a scale from 5 to 1 where 5=highly important and 1=highly unimportant.
All respondents stated that computational resources/power, software development tools, data manipulation and visualization tools, and easy and rapid access to data are highly important to them. In fact, easy and rapid access to data received nearly 70 percent of the responses. The level of importance of software development tools is equal for neutral, important, and highly important with 29 percent in each level. Only 4 percent of respondents feel the capabilities were highly unimportant. 
Climate Research
Climate research respondents feel all the listed capabilities were highly important. 
Education
Education respondents feel all the listed capabilities are important with easy and rapid access to data, data manipulation and visualization tools, and computational resources/power being highly important. 
Other Research
Other research respondents feel all capabilities are important with easy and rapid access to data, data manipulation and visualization tools, and computational resources/power (respectively) as having the highest levels of importance. Software development tools are the least important to other research respondents. Primarily concerned w/skyrad60 data from multiple latitudes within 30 degrees lon.
Estimate of data uncertainties available directly with all observational data.
Access to the archive using OPeNDAP or similar technologies that are currently built into many of the leading analysis and visualization packages (e.g,. Ferret, NCL)
Our needs are for 15 minute, 1 hour and daily averages for simulation boundary limits and to compare to our simulations. 1) working on the archive data remotely with my own code 2) reliable notifications on reprocessed/new data of the kind that a user downloaded before 3) automated way of releasing data to archive, with automated generation of quick look plots, statistics and difference with prior data release batch processing of large radiance databases using new physics-based retrievals algorithms uploaded to ACRF computers (after testing on representative test data downloaded to home-institution computers)
Other suggested tools include suggestions for variable data formats ("a format that is easily understood by scientists; e.g., text, database, or spreadsheet formats"), a tool that would allow time intervals to be specified, and the ability to perform analyses of the data. One respondent also suggested: "1) working on the archive data remotely with my own code, 2) reliable notifications on reprocessed/new data of the kind that a user downloaded before, [and] 3) automated way of releasing data to archive, with automated generation of quick look plots, statistics and difference with prior data release." Statistical analyses.
Response
I have been studying statistical analysis for climate and atmospherical data such as spectral analysis .. and GIS application.
It could be important to be able to easily download the results of statistical analyses of larger data sets---that is, print out the statistical properties desired in a small data file.
data format soil properties, LAI, surface temperature, soil moisture, surface fluxes, etc.
dispersion model 1) working on the archive data remotely with my own code 2) reliable notifications on reprocessed/new data of the kind that a user downloaded before 3) automated way of releasing data to archive, with automated generation of quick look plots, statistics and difference with prior data release
