Abstract. In [13] , Immerman and Medina initiated the search for syntactic tools to prove NP-completeness. In their work, amongst several results, they conjecture that the NP-completeness of a problem defined by the conjunction of a sentence in Existential Second Order Logic with a First Order sentence, necessarily imply the NP-completeness of the problem defined by the Existential Second Order sentence alone. This is interesting because if true it would justify the restriction heuristic proposed in [8] which roughly says that in some cases one can prove NPcomplete a problem A by proving NP-complete a problem B contained in A. Borges and Bonet [3,4,5] extend some results from Immerman and Medina and they also prove for a host of complexity classes that the ImmermanMedina conjecture is true when the First Order sentence in the conjunction is universal [5] . Our work extends that result to the Second Level of the Polynomial-Time Hierarchy.
Introduction
The concept of completeness in a complexity class is one of the most relevants in Computational Complexity theory. The formulation of this concept, due to a result by Stephen Cook, led to the proposal of the quite famous open problem P versus NP. Cook proved that any NP problem can be efficiently reduced to the Boolean Satisfiability Problem commonly denoted as SAT [6] . The SAT problem is only the first of an extensive list of decision problems classified as NPcomplete [8] . The major importance of this classification lies on the suspicion that the apparent contrast between P and NP is mostly due to the existence of NP-complete problems.
Another prominent result, proved by Ron Fagin [7] , establishes that there is no need for a computational model (such as nondeterministic Turing machines) to define the complexity class NP but, instead, it can be defined using expressive resources provided by an appropriate language. Specifically, the set ∃SO each c j is a constant symbol. We do not consider function symbols but this choice implies no loss of expressive power since functions can be defined as relations as well. We also suppose that every vocabulary includes the so called numeric relation and constant symbols ≤, BIT, PLUS, TIMES, SUC, 0, 1, max.
A σ-structure, or simply a structure if σ is clear from context, is a tuple A = |A|, R A σ-structure provides interpretations for the symbols in σ. The set of all finite σ-structures is denoted as STRUC [σ] . When σ contains only the relation symbol R and no constant symbols we will denote STRUC[σ] as STRUC [R] .
In this paper structures will represent instances of decision problems hence we are going to adopt some conventions: Every structure A has finite universe, thus we say A is a finite structure. The cardinality of A is denoted by ||A||. Since decision problems are closed under isomorphisms we will assume that the universe of every structure A with cardinality n > 1 is |A| = {0, 1, . . . , n − 1}. For short, we denote the set {0, 1, . . . , n − 1} as n. The numeric relation and constant symbols are given their standard interpretations (see [10] ).
We are going to consider formulas in first order logic and second order logic (for a detailed account, we refer the reader to [10] ). A numeric formula is a formula with only numeric symbols. A sentence is a formula with no free variables. First order logic and second order logic are denoted by FO and SO, respectively. Throughout this paper, we are going to consider restrictions of both logical languages. For instance, the already mentioned ∃SO which captures NP, or the set ∀FO of universally-quantified-first-order sentences. We are going to refer to this kind of restrictions as logical languages also. When the vocabulary is worth to mention, we will write L[σ], where L is a logical language.
When a σ-structure A satisfies a sentence ϕ in L[σ], we write A |= ϕ. The set of all finite structures that satisfy ϕ is denoted by
Complexity Classes
Let L be a logical language closed under disjunctions and closed under conjunctions with first-order formulas. The complexity class C captured by L is the set of all decision problems defined by sentences in L i.e.
This notion of complexity classes follows from [3] , in which C is asked to be nice 3 closed under finite unions and also dependent on a family of proper complexity functions [14] . All the complexity classes mentioned throughout this paper satisfy these three conditions. Let SO k be the language of SO sentences with at most k alternations of quantifiers, starting with an existential one. So, for every natural number k, SO k consists of all second order sentences with the form
where Q k is existential if k is odd and universal if k is even, each R j is a tuple of relation variables, and ϕ is a first order sentence. We are going to pay special attention to the case k = 2 i.e. the language SO 2 of sentences with the form ∃R 1 ∀R 2 ϕ.
The Polynomial-Time Hierarchy is defined by levels as follows: the level 0 is P captured by SO-Horn [10] and is denoted by Σ p 0 . For k ≥ 1, the kth level is
The complementary class of
As has been already stated, the first level agrees with the class NP. The Polynomial-Time Hierarchy is defined as the class
which is captured by SO.
To look at some examples of problems in PH see Appendix A. Other problems in PH can be checked on [14] .
Reductions and First-Order Queries
We also need a precise syntactical notion for another important computational concept: reducibility. Let A and B be decision problems. Informally, A is reducible to B if there is an easily computable map f from instances of A to instances of B such that x ∈ A ⇐⇒ f (x) ∈ B. Such a function together with a TM M B deciding B yields an algorithm M A that decides A and is not significantly harder than M B , thus we can conclude that A is as hard to compute as B. Notice that the requirement of efficiency imposed over f is quite important.
Formally, let τ and σ be two vocabularies with σ = R a1 1 , . . . , R ar r , c 1 , . . . , c s . Let k be a positive integer and consider the tuple I = ϕ 0 , . . . , ϕ r , ψ 1 , . . . , ψ s of formulas in FO[τ ] where ϕ 0 has arity k, each ϕ j with 1 ≤ j ≤ r has arity ka i and each ψ j with 1 ≤ j ≤ s has arity k. I defines a map
that takes every τ -structure A, to a σ-structure I(A) given by the tuple
where
-c
is the only element of |I(A)| satisfying ψ j i.e. the only b ∈ |I(A)| such that A |= ψ j (b).
First-order reductions are quite interesting. For a general treatment of their properties we refer the reader to [1] . A first-order query is called a first-order projection (or fop) if ϕ 0 is numeric and each ϕ i and ψ j is a first order formula in the form
where -The α k 's are numeric and mutually exclusive i.e. if A is a structure and u is a tuple of elements from |A| with the appropriate length, then
Unless otherwise stated, our reductions are fops. We denote by A ≤ f op B the fact that problem A is reducible to problem B. The binary relation ≤ f op is transitive and reflexive thus it is a quasi order. It is not an order because it is not antisymmetric.
Our idea of completeness in a complexity class depends on our notion of reduction. A problem B is hard (via fops) in the complexity class C or C-hard if A ≤ f op B for every problem A ∈ C. We say that B is C-complete (via fops) if B ∈ C and it is C-hard.
There are other kinds of reductions e.g. polynomial time reductions and logspace reductions and the corresponding completeness notions in the different complexity classes. Clearly if we are working within a given complexity class, the reductions allowed must not be more difficult than the problems in the class. Thus when discussing completeness in L or NL, for instance, we can not use polynomial time reductions. Sometimes we will refer to hardness or completeness using other reductions than fops, but we are going to make it explicit.
A major reference in completeness via polynomial reductions in the second level of the Polynomial Hierarchy, is the The compendium by Schaefer and Umans [15] , where several complete (via poly-reductions) problems are listed.
It is known that QSat 2 is Σ p 2 -complete via log-space reductions [16] . It is also known that SAT is complete via fops [10] , and an analogous construction can be considered to prove that QSat 2 is Σ p 2 -complete via fops. In [11, 12] , it is proved that ∃∃!Sat and 2CC are Σ p 2 -complete by reducing QSat 2 to it. Those same reductions can be adapted to be fops. In [2] it is proved that VCSat and many other value-and-cost problems are Σ p 2 -complete for other reductions which are not fops. We are going to study this in detail in the next section.
3 Some complete problems in
This section is devoted to prove the following theorem. We will break down its demonstration into several propositions.
Theorem 1. The following problems are
This four problems are known to be in Σ p 2 . They are even known to be Σ p 2 -complete for non-projective reductions. Thus it remains to show they are Σ p 2 -hard via fops.
Since ≤ f op is a transitive relation we can prove that B is hard in a complexity class C taking a suitable C-hard (or C-complete) problem A and reducing it to B. For this approach to work we need to prove a first problem Ω complete from scratch i.e. given a generic problem Π in C we have to prove that Π ≤ f op Ω. In NP this first complete problem for every reduction notion is usually Sat. In Σ p 2 it is QSat 2 . In [16] it is proved that QSat 2 is Σ p 2 -complete via log-space reductions. It can be shown that QSat 2 is hard via fops with a proof similar to the one employed in [10] to show that Sat is NP-hard.
. We proceed to prove that A ≤ f op QSat 2 . Since A ∈ Σ p 2 we can assume Φ has the form:
with
If L is an existentially (universally) quantified relation S 1 , . . . , S g (T 1 , . . . , T h ) or its negation we say it is an existential (universal ) literal. Notice we require ϕ(x 1 , . . . , x c ) to be in DNF. We can also assume that each D i has at most one literal from σ. In the following, notation L(x) means that literal L is evaluated in the c-tuple x as ϕ indicates, not that L is a c-ary relation. Suppose A is an instance of A, we must map it to a boolean formula ρ(A)
We will use the sentence ∃x 1 · · · x c ϕ to do that. We describe ρ(A) with the
The relation symbol E is intended to identify existential variables, Q(x, y) (resp. M (x, y)) means that variable y occurs positively (negatively) in implicant x.
We identify the universe of ρ(A) with a subset of |A| k where k = log(m) + c and m = max{g + h, r}. Each element x ∈ |ρ(A)| will be regarded as the concatenation of two tuples x 1 and x 2 of lengths |x 1 | = log(m) and |x 2 | = c. Some elements of |ρ(A)| represent subformulas (implicants) and atomic formulas in Φ as follows:
is interpreted as the tuple x 1 x 2 where x 1 is the binary codification of index i; -literal S i (x 2 ) is interpreted as the Boolean variable x 1 x 2 where x 1 is the binary codification of index i (which is a number between 1 and g); -literal T j (x 2 ) is interpreted as the Boolean variable x 1 x 2 where x 1 is the binary codification of the number g + j to represent index j.
Notice that many elements in the universe of ρ(A) might refer to an implicant and a Boolean variable simultaneously, but this is not a problem at all, because interpretations of symbols E, Q and M will be quite clear in context.
A structure A is a positive instance of problem A iff for some interpretation of the literals S there is an index i = 1, . . . , r and a c-tuple x 2 such that A |= D i (x 2 ), no matter how the universal literals T are interpreted. The implicants of ρ(A) are determined by those D i (x 2 ) such that its satisfiability depends necessarily on the existential and universal literals. Based on these ideas the relations E ρ(A) , Q ρ(A) and M ρ(A) will be constructed. Set E ρ(A) is easily described by a numeric first-order formula. The tuple x 1 x 2 is in E (i.e. it represents an existential Boolean variable) iff x 1 is the binary codification of some number i ≤ g. In short, E is defined by the formula
where bin(i) denotes the binary codification of i in log(m)-bits and x 1 = bin(i) is the bit-equality. The set Q ρ(A) requires some further analysis. Suppose the implicant
, where α is the conjunction of every numeric literal appearing in D i , R(x 2 ) is the only σ-literal in D i and L is any positive existential or universal literal in D i . If A |= α ∧ R(x 2 ), there is no need to refer to L(x 2 ) because even if A satisfies it, A |= D i (x 2 ), so the implicants where this happens will be discarded. Now, the pair (x 1 x 2 , y 1 y 2 ) is in Q iff x 1 x 2 codifies an implicant D i (x 2 ) such that its positive literals L(x 2 ) might be relevant for its satisfiability. In short, some part of Q is determined by the disjunction of all the formulas
where the value ℓ is the index corresponding to literal L as a relational variable and [ℓ] is ℓ if L is existential or it is g + ℓ if L is universal. The other part of Q is determined by all the implicants in Φ that don't contain σ relations i.e. formulas quite similar to (14) but without the atom R(y 2 ). Denote by ϕ Q the disjunction of every formula described for Q. Similarly, we can construct a formula ϕ M to describe relation M ρ(A) , except that in this case L represents a negative existential or universal literal in a certain implicant.
Notice that every formula mentioned so far is numeric or projective. Furthermore, reduction ρ = λ x,y true, ϕ E , ϕ Q , ϕ M was constructed to satisfy condition (12) .
As relation ≤ f op is transitive, to evaluate the Σ p 2 -completeness of a problem B it is enough to prove that QSat 2 ≤ f op B.
Example 1. Known properties of Boolean formulas allow us to construct a natural reduction from QSat 2 to QUnsat 2 . Let A be a σ dnf -structure and let ρ(A) be a σ cnf -structure defined as follows:
Notice that the last two items means that ρ(A) is the negation of A, written by De Morgan' law as a CNF Boolean formula, which is a new structure obtained from A through projective formulas. Now, ρ = λ xy true, ϕ E , ϕ P , ϕ N is a projection from QSat 2 to QUnsat 2 .
In the following examples we show that reductions propose by Daniel Marx in [11, 12] are in fact projections.
Example 2.
A reduction from QUnsat 2 to ∃∃!Sat. The property that allow us to prove the latter problem is Σ p 2 -hard is the following: the Boolean formula φ(y 1 , . . . , y m ) is unsatisfiable iff
has only one truth valid assignment (specifically, the one that assigns the value true to every variable y i and to the new variable z). Notice that if φ(y 1 , . . . , y m )
is a CNF formula then we can assume (15) is also a CNF formula, because the new variable z can be distributed in every clause of φ. Let A be a σ cnf -structure as an instance of QUnsat 2 . We need to construct another σ cnf -estructura ρ(A), such that
If A is the codification of a Boolean formula φ, then ρ(A) will be the codification of (15) . Suppose the universe of A is n and define -|ρ(A)| = {(i, j) ∈ n 2 : i = 0 ∨ i = 1} = 2n; -the pairs (0, y) are the interpretations of the variables y of A; -the pair (1, 0) is the interpretation of the new variable z; -the first clauses of ρ(A) are the same of A except that in each one of them the variable z is included; -every variable y defines a new clause on ρ(A): (¬z ∨ y) is a clause of ρ(A) iff y is an universal variable of A, otherwise, the tautology (¬y ∨ y) is the corresponding clause.
Considering all these conditions we described explicitly the structure ρ(A). The numeric formula ψ 0 (x, y) ≡ (x = 0 ∨ x = 1) described the universe.
The set E ρ(A) is described by the formula
The set P ρ(A) is described by the formula
The set N ρ(A) is described by the formula
The last implicant in both ψ P and ψ N is an auxiliary condition, that allows to see every element of |ρ(A)| as the index of some clause. By construction, ρ = λ xyzw ψ 0 , ψ E , ψ P , ψ N is a projection from QUnsat 2 to ∃∃!Sat.
Example 3.
A reduction from QSat 2 to 2CC. 4 Let A = n, E, Q, M be an instance of QSat 2 that codifies a Boolean formula φ. Consider the graph G φ with the following characteristics:
4 Actually, Marx reductions are defined from Q3Sat 2 = QSat 2 ∩ 3DNF, where 3DNF is the set of Boolean formulas in DNF with no more than three literals per implicant. This problem is also Σ p 2 -complete [16] . The proves of 2CC and ∃∃!Sat completeness don't depend on the number of literals in every implicant, that's why we decided to work with QSat 2 .
-G φ has 6n nodes; -For each Boolean variable x i of φ there are four kinds of labels in G φ :
This is all concerning the universe of G φ . Regarding the edges we established the following conditions:
-Nodes x andx are adjacent to x ′ yx ′ respectively; -If x is an existential variable of φ, then x ′ is adjacent tox ′ ; -Nodes p i y p ′ i are adjacent, just like p ′ i and p i+1 . In other words, the sequence
-If x isn't an existential variable of φ, then the nodes x ′ andx ′ are adjacent to p ′ n ; -The set of nodes x andx induces the greatest graph not containing the edges {x,x} for every node x; -Node x is adjacent to p, if x appears in implicant p of φ; -Nodex is adjacent to p, if ¬x appears in implicant p of φ; -If none of the literals x or ¬x appears in implicant p, then nodes x and x are adjacent to p.
In the image it is shown in detail the graph G φ for a particular formula φ. The dashed line surrounding variables x andx represents the graph induced by these variables, as established in the fifth item from the last list.
, with x1 y x2 as the existential variables.
The function ρ : STRUC[σ
where φ is the Boolean formula codified by A. The details of these fact can be seen in [12] , we will only show why ρ is a projection. The arity of ρ is fixed as k = 4. The universe of G φ is
In this example bin(m) is the three-bit-binary representation of m and the expression ijk = bin(m) is the bit equality. The numeric first order formula describing the universe is (6)).
With this formula we are stating that |G φ | has exactly 6n elements. For each x ∈ n, the tuples (0, 0, 1, x), (0, 1, 0, x), (0, 1, 1, x) and (1, 0, 0, x) represent the nodes x, x ′ ,x ′ yx respectively, while for each variable p ∈ n (now as an index for implicants), (1, 0, 1, p) and (1, 1, 0, p) represent the nodes p and p ′ respectively. The formula ϕ G describing the set of edges will be the disjunction of all the following first-order formulas.
Nodes x andx are adjacent to x ′ andx ′ respectively:
If x is an existential variable, then the node x ′ is adjacent tox ′ :
n is a path in G φ :
If x isn't an existential variable, then nodes x ′ yx ′ are adjacent to p ′ n :
The set of nodes x andx induces the greatest graph not containing the edges {x,x}:
The last three edge conditions get compiled by the following formula:
Notice that all these formulas are projective and the numeric parts are mutually exclusive. Finally, the interpretation ρ = λ ijkx ϕ 0 , ϕ G is a projection from QSat 2 to 2CC.
Suppose Ψ is a sentence in ∃SO. According to [13] There is a partial answer to Conjecture 1 in [5] , as a consequence of a stronger result (see Theorem 2).
Proposition 3. [5] If the conjunction Ψ ∧ ϕ defines an NP-complete with Ψ a sentence in ∃SO and ϕ a sentence in ∀FO then MOD[Ψ ] is NP-complete
The following definitions and results are necessary to prove Theorem 2 and its corollary Proposition 3.
Superfluity, Consistency and Universality
Let σ and τ be two vocabularies, L a logic, C the complexity class captured by
Medina's conjecture can be paraphrased as FO is superfluous with respect to NP. To established the results of ∀FO as a superfluous logic we need to introduce the notion of consistency of formulas and universality of problems. Definition 1. Let ϕ(x) be a formula in FO[σ] , n be a natural number, and u ∈ n k , where k is the length of the first-order-variable tuple x. We say that ϕ(x), u is n-consistent if there is a σ-structure A such that ||A|| = n and A |= ϕ(u). If S ⊆ STRUC[σ], we say that ϕ(x), u is n-consistent in S if there is a structure A ∈ S such that ||A|| = n and A |= ϕ(u). If there is no risk of confusion, we abbreviate by just saying that ϕ(u) is n-consistent (in S). 
, every sequence of tuples u 1 , . . . , u t with u j ∈ m ai j and every sequence b 1 , . . . , b s ∈ m, the m-consistency of
implies its m-consistency in S (that is, if there are models of (16) of cardinality m, at least one belongs to S).
Universal problems are originally introduced in [5] where they were called uniform.
The following properties are direct consequences of the later definition.
In [5] it is proved the universality of many well-known problems. In the next section we will prove that 2CC and its complement are also universal problems. In [5] it is also proved that universality and completeness are not intrinsically related concepts, due to the fact that there are NP-complete problems that are not (n, k)-universal for sufficiently large k.
Superfluity in the Second Level of PH

Superfluity in Σ p 2
We want to prove that ∀FO is superfluous with respect to Σ p 2 applying Theorem 2. Thus we have to prove that Σ p 2 contains a complete and universal family F . We will generate that family from 2CC.
Definition 4.
If S is a problem over a vocabulary σ, we define for each n ∈ N:
and the family of problems
We will prove that F (2CC) is an universal complete family in Σ p 2 we first prove that 2CC is (n k , k)-universal for some sequence {n k } k≥1 .
Lemma 2. 2CC is (2k + 1, k)-universal for every k ≥ 1.
Proof. Recall σ g = E 2 is the vocabulary for graphs. Let k be a natural number and let m ≥ 2k + 1. We need to verify that for every sequence of m-consistent literals over σ g , let's say,
there is m-consistency in 2CC. For every 1 ≤ i ≤ k, L i is either E or ¬E, and u i , v i ∈ m. These k conditions are consistent if and only if there are no loops and there's no pair (u, v) and indexes i = j such that
The following analysis is done under the supposition that (19) is a consistent sequence of conditions. If every literal in (19) is positive, that is,
then the complete graph on m nodes is a model of (21), but this is also a positive instance of 2CC, because a complete graph has only one maximal clique (itself), and we can choose a coloration in order to obtain a nonmonochromatic complete graph. If there are negative literals in (19), we can rearrange the sequence so that every negative literal appears at the end:
for some 0 ≤ j ≤ k − 1 (if j = 0, that means every literal in the sequence is negative). Let G = m, E G be the biggest graph that satisfies (22) i.e.
The graph G is a positive instance of 2CC. The following coloration will certify it. Let R be the set of every node that does not appear in a negative condition in sequence (22), that is,
Vertices in R are red and vertices in R c are blue. The set R is nonempty because in the worst case (when j = 0) there might be at most 2k different nodes affected by (22), and this set cannot be m either because we are assuming there are negative conditions. Notice that the subgraph induced by R is a clique and every other red clique is completely contained in R.
Now the subgraph induced by R is the maximal red clique, but it is not a maximal clique since there are edges joining every vertex in R with every vertex in R c . This very same argument shows there is no blue maximal clique since every blue clique is contained in R c . Hence, there is no maximal clique with all vertices with the same color, which means that sequence (22) is consistent in 2CC.
⊓ ⊔ Corollary 1. Given any natural number n ≥ 2, 2CC n is (2k + 1, k)-universal for every k ≥ 1.
Proof. Direct from Lemmas 1 and 2 and the fact that 2CC ⊆ 2CC n for every n ∈ N. ⊓ ⊔ Lemma 3. For every natural number n ≥ 2 the problem 2CC n belongs to Σ Proof. Padding a problem as in equation (17) Proof. For every n ∈ N we define a fop ρ n such that for every simple graph G G ∈ 2CC ⇐⇒ ρ n (G) ∈ 2CC n .
Given any graph G ∈ 2CC we want its image ρ n (G) to have cardinality at least n, since otherwise it belongs to 2CC n by definition. The reduction will consist in padding G keeping its basic structure as shown in the image below.
Let k be the minimum integer such that 2k > n. This is enough because every structure has at least two elements. For every simple graph G its image ρ n (G) consists of k disconnected copies of G. Notice that any maximal clique in ρ n (G) has exactly the same cardinality as a maximal clique in G and that any coloring of the vertices in ρ n (G) is obtained by k independent colorings of the vertices in G, so this map clearly satisfies property (24). is a numeric formula and defines the universe of ρ n (G) and ϕ 1 (x, y) := (x 0 = y 0 ∧ . . . ∧ x a−2 = y a−2 ) ∧ E(x a−1 , y a−1 ) defines the binary relation Q ρn(G) . ⊓ ⊔
