School districts and state departments of education frequently must choose between a variety of methods to estimating teacher quality. This paper examines under what circumstances the decision between estimators of teacher quality is important. We examine estimates derived from growth percentile measure and estimates derived from commonly used valued-added estimators. Using simulated data, we examine how well the estimators can rank teachers and avoid misclassification errors under a variety of assignment scenarios of teachers to students. We find that growth percentile measures perform worse than value-added measures that control for prior year student test scores and control for teacher fixed effects when assignment of students to teachers is nonrandom. In addition, using actual data from a large diverse anonymous state, we find evidence that growth percentile measures are less correlated with value-added measures with teacher fixed effects when there is evidence of nonrandom grouping of students in schools. This evidence suggests that the choice between estimators is most consequential under nonrandom assignment of teachers to students, and that value-added measures controlling for teacher fixed effects may be better suited to estimating teacher quality in this case.
Introduction
Currently researchers and policymakers can choose among a number of statistical approaches to measuring teacher effectiveness based on student test scores. Given a relative lack of easily accessible information on the pros and cons of different methodological choices, the choice of a method is often based on replicating what others in similar contexts or disciplines have done rather than carefully weighing the relative merits of each approach. Policymakers, for example, will often opt for a procedure that has been used in other states. An example would be the increasingly popular Colorado Growth Model based on the work of Betebenner (2012) and whose use is now spreading to other states, such as Indiana and Massachusetts. Researchers, on the other hand, have tended to rely on valueadded models (VAMs) based on OLS or GLS regression techniques. The distinction between growth modeling procedures and OLS-based value-added models in the context of teacher performance evaluation-and the relative merits of each approach-has not been fully explored. This paper addresses this task.
Teacher performance measures can be used for different purposes. In some cases researchers or administrators wish to rank a set of teachers in terms of their effectiveness-those in a particular grade in a particular district, for example. Both growth percentile methods and VAMs can be used for this purpose. The primary technical distinction between VAMs and growth percentile models is that the former produce an estimate of the magnitude of a teacher's effectiveness relative to her peers and the latter yield information only on a teacher's rank in the distribu-tion of student growth percentiles. In other words, the former method is potentially capable of revealing how much better or worse a teacher may be relative to peers whereas the latter reveals only the relative position a teacher holds among other teachers When test scores are vertically scaled from one year to the next, VAMs may produce estimates of teacher effectiveness that can be interpreted as the average amount of achievement growth an individual teacher contributes to her students.
Some argue that methods that do not use vertically scaled test scores are preferable. Barlevy and Neal (2011) , for example, favor simple rankings based on growth percentile models, arguing that pay schemes based on performance measures that simply order teachers can induce teachers to exert an optimal level of effort. They point out that these models do not require a vertical scale, so the analyst may use test forms with no item overlap or equating, citing this as an advantage over VAMs. It is important to note, however, that VAMs can be employed regardless of whether test scores are vertically scaled. Therefore a central question is whether there are any advantages to using one approach versus another for the purpose of ranking teachers.
To explore this research question, we evaluate the merits of growth models versus VAMs with regard to the goal of ranking teachers, since both approaches can accomplish this task. Both types of approaches face a common set of challenges when applied to the task of determining teacher effectiveness rankings. Perhaps the most important of these is the issue of bias under conditions of nonrandom assignment of students to teachers. To compare how well the two approaches deal with these challenges, we use them to rank teachers using simulated data in which the true underlying effects are known. The simulated data sets are created to represent varying degrees of challenge to the estimation process: some of our data generating processes randomly assign students to teachers, others do so in nonrandom ways. In addition to the simulation study, we compare growth percentile models to VAMs using administrative data from a large diverse southern state.
Previous studies comparing growth percentile models with VAMs in measuring educational performance have been limited to empirical investigations of actual data. Wright et al. (2010) compares the EVAAS methodology and student percentile growth models-both of which treat teacher effects as random-and finds substantial agreement. Goldhaber et al. (2013) compare a subset of value-added models that treat teacher effects as fixed with student growth percentile models and find varying degrees of divergence depending upon on the characteristics of the sample. Ehlert et al. (2013) investigate school-level value added and find substantial divergence between growth percentile models and different types of VAMs, although they endorse a noncausal approach, which treats school effects as random for reasons of expediency in policymaking.
A primary contribution of our study is to use simulations to understand and explain the fundamental differences among the estimators and to then target the investigation of the empirical data in ways that highlight the conditions under which they diverge and how these may affect policy applications regarding teacher value-added. We find that growth percentile models and VAMs rank teachers very similarly under random assignment of students to teachers. However, when stu-dents are nonrandomly assigned to teachers, VAMs that treat teacher effects as fixed outperform both growth percentile models and VAMs that treat teacher effects as random, such as average residuals or empirical Bayes. Thus the primary distinction to be made among different approaches to modeling teacher performance is whether they merely describe classroom achievement growth or whether they make headway in isolating the teacher's role in producing that growth-a task that is particularly challenging in the context of nonrandom assignment.
We begin with a description of the different types of models, beginning with two different growth percentile approaches and following with four types of VAMs.
We then apply the various estimators to the task of ranking teachers using simulated data and compare their ability to rank teachers accurately. This is followed by a discussion and conclusions.
Description of the Models
Both growth percentile and value-added approaches can take various forms. In this paper, we consider two types of growth modeling approaches: one based on quantile regression as in Betebenner (2012) and one based on nearest neighbor matching of students across classrooms, as implemented by Fryer et al. (2012) .
Likewise, we consider more than one type of commonly-used value-added model. Three of these utilize OLS regression but differ in their specifications: one is based on a dynamic specification that treats teacher effects as fixed, one is based on a gain-score specification that also treats teacher effects as fixed, and one computes teacher effects by averaging residuals, thus treating teacher effects as random. In addition to these three VAMs, we also consider an empirical Bayes approach, based on GLS, or more commonly referred to as HLM.
Colorado Growth Model Estimation Procedure
The growth model creates a metric of teacher effectiveness by calculating the median or mean conditional percentile rank of student achievement in a given year for students in a teacher's class. For a particular student with current year score A ig and score history {A i,g−1 , A i,g−2 , ..., A i,1 }, one locates the percentile corresponding to the student's actual score, A ig , in the distribution of scores conditional on having a test score history {A i,g−1 , A i,g−2 , ..., A i,1 }. In short, the analyst evaluates how high in the distribution the student achieved, given their past scores. Then teachers are evaluated by the median or average conditional percentile rank of their students.
Here, we briefly describe the estimation procedure used in the Colorado Growth Model. Details of this approach can be found in Betebenner (2011) . Quantile regressions are used to estimate features of the conditional distribution of student achievement. In particular, one estimates the conditional quantiles for all possible test score histories, which are then used for assigning percentile ranks to students.
Using the notation in Betebenner (2011) , the τ -th conditional quantile is the value
The conditional quantiles are then modeled for achievement scores as: 
A student's conditional percentile rank is then computed by counting the number of conditional percentiles that result in fitted test scores that are smaller than the student's current grade test score, A ig . For example, a student has a conditional percentile rank of 20 if there are 20 percentiles estimated lower than or equal to their score, in which case:
Once conditional percentile ranks are computed for all students, teachers are assigned a score equal to the median conditional percentile rank of the students within their class. These scores cannot reveal how much better students performed in one teacher's class compared with another, but can be used to form rankings of teachers by their estimated effectiveness.
An attractive feature of growth percentile models is that the student growth percentiles,once computed, can be used to provide a variety of descriptive portraits. They can be averaged (or the median can be taken) by classroom, grade, school, district, etc. Such models were originally developed to provide a description of student growth and were not intended to form a basis for determining the causal impact of a teacher (Betebenner (2009) ).
Growth Percentile Model using Nearest Neighbor Matching
The second growth percentile model we consider is the approach proposed in Barlevy and Neal (2011) as a basis for distributing merit pay to teachers and applied by Fryer et al. (2012) in an experimental context. The method consists of matching students based on their test score histories. Each student is matched to nine other students in, say, the district, with similar prior year test scores. Fryer et al.
(2012) match students based on up to three prior year test scores and match only to students in different schools. For students with fewer than three prior year scores, as many as are available are used.
The Mahalanobis distance measure is used for matching. For two students, i and h, the distance is computed by the following formula:
where A h and A i are the vectors of past achievement scores andΣ A is the sample variance-covariance matrix of the past achievement scores.
Students are matched to other students with the smallest distance from their prior achievement scores. Once nine matches are found for each student, students are ranked within this group of ten according to how they perform on the achievement test in the current year. Teacher evaluations are then computed, based on the average percentile rank of students within their class.
VAMs
Value added models attempt to model the achievement process over time and are based on the broad notion that achievement at any grade can be modeled as a function of both past and current child, family, and schooling inputs 2 . In its most general formulation, the model can be expressed as:
where A ig is achievement of student i in grade g, E ig is a vector of educational inputs including teacher, school, and classroom characteristics, and in some cases a set of teacher indicators, X ig consists of a set of relevant time-varying student and family inputs, c i is an unobservable student fixed effect (representing, for example, motivation, some notion of sustained ability, or some persistent behavioral or physical issue that affects achievement), and the u ig is an idiosyncratic, time varying error term. In this very general formulation, the functional form is unspecified and can vary over time.
To estimate this function, several assumptions are generally made. The functional form is considered to be more or less linear and unchanging over time, learning "decay" (that is, the amount of forgetting that takes place over time) is generally assumed to be constant for all inputs over time, and the time-constant student effect is assumed to either be ignorable or, at least, constant in its impact over time 3 . The resultant value-added model is typically expressed as follows:
where A i,g−1 is the prior year achievement score of student i and only current schooling and family inputs are required for estimation. 4 When value-added models are used to estimate teacher effects, the E ig vector generally consists of indicator variables for specific teachers. 5
There are several ways of estimating equation (1) to compute teacher effects.
We focus on four value-added estimators that form the basis for most of the common procedures currently in use. A nice feature of value-added estimators is that, with a vertical scale, an analyst can not only rank teachers but also judge, subject to sampling variation, how much better one teacher is compared with another in terms of the their contribution to student growth. Of course, when the assumptions are met that allow these estimators to recover each teacher's contribution to student growth, we can also successfully order teachers according to their effectiveness.
A full discussion of all of these estimators' econometric properties can be found in Guarino et al. (2012b) .
Dynamic OLS (DOLS)
A simple estimator for equation (1) involves OLS regression to estimate λ, β, and γ. We refer to this estimator as DOLS because it contains the lagged test score (or in many applications, more than one lagged score) on the right hand side of the equation along with a full set of teacher indicator 6 variables. Teacher effect estimates are then constructed from the coefficients on the teacher indicator variables. This estimator ignores the presence of c i , but the inclusion of teacher indicators in addition to prior year test scores specifically adjusts the teacher effect estimates for nonrandom assignment to students based on prior year scores, as explained in Guarino et al. (2012b) .
OLS using Gain Scores (OLS-Gain)
A second value-added estimator assumes that the persistence rate of past inputs, λ, is equal to one. In this case, the model collapses to a gain score equation:
This model is also estimated using OLS. As in the case of DOLS, a full set of teacher indicators are included to estimate teacher effects. If λ is not equal to one, then a portion of prior achievement-specifically (λ − 1)A i,g−1 -is left in the error term and will cause omitted variable bias when assignment is based on prior test scores.
Average Residual (AR) and Empirical Bayes (EB)
Another estimator of equation (1) is the average residual estimator, which we will refer to as AR. This estimator also uses OLS regression to estimate λ and 6 or exposure coefficients on the other covariates, except that it is typical not to include teacher indicators in the regressions. Instead, teacher effect estimates are recovered by averaging the regression residuals within a classroom.
Often researchers and policy analysts choose to shrink the average residual measures towards the mean teacher effect, with the shrinkage term being related to the variance of the unshrunken estimator. This is often referred to as an empirical Bayes approach, although the true empirical Bayes relies on GLS rather than OLS 7 . The variance of the estimator for an individual teacher effect can differ from teacher to teacher because of differences in class size as well as other sources of heteroskedasticity. In our simulation, we only evaluate the unshrunken average residual measure, since we do not vary class size and there are no sources of heteroskedasticity. In this special case, the unshrunken average residuals are perfectly correlated with the shrunken estimates, since the shrinkage term is identical for every teacher. In our application of application of value-added models to actual administrative data, we include both the AR (unshrunken) and the empirical Bayes estimator based on GLS, which we abbreviate as EB.
As discussed in Guarino et al. (2012b) the decision not to include teacher indicators in the regression can be costly when the assignment of teachers to students is nonrandom because the correlation between the assignment mechanism (say, prior test scores) and the teacher effects is not partialled out of the effect estimates. Assuming a correct functional form and nonrandom assignment condi-7 See Guarino et al. (2012a) for a complete explanation and derivation of the empirical Bayes estimator in its application to teacher evaluation. tional on the other covariates, then including teacher indicators can produce consistent estimates of teacher effects. However, that is not the case when averaging the residuals.
A type of omitted variable bias can result in the teacher effect estimates if we are unable to control for the assignment mechanism. Under random assignment of students to teachers, many omitted variable issues would be considerably mitigated. However, classroom assignments are not always random, and, indeed, it is not necessarily desirable to do so. Random assignment deprives parents of the ability to request teachers whom they believe to be best suited for their children, and it deprives principals of one of their most important functions: to maximize overall achievement by matching the individualized skills of teachers to those students most likely to benefit from them. Thus random assignment-while helpful from an evaluation standpoint-could result in sub-optimal learning conditions if particular teacher characteristics interact in a beneficial way with student characteristics in the learning process.
Colorado Growth Model under Nonrandom Assignment
Under random assignment of teachers to students, it is possible to attribute high achievement in the conditional distribution of test scores (conditional on prior scores) to strong instruction by the teacher. It is sensible to use the conditional distribution, since students start off with different levels of knowledge. However, under nonrandom assignment of teachers to student, it may no longer be possible to attribute high achievement in the conditional distribution to good teaching.
To illustrate the reason, consider a thought experiment in which the best students are assigned to the best teachers and the worst students are assigned to the worst teachers in a model school district with 4 teachers and 4 classrooms:
The four teachers have differing teacher abilities. Let teacher i have teaching ability β i and
Suppose that all students within a classroom are identical. Also, suppose that classroom 1 and classroom 2 have identical initial achievement, A 1,g−1 = A 2,g−2 and classroom 3 and classroom 4 have identical initial achievement, A 3,g−1 = A 4,g−2 .
A 1,g−1 = A 2,g−2 < A 3,g−1 = A 4,g−2 Also, assume for simplicity that teachers are the only input into achievement.
In the Colorado Growth Model approach, students are compared to other students with the same initial achievement levels. Since students in classrooms 1 and 2 are identical at the start of the year, students in classroom 1 and 2 will be compared to one another. Students in classrooms 3 and 4 will be compared to one another as well, since their initial achievement levels are the same. Also, since β 1 < β 2 then all students in class 1 score below students in class 2. In this case, the median conditional percentile of teacher 1's students will be below the median for teacher 2's students. Likewise the median conditional percentile of teacher 3's students will be below teacher 4's.
Using the Colorado growth model approach, teachers 1 and 3 actually will have the same median conditional percentile and so teachers 1 and 3 will have the same ranking, even though β 1 < β 3 . Teacher 3 is also rated below teacher 2, even though β 2 < β 3 . Finally, teachers 2 and 4 will have the same rankings, even though β 2 < β 4 . In this simple illustration, nonrandom assignment of teachers to students can lead to the wrong conclusions in some cases.
Nearest Neighbor Matching under Nonrandom Assignment
Under nonrandom assignment of teachers to students, the nearest neighbor matching method has issues similar to the Colorado growth model approach.
Assume again that the best students are assigned to the best teachers in each school. For simplicity, also assume that there are 10 identical schools with 2 teachers and 2 classrooms within each school.
Assume teacher 1 is a worse teacher than teacher 2 in every school, so:
Also, that all students in classroom 1 have lower prior achievement than those in classroom 2, so:
Using the nearest neighbor matching method, students in classroom 1 will be matched to students in classroom 1 in the other schools. Students in classroom 2 will be matched to other students in classroom 2 in the other schools.
In this case, assuming that the teachers numbered 1 in all schools have the same effects and that teachers numbered 2 in all schools are also the same and for simplicity that teachers are the only input into education, teacher 1 and 2 in every school will be evaluated as being identical, even though β 1 < β 2 . This is true since classroom 1 students are only compared with classroom 1 students in other schools who also get the low ability teacher. Similarly for classroom 2 students.
This simple example is meant to illustrate the main point that matching similar students to one another is not enough to guarantee an accurate ranking of teachers under nonrandom assignment in which the best (or worst) teachers are assigned to the best students. If principals are tracking students by ability and assigning the gifted class to the best teacher, then nearest neighbor matching may not work effectively. No partialling out between teachers and students takes place, as it does in the DOLS estimator for instance.
Simulation
Our data are constructed to represent one elementary grade that normally undergoes standardized testing in a hypothetical district. To mirror the basic structural conditions of an elementary school system for, say, grade 3, we create data sets that contain students nested within teachers nested within schools. Our simple baseline data generating process is as follows:
where A i2 is a baseline score reflecting the subject-specific knowledge of child i entering third grade, A i3 is the achievement score of child i at the end of third grade, λ is a time constant persistence parameter, β i3 is the teacher-specific contribution to growth (the true teacher value-added effect), c i is a time-invariant child-specific effect, and u i3 is a random deviation for each student. We assume independence of u i3 . We assume that the time-invariant child-specific heterogeneity c i is correlated at about 0.5 with the baseline test score A i2 . In the simulations reported in this paper, the random variables A i2 , β i3 , c i , and u i3 are drawn from normal distributions. The standard deviation of the teacher effect is .25, while that of the student fixed effect is .5, and that of the random noise component is 1, each representing approximately 5, 19, and 76 percent of the total variance in gain scores, respectively 8 .
Our data structure has the following characteristics that do not vary across simulation scenarios:
• 10 schools • 1 grade (3rd grade), with a base score in 2nd grade • 4 teachers per grade and school (thus 40 teachers overall)
• 20 students per classroom • 4 cohorts of students
• No crossover of students to other schools To create different scenarios, we vary certain key features: the grouping of students into classes, the assignment of classes of students to teachers within schools, and the amount of decay in prior learning from one period to the next. Students are grouped either randomly or dynamically. In the case of dynamic grouping, students are ordered by their prior year achievement scores and grouped into classrooms. In this scenario, the students with the lowest prior year scores tend to be grouped in classes together, and students with the highest scores tend to be grouped together 9 . Also, there is random assignment and nonrandom assignment of teachers to the classrooms. There are two nonrandom assignment scenarios.
The first is positive assignment, where the best teachers are assigned to the highest performing classrooms. The second is negative assignment, where the worst teachers are assigned to the highest performing classes. We vary the amount of persistence in past test scores, λ, in the data generating process. We consider a case with full persistence, λ = 1, and partial persistence, λ = .5. 100 simulation replications are performed for each grouping-assignment-persistence rate combination. Finally, we perform the estimation using achievement scores that are vertically scaled and also using scores that are standardized within grade, which artificially breaks the vertical scaling. 9 There is a small amount of noise built into the assignment process
Results
We will begin with the results in which vertically scaled test scores are used to compute the measures. As mentioned before, when test scores are vertically scaled, VAMs have the advantage of being able to estimate how much the average student gained with a given teacher and how much they could have gained with another teacher. This information is not available with the Colorado growth model (CGM) approach or with nearest neighbor matching (NNM) approach. We will present Spearman rank correlations of the estimated teacher effects with the true teacher effects as a measure of performance, since all estimators of teacher performance are capable of ranking teachers. In addition, we will present a measure of misclassification. The measure we choose is the percent of teachers that have a true teacher effect above the 25th percentile that are rated in the bottom 25% using a teacher quality measure.
In the random grouping and random assignment scenario (RG-RA) all of the estimators perform fairly well. The results for λ set to .5 and for λ set to 1 are similar. All three VAMs outperform the growth percentile models, but these latter models still perform reasonably well, with rank correlations around .82 and .85.
The misclassification rates are best for DOLS, AR, and OLS-Gain as well, with rates of 6%, 8%, and 8%. The CGM and NNM estimators have a slightly larger misclassification rate of 10% and 9% respectively in the lambda 1 case.
In the case of dynamic grouping coupled with random assignment of groups to teachers (DG-RA) the results are quite similar. The rank correlations for DOLS and AR drop slightly to .87, and the rank correlation for OLS-Gain drops to .83.
The CGM and NNM rank correlations are nearly identical and actually slightly higher for the CGM estimator. The misclassificaiton rates are fairly stable as well.
Once assignment of teachers to students is nonrandom the results change considerably. In the DG-PA scenario, in which students with the highest prior year achievement level tend to be assigned to teachers with the highest value added, the growth percentile estimators perform far worse than DOLS. The DOLS estimator has a rank correlation of .88, whereas the CGM and NNM estimators have rank correlations of .71 and .75 respectively in the λ = 1 and λ = .5 cases. The rank correlation also decreases for AR, which also fails to properly partial out the relationship between teacher and student quality, with a correlation of .78. OLS-Gain performs well in the DG-PA scenario, but poorly in the DG-NA scenario, when lambda is 1. The pattern reverses when lambda is .5. This is due to biases sometimes amplifying the teacher effects, making the teachers with the good teacher effects look even better than they actually are and those that are worse look worse.
This has the effect of making the rank correlations strong, even though there is substantial bias. The misclassification rates show a pattern as the rank correlations. DOLS does the best in terms of misclassification, while the CGM and NNM estimators have misclassification rates that increase roughly 2-3 percentage points compared to the random assignment scenarios.
The results for the dynamic grouping with negative assignment (DG-NA) case look similar to those for the DG-PA scenario. DOLS outperforms the AR, CGM, and NNM estimators that do not partial out.
In the case of the standardized test scores, the patterns are largely the same.
In the RG-RA and DG-RA scenarios, DOLS, AR, CGM, and NNM estimators perform similarly with rank correlations in the .82-.87 range. The results in the DG-PA and DG-NA look nearly identical to those in the vertically scaled test scores scenario. DOLS still outperforms the estimators that fail to partial out.
One estimator that is particularly harmed is the OLS-Gain estimator. When scores are standardized, the OLS-Gain estimator, which consists of a regression of gain scores on teacher indicators, performs very poorly under nonrandom assignment.
Simulation with Random Noise Component Drawn from t
Distribution with 3 d.f.
One claim that could be made about the Colorado growth model is that the teacher rankings may be more robust to outliers, since the quantile regression estimators used in the ranking method are themselves less affected by outliers. If the distribution is thicker tailed, the Colorado growth model may perform better than the estimators based on OLS. As a robustness check, therefore, we examine the performance of the estimators when the idiosyncratic error term u i3 is drawn from a t distribution with three degrees of freedom. The t distribution with three d.f. has much thicker tails than the normal distribution. Figure 1 in the appendix shows the pdf of the Normal(0,1) pdf and the t(3) pdf.
Results are reported in table 3. Only results using the vertically scaled test scores are reported. Under random grouping and random assignment (RG-RA) the CGM and NNM estimators slightly outperform the value-added estimators.
The CGM estimator has a rank correlation of .72, and the NNM estimator has a rank correlation of .73 in the λ = 1 case. The value-added estimators have a slightly lower but very similar rank correlation of .71.
Under the dynamic grouping and nonrandom assignment (DG-PA and DG-NA) scenarios, DOLS again outperforms the CGM and NNM estimators that do not properly partial out the relationship between the covariates and the teacher's value-added. The rank correlation for DOLS is .70 and .71 for the DG-PA and DG-NA scenarios in the λ = 1 case. The rank correlation for the CGM estimator is .57 and .59 for the DG-PA and DG-NA scenarios, and the rank correlation is .60 and .59 for the NNM estimator.
An important takeaway from this analysis is that there may be cases were using the CGM or NNM estimators is preferable. One case may be when the distribution is thick tailed and there is random grouping and assignment. However, as the simulations show, even in the thick tailed case, nonrandom grouping and assignment still poses a threat to the CGM and NNM estimators.
Empirical Analysis
In the next section, we examine the correlations between the estimators using real data. A main finding from the simulations was that value-added estimators such as DOLS and the CGM estimator provide similar rankings under random assignment, but somewhat different rankings under nonrandom assignment.
Using real data, we find patterns suggesting a similar relationship between DOLS and the Colorado estimator when we compare correlations and classification rates for teachers in schools with little evidence of nonrandom grouping with those using teachers in schools with evidence of nonrandom grouping.
Data
The data come from an administrative data set in large and diverse anonymous school district. It consists of 215,411 usable student year observations from years 2002-2007 and grades 5 and 6. Student-teacher links are available for valueadded estimation. Also, basic student information, such as demographic, socioeconomic, and special education status, are available. The data include vertically scaled achievement scores in reading and math on a state criterion referenced test.
The analysis will focus on value-added for mathematics teachers.
We imposed some restrictions on the data in order to accurately identify the parameters of interest. Students who cannot be linked to a teacher are dropped, as are students linked to more than one teacher in a school year in the same subject.
Students in schools with fewer than 20 students are dropped, and students in classrooms with fewer than 12 students are dropped. Students in charter schools are not included in this analysis, since charter schools may employ a set of teachers who are somewhat different from those typically found in public schools. Characteristics of the final data set are reported in Tables 4 and 5.
Analysis
The nearest neighbor matching estimator was dropped from the analysis using real data due to computational limitations and because the issues this estimator faces are mirrored in the CGM estimator. Matching each student to 9 other students cannot be done quickly when the data set is large 10 , as far as we are aware. Also we use an empirical Bayes estimator of value-added instead of a more simple average residual estimator, since class size does vary substantially in the real data set. In the following only estimates from the DOLS, EB-Lag, OLS-Gain, and
Colorado growth model estimators are reported.
The simulation results indicated that in situations where students were dynamically grouped based on prior year test scores and were nonrandomly assigned to teachers the DOLS estimator maintained a strong correlation with the true teacher effect, while the Colorado Growth estimator performed less well. In order to examine whether the Colorado growth model may perform less well in actual data, we performed the test of nonrandom grouping that was performed in Dieterle et al. (2012) . The test involved a multinomial logit regression of each student's classroom assignment on the student's prior year test score for each school-grade-year combination in the data. Finding that students' prior year test scores significantly predict their classroom assignment is taken as evidence that nonrandom grouping based on prior test scores occurs in that particular school-grade-year. Since nonrandom grouping is a precondition for nonrandom grouping and assignment, we focus on teachers in schools that reject the test of random grouping and compare them with teachers in schools that fail to reject. Results are reported in tables 6, 7, and 8.
All value-added models include the student's free-and-reduced price lunch status, English learner status, gender, and indicators for whether the student is black or hispanic. Value-added estimates and the estimates for the Colorado growth model are computed using one year of data 11 . DOLS and the EB-Lag estimator include two prior years mathematics scores as controls. In the EB-Lag and EB-Gain estimator, the student's class average prior year test score is included as a control for peer effects. The Colorado growth model estimates only include two prior year mathematics scores as controls in the quantile regressions, since this is how the estimator is described in Betebenner (2011) 12 .
The correlation between DOLS and the CGM using one year of data 13 is .713 in the real data. This correlation is appreciably smaller than the correlation between DOLS and the EB-Lag (.96), OLS-Gain (.87), and EB-Gain (.94) estimators.
When the sample of teachers is broken into those teachers in school-gradeyears where we find evidence of nonrandom grouping and those in school-grade- 11 We have also examined the correlations when we pool across years. All correlations across estimators are higher than when only one year of data is used. We speculate that this is driven by greater precision using pooled data. 12 As a sensitivity check we also estimate the CGM rankings by also including the other student demographics. In another sensitivity check, we also estimate the value-added models using only previous test scores as controls. This somewhat alters the correlations, but the main patterns described below still hold 13 Two prior years of test scores are included. We mean that each teacher quality measure is estimated cohort by cohort. years where we do not, we see a pattern that accords with the pattern seen in the simulation. The correlation between DOLS and the CGM estimator, found in table 7, is .695 in school-grade-years with nonrandom grouping and .746 in schoolgrade-years where we can't reject the hypothesis of random grouping, in table 8. The correlations between DOLS and OLS-Gain, as well as the EB estimators, changes slightly when comparing the nonrandom and random grouping schoolgrade-years, rising from .842 to .917 for OLS-Gain and from .953 to .973 for EB-Lag. This again is similar to what took place in the simulations.
As another check we examine a measure of disagreement between the estimators in terms of who is classified in the bottom 25% of teachers. We calculate the fraction of teachers rated in the bottom 25% using one estimator that are not rated in the bottom 25% using the other estimators. Results are reported in tables 9 to 11. Similar to the pattern indicated by the rank correlations, there is less disagreement between the estimators in the cases of schools with little evident of nonrandom grouping. The fraction of teachers rated in the bottom 25% using the DOLS estimator not rated in the bottom 25% using the CGM estimator is .36 in nonrandom grouping schools and .32 in random grouping schools.
Conclusions
In this paper, we compare commonly used value-added estimators to two alternative estimators that have been proposed: the Colorado growth model approach and the nearest neighbor matching estimator.
Simulation evidence indicates that the performance of these estimators depends on how students are grouped and assigned to teachers. In cases where students are nonrandomly grouped based on prior year test scores and nonrandomly assigned to teachers, the Colorado growth model and nearest neighbor estimators perform poorly compared with the DOLS estimator, which partials out the relationship between student's prior year achievement and the teacher assignment.
The DOLS estimator is also robust to the case where vertically scaled test scores are not used.
The performance of the estimators also depends to some extent on the distribution of the error term in the achievement model. When a fatter tailed t distribution with 3 d.f. is used for the error term, DOLS and the other value-added estimators perform worse than the Colorado growth model and nearest neighbor matching approacher, but only slightly so. In this case, DOLS still outperforms the Colorado growth model and nearest neighbor matching estimators when there is nonrandom grouping and assignment.
Additionally, we compare the estimators using actual data. The patterns of divergence between DOLS and the growth model approach when there is nonrandom grouping and assignment uncovered in the simulations are also detected when we divide the sample into teacher in schools with evidence of nonrandom grouping versus teachers in schools in which grouping is fairly random.
This paper provides evidence that nonrandom grouping and assignment can negatively affect the popular Colorado growth modeling approach, as well as other growth percentile models such as the nearest neighbor matching approach.
Care should be used by practitioners and researchers in evaluating teachers using these approaches when nonrandom grouping and assignment occurs in the school system. More generally, estimators that do not partial out teacher effects-not only growth models, but also value-added models that are relatively descriptive in nature-are less equipped to disentangle true teacher contributions to student achievement from other source of achievement than those that partial out these effects. 
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