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Abstract
Multiplex networks consist of a fixed set of nodes connected by several sets
of edges which are generated separately and correspond to different networks
(”layers”). Here, the Ising model on multiplex networks with two layers
is considered, with spins located in the nodes and edges corresponding to
ferromagnetic or antiferromagnetic interactions between them. Critical tem-
peratures for the spin glass and ferromagnetic transitions are evaluated for
the layers in the form of random Erdo¨s-Re´nyi graphs or heterogeneous scale-
free networks using the replica method, from the replica symmetric solution.
For the Ising model on multiplex networks with scale-free layers it is shown
that the critical temperature is finite if the distributions of the degrees of
nodes within both layers have a finite second moment, and that depending
on the model parameters the transition can be to the ferromagnetic or spin
glass phase. It is also shown that the correlation between the degrees of
nodes within different layers significantly influences the critical temperatures
for both transitions and thus the phase diagram. The scaling behavior for
the spin glass order parameter is determined by a semi-analytic procedure
and it is shown that for the Ising model on multiplex networks with scale-free
layers the scaling exponent can depend on the distributions of the degrees
of nodes within layers. The analytic results are partly confirmed by Monte
Carlo simulations using the parallel tempering algorithm.
Keywords: multiplex networks; phase transitions; Ising model; mean-field
theory; replica method.
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1. Introduction
In the last two decades rapid advancement in the theory and applications
of complex networks has taken place related to the widespread recognition
of their importance in social life, natural sciences and technology [1, 2]. An
important part of this trend was development of research on complex sys-
tems in which interactions among their constituent parts are determined by
the underlying structure of complex networks [3, 4]. In this context much
effort was devoted to study the effect of the complex structure of interactions
on the behavior of generic models of statistical physics exhibiting collective
phenomena such as phase transitions. For example, ferromagnetic (FM)
phase transition in the Ising model on complex, possibly heterogeneous net-
works was studied by means of various analytic [5, 6, 7, 8] and numerical
[9, 10] methods. Also spin glass (SG) transition [11, 12] in the Ising and
related models on complex networks with quenched disorder of FM and an-
tiferromagnetic (AFM) interactions was investigated using, e.g., variants of
the replica method [13, 14, 15, 16], effective field theory [17, 18] and Monte
Carlo (MC) simulations [19, 20]. In connection with recent interest in even
more complex structures (”networks of networks”) much attention has been
devoted to multiplex networks (MNs) which consist of a fixed set of nodes
connected by various sets of edges called layers [21, 22, 23]. MNs natu-
rally emerge in many social systems (e.g., transportation or communications
networks), and interacting systems on such structures exhibit rich variety of
collective behaviors and critical phenomena. For example, percolation transi-
tion [24, 25, 26], cascading failures [27], diffusion processes [28, 29], epidemic
spreading [30, 31], etc., were studied on MNs. Also the FM transition in the
Ising model [32] as well as diversity of first-order, second order and mixed-
order transitions in a related Ashkin-Teller model [33] were investigated in
the above-mentioned models with the structure of MNs.
As a natural extension of the above-mentioned research in this paper the
SG transition is studied in the Ising model with the quenched disorder of the
exchange interactions superimposed on the underlying structure of a MN. In
Sec. 2 the Hamiltonian of the model is defined, with spins placed on a fixed set
of nodes and with separately generated sets of edges (layers), with possibly
different distributions of the degrees of nodes, corresponding to randomly
assigned FM and AFM exchange interactions; the layers can have, e.g., the
structure of random Erdo¨s-Re´nyi (ER) graphs [34] or heterogeneous scale-free
(SF) networks [35] and are generated from the so-called static model [36, 37].
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In Sec. 3 the thermodynamic properties of the above-mentioned model are
investigated by means of the replica method [11, 12]. The approach used
here follows the study of the dilute SG model with infinite-range interactions
[38, 39, 40, 41, 42, 43, 44] and is a direct generalization to the case of MNs
of a procedure applied successfully to investigate the FM and SG transitions
in the Ising model on random ER graphs [38], heterogeneous SF networks
[15] and the FM transition in the Ising model on MNs [32]. In Sec. 4 the FM
and SG transitions from the paramagnetic state are investigated in the above-
mentioned model, the corresponding critical temperatures are evaluated from
the replica symmetric (RS) solution and the effect of the distributions of the
degrees of nodes within consecutive layers as well as the influence of the
correlations between them on the phase diagram is emphasised. Besides,
these analytic results are partly compared with MC simulations. In Sec. 5
the critical exponent for the SG order parameter in the vicinity of the SG
transition temperature is determined semi-analytically for the Ising model on
MNs with different distributions of the degrees of nodes within layers. Sec.
6 is devoted to summary and conclusions.
2. The model
2.1. The Hamiltonian
MNs consist of a fixed set of nodes connected by several sets of edges; the
set of nodes with each set of edges forms a network which is called a layer of
a MN [22, 23]. In this paper only fully overlapping MNs are considered, with
all N nodes belonging to all layers. In the following, for simplicity, MNs
with N nodes and only two layers denoted as G(A), G(B) are considered.
The layers (strictly speaking, the sets of edges of each layer) are generated
separately, and, possibly, independently. As a result, multiple connections
between nodes are not allowed within the same layer, but the same nodes
can be connected by multiple edges belonging to different layers. The nodes
i = 1, 2, . . .N are characterized by their degrees k
(A)
i , k
(B)
i within each layer,
i.e., the number of edges attached to them within each layer. The, possibly
heterogeneous, distributions of the degrees of nodes within each layer are
denoted as pk(A), pk(B) , and the mean degrees of nodes within each layer as
〈k(A)〉, 〈k(B)〉.
In the Ising model on a MN with two layers two-state spins si = ±1 are
located in the nodes i = 1, 2 . . .N and edges within the layers G(A), G(B)
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connecting pairs of nodes i, j correspond to exchange interactions with inte-
grals J
(A)
ij , J
(B)
ij , respectively. The exchange integrals are quenched random
variables. It should be emphasised that in the model under study there is
only one spin si located in each node which interacts with all its neighbors
within all layers. The Hamiltonian of the model is
H = − ∑
(i,j)∈G(A)
J
(A)
ij sisj −
∑
(i,j)∈G(B)
J
(B)
ij sisj, (1)
where the sums are over all edges belonging to the layer G(A) (G(B)).
Following the studies of the dilute Ising SG models with infinite-range
interactions on random ER graphs [38] and SF networks [15] in this paper
it is assumed that the exchange integrals within each layer can assume only
two values J (A) (J (A) > 0) and −J (A) as well as J (B) (J (B) > 0) and −J (B)
which are assigned to the edges of the layer G(A) (G(B)) with probability r(A)
and 1 − r(A) (r(B) and 1 − r(B)), respectively, and that these assignments
are independent for the two layers. Thus the distributions of the exchange
integrals within each layer Pr(A)
({
J
(A)
ij
})
, Pr(B)
({
J
(B)
ij
})
are independent
and have the form
Pr(A)
({
J
(A)
ij
})
=
∏
(i,j)∈G(A)
[
r(A)δ
(
J
(A)
ij − J (A)
)
+
(
1− r(A)
)
δ
(
J
(A)
ij + J
(A)
)]
Pr(B)
({
J
(B)
ij
})
=
∏
(i,j)∈G(B)
[
r(B)δ
(
J
(B)
ij − J (B)
)
+
(
1− r(B)
)
δ
(
J
(B)
ij + J
(B)
)]
.
(2)
Taking into account the form of the Hamiltonian, Eq. (1), it may be
supposed that the SG Ising model on a MN can be reduced to the SG Ising
model on a network with a set of edges being a superposition of the sets of
edges of the two layers and a proper four-point distribution of the exchange
integrals Jij. However, these two Ising models are not equivalent to each other
since in a MN the layers are generated separately (although not necessariliy
completely independently) and thus, e.g., probabilities for the pairs of nodes
to be connected by an edge or statistical averages over different realizations
of the sets of edges should be evaluated separately for each layer. This
difference is particularly imporatnt in the case of MNs with heterogeneous
layers, where it was shown in Ref. [32] that even in the simplest case of
purely FM interactions with J (A) = J (B) the critical temperatures for the
two above-mentioned Ising models can differ noticeably.
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2.2. The multiplex network model
In Ref. [15] SG transition was investigated in the Ising model on hetero-
geneous networks generated from the static model [36, 37]. Using this model
networks with a fixed number of nodes N and desired distributions of the
degrees of nodes can be generated as follows. First, a weight vi is assigned
to each node so that the condition
∑N
i=1 vi = 1 was fulfilled. Then, nodes are
linked with edges in accordance with the prescribed sequence of weights, by
selecting a pair of nodes i, j (i 6= j) with probablities vi, vj , respectively, link-
ing them with an edge and repeating this process NK/2 times. In this way
a network is obtained with the probability that the nodes i, j are linked by
an edge fij ≈ NKvivj , with the mean degree of nodes 〈k〉 = K, and with the
distribution of the degrees of nodes depending on the choice of the weights.
In particular, random ER graph is obtained if vi = 1/N is assumed for all
i. For a sequence vi = i
−µ/ζN(µ) associated with the nodes i = 1, 2, . . .N ,
where 0 < µ < 1 and ζN(µ) ≈ N1−µ/(1−µ), SF network is obtained with the
distribution of the degrees of nodes pk ∝ k−γ , γ = 1 + 1/µ. In an ensemble
of networks generated from the static model the mean degree of a given node
i is 〈ki〉 = NKvi.
Similarly, in this paper the Ising model on a MN with layers generated
from the static model is studied. The MN with a fixed set of nodes and
two layers G(A), G(B) is generated by associating weights v
(A)
i , v
(B)
i with the
nodes separately to generate each layer. In this way the layers can have
different distributions of the degerees of nodes pk(A), pk(B). Let us note that
the numbering of nodes i = 1, 2, . . .N while generating each layer can be
assumed the same or different. In the case of random ER layers this dis-
tinction is unimportant, however, in the case of SF layers it can introduce
correlations between the two sequences of weights v
(A)
i , v
(B)
i , i = 1, 2, . . .N ,
where now and henceforth i denotes the index of the node in a MN, common
for all layers. In particular, a MN with independent layers is obtained by
randomly and independently associating weights from the two appropriate
sets of weights with the nodes and then linking them with edges according
to the prescribed sequence of weights within each layer.
3. Evaluation of the free energy using the replica method
3.1. General considerations
The starting point to study the thermodynamic properties of the Ising
model on MNs is to evaluate the free energy averaged over a statistical ensem-
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ble of MNs generated according to a given rule and with given quenched dis-
order of the exchange integrals. Hence, the free energy is −βF = [[lnZ]r]av,
where Z is the partition function for the Ising model on a particular MN
with a particular distribution of Jij , the average [·]av is taken over all pos-
sible random realizations of a set of edges in a MN of a given kind (i.e., of
the two sets of edges in the separately generated layers), and the average
[·]r is taken over all possible realizations of the distributions Pr(A)
({
J
(A)
ij
})
,
Pr(B)
({
J
(B)
ij
})
, Eq. (2), for fixed sets of edges within each layer G(A), G(B).
In the framework of the replica method the free energy is formally evaluated
as −βF = limn→0
{
[[Zn]r]av − 1
}
/n. The average of the n-th power of the
partition function is
[[Zn]r]av = Tr{sα}



exp

β ∑
(i,j)∈G(A)
J
(A)
ij
n∑
α=1
sαi s
α
j

 exp

β ∑
(i,j)∈G(B)
J
(B)
ij
n∑
α=1
sαi s
α
j




r


av
,
(3)
i.e., it is the average of a product of n partition functions for non-interacting
replicas (copies) of the system, the trace Tr{sα} is taken over all replicated
spins sαi = ±1, and α = 1, 2 . . . n is the replica index.
As pointed out in Ref. [32] generation of a MN takes place in two stages:
first, in which the weights v
(A)
i , v
(B)
i are separately assigned to the nodes
i = 1, 2, . . .N , and second, in which the nodes are connected with edges
taking into account the prescribed weights within each layer. At the first
stage the weights from the two sets of weights can be assigned to the nodes
either independently or certain correlations between the two weights assigned
to the same nodes can be present (e.g., higher weights from both sets can be
assigned to the same nodes). Such correlations can change substantially the
thermodynamic properties of the model, e.g., the critical temperature for the
FM transition [32]. Thus, it is necessary to consider separately classes of MNs
characterized by given pairs of sequences of weights v
(A)
i , v
(B)
i , i = 1, 2, . . .N .
Then the average [·]av in Eq. (3) is evaluated separately for each class, and is
taken over all possible realizations of the two layers by connecting the nodes
with edges according to the weights v
(A)
i , v
(B)
i , i = 1, 2, . . .N characterizing
this class. If necessary, a sort of further averaging over different classes of
MNs (e.g., over all classes with the same correlation coefficient between the
two sequences of weights v
(A)
i , v
(B)
i , i = 1, 2, . . .N) can be performed by
replacing the sums over N nodes by their expected values in the resulting
expressions for the critical temperature.
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For a class of MNs with fixed (correlated or not) assignment of the weights
v
(A)
i , v
(B)
i to the nodes the sets of edges of each layer are generated indepen-
dently of each other. Thus the average over all realizations of the set of edges
of a MN in Eq. (3) can be taken independently over all realizations of the
sets of edges in the layers G(A) and G(B) in accordance with these weights.
Denoting the respective averages by [·](A)av , [·](B)av , taking into account that
assignment of the exchange integrals J
(A)
ij , J
(B)
ij to the edges of the layers
G(A), G(B) also takes place independently for each layer and denoting the
averages over all possible realizations of the distributions Pr(A)
({
J
(A)
ij
})
and
Pr(B)
({
J
(B)
ij
})
as [·]r(A) and [·]r(B), respectively, Eq. (3) can be written as
[[Zn]r]av = Tr{sα}





exp

β ∑
(i,j)∈G(A)
J
(A)
ij
n∑
α=1
sαi s
α
j




r(A)


(A)
av
×



exp

β ∑
(i,j)∈G(B)
J
(B)
ij
n∑
α=1
sαi s
α
j




r(B)


(B)
av

 . (4)
The two factors can be evaluated as in Ref. [15],



exp

β ∑
(i,j)∈G(A)
J
(A)
ij
n∑
α=1
sαi s
α
j




r(A)


(A)
av
=
∏
i<j
{(
1− f (A)ij
)
+ f
(A)
ij
[
exp
(
βJ
(A)
ij
n∑
α=1
sαi s
α
j
)]
r(A)
}
=
exp


∑
i<j
ln
[
1 + f
(A)
ij
[
exp
(
βJ
(A)
ij
n∑
α=1
sαi s
α
j
)
− 1
]
r(A)
]
 ≈
exp

∑
i<j
NK(A)v
(A)
i v
(A)
j
[
exp
(
βJ
(A)
ij
n∑
α=1
sαi s
α
j
)
− 1
]
r(A)

 , (5)
and similarly for the average [[·]r(B) ](B)av . Then, since sαi sαj = ±1, the relation[
exp
(
βJ
(A)
ij
n∑
α=1
sαi s
α
j
)]
r(A)
=
[∏
α
cosh βJ (A)
(
1 + sαi s
α
j tanh βJ
(A)
)]
r(A)
(6)
7
can be used in Eq. (5), which yields



exp

β ∑
(i,j)∈G(A)
J
(A)
ij
n∑
α=1
sαi s
α
j




r(A)


(A)
av
∝
exp

∑
i<j
NK(A)v
(A)
i v
(A)
j

T(A)1 ∑
α
sαi s
α
j +T
(A)
2
∑
α<β
sαi s
β
i s
α
j s
β
j + . . .



 ,(7)
where
T
(A)
1 =
[
coshn βJ
(A)
ij tanh βJ
(A)
ij
]
r(A)
n→0→ (2r(A) − 1) tanhβJ (A),
T
(A)
2 =
[
coshn βJ
(A)
ij tanh
2 βJ
(A)
ij
]
r(A)
n→0→ tanh2 βJ (A), (8)
etc.; similar expansion can be obtained for the average [[·]r(B)](B)av . Finally,
after applying the Hubbard-Stratonovich identity to the expressions of the
form (7), separately for the two averages [[·]r(A)](A)av , [[·]r(B) ](B)av , and grouping
terms connected with the same nodes i it is obtained that
[[Zn]r]av =∫
dq(A)α
∫
dq
(A)
αβ . . .
∫
dq(B)α
∫
dq
(B)
αβ . . . exp
[
−Nnβf
(
q(A)α , q
(A)
αβ , . . . q
(B)
α , q
(B)
αβ . . .
)]
≡
∫
dq exp [−Nnβf(q)] , (9)
with
nβf(q) =
K(A)T
(A)
1
2
∑
α
q(A)2α +
K(B)T
(B)
1
2
∑
α
q(B)2α + . . .
+
K(A)T
(A)
2
2
∑
α<β
q
(A)2
αβ +
K(B)T
(B)
2
2
∑
α<β
q
(B)2
αβ + . . .
− 1
N
∑
i
ln Tr{sαi } exp
(
X
(A)
i +X
(B)
i
)
, (10)
where Tr{sαi } is the trace over the replicated spins at node i, and
X
(A)
i = NK
(A)T
(A)
1 v
(A)
i
∑
α
q(A)α s
α
i +NK
(A)T
(A)
2 v
(A)
i
∑
α<β
q
(A)
αβ s
α
i s
β
i + . . . , (11)
8
and similarily for X
(B)
i .
The elements of a set {q}, q(A)α , q(A)αβ , . . . , q(B)α , q(B)αβ , . . . form in a natural
way two subsets of the order parameters associated with the two layers of
the multiplex network GA, GB. The first two order parameters,
q(A)α =
∑
i
v
(A)
i s
α
i , q
(B)
α =
∑
i
v
(B)
i s
α
i , (12)
where the averages are evaluated as
sαi =
Tr{sαi }s
α
i exp
(
X
(A)
i +X
(B)
i
)
Tr{sαi } exp
(
X
(A)
i +X
(B)
i
) ,
are called magnetizations for convenience; the next two order parameters
q
(A)
αβ =
∑
i
v
(A)
i s
α
i s
β
i , q
(B)
αβ =
∑
i
v
(B)
i s
α
i s
β
i , (13)
are called SG order parameters, etc.
3.2. The replica symmetric free energy
The simplest RS solution for the order parameters is obtained under the
assumption that spins with different replica index are indistinguishable. In
the case of the Ising model on a MN this solution has a form q(A)α = m
(A),
q
(A)
αβ = q
(A), etc., and q(B)α = m
(B), q
(B)
αβ = q
(B), etc., for α, β = 1, 2 . . . n, etc.,
where, in general, m(A) 6= m(B), q(A) 6= q(B), etc. [32].
Assuming the above-mentioned form of the RS solution and truncating
the free energy, Eq. (10), at the order of q2 yields
nβf
(
m(A), m(B), q(A), q(B)
)
=
K(A)T
(A)
1
2
nm(A)2 +
K(B)T
(B)
1
2
nm(B)2 +
K(A)T
(A)
2
2
n(n− 1)
2
q(A)2 +
K(B)T
(B)
2
2
n(n− 1)
2
q(B)2 − 1
N
∑
i
lnZi,(14)
where
Zi = Tr{sαi } exp
[
N
(
K(A)T
(A)
1 v
(A)
i m
(A) +K(B)T
(B)
1 v
(B)
i m
(B)
)∑
α
sαi +
N
(
K(A)T
(A)
2 v
(A)
i q
(A) +K(B)T
(B)
2 v
(B)
i q
(B)
) (∑α sαi )2 − n
2
]
. (15)
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Using once more the Hubbard-Stratonovich identity and evaluating the trace
over sαi = ±1 yields
Zi = exp
[
−nN
2
(
K(A)T
(A)
2 v
(A)
i q
(A) +K(B)T
(B)
2 v
(B)
i q
(B)
)] 1√
2pi
∫
dze−z
2/2 [2 cosh ηi(z)]
n ,
(16)
where
ηi(z) = N
(
K(A)T
(A)
1 v
(A)
i m
(A) +K(B)T
(B)
1 v
(B)
i m
(B)
)
+
z
√
N
(
K(A)T
(A)
2 v
(A)
i q
(A) +K(B)T
(B)
2 v
(B)
i q
(B)
)
. (17)
In the limit n→ 0 it is possible to expand [2 cosh ηi(z)]n ≈ 1+n ln [2 cosh ηi(z)].
Inserting this expansion in Eq. (16) and again expanding lnZi in Eq. (14)
yields for n→ 0
βf
(
m(A), m(B), q(A), q(B)
)
=
K(A)T
(A)
1
2
m(A)2 +
K(B)T
(B)
1
2
m(B)2 +
K(A)T
(A)
2
2
q(A) +
K(B)T
(B)
2
2
q(B) −
K(A)T
(A)
2
4
q(A)2 − K
(B)T
(B)
2
4
q(B)2 − 1√
2pi
∫
dze−z
2/2 1
N
∑
i
ln [2 cosh ηi(z)] .
(18)
With βf(q) given by Eq. (18) the integral in Eq. (9) can be evaluated us-
ing the saddle point method. For this purpose, the minimum of the function
f
(
m(A), m(B), q(A), q(B)
)
should be found, and the necessary condition for the
existence of extremum leads to the following set of self-consistent equations
for the order parameters,
∂f
∂m(A)
= 0 ⇔ m(A) = 1√
2pi
∫
dze−z
2/2
N∑
i=1
v
(A)
i tanh ηi(z),
∂f
∂q(A)
= 0 ⇔ q(A) = 1√
2pi
∫
dze−z
2/2
N∑
i=1
v
(A)
i tanh
2 ηi(z), (19)
and two similar equations for m(B), q(B).
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4. Critical temperatures for the ferromagnetic and spin glass tran-
sitions
4.1. General equations for the critical temperature
For small m(A), m(B), q(A), q(B), after expanding the logarithm and eval-
uating the moments in Eq. (18) the free energy can be written as
βf
(
m(A), m(B), q(A), q(B)
)
=
K(A)T
(A)
1
2
m(A)2 +
K(B)T
(B)
1
2
m(B)2 − K
(A)T
(A)
2
4
q(A)2 − K
(B)T
(B)
2
4
q(B)2
−1
2
N
N∑
i=1
(
K(A)T
(A)2
1 v
(A)
i m
(A) +K(B)T
(B)2
1 v
(B)
i m
(B)
)2
+
1
4
N
N∑
i=1
(
K(A)T
(A)2
2 v
(A)
i q
(A) +K(B)T
(B)2
2 v
(B)
i q
(B)
)2
. (20)
Then the system of equations in Eq. (19) leads to the following system of
linear equations for m(A), m(B), q(A), q(B),
(
1−NK(A)T(A)1
N∑
i=1
v
(A)2
i
)
m(A) −NK(B)T(B)1
(
N∑
i=1
v
(A)
i v
(B)
i
)
m(B) = 0
−NK(A)T(A)1
(
N∑
i=1
v
(A)
i v
(B)
i
)
m(A) +
(
1−NK(B)T(B)1
N∑
i=1
v
(B)2
i
)
m(B) = 0.
(
1−NK(A)T(A)2
N∑
i=1
v
(A)2
i
)
q(A) −NK(B)T(B)2
(
N∑
i=1
v
(A)
i v
(B)
i
)
q(B) = 0
−NK(A)T(A)2
(
N∑
i=1
v
(A)
i v
(B)
i
)
q(A) +
(
1−NK(B)T(B)2
N∑
i=1
v
(B)2
i
)
q(B) = 0.
(21)
Non-zero solutions of the system of Eq. (21) exist if the determinant is zero.
Due to the block structure of Eq. (21) this condition is equivalent to the
requirement that the determinant of the system of the first two equations
of the above system is zero or the determinant of the last two equations of
the above system is zero. From the former condition the critical temperature
for the FM transition can be evaluated: the corresponding equation for the
critical temperature is quadratic with respect to tanhβJ (A), tanh βJ (B), thus
it has two solutions of which that with a higher value corresponds to T FMc .
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From the latter condition the critical temperature for the SG transition can
be evaluated: the corresponding equation for the critical temperature is bi-
quadratic with respect to tanh βJ (A), tanh βJ (B), thus it has four solutions
of which the real solution with the highest value corresponds to T SGc . In Sec.
4.2 - 4.5 both critical temperatures are evaluated for the MN with random
ER and SF layers.
From the above-mentioned procedure, for fixed model parameters, it is
possible to determine on the phase diagram the boundary between the para-
magnetic andt the FM or SG phase, depending on which of the temperatures
T FMc , T
SG
c is higher. The boundary between the FM and SG phases runs
along the Almeida-Thouless line at which the FM phase becomes unstable
against the occurrence of the reentrant SG phase as the temperature is low-
ered [45]. Determination of the location of this line on the phase diagram
is not straightforward in the case of the Ising model on MNs for which, in
contrast with SG models considered so far, the RS solution is characterized
by two sets of order parameters m(A), q(A) . . . and m(B), q(B) . . . connected
with the two layers G(A), G(B); moreover, it requires numerical solution of
a set of four nonlinear equations in Eq. (19). Thus, this problem is left for
future research and full phase diagrams for the model under study are not
presented in this paper.
The space of parameters for the Ising model on a MN is large and com-
prises J (A), J (B) and the parameters of the layers, e.g., in the case of SF
layers, K(A), K(B), γ(A), γ(B), r(A), r(B) as well as the correlation between
the degrees of nodes within the layers k
(A)
i , k
(B)
i , i = 1, 2, . . .N . In order to
constraint the number of independent parameters henceforth all formulae are
obtained under the assumptions J (A) = J (B) = J , r(A) = 1 (i.e., in the layer
G(A) the interactions are purely FM) and r(B) = 0 (i.e., in the layer G(B)
all interactions are purely AFM); moreover, mostly the case K(A) = K(B)
is considered. Under such assumptions it is possible to study the, probably
most intriguing, problem of the influence of the difference between the dis-
tributions of the degerees of nodes pk(A), pk(B) and of the correlation between
degrees of nodes within different layers on the FM and SG transition in the
case of balanced FM and AFM interactions.
4.2. Random Erdo¨s-Re´nyi layers
For random ER layers there is v
(A)
i = v
(B)
i = 1/N , i = 1, 2, . . .N . From
the definition of the magnetizations, Eq. (12), as well as from the first two
equations in Eq. (21) follows that m(A) = m(B) and the equation for the FM
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critical temperature is linear rather than quadratic with respect to tanh βJ .
The result is
T FMc = Jatanh
−1
[
K(A) −K(B)
]−1
, (22)
thus T FMc < 0 for K
(A) < K(B) and if the density of edges corresponding to
FM interactions is smaller than that of edges corresponding to AFM interac-
tions the transition to the FM phase cannot occur. From the definition of the
SG order parameters, Eq. (13), as well as from the last two equations in Eq.
(21) follows that q(A) = q(B) and the equation for the SG critical temperature
is linear with respect to tanh2 βJ . The result is
T SGc = Jatanh
−1
[
K(A) +K(B)
]−1/2
, (23)
which is always finite and positive. Thus for K(A) < K(B) there is only
SG transition from the paramagnetic phase, and in the opposite case the
transition can be either to the SG or to the FM phase, depending on which
of the critical temperatures, T SGc or T
FM
c is higher for given K
(A), K(B).
4.3. Independent scale-free layers
The MN with two independent SF layers is generated by randomly and
independently assigning to the nodes i = 1, 2, . . .N the weights from a set{
vk : vk = k
−µ(A)/ζN(µ
(A))
}
, k = 1, 2, . . .N to generate the layer G(A) and
from a set
{
vl : vl = l
−µ(B)/ζN(µ
(B))
}
, l = 1, 2, . . .N to generate the layer
G(B). In this way, the sequences of weights v
(A)
i , v
(B)
i are uncorrelated. As a
result, in Eq. (21) the sum over the products of weights can be approximated
by its expected value, N
∑N
i=1 v
(A)
i v
(B)
i ≈ N〈
∑N
i=1 v
(A)
i v
(B)
i 〉 = 1 [32]. This
approximation is valid in typical cases of MNs with independently generated
layers, and is applied instead of averaging the partition function in Eq. (3)
over a class of MNs with mutually independent sequences of weights assigned
to nodes when generating different layers. Besides, for µ(A) < 1/2 (γ(A) > 3),
µ(B) < 1/2 (γ(B) > 3) by approximating the sum with an integral it is
obtained that N
∑N
i=1 v
(A)2
i = N
∑N
k=1 v
2
k ≈ (
1−µ(A))
2
1−2µ(A)
=
(γ(A)−2)
2
(γ(A)−1)(γ(A)−3)
and
similarly for
∑N
i=1 v
(B)2
i .
The critical temperature for the FM transition can be evaluated from the
condition that the determinant of a system of the first two equations in Eq.
13
(21) is zero, which leads to
T FMc = Jatanh
−1


K(A)
(1−µ(A))
2
1−2µ(A)
−K(B) (1−µ
(B))
2
1−2µ(B)
−√∆
2K(A)K(B)
[
1− (1−µ(A))
2
1−2µ(A)
(1−µ(B))
2
1−2µ(B)
]


, (24)
where
∆ =

K(A)
(
1− µ(A)
)2
1− 2µ(A) +K
(B)
(
1− µ(B)
)2
1− 2µ(B)


2
− 4K(A)K(B).
In particular, for the two layers with identical distributions of the degrees of
nodes pk(A) = pk(B) = pk, i.e., with K
(A) = K(B) = K, µ(A) = µ(B) = µ,
T FMc = Jatanh
−1

K−1
(
(1− µ)4
(1− 2µ)2 − 1
)−1/2 , (25)
i.e., in this case T FMc > 0 for 0 < µ < 1/2 (γ > 3) and T
FM
c → ∞ for
µ→ 1/2 (γ → 3).
The temperature for the SG transition can be evaluated from the condi-
tion that the determinant of a system of the last two equations in Eq. (21)
is zero, which leads to
T SGc = Jatanh
−1


K(A)
(1−µ(A))
2
1−2µ(A)
+K(B)
(1−µ(B))
2
1−2µ(B)
−√∆
2K(A)K(B)
[
(1−µ(A))
2
1−2µ(A)
(1−µ(B))
2
1−2µ(B)
− 1
]


1/2
, (26)
where
∆ =

K(A)
(
1− µ(A)
)2
1− 2µ(A) −K
(B)
(
1− µ(B)
)2
1− 2µ(B)


2
+ 4K(A)K(B).
In particular, for the two layers with identical distributions of the degrees of
nodes
T SGc = Jatanh
−1

K−1/2
(
(1− µ)2
1− 2µ + 1
)−1/2 , (27)
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Figure 1: The critical temperatures for the SG transition T SGc (black solid lines) and for
the FM transition TFMc (gray solid lines) vs. γ
(A), for γ(B) = 4.5 and for (a,b) the MN
with independent SF layers with (a) K(A) = K(B) = 2.5, (b) K(A) = K(B) = 25, results
of Eq. (26), Eq. (24), respectively, and for (c,d) maximally correlated SF layers with (c)
K(A) = K(B) = 2.5, (d) K(A) = K(B) = 25, results of Eq. (29), Eq. (28), respectively
i.e., in this case again T SGc > 0 for 0 < µ < 1/2 (γ > 3) and T
SG
c → ∞ for
µ→ 1/2 (γ → 3).
As an example, in Fig. 1(a,b) the critical temperatures T FMc , T
SG
c evalu-
ated from Eq. (24) and Eq. (26), respectively, are shown for fixed γ(A) = 4.5.
It is assumed that K(A) = K(B) which means that the FM and AFM interac-
tions in the MN are balanced (the number of edges corresponding to J > 0
in the layer G(A) is equal to that corresponding to −J < 0 in the layer G(B));
Fig. 1(a) is for small and Fig. 1(b) for high mean degree of nodes within both
layers. In the Ising model on SF networks only SG transition occurs in the
case of balanced FM and AFM interactions [15]. Here, in contrast, depending
on γ(A) and the mean degree of nodes transition to the SG or FM phase can
occur from the paramagnetic phase. The critical temperature remains finite
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for γ(A) > 3. As γ(A) → 3 (from above), i.e., as the second moment 〈k(A)〉2
of the distribution pk(A) diverges, T
FM
c →∞ and the transition is to the FM
phase. This is probably due to presence of a large number of hubs (nodes
with high degree) within the layer G(A) interacting via FM interactions with
many neighbors and thus enforcing global order. For larger γ(A) and small
K(A) = K(B) the transition is to the SG phase, and a tricritical point occurs
on the phase diagram (Fig. 1(a)). In contrast, for large K(A) = K(B) there
is T FMc > T
SG
c in the whole range of γ
(A) and the transition is always to the
FM phase. In particular, even if the distributions of the degrees of nodes
within both layers are the same, pk(A) = pk(B) and thus γ
(A) = γ(B), for small
K(A) = K(B) the transition is to the SG phase and for high K(A) = K(B) to
the FM phase, which is in marked contrast with the above-mentioned case
of the Ising model on SF networks. The difference is due to the fact that in
these two cases the FM and AFM interactions are not balanced in the same
way. In the Insing model on SF networks, on average, half of edges attached
to each node corresponds to +J and half to −J while in the model on MNs
with independent layers there are many nodes with high degree within one
layer (hubs) with many attached edges corresponding, e.g., to FM interac-
tions and with small degree within the other layer with only few attached
edges corrseponding to AFM interactions; i.e., in the latter case the FM and
AFM interactions are balanced only globally but not locally. This result,
confirmed via MC simulations in Sec. 4.6, emphasises the difference of the
critical behavior between the Ising model on, possibly heterogeneous, net-
works and on MNs with separately (in particular, independently) generated
layers.
4.4. Maximally correlated scale-free layers
The MN with two maximally correlated SF layers is generated by ran-
domly assigning to the nodes i = 1, 2, . . .N the weights v
(A)
i = i
−µ(A)/ζN(µ
(A))
to generate the layer G(A) and v
(B)
i = i
−µ(B)/ζN(µ
(B)) to generate the layer
G(B). In this way, in the statistical ensemble of MNs generated in this way
the mean degrees of the consecutive nodes within each layer 〈k(A)i 〉 ∝ v(A)i ,
〈k(B)i 〉 ∝ v(B)i [37] are maximally correlated; As a result, the nodes which
have high degree within one layer have also, on average, high degree in the
other layer and vice versa. Then, for µ(A) < 1/2 (γ(A) > 3), µ(B) < 1/2
(γ(B) > 3) approximating the sum with an integral there is N
∑N
i=1 v
(A)
i v
(B)
i ≈
(1−µ(A))(1−µ(B))
1−(µ(A)+µ(B))
in Eq. (21). Since all MNs generated in this way are equiv-
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alent up to the permutation of the indices of nodes, no further averaging as
in the case of independent SF layers is necessary.
The temperature for the FM transition can be evaluated from the condi-
tion that the determinant of a system of the first two equations in Eq. (21)
is zero, which leads to
T FMc = Jatanh
−1


K(A)
(1−µ(A))
2
1−2µ(A)
−K(B) (1−µ
(B))
2
1−2µ(B)
−√∆
2K(A)K(B)
[
(1−µ(A))
2
(1−µ(B))
2
[1−(µ(A)+µ(B))]
2 − (1−µ
(A))
2
1−2µ(A)
(1−µ(B))
2
1−2µ(B)
]


,
(28)
where
∆ =

K(A)
(
1− µ(A)
)2
1− 2µ(A) +K
(B)
(
1− µ(B)
)2
1− 2µ(B)


2
−4K(A)K(B)
(
1− µ(A)
)2 (
1− µ(B)
)2
[1− (µ(A) + µ(B))]2 .
In particular, it can be seen that for the two layers with identical distributions
of the degrees of nodes the above-mentioned determinant is equal to 1 for
any β, thus transition to the FM state cannot occur.
The temperature for the SG transition can be evaluated from the condi-
tion that the determinant of a system of the last two equations in Eq. (21)
is zero, which leads to
T SGc = Jatanh
−1


K(A)
(1−µ(A))
2
1−2µ(A)
+K(B)
(1−µ(B))
2
1−2µ(B)
−√∆
2K(A)K(B)
[
(1−µ(A))
2
1−2µ(A)
(1−µ(B))
2
1−2µ(B)
− (1−µ(A))
2
(1−µ(B))
2
[1−(µ(A)+µ(B))]
2
]


1/2
,
(29)
where
∆ =

K(A)
(
1− µ(A)
)2
1− 2µ(A) −K
(B)
(
1− µ(B)
)2
1− 2µ(B)


2
+4K(A)K(B)
(
1− µ(A)
)2 (
1− µ(B)
)2
[1− (µ(A) + µ(B))]2 .
In particular, for the two layers with identical distributions of the degrees of
nodes
T SGc = Jatanh
−1


√
1− 2µ
2K
1
1− µ

 , (30)
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i.e., in this case again T SGc > 0 for 0 < µ < 1/2 (γ > 3) and T
SG
c → ∞ for
µ→ 1/2 (γ → 3).
As an example, in Fig. 1(c,d) the critical temperatures T FMc , T
SG
c evalu-
ated from Eq. (28) and Eq. (29), respectively, are presented for fixed γ(A) =
4.5 and small (Fig. 1(c)) and high (Fig. 1(d)) value of K(A) = K(B). As in
the case of MN with independent layers for γ(A) → 3 there is T FMc →∞ and
the transition is to the FM phase. However, for larger γ(A) the transition is
to the SG phase, independently of the mean degrees of nodes within layers;
thus, there is always the tricritical point on the phase diagram. In particular,
in the case of MN with identical distributions of the degrees of nodes within
both layers the transition is always to the SG phase, as in the case of the
Ising model on SF networks with balanced FM and AFM interactions. This
similarity is due to the fact that in the case of the Ising model on a MN
with maximally correlated layers the same nodes have high (or small) degree
within both layers, thus the FM and AFM interactions are balanced both
globally and locally.
4.5. Minimally correlated scale-free layers
The MN with two minimally correlated SF layers is generated by ran-
domly assigning to the nodes i = 1, 2, . . .N the weights vi = i
−µ(A)/ζN(µ
(A)),
v
(B)
N−i = i
−µ(B)/ζN(µ
(B)). As a result, the nodes which have high degree within
one layer have, on average, low degree in the other layer andN
∑N
i=1 v
(A)
i v
(B)
i
N→∞→
0 in Eq. (21). Hence, the MN is effectively decomposed into two apparently
non-interacting networks corresponding to the layers G(A), G(B), with FM
and AFM exchange interactions, respectively. As a result, the system of
equations in Eq. (21) is decomposed into four independent equations. From
the first two equations two critical temperatures for the FM transition can
be obtained as
T (A)FMc = Jatanh
−1
[
1
K(A)
1− 2µ(A)
(1− µ(A))2
]
,
T (B)FMc = −Jatanh−1
[
1
K(B)
1− 2µ(B)
(1− µ(B))2
]
, (31)
of which T (A)FMc is positive and finite for 1/2 < µ
(A) < 1 while T (B)FMc < 0.
From the last two equations in Eq. (21) the two critical temperatures for the
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SG transition can be obtained as
T (A)SGc = Jatanh
−1


√
1− 2µ(A)
K(A)
1
1− µ(A)

 ,
T (B)SGc = Jatanh
−1


√
1− 2µ(B)
K(B)
1
1− µ(B)

 , (32)
which are finite and positive for 1/2 < µ(A) < 1, 1/2 < µ(B) < 1. There is
always T (A)SGc < T
(A)FM
c , thus, transition from the paramagnetic to the FM
or SG phase can occur at Tc = max
{
T (A)FMc , T
(B)SG
c
}
as the temperature is
lowered, depending on the parameters K(A), K(B), µ(A), µ(B).
4.6. Comparison with Monte Carlo simulations
In order to verify, at least partly, the theoretical predictions of Sec. 4.3
MC simulations of the Ising model on MNs with independent SF layers were
performed using the Metropolis algorithm and the parallel tempering (replica
exchange) method [46, 47, 48] in the form described in Ref. [19]. As the
order parameter for the SG transition the absolute value |q| of the overlap
parameter
q =
[
〈 1
N
N∑
i=1
sαi s
β
i 〉t
]
av
≡ [〈q˜〉t]av (33)
is used, where α, β denote two copies (replicas) of the system simulated in-
dependently with random initial conditions, 〈·〉t denotes the time average for
the system on a given MN and [·]av, as in Sec. 3, denotes average over different
realizations of the MN with independent SF layers. The critical temperature
for the SG transition T SGc can be determined from the intersection point of
the Binder cumulants UL vs. T for different N [49], where
UL =
1
2
[
3− 〈q˜
4〉t
〈q˜2〉2t
]
av
. (34)
Below the critical temperature for the transition from the paramagnetic to
the SG phase |q| increases from zero. In contrast, the absolute value |M | of
the magnetization M =
[
〈N−1∑Ni=1 si〉t]av, which is the order parameter for
the FM transition, should remain close to zero. On the other hand, below
the critical temperature for the transition from the paramagnetic to the FM
phase both |q| and |M | should increase from zero.
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Figure 2: Results of MC simulations for the MN with independent SF layers with γ(A) =
γ(B) = 4.5, (a,c,e) K(A) = K(B) = 2, (b,d,f) K(A) = K(B) = 25: (a,b) the overlap order
parameter q, Eq. (33), vs. T , (c,d) the magnetization M vs. T , (e,f) the Binder cumulant
UL, Eq. (34), vs. T , for (◦) N = 1000, (·) N = 2000, (+) N = 5000, (×) N = 10000.
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An important prediction in Sec. 4.3 is that in the case of MN with in-
dependent SF layers with identical distributions of the degrees of nodes
pk(A) = pk(B) for a certain range of γ
(A) = γ(B) the transition from the
paramegnetic to the SG phase occurs only for small K(A) = K(B) while
for layers with higher mean degree of nodes transition to the FM state is
expected. This scenario is in fact observed in MC simulations; results for
γ(A) = γ(B) = 4.5 and for two values of K(A) = K(B) are shown in Fig. 2.
For K(A) = K(B) = 2 the SG transition occurs: for T < T SGc increase of
|q| can be seen (Fig. 2(a)) while |M | remains small and even decreases (Fig.
2(c)). Also the value of T SGc = 1.85±0.1 estimated from the MC simulations
(Fig. 2(e)) is close to T SGc = 1.92 evaluated from Eq. (27). In contrast, for
K(A) = K(B) = 25 the FM transition occurs: both |q| and |M | increase for
T < T FMc (Fig. 2(b,d)) and the value of the FM critical temperature obtained
from the MC simulations can be assessed as T FMc = 15 ± 2 from Fig. 2(d),
which is again with agreement with T FMc = 16.13 evaluated from Eq. (25).
Thus, in this particular case theoretical predictions based on the RS solution
are confirmed by MC simulations.
5. Critical exponents for the spin glass transition
Below the transition point from the paramagnetic to the SG phase the SG
order parameter increases from zero while the magnetization remains close
to zero. Bleow T SGc the SG order parameter is expected to scale as ε
β, where
ε =
(
T SGc − T
)
/T SGc . In Ref. [15] it was shown that in the case of the Ising
model on SF networks the scaling exponent β can depend on the parameters
of the distribution of the degrees of nodes. In this section this exponent
is determined for the Ising model on MNs with independent layers using a
semi-analytic procedure.
Let us start with the Ising model on a MN with two random ER layers.
In the case of the transition from the paramagnetic to the SG phase m(A) =
m(B) = 0 below the critical temperature. Taking into account that v
(A)
i =
v
(B)
i = 1/N , i = 1, 2, . . .N , T
(A)
2 = T
(B)
2 = T2 = tanh
2 βJ from Eq. (8) and
q(A) = q(B) = q (see Sec. 4.2) the equations for the SG order parameter, the
last two equations in Eq. (19), are reduced to a single equation
q =
1√
2pi
∫
dze−z
2/2 tanh2
[
z
√
(K(A) +K(B))T2q
]
. (35)
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In the vicinity of T SGc it is possible to expand the tanh (·) function with
respect to q. After evaluating the momenta and retaining only the lowest-
order nonlinear term it is obtained that(
1
(K(A) +K(B))T2
− 1
(K(A) +K(B))TSG2,c
)
Q = −2Q2, (36)
where
1 =
(
K(A) +K(B)
)
TSG2,c =
(
K(A) +K(B)
)
tanh2
J
T SGc
(see Eq. (23)) and Q =
(
K(A) +K(B)
)
T2. Hence, q ∝ ε just below the SG
transition temperature, as in the case of the SG transition in the Ising model
on random ER graphs [38].
Let us now consider the Ising model on a MN with two independent
SF layers. The SG transition temperature is finite, and thus the scaling
behavior of the order parameters below T SGc can be determined, for γ
(A) > 3,
γ(B) > 3. In the case of the transition from the paramagnetic to the SG
phase m(A) = m(B) = 0 below the critical temperature and the equations for
the SG order parameter, the last two equations in Eq. (19), are
q(A) =
1√
2pi
∫
dze−z
2/2
N∑
i=1
v
(A)
i tanh
2
[
z
√
N
(
K(A)T
(A)
2 v
(A)
i q
(A) +K(B)T
(B)
2 v
(B)
i q
(B)
)]
,
(37)
and analogous equation for q(B). Unfortunately, in this case it is not possible
simply to expand the tanh (·) function with respect to q due to the occurrence
of the terms like N−1
∑N
i=1 v
(A)3
i , etc., under the integral which diverge even
if the second moments of the distribution of the weights associated with each
layer are finite. Nevertheless, as shown in Appendix B the sum over the
indices of nodes on the right-hand side of Eq. (37) can be represented in a
form of a converging series expansion with respect to q(A), q(B).
First, let us note that in the case of independent SF layers the sum
over the indices of nodes in Eq. (37) can be replaced by its expected value,
similarily as in Sec. 4.3, and then approximated by an integral,
N∑
i=1
v
(A)
i tanh
2
[
z
√
N
(
K(A)T
(A)
2 v
(A)
i q
(A) +K(B)T
(B)
2 v
(B)
i q
(B)
)]
≈
N∑
i=1
N−2
N∑
k=1
N∑
l=1
vk tanh
2
[
z
√
N
(
K(A)T
(A)
2 vkq
(A) +K(B)T
(B)
2 vlq
(B)
)]
≈
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1− µ(A)
N2
∫ N
1
∫ N
1
dykdyl
(
N
yk
)µ(A)
tanh2

z
√√√√(N
yk
)µ(A)
Q(A) +
(
N
yl
)µ(B)
Q(B)

 ,
where Q(A) =
(
1− µ(A)
)
K(A)T
(A)
2 q
(A), Q(B) =
(
1− µ(B)
)
K(B)T
(B)
2 q
(B). In
the limit N → ∞ and after replacing the variables u1 = z2Q(A) (N/yk)µ
(A)
,
u2 = z
2Q(B) (N/yl)
µ(B) Eq. (37) becomes
q(A)
1− µ(A) =
1√
2pi
(
γ(A) − 1
) (
γ(B) − 1
) (
Q(A)
)γ(A)−2 (
Q(B)
)γ(B)−1 ×
∫
dze−z
2/2z2(γ
(A)+γ(B)−3)
∫ ∞
z2Q(A)
∫ ∞
z2Q(B)
u1 tanh
2√u1 + u2
uγ
(A)
1 u
γ(B)
2
du2du1.
(38)
The two-dimesional integral in Eq. (38) can be evaluated using Eq. (47)
in Appendix A with F (x1, x2) = x1 tanh
2√x1 + x2, and the result is given
by Eq. (55). Inserting this result in Eq. (38) and evaluating the moments it
is obtained that
Q(A)
K(A)T
(A)
2
=
(
γ(A) − 2
)2
(γ(A) − 1)
(
γ(B) − 1
)
×

 ∞∑
n1=0
∞∑
n2=0
fn1,n2 (2 (n1 + n2)− 3)!!
(n1 − γ(A) + 1) (n2 − γ(B) + 1)
(
Q(A)
)n1−1 (
Q(B)
)n2
−
∞∑
n1=0
2γ
(B)+n1−2
n1 − γ(A) + 1
Γ
(
γ(B) + n1 − 32
)
√
pi
I2
(
γ(B), n1
) (
Q(A)
)n1−1 (
Q(B)
)γ(B)−1
−
∞∑
n2=0
2γ
(A)+n2−2
n2 − γ(B) + 1
Γ
(
γ(A) + n2 − 32
)
√
pi
I1
(
γ(A), n2
) (
Q(A)
)γ(A)−2 (
Q(B)
)n2
+ 2γ
(A)+γ(B)−3
Γ
(
γ(A) + γ(B) − 5
2
)
√
pi
I
(
γ(A), γ(B)
) (
Q(A)
)γ(A)−2 (
Q(B)
)γ(B)−1 ,
(39)
where fn1,n2 are given by Eq. (49), I1
(
γ(A), n2
)
by Eq. (54), I2
(
γ(B), n1
)
by
Eq. (56) and I
(
γ(A), γ(B)
)
by Eq. (57) in Appendix B. The complementary
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Figure 3: Symbols: q(A) vs. ε =
(
T SGc − T
)
/T SGc in the neighborhood of the critical
temperature for the SG transition for the MN with independent SF layers with γ(A) = 3.5
and various γ(B) (see legend), the results were obtained from numerical solution of Eq. (42)
for γ(B) < 4 and Eq. (43) for γ(B) > 4 with K(A) = K(B) = 1 (in all cases T SGc > T
FM
c ).
Lines: asymptotic (for ε → 0) least-squares fits to the above-mentioned solutions (see
legend) in the form of the power scaling law q(A) ∝ εβ.
equation for Q(B)/K(B)T
(B)
2 can be obtained from Eq. (39) by replacing (A)
with (B) and vice versa.
Let us first consider the case when the SF layers have identical distri-
butions of the degrees of nodes pk(A) = pk(B), with K
(A) = K(B) = K,
γ(A) = γ(B) = γ (µ(A) = µ(B) = µ). Then the system of Eq. (37) and
thus also Eq. (39) have solution with q(A) = q(B) = q. In order to deter-
mine the critical behavior of q near T SGc it is necessary to retain only the
lowest-order nonlinear term on the right-hand side of Eq. (39), thus the cases
3 < γ < 4 and γ > 4 should be considered separately. For 3 < γ < 4 the
following equation for q is obtained from Eq. (39),
(
1
KT2
− 1
KTSG2,c
)
Q =
(γ − 2)2
(γ − 1) 2
γ−1
Γ
(
γ − 3
2
)
√
pi
D (γ)Qγ−2, (40)
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where T2 = tanh
2 βJ ,
KTSG2,c =
1
(1−µ)2
1−2µ
+ 1
=
1
(γ−2)2
(γ−1)(γ−3)
+ 1
= K tanh2
J
T SGc
(see Eq. (27)), Q = (1− µ)KT2q andD (λ) = 12I1 (λ, 0) =
∫∞
0 x
3−2λ
(
tanh2 x− x2
)
dx <
0. From Eq. (40) follows that q ∝ ε1/(γ−3) just below the transition point.
This is the same scaling relation as in the case of the SG transition in the
Ising model on SF networks [15], only the critical temperature is different.
For γ > 4 the following equation for q is obtained from Eq. (39),
(
1
KT2
− 1
KTSG2,c
)
Q = 2
[
(γ − 2)2
(4− γ) (γ − 1) + 3
(γ − 2)
3− γ
]
Q2. (41)
Hence, q ∝ ε just below the SG transition temperature, as in the case of
the SG transition in the Ising model on SF networks [15]; only the critical
temperature and the proportionality constant are different. Thus, it can be
seen that the critical exponent for the SG order parameter exhibits the same
scaling behavior in the case of the SG transition in the Ising model on a
SF networks and on a MN with SF layers with identical distributions of the
degrees of nodes.
If the SF layers have different distributions of the degrees of nodes the
critical exponents for q(A), q(B) must be determined from two-dimensional
systems of nonlinear equations following from Eq. (39) and from the comple-
mentary equation forQ(B)/K(B)T
(B)
2 in which only the lowest-order nonlinear
terms are retained. Due to complexity of these equations as well as the com-
plex form of T SGc , Eq. (26), it is not a simple task to determine the scaling
behavior of q(A), q(B) analytically. Hence, below this is done by solving the
above-mentioned systems numerically for q(A), q(B) vs. ε.
For 3 < γ(A) < 4, 3 < γ(B) < 4 the following system of equations for q(A),
q(B) is obtained from Eq. (39),
Q(A)
K(A)T
(A)
2
=
(
γ(A) − 2
)2
(γ(A) − 1) 2
γ(A)−1
Γ
(
γ(A) − 3
2
)
√
pi
D
(
γ(A)
) (
Q(A)
)γ(A)−2
+
(
γ(A) − 2
)2
(γ(A) − 1) (γ(A) − 3)Q
(A) +
(
γ(A) − 2
)
(γ(A) − 1)
(
γ(B) − 1
)
(γ(B) − 2)Q
(B),
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Q(B)
K(B)T
(B)
2
=
(
γ(B) − 2
)2
(γ(B) − 1) 2
γ(B)−1
Γ
(
γ(B) − 3
2
)
√
pi
D
(
γ(B)
) (
Q(B)
)γ(B)−2
+
(
γ(B) − 2
)
(γ(B) − 1)
(
γ(A) − 1
)
(γ(A) − 2)Q
(A) +
(
γ(B) − 2
)2
(γ(B) − 1) (γ(B) − 3)Q
(B).(42)
It is then possible, e.g., to evaluate Q(B) from the first equation and insert
it to the second one to obtain a nonlinear equation for Q(A) which can be
solved numerically. The results of this procedure are summarized in Fig. 3.
For γ(A) = γ(B) = 3.5 (µ(A) = µ(B) = 1/2) the scaling relation q(A) ∝ εβ
is obtained with β = 1.98 which agrees well with β = 1/
(
γ(A) − 3
)
= 2
predicted from Eq. (40). For γ(A) = 3.5 and 4 > γ(B) = 3.75 > γ(A) (µ(B) =
4/11) the scaling relation q(A) ∝ εβ is obtained with β = 1.95 which is still
close to β = 1/
(
γ(A) − 3
)
= 2 (the difference can be due to fitting error);
thus, the scaling behavior of q(A) in the vicinity of T SGc is still determined
by the lowest-order nonlineatity
(
Q(A)
)γ(A)−2
in Eq. (42). Since in the first
approximation Q(B) ∝ Q(A) the scaling behavior of q(B) is the same as that
of q(A).
For 3 < γ(A) < 4, γ(B) > 4 in the system of equations for q(A), q(B)
obtained from Eq. (39) the equation for Q(A)/K(A)T
(A)
2 is identical as in Eq.
(42) and the second equation is
Q(B)
K(B)T
(B)
2
=
(
γ(B) − 2
)
(γ(B) − 1)
(
γ(A) − 1
)
(γ(A) − 2)Q
(A) +
(
γ(B) − 2
)2
(γ(B) − 1) (γ(B) − 3)Q
(B)
−
(
γ(B) − 2
)2 (
γ(A) − 1
)
(γ(B) − 1)
[
2Q(A)2
(γ(A) − 3) (γ(B) − 2)
+
4Q(A)Q(B)
(γ(A) − 2) (γ(B) − 3) +
2Q(B)2
(γ(A) − 1) (γ(B) − 4)
]
. (43)
It is again possible to evaluate Q(B) from the first equation in Eq. (42) and
insert it into Eq. (43) to obtain a nonlinear equation for Q(A) which can
be solved numerically. For γ(A) = 3.5 and γ(B) = 4.5 > 4 (µ(B) = 2/7)
the scaling relation q(A) ∝ εβ is obtained with β = 2.0 (Fig. 3), again in
agreement with β = 1/
(
γ(A) − 3
)
= 2; thus, the scaling behavior of q(A)
in the vicinity of T SGc is again determined by the lowest-order nonlineatity(
Q(A)
)γ(A)−2
in the first equation in Eq. (42).
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For γ(A) > 4, γ(B) > 4, in the system of equations for q(A), q(B) obtained
from Eq. (39) the equation for Q(B)/K(B)T
(B)
2 is identical as in Eq. (43) and
the equation for Q(A)/K(A)T
(A)
2 can be obtained from it by replacing (A)
with (B) and vice versa. The system of two quadratic equations for Q(A),
Q(B) can be solved by evaluating, e.g., Q(A) from one equation, inserting
it to the other one and solving for Q(B) numerically. From such solution,
independently of γ(A), γ(B), the scaling relation q(A) ∝ ε is obtained with
high accuracy, i.e., the scaling exponent β = 1 is the same as that resulting
from Eq. (41) valid for γ(A) = γ(B). Thus, the scaling behavior of q(A) in the
vicinity of T SGc is again determined by the lowest-order nonlineatity
(
Q(A)
)2
in Eq. (43).
It is interesting to note that for γ(A) > 3, γ(B) > 3, i.e., when T SGc
is finite the last term in Eq. (39) containing
(
Q(A)
)γ(A)−2 (
Q(B)
)γ(B)−1
is of
higher order than the leading nonlinear terms in Eq. (42) and Eq. (43) and
can be omitted. Let us also mention that taking into account the results
of Ref. [15] logarithmic corrections to the scaling behavior of q(A), q(B) in
the vicinty of T SGc can be expected for γ
(A), γ(B) being integer numbers.
Unfortunately, verification of the presence of such correction from numerical
solution of the systems of nonlinear equations like Eq. (42) or Eq. (43) is
practically impossible, thus this case is not considered in this paper.
6. Summary and conclusions
In this paper the SG and FM transitions in the Ising model on MNs with
both FM and AFM interactions were studied using the replica method; in
particular, the MNs with the layers in the form of random ER graphs and
SF networks were considered. The critical temperatures for these transitions
from the paramagnetic phase were determined from the RS solution. For the
Ising model on MNs with SF layers it was shown that the transition temper-
ature is finite if the distributions of the degrees of nodes within both layers
have a finite second moment, and that depending on the model parameters
this transition can be to the FM or SG phase. It was also shown that the
correlation between the degrees of nodes within different layers significantly
influences the critical temperatures for the FM and SG transitions and thus
the phase diagram. In particular, in the case of MN with two independently
generated SF layers corresponding to (balanced) FM and AFM interactions
for small mean degrees of nodes within both layers the transition is to the
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FM or SG phase, depending on the details of the two degree distributions,
while for high mean degrees of nodes it is to the FM phase; this result was
confirmed in MC simulations. In contrast, in the case of MNs with maxi-
mally correlated layers the transition can be to the SG phase also for high
mean degrees of nodes within the two layers, depending on the details of the
two degree distributions. The scaling behavior for the SG parameter was
determined from the RS solution by means of a semi-analytic procedure. In
most cases the critical exponent has the universal value β = 1, only in the
case of SF layers characterized by the distributions of the degrees of nodes
with diverging third moment its value becomes dependent on the details of
this distribution.
Application of the replica method to the Ising model on MNs with both
FM and AFM interactions leads to many results which have already been
reported for the Ising model on MNs with purely FM interactions, e.g., the
occurrence, in a natural way, of the sets of the order paramaters associated
with consecutive layers or the dependence of the critical temperature on the
correlations between the degrees of nodes within different layers [32]. Al-
though the methods used in this paper are direct generalization of the ones
used in Refs. [38, 15] to the case of MNs with possibly heterogeneous layers
both the calculations and the results exhibit some peculiar properties due to
the fact that the statistical averages must be evaluated over the separately
generated layers rather than over the whole network. The problems remain-
ing for future research comprise, e.g., investigation of the stability of the FM
and SG phases, obtaining the full phase diagram for the Ising model on MNs
and determination of the critical behavior of the model at the FM and SG
phase borders.
Appendix A
In networks generated from the static model there is 〈k〉 = K, N ∑i v2i =
(〈k2〉 − 〈k〉) /〈k〉2 [37]. Thus the result of Eq. (24) and Eq. (26) can be
written in a more general form,
T FMc = Jatanh
−1


〈k(A)2〉
〈k(A)〉
− 〈k(B)2〉
〈k(B)〉
−√∆
2
[
〈k(A)〉〈k(B)〉 −
(
〈k(A)2〉
〈k(A)〉
− 1
) (
〈k(B)2〉
〈k(B)〉
− 1
)]

 (44)
where
∆ =
(〈k(A)2〉
〈k(A)〉 −
〈k(B)2〉
〈k(B)〉 − 2
)2
− 4〈k(A)〉〈k(B)〉,
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and
T SGc = Jatanh
−1


〈k(A)2〉
〈k(A)〉
+ 〈k
(B)2〉
〈k(B)〉
− 2−√∆
2
[(
〈k(A)2〉
〈k(A)〉
− 1
) (
〈k(B)2〉
〈k(B)〉
− 1
)
− 〈k(A)〉〈k(B)〉
]


1/2
(45)
where
∆ =
(〈k(A)2〉
〈k(A)〉 −
〈k(B)2〉
〈k(B)〉
)2
+ 4〈k(A)〉〈k(B)〉,
using the moments of the distributions of the degrees of nodes within each
layer.
It should be noted that the necessary condition for the occurrence of the
FM or SG transition is that the critical temperatures T FMc , T
SG
c given by
Eq. (44) and Eq. (45), respectively, are real and positive. In the case of the
critical temperature for the SG transition it can be easily shown that this
requires that
〈k(A)2〉
〈k(A)〉 +
〈k(B)2〉
〈k(B)〉 +
√
∆ > 4, (46)
which is also a condition for the occurrence of a giant component in a MN
with two independently generated layers [22], in which nodes are connected
via edges in any layer (but not necessarily in both layers). Thus, in the case
of a MN with two layers, one with purely FM and the other one with purely
AFM interactions, the SG transition can appear in a MN above the percola-
tion threshold, in analogy with the case of complex networks [15]. In contrast,
this is not enough for the possibility of appearance of the FM transition, for
which higher densities of connections within layers are necessary.
It can be expected that Eq. (44) and Eq. (45) are valid for any multi-
plex network consisting of independently generated, possibly heterogeneous
layers with finite second moments of the distributions of the degrees of
nodes (note, however, that in the case of random ER layers the above ex-
pressions are not properly determined; this is since the equations for T FMc
(T SGc ) are linear (quadratic) rather than quadratic (quartic) with respect
to tanh βJ , see Sec. 4.2). In particular, if the distributions of the de-
grees of nodes within the layers G(A), G(B) obey power scaling laws in the
form pk(A) =
(
γ(A) − 1
) (
m˜(A)
)γ(A)−1 (
k(A)
)−γ(A)
for k(A) > m˜(A), pk(B) =(
γ(B) − 1
) (
m˜(B)
)γ(B)−1 (
k(B)
)−γ(B)
for k(B) > m˜(B), respectively, with fixed
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minimum degrees of nodes m˜(A), m˜(B) the critical temperature can be ob-
tained by inserting in Eq. (44) and Eq. (45)
〈k(A)2〉
〈k(A)〉 = m˜
(A)γ
(A) − 2
γ(A) − 3 , 〈k
(A)〉 = m˜(A)γ
(A) − 1
γ(A) − 2 ,
and similar expressions for the moments of pk(B) .
Appendix B
In this Appendix a general expansion formula is derived for a sum of a
form
S (yA, yB) = (λA − 1) (λB − 1) yλA−2A yλB−1B
∫ ∞
yA
∫ ∞
yB
F (x1, x2)
xλA1 x
λB
2
dx2dx1, (47)
using a method which is a generalization of the one from Ref. [15] to the case
of two-dimensional integrals.
Let us assume that λA, λB are not integer numbers and, for some m1,
m2, there is m1 < λA < m1 + 1, m2 < λB < m2 + 1. The expansion of the
function F (x1, x2) in the Taylor series is
F (x1, x2) =
∞∑
n1,n2=0
fn1,n2x
n1
1 x
n2
2 =
=
m1−1∑
n1=0
m2−1∑
n2=0
fn1,n2x
n1
1 x
n2
2
+
∞∑
n1=m1
m2−1∑
n2=0
fn1,n2x
n1
1 x
n2
2 +
m1−1∑
n1=0
∞∑
n2=m2
fn1,n2x
n1
1 x
n2
2
+
∞∑
n1=m1
∞∑
n2=m2
fn1,n2x
n1
1 x
n2
2 , (48)
where the expansion coefficients are
fn1,n2 =
1
(n1 + n2)!
(
n1 + n2
n1
)
∂n1+n2F
∂xn11 ∂x
n2
2
(x1, x2)
∣∣∣∣∣
(0,0)
. (49)
The first sum in Eq. (48) can be integrated term by term which yields
m1−1∑
n1=0
m2−1∑
n2=0
fn1,n2
∫ ∞
yA
xn1−λA1 dx1
∫ ∞
yB
xn2−λB2 dx2
=
m1−1∑
n1=0
m2−1∑
n2=0
fn1,n2
(−1)
n1 − λA + 1
(−1)
n2 − λB + 1y
n1−λA+1
A y
n2−λB+1
B . (50)
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Concerning the remaining terms it should be noted that in the converg-
ing Taylor series, Eq. (48), the order of summation and integration can be
exchanged. Then, e.g., from integration of the second sum, after evaluat-
ing the integral
∫∞
yB
xn2−λB2 dx2 = − (n2 − λB + 1)−1 yn2−λB+1B for 0 ≤ n2 ≤
m2−1 and dividing in two parts and evaluating the integral
∫∞
yA
xn1−λA1 dx1 =
(
∫∞
0 −
∫ yA
0 ) x
n1−λA
1 dx1 =
∫∞
0 x
n1−λA
1 dx1 − (n1 − λA + 1)−1 yn1−λA+1A for n1 ≥
m1 it is obtained that
∞∑
n1=m1
m2−1∑
n2=0
fn1,n2
∫ ∞
yA
xn1−λA1 dx1
∫ ∞
yB
xn2−λB2 dx2 =
−
m2−1∑
n2=0
I1 (λA, n2)
yn2−λB+1B
n2 − λB + 1 +
m2−1∑
n2=0
∞∑
n1=m1
fn1,n2
yn1−λA+1A
n1 − λA + 1
yn2−λB+1B
n2 − λB + 1 ,
(51)
where
I1 (λA, n2) =
∞∑
n1=m1
fn1,n2
∫ ∞
0
xn1−λA1 dx1. (52)
Since m1 < λA < m1 + 1 the integrals in Eq. (52) are not singular and the
whole series converges. Taking into account that, from Eq. (49),
∞∑
n1=0
fn1,n2x
n1
1 =
1
n2!
∞∑
n1=0
1
n1!
∂n1
∂xn11
[
∂n2F
∂xn22
(x1, x2)
]∣∣∣∣∣
(0,0)
xn11 =
1
n2!
∂n2F
∂xn22
(x1, x2)
∣∣∣∣∣
x2=0
,
(53)
Eq. (52) can be rewritten as
I1 (λA, n2) =
∫ ∞
0
x−λA1

 ∞∑
n1=0
fn1,n2x
n1
1 −
m1−1∑
n1=0
fn1,n2x
n1
1

 dx1
=
∫ ∞
0
x−λA1

 1
n2!
∂n2F
∂xn22
(x1, x2)
∣∣∣∣∣
x2=0
−
m1−1∑
n1=0
fn1,n2x
n1
1

 dx1.
(54)
The third and fourth sum in Eq. (48) can be integrated in a similar way, and
finally from Eq. (47) it is obtained that
S (yA, yB) = (λA − 1) (λB − 1)

 ∞∑
n1=0
∞∑
n2=0
fn1,n2
yn1−1A y
n2
B
(n1 − λA + 1) (n2 − λB + 1)
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−
∞∑
n1=0
I2 (λB, n1)
yn1−1A y
λB−1
B
n1 − λA + 1 −
∞∑
n2=0
I1 (λA, n2)
yλA−2A y
n2
B
n2 − λB + 1
+I (λA, λB) y
λA−2
A y
λB−1
B
]
, (55)
where
I2 (λB, n1) =
∞∑
n2=m2
fn1,n2
∫ ∞
0
xn2−λB2 dx2
=
∫ ∞
0
x−λB2

 1
n1!
∂n1F
∂xn11
(x1, x2)
∣∣∣∣∣
x1=0
−
m2−1∑
n2=0
fn1,n2x
n2
2

 dx2,
(56)
I (λA, λB) =
∞∑
n1=m1
∞∑
n2=m2
fn1,n2
∫ ∞
yA
xn1−λA1 dx1
∫ ∞
yB
xn2−λB2 dx2
=
∫ ∞
0
∫ ∞
0
x−λA1 x
−λB
2

F (x1, x2)−
m2−1∑
n2=0
xn22
n2!
∂n2F
∂xn22
(x1, x2)
∣∣∣∣∣
x2=0
−
m1−1∑
n1=0
xn11
n1!
∂n1F
∂xn11
(x1, x2)
∣∣∣∣∣
x1=0
+
m1−1∑
n1=0
m2−1∑
n2=0
fn1,n2x
n1
1 x
n2
2

 dx1dx2
(57)
and the integrals in Eq. (56) and Eq. (57) converge.
In particular, it can be seen that for F (x1, x2) = x1 tanh
2√x1 + x2 there
is f0,0 = f1,0 = 0 and f0,n2 = 0 for n2 = 0, 1, 2 . . ., thus also I2 (λB, 0) = 0
from Eq. (56) and terms corresponding to n1 = 0 (containing y
−1
A ) in the
sums in Eq. (55) disappear.
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