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Abstract
The use of wind energy in electricity generation around the world has increased steadily over the past few
years as the world seeks to reduce the use of fossil fuels in response to concerns over climate change and air
pollution. Utility scale wind power is generated at large wind farms with as many as a hundred wind turbines.
The layout of turbines in the wind farm has important implications regarding maintenance costs, electrical
infrastructure costs, and most importantly, wind farm power generation. The wind farm layout optimization
problem seeks to find the optimal layout of turbines that minimizes power loss from placing turbines in the
wake cones of upstream turbines. The problem has received plenty of attention from researchers, but there
remains significant room for improvement in terms of dealing with non-convexity, use of heuristics, and
robust layouts which are resistant to errors in wind predictions. The first part of this work proposes a novel
mixed integer linear programming formulation that allows for unrestricted placement of turbines within
the wind farm, while at the same time eliminating solution dependence on the initial layout common to
other continuous formulations. The second part introduces a dual-decomposition method for getting a close
bound on the optimal solutions to discrete formulations, thereby facilitating the use of heuristics by giving an
objective estimate of solution quality. The final part presents a robust layout optimization formulation with
minimal data requirements, as well as a modified greedy algorithm with feasibility guarantees for finding
robust solutions.
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Chapter 1
Introduction
1.1 Current and Future State of Wind Power
Mankind has harnessed wind energy via windmills since antiquity for purposes such as grinding grain or
irrigation. In modern times, wind energy is mainly used as a low-carbon alternative to fossil fuels in electrical
energy production. Utility scale wind power is generated via large wind turbines — sophisticated, highly
engineered windmills that convert the kinetic energy of wind into electrical energy for the electrical grid. The
operation of the wind turbine is emissions-free, which is why wind power can play a large role in reducing
worldwide green house gas (GHG) emissions. Depending on the size and location of the wind farm, the
GHG emissions per kWh of wind generated electricity is somewhere in between 2 to 86 g of CO2 equivalent,
almost all of which comes from the manufacture and construction of wind turbines [108]. In contrast, the
GHG emissions per kWh of coal generated electricity in the United States is many times higher at 960 g of
CO2 equivalent [33].
The use of wind energy in electricity production started around the turn the millennium, and has grown
steadily every since as shown in Figure 1.1 [104]. Wind energy is now the second most common renewable
source of electricity generation, accounting for about 3% electricity generation worldwide in 2014. One reason
for the popularity of wind power is due to its superior land-use efficiency compared to other renewable energy
sources. A study conducted by Trainor et al. [101] found that the land-use per unit wind-generated electrical
energy is 15 times smaller than that of photovoltaic solar, and 17 times smaller than that of hydro.
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Figure 1.1: Trends in worldwide renewable energy production from 2011 to 2014.
The competitive cost of wind power compared to photovoltaic solar power is another reason for its
growth. The Open Energy Information (OpenEI) database [76] developed by the National Renewable Energy
Laboratory (NREL) tracks previously published levelized cost of energy (LCOE) for various energy sources in
the United States. The LCOE is the discounted cost per unit electrical energy generated over the investment
lifetime of a energy generation technology. The LCOE includes capital, investment, and operational costs
usually over a investment period of 20 or 30 years. The discounted total cost is then normalized over the
total expected energy generated over the investment period. The LCOE can be compared to electricity
prices to get a good estimate of the profitability of the energy generation technology in question. Figure 1.2
shows the average LCOE of wind and solar projects in the United States from years 2009 to 2014 based on
data from OpenEI. The situation is similar in the European Union, where a 2014 study by the European
Commission [4] found that the median LCOE of onshore wind energy, offshore wind energy, and photovoltaic
solar energy were 0.08, 0.12, and 0.10 e/kWh respectively.
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Figure 1.2: Average LCOE of various sources in the U.S. from 2009 to 2014.
The low cost of onshore wind energy is expected to continue into the near future, driving further growth
in wind power around the world. The 2017 Annual Energy Outlook published by the United States Energy
Information Administration (EIA) [103] predicts that wind power projects in the United States entering
service in 2019 are expected to have an average LCOE of $0.052 per kWh without factoring in tax credits.
This is only slightly higher than the $0.049 per kWh LCOE of a conventional combined cycle natural-gas
fired power plant, and lower than the $0.07 per kWh LCOE of photovoltaic solar power. The 2015 Renewable
Energy Medium-Term Market Report by the International Energy Agency (IEA) paints a similar picture as
shown in Table 1.1. Onshore wind power around the world is expected to be competitive compared to solar
power, and might even match the cost performance of conventional combined cycle natural gas fired power
plants.
Table 1.1: IEA projected LCOE for various generation sources entering service in 2020.
2014 USD/kWh
Hydropower 0.02-0.23
Onshore wind 0.05-0.14
Offshore wind 0.16-0.21
Solar PV utility scale 0.05-0.18
Geothermal 0.04-0.20
Natural gas 0.04-0.12
The costs of offshore wind power on average are significantly higher than onshore wind power due to
higher construction and electrical infrastructure costs. A cost study conducted by NREL [71] found that
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the balance of system costs which covers construction, electrical infrastructure, and access costs typically
account for 20% of total capital expenditures for onshore wind power projects in the United States. In
contrast, balance of system costs for offshore wind power projects can account for almost 40% of total
capital expenditures.
Offshore wind power costs around the world are expected to remain high in the near future, with the
exception of Europe which has the most mature offshore wind market. According to the 2016 Annual Market
Update from the Global Wind Energy Council (GWEC) [90], offshore wind power prices (not costs) for new
projects in the Netherlands and Denmark have consistently dropped below 0.10 e/kWh. This indicates
offshore wind power in Europe can be competitive with onshore wind power, provided the offshore site is
not too far away from shore, or located in deep water.
The low costs of wind and solar power is a big reason why wind and solar power are expected to make large
gains in the near future, and reduce the dominance of hydropower in renewable electricity generation. The
2015 IEA forecast[1] predicts that the majority of new electricity generation capacity up to 2020 would come
from non-hydro renewable sources. New generation capacity in countries that are part of the Organization
for Economic Co-operation (OECD) is expected to come mostly from non-hydro renewable sources, while
countries not part of the OECD are expected to see almost 50% of all new generation capacity come from
renewable sources, with 15% coming from hydropower. The pie chart in Figure 1.3 summarizes the IEA’s
forecast for global growth in renewable generation capacity from 2014 to 2020. Wind power is expected to
lead the way in new renewable generation capacity, followed closely behind by solar power.
Figure 1.3: Forecasted renewable capacity growth from 2014 to 2020 by source.
The annual market update from the GWEC in 2016 [90] breaks down future growth in wind power by
geographical regions. According to the GWEC forecast for 2017 to 2021, Asia is expected to account for
46% of all new wind power installations, followed by Europe with 22%, and North America with 19%. The
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bulk of the expected growth in wind power in Asia will come from China as it attempts to meet its targets
in its Five Year Energy Plan which calls for 210 GW of cumulative wind power capacity by 2020. India is
the next largest wind market in Asia, with plans to reach 60 GW of cumulative wind power capacity by
2022.
The expansion of wind power in Europe is noticeable for the significant contribution of offshore wind
power. The top five European countries in terms of offshore wind power capacity currently account for
86% of global offshore wind power capacity. Europe is expected to maintain its lead in offshore wind power
generation in the near future. The GWEC predicts that offshore wind power capacity in Europe will see up
to 3 GW annual growth for the next two years, reaching a cumulative installed capacity of 24 GW by 2020.
Recent growth of wind power in the United States has been facilitated to a large degree by the Production
Tax Credit and alternative Investment Tax Credit passed by Congress in 2015. These tax credits will continue
to stimulate steady growth in wind power in the near future up to 2020. The Clean Power Plan (CPP) with
its goal of cutting carbon emissions by 30% compared to 2005 levels is another piece of legislation that
has the potential to further accelerate growth of wind power in the United States. However, the fate of
the CPP is currently being decided in the courts. Even without the CPP, states such as Oregon, New
York, and Massachusetts have recently passed legislation that mandates a large increase in renewable energy
consumption in the next ten to twenty years. These legislative developments along with low costs of wind
power development ensure that wind power will see robust growth in the United States. In fact, the EIA
predicts that wind power will overtake hydropower as the leading renewable electricity generation in the
United States within the next five years from 2017 [103].
1.2 Thesis Objectives
The important role that wind power plays in the current and future energy profiles of countries around
the world gives extra importance to the area of wind farm design optimization. The wind farm can be
viewed as a complex electromechanical system that is a component of the larger national electrical grid. The
term ”complex” refers to the numerous components in the wind design problem, ranging from the design
of turbine blades and controller systems, to the question of integrating stochastic wind energy generators
into the electrical grid without sacrificing reliability. The complexity of the problem also refers to how each
component of the wind farm design problem must be tackled in isolation since there is no framework that
can handle all components concurrently.
This thesis focuses on the layout optimization aspect of wind farm design. The positions of turbines in
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the wind farm are closely linked to the wind farm’s power output. When wind pass through a turbine’s
blades, energy is extracted from the moving air, leaving a cone-shaped region of slower moving air, known
as a wake cone, behind the turbine. Therefore, the goal of layout optimization is to find a turbine layout
that minimizes power losses from placing turbines inside the wake cones of upstream turbines.
Layout optimization is an important step in wind farm design since an optimal layout can increase the
wind farm owner’s return on investment by maximizing the energy extracted from ambient wind. However,
the problem is complicated by the need to model wind speeds and directions over the long lifetime of the wind
farm, non-convexity of most problem formulations, and difficult to solve integer programming formulations
for cases where turbine locations are limited to a finite set.
There has been a great deal of research into formulating and solving layout optimization problems. Yet,
there is still room for improvement in three areas that this thesis has identified.
1. Formulations in wind farm layout optimization can be split into continuous or discrete depending on
the nature of the feasible space for possible turbine locations. Continuous formulations allow turbines
to be placed anywhere within the boundaries of the wind farm, whereas discrete formulations limit
turbine locations to a finite set of possibilities. Continuous formulations have the largest possible
feasible space, but gradient-based nonlinear solvers can only find solutions close to the starting layouts
due to the non-convex nature of the problem. In contrast, discrete formulations have a much smaller
feasible space, but globally optimal solutions are possible via branch and bound solution algorithms.
This thesis proposes a novel problem formulation that combines elements from continuous and discrete
formulations in an attempt to address the stated shortcomings of both approaches.
2. The previously mentioned difficulties in solving layout optimization problems mean most works use
some form of heuristics to find good solutions to various problem formulations. The majority of
heuristics used in layout optimization do not come with optimality guarantees, but they are capable of
obtaining good results when standard optimization algorithms fail. The lack of optimality guarantees
in heuristics do not mean that it is not possible to quantitatively assess the quality of heuristic solutions.
The second contribution in this thesis is to adapt a bounding method from combinatorial optimization
for finding close upper bounds on the optimal values of a class of discrete formulations in layout
optimization. The upper bound is used to objectively assess heuristic solution quality by giving an
estimate of the optimality gap.
3. A wind farm represents an expensive long term investment whose performance depends heavily on the
random behavior of wind over the lifetime of the wind farm. The actual performance of a turbine layout
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generated by any solution method is contingent on real world wind speeds and directions matching
predictions used in the problem formulation. The long lifetime of a wind farm means making accurate
predictions is a challenging task that requires substantial data collection that is preferably conducted
on-site. Most works in layout optimization assume that data collection and model fitting have already
taken place, and overlook the possibilities of inadequate data or prediction errors. The third objective
of this thesis is to develop a robust layout optimization formulation that has minimal data requirements,
and seeks to maximize the wind farm’s lowest power output across all wind directions. A modified
greedy algorithm is developed alongside the formulation to find good layouts with feasibility guarantees
for dense grids of possible turbine locations.
1.3 Overall Organization
The next section gives an overview of the components in the wind farm design problem, starting with the
design of turbine blades and controller systems, followed by the challenging task of integrating renewable
resources into the electrical grid, and finally selecting the appropriate location and performing turbine layout
optimization.
This is followed by Chapter 2 which describes common wake models used in layout optimization, and
gives a detailed review of past literature on layout optimization that is categorized according to the solution
methods used in those articles.
Chapter 3 proposes a novel mixed integer linear programming (MILP) formulation for finding the optimal
layout of a fixed number of identical turbines that maximizes wind farm power output. Previous MILP
formulations with power maximizing objectives discretize the feasible space by using a grid of possible
turbine locations. The proposed MILP formulation takes a different approach by allowing unrestricted
placement of turbines, but treats wake cone overlap as a binary outcome. The rationale behind the proposed
formulation is that the expansion of the feasible space for turbine placement in the proposed formulation
would offset the disadvantage of using a lower fidelity binary wake cone overlap model.
Chapter 4 presents an upper bound method for Quadratic Knapsack Problems (QKP) in discrete layout
optimization. The QKP is a general form of various MILP formulations in discrete layout optimization.
The upper bound method is adapted from combinatorial optimization literature, and was chosen because
the QKP formulation in layout optimization has certain features that reduce the computational complexity
of calculating the upper bound. The usefulness of the upper bound is demonstrated by applying the upper
bound to assess the performance of the greedy algorithm for solving layout optimization QKPs.
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Chapter 5 focuses on the topic of robust turbine layouts which have power output profiles that are resistant
to changes in the dominant wind direction. The chapter presents a discrete formulation for generating robust
layouts along with a modified greedy algorithm that guarantees solution feasibility regardless of feasible
space density. A series of experiments were conducted using real world wind data collected at two sites
to demonstrate the trade-offs in power generation between robust layouts and power output maximizing
layouts.
The final chapter, Chapter 6, concludes the thesis and presents various ideas for future work.
1.4 Wind Farm Design Problem
1.4.1 Turbine Blade and Controller Design
The growth of wind power around the world has spurred a large body of research into the design of wind
energy power systems, and the integration of these stochastic power sources into the electrical grid. Modern
wind turbines are highly engineered electromechanical systems that are designed with the goal of maximizing
energy extracted from incoming wind. The two main disciplines involved in the design of wind turbines are
aeroelastics used in the design of wind turbine blades, and control theory in the design of the wind turbine
motor and control systems. The term ”aeroelastic” describes both the aerodynamic and structural behavior
of aerofoils such as aircraft wings and wind turbine blades. Aeroelastic modeling, and its use in the design
optimization of aerofoils represent difficult challenges since it typically involves the coupling of fluid dynamics,
and structural finite element solvers. The numerical difficulties of aeroelastic modeling has motivated the
rise of the entire field of Multidisciplinary Design Optimization [25, 68]. Wang et al. [107] provides a recent
overview of aeroelastic modeling in the context of wind turbine blade design, and Schubel and Crossley [91]
reviewed state of the art wind turbine design methods in their 2012 paper.
The design of control systems in wind turbines generally revolves around controlling turbine rotational
speed, turbine blade pitch, and turbine direction with the goals of maximizing generator power output,
maintaining power output at rated wind speeds or higher, and delivering electrical power to the grid in
accordance with quality standards [28]. Figure 1.4 shows an idealized example (there is usually small, sharp
jump in power output as wind speeds increase past cut-in speed) of a turbine power curve that relates turbine
power output to incoming wind speed. The turbine power curve is split into 4 regions demarcated by the
cut-in, rated and cut-out wind speeds. At wind speeds between cut-in and rated, the job of the turbine
controller is to adjust generator torgue to maximize capture of wind energy. When incoming wind speed in
this region of the power curve increases, turbine blades will start to rotate faster. Intuitively, the controller
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should increase generator torque in response to faster turbine blade rotation, leading to higher generator
output. At wind speeds greater than rated speed, the job of the controller in modern variable pitch turbines
is to adjust the pitch of the turbine blades to maintain constant rotor speed in the generator. As wind
speeds continue to increase past cut-out speed, the controller loses the ability to regulate rotor speed using
turbine blade pitch, so turbine blades are feathered, dropping power output to zero in order to protect the
generator from damage.
Figure 1.4: Typical wind turbine power curve.
Erlich et al. [34] and Ca´denas et al. [13] provide more technically-orientated reviews of controller design
in wind turbines, while Joselin Herbert et al. [53] and Natarajan [73] give higher level overviews of controller
design in the larger context of technologies used in wind farms. Most literature on turbine design have
focused on either the controller, or turbine blades. An exception is the recent work by Deshmukh and
Allison [28] which sought to exploit synergies between turbine blade and controller design by combining the
two systems into a single ”co-design” problem.
1.4.2 Grid Integration
Generators in the electrical grid can be classified as dispatchable or non-dispatchable depending on whether
their power outputs are controllable. Fossil fuel burning power plants are typically dispatchable generators
since their output can be directly controlled. Renewable generation sources such as solar plants or wind
farms are non-dispatchable generators since their power output is dependent on stochastic weather conditions.
The economic dispatch problem can be summarized as setting dispatchable generator power outputs such
that predicted electricity demand over the short-term planning horizon is matched, while minimizing cost of
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generation (hence the term ”economic”), and satisfying transmission line and generator capacity constraints.
The increased penetration of wind and solar power generation in electricity grids around the world has
undoubtedly complicated the economic dispatch decision problem by introducing greater uncertainty into
the supply side, in addition to the uncertainty inherent in the demand side. Therefore, it is unsurprising
to see a surge in research into formulating the economic dispatch problem as an optimization problem,
and developing algorithms for solving instances with significant renewable generation capacity. A review
conducted by Abdi et al. [2] gives a recent overview of economic disptach problems in the modern electrical
grid.
Previous research into the economic dispatch problem (also known as the optimal power flow problem)
can be split according to whether alternating current or direct current is used in the optimization model.
Actual electricity transmission uses alternating current, so problem formulations based on alternating current
naturally give more accurate results. However, use of alternating current in the optimization model greatly
increases solution difficulty. Capitanescu’s [14] review article points out recent advances, and challenges that
remain for solving these type of economic dispatch problems that use alternating current.
Modeling electricity transmission as a direct current in electricity transmission greatly simplifies the
problem, and allows for the use of convex mathematical programming solution methods to find optimal
solutions to the direct current economic dispatch problem. A study by Overbye et al. [77] comparing
alternate current and direct current models in optimal dispatch problems concluded that the direct current
approximation does not sacrifice too much accuracy in return for a easier-to-solve problem.
The electrical grid in the economic dispatch problem is typically modeled as a connected, un-directed
graph. Generators and loads are represented as vertexes, and edges between vertexes represent transmission
lines. Let V be the index set of vertexes, and E be the set containing un-ordered pairs {i, j} denoting
connecting edges between vertexes i and j. The power flow from vertex i to j is denoted by fij , while pi and
di represents the power output and demand respectively at vertex i. Note that a generator vertex will have
di = 0, and a demand vertex will have pi = 0. The net power flow passing through any vertex is related to
power output and demand as shown in equation 1.1. Equation 1.1 represents the basic requirement that the
power required at every load must be supplied by available generator output. Power demand fluctuates over
time in reality, but it is acceptable in practice to assume a constant demand since the planning horizon in
the economic dispatch problem is very short (usually around 15 minutes [10]).
∑
j:(i,j)∈E
fij = pi − di ∀i ∈ V (1.1)
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Under the direct current approximation, the power flow from vertex i to j, fij , is calculated as fij =
βij(θi − θj), where βij = βji is the susceptance of the transmission line connecting i and j, and θi is the
voltage phase angle at vertex i. The direct current approximation to power flow over a transmission line
is contingent on the assumptions that the voltage phase angle difference |θi − θj | for neighboring vertexes
is close to zero, and all voltages are fixed and re-scaled to one. Transmission line thermal losses are also
ignored in the direct current approximation.
Let the vectors p,d ∈ R|V | denote the vector of power outputs and demands respectively for all vertexes.
Then Equation 1.1 can be represented in matrix form Bθ = p − d. The matrix B is referred to as the
weighted-Laplacian [10], and has entries defined in Equation 1.2.
Bij =

−βij , {i, j} ∈ E∑
k:{k,j}∈E βkj , i = j
0, otherwise
(1.2)
In the absence of stochastic renewable energy generators, the economic dispatch problem can be formu-
lated as a convex optimization problem shown in Equation 1.3. The objective function c(p) is a convex
cost function with respect to the power output vector p. The second set of constraints places lower and
upper power output bounds for every vertex, and the third set of constraints prevents power flow along any
transmission line from exceeding its capacity lij .
min
p,θ
c(p)
subject to:
Bθ = p− d
pli ≤ pi ≤ pui ∀i ∈ V
|βij(θi − θj)| ≤ lij ∀{i, j} ∈ E
(1.3)
When stochastic renewable energy generators are present, the expected power output of a renewable
energy generator can be represented by ri. The actual power output over the planning horizon can be
modeled as ri + ωi, where ωi is a random variable with zero mean and location-specific variance. The
fluctuations in power output due to weather conditions will have to be balanced out by adjusting the output
of dispatchable generators in the electrical grid to ensure all demand is met. These adjustments are subject
to generator capacity constraints, and must also take special care not to overload the capacity of any
transmission line.
Bienstock et al. [10] proposed a chance constrained formulation for determining the cost-minimizing
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power outputs p and dispatchable generator adjustment contributions for electrical grids with renewable
energy generators. The major difference between the chance constrained formulation and the deterministic
formulation in Equation 1.3 is the conversion of the transmission line capacity constraints to probabilistic
constraints which ensure the chance of overload for any transmission line is smaller than some pre-defined
probability.
A simpler alternative to the chance constrained formulation is to set initial generator outputs p in a way
such that the smallest gap between transmission line capacity and power flow for all transmission lines is
maximized. This approaches changes the optimization objective in Equation 1.3 from cost minimization to
maximization of transmission lines’ robustness to any future adjustments in dispatchable generator output.
The cost of power generation, c(p) is instead treated as a constraint which puts an upper limit on the ”cost
of robustness” denoted by Cr. The robust form of Equation 1.3 is shown below in Equation 1.4. Vector
r ∈ R|V | is introduced in Equation 1.4 to represent the expected renewable energy generator outputs at
every vertex, and the parameter t represents the maximum cost of power generation that is acceptable for
the current planning horizon. The robust formulation shown in Equation 1.4 is a convex program just like
the deterministic formulation in Equation 1.3, so the optimal solution can be found quickly using standard
nonlinear solvers.
max
p,θ,w
w
subject to:
Bθ = p+ r− d
pli ≤ pi ≤ pui ∀i ∈ V
w ≤ lij − |βij(θi − θj)| ∀{i, j} ∈ E
c(p) ≤ Cr
(1.4)
1.4.3 Site Selection and Layout Optimization
Utility scale wind farms are constructed at onshore or offshore sites with high average wind speeds. Figure
1.5 shows a map of estimated wind speeds at a height of 100 m for the United States. The wind resource
map in Figure 1.5 is published by NREL [59] based on wind speeds estimated by AWS Truepower [6]. The
data used to generate a wind resource map in Figure 1.5 is used by wind farm owners to identify potential
sites for constructing wind farms.
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Figure 1.5: United States wind resource map at 100 m.
Once a site for the wind farm has been identified, the wind farm owner needs to choose the wind turbine
model that offers the best return on investment. The largest wind turbine manufacturers are based in regions
with the highest wind power generation capacities. Vestas, Enercon, and Siemens are notable manufacturers
based in Europe; General Electric is a major manufacturer based in the United States, while Goldwind,
Sulzon, and United Power are the biggest manufacturers in Asia that mainly serve the Chinese and Indian
wind energy markets [96]. Each turbine manufacturer offers a range of models with different heights and
rated capacities for various wind speed scenarios. For example, General Electric [40] offers nine different
wind turbine models with capacities ranging from 1.7 MW for low wind speed scenarios to 6 MW for high
wind speed offshore wind farms.
Wind turbine model selection is closely linked to the number of wind turbines that are installed in the
wind farm. The wind farm owner presumably has a certain target for wind energy generated by the wind
farm. The magnitude of the target as well as the selected turbine model will ultimately be important factors
in determining the number of wind turbines to install, in addition to other important considerations such as
available land or financing costs. Figure 1.6 shows the distribution of turbine counts for wind farms in the
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United States constructed after 2000. The data in Figure 1.6 is taken from a study conducted by Denholm
et al. [27] on wind farm land-use requirements. Denholm et al.’s data [27] includes turbine counts taken
from large wind energy projects that consist of clusters of wind farms sited in the same general location, so
the turbine counts may be an over-estimate of actual turbine counts in individual wind farms. Regardless,
the data suggests that most wind farms in the United States have 100 turbines or less, with 80 turbines
being the median number.
Figure 1.6: United States wind farm turbine count histogram.
The final component of wind farm design is to determine the locations of the individual turbines within
the wind farm. This step is referred to as the wind farm layout optimization problem, or micro-siting
problem [95, 49]. The layout of turbines in a wind farm has important implications for the total energy
generated by the wind farm, and consequently the return on investment for the owner. The link between
turbine positions and wind farm energy production lies in the wake cones produced by the moving turbine
blades. When wind passes through a turbine’s blades, a cone-shaped region of slow moving air, referred to
as a wake cone, is generated behind the turbine. The wind speed deficit inside the wake cone gets smaller
and smaller the further the downstream distance from the turbine until the deficit becomes zero and the
wake cone merges with the ambient wind. One of the main goals in layout optimization is to place the
turbines in a way that minimizes the extent of wake cone overlaps in the wind farm across all directions.
Other important considerations related to turbine positions are maintenance costs, electrical infrastructure
costs, and land leasing costs. Ultimately, the goal of layout optimization is find the optimal turbine layout
that maximizes the wind farm owner’s return on investment.
Mathematically, the layout optimization problem can be generalized in the formulation shown in Equation
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1.5. The positions of the turbines within the boundaries of the wind farm are encoded in the solution vector
x which belongs to the set F . Layout optimization problems can be classified as continuous or discrete
depending on the nature of F . For example, a continuous layout optimization problem for a square wind
farm with edge length U − L might have F = {x ∈ R2T | xi, xi+1 ∈ [L,U ] ∀ odd i}. The solution
vector in this case is a 2T dimensional real-valued vector (where T is the number of turbines) consisting of
turbine coordinates which are allowed to vary continuously within the boundaries of the wind farm. Discrete
layout optimization problems have a finite set of possible turbine locations. These turbine locations can be
represented by a binary solution vector x ∈ {0, 1}N , where N is the number of possible locations. An entry
with a value of one would indicate the presence of a turbine at that particular location.
min
x
f(x,ω,w)
subject to:
x ∈ F
d(x) ≥ C
s(x) = T
(1.5)
The definition of the feasible space for the general layout optimization problem is completed with the
last two constraints shown in Equation 1.5. The first constraint d(x) ≥ C ensures that the minimum
distance between any pair of turbines is greater than or equal to the safety distance C specified by the
turbine’s manufacturer. Placing a turbine too close to another turbine could lead to large stresses on
turbine components caused by turbulence present in close proximity to the rotating turbine blades. The last
constraint s(x) = T expresses the requirement that T turbines must be selected out of all possible locations.
For continuous problems, s(x) = T could simply be a requirement placed on the dimension of the solution
vector, while s(x) for discrete problems could be the sum
∑N
i=1 xi which counts the number of selected
locations out of all N possibilities.
The objective function f is usually expected wind farm power output or some power output related cost
function such as levelized cost of energy. f is a function of the turbines’ location vector x, the random
vector ω ∈ Rk, and the probability vector w ∈ Rk. ω is a collection of k random variables that represent
the wind speed characteristics along each of the k directions considered in the problem, and w contains
the probabilities associated with each wind direction. There have been previous works that have modeled
wind speeds and directions using a joint probability distribution, but most works by far have adopted the
approach described above. The dimension of ω and w, k, corresponds to the number of wind directions
considered in the problem. k is a finite number usually less than 360. The discretization of wind directions
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in layout optimization reflect how wind data is collected, and also makes the optimization problem easier
to formulate and solve. In most cases, the set of wind directions is also symmetrical in the sense that the
directions form opposing pairs.
The objective function f is in general non-convex, and could be non-differentiable at certain points in F .
The feasible domain is non-convex as well due to the presence of the safety distance constraints d(x) ≥ C.
This makes the application of commonly used gradient-based solvers a challenging prospect. The best case
scenario for applying gradient-based solvers to the continuous problem formulation is to obtain a local
optimum. When F is discrete, the objective function f is usually based on a lower-fidelity model of the wind
farm’s power output with respect to turbine locations. The lower-fidelity objective functions used in discrete
formulations enable the application of branch and bound type algorithms for finding the global optimum,
under the condition that the size the feasible space F is not too big.
It is clear that optimal solution methods have various limitations when it comes to solving continuous
or discrete formulations in layout optimization. There have been previous works that combine continuous
and discrete formulations in a sequential framework to improve solution quality. For example, a discrete
formulation can be used to obtain a good starting layout which is then refined by switching to a continuous
formulation. However, the same limitations of optimal solution methods remain regardless of whichever
sequence of formulations is used. That is why a large proportion of works in layout optimization rely on
heuristics to find good solutions to continuous or discrete problem formulations. The use of heuristics when
optimal solution methods fail is a common practice in solving complex engineering problems, and layout
optimization is certainly no different in this regard.
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Chapter 2
Literature Review
Research into formulating and solving problems in wind farm layout optimization first appeared in the early
1990s. As wind power became more prevalent around the world, interest in the layout optimization problem
increased, and remains at a high level to this day. This chapter starts with an overview of commonly used
wake models in layout optimization, followed by summaries of past work in layout optimization categorized
according to their solution method. Layout optimization problems generally use one of three main types
of solution methods — heuristics, branch and bound algorithms for integer programming formulations, and
gradient-based optimization methods.
2.1 Wake Models
Layout optimization problems rely on mathematical wake models to estimate downstream wind speed losses
for turbines in the wind farm, so use of accurate, high fidelity wake models reduces the gap between predicted
and actual power outputs for any turbine layout. However, increased fidelity in wake models comes at the
cost of increased computational effort. The highest fidelity wake models are computational fluid dynamics
(CFD) models that require substantial computing power. These CFD models provide the most accurate
results, but are impractical to use in layout optimization problems with more than a few turbines. That is
why most layout optimization problems use simpler wake models with closed form mathematical expressions
for estimating wind speed deficits inside wake cones. This section gives an overview of four wake models
that are commonly used in layout optimization — the Jensen model, the Larsen model, the Eddy Viscosity
model, and the Frandsen model. There is also a discussion at the end of the section on ways to combine
multiple wake effects and their implications with regards to problem formulation and solution methods.
2.1.1 Jensen Wake Model
The Jensen wake model is named after its creator, N. O. Jensen, who introduced the model in 1984 [51].
Katic et al. [54] refined the model to its present day form in 1986. The Jensen wake model assumes that the
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wake cone expands linearly with downstream distance as shown in Figure 2.1. The wake cone’s diameter at
downstream distance d is given by D(d) = D0 + 2κd, where D0 is the diameter of the turbine’s disc and κ is
the wake decay coefficient that increases with surface roughness and atmospheric turbulence [80]. The wind
farm analysis software, Wind Atlas Analysis and Analysis Program (WAsP), recommends κ = 0.075 for
onshore wind farms, and κ = 0.05 for offshore wind farms. WindPRO, another popular wind farm analysis
software, recommends setting κ to 0.04 [100] for offshore wind farms. As a general rule of thumb, Go¨c¸men
et al. [41] suggests setting κ to 40% of turbulence intensity, where turbulence intensity is a ratio of total
fluctuations in wind speed to the average wind speed at a given location over a period of time.
Figure 2.1: The Jensen wake model.
Using the notation shown in Figure 2.1 and defining Ct(v0) to be the turbine’s thrust coefficient given
incoming ambient wind speed v0, the wind speed deficit at a downstream distance of d is shown in Equation
2.1. The Jensen wake model makes a number of simplifying assumptions regarding wake cone airflow in
order to arrive at Equation 2.1. Gravity, rotational forces, viscous forces, and effects of the ground and wind
turbine tower on the wake are ignored. Wake cone air flow is assumed to be independent of ambient air
flow, and wind speeds inside the wake cone are the same at all points with the same downstream distance
d. Based on these simplifications, and the choice of a linearly expanding wake cone, the expression for the
wind speed deficit shown in Equation 2.1 can be derived using balance of momentum equations along with
the use of the turbine’s thrust coefficient to determine wind speeds immediately after passing through the
turbine’s blades. The simplifications in the Jensen wake model mean it should not be used for estimating
wind speeds at short downstream distances from the turbine. However, this is not a big issue in layout
optimization since turbines have a minimum separation distance which is usually large enough for the use
of the Jensen wake model.
v0 − v(d) = 1−
√
1− Ct(v0)(
1 + 2κdD0
)2 v0 (2.1)
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Despite its age, the Jensen wake model has remained a popular choice in layout optimization probably
due to the balance it strikes between computational complexity and accuracy of representation. The Jensen
wake model is simple to use, requiring only one site-specific parameter — the wake decay coefficient κ, yet
it compares favorably with more complicated wake models in real world comparisons.
2.1.2 Larsen Wake Model
The Larsen wake model was introduced by Larsen in 1988 [62], and further refined in 1996 [63]. The Larsen
wake model is based on an approximate solution to the differential equations that govern air flow in the
wake. The details of the model’s derivation can be found in Larsen’s 1988 [62] work.
The Larsen wake model provides higher modeling fidelity compared to the Jensen wake model. Wind
speed deficit in the Larsen wake model is dependent on downstream position and radial position in the
wake cone, unlike the Jensen wake model which assumes the same wind speed at all radial positions with
the same downstream distance. In the initial version of the Larsen wake model, the expression for velocity
deficit at a downstream distance of d and radial height r is shown in Equation 2.2. The terms A and Ct(v0)
represent the turbine’s rotor area and thrust coefficient (for incoming ambient wind speed v0) respectively.
The constant c1 is turbine specific, and requires wind speed measurements for its evaluation as described
by Larsen [62]. Figure 2.2 illustrates the terms and wind speed definitions in the Larsen wake model. The
diameter of the wake cone at downstream distance d, D(d), is evaluated in the Larsen wake model using the
expression shown in Equation 2.3.
v0 − v(d, r) = v0
9
(Ct(v0)Ad
−2)1/3
(
r3/2
(
3c21Ct(v0)Ad
)−1/2 − ( 35
2pi
)3/10
(3c21)
−1/5
)2
(2.2)
D(d) = 2
(
35
2pi
)1/5
(3c21)
1/5(CtAd)
1/3 (2.3)
Figure 2.2: The Larsen wake model.
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The Larsen wake model manages to provide closed-form expressions for wake cone diameter and wind
speed deficits despite making fewer simplifications compared to the Jensen wake model. However, its use
could be limited due to the empirical nature of c1. Larsen later provided a formula for calculating c1 based
on data collected from the Vindeby offshore wind farm [63], but one has to assume that those results can be
generalized to other turbine types when applying the Larsen wake model to a different setting.
2.1.3 Eddy Viscosity Model
The Eddy Viscosity model was developed by Ainslie in 1988 [3], and is named after its use of the eddy
viscosity turbulence model in the thin shear layer approximation to the Navier-Stokes equation. The model
disregards pressure gradients in the flowing air outside of the wake cone, and assumes air flow inside the wake
is axisymmetric, fully turbulent, and has zero circumferential velocity. This allows the the air flow in the
wake to be described using a two dimensional coordinate system, where one axis is the wake’s centerline, and
the other lies along the radial direction. In addition, the flowfield in the model is assumed to be stationary
over time — i.e. the velocity of air flow at a fixed point in the wake cone does not change with time. These
assumptions allow the Navier-Stokes equation to be replaced by its thin shear layer approximation (with
viscous terms dropped) shown in Equation 2.4.
U
∂U
∂x
+ V
∂U
∂r
= −1
r
∂(ruv)
∂r
(2.4)
The notation in 2.4 follows that of Ainslie [3]. U represents the velocity along the centerline axis, V is
the velocity along the radial direction, and x and r are the axial and radial coordinates respectively. The
right hand side term in Equation 2.4 describes shear stresses in the air flow, and is modeled using the eddy
viscosity concept . There is no closed form solution to Equation 2.4, but solutions can be found numerically
without much computational effort. Ainslie [3] and Herbert-Acero et al. [53] provide detailed descriptions
of the solution process.
2.1.4 Frandsen Wake Model
The Frandsen wake model refers to the modeling approach proposed by Frandsen et al. [38] in 2006. The
Frandsen wake model bears some similarities to the Jensen wake model in that pressure gradients, gravity,
rotational effects, and ground and tower effects on the balance of momentum equations are ignored. The
wind speeds inside the wake are also assumed to be the same at all radial positions with the same downstream
distance. The drag effect of the rotating turbine blades on wind speeds in the balance of momentum equations
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is derived from the works of Lanchester [61] and Betz [9].
The wind speed at a downstream distance of d, v(d), expressed relative to the incoming ambient wind
speed v0 is defined in the Frandsen wake model as shown in Equation 2.5. The term A0 refers to the rotor
area, and A(d) is the cross-sectional area of the wake at a downstream distance of d. The term Ct(v0) is the
turbine’s thrust coefficient given an incoming ambient wind speed of v0.
v(d)
v0
=
1
2
+
1
2
√
1− 2 A0
A(d)
Ct(v0) (2.5)
The expansion of the diameter of the wake cone, D(d), with respect to downstream distance d in the
Frandsen wake model is defined in Equation 2.6. D0 in Equation 2.6 refers to the diameter of the turbine’s
disc, and Frandsen et al. [38] recommends setting k = 2. β is defined to be β = 12
1+
√
1−Ct(v0√
1−Ct(v0)
, and
the coefficient α(d) is related to the rate of wake decay. Ideally, α(d) should be determined based on
experimental observations. In the absence of experimental data, Frandsen et al. [38] recommends setting
α(d) with respect to downstream distance d as shown in Equation 2.7. Setting α(d) this way produces a
linearly expanding wake cone similar to the Jensen wake model.
D(d) =
(
βk/2 + α(d)
d
D0
)1/k
D0 (2.6)
α = βk/2
((
1 + 2κ
d
D0
)k
− 1
)
D0
d
(2.7)
2.1.5 Compound and Partial Wake Effects
The wake models covered in this section describe wind speed losses in a single wake. Turbines in actual wind
farms may be subject to wind speed losses caused by multiple upstream wakes. Turbines may also be subject
to partial wake effects when the turbine’s disc is not fully covered by an upstream wake cone. Modeling
compound wake effects, and partial wake overlaps is an extremely complex task, so it is unsurprising that
there are currently no wake models with such capabilities. The lack of multi-wake models means layout
optimization problems rely on various schemes that combine single wake effects to estimate the net wind
speed loss experienced by a turbine in a wind farm. The two most commonly used schemes are linear
summation, and sum of squares.
In linear summation, the net wind speed loss experienced by a turbine is the sum of all pairwise wind
speed losses caused by the wakes of upstream turbines. Mathematically, this can be expressed as shown in
Equation 2.8. The net wind speed deficit experienced by turbine i, denoted by dvi, is the sum of dvij over
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all j ∈ Ui. dvij represents the wind speed deficit experienced by turbine i due to turbine j evaluated using
a single-wake model. The summation takes place over all j ∈ Ui, where Ui is the index set of all turbines
that are upstream of turbine i for the current wind direction. If there are multiple wind directions, then
there will be an individual index set of upstream turbines for every direction. The sum of squares approach
is described in Equation 2.9 using the same notation.
dvi =
∑
j∈Ui
dvij (2.8)
dv2i =
∑
j∈Ui
dv2ij (2.9)
Partial wake cone overlaps can be handled by weighting each term in the summations shown in Equations
2.8 and 2.9 with the fraction of the turbine i’s disc that lies inside the wake cone of upstream turbine j [94].
Equation 2.10 demonstrates how the sum of squares approach based on the Jensen wake model is modified to
account for partial overlaps. Aij in Equation 2.10 represents the area of turbine i’s disc that lies in turbine
j’s wake cone. This is then expressed as a fraction of the turbine disc’s total area D0, and used to weigh the
squared wind speed deficit evaluated for turbines i and j along the given wind direction using the Jensen
wake model. Note that wake models that do not use a uniform radial wind speed profile like the Jensen
wake model can account for partial overlaps by finding the mean wind speed deficit over the overlapping
area using integration. The Larsen wake model is one such example where wind speeds vary not just with
downstream distance but also radial position. Larsen et al. [63] provided details on how an integral of wind
speed deficits over the area of the turbine disc that is covered by an upstream wake cone can be evaluated.
There will be no need for weighting coefficients in this case since the effects of partial overlaps are already
included in the wind speed deficits dvij .
dv2i =
∑
j∈Ui
Aij
D0
dv2ij (2.10)
2.1.6 Experimental Comparisons
The accuracy of commonly used wake models has been assessed using data collected at offshore and onshore
wind farms by various researchers. VanLuvanee in 2006 [105] performed an assessment of the Jensen, Eddy
Viscosity, and Larsen wake models using data collected from the Horns Rev offshore wind farm. The wake
models were assessed on their accuracy in predicting wind speed deficits and annual energy production.
VanLuvanee noted that the accuracy of wake models can vary significantly over the range of directions used
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in the assessment. Therefore, a wake model that displays significant variability in accuracy over a range of
directions may not be the best choice for predicting annual energy production since that involves averaging
wind speed predictions over all directions. Based on this reasoning, VanLuvanee recommended using the
Jensen wake model with sum of squares wake combination scheme since it had the most accurate predictions
on average. The Eddy Viscosity model was very accurate over a narrow range of directions, especially for
the first few downstream turbines, but failed to match the average accuracy of the Jensen wake model.
VanLuvanee suggested that the Eddy Viscosity model’s accuracy over a wider range of directions could be
improved with a better wake combination model. The Larsen wake model performed the worst out of the
three wake models. VanLuvanee believed that its poor performance was due to the fact that model’s default
parameters were calibrated for wind turbines and atmospheric conditions that were unsuitable for the Horns
Rev scenario.
Jeon et al. in 2015 performed an assessment of the Jensen, Eddy Viscosity, Larsen, and Frandsen wake
models using data collected from an onshore wind farm in Jeju, South Korea. The irregular arrangement
of the turbines meant it was possible to obtain wind speed data for single wake overlaps along certain
directions. The results showed that the Jensen wake model had the highest accuracy in predicting wind
speeds along the center-line of the wake cone when the ambient incoming wind speed was 8.5 m/s. The
Eddy Viscosity and Larsen wake models had the highest accuracy when the ambient incoming wind speed
was higher than 8.5 m/s. The Frandsen wake model had the lowest accuracy out of all the wake models.
The authors believed that this could be because the Frandsen wake model was developed with offshore wind
farms in mind. When it came to predicting wake cone shape, the linearly expanding wake cone of the Jensen
wake model had the worst accuracy, while the Eddy Viscosity and Larsen wake models had the highest. The
results of the assessment were generally in agreement with expectations. The higher fidelity Eddy Viscosity
and Larsen wake models were more accurate in predicting wind speed deficits for most wind speed scenarios
compared to the simpler Jensen and Frandsen wake models. However, the assessment was only carried out
for a narrow range of wind directions, and for single wake cone overlaps. There were no conclusions drawn
regarding the accuracy of the wake models in predicting wind farm power generation across a wider range
of wind directions.
Go¨c¸men et al. [41] recently performed an assessment of the wake models developed at the Technical
University of Denmark using data from the Sexbierum onshore wind farm, and the Lillgrund offshore wind
farm. The wake models in the study included high fidelity CFD wake models as well as the Jensen, and
Larsen wake models. The study assessed wake model prediction accuracy for single and double wakes over
a narrow range of directions, and wake model prediction accuracy for total power output of the wind farm.
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The study also accounted for uncertainty in the measured wind directions using the method proposed by
Gaumond et al. [39], leading to smaller gaps between predicted and measured wind speeds. The authors of
the study recommended the use of the Jensen, and Larsen wake models for large wind farms due to their
simplicity of use, and relatively good prediction performance for wind speeds in the far wake. The authors
stressed that the prediction performance of these wake models is contingent on setting model parameters to
values that accurately reflect the atmospheric conditions at the site of the wind farm.
The wake models covered in this section are some of the most commonly used in layout optimization
problems over the last two decades. Comparisons with wind farm data suggest that these wake models and
wake combination schemes currently serve as adequate approximations considering their light computational
requirements. Research into faster and more accurate wake models for multiple and partial wake effects is
continuing to this day, bringing with it potential breakthroughs in layout optimization and computational
fluid dynamics.
2.2 Heuristic Solution Methods
Heuristics are a common choice for solving layout optimization problems when there are no practical optimal
solution methods. Heuristics used in layout optimization fall under two classes — bio-inspired algorithms
such as the Genetic Algorithm [42] which mimics the evolutionary process, or greedy-type algorithms. Most
heuristics come with little to none conditions for their use as long as the problem can be formulated in the
required format. The downsides of using heuristics, apart from the lack of optimality guarantees, are the
initial parameters in many heuristics that may be difficult to set. Using heuristics in practice may involve a
great deal of trial and error until the best initial parameters are found.
2.2.1 Bio-Inspired Algorithms
One of the earliest works in layout optimization was by Mosetti et al. [72] which applied the greedy algorithm
to solve a discrete formulation of the layout optimization problem. Mosetti et al.’s [72]’s objective was to
maximize the weighted sum of turbine costs and energy produced per unit cost with respect to turbine
positions and turbine count. Turbine locations in the formulation were limited to a finite set of possibilities
where the distance between any pair of locations is greater than the safety distance. Mosetti et al. [72]
demonstrated their approach using a square wind farm with 100 possible turbine locations arranged in a
regular grid pattern. A Genetic Algorithm was used to find layouts for a single wind direction and 36 wind
directions with three wind speed profiles. The solution layouts were then compared to a random layout,
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and showed significant improvements in energy production per unit cost. The results might not be realistic
since the cost model was not based on actual data, but the article was one of the first demonstrations of a
quantitative, optimization-based approach for determining turbine layouts in a large wind farm. Grady et al.
[45] replicated Mosetti et al.’s [72] approach with increased number of iterations in the Genetic Algorithm,
and managed to find the optimal layout for the single wind direction case and improved solutions for the
multi-direction case.
The discrete layout optimization formulation lends itself well to the Genetic Algorithm since turbine
locations can be represented as a sequence of zeros or ones, with ones indicating the presence of a turbine
at the associated location. A single binary sequence in a Genetic Algorithm is referred to as an individual.
The Genetic Algorithm starts off with a population of possibly randomly generated individuals. In each
iteration of the Genetic Algorithm, a portion of of the population are selected for crossover, where certain
parts of an individual’s binary sequence are switched with another individual’s sequence. The selection rule
may be fitness-based, which picks the individuals with the highest objective function values for crossover,
or it could also be entirely random. A small number of individuals are also selected for mutation, where
the value of a randomly chosen position in an individual’s sequence is flipped with some small probability.
From an optimization perspective, fitness-based selection can be seen as searching in the vicinity of the
known local optimums, while random mutation is a mechanism that encourages global exploration of the
feasible space. The mutation and crossover operations updates the population for the next iteration, where
the entire process begins again. The Genetic Algorithm continues until a certain condition such as iteration
count, or population fitness improvement satisfies its stopping criterion.
Salcedo-Sanz et al. [88] applied the Genetic Algorithm to two variants of the discrete layout optimization
problem. The first variant imposed a regular pattern on turbine positions, and set pattern configuration
parameters such as row separation distance, row offset distance, and pattern angle as design variables. Only
turbines in the final pattern which lay inside the boundaries of the wind farm were counted. The initial
pattern was set to a square grid, and a Genetic Algorithm was used to find the turbine layout pattern
configuration that gave the best energy production per unit cost. The second variant was similar in nature
to previous works by Mosetti et al. [72] and Grady et al. [45], with the exception that the number of
turbines was fixed, and the denser grid of feasible turbine locations was allowed to have distances smaller
than the safety distance. A special correction step was added to the Genetic Algorithm after the crossover
and mutation steps to move infeasible turbine locations to the nearest feasible locations. The modified
Genetic Algorithm was used to find the turbine layout that maximizes energy production.
The binary sequence approach to representing discrete turbine layouts is not the only option. More
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complicated solution coding schemes exist, and enable the introduction of additional design variables such
as turbine model selection into the layout optimization problem. For example, Mora et al. [16] proposed a
solution coding scheme that is based on a 4 by n matrix, where n is the number of turbines in that particular
solution. Each column in the matrix represents a single turbine, and the rows of the matrix are used to
record the turbine’s two-dimensional coordinates, turbine type, and tower height. Mora et al. [16] showed
that such a solution coding scheme could work with a grid of turbine locations by using mutations and an
averaging crossover scheme to explore locations which were not part of the initial population. The number
of turbines was also allowed to vary, so not all individuals had the same solution length, which meant special
crossover operations such as union operations had to be introduced in order to explore all possible turbine
counts. Mora et al. [16] utilized their coding scheme and Genetic Algorithm to select turbine configurations
and turbine layout that maximized the net present value of the wind farm project.
Mora et al.’s [16] custom Genetic Algorithm was later used in Gonza´lez et al.’s [93] work which expanded
the scope of the layout optimization problem to include wind farm electrical infrastructure and civil infras-
tructure costs. The objective function in Gonza´lez et al.’s [93] article related turbine configuration, turbine
count and turbine layout to the net present value of the entire wind farm project which included capital
investment costs, electrical infrastructure and civil infrastructure construction costs, electrical losses, and
revenues from electricity generation. The 2011 article [93] was an upgraded version of an earlier work in 2010
[94] that added electrical infrastructure costs to the formulation. The 2011 article [93] was also noteworthy
for the use of a nested solution framework, where the first layer Genetic Algorithm proposed by Mora et al.
[16] was responsible for maximizing the net present value objective. The evaluation of the objective value
for each individual solution required the use of the second layer Genetic Algorithm to determine the best
electrical infrastructure design, and Prim’s algorithm [84] to find the optimal road network for the given
turbine layout. Constraints on maximum investment, and forbidden areas for turbine placement were also
added to the problem. Violations in maximum investment were penalized in the objective function, while
infeasible turbine placements would be randomly changed until feasible placements were found.
One downside of using a discrete formulation is that the feasible space can be much smaller compared to
that of a continuous formulation, especially if distances between feasible locations in the discrete formulation
are large. Dobric´ and Duri˘sic´ proposed a double stage solution framework for addressing this shortcoming.
The first stage formulation split the wind farm into cells that each contained a single turbine in its center.
A Genetic Algorithm was used to select cells that maximized the sum of weighted energy production in
each cell. The incoming wind speed at any cell was calculated using two-dimensional wake models, and
then multiplied by a location-specific coefficient that accounted for terrain elevation effects. The expected
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power production of a turbine placed in a given cell was also weighted by a coefficient that accounted for
civil infrastructure costs of constructing a turbine at that location, and other effects on energy production
such as noise. The second stage split the selected cells from the first stage solution into smaller cells,
and the Genetic Algorithm was used again to the find a solution. Constraints regarding safety distances,
and maximum turbine count were handled using a penalty approach in the Genetic Algorithm. Two stage
solution framework aside, Dobric´ and Duri˘sic´’s work was also notable for tackling uneven terrain in onshore
layout optimization.
One aspect of layout optimization that previous formulations, discrete or continuous, have overlooked is
the availability of leased land within the wind farm. Onshore wind farms are typically built on parcels of
leased land which determine all possible turbine locations within the boundaries of the wind farm. Previous
works have added forbidden zones in the wind farm for various reasons, but Chen and MacDonald [18, 19]
were the first to consider availability of leased land in the discrete layout optimization problem. Their
proposed formulation divided the wind farm into parcels of land each containing a set of possible turbine
locations. A binary decision variable was then associated with the lease availability of each parcel, and a
constraint was added such that the total number of available parcels was equal to some number provided
by the wind farm operator. The objective was to select parcels of land and find the turbine layout such
that energy production per unit cost was maximized. The resulting formulation was solved using a Genetic
Algorithm along with a penalty approach to ensure correct placement of turbines within available parcels.
Individual solutions in the Genetic Algorithm were encoded using a binary sequence of the parcel decision
variables and turbine location binary variables. Chen and MacDonald [19] demonstrated their approach
using real world cost data collected by NREL and lease payment data from past wind farm projects.
Genetic Algorithms and discrete layout optimization formulations are a natural fit, but not all applications
of Genetic Algorithms in layout optimization were on discrete formulations. Kusiak and Song [57] showed
how Genetic Algorithms can be used for continuous layout optimization formulations as well. Their proposed
formulation sought to maximize wind farm energy production with respect to the layout of a fixed number
of turbines. Kusiak and Song [57] dealt with the non-convexity of the problem formulation by using a
muli-objective Genetic Algorithm with a special selection mechanism described in Zitzler and Thiele [113].
A multi-objective approach was chosen by the authors to handle the safety distance constraints and wind
farm boundary constraints by treating them as separate objectives where the goals were to minimize the
magnitude of constraint violations. Mutation and crossover operations in the Genetic Algorithm were also
changed to deal with the continuous feasible space. The mutation operator modified the position of a chosen
turbine by sampling from a Gaussian distribution with a randomly generated variance that was centered
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on the turbine’s original position, while the crossover operator was used to generate multiple new turbine
positions by taking the average position of two selected parent turbines and adding random deviations. The
authors tested their approach on a small scale problem with a circular wind farm to analyze algorithm
performance, but it is unknown how the sampling schemes used in the mutation and crossover operations
would fare in a wind farm with a non-circular shape, and with many more turbines.
The Particle Swarm Optimization (PSO) algorithm [55] is another commonly used heuristic in layout
optimization that mimics biological behavior. The PSO algorithm is inspired by the movements of creatures
in a ”swarm” such as a flock of birds. The PSO algorithm is initialized with a population of candidate
solutions encoded using real-valued vectors. The positions of solutions in the search space are then adjusted
iteratively until some termination criterion is met. The movement of solution i represented by the real-valued
vector xi,t at the start of iteration t in the PSO algorithm is described in Equation 2.11. α, β1, and β2 are
user-defined parameters, while r1 and r2 and random numbers between 0 and 1. pi stores the best solution
found by the ith member of the population so far, and pg is the best solution found by the entire population
so far. The parameters α, β1, and β2 have a large effect on the search behavior of the algorithm, and finding
the best parameter values can be an optimization exercise in itself.
xi,t+1 = xi,t + vi,t+1
vi,t+1 = αvi,t + β1r1(pi − xi,t) + β2r2(pg − xi,t)
(2.11)
Chowdhury et al. [20] used the PSO algorithm to find solutions to a continuous layout optimization
problem with energy production maximization as its objective. The nature of the PSO algorithm makes it
well-suited for handling continuous feasible spaces. Safety distance and wind farm boundary constraints were
handled using a dominance scheme to rank infeasible solutions behind feasible solutions when determining
pi and pg in the PSO algorithm. In the case where two solutions were both infeasible, the solution with
the smaller constraint violation would be ranked ahead of the other. Chowdhury et al. [20] tested their
approach on a single wind direction case study that was verified against experimental data collected in a
wind tunnel with reduced scale wind turbines. The results of their study showed a significant increase of
30% in the solution layout’s power output compared to the regular array of turbines used in the wind tunnel.
The authors also noted that wind farm power output can be significantly affected by turbine configurations,
turbine count, and wind farm size, and recommended further research into those areas.
The PSO algorithm was also used by Zhang et al. [111] in their work on minimizing the levelized
cost of energy production with respect to the layout of a fixed number of turbines. Zhang et al.’s [111]
proposed formulation was similar in structure to that of Chowdhury et al. [20]. Both formulations had a
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continuous feasible space with safety distance and wind farm boundary constraints. Both works also tested
their proposed formulations using a single wind direction example. The unique contribution of Zhang et al.’s
work was to apply Radial Basis Functions [47] to approximate installation and maintenance costs of wind
farms of different sizes based on actual wind farm costs reported across the United States.
Another bio-inspired algorithm that has been used in layout optimization is the Ant Colony Algorithm
introduced by Dorigo [30] in his 1992 thesis. Erog˘lu and Sec¸kiner [35] applied the Ant Colony Algorithm
to their continuous layout optimization formulation for maximizing the power output of a fixed number of
turbines. The Ant Colony Algorithm was originally developed for discrete optimization problems, so Erog˘lu
and Sec¸kiner [35] had to make changes in order to apply the algorithm to their continuous formulation. Their
modified algorithm starts with a randomly generated initial layout. The power output of each turbine is
evaluated, and each turbine is assigned a number of ants that is inversely proportional to the turbine’s power
output. The turbine positions are then randomly adjusted a number of times proportional to the number
of ants assigned to the turbine. In other words, turbines with poor positioning will have their positions
adjusted to a greater extent. The authors compared their algorithm to Kusiak and Song’s [57] Genetic
Algorithm solution method, and achieved similar or slightly better performance in most cases. Erog˘lu and
Sec¸kiner’s [35] proposed Ant Colony Algorithm bears some similarities to the Particle Filtering method [44]
from signal processing — a point which was elaborated upon by the authors in their 2013 article [36] which
gave a Particle Filtering orientated treatment of their previously proposed Ant Colony Algorithm.
The PSO and Genetic Algorithm have also been used together in a sequential two stage framework
proposed by Long and Zhang [64]. The first stage splits the wind farm into cells that can each contain a
single wind turbine, and uses a Random Key Genetic Algorithm (RKGA) [43] to select a fixed number of
cells that minimizes wake cone overlaps. The second stage uses a PSO algorithm to finalize the positions
of turbines within the selected cells from the first stage solution. The RKGA was chosen for the first stage
to ensure the selection of a fixed number of cells. The RKGA accomplishes this by converting the binary
sequence used for encoding individual solutions into a sequence of values randomly drawn from [0, 1]. The
largest N values after crossover and mutation are converted back to ones, and the rest to zeros to ensure
the selection of only N cells. The addition of the second stage, also seen in Dobric´ and Duri˘sic´’s work, can
improve the solution quality of discrete formulations, especially if distances between feasible locations in the
discrete formulations are large. Long and Zhang [64] also compared their two stage approach to a direct
application of the PSO to the continuous formulation, and found that the two stage solution was significantly
better.
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2.2.2 Greedy Algorithms and Other Search Methods
The bio-inspired solution methods described in the above section are basically search methods that explore
subsets of the real valued vector space for the best solutions. The greedy algorithm represents an alternative
approach where solutions are constructed by adding successive components to the solution such that the
improvement in objective function value is the greatest possible at every step. The basic greedy algorithm
is simple to implement, and does not have user-defined starting parameters like bio-inspired algorithms.
For a special class of problems known as submodular maximization problems, the basic greedy algorithm
has been proven by Nemhauser et al. [74] to provide solutions that are within 63% of the optimal solution.
A submodular maximization problem takes its name from its submodular objective function, which is the
technical term for a function that exhibits diminishing returns.
To be precise, a non-negative monotone submodular function F : V → R+ maps subsets of V to non-
negative real values. The monotone property means that F (A) ≤ F (B) for all sets A ⊂ B. F is submodular
if for every A ⊂ B ⊂ V and e ∈ V \B, Equation 2.12 is satisfied [56].
F (A ∪ {e})− F (A) ≥ F (B ∪ {e})− F (B) (2.12)
Nemhauser et al. [74, 56] showed that for the submodular maximization problem maxS⊂V,|S|=k F (S),
the greedy solution Sl at iteration l obeys the property shown in Equation 2.13. When l = k, Equation 2.13
states that the greedy solution objective value is always within 63% of the optimal value.
F (Sl) ≥
(
1− e−l/k
)
max
X⊂V,|X|≤k
F (X) (2.13)
The submodular maximization problem can be viewed in the context of a discrete layout optimization
problem. The feasible set V would represent all possible turbine locations, while the function F (S) could be
the expected power output of the wind farm with respect to the layout represented by S ⊂ V . The expected
power output of the wind farm is clearly nonnegative, and monotonic with respect to the number of turbines
in the wind farm. If F is also submodular, then any layout generated by the greedy algorithm would have
the property shown in Equation 2.13. Another benefit of having a submodular objective function is that it
can speed up the implementation of the greedy algorithm. This sped up version of the greedy algorithm was
proposed by Minoux in 1978 [70], and is commonly referred to as the lazy greedy algorithm.
The lazy greedy algorithm attains its speed-up by removing the need to check every element in the feasible
set in every iteration of the greedy algorithm. The lazy greedy algorithm starts with an empty solution set
S0, and creates a descending list of improvements F (S0 ∪ {e}) − F (S0) for every element e in the feasible
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set. Let δ1 be the value of the highest improvement in the list, and e1 be its corresponding element in the
feasible set. At the start of each iteration, the lazy greedy algorithm checks if the actual improvement from
adding e1 to the current solution set is greater than or equal to δ1. If it is the case, e1 is added to the
solution set and δ1 is removed from the list of improvements. The first ranked value and element, δ1 and e1
are updated accordingly and the iteration ends. There is no need to check other elements in the list since
the values of the improvements will not increase from iteration to iteration due to the submodular property
of the objective function. If the actual improvement is smaller than δ1, then δ1 is changed to the actual
improvement, and re-positioned in the list to maintain the descending property. The new best improvement
value and corresponding element, δ1 and e1 are reassigned based on the updated list of improvements, and
the iteration ends.
Zhang et al. [110] showed that the power output of the wind farm (with discrete feasible locations) for a
given average wind speed profile across multiple directions is submodular. The authors used the lazy greedy
algorithm to generate layouts for a variety of test cases. A number of test cases were comparisons against the
Genetic Algorithms used by Mosetti et al. [72] and Grady et al. [45]. The comparison results showed that
the lazy greedy algorithm was capable of performing just as well or even better than the Genetic Algorithm
in maximizing power output of the wind farm. The authors also tested the lazy greedy algorithm on a test
case with uneven terrain, and found once again that the greedy algorithm was able to produce better layouts
than the Genetic Algorithm. The authors’ results are promising, but it is difficult to generalize the results
given the random nature of the Genetic Algorithm and the influence of the starting parameters on Genetic
Algorithm behavior.
Song et al. [99] took the same approach as Zhang et al. [110] in applying the lazy greedy algorithm to
a discrete layout formulation with power output maximization as its objective. Their work was notable for
its focus on layout optimization over uneven terrain, and the use of a low fidelity CFD model for calculating
wind speeds over uneven terrain. The authors were able to show that the wind farm’s power output along a
single direction calculated using the CFD model was submodular, which allowed the use of the lazy greedy
algorithm. The authors only considered a single wind direction in their work, so it remains to be seen how
their approach can be adapted for more realistic multi-directional problems.
Chen et al. [17] and Song et al. [98] proposed adding an additional refinement stage to the basic greedy
algorithm to further increase the power output of the greedy layout. The refinement stage takes the layout
produced by the basic greedy algorithm, and adjusts the positions of the turbines one at a time to increase
the total power output of the wind farm. A single iteration in the refinement stage cycles through every
single turbine, and the iterations continue until no further improvement in power output can be made. Chen
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et al. [17] tested the two stage greedy algorithm using the examples from Mosetti et al. [72] and Grady
et al. [45], but found very modest gains in power output of 1% or less from adding the refinement stage.
A higher improvement might be obtained by switching to a continuous formulation for local adjustment of
turbines, especially if the discrete formulation has a sparse grid of feasible turbine locations.
Note that the submodular property is not a strict requirement for the application of the greedy algorithm,
and neither does the greedy algorithm have to be limited to discrete layout optimization problems. Saavedra-
Moreno et al. [88] used the basic greedy algorithm to seed the starting population of the Genetic Algorithm
that was used for solving their discrete layout optimization formulation. Individual turbine locations in
the greedy solution were adjusted via random mutation to arrive at different individuals for the starting
population. The objective function in this case was wind farm profit, so the submodular property in the
above-mentioned works no longer applied. Nonetheless, the greedy algorithm served its purpose by seeding
the Genetic Algorithm’s starting population with turbine layouts that were better than randomly generated
layouts, or regular grid layouts.
Ozturk and Norman’s [78] work is an example of how a custom greedy algorithm can be applied to a
continuous formulation with wind farm profit maximization as its objective. The greedy algorithm used
by the authors bear little resemblance to the basic greedy algorithms used in the discrete formulations
described previously. The custom greedy algorithm starts off with a user defined number of turbines with
regular or randomly generated positions, and proceeds iteratively to improve the initial layout. At the start
of each iteration, the algorithm chooses from one of three operations — add turbine, remove turbine, and
move turbine, depending on which choice brings the biggest improvement in objective function value. The
add operation randomly generates a user defined number of new turbine positions, and the best location is
chosen. The remove turbine operation cycles through all turbines and selects the turbine for removal that
produces the biggest increase in profit. The move operation calculates the improvement in power generation
by shifting individual turbines along eight directions up to a distance of four times the diameter of the
turbine’s rotor disc, and then chooses the best turbine and corresponding shift in location. Ozturk and
Norman [78] tested their algorithm on problems of different sizes, and found an improvement in profit of up
to 8.5% compared to the initial layout for the best cases.
The Extended Pattern Search (EPS) algorithm [109] is another deterministic search heuristic that has
been used before in layout optimization. The EPS was originally developed for component packing problems
in three dimensional space, therefore making it well suited for continuous layout optimization problems. The
EPS starts with an initial layout of components (or turbines in the case of layout optimization) in continuous
feasible space, and the positions of the components are adjusted along predefined directions and step sizes
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in subsequent iterations. Step sizes are chosen such that they are small compared to the dimensions of the
feasible space, but large enough such that the component can move across the entire feasible space within
the run time of the EPS algorithm. At the start of every iteration, component positions are adjusted one at
a time in random order, and only adjustments that maintain solution feasibility and improve the objective
value are accepted. If no improvements can be made for the entire iteration, the step size is halved and
the algorithm begins again unless a termination criterion is met. Random search behavior such as random
jumps in component position may also be added to help the search escape from local optimums. Du Pont
and Cagan [31] applied the EPS to continuous layout optimization problems, and showed that the EPS
algorithm was able to consistently obtain layouts with 2 to 6 percent higher power output in multiple wind
direction test cases compared to layouts generated by Genetic Algorithms used by Mosetti et al. [72] and
Grady et al. [45].
2.3 Integer Programming Approaches
The discrete formulations described in the previous section all had nonlinear objective functions and con-
straints which meant heuristics were the only viable solution methods. Finding the global optimal solution
was highly unlikely, and solution quality could only be assessed by comparing with other layouts or finding a
good bound on the optimal solution. The nonlinearity in the objective function is typically due to nonlinear
cost models, and the use of the sum of squares method in calculating net wind speed loss due to multiple
wakes. This implies that the discrete formulation can be linearized if wake combination is changed to a linear
sum, and cost-related considerations such as turbine count is fixed and infrastructure costs are ignored.
The linearized discrete formulation with power output maximization as its objective can be modeled as an
optimization problem over a undirected graph. Vertices in the graph correspond to feasible turbine locations,
and vertex coefficients represent stand-alone power outputs of turbines placed at those locations without
considering wake effect induced power losses. The edge between two vertices has a negative coefficient that
represents the power loss experienced by turbines placed at those two locations due to wake effects. Note
that the edge coefficient is calculated by ignoring the presence of other turbines in the wind farm apart
from the two turbines placed at the connected vertices. Note also that an edge exists between every pair of
vertices, which makes the graph a complete graph. The total power output of the wind farm can then be
calculated as the linear sum of the selected vertex coefficients and their connecting edge coefficients. These
additional simplifications to the discrete layout optimization problem means it is possible to formulate the
problem as a mixed integer linear program (MILP) that can be solved to global optimality using branch
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and bound methods [8] found in commonly used commercial mixed integer solvers such as CPLEX [50] and
Gurobi [46].
Archer et al. [5] proposed a discrete formulation based on the same principle described above. In their
work, safety distance constraints were handled by grouping closely positioned possible locations into maximal
sets in which a single turbine at most can be placed on all points in that set. The authors’ proposed MILP
formulation is shown below in Equation 2.14. The sets V and S contain the indices of all possible locations
and wind directions respectively; the set Ldi contains the indices of all locations that are upstream of turbine
i for wind direction d, and Q is the collection of maximal sets that are used in enforcing safety distance
constraints. The term wd represents the probability of wind direction d, while Idij and P
d
i are the pairwise
power loss and stand-alone power output of turbines placed at the subscript locations given wind direction
d. The total number of turbines that can be placed in the wind farm is limited to T . Archer et al. [5] tested
their formulation on a rectangular wind farm with about 400 possible locations arranged in a regular lattice,
and a turbine count of 10 or 25 turbines. The authors used the CPLEX solver with a time limit of one hour
which was enough for most test cases to come within 2% of the optimal value.
max
xi∈V ,zd∈Si∈V
∑
i∈V,d∈S
wd
(
P di xi − zdi
)
subject to:∑
i∈q
xi ≤ 1 ∀q ∈ Q
Idij(xi + xj − 1) ≤ zdi ∀i ∈ V, ∀d ∈ S, ∀j ∈ Ldi∑
i∈V
xi ≤ T
xi ∈ {0, 1}, zdi ≥ 0 ∀i ∈ V, ∀d ∈ S
(2.14)
Later works by Turner et al. [102] and Zhang et al. [112] proposed alternative MILP formulations for
the discrete layout optimization problem. Turner et al. [102] introduced a binary variable yij for each
edge connecting vertices i and j. The edge variable yij is linked to the vertex variables xi and xj via the
constraints shown in Equation 2.15. The constraints ensure that xi and xj are both 1 if yij is 1, and that
yij is 1 if xi and xj are both 1. Stand-alone power generation of individual turbines are ignored in Turner
et al.’s [102] formulation since a fixed number of turbines are selected, and because the stand-alone power
output of a turbine is the same at every feasible location in a flat wind farm. This means the power output
maximizing layout optimization problem can be converted to an equivalent power loss minimizing problem.
Total power loss in Turner et al.’s [102] formulation is calculated as
∑
i<j cijyij in which the edge coefficient
cij represents pairwise power loss just like the edge coefficients in Archer et al.’s [5] formulation. The
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authors tested the computational complexity of their formulation using a square wind farm with a 10× 10
regular grid of feasible locations and up to 36 wind directions. The computational effects of different turbine
counts ranging from 10 to 100 were also studied by the authors. The results of their study showed that
computational time increased significantly with the number of wind directions and possible combinations
of turbine locations. For instance, the CPLEX solver with a time limit of 24 hours was only able to come
within 46% of the optimal value for a problem with 30 turbines and 36 wind directions.
yij ≤ xi
yij ≤ xj
yij ≥ xi + xj − 1
(2.15)
It was mentioned at the beginning of the section that the discrete layout optimization problem can be
formulated as a MILP if the sum of squares wake combination method is changed to a linear sum. Zhang
et al. [112] showed that this is not a strict requirement by developing a MILP formulation for maximizing
wind farm power output while keeping the sum of squares wake combination method. Their idea can be
explained in the following way. Let ST be a set of T turbine locations where T is the number of turbines
that have to be placed in the wind farm. The total power output of turbines placed on the locations in
ST can be calculated using any wake model and wake combination method including the sum of squares.
Denote this total power output as pST . This leads to the MILP formulation shown in Equation 2.16. The
set V contains the indices of all possible locations, and M is a constant that is larger than the maximum
possible power output of the wind farm. For simplicity’s sake, the safety distance constraints have been left
out so it is assumed all possible turbine locations are feasible. For any given ST denoting a feasible turbine
layout, the constraint z ≤M
(
T −∑j∈ST xj)+ pST ”switches on” if the selected turbine locations matches
the locations in ST . If not, the big M constant becomes active which renders the constraint irrelevant to the
formulation. This approach allows Zhang et al. [112] to maintain linearity in the discrete formulation despite
using nonlinear wake effect combination methods. The downside of this approach is that the second set of
constraints in Equation 2.16 could be too large to handle since there are |V | choose T number of possible ST
sets. The authors addressed this concern by proposing a solution method that starts off by solving a reduced
formulation without the selection constraints (second constraint set in Equation 2.16), and then successively
adding in violated selection constraints to the formulation based on the previous iteration’s solution. The
authors compared their MILP sum of squares formulation against the MILP linear sum formulation over a
range of test cases with different wind farm sizes, turbine counts, and wind directions. The power output of
layouts generated by both formulations were assessed using the sum of squares wake combination method.
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Results for single wind direction test cases showed that both formulation types were evenly matched. The
linear sum formulation even managed to outperform the sum of squares formulation in some test cases in
spite of its simpler approach towards wake combination. When the number of wind directions was increased,
both formulations failed to produce optimal layouts within the run time limit of 3600 seconds. However, the
linear sum formulation managed to get closer to the optimal value in most test cases, indicating that there
was still room for improvement when it came to the authors’ sequential solution method for solving their
sum of squares MILP formulation.
max
xi∈V ,z
z
subject to:∑
i∈V
xi = T
z ≤M
T − ∑
j∈ST
xj
+ pST ∀ST ⊂ V
xi ∈ {0, 1} ∀i ∈ V
(2.16)
2.4 Gradient-Based Methods
The Karush-Kuhn-Tucker (KKT) conditions are fundamental theorems in constrained continuous optimiza-
tion which specify necessary and sufficient conditions for local minimums [7]. Let f , g, and h be continuously
differentiable functions from Rn to R. Suppose x∗ is a regular local minimum for the problem in Equation
2.17. The regularity assumption on x∗ means the gradient vectors of the active constraints at x∗ are linearly
independent.
min
x
f(x)
subject to:
h1(x) = 0, . . . , hm(x) = 0
g1(x) ≤ 0, . . . , gr(x) ≤ 0
(2.17)
The KKT first order necessary condition states that there exist unique Lagrange multipliers λ∗ ∈ Rm
and µ∗ ∈ Rr such that
∇xL(x∗,λ∗,µ∗) = 0
µ∗j ≥ 0 ∀j = 1, . . . , r
µ∗j = 0 ∀j /∈ A(x∗)
where L(x,λ,µ) = f(x) +
∑m
i=1 λihi(x) +
∑r
j=1 µjgj(x), and A(x
∗) is the set of active constraints at x∗.
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Popular gradient-based algorithms for constrained optimization problems such as the method of multipliers,
sequential quadratic programming, and interior point methods [75] are built for finding points that satisfy
the necessary KKT conditions.
Applying these gradient-based algorithms to continuous formulations in layout optimization is not a
straightforward affair. One potential problem is that the objective function is likely not differentiable
everywhere. Consider the simple case of optimizing the locations of two turbines along a line, and suppose
that the fractional wind speed loss vl(d) at a downstream distance of d-times the turbine’s rotor diameter is
vl(d) =

e−d, if d > 0
0, otherwise
The wake model used in this example is a rough approximation, but it is representative of the functional
form of actual wake models, particularly at d = 0. Let the position of one turbine be fixed at some arbitrary
location along the line. If the ambient wind speed along the line is 10 m/s, then the sum of incoming wind
speeds for the turbines with respect to the position of the unfixed turbine relative to the fixed turbine is
shown in Figure 2.3. The presence of the kink at d = 0 where the two turbines are located on the same
position shows that objective functions in layout optimization are not continuously differentiable in general,
which could lead to issues when evaluating numerical gradients for gradient-based optimization algorithms.
Figure 2.3: Sum of turbine incoming wind speeds.
The non-convexity (nor concavity) of the problem is another issue that can limit the range of gradient
based search algorithms. The objective function is likely to be highly nonlinear for all but the most trivial
cases, and non-convexity of the feasible set can arise from non-convex wind farm boundaries, disconnected
areas in the wind farm, and safety distance constraints. The continuous formulation has, in theory, a much
larger feasible space compared to discrete formulations, but it is not enough to rely solely on gradient-based
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methods for exploring most of the feasible space. That is why many works in continuous layout optimization
rely on a hybrid approach that starts off with a discrete formulation for finding an initial layout, and then
switching to a continuous formulation and gradient-based methods for performing local adjustments.
Lackner and Elkinton [60] were one of the first authors to use gradient-based methods for solving a
continuous layout optimization formulation. The objective of the their formulation was to minimize the
levelized cost of energy with respect to the layout of a fixed number of turbines. The example considered
by the authors was very simple, consisting of only two turbines in a square wind farm. The simple example
allowed the authors to check the optimality of their solution by fixing one turbine and plotting the objective
function values with respect to the position of the other turbine. The results showed that the gradient
search algorithm the authors used was able to find the optimal layout for the two turbine example, but it is
unknown how the algorithm would work for more realistic examples with many more turbines.
Perez et al. [81] recognized the limitations of relying solely on a gradient-based algorithm. They proposed
a two stage framework that starts with an initial layout generated by a random heuristic, followed by
a gradient-based method such as the Trust Region Interior Point algorithm [23]. The random heuristic
proposed by the authors starts by sampling from a uniform distribution to create an initial pool of turbine
locations. The turbine locations are then adjusted to maximize the sum of triangulated areas. The authors
tested their two stage framework on a case study based on the Alpha Ventus offshore wind farm and 20 years’
worth of wind data split into 12 directions (or sectors). The layout produced by the two stage framework
was able to improve the annual energy production of the wind farm by about 3.5% compared to the actual
regular grid layout. Perez et al.’s work [81] demonstrated that gradient-based methods paired with a heuristic
for generating initial layouts can generate good solutions for continuous formulations with non-concave or
non-convex objective functions.
Lu and Kim [65] addressed the issue of differentiability in the wake model by replacing the Jensen wake
model [54] with a continuously differentiable function of the form 1/(1 + e−a(x−b)). The parameters of
the function are tuned such that it closely approximates the Jensen wake model at downstream distances
greater than the safety distance. The approximation at downstream distances less than the safety distance
is poor, but this is not critical if the initial layout is feasible. The authors also introduced complementarity
constraints [66] to handle absolute values in the calculation of wake cone overlap areas. A complementarity
constraint is normally expressed as 0 ≤ f ⊥ g ≥ 0, which means that the product of the components of f and
g must all equal to zero. The use of complementarity constraints and associated solution methods provide
a way of dealing with either-or functions without the need for introducing binary indicator variables. Lu
and Kim [65] reformulated the power output maximizing continuous formulation as a mathematical program
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with complementarity constraints (MPCC). The MPCC was then included as a second stage in a two-stage
framework, in which a bi-objective genetic algorithm [113] was used in the first stage to find a feasible initial
layout. The numerical experiments conducted by the authors showed that the improvement in power output
due to the second stage MPCC was about 2%.
Trust Region methods [24] are a commonly used class of continuous optimization solution methods that
have seen use in continuous layout optimization problems. The Trust Region method involves solving a
sequence of approximate subproblems. In each iteration’s subproblem, the objective function and constraint
functions are replaced with first order or second order Taylor expansions centered at the current solution.
The subproblem’s feasible space is limited to a small ”trust region” around the current solution so that
the approximations retain their accuracy. The subproblem is typically a quadratic or linear program that
can be solved easily to obtain a new solution. The size of the trust region may be shrunk if the actual
improvement in the new solution is less than expected [12]. Rethore et al. [87] utilized the Trust Region
method in their two stage framework for optimizing layout-related costs including turbine fatigue costs due
to wake turbulence. A Genetic Algorithm was used in the first stage to find an initial layout over a sparse
grid of possible turbine locations. The number of turbines was fixed, and fatigue related costs were obtained
via a pre-calculated lookup table containing the outputs of aero-elastic simulations conducted at various
wind speeds, directions, and downstream distances, with the assumption that turbulence-related fatigue can
only be caused by the nearest upstream turbine. The positions of the turbines from the first stage was then
refined in the second stage using sequential linear programming — a Trust Region type method that uses
first order Taylor series approximations in its subproblems. The authors tested their approach on the 20
turbine Middelgrunden offshore wind farm (among other real world wind farms) and noted that the final
layout still had room for improvement, indicating that a local, rather than global, optimum was found.
Nonetheless, the solution layout had a 2.1 million Euro (about the cost of a single turbine) higher financial
balance compared to the actual layout. The authors also noted how electrical infrastructure costs were a
significant drag on wind farm profits, and suggested that future works pay extra attention to the modeling
of electrical infrastructure costs.
Park and Law [79] were another group of researchers that used the Trust Region method to solve their
proposed continuous layout optimization formulation. The authors presented their approach using the Horns
Rev 1 offshore wind farm as an example. The initial turbine layout was taken to be the actual layout of
turbines in the Horns Rev 1 wind farm, and sequential quadratic programming was applied to perform
local adjustments of turbine positions in order to further increase wind farm power output. The objective
functions in the subproblems were second order Taylor series approximations, while the nonlinear safety
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distance constraints were replaced by linear tangents of the circular exclusion zones around every turbine.
Special effort was put in by the authors to create a customized, twice-differentiable version of the Jensen
wake model [54] that used a Gaussian function to model variations in wind speed along the radial direction of
the wake cone. The parameters of the Gaussian function were calibrated against a CFD model for accuracy.
The authors’ custom wake model and sequential quadratic programming solution method were very effective
in improving the initial regular grid layout, bringing about a significant increase of 7.3% in expected wind
farm power output.
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Chapter 3
A Mixed Integer Linear Programming
Formulation for Unrestricted Layout
Optimization
3.1 Introduction
This chapter focuses on the class of layout optimization problems where the goal is to find the layout of a
fixed number of identical turbines that maximizes the power generation of the wind farm. A primary concern
in this class of problems is to minimize power loss due to wake-effects. Wind passing through a turbine’s
blades generates a wake cone — an area of turbulent, slower flowing air downstream of the turbine. When
a turbine is placed within another turbine’s wake cone, the power generated by the downstream turbine is
reduced.
Previous works within this class of layout problems can be classified into discrete, continuous or hybrid
approaches. The discrete approach uses binary variables in the problem formulation, primarily to model the
grid of possible turbine locations. The continuous approach allows for unrestricted placement of turbines,
and uses continuous wake interaction models. The final category is a combination of discrete and continuous
approaches, hence the name ”hybrid”.
Discrete approaches have a smaller solution space than unrestricted continuous approaches, but the
discrete approach can be far more flexible, allowing for landowner participation concerns [18], complex
terrain [17, 29, 99], noise regulations [58]. Non-convex wind farm shapes can also be easily incorporated into
the problem formulation.
Most discrete approaches have used Genetic Algorithms (GA) [72, 45, 89] to find good solutions. GA’s are
powerful algorithms that can handle optimization problems that gradient-based methods cannot. However,
GA’s cannot guarantee global optimality of solutions, and rely on numerous starting parameters that are
difficult to set. Recent works by Zhang et al. [112] and Turner et al. [102] have addressed these concerns
by coming up with mixed integer programming formulations for discrete turbine layout optimization that
can be solved to global optimality, albeit with a small sacrifice in fidelity of the power generation objective
function.
The continuous, unrestricted approach allows for all possible turbine layouts, but finding the global
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optimum out of all possible layouts is challenging task. The mathematical equations used to model turbine
wake characteristics and wake interactions [26, 38, 60] are non-linear and non-convex/concave which means
the power generation objective function has multiple local minima. That is why many previous works
in unrestricted layout optimization have used global search methods such as Genetic Algorithms [57, 65],
Pattern Search [31], Ant Colony algorithm [35], or Particle Swarm Optimization [21].
The third, hybrid approach finds an initial turbine layout by adopting a regular lattice, or by using discrete
approaches mentioned above [87]. The hybrid approach then performs a local search of the continuous feasible
space around the initial layout using gradient-based optimization methods [87, 106, 79] or random search
methods such as Particle Swarm Optimization [64].
The focus of this chapter is on MILP formulations in wind farm layout optimization. Previous MILP
formulations have all taken the discrete approach where turbines placement is limited to a grid of possibilities.
The proposed MILP formulation offers an alternative to discrete MILP formulations by showing it is possible
to have unrestricted placement of turbines within a convex-shaped wind farm by treating wake cone overlap
as a binary outcome.
MILP formulations such as the one proposed in this chapter can be used to find good starting layouts for
higher fidelity, continuous local search methods. Unlike discrete formulations that are still dependent on the
layout of the grid, the proposed MILP formulation with unrestricted placement of turbines is independent
of any starting configuration.
The next section describes the proposed MILP formulation in detail, focusing in particular on the wake
cone overlap detection constraints, objective function, and proximity constraints. Section 3.3 contains com-
parison results for a variety of scenarios between the proposed MILP formulation and a discrete MILP
formulation adapted from Turner et al. [102], and Section 3.4 concludes the chapter.
3.2 Mixed Integer Programming Formulation
The proposed MILP formulation was designed with an emphasis on keeping the problem size in terms
of number of binary variables as small as possible. One main theme in the following subsections is how
redundant binary variables and constraints can be dropped from the proposed formulation without affecting
solution quality.
There are 3 categories of constraints in the proposed MILP formulation — the first is used for detecting
wake cone overlap for a given pair of turbines; the second category is used for enforcing minimum inter-
turbine spacing, and the last category is used to enforce the boundaries of the wind farm, which is assumed
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to be a 2-dimensional polyhedron. The first two categories along with the objective function are described
in the following subsections.
For the rest of the chapter, let K and T denote the index set of wind directions and turbines respectively.
Each wind direction k is represented by a unit vector wk, and the location of turbine i is represented using
the vector xi ∈ R2. Also, let xij ∈ R2 be the vector from turbine i to turbine j (xij = xj − xi)
3.2.1 Wake Cone Detection Constraints
Figure 3.1: Wake expansion
It is assumed that the turbine disc is always orientated orthogonally to the oncoming wind direction. The
wake behind the turbine disc takes the shape of a truncated cone (Figure 3.1) with diameter given by
Equation 3.1, where D0 is the diameter of the turbine disc, κ is the wake expansion coefficient, and d is the
downstream distance.
D(d) = D0 + 2κd (3.1)
Wake cone membership in the formulation is treated as a binary outcome. A turbine is deemed to be
inside an upstream turbine’s wake cone if any part of its disc (> 0%) is inside the wake cone. This threshold
can be changed to any value between 0% to 100% depending on the nature of the problem. For example, if
space is very constrained, and layouts with zero overlaps are unlikely, then it might make sense to increase
the overlap threshold to a higher value. For this work, the threshold is set to 0% for the rest of the chapter.
Given any wind direction unit vector wk, let w
l
k and w
r
k be the left and right orthogonal unit vectors
to wk as illustrated in Figure 3.2. The left orthogonal unit vector is obtained by rotating wk clockwise by
90◦, and the right orthogonal unit vector is obtained by rotating wk counter-clockwise by 90◦.
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Figure 3.2: Wake cone membership detection
Any turbine pair identified using the notation (i, j) is shorthand for the query of whether turbine j is
inside the wake cone generated by turbine i. Turbine j is deemed to be inside turbine i’s wake cone generated
by wind direction wk if turbine j satisfies the following 3 conditions:
• Condition 1: The left edge of turbine j’s disc (xlj), must be below the right wake cone edge of turbine
i. This is equivalent to the expression xij
Twrk − D0/2 ≤ D0/2 + κxijTwk, where D0/2 + κxijTwk is the
radius of turbine i’s wake cone at a distance of xij
Twk along wk.
• Condition 2: The right edge of turbine j’s disc (xrj ), must be above the left wake cone edge of turbine
i. This is equivalent to the expression xij
Twlk − D0/2 ≤ D0/2 + κxijTwk.
• Condition 3: xijTwk ≥ 0 must be true, which is equivalent to the condition that turbine j must be
located downstream of turbine i.
Each of these conditions can be checked by introducing a binary indicator variable, and using linear
”if-else” constraints. For example, given wind direction k and turbine pair (i, j), let zrk,ij be the indicator
variable for condition 1. If turbine j satisfies condition 1 for turbine i’s wake cone generated by wind direction
k, then zrk,ij = 1; otherwise, z
r
k,ij = 0. The value of z
r
k,ij is determined using the two constraints shown in
Equation 3.2 where Mw is a constant set to the maximum value that the left-hand side of the constraint can
take. The same procedure is followed for checking condition 2, whose indicator variable zlk,ij and wake cone
overlap constraints are shown in Equation 3.3.
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xij
Twrk − D02 −
(
κxij
Twk +
D0
2
) ≤ Mw (1− zrk,ij)
κxij
Twk +
D0
2 −
(
xij
Twrk − D02
) ≤ Mwzrk,ij
zrk,ij ∈ {0, 1}
(3.2)
xij
Twlk − D02 −
(
κxij
Twk +
D0
2
) ≤ Mw (1− zlk,ij)
κxij
Twk +
D0
2 −
(
xij
Twlk − D02
) ≤ Mwzlk,ij
zlk,ij ∈ {0, 1}
(3.3)
Condition 3 does not have to be checked explicitly if the turbines are ordered along a chosen axis and
if the wind directions organized into sectors shown in Figure 3.3. Ordering the turbines and organizing the
wind directions into sectors also has the advantage of reducing the number of turbine pairs that have to be
checked for wake cone overlaps. The next subsection describes this in greater detail.
Turbine Ordering and Wind Sectors
Ordering the turbines along a chosen axis can greatly reduce the feasible space of the MILP formulation
without sacrificing any solution quality. Any corner of the wind farm can be chosen to be the origin of
a 2-dimensional coordinate system. The positive ”horizontal” direction is chosen to be any of the wind
directions, preferably one that runs along one of the principal sides of the wind farm. For simplicity, it is
assumed that the horizontal wind direction has index ”1”.
Turbines can then be ordered in ascending order along the horizontal axis according to their indexes as
shown in Equation 3.4, where xi,hor denotes the horizontal coordinate of turbine i.
xi,hor < xj,hor ∀i, j ∈ T, ∀i < j (3.4)
Ordering the turbines along the horizontal axis also means that not all turbine pairs have to be checked
for wake cone overlap in every wind direction. The wind directions are organized into 4 sectors depending
on which turbine pairs have to be checked for wake cone overlap. Figure 3.3 shows the general distribution
of the 4 sectors, and the exact definitions of the 4 sectors are provided below.
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Figure 3.3: Wind sectors
• Sector 1 contains all wind directions such that j > i implies turbine j is downstream of turbine i.
• Sector 2 contains all wind directions such that j < i implies turbine j is downstream of turbine i.
• Sector 3 contains wind directions where the ordering of the turbines along the horizontal axis does not
imply any downstream or upstream relationships between turbine pairs.
• Sector 4 contains wind directions similar in nature to wind directions in Sector 3. The only difference
is that wind directions in Sector 4 generate wake cones with one wake cone edge that does not cross
the vertical axis.
Figure 3.4 shows an example of a wind direction in Sector 3 where turbine i + 1 is upstream of turbine
i. The minimum angle threshold for a wind direction to be placed in Sector 3 or 4 depends on the diameter
of the turbine disc, the wake expansion coefficient, and the size of the exclusion zone. The dotted lines in
Figure 3.4 are the boundaries of the inter-turbine exclusion zone which will be described in Section 3.2.2.
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Figure 3.4: Wake cone generated by wind direction in Sector 3
Wake cone overlap detection constraints for wind directions in Sectors 1 and 2 are straightforward – only
conditions 1 and 2 need to be checked for turbine pairs (i, j) with indexes i < j for wind directions in Sector
1, and i > j for wind directions in Sector 2.
For wind directions in Sector 3 and 4, the ordering of the turbines along the horizontal axis does not
imply any upstream or downstream relationships between turbine pairs. However, there is no need to
introduce new indicator variables and explicitly check for condition 3 since the downstream or upstream
relationship between any pair of turbines for wind directions in Sector 3 or 4 can be inferred from the wake
cone membership test for the same pair of turbines in the horizontal wind direction (horizontal axis).
This principle is illustrated on the left side of Figure 3.5 which highlights two possible Cases for turbine
pair (i, i+ 1) and a Sector 3 wind direction wk.
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Figure 3.5: Sector 3 upstream/downstream relationships
In Case I, turbine i+ 1 is located above the left edge of turbine i’s wake cone generated by the horizontal
wind direction. This implies that turbine i+ 1 is downstream of turbine i for wk. In Case II, the fact that
turbine i+ 1 is located below the left edge of turbine i’s wake cone in the horizontal wind direction implies
turbine i+ 1 is upstream of turbine i for wind direction wk.
For turbines pairs (i, j), where i > j, and wind directions in Sector 3 or 4, one has to refer to the wake
cone membership test for turbine pair (j, i) in the horizontal wind direction because the turbine pair (i, j)
(where i > j) is not checked for wind directions in Sector 1.
This is illustrated on the right side of Figure 3.5, which shows how the downstream/upstream relationship
for turbine pair (i, i− 1) can be inferred by checking turbine i’s position relative to the right edge of turbine
i− 1’s wake cone in the horizontal direction.
In practical wind farm layout optimization problems, the minimum inter-turbine distance is many times
larger than the diameter of the turbine disc, which means the above procedure is a reliable method for
checking condition 3 for wind directions in Sectors 3 and 4.
Let K+3,4 and K
−
3,4 be the index set of wind directions in Sector 3 and 4 which are in the upper and lower
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hemisphere respectively. Table 3.1 summarizes the link between the binary wake cone membership detection
variables zr1,ij , z
l
1,ij from wind direction 1 (horizontal wind direction) and turbine downstream relationships
(condition 3) for wind directions in Sector 3 and 4.
Table 3.1: Downstream test for wind directions in Sectors 3 and 4
k ∈ K+3,4
turbine pair
(i, j)
i < j
Turbine j is downstream of i
along direction k if zl1,ij = 1
i > j
Turbine j is downstream of i
along direction k if zr1,ji = 1
k ∈ K−3,4
turbine pair
(i, j)
i < j
Turbine j is downstream of i
along direction k if zr1,ij = 1
i > j
Turbine j is downstream of i
along direction k if zl1,ji = 1
For wind directions in Sector 3, both conditions 1 and 2 need to be checked for all turbine pairs (i, j),
where i 6= j. As for wind directions in Sector 4, the angle of the wind direction from the horizontal is large
enough such that the generated wake cone has one edge which does not cross the vertical axis. This, together
with the fact that the turbines are ordered along the horizontal axis, means it is only necessary to check
either condition 1 or 2 depending on which hemisphere the wind direction belongs to. Table 3.2 summarizes
the pairwise wake cone constraint tests that must be carried out for wind directions in each sector.
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Table 3.2: Pairwise wake cone overlap tests
Wind direction k Check turbine pair Check condition(s)
∈ K1 i < j 1 & 2
∈ K2 i > j 1 & 2
∈ K3 i 6= j 1 & 2
∈ K+4
i < j 2
i > j 1
∈ K−4
i < j 1
i > j 2
3.2.2 Proximity Constraints
The minimum inter-turbine distance in the proposed MILP formulation is expressed in terms of L1 distance
which creates a rhombus-shaped exclusion zone around each turbine. The reason for using L1 distance is
that the L1 exclusion zone can be modeled using linear constraints and 4 binary indicator variables (1 for
each edge) for each turbine pair i, j (i < j).
In the proposed formulation, no new binary variables are introduced. Instead, wake cone membership
detection variables from the horizontal wind direction are used to create a truncated version of the L1
exclusion zone shown below in Figure 3.6. The proposed exclusion zone is created using the constraints in
Equation 3.5.
Figure 3.6: Proposed exclusion zone
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[cos 45◦, sin 45◦]xij ≥ C −Mpzr1,ij
[cos 45◦,− sin 45◦]xij ≥ C −Mpzl1,ij
w1
Txij ≥ C ′ −Mp
(
2− zr1,ij − zl1,ij
)
∀i, j ∈ T, ∀i < j
(3.5)
The term Mp in Equation 3.5 is a large constant that can be set to the minimum inter-turbine distance
C plus the maximum straight-line distance in the wind farm. When turbine j in Figure 3.6 is located above
the right edge of turbine i’s horizontal wake cone, zr1,ij = 0 and z
l
1,ij = 1. This ”switches off” the second and
third constraints in Equation 3.5 for turbine pair (i, j) since they are automatically satisfied. The Mp term
in the first constraint disappears which ”switches on” the constraint, ensuring that turbine j stays beyond
the top slanted edge of turbine i’s exclusion zone.
The horizontal wake cone membership detection variables and Mp work together to switch constraints
on or off in Equation 3.5 depending on where turbine j is relative to turbine i. When turbine j is located
below the left edge of turbine i’s horizontal wake cone (zr1,ij = 1, z
l
1,ij = 0), the second constraint is
switched on while the other two are switched off. When turbine j is located inside turbine i’s wake cone
(zr1,ij = 1, z
l
1,ij = 1), the third constraint is switched on while the other two are switched off.
The truncated exclusion zone has a ”radius” of C ′ which can be easily calculated by finding the down-
stream distance at which a turbine’s horizontal wake cone crosses the slanting edges of the L1 exclusion zone
with radius C. In most practical cases, C ′ will be larger than the minimum inter-turbine distance C, so any
feasible solution satisfying Equation 3.5 will satisfy the minimum inter-turbine distance requirement.
3.2.3 Objective Function
The proposed MILP formulation’s objective is to minimize Equation 3.6, where pk is the probability of wind
direction k, and φk is the highest pairwise power loss across all turbine pairs for wind direction k.
∑
k∈K
pkφk (3.6)
Let Lk,ij (Equation 3.7) denote the pairwise power loss for turbine pair (i, j) in wind direction k. If
turbine j is not in turbine i’s wake cone for direction k, then Lk,ij is set to 0. If turbine j is deemed to
be inside turbine i’s wake cone for direction k, Lk,ij is given by P (Vk) − P (Vk,ij), where Vk is the average
unobstructed wind speed in direction k, Vk,ij is the wind speed in turbine i’s wake cone at turbine j’s
downstream position along direction k, and P (V ) is turbine power generation as a function of incoming
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wind speed V . Note that Vk,ij is evaluated with the assumption that turbine i’s incoming wind speed is Vk.
Lk,ij =

P (Vk)− P (Vk,ij) if j is in i’s wake cone
0 otherwise
(3.7)
Lk,ij can be seen as a penalty function that discourages turbine pairs from overlapping. If overlaps
occur, Lk,ij uses power loss as a penalty to encourage further downstream placement of turbines. The
overall objective is to minimize the probability-weighted sum of the highest Lk,ij across all directions.
The objective function was chosen to be a reasonable substitute for more complicated and non-convex
power generation objective functions used in non-linear formulations. The objective function used in this
work is similar in nature to previous MILP formulations that treat the power maximization problem as
a geometric problem where the goal is to maximize some form of ”distance” function between pairs of
turbines. This approach is intuitive since one can maximize power generation by maximizing inter-turbine
downstream distances along major wind directions. In this work, the ”distance” function is the pairwise
power loss function which discourages wake cone overlaps. If overlaps do occur, the pairwise power loss
function encourages further downstream placement of turbines along directions with high average wind
speeds.
Furthermore, the chosen objective function can be easily approximated using linear splines, and the
mini-max form greatly reduces the number of continuous variables compared to an objective function that
sums up pairwise power loss for every turbine pair across all directions.
There are multiple ways of calculating Vk,ij in the literature. In this work, Vk,ij is calculated using:
Vk,ij = (1− dvk,ij)Vk, where dvk,ij is the fractional wind speed deficit experienced by turbine j due to
turbine i for direction k. According to Lackner and Elkinton [60], dvk,ij can be calculated using Equation
3.8, where Ct(V ) is the turbine’s thrust coefficient as a function of incoming wind speed V , D0 is the diameter
of the turbine disc, and D(dk,ij) is the diameter of the wake cone generated by turbine i at a downstream
distance of dk,ij (Equation 3.1).
dvk,ij =
(
1−√1− Ct (Vk))D20
D(dk,ij)2
(3.8)
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Figure 3.7: Power loss curve and trapezoid approximation
The left side of Figure 3.7 illustrates how the non-zero part of Lk,ij is a convex, decreasing function with
respect to downstream position of turbine j. This means the non-zero part of Lk,ij can be approximated
using piece-wise linear splines as shown in the right side of Figure 3.7. Let Na denote the number of
linear splines used in the approximation, then the piece-wise linear approximation of the curve can be easily
obtained by finding the best Na-trapezoid estimation of the area under the curve over the longest possible
downstream distance in direction k.
For each wind direction k, let αk,1, . . . , αk,Na and βk,1, . . . , βk,Na denote the gradients and intercepts
respectively of the Na linear splines that form the linear approximation of the non-zero part of Lk,ij with
respect to downstream distance. The objective can then be expressed in mini-max form shown in Equation
3.9.
The term Mobj is a large constant that can be set to the maximum possible value of αk,sxij
Twk + βk,s
across all k, s and feasible xij. Mobj and wake cone membership indicator variables work together in Equation
3.9 to implement the binary nature of Lk,ij by switching constraints on or off depending on whether turbine
j is in turbine i’s wake cone for wind direction k. As mentioned previously, wake cone indicator variables
for the horizontal wind direction (zr1,ij , z
l
1,ij) are used to determine upstream/downstream relationships for
wind directions in Sectors 3 and 4.
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min
∑
k∈K φk
subject to:
φk
pk
≥ αk,sxijTwk + βk,s −Mobj
(
2− zrk,ij − zlk,ij
)
∀k ∈ K1 ∪K2, ∀s ∈ {1, . . . , Na}, ∀i, j ∈ T
i < j if k ∈ K1, i > j if k ∈ K2
φk
pk
≥ αk,sxijTwk + βk,s −Mobj
(
3− zrk,ij − zlk,ij − zl1,ij
)
∀k ∈ K+3 ∪K−3 , ∀s ∈ {1, . . . , Na}, ∀i, j ∈ T
i < j if k ∈ K+3 , i > j if k ∈ K−3
φk
pk
≥ αk,sxijTwk + βk,s −Mobj
(
3− zrk,ij − zlk,ij − zr1,ij
)
∀k ∈ K+3 ∪K−3 , ∀s ∈ {1, . . . , Na}, ∀i, j ∈ T
i > j if k ∈ K+3 , i < j if k ∈ K−3
φk
pk
≥ αk,sxijTwk + βk,s −Mobj
(
2− zlk,ij − zl1,ij
)
∀k ∈ K+4 ∪K−4 , ∀s ∈ {1, . . . , Na}, ∀i, j ∈ T
i < j if k ∈ K+4 , i > j if k ∈ K−4
φk
pk
≥ αk,sxijTwk + βk,s −Mobj
(
2− zrk,ij − zr1,ij
)
∀k ∈ K+4 ∪K−4 , ∀s ∈ {1, . . . , Na}, ∀i, j ∈ T
i > j if k ∈ K+4 , i < j if k ∈ K−4
φk ≥ 0 ∀k ∈ K
(3.9)
3.2.4 Final Formulation
In most wind farm layout problems, wind directions form opposing pairs, i.e., for every direction w there
exists an opposite direction −w. In such cases, the problem size can be greatly reduced since wake cone
membership for two opposing directions is identical. For example, if turbine j is in turbine i’s wake cone for
direction w, then this implies turbine i is in turbine j’s wake cone for direction −w.
Let K0 denote the initial index set of wind directions. If the wind directions in K0 form opposing pairs,
then for every opposing pair in K0, arbitrarily choose one direction and add its index to K. If K0 does not
have opposing wind directions, set K = K0.
The probability of occurrence of wind direction k ∈ K is set to pk∈K0 + pk∗∈K0 , where k∗ is the index
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of the opposing direction to k. In addition, each gradient (αk,l) and intercept (βk,l) of the piece-wise
linear approximation of the pairwise power loss curve for direction k ∈ K is set to αk∈K0,l + αk∗∈K0,l and
βk∈K0,l + βk∗∈K0,l respectively.
For brevity’s sake, let Swc denote the feasible space defined by the wake cone membership test constraints
for Sectors 1, 2, 3 and 4. Also, let Sprox and Sbound denote the feasible spaces defined by the proximity
constraints (Equation 3.5) and upper bound constraints (Equation 3.9) respectively, and let F be a polyhedral
set representing the boundaries of the wind farm. The full MILP formulation is given below in Equation
3.10.
min
Y=[U,X,Z]T
∑
k∈K
φk
subject to:
xi,hor < xj,hor ∀i, j ∈ T, ∀i < j
[X,Z] ∈ Swc
[X,Z] ∈ Sprox
Y ∈ Sbound
X ∈ F
(3.10)
All decision variables in MILP formulation are placed in the vector Y = [U,X,Z]
T
. U ∈ R|K| is
the vector of upper bound variables φk∈K ; X ∈ R2|T | is the vector of turbine locations with components[
x1, . . . ,x|T|
]T
, and Z ∈ {0, 1}nz is the binary vector of wake cone membership detection variables with
dimension nz = (|K1|+ |K2|+ 2|K3|+ |K4|) [|T | (|T | − 1)].
3.3 Numerical Comparison
The proposed MILP was compared to a discrete MILP formulation (GRID-MILP) adapted from Turner
et al. [102]. The overall structure of the formulation used in [102] was kept the same, but the wake
model and power curve were replaced with the ones used in this work. The objective function in Turner et
al.’s formulation [102] was also changed from minimizing total pairwise wind speed loss to minimizing the
probability-weighted sum of pairwise power loss defined in Equation 3.7. In addition, GRID-MILP uses the
actual pairwise power loss function instead of a linear-spline approximation, and GRID-MILP accounts for
partial wake cone overlap in the way described in Perez et al. [81] and Lu and Kim [65] when calculating
fractional wind speed deficit dvk,ij (Equation 3.8). The GRID-MILP formulation used in the comparison is
shown in Equation 3.11.
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In Equation 3.11, J is the index set of feasible turbine locations labeled from 1 to N . xi is a binary
decision variable that is 1 if a turbine is placed on point i. The points are spread regularly throughout the
wind farm with spacing equal to the minimum inter-turbine distance C. The decision variable yij takes the
value of 1 if there are turbines located on points i and j. The coefficient aij in the objective function is the
probability-weighted sum of the pairwise power loss experienced by turbine j due to turbine i and vice-versa
across all wind directions k (Equation 3.12).
min
∑
i,j∈J, i<j
aijyij
subject to:∑N
i=1 xi = |T |
yij ≥ xi + xj − 1 ∀i, j ∈ J, i < j
xi ∈ {0, 1} ∀i = 1, . . . , N
yij ≥ 0 ∀i, j ∈ J, i < j
(3.11)
GRID-MILP and the proposed MILP offer two different mathematical programming approaches for dis-
crete, linear wind farm layout optimization. GRID-MILP uses continuous models for wake cone overlap and
power generation, but discretizes the feasible space for turbine placement. The proposed MILP formulation
discretizes wake cone overlap and uses a linear-spline approximation of pairwise power loss, but the feasible
space for turbine placement is continuous.
aij =
∑
k∈K
pk (Lk,ij + Lk,ji) (3.12)
The two formulations were compared over different wind profiles, wind farm sizes and shapes. The
number of turbines was fixed at 8 in all comparison scenarios. The turbine specifications, power and thrust
curves are shown in Table 3.3 and Figure 3.8 respectively. The turbine power curve was based on the power
curve of the 5 megawatt wind turbine model created by the National Renewable Energy Laboratory [52].
Three wind profiles were used, with each profile having 12 equally spaced out wind directions with equal
probability of occurring. The average wind speeds of each wind profile are shown in Figure 3.9. Note that
wind profile 3 is the same as rotating wind speed profile 2 by 90◦ counter-clockwise.
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Table 3.3: Turbine specifications
Diameter, D0 80m
Wake expansion coefficient, κ 0.075
Minimum inter-turbine distance, C 320m
Rated power 1500kW
Table 3.4: Wind farm dimensions
Label Wind farm dimension
SQ 960x960m
RT 640x1920m
Figure 3.8: Turbine power and thrust coefficient curves
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Figure 3.9: Wind speed profiles
Each wind profile was paired with 2 different wind farms shown in Table 3.4, bringing the total number
of comparison scenarios to 6. In all scenarios, the bottom left corner of the wind farm was set as the origin,
and the 0◦ wind direction was set as the positive horizontal direction.
The two formulations were compared based on their optimal solutions’ annual energy production (AEP)
defined in Perez et al. [81]. AEP represents the expected power generated by the wind farm over a year
assuming some wind speed probability distribution for each wind direction. In this case, the Weibull dis-
tribution was used for every direction, with all scale parameters set to 2, and shape parameter for each
direction chosen such that the average wind speeds match the average wind speeds shown in Figure 3.9. The
comparison results are shown in Figure 3.10.
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Figure 3.10: AEP comparison
The wind farms used in the comparison were relatively constrained in terms of available space per turbine,
so the proposed formulation’s results shown in Figure 3.10 represent a decent improvement in expected annual
power generation over the layouts generated by GRID-MILP. In addition, the variation in power generation
for both formulations were the same. The mean to standard deviation ratio for annual power generation
was around 0.92 for both formulations under wind profile 1, and around 0.68 for both formulations under
wind profiles 2 and 3.
One can better understand the advantage of unrestricted turbine placement by referring to Figure 3.11
which shows the wake cones of the turbine layouts generated by the two approaches for one of the comparison
scenarios. When turbine placement is restricted to a grid, GRID-MILP has limited options in finding overlap-
free layouts, but when turbine placement is unrestricted, the proposed formulation will be able to find a
overlap-free layout if it exists.
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Figure 3.11: Wake cones generated along the 270◦ direction in the square wind farm
3.4 Conclusion
This chapter presented a novel mixed integer linear programming formulation for unrestricted wind farm
layout optimization. Linearity of the formulation was maintained by treating wake cone overlap as a binary
outcome and using a linear approximation of the pairwise power loss function. Despite the simplifications,
the expansion of feasible space for turbine placement led to better solutions compared to a modified version
of the discrete MILP formulation from Turner et al. [102].
A large amount of effort was spent on making the proposed formulation as small as possible in terms
of the number of binary variables. However, despite these efforts, the formulation still struggles to provide
optimal solutions for larger wind farms with more than 20 turbines, or more complicated wind profiles with
more than 12 directions.
One reason why the proposed formulation performs poorly for large problems is that the formulation
relies heavily on ”big-M” constraints to model the binary objective and wake cone overlaps. The linear
relaxations of these ”big-M” formulations provide poor bounds for the mixed integer optimal value (even
when the big M constants are set properly), which leads to slow branch and bound performance for large
problems. Coming up with an alternative formulation without relying on ”big-M” constraints is no trivial
task, but such a formulation might make it easier to obtain high quality bounds for the branch and bound
algorithm.
Another way of handling large problems is to use global search heuristics such as a Genetic Algorithm
to find a good, but not necessarily optimal, solution for the proposed MILP formulation. It might also be
possible to break up a large problem into smaller parts by grouping turbines together, and then solving the
smaller parts to optimality before coming up with some heuristic for combining the solutions together.
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Regardless of whichever heuristic is used, it is unlikely to come with any global optimality guarantees.
Nonetheless, the proposed formulation has shown it can provide better solutions than discrete formulations,
especially when the grid resolution is low, so there is value in extending the concepts and ideas introduced
in this chapter to much larger wind farms where the improvement in power generation due to intelligent
turbine layout could be even greater.
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Chapter 4
A Tight Upper Bound for Quadratic
Knapsack Problems in Discrete
Layout Optimization
Problems in wind farm layout optimization can be classified as continuous or discrete depending on the
feasible space for turbine placement. Continuous approaches allow for unrestricted placement of turbines,
while discrete approaches allow placement of turbines over a regularly-spaced grid of possible locations.
These two approaches are not mutually exclusive, as there have been previous works [106, 87, 79, 64] that
have used discrete approaches to find an initial layout which is then refined using continuous search methods.
This chapter focuses on the discrete approach, with power output maximization as the objective.
The discrete layout optimization problem can be modeled as an optimization problem over a undirected
complete graph. The nodes in the graph represent possible turbine locations, and the edge between any two
nodes represents wake effect interactions between turbines placed at those two locations. When wind passes
through a turbine’s disc, a wake cone of slower moving air is created behind the turbine. Therefore, the
problem of finding a power output maximizing layout is closely related to the problem of finding a layout
where wake effect interactions are minimized.
The optimization problem is complicated by the fact that the incoming wind speed to any turbine is
dependent on the relative positions of the other turbines in the farm. This means that the edge coefficient
which represents the mutual power loss caused by the turbines placed at the two nodes is not a constant,
but a function of the entire layout. Furthermore, the total power loss experienced by a turbine placed at a
particular node is a nonlinear function of the connecting edge coefficients. For example, the commonly used
Jensen wake model [54] uses a sum-of-squares approach to calculate the total wind speed deficit experienced
by a turbine. All of this creates a nonlinear, non-convex discrete optimization problem that is very difficult
to solve to global optimality. That is why heuristics such as the Genetic Algorithm [72, 45, 19, 29, 64] or
greedy algorithm [110, 88, 17, 99] are commonly used to find good, but not necessarily optimal solutions.
The complexity of the discrete layout optimization problem can be greatly reduced by ignoring the
influence of the entire layout when calculating node and edge coefficients. The node coefficient becomes the
power generated by a turbine placed at that location without considering power loss due to wake overlaps,
and the edge coefficient becomes a negative constant representing power loss caused by the two turbines’
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wakes on each other without considering the wakes of other turbines in the wind farm. The objective is also
changed from power generation to a quadratic function of binary variables indicating turbine placements in
the grid. The squared and cross terms in the quadratic objective function are paired with the corresponding
node and edge coefficients respectively. The overall goal is thus to select up to a certain number of nodes such
that the sum of node and edge coefficients belonging to the selected nodes is maximized. This produces a 0-1
quadratic knapsack problem (QKP) that has a simple, straightforward formulation, but may not necessarily
be easier to solve. Small instances of the QKP can be transformed into an equivalent mixed integer linear
program (MILP) and solved to global optimality via branch and bound [112, 102], but the QKP is NP-hard
as shown by Caprara et al. [15], so heuristics must be used for problems problems with denser grids.
This chapter puts forward the argument that the main advantage of using the QKP formulation in wind
farm layout optimization is not due to the fact that it is solvable for small problem instances, but because
there are numerous ways of finding good upper bounds on the optimal values of QKPs. One can refer to
Pisinger [82] for an in-depth review and comparison of methods for general QKPs. Obtaining a globally
optimal solution may be out of reach for large QKPs in layout optimization, but getting a tight upper bound
on the optimal value can provide a good estimate of the optimality gap of any feasible solution, and give
the designer a measure of confidence in the solution generated by the chosen heuristic.
An important question to consider is whether the lower fidelity QKP formulation will produce sub-par
layouts compared to traditional formulations with power generation objective functions. This work does
not provide a conclusive answer for all possible problems, but comparisons for one-dimensional problems are
possible. Table 4.1 shows the percent differences in power generation of two optimal layouts produced using
the Jensen wake model and the simpler approach used in the QKP formulation. The total power generation
of both layouts was calculated based on the higher fidelity Jensen wake model. The feasible space consists of
20 m spaced points along a 1600 m line, and the turbine model is the same as the one used in the numerical
experiments in this chapter. The example may be one-dimensional, but it reflects how power output in
layout optimization is commonly assessed along individual wind directions.
The results show that the power generation of the layout produced by the QKP formulation for a variety
of wind speeds and turbine counts is very close to the layout produced by the higher fidelity Jensen wake
model. The same trend was observed for larger grid spacings of 40 and 80 meters. It seems that the
simplifications made in the QKP formulation do not come at a significant decrease in solution quality for
the example considered in this work. In return, these simplifications produce a formulation that has certain
properties that allow a tight upper bound on its optimal value to be found.
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Table 4.1: Percent difference in power generation of optimal layouts.
Ambient wind speed (m/s)
Turbine count 14 9 4
4 0 0 0
5 0 0.01 0.02
6 0.09 0.1 0.2
7 0.3 0.3 0.6
The contribution of this work is to adapt an upper bound method developed by Billionnet et al. [11]
(denoted as the BFS bound) for general QKPs to QKPs in discrete layout optimization. The BFS bound was
chosen for its promising performance as reported by Billionnet et al. [11] for general QKPs, and because the
QKP formulation proposed in this work has certain properties that improve the quality of the BFS bound
and decrease its computational complexity.
The usefulness of the BFS bound is demonstrated by using it to assess the performance of the greedy
algorithm for solving QKPs in discrete layout optimization. The QKP formulation in discrete layout opti-
mization is an example of a submodular maximization problem [56]. A well-known result from Nemhauser et
al. [74] states that the solution value generated by the greedy algorithm is at least 63% of the optimal value
for submodular maximization problems with non-decreasing objective functions. In practice, the greedy al-
gorithm is usually able to perform much better than the worst case bound, and has comparable performance
to the commonly used genetic algorithm as demonstrated by Zhang et al. [110]. The BFS bound is used
in this work to get much tighter estimates of the optimality gaps of greedy solutions to a range of QKP
instances in discrete layout optimization.
In the rest of this chapter, Section 4.1 introduces the QKP formulation in discrete layout optimization
and elaborates on its submodular nature. Section 4.2 then describes in detail how the BFS bound can be
applied to QKPs in discrete layout optimization as well as the computational advantages of the proposed
QKP formulation. The numerical performance of the greedy algorithm is then assessed in Section 4.3, before
concluding in Section 4.4.
4.1 QKP Formulation in Discrete Layout Optimization
The QKP formulation for discrete layout optimization is given in Equation 4.1. A binary variable xi is used
to indicate whether a turbine is placed at a particular point i in the grid, and the set X = {x1, . . . , xn}
64
contains n binary variables corresponding to n points in the grid. The parameter T in the knapsack constraint
denotes the maximum number of turbines to be placed on the wind farm.
max
xi=1,...,n
f(X) =
n∑
i=1
ciixi +
n∑
i=1
n∑
j=1
i 6=j
cijxixj
subject to:
n∑
i=1
xi ≤ T
xi ∈ {0, 1} ∀i ∈ {1, . . . , n}
(4.1)
The coefficient cii represents the standalone expected power generated by a turbine placed at point i, and
the coefficient cij is defined in Equation 4.2. The term lij in Equation 4.2 represents the expected power loss
experienced by a turbine at point j caused by a turbine at point i (without considering any other turbines
in the wind farm). The definition places no restrictions on how lij is calculated other than the requirement
that it must be non-negative. The wake models used in this work to calculate lij are covered in the following
subsection.
cij =

−P if ij violates minimum inter-turbine distance
−lij otherwise
(4.2)
There are no constraints in the QKP formulation enforcing minimum inter-turbine distance requirements.
A penalty approach is used instead by assigning a penalty P to the coefficient cij of any pair ij that violates
the minimum inter-turbine distance requirement. Suppose an optimal solution has a pair mn with distance
less than the minimum inter-turbine distance, then a better solution can be found by setting either xm
or xn to 0. The resulting solution still satisfies the knapsack inequality in the QKP formulation, and
the minimum increase in objective function value from getting rid of cmn is 2P . The maximum possible
decrease in objective function value from setting xm or xn to 0 is given by the right hand side of Equation
4.3. Therefore, if the problem admits feasible solutions, then no pairs violating the minimum inter-turbine
distance requirement can be present in the optimal solution if the penalty is set large enough to satisfy
Equation 4.3.
2P > max
i
cii (4.3)
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4.1.1 Wake and Wind Speed Models
It is assumed in this work that the continuous range of wind directions is discretized. Let W represent
the set of wind directions, each with probability pw∈W of occurring. It is also assumed that each direction
w ∈ W has an associated wind speed probability density function fw. The power loss term lij used in this
work is defined in Equation 4.4.
lij =
∑
w∈W
pw
∫ +∞
0
(G(vw)−G(vw,ij)) fw(vw)dvw (4.4)
The expression G(v) represents the power generated by a turbine with incoming wind speed of v, and
vw,ij is the incoming wind speed along direction w for a turbine at point j. Note that vw,ij is calculated
assuming that there are only two turbines placed at points i and j in the entire wind farm. The wake model
used to calculate vw,ij is taken from Katic et al. [54] and Perez et al. [81], and is shown in Equation 4.5.
vw,ij =
[
1−
(
4Aw,ij
piD20
)(
1−√1− Ct(vw)D20
D(dw,ij)2
)]
vw (4.5)
D0 in Equation 4.5 represents the turbine’s disc diameter, and Ct(v) is the thrust coefficient of the
turbine with an incoming wind speed of v. The term Aw,ij is the area of a turbine’s disc located at point j
that lies inside a wake cone originating from point i along direction w. The diameter D(dw,ij) of the wake
cone originating from point i along direction w at a downstream location j is given in Equation 4.6, where
κ is the wake expansion coefficient, and dw,ij is the downstream distance along direction w between points
i and j. The definitions of dw,ij and D(dw,ij) are made clear in Figure 4.1.
D(dw,ij) = D0 + 2κdw,ij (4.6)
Figure 4.1: Downstream distance and wake cone diameter.
The QKP formulation allows lij to be defined with any level of modeling fidelity. However, the net effect
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of all pairwise interactions between turbines can only be linearly additive, which produces a submodular
maxmization problem as shown in the following subsection.
4.1.2 Submodularity of the objective function
Song et al. [99] showed that the submodularity of the power generation objective function in discrete layout
optimization holds under certain conditions when non-linear wake effect supposition models are used. When
total wake effect is linearly additive, as in the case of the QKP formulation considered in this work, the
objective function’s submodular property holds in general.
Let F (Sk) be the objective value when k turbines are placed on the grid points in set Sk. Then for any
two sets Sk1 and Sk2 where Sk1 ⊂ Sk2 , and any grid point i /∈ Sk2 , F must satisfy the condition shown in
Equation 4.7 in order to be submodular.
F (Sk1 ∪ {i})− F (Sk1) ≥ F (Sk2 ∪ {i})− F (Sk2) (4.7)
The submodularity condition in Equation 4.7 can be expressed in terms of the QKP’s objective function
coefficients as shown in Equation 4.8. The interaction terms cij are non-positive so the submodularity
condition holds for the QKP formulation considered in this work. The submodularity of QKPs in discrete
layout optimization is illustrated in Figure 4.2, which shows how adding a new turbine location i to solution
Sk2 will produce more new wake interactions than adding i to Sk1 .
cii +
∑
j∈Sk1
(cij + cji) ≥ cii +
∑
j∈Sk1
(cij + cji) +
∑
j∈Sk2\Sk1
(cij + cji) (4.8)
Figure 4.2: Illustration of submodularity.
If the greedy algorithm can find a feasible solution for a given QKP, then the large penalty term in cij for
infeasible location pairs can be replaced with lij without changing the greedy solution value. The magnitude
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of the power loss term lij is usually much smaller than the magnitude of the standalone power generation
term cii, so the objective function is non-decreasing for realistic problem instances, and the increase in
objective function value by adding i to Sk2 is smaller than adding i to any subset of Sk2 .
Nemhauser et al. [74] provided a worst case bound on the performance of the greedy algorithm for
solving submodular maximization problems with non-decreasing set objective functions. In practice, the
greedy algorithm is capable of performing much better than the worst case. This chapter references previous
work done by Billionnet et al. [11] to obtain a much tighter upper bound on the optimal value of the QKP
formulation in discrete layout optimization.
4.2 The BFS Bound
This section gives a detailed overview of the dual decomposition approach developed by Billionnet et al. [11]
to calculate the BFS bound, and why it can be well-suited to QKPs in discrete layout optimization. The
first step is to split the original grid into disjoint sets. Let {X1, . . . , Xp} be a partition of X into p disjoint
sets. The notations used in the rest of the chapter are described below:
• Yk = X \Xk.
• Ik (respectively Jk) is the index set of variables in Xk (respectively Yk).
• cl(i) is the index of the set that contains variable xi.
• xIk is the vector of variables xi, i ∈ Ik.
• xJk is the vector of variables xj , j ∈ Jk.
The original formulation can now be described in terms of the notations shown above. First, let
fk(xIk ,xJk) be a function defined as shown in Equation 4.9. fk(xIk ,xJk) represents the original objec-
tive function broken down according to the grid partitions. The first term in Equation 4.9 is the total
stand alone power generated by turbines in partition k, and the second and third terms represents the intra-
partition and inter-partition pairwise power losses respectively. The original objective f(X) in Equation 4.1
can now be expressed as a sum, f(X) =
∑p
k=1 fk(xIk).
fk(xIk) =
∑
i∈Ik
ciixi +
∑
i∈Ik
∑
i′∈Ik
i6=i′
cii′xixi′ +
∑
i∈Ik
∑
j∈Jk
cijxixj (4.9)
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In the next step, copies of the variables in xJk are created for every disjoint set k. These copies (denoted
as ykj∈Jk) collectively form the vector yJk , and constraints shown in Equation 4.10 are added to the original
formulation to maintain consistency between the original variables and their copies.
xj = y
k
j ∀j ∈ Jk, ∀k ∈ {1, . . . , p}
xiy
cl(i)
j = xjy
cl(j)
i ∀i ∈ {1, . . . , n− 1}, ∀j ∈ {i+ 1, . . . , n}, cl(j) 6= cl(i)
(4.10)
The above changes are made to original QKP formulation, yielding the equivalent formulation shown in
Equation 4.11, where x (respectively y) is the vector of xi (respectively y
k
j ) variables .
max
x,y
f¯(x,y) =
p∑
k=1
∑
i∈Ik
ciixi +
∑
i∈Ik
∑
i′∈Ik
i6=i′
cii′xixi′ +
∑
i∈Ik
∑
j∈Jk
cijxiy
k
j

subject to:
xj = y
k
j ∀j ∈ Jk, ∀k ∈ {1, . . . , p} (4.11a)
xiy
cl(i)
j = xjy
cl(j)
i ∀i ∈ {1, . . . , n− 1}, ∀j ∈ {i+ 1, . . . , n}, cl(j) 6= cl(i) (4.11b)∑
i∈Ik
xi +
∑
j∈Jk
ykj ≤ T ∀k ∈ {1, . . . , p} (4.11c)
xi ∈ {0, 1} ∀i ∈ Ik, ∀k ∈ {1, . . . , p} (4.11d)
ykj ∈ {0, 1} ∀j ∈ Jk, ∀k ∈ {1, . . . , p} (4.11e)
Constraints 4.11a and 4.11b can be brought into the objective function via dual relaxation. The La-
grangian multipliers λ =
(
λkj
)
1≤k≤p, j∈Jk and µ = (µij)1≤i<j≤n, cl(i)6=cl(j) are introduced for constraints
4.11a and 4.11b respectively. Relaxing constraints 4.11a and 4.11b makes the formulation in Equation 4.11
completely separable, with each subproblem k ∈ {1, . . . , p} having decision variable vectors xIk and yJk . The
objective function of the relaxed formulation, also known as the Lagrangian function L, can be expressed as
shown in Equation 4.12.
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L(x,y,λ,µ) =
p∑
k=1
∑
i∈Ik
cii +∑
h6=k
λhi
xi −∑
j∈Jk
λkj y
k
j+
∑
i∈Ik
∑
i′∈Ik
i 6=i′
cii′xixi′ +
∑
i∈Ik
∑
j∈Jk
i<j
(cij + µij)xiy
k
j +
∑
i∈Ik
∑
j∈Jk
j<i
(cij − µji)xiykj
 (4.12)
The dual function w(λ,µ) of the formulation in Equation 4.11 is the maximum of L(x,y,λ,µ) with
respect to x,y, and subject to the constraints 4.11c, 4.11d, and 4.11e:
w(λ,µ) = max
x,y
s.t. (4.11c),(4.11d),(4.11e)
L(x,y,λ,µ) (4.13)
The dual function w(λ,µ) is convex [7], and provides an upper bound on the optimal solution of Equation
4.11. The BFS bound is obtained by minimizing w(λ,µ) with respect to the Lagrangian multipliers λ and
µ using the subgradient method described in Held et al. [48], the details of which will be provided in Section
4.3.
Evaluation of the dual function for fixed λ, µ can be performed in parallel since the Lagrangian maxi-
mization problem in Equation 4.13 can be separated into p independent Lagrangian subproblems as shown
in Equation 4.15, where Lk (Equation 4.14) is the part of L belonging to subproblem k.
Lk(xIk ,yJk ,λ,µ) =
∑
i∈Ik
cii +∑
h 6=k
λhi
xi −∑
j∈Jk
λkj y
k
j+
∑
i∈Ik
∑
i′∈Ik
i6=i′
cii′xixi′ +
∑
i∈Ik
∑
j∈Jk
i<j
(cij + µij)xiy
k
j +
∑
i∈Ik
∑
j∈Jk
j<i
(cij − µji)xiykj (4.14)
max
xIk ,yJk
Lk(xIk ,yJk ,λ,µ)
subject to:
xi ∈ {0, 1} ∀i ∈ Ik (4.15a)
ykj ∈ {0, 1} ∀j ∈ Jk (4.15b)∑
i∈Ik
xi +
∑
j∈Jk
ykj ≤ T (4.15c)
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4.2.1 Computational Advantages
The Lagrangian subproblem in Equation 4.15 reduces to a linear knapsack problem when xIk is fixed.
Therefore, finding the optimal solution to the Lagrangian subproblem involves solving a linear knapsack
problem with respect to yJk for every combination of values in xIk [11]. Note that the coefficients of the
knapsack inequality in Equation 4.15c are not ones in general QKPs, so using the standard greedy algorithm
to solve the linear knapsack problem will only give a upper bound on the optimal solution. This is obviously
not the case for discrete layout optimization, where the greedy algorithm will give the integer optimal solution
to the Lagrangian subproblem, leading to a better BFS bound.
Intuitively, the performance of the BFS bound improves as the number of partitions decreases (the BFS
bound and optimal value are equal when there is only one partition). However, the computational complex-
ity of solving the Lagrangian subproblem using the enumerative approach mentioned above is O(2|Xk|) for
general QKPs, which prevents each partition Xk from becoming too big. QKPs in discrete layout optimiza-
tion are not restricted as much by this issue since infeasible grid point pairs are penalized. If the penalty
is large enough such that the optimal solution to the Lagrangian subproblem in Equation 4.12 cannot con-
tain infeasible pairs from the same partition, then only feasible combinations of points in xIk need to be
considered in the enumerative process of finding the optimal solution to the Lagrangian subproblem.
Infeasible grid point pairs from the same partition can be ignored if the penalty term P for any infeasible
pair ij from partition k satisfies the criterion shown in Equation 4.16. The explanation for Equation 4.16 is
similar to the explanation for Equation 4.3. Suppose the optimal solution to the kth Lagrangian subproblem
contains an infeasible pair of grid points from Xk, then Equation 4.16 shows it is possible to obtain a better
solution by removing one of the points from the infeasible pair, leading to a contradiction.
2P > max
i∈Ik
cii +∑
h6=k
λhi
+ (T − 2) maxi∈Ik,i′∈Ik,j∈Jk,j′∈Jk
j>i,j′<i
{0, cii′ , cij + µij , cij′ − µij′} (4.16)
The criterion in Equation 4.16 depends on the value of the Lagrangian multipliers in every iteration of
the BFS algorithm so P needs to be first set to some value that is at least as large as the criterion shown
in Equation 4.3. The criterion in Equation 4.16 is then checked after the BFS algorithm to determine if P
was set large enough. The Lagrangian subproblems are solved using the greedy algorithm so P can be set to
some arbitrarily large constant that also satisfies Equation 4.3 (feasibility condition) without any numerical
issues.
The elimination of infeasible pairs from the evaluation of the Lagrangian subproblem allows for larger
partitions and consequently better bounds without significantly increasing the computational complexity
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of the BFS bound. This property together with the fact that the greedy algorithm gives integer optimal
solutions to the Lagrangian subproblem for fixed xIk are the reasons why the BFS bound is particularly
well-suited for QKP problems in discrete layout optimization.
4.3 Numerical Experiments
4.3.1 BFS algorithm
The detailed steps of calculating the BFS bound are described below. Let λ(t) (respectively µ(t)) be the
vector of λ (respectively µ) Lagrangian multipliers at iteration t. The rest of the notation used in the
algorithm’s description follows from section 4.2.
The initial upper bound UB0 is set to some large multiple β of the best lower bound LB. The best lower
bound is obtained by starting the greedy algorithm at every grid point, and then selecting the best solution.
The BFS algorithm runs until the iteration limit tlim is reached.
The multiplier update step in the BFS algorithm is based on the work done by Held et al. [48]. Ideally,
the numerator in the subgradient coefficient should be UBt − f∗, where f∗ is the optimal solution to the
primal problem. The implementation of the multiplier update step in this work replaces f∗ with γLB,
where LB is the objective function value of the best greedy algorithm solution, and γ is a number slightly
larger than one. The step size parameter α, and the practice of decreasing α whenever the algorithm fails
to improve the upper bound for conseclim consecutive iterations was proposed by Caprara et al. [15].
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Algorithm 1 BFS algorithm
Let LB be the best lower bound, and UBt be the BFS bound at iteration t
t = 0; UB0 = βLB; consec = 0; α = 2
λkj (0) = 0, ∀j ∈ Jk, ∀k ∈ {1, . . . , p}
µij(0) = 0, ∀i ∈ {1, . . . , n− 1}, ∀j ∈ {i+ 1, . . . , n}
while t < tlim do
Increment t by 1
for each k ∈ {1, . . . , p} do
(x∗Ik ,y
∗
Jk
) = arg min
xIk ,yJk
s.t. (4.11c),(4.11d),(4.11e)
Lk (xIk ,yJk ,λ (t) ,µ (t))
end for
UBt =
∑p
k=1 Lk(x
∗
Ik
,y∗Jk ,λ,µ)
if UBt >= UBt−1 then increment consec by 1
else consec = 0
end if
Subgradient calculation:
φkj = x
∗
j − ykj ∗;
δij = x
∗
i y
cl(i)∗
j − x∗jycl(j)∗i
if consec = conseclim then
Decrease α by half; Set consec = 0
end if
Update λ multipliers for each k ∈ {1, . . . , p}:
λkj (t) = λ
k
j (t− 1)− α UBt−γLB∑p
k=1
∑
j∈Jk(φ
k
j )
2
+
∑
1≤i<j≤n(δij)
2
φkj
Update µ multipliers:
µij(t) = µij(t− 1)− α UBt−γLB∑p
k=1
∑
j∈Jk(φ
k
j )
2
+
∑
1≤i<j≤n(δij)
2
δij
end while
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4.3.2 Greedy algorithm performance
The BFS bound was used to assess the performance of the greedy algorithm for a number of experiments
shown in Table 4.2. Every wind farm size and turbine count combination was paired with two wind profiles
and two grid configurations, giving a total of 24 experiments.
Table 4.2: Experiment settings.
Wind farm dimensions Turbines Wind profiles Grid configurations
1120× 1200m (small) 9,14
1,2 Sparse, dense1760× 1760m (medium) 25,32
2400× 2400m (large) 49,56
Wind profiles 1 and 2 each have 360 directions with equal probability. According to Feng et al. [37],
using a large number of wind directions gives a more realistic assessment of wind farm power generation.
Wind speeds along all wind directions in both profiles are assumed to have Weibull distributions with shape
parameter 2, and average wind speeds shown in Figure 4.3. Both sparse and dense grid configurations have
regularly spaced grid points, with the point-to-point distance being 160 meters in the sparse configuration,
and 80 meters in the dense configuration.
Figure 4.3: Average wind speeds in wind profiles 1 and 2.
The turbine model used for all experiments has a disc diameter D0 of 80 meters, and rated power of 1.5
megawatts. A minimum inter-turbine distance of 320 meters was enforced for all experiments. The power
curve and thrust coefficient curve of the turbine used in the experiments are shown in Figure 4.4. The power
curve is based on a reference turbine model developed by NREL [52], and the thrust coefficient curve is
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based on the curve used by Perez et al. [81].
Figure 4.4: Turbine thrust coefficient curve, and power curves for different values of P0.
The BFS algorithm was run for 1500 iterations for all of the 24 experiments. The average convergence
history of the BFS bound for small, medium, and large wind farm experiments are shown in Figure 4.5.
Convergence of the BFS bound was slower the larger the wind farm, but 1500 iterations was sufficient for
the BFS bound to reach a reasonable degree of convergence for all wind farm sizes.
Figure 4.5: Average BFS bound convergence for small, medium and large wind farms.
The final optimality gaps, number of partitions, and the values of the γ parameter used in the BFS
algorithm for the dense and sparse grid configurations are shown in Tables 4.3 and 4.4 respectively. Note
that the number of partitions used in the experiments is larger than what is possible for general QKPs
due to the modifications proposed in section 4.2.1 that allow increased partition sizes without significantly
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increasing the computational complexity of calculating the BFS bound.
Let FUB and FLB denote the BFS bound and best greedy solution value respectively. The optimality
gap is then defined to be FUB−FLBFLB . The values under the LP columns in Tables 4.3 and 4.4 are the averaged
optimality gaps across both wind profiles obtained by replacing FUB with the optimal value of the linear
programming relaxation of the QKP formulation (Equation 4.1). The QKP formulation can be converted
to an equivalent MILP as shown in Turner et al. [102]. The integer requirements in the MILP can then be
relaxed to obtain an upper bound on the QKP’s optimal value. The LP optimality gaps are provided to
serve as a baseline for evaluating the performance of the BFS bound.
Table 4.3: Dense grid experiment results.
Optimality gap
Wind farm Turbines Grid points Partitions γ Wind profile 1 Wind profile 2 LP
1120× 1120m 9 225 8 1.00 0.022 0.021 0.051
1120× 1120m 14 225 8 1.00 0.032 0.035 0.115
1760× 1760m 25 529 18 1.01 0.079 0.072 0.136
1760× 1760m 32 529 18 1.01 0.109 0.100 0.211
2400× 2400m 49 961 30 1.02 0.127 0.116 0.230
2400× 2400m 56 961 30 1.02 0.142 0.131 0.296
Table 4.4: Sparse grid experiment results.
Optimality gap
Wind farm Turbines Grid points Partitions γ Wind profile 1 Wind profile 2 LP
1120× 1120m 9 64 8 1.00 0.002 0.004 0.052
1120× 1120m 14 64 8 1.00 0.001 0.002 0.111
1760× 1760m 25 144 12 1.01 0.035 0.027 0.137
1760× 1760m 32 144 12 1.01 0.050 0.043 0.214
2400× 2400m 49 256 16 1.02 0.081 0.076 0.226
2400× 2400m 56 256 16 1.02 0.098 0.079 0.286
The results show that the optimality gaps for wind profile 2 are usually smaller than the optimality
gaps for wind profile 1, especially as problem size increases. One possible explanation is that the square
wind farms used in the experiments are better suited to wind profile 2 with two orthogonal primary wind
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directions compared to wind profile 1 with only one primary wind direction which would be better suited to
a rectangular wind farm. As demonstrated by Chowdhury et al. [22], the relation between wind farm shape
and wind profile can have a significant effect on power output.
Figure 4.6: Average optimality gaps for various wind farm sizes, grid configurations and turbine counts.
The optimality gaps in Tables 4.3 and 4.4 were averaged over the two wind profiles, and the results
are shown in Figure 4.6. The greedy algorithm was able to produce near-optimal solutions for the smallest
problems with 64 grid points. As the number of grid points or turbines increased, a clear increase in
optimality gaps was observed. When the number of grid points was fixed and turbine count increased, the
optimality gap increased by 1.3% on average. Conversely, a much larger increase of 4.1% on average was
observed when turbine count was fixed and number of grid points increased.
The actual gap between the greedy solution value and optimal value is likely to be less than the observed
gap since the observed gap includes the BFS bound’s overestimation of the optimal value. It is also likely
that the accuracy of the BFS bound degrades with increasing problem size. It is difficult to pinpoint the
exact contribution of the BFS bound’s overestimation towards the observed optimality gap since optimal
values of large problems are very difficult to obtain, if at all possible. However, for small to medium sized
wind farms with less than 300 grid points and 30 turbines or less, the observed gaps were small enough to
suggest that the greedy algorithm is a capable alternative to optimal solution methods. Observed optimality
gaps for experiments of that size were 1.8% on average, and less than 3.3% for all cases. If the designer
is willing to accept a larger optimality gap of 8%, then the greedy algorithm can be a suitable solution
method for medium to large wind farms with up to 500 grid points or 50 turbines. When the number of grid
points and turbines increased past that mark, the optimality gaps became too big to make any meaningful
judgments on greedy algorithm performance.
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4.4 Conclusion
The QKP formulation offers a simplified, graph-based approach towards discrete layout optimization. The
QKP formulation can be reduced to a mixed integer linear program that, theoretically, can be solved to
optimality using branch and bound. In practice, branch and bound solvers may struggle to solve even small
QKP instances, so a heuristic like the greedy algorithm is a more reliable solution method, especially given
the submodular nature of the QKP’s objective function.
A theoretical lower bound on the optimality of the greedy solution exists for generic submodular max-
imization problems, but as this work has demonstrated, it is possible to obtain a much tighter and more
useful optimality gap by adapting the BFS bound developed by Billionnet et al. [11] to QKPs in grid-based
layout optimization. This work demonstrated the use of the BFS bound to evaluate the optimality of greedy
solutions for a range of experiments. One of the primary conclusions drawn from the experiments is that
the greedy algorithm is a good alternative to optimal solution methods for small to medium sized QKPs
considered in this work, but the observed optimality gaps became too big for any meaningful judgments on
greedy solution quality when problem sizes increased further.
The accuracy of the BFS bound could be improved by reducing the number of partitions even further,
but this would drastically increase the computational complexity of calculating the bound as the number
of linear knapsack problems that need to be solved for each evaluation of the dual function increases in a
near exponential manner with increasing partition size. This issue can be partly mitigated by the fact that
evaluation of the dual function can be easily parallelized, so extra computational resources can be effectively
used to cut computational times for large problem instances. The shape of the partitions could also be a
factor that affects BFS bound accuracy and computational complexity. It was observed in the experiments
that using narrower, rectangular partitions produced better bounds compared to square partitions of the
same size. Future work could explore the effects of using more complicated partitioning schemes such as non-
regular partitions or disjointed partitions on the trade-off between BFS bound accuracy and computational
complexity.
The BFS bound could also be used to reduce problem size by eliminating grid points that belong to far-
from optimal solutions. This concept has been applied successfully to general QKPs by Pisinger et al. [83],
and it could be a promising method to reduce problem sizes of large QKPs in grid-based layout optimization
to something more tractable for the greedy algorithm, or even branch and bound solvers that can produce
optimal solutions if the problem is small enough.
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Chapter 5
Greedy Robust Wind Farm Layout
Optimization with Feasibility
Guarantee
One of the earliest works in wind farm layout optimization was by Mosetti et al. [72] which used a Genetic
Algorithm [42] to find the power output maximizing layout of turbines over a finite set of possible turbine
locations. The layout optimization problem then received renewed interest in the early 2000s as wind power
generation started to increase in electricity grids around the world. Later works by Mora et al. [16] and
Zhang et al. [111] expanded the scope of the problem to include the number and configuration of turbines
as decision variables in addition to turbine layout. Works by Gonza´lez et al. [93], and Saavedra-Moreno
et al. [88] added turbine layout related electrical and civil infrastructure costs to the overall cost per unit
energy objective function. Other works added considerations such as land leasing costs [19], complex terrain
[29, 99], and turbine fatigue [87] to the layout optimization problem. Wind power generation and costs
can be combined in a single objective function as cost per unit energy, or they can be treated as separate
weighted objectives as demonstrated by [67]. The scope and complexity of the layout optimization problem
has increased since the earliest works, but power output maximization has remained an important objective.
The actual performance of power output maximizing layouts depends on whether the probability models
used in the layout optimization problem are accurate predictors of wind speeds and directions during the
long operational lifetime of the wind farm. Inaccuracies in predictive wind modeling can be largely avoided
by collecting as much on-site wind data as possible. Messac et al. [69] showed that if the data collection
period is much shorter than the wind farm’s lifetime, yearly variations in wind speeds or directions could
result in misleading predictive models and layouts that fail to capture as much wind energy as expected.
Turbine layouts which are less sensitive to wind prediction errors have been the subject of previous works
in literature. Gonza´lez et al. [92] suggested an approach for reducing modeling error by considering multiple
scenarios with different wind profiles when evaluating the expected profitability of the wind farm. However,
the article does not describe how to generate these scenarios and their respective probabilities. Messac et al.
[69] proposed modeling not only the annual variation in wind speeds and directions, but also year-to-year
variations as well. Having a predictive model of how wind directions and speeds will change in the long run
can lead to better performing layouts, but building these predictive models requires significant amounts of
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wind data collected over multiple years. Song et al. [97] developed a two stage algorithm that first finds a
power output maximizing layout before performing local adjustments of turbine positions to minimize the
number of turbines lined up along every wind direction. The two stage algorithm was able to significantly
increase the minimum power output across all wind directions for the examples considered in the article,
resulting in layouts that are less vulnerable to wind prediction errors, but the quality of the second stage
solution could be constrained by the initial power output maximizing layout.
The concept of robust turbine layouts that are resilient to wind prediction errors is characterized in this
work to be turbine layouts that are able to maintain a high level of efficiency, which is the wind farm’s
ability to convert incoming wind energy to electrical energy, regardless of whichever direction the wind is
blowing. To be precise, let t be the number of turbines in the wind farm. Suppose that the continuous range
of wind directions is discretized into a finite set of directions indexed by the set K, and let v0 be the average
wind speed at the site of the wind farm. Then the robustness, Rt,K,v0 , of a turbine layout represented by
the solution vector x is quantified in Equation 5.1. Ft,k,v0(x) in Equation 5.1, referred to as the directional
power output, is the power output of the turbine layout x along wind direction k ∈ K which has an ambient
wind speed of v0. The proposed definition takes a more conservative approach compared to previous works
in robust layout optimization, requiring only an estimate of the average wind speed at the site of the wind
farm, and makes no assumptions regarding future wind speed or wind direction probability distributions.
Rt,K,v0(x) := arg min
k∈K
Ft,k,v0(x) (5.1)
This work proposes a integer programming formulation for generating robust turbine layouts as defined
in Equation 5.1. Turbine locations in the proposed formulation are limited to a finite set of possible points
which can be located arbitrarily close to each other. It is also assumed that the number and type of turbines
are fixed prior to the optimization step. A custom greedy algorithm that guarantees solution feasibility with
regards to the minimum safety distance between turbines is presented for solving the proposed formulation.
The proposed problem formulation is introduced in Section 5.1. Section 5.2 describes the solution method
in detail, and Section 5.3 contains the results of experiments aimed at highlighting the trade-offs between
power output maximization and robustness in layout optimization. Having a robust layout comes at the
price of less energy captured by the wind farm. The experiments use real world wind data collected over
multiple years to highlight the extent of the trade-off between wind farm robustness and power output.
Finally, conclusions and potential future work are discussed in Section 5.4.
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5.1 Problem Formulation
Problem formulations in layout optimization can be split into two categories depending on the nature of
the feasible space for turbine placement. The first category has a discrete feasible space usually made up
of regularly arranged points with spacing set to the safety distance between turbines to guarantee solution
feasibility. Restricting turbine locations to a finite set of points means it is possible to formulate the layout
optimization problem as a mixed integer or binary integer linear program as demonstrated by Archer et al.
[5], Turner et al. [102], and Zhang et al. [112]. If the number of feasible points is small (100 points or less),
the linear integer program can be solved to optimality using branch and bound algorithms. When problem
sizes are too large, or if nonlinear, higher fidelity wind or cost models are used in the objective function,
the only practical solution methods are heuristics such as Genetic Algorithms [45, 89], or greedy algorithms
[78, 110].
The second category has a continuous feasible space which, in theory, allows for all possible turbine
layouts. However, continuous layout minimization problems from literature are typically non-convex, which
means any layout generated by gradient-based optimization methods will be close to the starting layout.
Works by Perez et al. [81] and Park and Law [79] have used either a regular, or randomly generated
starting layout before applying gradient-based optimization techniques to perform fine adjustments of turbine
locations. Other works by Kusiak and Song [57] and Lu and Kim [65] have paired continuous optimization
methods with Genetic Algorithms to expand the search space, and reduce the solution’s dependence on the
starting layout. Bio-inspired methods such as Particle Swarm Optimization [55] have also been used by
Chowdhury et al. [21] and Long and Zhang [64] to increase the chances of finding a globally optimal solution
in the continuous feasible space.
The proposed formulation falls in the first category of discrete feasible spaces. Let x ∈ {0, 1}n be
vector of binary variables indicating turbine locations among n possible points in the wind farm. There is
no requirement that spacing between points must be greater than the safety distance, so dense grids that
approximate continuous feasible spaces are possible. The goal of the proposed formulation is to select t
feasible turbine locations from n possibilities such that the robustness of the resulting layout is maximized.
The directional power output of the wind farm, Ft,k∈K,v0 , is calculated using a quadratic sum shown in
Equation 5.2. P (v0) in Equation 5.2 is the stand-alone power output of a turbine without considering wake
effect losses, and l(v0)k,ij (l(v0)k,ij = l(v0)k,ji) is the expected power loss caused by turbines placed at points
i and j due to the turbines’ wakes generated along wind direction k with an incoming wind speed of v0.
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Ft,k∈K,v0(x) :=
n∑
i=1
P (v0)xi −
n−1∑
i=1
n∑
j=i+1
l(v0)k,ijxixj (5.2)
There are two assumptions built into the definition of Ft,k∈K,v0 . The first is that the standalone power
output of a turbine is independent of its location, which is reasonable if the wind farm is flat, and ambient
wind speeds at the site of the wind farm do not vary much with respect to position. The assumption is
added for the sake of simplicity, but it is not a strict requirement. The second assumption relates to the
calculation of l(v0)k,ij — the wake effect induced power loss caused by turbines placed at points i and j. In
reality, the expression should be l(v0,x)k,ij since the incoming wind speed for the upstream turbine among
the pair of turbines at i and j depends on the positions of the other turbines in the wind farm. Ignoring
the positions of the other turbines means the incoming wind speed to the upstream turbine is always v0.
The choice to drop x from the calculation of mutual power loss reduces the computational cost of evaluating
Ft,k∈K,v0 , making the formulation suitable for cases with a large number of possible locations. In addition,
keeping power loss independent of x retains the quadratic nature of the proposed formulation, which means
smaller problem instances could be converted to equivalent MILPs and solved using branch and bound.
The proposed formulation for maximizing robustness is expressed as a minimization problem shown in
Equation 5.3. The objective is to minimize u, which is the upper bound on the negative directional power
outputs across all directions. The second constraint ensures that t locations are selected, and the third
constraint prevents the selection of two locations that are separated by less than the safety distance.
min
u,x1,...,xn
u
subject to:
u ≥
n−1∑
i=1
n∑
j=i+1
l(v0)k,ijxixj −
n∑
i=1
P (v0)xi ∀k ∈ K
∑n
i=1 xi = t
xi + xj ≤ 1 ∀infeasible i < j
xi ∈ {0, 1} ∀i = 1, . . . , n
(5.3)
The formulation in Equation 5.3 can be further simplified by dropping the sum of stand-alone power
outputs since the number of turbines is fixed. The size of K can also be reduced since in most cases, the
set of wind directions is made up of opposite pairs. Let Ks denote the smaller set made up of one direction
from every opposing pair. Then the formulation shown in Equation 5.3 can be expressed in a more compact
vector and matrix form shown in Equation 5.4. The matrix Lk(v0) is symmetric for all k, with diagonal
entries set to 0, and off-diagonal entries [i, j] and [j, i] both set to the value of l(v0)k,ij .
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min
u,x
u
subject to:
u ≥ xTLk(v0)x ∀k ∈ Ks
1Tx = t
xi + xj ≤ 1 ∀infeasible i < j
x ∈ {0, 1}n
(5.4)
The proposed formulation in Equation 5.4 reduces to a 0-1 Quadratic Knapsack Problem or QKP in
short [82] when there is only a single direction in Ks and there are no infeasible location pairs. The QKP
can be converted to an equivalent MILP seen in Turner et al. [102] and solved using branch and bound
for small problem sizes with less than 100 feasible locations. However, finding optimal solutions to QKPs
becomes increasingly harder when problem sizes increase since the QKP is NP-hard [15]. The proposed
formulation is likely to be just as difficult as QKPs to solve for large problem sizes, so heuristics such as the
greedy algorithm are needed to find good feasible solutions.
5.2 Greedy Algorithm with Feasibility Guarantee
The greedy algorithm has been used successfully in the past to find good solutions to power output max-
imizing formulations in works by authors such as Zhang et al. [110] and Song et al. [99]. Quan and Kim
[85] showed that the greedy algorithm is able find close-to-optimal solutions to power output maximizing
QKPs if the number of turbines and feasible points are not too large. No optimality bounds currently exist
for greedy solutions to the proposed formulation, but the proposed formulation’s definition of robustness is
close in concept to the idea of maximizing the wind farm’s power output given a wind profile made up of
directions with similar probabilities and wind speeds.
The point-to-point distance in the proposed formulation’s feasible space is not required to be greater than
the safety distance so a straightforward application of the greedy algorithm will not always produce feasible
solutions. There could be a situation where later iterations of the greedy algorithm run out of feasible points
to select. The rest of the section describes a modified greedy algorithm labeled Greedy-F that guarantees
solution feasibility. The outline of the Greedy-F algorithm is shown in 2.
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Algorithm 2 Greedy-F algorithm
Denote G as the set of all possible points, and let u(Xi) be the objective function value with respect to
the solution set Xi at iteration i = 1, . . . , t.
Initialize X1 by selecting an arbitrary point, and set i = 1.
while i < t do
Let Si = G \Xi
Select p ∈ Si such that u(Xi)− u(Xi ∪ p) is maximized, subject to:
Condition 1: Xi ∪ p is feasible.
Condition 2: f(Xi, Cp) ≥ t− i− 1.
If such a p exists, add p to Xi, and increment i by one. Exit otherwise.
end while
The main modification to the basic greedy algorithm is the addition of condition 2 when selecting a new
point to add to the solution vector. Condition 2 requires that the number of feasible future selections given
by the function f is greater than or equal to the number of turbines that still have to be placed at the end
of the current iteration.
The function f takes in two arguments — the current iteration’s solution set Xi, and the set Cp which
contains p and all other points such that the distance between any pair of points in Cp is greater than or
equal to the safety distance. Cp can be easily determined in polynomial time for every p before running
Greedy-F. The algorithm for constructing Cp, labeled getFeasClique is shown in Algorithm 3.
The getFeasClique algorithm starts by populating Cp with all points with distance to p greater than or
equal to the safety distance. The algorithm then picks a point in Cp and eliminates all other points from Cp
that are closer than the safety distance to the chosen point. It then moves on to the next unpicked point in
Cp and repeats the elimination process. The algorithm terminates when there are no more unpicked points
in Cp, and adds p to Cp in the final step. The end result is a set Cp that forms a feasibility clique, which is
a set of points where there is an edge (indicating feasibility) between every pair of points.
84
Algorithm 3 getFeasClique algorithm
Let Cp = {g ∈ G | d(g, p) ≥ s}, where G is the set of all points, d is the distance function, and s is the
safety distance.
Order the members of Cp arbitrarily, and let Cp[i] denote the i
th entry in Cp.
Set i = 1.
while i < |Cp| do
j = i+ 1
while j ≤ |Cp| do
if d (Cp[i], Cp[j]) < s then
Remove Cp[j] from Cp.
else
Increment j by one.
end if
end while
Increment i by one.
end while
Add point p to Cp.
The function f takes in the sets Xi and Cp, and returns the number of points in Cp which are located
greater than or equal to the safety distance from any point in Xi. The value returned by function f is the
number of all possible feasible turbine locations that can be chosen in future iterations of Greedy-F. Adding
this “look-ahead” feature to the basic greedy algorithm ensures that the Greedy-F algorithm will always
have feasible turbine locations to choose from as long as the starting location admits a feasible solution.
The ability of the Greedy-F algorithm to find feasible solutions is demonstrated in Figure 5.1. The wind
farm dimensions in Figure 5.1 are 1920 by 1920 meters. Possible turbine locations are arranged in a regular
square pattern and separated by 160 meters. The Greedy-F algorithm was able to find the only feasible
49-turbine layout shown in Figure 5.1, whereas the basic greedy algorithm fails at the 33rd iteration.
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Figure 5.1: 49 turbine example.
The optimality gap of solutions generated by the Greedy-F algorithm can be determined for small prob-
lems. For example, the optimality gaps for a square 1400 by 1400 meter wind farm with 49 uniformly
distributed points and 10 turbines are 1.8% and 1.9% based on two wind data sets collected at separate
sites in the United States. The 1.8% and 1.9% optimality gaps are equivalent to 9.3% and 13.6% of a single
turbine’s rated power (1620 kW). The turbine model, wind data, and wake model used in the two examples
are the same as the ones used in the experiments in section 5.3. Finding the optimality gaps of much larger
problems is highly unlikely, but it could be possible to generate good estimates of the approximate optimality
gap provided a tight upper bound on the optimal value of the proposed formulation is available.
5.3 Experiments
This section compares the performance of power output maximizing layouts and robust layouts generated
by the Greedy-F algorithm. Improving wind farm robustness will come at the cost of lower total energy
generation. The experiments aim to demonstrate with real world data just how large is the trade-off be-
tween robustness and energy production. The two approaches were compared over a range of wind farm
configurations and turbine counts shown in Table 5.1 and Figure 5.2. Feasible points in all experiments were
uniformly distributed throughout the wind farm with a point-to-point distance of 100 m, starting at the
bottom left corner of the wind farm. The experiments were conducted for two locations — Storm Lake in
Iowa, and Dodge City in Kansas.
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Table 5.1: Experiment settings.
Shapes Sizes Turbine counts
square, flat, vertical, sheared, circle
small 15 (sparse), 20 (dense)
large 25 (sparse), 30 (dense)
Figure 5.2: Wind farm shapes.
The power output maximizing layout was generated by applying the Greedy-F algorithm to the problem
shown in Equation 5.5. The coefficient eij as defined in Equation 5.6 represents the expected power loss
caused by turbines placed at points i and j. pk in Equation 5.6 represents the probability of wind direction
k, and fk(v) is the wind speed distribution for direction k fitted from collected wind data. The term l(v)k,ij
in Equation 5.6 has the same definition as the one used in the robust formulation in Equation 5.3.
min
x
n−1∑
i=1
n∑
j=i+1
eijxixj
subject to:
1Tx = t
xi + xj ≤ 1 ∀infeasible i < j
x ∈ {0, 1}n
(5.5)
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eij =
∑
k∈K
[
pk
∫ ∞
0
l(v)k,ijfk(v)dv
]
(5.6)
Ten years’ worth of hourly wind data collected from two sites in United States were used for optimization
and testing. The wind data was collected by the National Oceanic and Atmospheric Administration (NOAA)
at two sites close to actual wind farms — Storm Lake in Iowa, and Dodge City in Kansas. The data collection
period was from the years 2005 to 2009, and 2011 to 2015. Wind data from 2010 was not used due to gaps
in the data during certain months of the year. The wind speed and direction data for 36 directions were
collected at a height of 10 meters. Recorded wind speeds were then extrapolated to turbine hub height using
the power law shown in Equation 5.7, where v2 and v1 are wind speeds at heights h2 and h1 respectively,
and α is the wind shear coefficient which is set to 0.15 as suggested by Patel [86]. Figure 5.3 shows the
distribution of extrapolated wind speeds at Storm Lake and Dodge City for the first five years and the last
five years. There are slight variations in the magnitudes of wind speeds, but the dominant directions in both
sites show very little drift over the 10 years, so power output maximizing layouts generated using data from
the first five years should perform as expected when evaluated over the last five years.
v2 = v1
(
h2
h1
)α
(5.7)
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Figure 5.3: Wind roses at Storm Lake and Dodge City.
The first five years of data were used for fitting a Weibull wind speed distribution for each direction, and
estimating wind direction probabilities. The wind speed parameter v0 in the robust formulation was set to
the average wind speed over the first five years. The last five years of data were used for evaluating layouts
in terms of robustness and hourly average power output.
5.3.1 Turbine and Wake Models
The specifications of the turbine model used at both sites are shown in Table 5.2. The turbine power and
thrust coefficient curves are shown in Figure 5.4. The turbine specifications and power generation capabilities
are based on a turbine produced by General Electric.
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Table 5.2: Turbine model specifications.
Disc radius 50 meters
Hub height 100 meters
Power rating 1.6 MW
Rated wind speed 13 meters per second
Figure 5.4: Turbine power and thrust coefficient curves.
The calculation of the power loss coefficient l(v)k,ij in this work is based on the turbine power curve
shown in Figure 5.4, and the Jensen wake model [54]. The Jensen wake model estimates the incoming wind
speeds for a turbine pair located at points i and j. Let vk,ij denote the incoming wind speed at location j
along direction k, given an upstream turbine at point i. The expression for vk,ij is given in Equation 5.8.
v in Equation 5.8 refers to the ambient wind speed. The term Ct(v) is the turbine’s thrust coefficient with
respect to v, and D0 refers to the diameter of the turbine’s disc. The term Ak,ij is the area of the turbine’s
disc at point j that lies inside the wake cone along direction k originating from the turbine at point i. If
point j is upstream of point i along direction k, then Ak,ij is zero. The expression D(dk,ij) refers to the
diameter of the wake cone at a downstream distance of dk,ij along direction k originating from the turbine
at point i. D(dk,ij) is evaluated as shown in Equation 5.9 where κ is the wake expansion coefficient which
is set to 0.075 as recommended by Go¨c¸men et al. [41] for onshore wind farms. The relationship between the
diameter of the wake cone D(dk,ij) and downstream distance dk,ij is illustrated in Figure 5.5.
vk,ij =
[
1−
(
4Ak,ij
pi
)(
1−√1− Ct(v)
D(dk,ij)2
)]
v (5.8)
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D(dk,ij) = D0 + 2κdk,ij (5.9)
Figure 5.5: Wake cone diameter and downstream distance.
5.3.2 Results
Tables 5.3 and 5.4 show the minimum power outputs across 72 wind directions (5◦ separation) of the robust
and power output maximizing layouts generated from the Storm Lake and Dodge City data sets. The power
output along every direction is calculated using the full Jensen wake model that accounts for wind speed
losses from compound wake overlaps using the sum of squares rule. The wind speed parameter v0 used in
calculating the directional power outputs was 7.34 m/s for Storm Lake, and 8.32 m/s for Dodge City.
The results in Tables 5.3 and 5.4 show that the robust layouts have a much higher minimum energy
conversion efficiency across all 72 directions compared to the power output maximizing layouts. It is also
noteworthy that the differences are larger for non-circular wind farms compared to circular wind farms.
The results demonstrate how focusing on power output maximization could result in a layout that has
significantly lower energy conversion efficiency along non-dominant wind directions in the collected data.
A main reason why the robust layouts have much higher minimum directional power outputs is because
the average wind speeds at Storm Lake and Dodge City fall within the steepest part of the turbine’s power
curve between 5 m/s and 10 m/s. This means any reduction in wake overlaps along any direction can lead to
noticeable improvements in the wind farm’s minimum directional power output. If the average wind speed
were to be closer or higher than the rated wind speed of 10 m/s, then the wind farm’s minimum directional
power output would be much less sensitive to differences in turbine layout since most turbines in the power
output maximizing layout or the robust layout would be operating at around the top flat part of the power
curve shown in Figure 5.4. That is the reason why the definition of robustness in Equation 5.1 does not just
depend on turbine layout, but also v0 which is explicitly set to the average wind speed at the site of the
wind farm, and not some arbitrary wind speed.
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Wind farm shape is another factor which has a big influence on the results. The vertical wind farms
which are orientated almost perpendicularly to the dominant wind directions in Storm Lake and Dodge City
have the largest differences in minimum directional power output between the two layout types. Figure
5.6 shows how the narrowness of the vertical wind farm along the dominant wind direction leads to most
turbines being placed along the vertical edges of the wind farm in the power output maximizing layout. As a
result, power output along the vertical direction is much lower than what is possible due to the large number
of overlapping wake cones. The robust layout, on the other hand, does a much better job at reducing wake
overlaps along all directions.
The tendency for power output maximizing layouts to place turbines along the straight edges of rectan-
gular wind farm in order to create larger separation along dominant wind directions can be avoided when the
wind farm is circular. The circular boundary provides a natural way to discourage multiple turbines from
lining up along any particular direction as demonstrated in Figure 5.7, which means the minimum directional
power output of power output maximizing layouts do not suffer as much when compared to robust layouts.
Table 5.3: Robustness results for Storm Lake.
Min. directional power output (kW)
Sparse Dense
Wind farm Robust Max. power Robust Max. power
sm. square 11759 (+23%) 9569 14338 (+12%) 12773
sm. circle 11824 (+2%) 11548 14939 (+6%) 14099
sm. sheared 11736 (+13%) 10372 14761 (+9%) 13557
sm. flat 11602 (+8%) 10738 14215 (+22%) 11610
sm. vertical 11682 (+45%) 8049 14405 (+26%) 11450
lg. square 19345 (+10%) 17607 22159 (+20%) 18424
lg. circle 19281 (+1%) 19158 22619 (+7%) 21142
lg. sheared 19116 (+7%) 17823 21658 (+5%) 20545
lg. flat 18955 (+9%) 17415 21572 (+13%) 19076
lg. vertical 18955 (+29%) 14647 21683 (+41%) 15424
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Table 5.4: Robustness results for Dodge City.
Min. directional power output (kW)
Sparse Dense
Wind farm Robust Max. power Robust Max. power
sm. square 16702 (+20%) 13966 21024 (+7%) 19680
sm. circle 16610 (+1%) 16365 20994 (+2%) 20654
sm. sheared 16729 (+7%) 15641 20790 (+6%) 19683
sm. flat 16441 (+7%) 15353 20434 (+15%) 17771
sm. vertical 16778 (+36%) 12358 21065 (+32%) 16007
lg. square 27438 (+13%) 24200 31906 (+10%) 29063
lg. circle 27583 (+2%) 26962 32373 (+4%) 31223
lg. sheared 27493 (+6%) 25840 31487 (+6%) 29583
lg. flat 27308 (+8%) 25299 31402 (+16%) 27094
lg. vertical 27308 (+42%) 19281 31375 (+35%) 23174
Figure 5.6: Storm Lake vertical wind farm 20 turbine layouts.
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Figure 5.7: Storm Lake circular wind farms with power output maximizing layouts.
Table 5.5 shows the differences in average hourly power output between the robust and power output
maximizing layouts for every wind farm shape and size. The two layout types were compared using the
last five years of hourly wind data collected at Storm Lake and Dodge City. It is assumed that wind
speeds and directions over the course of an hour do not vary too much from the single data point recorded
at the beginning of every hour. The negative values in Table 5.5 indicate that the robust layouts are
consistently behind power output maximizing layouts in hourly power output. However, the difference is
smaller for circular wind farms, which mirrors the robustness results shown in Tables 5.3 and 5.4. The
average difference, however, is around 1.1% across all wind farm shapes, sizes and turbine counts considered
in the experiments. The 1.1% difference represents the ”cost” in energy generation of choosing a robust
layout over a power output maximizing layout.
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Table 5.5: Average hourly power output comparison.
Storm Lake Dodge City
Wind farm ∆ (kW) % ∆ ∆ (kW) % ∆
sm. square -176 -1.2% -209 -1.3%
sm. circle -22 -0.2% -91 -0.6%
sm. sheared -163 -1.1% -153 -1.0%
sm. flat -193 -1.3% -217 -1.3%
sm. vertical -183 -1.3% -177 -1.2%
lg. square -264 -1.2% -282 -1.2%
lg. circle -200 -0.9% -178 -0.7%
lg. sheared -246 -1.1% -239 -1.0%
lg. flat -305 -1.4% -306 -1.2%
lg. vertical -297 -1.3% -367 -1.5%
Figure 5.8 shows the average proportion of time that each layout type had the highest hourly power
output. The robust layout was only leading for about 21% of the time, but when it was ahead, its advantage
in power output over the power output maximizing layout was higher than when the outcome was reversed.
This is reflected in Figure 5.9, which shows the average leads of the two layout types for various wind farm
sizes. The higher average leads of the robust layouts, especially for the larger wind farms, demonstrates the
ability of the robust layouts to maintain a high level of power output regardless of wind direction, whereas
power output maximizing layouts focus on increasing power output along dominant wind directions at the
expense of directions with smaller expected wind speeds.
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Figure 5.8: Percent time with highest power output.
Figure 5.9: Average lead in hourly power output.
5.4 Conclusion
The ideal wind farm envisioned in this work is one which is able to extract the maximum possible energy from
the incoming wind across all wind directions. An ideal wind farm’s performance would therefore be invariant
to long term shifts in the dominant wind direction. This concept of the ideal wind farm is the motivating
idea behind the proposed definition of robustness which is characterized as the minimum directional power
output of the wind farm. The directional power output as defined in this work is meant to be an indicator
of the energy conversion efficiency of the wind farm for that direction. A quadratic integer programming
formulation was developed for generating robust layouts that maximize the lowest directional power output
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of the wind farm, along with a modified greedy algorithm that can guarantee solution feasibility with regards
to inter-turbine safety distance.
The modified greedy algorithm is needed for larger problem instances since the proposed formulation is
NP-hard. One possible way to reduce the proposed formulation’s computational complexity is to impose
symmetry on the turbine layout along a certain axis, thereby cutting the number of variables by half.
However, this would likely lead to reduced power output along the direction perpendicular to the axis of
symmetry since every turbine would have at least another turbine inside its wake cone along that direction.
The feasibility of such an approach, and its effectiveness compared to heuristics could be investigated in the
future.
The directional power output is calculated by setting the incoming wind speed for that direction to
the estimated average wind speed at the site of the wind farm. The magnitude of the average wind speed
relative to the rated wind speed of the turbines has important implications for robustness. For instance, it
is possible to make any layout robust by selecting a turbine model with a rated wind speed much lower than
the average wind speed at the site of the wind farm, thereby ensuring that the wind farm will be operating
at peak energy conversion efficiency for most of the time across all directions. However, choosing a turbine
model with a lower rated wind speed for the sake of robustness could lead to lower than expected wind
farm energy generation. Conversely, if the turbines in the wind farm are operating at less than rated wind
speed most of the time, then a robust layout has significantly more stable power output across all directions
compared to power output maximizing layouts.
The proposed formulation can be expanded to include turbine selection as a design variable. This can
be accomplished by modeling each possible location with a number of points equal to the number of turbine
options. The distance between these points can be set to zero to ensure that at most one turbine option is
chosen at each location. These modifications would introduce a financial aspect to the problem formulation.
A total cost constraint will most likely need to be added to the formulation to ensure that the selected
turbines do not exceed a given budget, and the Greedy-F algorithm will need to perform an additional check
at every iteration to ensure that there is sufficient budget left for remaining turbines. Exploring the concept
of robustness as it applies to the wind farm as a financial investment could be an interesting topic for future
work.
Using average wind speed instead of a wind speed distribution in the calculation of directional power
output keeps data requirements and model fitting to a minimum. If an accurate wind speed distribution is
available for the site of the wind farm, then it is possible to replace directional power output with expected
directional power output in the proposed definition of robustness. Exploring the effect this change has on
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the resulting layout could be a topic for future research. Another interesting idea to pursue is to simplify
the proposed definition of robustness even further by taking an entirely geometric approach to the problem,
much like what was proposed in Chapter 3. The ideal robust wind farm described in geometric terms would
have a turbine layout where wake cone overlaps are kept to a minimum across all directions, and turbines
kept as far downstream as possible for directions where wake cone overlaps cannot be avoided. Such an
approach could be the basis of a parameter-free concept of robust layouts that does not rely on any wind
data or model fitting.
98
Chapter 6
Concluding Remarks
One of the goals of this thesis was to propose a novel MILP formulation with a continuous feasible space
for turbine placement. The rationale behind the formulation was to address the limitations of continuous
and discrete formulations with regard to solution optimality and size of the feasible space compared to the
total available area in the wind farm. Another approach for dealing with the limitations of discrete and
continuous formulations is to combine the two in a sequential framework, in which a discrete formulation
is first solved to global optimality, followed by local adjustments of turbine positions using a continuous
solution method. In practice, finding the global optimum of any non-trivial discrete formulation is highly
unlikely, so global search heuristics are often used instead to find an acceptable solution. The difficulty
of finding the global optimum of a discrete formulation is closely linked to the number of possible turbine
locations. As the number of locations increases, the number of possible layouts grows in an exponential
manner, making the discrete formulation harder to solve. Therefore, the number of possible locations must
be limited with respect to the number of turbines if one hopes to have a chance of finding the global optimum.
This raises the question of what is the best way to distribute a given number of possible turbine locations
in a wind farm. The prevailing approach is to distribute the locations evenly throughout the wind farm to
form a regular grid of locations, but there could be better ways of arranging the possible locations in order
to increase the chances of finding a layout with a high power output. For example, some of the interior
locations in a regular grid could be subjected to wake effect wind speed losses from all directions, so moving
some of these interior locations closer to the edges of the wind farm might lead to better layouts. Current
and previous works take for granted the number and arrangement of possible turbine locations in a discrete
formulation, so paying greater attention to these two parameters could lead to interesting future research.
Most works in layout optimization have an objective function that involves power generation, installation
costs, and layout related costs. Installation costs are typically related to the number and type of turbines,
while layout related costs can be much more complicated to calculate since it can involve solving an opti-
mization problem to find the best cabling or paths for a given layout. Layout related costs such as electrical
infrastructure costs in offshore wind farms can be significant, so a high fidelity cost model should be used for
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accurate results. This could lead to a significant increase in problem complexity, and possibly the need for
a nested problem structure where electrical infrastructure costs are expressed as an optimization problem
within the larger layout optimization formulation. Researchers such as Mora et al. [16] tackled this problem
by using a nested Genetic Algorithm, while Rethore et al. [87] reduced the electrical infrastructure optimiza-
tion problem into a simple nearest neighbor rule-based evaluation. Another approach that could be explored
is taken from the area of Goal Programming [32], where certain objectives in a multi-objective optimization
problem are treated as constraints. Under the Goal Programming approach, electrical infrastructure costs
would be limited to a pre-determined number depending on the investment for the wind farm. This could
reduce problem complexity, and allow designers to observe the trade-off between power output and electrical
infrastructure costs by adjusting the constraints.
The idea of Goal Programming could also be applied to the entire wind farm design problem. Many
previous works in layout optimization use profit as the objective function which allows all considerations
such as infrastructure costs, power output expressed in terms of revenue, maintenance costs, and capital
expenditure to be combined in a single objective. Doing so comes at the cost of greatly increased problem
complexity, as well as modeling uncertainty since future power output and electricity prices need to be
predicted. Finding an optimal solution of such a problem is a difficult task, which is further complicated
by the use of heuristics that provide no solution quality indicators. In most cases, it falls upon the designer
to subjectively assess the solution which could be difficult when power output is not the sole concern of the
layout optimization problem. This thesis proposed an upper bound method for QKPs in discrete layout
optimization that can help designers make objective judgments on solution quality, but the bound would
not be applicable for problems that include considerations other than power output, or problems with
more complicated wake models. Goal Programming could reduce the complexity of the layout optimization
problem by helping to break up the original problem. The financial aspect of the layout optimization
problem could be done in isolation from layout optimization. The outcome of the financial analysis would
then be used to set goals for revenue (power output) and costs. The objective of the layout optimization
problem would therefore be changed from minimization or maximization to constraint satisfaction, which
might be a simpler problem depending on the formulation. More importantly, the change to constraint
satisfaction means it becomes straightforward to judge solution quality by simply calculating the magnitude
of constraint violations. This approach would also arguably be an easier way to deal with uncertainty since
it would only be necessary to consider worst case scenarios instead of needing a probability distribution
to model all possibilities. Previous works have always viewed layout optimization’s ultimate goal as profit
maximization. It could be worth considering decoupling layout optimization from financial analysis, and
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using layout optimization as a decision support tool for designers when setting financial performance targets
for a wind farm.
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