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Abstract
The aim of this paper is to construct rational approximants for multivariate functions given by their expansion in an orthogonal
polynomial system. This will be done by generalizing the concept of multivariate Padé approximation.After deﬁning the multivariate
Frobenius–Padé approximants, we will be interested in the two following problems: the ﬁrst one is to develop recursive algorithms
for the computation of the value of a sequence of approximants at a given point. The second one is to compute the coefﬁcients of the
numerator and denominator of the approximants by solving a linear system. For some particular cases we will obtain a displacement
rank structure for the matrix of the system we have to solve. The case of a Tchebyshev expansion is considered in more detail.
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1. Introduction
Let us consider a two variable function f (x, y) given by its expansion (or the ﬁrst coefﬁcients of its expansion) in
an orthogonal polynomial system {Pk}
f (x, y) =
∞∑
i=0
∞∑
j=0
cijPi(x)Pj (y).
Wewant to construct rational approximants forf by generalizing the concept and ideas of Padé approximation—rational
approximation for power series (see for instance [1,5]).
The univariate case has been studied in [21].There, thePadé–Legendre approximants for a seriesf (x)=∑∞i=0 ciPi(x)
have been deﬁned and different types of algorithms for their recursive computation have been proposed. For some classes
of functions, acceleration results have been obtained, that is, it has been shown that the sequence of approximants
converges to f faster than the partial sums. The numerical examples were very good and incited us to generalize these
ideas to the case of a vector function. The simultaneous Frobenius–Padé approximants were deﬁned in [22] where their
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properties have been given and recurrence relations between adjacent approximants in a Frobenius–Padé table have
been established together with recursive algorithms for their computation.
We are now going to generalize the ideas of Frobenius–Padé approximation to the multivariate case (we will restrict
ourselves to the two variable case). Different generalizations of Padé approximation to the multivariate case have been
proposed and inspired our work. Different approaches have been developed by Cuyt [7–11], Guillaume [12,13], and
other authors (see for instance [17,20,6],...). Properties of the different approximants, convergence properties and ways
of computing them have been developed. We take advantage of these different ideas to generalize them to the case of
orthogonal expansions.
After giving the general deﬁnition of the multivariate Frobenius–Padé approximants, we will be interested in the
way how to compute them. We will consider two different situations:
• compute the values of a sequence of approximants at a given point (x0, y0);
• compute the coefﬁcients of the denominators and numerators of a sequence of approximants.
We will see that these computations are equivalent to the solution of linear systems.
In order to deﬁne an approximant we will need to choose three sets of indices: the set of indices appearing in the
numerator which we will denote by N, the set of indices appearing in the denominator D and the one corresponding to
the terms that will be annihilated in the error term, E. We have also many ways of deﬁning sequences of approximants:
ﬁxing the denominator (numerator) and increasing the cardinal of the set of indices in N ( respectively, D), increasing
simultaneously the sets N and D... . Our aim in this paper is to obtain, for particular choices in this large variety of
parameters, either recursive algorithms to compute a sequence of approximations, or a displacement rank structure for
the matrix of the system we have to solve to obtain the approximant.
A second generalization of Frobenius–Padé approximation based on the ideas of [12] for Padé approximants is then
developed—the mixed Frobenius–Padé approximants. We will consider the particular case of a Tchebyshev series
for which the computation of the coefﬁcient matrix of the system which gives the denominator coefﬁcients of the
approximant is very simple and we will show that the matrix has in this case a block Toeplitz-plus-Hankel structure.
Let us begin ﬁrst with the deﬁnitions.
2. Deﬁnition of the approximants
Let us consider a two variable function given by its expansion in an orthogonal series
f (x, y) =
∞∑
i=0
∞∑
j=0
cijPi(x)Pj (y), (1)
where⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
{Pi} is a system of orthogonal polynomials in [a, b] with respect to
the weight function w,
ij = ‖Pi‖‖Pj‖, ‖P ‖2 =
∫ b
a
P (x)2w(x) dx,
cij = 1
ij
∫ b
a
∫ b
a
f (x, y)Pi(x)Pj (y)w(x)w(y) dx dy.
We search for two polynomials P(x, y) and Q(x, y){
P(x, y) =∑(i,j)∈N aijPi(x)Pj (y),
Q(x, y) =∑(i,j)∈D bijPi(x)Pj (y) (2)
satisfying
f (x, y)Q(x, y) − P(x, y) =
∑
(i,j)∈(N2\E)
dijPi(x)Pj (y), (3)
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where
• D ⊂ N2 has m elements (k1, l1), . . . , (km, lm);
• E is the set of indices of the null terms in the expansion of the remainder,N ⊂ E with n elements (i1, j1), (i2, j2), . . . ,
(in, jn), card(N) = n;
• H = E\N with m − 1 elements (in+1, jn+1), . . . , (in+m−1, jn+m−1).
We then deﬁne the multivariate Frobenius–Padé approximant of the function f as the rational function
R(x, y) = P(x, y)
Q(x, y)
.
We set, for (k, l) ∈ N2
Pk(x)Pl(y)f (x, y) =
∑
(i,j)∈N2
hklij Pi(x)Pj (y) (4)
and so we get
(fQ − P)(x, y) =
∑
(i,j)∈D
bijPi(x)Pj (y)f (x, y) −
∑
(i,j)∈N
aijPi(x)Pj (y)
=
∑
(i,j)∈N2
⎛
⎝ ∑
(k,l)∈D
bklh
kl
ij
⎞
⎠Pi(x)Pj (y) − ∑
(i,j)∈N
aijPi(x)Pj (y).
Condition (3) writes∑
(k,l)∈D
bklh
kl
ij = 0, (i, j) ∈ E\N , (5)
∑
(k,l)∈D
bklh
kl
ij = aij , (i, j) ∈ N . (6)
As card(D)= card(H)+ 1, system (5) is an homogeneous system of (m− 1) equations and m unknowns, so it always
has a nontrivial solution (bkl)(k,l)∈D (the coefﬁcients of the denominator polynomial). Then the coefﬁcients (aij )(i,j)∈N
of the numerator polynomial are immediately given by (6). So the most important part of the computational effort to
compute a multivariate Frobenius–Padé approximant is the solution of system (5). The coefﬁcients of the system matrix
are the quantities (hklij ) deﬁned by (4). They can be computed recursively using the three term recurrence relation for
the orthogonal system {Pk}k0 as will be shown in the next paragraph.
2.1. Recursive computation of the (hklij )
Let us consider the three term recurrence relation for the system of orthogonal polynomials {Pk}k0
zP i(z) = iPi+1(z) + iPi(z) + iPi−1(z), i0 (we set −1 = 0),
P0(z) = 1, P1(z) = (z − 0)/0.
Then we have
Pk+1(x)Pl(y)f (x, y) = 1
k
xP k(x)Pl(y)f (x, y) − k
k
Pk(x)Pl(y)f (x, y)
− k
k
Pk−1(x)Pl(y)f (x, y). (7)
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But
xP k(x)Pl(y)f (x, y) =
∑
(i,j)∈N2
hklij (iPi+1(x) + iPi(x) + iPi−1(x))Pj (y)
=
∑
(i,j)∈N2
(i−1hkli−1,j + ihklij + i+1hkli+1,l) Pi(x)Pj (y).
Equating coefﬁcients of the same type in Eq. (7) we get
kh
k+1,l
ij = i−1hkli−1,j + ihklij + i+1hkli+1,j − khklij − khk−1,lij (8)
and by symmetry with respect to the y variable
lh
k,l+1
ij = j−1hkli,j−1 + j hklij + j+1hkli,j+1 − lhklij − lhk,l−1ij . (9)
From these two equations, and giving suitable initializations, we can compute recursively all the quantities hklij from
the initial data h00ij = cij , i, j0 (recursion is done on the superscripts k, l0). We also remark that, as by deﬁnition
we have
hklij =
1
ij
∫ b
a
∫ b
a
Pk(x)Pl(y)f (x, y)Pi(x)Pj (y)w(x)w(y) dx dx with ij = ‖Pi‖2‖Pj‖2,
then
hklij ij = hijklkl .
This implies that we only need to compute hklij for k i, lj (i, j0).
We can then construct the matrix
H=
⎛
⎜⎝
h
k1l1
in+1jn+1 h
k2l2
in+1jn+1 · · · h
kmlm
in+1jn+1
...
... · · · ...
h
k1l1
in+m−1jn+m−1 h
k2l2
in+m−1jn+m−1 · · · h
kmlm
in+m−1jn+m−1
⎞
⎟⎠ . (10)
So the problem of computing the denominator coefﬁcients of one approximant is equivalent to the solution of the
linear system (5). If rank(H)=m− 1 then the solution is unique apart from a multiplicative factor (we need to ﬁx the
normalization of the denominator polynomial).
But we can consider different kinds of approximation problems: instead of computing one Frobenius–Padé approxi-
mant, one may be interested in computing the value in a given point of a sequence of approximants. For this we will
develop in the next section a recursive algorithm.
3. Recursive algorithm
Using Cramer’s rule for solving the systems (6) and (5) we immediately get the following determinantal expression
for the numerator and the denominator of the Frobenius–Padé approximant:
Q(x, y) =
∣∣∣∣∣∣∣∣∣∣∣∣
Pk1(x)Pl1(y) Pk2(x)Pl2(y) · · · Pkm(x)Plm(y)
h
k1l1
in+1jn+1 h
k2l2
in+1jn+1 · · · h
kmlm
in+1jn+1
h
k1l1
in+2jn+2 h
k2l2
in+2jn+2 · · · h
kmlm
in+2jn+2
...
...
...
...
h
k1l1
in+m−1jn+m−1 h
k2l2
in+m−1jn+m−1 · · · h
kmlm
in+m−1jn+m−1
∣∣∣∣∣∣∣∣∣∣∣∣
,
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P(x, y) =
∑
(i,j)∈N
aijPi(x)Pj (y) =
∑
(i,j)∈N
⎛
⎝ ∑
(k,l)∈D
bklh
kl
ij
⎞
⎠Pi(x)Pj (y)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(i,j)∈N
h
k1l1
ij Pi(x)Pj (y)
∑
(i,j)∈N
h
k2l2
ij Pi(x)Pj (y) · · ·
∑
(i,j)∈N
h
kmlm
ij Pi(x)Pj (y)
h
k1l1
in+1jn+1 h
k2l2
in+1jn+1 · · · h
kmlm
in+1jn+1
h
k1l1
in+2jn+2 h
k2l2
in+2jn+2 · · · h
kmlm
in+2jn+2
...
...
...
...
h
k1l1
in+m−1jn+m−1 h
k2l2
in+m−1jn+m−1 · · · h
kmlm
in+m−1jn+m−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Following the ideas developed in [10] for the recursive computation ofmultivariate Padé approximants, wewill do some
row and columnmanipulation in these two determinants. Let us divide the ﬁrst column byPk1(x)Pl1(y), . . . , themth col-
umn byPkm(x)Plm(y); thenwemultiply the second rowbyPin+1(x)Pjn+1(y), . . . , themth rowbyPin+m−1(x)Pjn+m−1(y).
We obtain
P(x, y)
Q(x, y)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(i,j)∈N h
k1l1
ij Pi (x)Pj (y)
Pk1 (x)Pl1 (y)
· · ·
∑
(i,j)∈N h
kmlm
ij Pi (x)Pj (y)
Pkm(x)Plm (y)
h
k1l1
in+1jn+1
Pin+1 (x)Pjn+1 (y)
Pk1 (x)Pk1 (y)
· · · hkmlmin+1jn+1
Pin+1 (x)Pjn+1 (y)
Pkm(x)Pkm(y)
...
...
...
h
k1l1
in+m−1jn+m−1
Pin+m−1 (x)Pjn+m−1 (y)
Pk1 (x)Pk1 (y)
· · · hkmlmin+m−1jn+m−1
Pin+m−1 (x)Pjn+m−1 (y)
Pkm(x)Pkm(y)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1
h
k1l1
in+1jn+1
Pin+1 (x)Pjn+1 (y)
Pk1 (x)Pk1 (y)
· · · hkmlmin+1jn+1
Pin+1 (x)Pjn+1 (y)
Pkm(x)Pkm(y)
...
...
...
h
k1l1
in+m−1jn+m−1
Pin+m−1 (x)Pjn+m−1 (y)
Pk1 (x)Pk1 (y)
· · · hkmlmin+m−1jn+m−1
Pin+m−1 (x)Pjn+m−1 (y)
Pkm(x)Pkm(y)
∣∣∣∣∣∣∣∣∣∣∣∣
.
Let us set
{
su(n) =∑nr=1 hkuluir jr Pir (x)Pjr (y)/Pku(x)Pju(y),
su(n) = su(n + 1) − su(n),
u = 1, . . . , m, n0 .
Then
P(x, y)
Q(x, y)
=
∣∣∣∣∣∣∣∣∣∣
s1(n) · · · sm(n)
s1(n) · · · sm(n)
...
...
...
s1(n + m − 2) · · · sm(n + m − 2)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1
s1(n) · · · sm(n)
...
...
...
s1(n + m − 2) · · · sm(n + m − 2)
∣∣∣∣∣∣∣∣
.
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Again with some column and row manipulation we get
P(x, y)
Q(x, y)
=
∣∣∣∣∣∣∣∣∣∣
s1(n) · · · sm(n)
s1(n + 1) · · · sm(n + 1)
...
...
...
s1(n + m − 1) · · · sm(n + m − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0
s1(n) s2(n) − s1(n) · · · sm(n) − sm−1(n)
...
...
...
...
s1(n + m − 2) s2(n + m − 2) − s1(n + m − 2) · · · sm(n + m − 2) − sm−1(n + m − 1)
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
s1(n) s1(n + 1) · · · s1(n + m − 1)
s2(n) s2(n + 1) · · · s2(n + m − 1)
...
...
...
...
sm(n) sm(n + 1) · · · sm(n + m − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s2(n) − s1(n) · · · sm(n) − sm−1(n)
...
...
...
s2(n + m − 2) − s1(n + m − 2) · · · sm(n + m − 2) − sm−1(n + m − 2)
∣∣∣∣∣∣
Finally, we set
gi(n) = si+1(n) − si(n), i = 1, 2, . . . , m − 1
and then
P(x, y) =
∣∣∣∣∣∣∣∣
s1(n) s1(n + 1) · · · s1(n + m − 1)
g1(n) g1(n + 1) · · · g1(n + m − 1)
...
...
...
...
gm−1(n) gm−1(n + 1) · · · gm−1(n + m − 1)
∣∣∣∣∣∣∣∣
,
Q(x, y) =
∣∣∣∣∣∣
g1(n + 1) − g1(n) · · · gm−1(n + 1) − gm−1(n)
...
...
...
g1(n + m − 1) − g1(n + m − 2) · · · gm−1(n + m − 1) − gm−1(n + m − 2)
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
1 g1(n) · · · gm−1(n)
0 g1(n) · · · gm−1(n)
...
...
...
...
0 g1(n + m − 2) · · · gm−1(n + m − 2)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
1 g1(n) · · · gm−1(n)
1 g1(n + 1) · · · gm−1(n + 1)
...
...
...
...
1 g1(n + m − 1) · · · gm−1(n + m − 1)
∣∣∣∣∣∣∣∣
.
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Finally,
P(x, y)
Q(x, y)
=
∣∣∣∣∣∣∣∣
s1(n) s1(n + 1) · · · s1(n + m − 1)
g1(n) g1(n + 1) · · · g1(n + m − 1)
...
...
...
...
gm−1(n) gm−1(n + 1) · · · gm−1(n + m − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
g1(n) g1(n + 1) · · · g1(n + m − 1)
...
...
...
...
gm−1(n) gm−1(n + 1) · · · gm−1(n + m − 1)
∣∣∣∣∣∣∣∣
. (11)
It is well-known that this quotient of determinants can be computed by the E-algorithm [2] with the initializations:{
E
(n)
0 = s1(n), N ∈ N,
g
(n)
0,i = gi(n), i = 1, 2, . . .
and the recursive rules:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
E
(n)
k = E(n)k−1 −
E
(n+1)
k−1 − E(n)k−1
g
(n+1)
k−1,k − g(n)k−1,k
g
(n)
k−1,k,
g
(n)
k,i = g(n)k−1,i −
g
(n+1)
k−1,i − g(n)k−1,i
g
(n+1)
k−1,k − g(n)k−1,k
g
(n)
k−1,k, i = k + 1, k + 2, . . .
.
We conclude that the value at (x, y) of this Frobenius–Padé approximant P(x, y)/Q(x, y) can be computed by the
E-algorithm.
This enables us to compute the value at a ﬁxed point (x, y) of a sequence of approximants. For this let us consider
two sequences of indices:
• {(i1, j1), (i2, j2), . . . , (in, jn), . . .} which corresponds to the indices of the polynomials Piu(x)Pju(y) appearing in
the numerators plus the indices of the coefﬁcients that will be cancelled out in the remainder term;
• {(k1, l1), (k2, l2), . . . , (km, lm), . . .} which corresponds to the indices of the polynomials Pku(x)Plu(y) appearing in
the denominator.
We set for n,m0, Nn = {(i1, j1), (i2, j2), . . . , (in, jn)} and Dm = {(k1, l1), (k2, l2), . . . , (km, lm)} and deﬁne for
n0,m0 the multivariate Frobenius–Padé approximant
Sn,m(x, y) = P(x, y)/Q(x, y)
by (2) and (3) with N = Nn, D = Dm and E = Nn+m.
Applying the E-algorithm with the initializations:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
E
(u)
0 =
∑
(i,j)∈Nu h
k1l1
ij Pi(x)Pj (y)
Pk1(x)Pl1(y)
, u = 0, 1, . . .
g
(u)
0,v =
∑
(i,j)∈Nu h
kv+1lv+1
ij Pi(x)Pj (y)
Pkv+1(x)Plv+1(y)
−
∑
(i,j)∈Nu h
kvlv
ij Pi(x)Pj (y)
Pkv(x)Plv (y)
, u, v = 0, 1, . . .
we get
Sn,m(x, y) = E(n)m for m, n0.
We can also apply the particular rules of the E-algorithm given in [3] which enables us to compute the quantities
Sn,m+k(x, y) directly from the quantities Sn,m(x, y), . . . , Sn+k,m(x, y) (see [3] for details). These rules can be inter-
esting from a numerical point of view to prevent instabilities.
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If we dispose these approximants in a double entry table as usual with the Padé table, we have a recursive algorithm
to compute the value in a given point of this double sequence of approximants. So, we know how to solve the so-called
“value problem”.
But we can be interested in obtaining an explicit form for the approximant—the so-called “coefﬁcient problem”. In
this case, we will need to solve for each approximant a linear system. We will try, in the following sections, by deﬁning
particular sequences in the table or choosing a particular family of orthogonal polynomials (namely, the Tchebyshev
polynomials), to obtain some recursive algorithm to compute the coefﬁcients of a sequence of approximants.
4. Different choices of sequences of approximants
In the general deﬁnition of the multivariate Frobenius–Padé approximants (2) and (3), the sets of indices N,D,E
indicating the indices of the polynomials present in the numerator, denominator and remainder term only need to satisfy
the conditions:
card(E) = card(D) + card(N) − 1, N ⊂ E, (12)
and so they can be very general sets. In order to obtain recursive algorithms and convergence results we need to
consider particular sequences of approximants, which means different choices for these index sets. We can deﬁne
particular sequences in such a way that:
• a symmetry between the two variables x and y is preserved;
• the computation of the m + 1 term of the sequence can take proﬁt of the computations done at the previous step.
We recall that from (5), if we order the indices in N,D,E in the following way:
N = {(i1, j1), . . . , (in, jn)},
D = {(k1, l1), . . . , (km, lm)},
E = N ∪ {(u1, v1), . . . , (um−1, vm−1)}
the linear system we have to solve to obtain the denominator coefﬁcients is
⎛
⎝ h
k1l1
u1v1 · · · hkmlmu1v1
... · · · ...
h
k1l1
um−1vm−1 · · · hkmlmum−1vm−1
⎞
⎠=
⎛
⎝ bk1l1...
bkmlm
⎞
⎠=
⎛
⎝0...
0
⎞
⎠
. (13)
We will consider two main choices.
4.1. Tensor product type approximants
In this case, the sets N,D,E verifying (12) are of the following type:
• E = {(i, j): 0 im − 1, 0jm − 1} with card(E) = m2;
• N = {(i, j): 0 im − l, 0jm − l};
• D = {(i, j): (m − l < im − 1 and 0jm − 1) or (0 im − 1 and m − l < jm − 1)}
for given m and l. We can also interchange the deﬁnitions of N and D. We get the approximants of the form
Tm,l(x, y) =
∑m−l
i=0
∑m−l
j=0 aijPi(x)Pj (y)∑m−1
i=0
∑m−1
j=m−l bijPi(x)Pj (y) +
∑m−1
i=m−l
∑m−1
j=0 bijPi(x)Pj (y)
.
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Fig. 1. Index sets for vertical sequences.
We can then consider the following sequences:
1. Vertical sequences: Let us consider
D = {(i, j): 0 i, jm} ﬁxed,
Nn = {(i, j): (m + 1 in, 0jn) or (0 im,m + 1jn)} ∪ {(0, 0)},
En = D ∪ Nm.
Then we have a sequence of approximants
Tvn(x, y) =
Nn(x, y)
D(x, y)
, n0,
where the denominator is ﬁxed (obtained by solving the (m−1)×(m−1) system (13) and the numerator coefﬁcients
are given by (6) (Fig. 1).
2. Horizontal sequences: We consider now the sets:
N = {(i, j): 0 i, jn} ﬁxed,
Dm = {(i, j): (n + 1 im, 0jm) or (0 in, n + 1jm)} ∪ {(0, 0)},
Em = Dm ∪ N.
We have seen that the important part of the computational work to solve the coefﬁcient problem (that is, compute
the explicit form of the approximant—its coefﬁcients) is the solution of the system (13) giving the denominator
coefﬁcients (the numerator coefﬁcients are then given trivially by (6). Let us consider the following ordering for the
pairs (i, j) ∈ N2:
(0, 0), (0, 1), (1, 1), (1, 0), (0, 2), (1, 2), (2, 2), (2, 1), (2, 0), . . . .
If we set (Thm)m the sequence of Frobenius–Padé approximants deﬁned from the sets of indices (N,Dm,Em),
then we easily see from (13) that the system we have to solve to compute the denominator coefﬁcients ofThm+1 is
obtained from the previous one (corresponding toThm) by adding 2m + 1 rows and columns. So we can solve it
efﬁciently by using the block bordering method [4] and compute efﬁciently the sequence of approximants (Fig. 2).
3. Diagonal sequences: For m0, we deﬁne the approximantTdm(x, y) from the following sets:
• Dm = {(i, j): 0 im, 0jm}
• Nm = {(i, j): (m + 1 i2m and 0j2m) or (0 i2m and m + 1j2m)} ∪ {(0, 0)}
• Em = {(i, j): 0 i2m, 0j2m}
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Fig. 2. Index sets for horizontal sequences.
Dm
Nm
m m+1 2m
2m
m+1
m
Fig. 3. Index sets for diagonal sequences.
If we denote by bm the vector of denominator coefﬁcients at step m and by Hmbm = 0 the system to solve, in the
next step we will need to solve Hm+1bm+1 = 0 with
Hm+1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
Hm
h
km′+1lm′+1
i2j2
· · · hkm′+2m+2lm′+2m+2i2j2
...
...
...
h
k1l1
im′+1jm′+1
...
h
k1l1
im′+2m+2jm′+2m+2
· · · · · · hkm′+2m+2lm′+2m+2im′+1jm′+1
...
...
...
· · · · · · hkm′+2m+2lm′+2m+2im′+2m+2jm′+2m+2
⎞
⎟⎟⎟⎟⎟⎟⎠
(m′ = m2).
So the system can be obtained from the previous one by adding 2m + 1 new rows and columns and we can then
apply, like in the previous case, the bordering block method to solve it efﬁciently (Fig. 3).
4.2. “Homogeneous” approximants
In this second class of approximants we consider the following choices for the indices sets:
• E = {(i, j): 0 i + jm − 1}, Card(E) = (m(m + 1))/2;
• N = {(i, j): 0 i + jm − l};
• D = {(i, j): m − l + 1 i + jm − l} ∪ {(0, 0)}
and we get the approximants
Hml(x, y) =
m−l∑
i+j=0
aijPi(x)Pj (y)
/
m−1∑
i+j=m−l
bijPi(x)Pj (y).
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Fig. 4. Index sets for vertical sequences.
As in the previous case, we can deﬁne sequences in such a way that for computing the m + 1th term we can take
advantage of the computations done in the previous steps.
For this, let us consider the following ordering in N2:
(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2), . . . , (n, 0), (n − 1, 1), . . . , (0, n), . . .
• Vertical sequences: Let us consider the sequence of approximants (Hvm)m deﬁned by the indices set
◦ D = {(i, j) : 0 i + jm} for a ﬁxed m;
◦ Nn = {(i, j) : m + 1 i + jn} ∪ {(0, 0)};
◦ En = D ∪ Nn.
• In this case the sequence of approximants has a ﬁxed denominator (obtained by solving am(m+1)/2 square system
(13)) and the numerator coefﬁcients follow from (6) (Fig. 4).
• Horizontal sequences: Let us consider now the sequence (Hhm)m of approximants deﬁned by the indices set:
◦ N = {(i, j): 0 i + jn} for a ﬁxed n;
◦ Dm = {(i, j): n + 1 i + jm} ∪ {(0, 0)}, m>n + 1;
◦ Em = Dm ∪ N .
• We easily see that in this case, the system we have to solve to compute Hhm+1 can be obtained from the one
corresponding toHhm by adding m+ 1 rows and columns to the system and again we can apply the block bordering
method.
• Diagonal sequences: We will consider a sequenceHdm(x, y), m0 deﬁned by the sets:
◦ Dm = {(i, j): 0 i + jm};
◦ Nm = {(i, j): (m + 1 i + j2m} ∪ {(0, 0)};
◦ Em = {(i, j): 0 i + j2m}.
• In the denominator we have m′ = (m + 2)(m + 1)/2 coefﬁcients, in the numerator (3m + 3)m/2 + 1 and the sum
gives Card(E)−1.We have then an homogeneous system ofm′ −1 equations andm′ unknowns which always gives
a nontrivial solution for the bij and the numerator coefﬁcients aij are obtained from
dij = 0 for (i, j) = (0, 0) and m + 1 i + j2m.
If we want to compute the m+ 1th approximant after having computed the mth one, then we have to solve a system
that, like in the previous section, is obtained from the one of step m by adding a block of m + 2 rows and columns.
It can then be solved efﬁciently by the bordering method.
5. Displacement rank for Frobenius–Padé matrices
We will now look for a structure of the matrix of the system giving the denominator coefﬁcients of the approximants,
in order to obtain more efﬁcient algorithms to solve the coefﬁcient problem in some particular cases. We recall that
to obtain the numerator and denominator coefﬁcients of an approximant associated to the indices sets N,D and E we
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have to solve the two systems (6) and (5). If we enumerate the elements in these sets by{
D = {(k1, l1), (k2, l2), . . . , (kn+1, ln+1)},
E\N = {(i1, j1), (i2, j2), . . . , (in, jn)}
and we set bkn+1ln+1 = 1 (we recall that we have an homogeneous system of n+ 1 unknowns and n equations so we ﬁx
one unknown), the denominator coefﬁcient matrix is
M =
⎛
⎜⎜⎝
h
k1l1
i1j1
h
k2l2
i1j1
· · · hknlni1j1
h
k1l1
i2j2
h
k2l2
i2j2
· · · hknlni2j2· · · · · · · · · · · ·
h
k1l1
injn
h
k2l2
injn
· · · hknlninjn
⎞
⎟⎟⎠ . (14)
We will look for a displacement structure for M. We recall that M has a {Y, V }-displacement structure if
VM − MY = GB with
• G ∈Mn×, B ∈M×n are the generators;
• rank(VM − MY) =  small compared with the matrix size n.
Fast algorithms to solve Mx= c have been proposed for several types of matrices V andY (see for instance [18] and the
references inside). Gauss elimination applied to M requires O(n3) operations. Displacement structure allows to speed
up Gauss elimination. In fact the n2 entries of M are completely determined by the entries of the generators {G,B}.
Translating the Gauss elimination procedure into appropriate operations on the generators gives fast algorithms. Let us
now return to our problem and consider the particular case
D = {(i, j): 0 i, jm − 1} and E\N = D\{(kn+1, ln+1)}
and use the following ordering for this set:
(0, 0), (0, 1), (0, 2), . . . , (0,m − 1), (1, 0), (1, 1), . . . , (1,m − 1), . . . ,
(m − 1, 0), (m − 1, 1), . . . , (m − 1,m − 1).
The recurrence relations (8) and (9) obtained in Section 2.1 that enables us to compute recursively the quantities hklij ,
give a linear relation involving three consecutive elements of a row and three consecutive elements of a column of the
matrix (14) like in the following scheme
hkli−1,j
h
k−1,l
ij h
kl
ij h
k+1,l
ij
hkli+1,j
and
hkli,j−1
h
k,l−1
ij h
kl
ij h
k,l+1
ij
hkli,j+1
.
This suggests that if we left-multiply M by an adequate matrix where we store the coefﬁcients of recurrence relations
(8), (9) (basically the coefﬁcients of the recurrence relations for the orthogonal system {Pk}), we right-multiply M by
the same matrix, and then subtract the two, we must obtain a matrix with a lot of zero entries. Let us see this in detail.
We divide the matrix M in m × m blocks each one of size m × m.
M =
⎛
⎜⎜⎝
M00 M01 · · · M0,m−1
M10 M11 · · · M1,m−1
...
...
...
...
Mm−1,0 Mm−1,1 · · · Mm−1,m−1
⎞
⎟⎟⎠ , (15)
where each Mij is given by
Mij =
⎛
⎜⎜⎜⎝
h
j0
i0 h
j1
i0 · · · hj,m−1i0
h
j0
i1 h
j1
i1 · · · hj,m−1i1
...
...
...
...
h
j0
i,m−1 h
j1
i,m−1 · · · hj,m−1i,m−1
⎞
⎟⎟⎟⎠ for 0 i, jm − 1.
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We set
F =
⎛
⎜⎜⎝
F0 0 · · · · · ·
0 F0 0 · · ·
. . .
0 · · · 0 F0
⎞
⎟⎟⎠ with F0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1
0 1
. . .
1
. . .
. . .
. . .
. . . m−1
m−2 m−1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Let us compute the matrix
FM − MF =
⎛
⎝ F0M00 − M00F0 F0M01 − M01F0 · · · F0M0,m−1 − M0,m−1F0... ... ... ...
F0Mm−1,0 − Mm−1,0F0 F0Mm−1,1 − Mm−1,1F0 · · · F0Mm−1,m−1 − Mm−1,m−1F0
⎞
⎠
.
Let us compute R00 = F0M00 − M00F0.
• i, j = 2, . . . , m − 1;{
eTi+1F0M00ej+1 = i−1h0,j0,i−1 + ih0j0i + i+1h0j0,i+1, i, j = 1, . . . , m − 2,
eTi+1M00F0ej+1 = j h0,j−10i + j h0j0i + j h0,j+10i , i, j = 1, . . . , m − 2
and using relation (9) we immediately get
eTi (F0M00 − M00F0)ej = 0, i, j = 2, . . . , m − 1,
• i = 1
◦ for j = 1, . . . , m − 1 we get
eT1 R00ej = 0h0,j−100 + 1h0,j−101 − (j−1h0,j−200 + j−1h0,j−100 + j−1h0j00) = 0,
◦ for j = m and using (9) we get
eT1 R00em = 0h0,m−100 + 1h0,m−101 − (m−1h0,m−100 + m−1h0,m−100 ) = m−1h0m00 ,
• i = m
eTmR00ej+1 = (m−2h0j0,m−2 + m−1h0j0,m−1) − (j h0,j−10,m−1 + j h0j0,m−1 + j h0,j+10,m−1)
=
{−mh0,j−10,m , j = 1, . . . , m − 1,
−m + h0,m−10m + m−1h0,m0,m−1, j = m − 1.
.
• j = m
For i = 2, . . . , m − 1 and again by using (9) we get
eTi R00em = i−2h0,m−10,i−2 + i−1h0,m−10,i−1 + ih0,m−10i − (m−1h0,m−20,i−1 + m−1h0,m−10,i−1 + m−1h0m0,i−1)
+ m−1h0,m0,i−1 = m−1h0m0,i−1.
• j = 1
For i = 2, . . . , m − 1 we obtain
◦ eTi F0M00e1 = i−2h000,i−1 + i−1h000,i + i−1h000,i+1;
◦ eTi M00F0e1 = 0h000,i−1 + 0h0,10,i−1
and, as 0 = 0, by using (9) we get
eTi R00e1 = 0 i = 2, . . . , m − 1.
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So the matrix R00 is given by
R00 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 · · · 0 m−1h0m00
0 · · · 0 m−1h0m01
· · · · · · · · · · · ·
0 · · · 0 m−1h0m0,m−2
−mh000m · · · −mh0,m−20m m−1h0m0,m−1 − mh0,m−10m
⎞
⎟⎟⎟⎟⎟⎟⎠
.
From the structure of each block Mkl ((Mkl)ij = hljki) we get, applying (9),
Rkl = F0Mkl − MklF0 =
⎛
⎜⎜⎜⎜⎝
0 · · · 0 m−1hlmk0
0 · · · 0 m−1hlmk1· · · · · · · · · · · ·
0 · · · 0 m−1h0m0,m−2
−mhl0km · · · −mhl,m−2km m−1hlmk,m−1 − mhl,m−1km
⎞
⎟⎟⎟⎟⎠ .
If we summarize all together we get for the matrix R = FM − MF the following structure:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
× × ×
× × ×
× × · · · × × × × × · · · × × × × × · · · · · · × ×
× × ×
× × ×
× × ×
× × · · · × × × × × · · · × × × × × · · · · · · × ×
× × ×
× × ×
...
...
...
× × · · · × × × × × · · · × × × × × · · · · · · × ×
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where we represent by a × the nonzero quantities which are in the columns and rowsm, 2m, . . . , m×m. More precisely
we get FM − MF = R ∈M(m2)×(m2) with
(R)ij =
⎧⎪⎪⎨
⎪⎪⎩
0 if i 	= km and j 	= lm,
m−1hlmkn if i = km + n and j = lm,
−mhlnkm if i = km and j = lm + n, n = 1, . . . , m − 1,
m−1hlmk,m−1 − mhl,m−1k,m−1 if i = km and j = lm
for k, l=1, . . . , m. It is easy to see that each blockm×m of R can be written as a product of the two following matrices
of rank two:
Rkl = GklBkl with Gkl =
⎛
⎜⎜⎜⎜⎜⎝
0 hlmk0
0 hlmk1
...
...
0 hlmk,m−2
−m hlmk,m−1
⎞
⎟⎟⎟⎟⎟⎠ and Bkl =
(
hl0km · · · hl,m−2km hl,m−1km
0 · · · 0 m−1
)
.
Let us multiply in the left and in the right the matrix R by two permutation matrices P1 and P2 in order to group all
nonzero columns on the right-hand side and all the nonzero rows in the bottom of the matrix. We obtain
P1RP 2 =
(
0 m−1T
−mS U
)
with T ∈M((m−1)m)×m, S ∈Mm×((m−1)m) and U ∈Mm×m.
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If we set
U0 =
⎛
⎜⎝
h0m0,m−1 · · · hm−1,m0,m−1
...
...
...
h0mm−1,m−1 · · · hm−1,mm−1,m−1
⎞
⎟⎠ , U1 =
⎛
⎜⎝
h
0,m−1
0,m · · · hm−1,m−10,m
...
...
...
h
0,m−1
m−1,m · · · hm−1,m−1m−1,m
⎞
⎟⎠
then
U = m−1U0 − mU1.
If we deﬁne the matrices
G =
(
0 T
−mI U0
)
and B =
(
S U1
0 m−1I
)
then
GB =
(
0 m−1T
−mS −mU1 + m−1U0
)
=
(
0 m−1T
−mS U
)
= P1RP 2.
So
R = G′B ′ with G′ = PT1 G ∈Mm2×(2m), B ′ = BPT2 ∈M(2m)×m2 .
Finally we get
FM − MF = G′B ′
which means that M has a Hessenberg displacement structure with displacement rank 2m.
Similar results can be obtain for more general index sets. In fact, we can show the following result:
Theorem 1. Let us consider the multivariate Frobenius–Padé approximant for
f (x, y) =
∞∑
i=0
∞∑
j=0
fijPi(x)Pj (y)
deﬁned from the index sets
D = [i′, i′ + m − 1] × [j ′, j ′ + m − 1] and E\N = [i∗, i∗ + m − 1] × [j∗, j∗ + m − 1]
and let M be them2×m2 matrix of the system to solve to obtain the denominator coefﬁcients.Then M has an Hessenberg
displacement rank structure with rank 4m.
Proof. The proof involves rather long computations using the same techniques as in the previous case. We can sum-
marize these computations as follows.
Let M be the denominator matrix of size m2 × m2 divides into m2 square blocks of size m like in (15). We deﬁne
the tridiagonal matrix of size m × m
Fj =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
j j+1
j j+1
. . .
j+1
. . .
. . .
. . .
. . . j+m−1
j+m−2 j+m−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
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Using relations (9) we obtain
Fj∗Mij − MijFj ′ =
⎛
⎜⎜⎜⎜⎝
× × · · · × ×
× 0 · · · 0 ×
...
...
...
...
× 0 · · · 0 ×
× × · · · × ×
⎞
⎟⎟⎟⎟⎠ ,
a matrix with nonzero entries only in the ﬁrst and last rows and columns. If we deﬁne
Fj∗ = diag(Fj∗) ∈Mm2×m2 , Fj ′ = diag(Fj ′) ∈Mm2×m2
it can be shown that
P(Fj∗M − MFj ′)Q =
(
0 T
S U,
)
where
• P,Q are permutation matrices;
• T = T ′ × Z′
j ′ , T
′ ∈M(m(m−2))×(2m),
Z′
j ′=diag(j ′ , . . . , j ′ , j ′+m−1, . . . , j ′+m−1) ∈M2m×2m;
• S = −Z∗j∗ × S′, S′ ∈M(2m)×(m(m−2)),
Z∗j∗=diag(j∗−1, . . . , j∗−1, j∗+m, . . . , j∗+m) ∈M2m×2m;
• U = U0Z′j ′ − Z∗j∗U1 ∈M(2m)×(2m);
• U0, U1, S′, T ′ are matrices with entries hklij .
Finally, if we deﬁne
G =
(
0 T ′
−Z∗j∗ U0
)
∈M(4m)×m2 and B =
(
S′ U1
0 −Z′
j ′
)
∈M(m2)×4m
we easily obtain
P(Fj∗M − MFj ′)Q = GB
which gives for M a Hessenberg displacement structure with displacement rank 4m.
We conclude that for the general class of multivariate Frobenius–Padé approximants corresponding to square index
sets D and E\N the denominator coefﬁcient matrix M is a polynomial Hankel like matrix [19] becauseFj∗ andFj ′
are Hessenberg (more precisely, tridiagonal).
Fast algorithms (Levinson type algorithms, that is, that produce a triangular factorization of the inverse of the matrix)
for solving systems with Hessenberg displacement structure have been proposed in [16]. In [15] a Schur type algorithm
has been proposed for recursive triangular factorization of general polynomial Hankel-like matrices, that is, matrices
with a {Y, V }-displacement structure deﬁned via Hessenberg matrices V and Y. That algorithm can be applied to our
matrices leading to a fast solution of the system. In fact, its complexity is given in [15]:
C(n) = O(M(n)n + n2)
for a n × n matrix, where M(n) is the cost of a multiplication of Y, V by a vector. In our case the complexity will be
of order m4 instead of m6. The development of such algorithms with application to the computation of multivariate
Frobenius–Padé approximants is under study.
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6. Mixed Frobenius–Padé approximants
6.1. Deﬁnitions
We will now generalize to the Frobenius–Padé case the deﬁnition of nested multivariate Padé approximants given
in [12] for two variable functions given by a power series expansion. This approach consists in applying the Padé
approximation with respect to y to the coefﬁcients of the Padé approximation with respect to x. This leads to algorithms
involving univariate approximation (and so small systems) and faster in terms of computational costs (FFT methods
can be used) when compared to other generalizations of Padé approximants to multivariate case. Convergence results
for these approximants were given in [13].
As in the previous sections we suppose that f (x, y) is a function given by its expansion in an orthogonal system
{Pk} and we write it in the following way:
f (x, y) =
∞∑
j=0
∞∑
i=0
fijPi(y)Pj (x) =
∞∑
j=0
fj (y)Pj (x).
The approximant is constructed in two steps.
First step: We consider f as a function of x (and y will be considered as a parameter)
fy(x) =
∞∑
j=0
fj (y)Pj (x).
We want to compute two polynomials Qy(x) and Py(x) of the form
{
Qy(x) = 1 +∑mi=1 bi(y)xi,
Py(x) =∑ni=0 ai(y)Pi(x)
such that
Qy(x)fy(x) − Py(x) = O(Pn+m+1(x)),
which means that the ﬁrst n + m + 1 coefﬁcients in the expansion in the orthogonal system {Pk} vanish. This is a
kind of Frobenius–Padé approximant for the one variable function fy(x): the only difference is that we express the
denominator in the powers of x and not in the orthogonal system {Pk} in order to simplify the computations.
Replacing the expressions of Qy(x) and Py(x) we get
∞∑
j=0
fj (y)Pj (x) +
∞∑
j=0
m∑
i=1
bi(y)fj (y)x
iPj (x) −
n∑
i=0
ai(y)Pi(x) = O(Pn+m+1(x)).
We set
xi
∞∑
j=0
fj (y)Pj (x) =
∞∑
j=0
f ij (y)Pj (x), (16)
and ﬁnally
∞∑
j=0
(
fj (y) +
m∑
i=1
bi(y)f
i
j (y)
)
Pj (x) −
n∑
i=0
ai(y)Pi(x) = O(Pn+m+1(x)).
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This leads to the following system:
m∑
i=1
bi(y)f
i
j (y) + fj (y) = 0, j = n + 1, . . . , n + m (17)
m∑
i=1
bi(y)f
i
j (y) + fj (y) = aj (y), j = 0, . . . , n. (18)
Second step: We replace the unknown functions aj (y), j = 0, . . . , n and bi(y), i = 0, . . . , m (solution of our
problem) by some polynomials that approach them in the following way:
• (a) for i = 1, . . . , m we replace bi(y) by a polynomial
b∗i (y) =
M∑
k=0
biky
k
.
We will have m(M + 1) coefﬁcients to compute and we can choose them in order to annihilate the ﬁrst M + 1
coefﬁcients of the expansion in the orthogonal system {Pk} of each equation in (17).We need to obtain the expansion
in the orthogonal system {Pk} of the left-hand side of (17), that is for the functions f ij (y). We obtain the following
result:
Proposition 1. Let f (x, y) = ∑∞i=0∑∞j=0 fijPi(x)Pj (y) be a two variable function given by its expansion in an
orthogonal system {Pk} satisfying the recurrence relation
xP k(x) = AkPk+1(x) + BkPk(x) + CkPk−1(x), (19)
and let us set as previously,
fy(x) =
∞∑
j=0
fj (y)Pj (x), fj (y) =
∞∑
k=0
fjkPk(y).
1. The polynomials xiPk(x) can be expressed in the {Pk} basis in the following way:
xiPk(x) = ik,k+iPk+i (x) + · · · + ikkPk(x) + · · · + ik,k−iPk−i (x), (20)
where the coefﬁcients ikj can be computed by a recurrence on the upper index i in the following way:⎧⎨
⎩
ik,k+i = Ak+i−1i−1k,k+i−1,
ik,k−i = Ck−i+1i−1k,k−i+1,
ikj = Aj−1i−1k,j−1 + Bji−1kj + Cj+1i−1k,j+1, k − i + 1jk + i − 1.
(21)
2. Let us consider the expansion of xify(x) in the orthogonal system {Pk},
xify(x) =
∞∑
j=0
f ij (y)Pj (x).
Then the expansion of the functions f ij (y) in the system {Pk} is given by
f ij (y) =
∞∑
k=0
f ijkPk(y) with f
i
jk =
k+i∑
n=k−i
fnk
i
nj .
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Proof.
1. This can be easily proved by induction using (19).
2. We have xify(x) =∑∞j=0fj (y)xiPj (x). From (20) we see that the contribution to the coefﬁcient of Pk(x) comes
from the terms xiPk−i (x), . . . , xiPk+i (x) and so
f ik (y) =
k+i∑
j=k−i
fj (y)
i
j,k =
k+i∑
j=k−i
⎛
⎝∑
l0
fjlPl(y)
⎞
⎠ ij,k
=
∑
l0
⎛
⎝ k+i∑
j=k−i
fjl
i
jk
⎞
⎠Pl(y)
and the result follows.
This proposition enables us to obtain the system to be solved in order to compute the coefﬁcients bkl of the
denominator polynomial. It is obtained from⎛
⎜⎜⎜⎝
f 1n+1(y) f 2n+1(y) · · · f mn+1(y)
f 1n+2(y) f 2n+2(y) · · · f mn+2(y)
...
... · · · ...
f 1n+m(y) f 2n+m(y) · · · f mn+m(y)
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
b∗1(y)
b∗2(y)
...
b∗m(y)
⎞
⎟⎟⎠= −
⎛
⎜⎜⎝
fn+1(y)
fn+2(y)
...
fn+m(y)
⎞
⎟⎟⎠
equating the coefﬁcients of the ﬁrst M + 1 terms of each equation.
• (b) for j = 0, . . . , n, we deﬁne
a∗j (y) =
N∑
k=0
ajkPk(y)
and we will have to compute (n + 1)(N + 1) coefﬁcients (ajk) that will be chosen in order to equalize the ﬁrst
N + 1 coefﬁcients of the expansion in {Pk} of the right and left-hand side of each equation of (18). The expansion
of the left-hand side in the orthogonal system {Pk} is obtained as in (a).
(a) implies the resolution of a linear system of m(M + 1) equations and from (b) we obtain directly the coefﬁcients
aij . We will call Mixed Frobenius–Padé approximant the rational approximant
R(x, y) = P(x, y)
Q(x, y)
with
{
P(x, y) =∑ni=0∑Nk=0 aikPi(x)Pk(y),
Q(x, y) = 1 +∑mi=1∑Mk=0 bikxiyk
satisfying
Q(x, y)f (x, y) − P(x, y) =
∑
(i,j)∈(N2\E)
dijPi(x)Pj (y)
with
E = {(i, j): (0 in and 0jN) or (n + 1 in + m and 0jM)}.
The shape and the cardinal of the set of indices E depend on the number of the known coefﬁcients of the series
f (x, y). If we want a symmetry with respect to the two variables x and y it is sufﬁcient to take N = M = n + m.
But in this case we do not have symmetry in the approximant—the same powers of x and y. For this we need to take
N = n and M =m, and we will privilege the x variable approximation. This can be a very interesting property of these
approximants: we can expect to obtain good approximations when the function has an unsymmetric set of singularities
because of the different nature of the variables.
We remark that we can do the same type of construction beginning with the y variable.
As we have seen, in the case of a general family of orthogonal polynomials we need a large amount of computations
to construct the entries of the linear system that give the coefﬁcients of the approximant, and it seems difﬁcult to obtain
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a structure for this matrix. We will now consider a particular case—the family of Tchebychev polynomials—for which
the previous computations will be very simple allowing us to obtain a structure for the coefﬁcient matrix.
6.2. A class of Padé–Tchebyshev approximants in two variables
Let us now consider a function f (x, y) given by
f (x, y) =
∞∑
i,j0
fijTi(x)Tj (y) =
∞∑
j=0
fj (y)Tj (x),
where {Tk} is the system of Tchebyshev polynomials of ﬁrst kind.
Wewill proceed as in the previous section to construct themixedPadé–Tchebyschev approximant off (x, y) following
the two steps.
First step: We construct a linearized Padé–Tchebyshev approximant to the function of x, fy(x) = f (x, y), that is,
we construct the two polynomials Qy(x) and Py(x) of the form:{
Qy(x) =∑mi=0 bi(y)Ti(x),
Py(x) =∑ni=0 ai(y)Ti(x)
such that
Qy(x)fy(x) − Py(x) = O(Tn+m+1(x)).
We recall a fundamental property of the Tchebyshev polynomials:
Tk(x)Ti(x) = 12 (Tk+i (x) + Tk−i (x)) , i0, k0 (22)
with the notation T−i (x) = Ti(x) for all i0.
Using (22) we get(
m∑
k=0
bk(y)Tk(x)
)( ∞∑
i=0
fi(y)Ti(x)
)
= 1
2
m∑
k=0
bk(y)
(
n∑
i=k
fi−k(y)Ti(x) +
n∑
i=−k
fi+k(y)Ti(x) +
∞∑
i=n+1
(fi−k(y) + fi+k(y)) Ti(x)
)
= 1
2
∞∑
i=n+1
(
m∑
k=0
bk(y)(fi−k(y) + fi+k(y)
)
Ti(x)
+ 1
2
m∑
k=0
bk(y)
[
n∑
i=0
fi−k(y)Ti(x) +
n∑
i=1
fi+k(y)Ti(x) + f0(y)Tk(x)
]
= 1
2
∞∑
i=n+1
(
m∑
k=0
bk(y)(fi−k(y) + fi+k(y)
)
Ti(x)
+ 1
2
n∑
i=1
(
m∑
k=0
bk(y)(fi−k(y) + fi+k(y))
)
Ti(x) + 12 f0(y)
m∑
k=0
bk(y)Tk(x) + 12
m∑
k=0
bk(y)fk(y)T0(x).
Let us suppose that mn. Then
• the bk(y) are solution of the system:
m∑
k=0
bk(y)(fi−k(y) + fi+k(y)) = 0, i = n + 1, . . . , n + m. (23)
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We consider the Tchebyshev expansion of the functions bj (y),
bj (y) =
∞∑
i=0
bjiTi(y), j = 1, . . . , m
and we ﬁx b0(y) = 1. We deﬁne
B(y) =
⎛
⎝ b1(y)...
bm(y)
⎞
⎠= ∞∑
i=0
BiTi(y) with Bi =
⎛
⎜⎜⎝
b1i
b2i
...
bmi
⎞
⎟⎟⎠ , (24)
and we denote by Hm(y) the following m × m matrix
Hm(y) =
(
fn(y) + fn+2(y) fn−1(y) + fn+3(y) · · · fn+1−m(y) + fn+1+m(y)
· · · · · · · · · · · ·
fn+m−1(y) + fn+m+1(y) fn+m−2(y) + fn+m+2(y) · · · fn(y) + fn+2m(y)
)
.
Then the bj (y) are the solution of the system
Hm(y)B(y) = F(y) with F(y)T = 2 (fn+1(y) · · · fn+m(y)) . (25)
• the ak(y) are given by{
a0(y) = 12
∑m
k=0 bk(y)fk(y),
ai(y) = 12
[
f0(y)bi(y) +∑mk=0 bk(y) (fi+k(y) + fi−k(y))] , i = 1, . . . , n . (26)
Second step: We replace the functions ai(y) and bi(y) by their approximation by polynomials in the Tchebychev
basis, a∗i (y) and b∗i (y).
Computation of the b∗j (y).
In order to obtain the coefﬁcients bij we are going to replace B by a polynomial B∗ of degree m (that is, truncate the
expansion in (24) at order m),
B∗(y) =
⎛
⎝ b
∗
1(y)
...
b∗m(y)
⎞
⎠= m∑
i=0
B∗i Ti(y).
The expansion of the right-hand side of (25) in the Tchebyshev system becomes
Hm(y)B∗(y) =
( ∞∑
i=0
HiTi(y)
)⎛⎝ m∑
j=0
B∗j Tj (y)
⎞
⎠= ∞∑
i=0
⎛
⎝ m∑
j=0
HiB
∗
j Ti(y)Tj (y)
⎞
⎠
= 1
2
⎛
⎝ ∞∑
i=0
m∑
j=0
HiB
∗
j Ti+j (y) +
∞∑
i=0
m∑
j=0
Hmi B
∗
j Ti−j (y)
⎞
⎠ ,
where for all i0, Hi ∈Mm×m is the ith coefﬁcient of the expansion of Hm(y) in Tchebyshev series.
• ∞∑
i=0
m∑
j=0
Hmi B
∗
j Ti+j (y) =
m∑
j=0
∞∑
k=j
Hk−jB∗j Tk(y) =
∞∑
k=0
⎛
⎝ k∑
j=0
Hk−jB∗j
⎞
⎠ Tk(y),
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• ∞∑
i=0
m∑
j=0
HiB
∗
j Ti−j (y) =
m∑
j=0
∞∑
k=−j
Hk+jB∗j Tk(y)
=
m∑
j=0
−1∑
k=−j
Hk+jB∗j Tk(y) +
m∑
j=0
∞∑
k=0
Hk+jB∗j Tk(y)
=
m∑
j=0
j∑
l=1
Hj−lB∗j Tl(y) +
∞∑
k=0
⎛
⎝ m∑
j=0
Hk+jB∗j
⎞
⎠ Tk(y)
=
m∑
l=1
m∑
j=l
Hj−lB∗j Tl(y) +
∞∑
k=0
⎛
⎝ m∑
j=0
Hk+jB∗j
⎞
⎠ Tk(y)
=
m∑
k=1
⎛
⎝ m∑
j=k
Hj−kB∗j
⎞
⎠ Tk(y) + ∞∑
k=0
⎛
⎝ m∑
j=0
Hk+jB∗j
⎞
⎠ Tk(y).
Regrouping the coefﬁcients corresponding to the same index k in the expansion in {Tk} and replacing H0 and F0 by
1
2H0 and
1
2F0, respectively, we ﬁnally obtain the linear system:{
2
∑m
j=0 HjB∗j = F0,∑m
j=0 Hj−kB∗j +
∑m
j=0 Hj+kB∗j = Fk, k = 1, . . . , m
(with the convention Hi = H−i ), which corresponds to equating the coefﬁcients of terms up to order m in both sides
of (25).
We have then shown the following result:
Theorem 2. Let f be a two variable function given by its expansion in a Tchebyshev series
f (x, y) =
∞∑
i=0
∞∑
j=0
fijTi(x)Tj (y) =
∞∑
j=0
fj (y)Tj (x).
We deﬁne mixed Padé–Tchebyshev approximant by
PTchem,n(x, y) = P(x, y)/Q(x, y) with
{
P(x, y) =∑mj=0 b∗j (y)Tj (x) with b∗j (y) =∑mk=0 b∗jkTk(y),
Q(x, y) =∑ni=0 a∗i (y)Ti(x) with a∗i (y) =∑mk=0 a∗ikTk(y)
and the coefﬁcients deﬁned by:
• the denominator coefﬁcients b∗ij , regrouped in a vectorB=(B∗0 , B∗1 , . . . , B∗m)T ,B∗j =(b∗j1, . . . , b∗jm)T , j=0, . . . , m,
are the solution of the (m(m + 1)) × (m(m + 1)) system:
m∑
j=0
(Hj−k + Hj+k)B∗j = Fk k = 0, . . . , m ⇔ HB=F (27)
with
H=
⎛
⎜⎜⎝
H0 H1 · · · Hm
H−1 H0 · · · Hm−1
...
...
...
H−m H−m+1 · · · H0
⎞
⎟⎟⎠+
⎛
⎜⎜⎝
H0 H1 · · · Hm
H1 H2 · · · Hm+1
...
...
...
Hm Hm+1 · · · H2m
⎞
⎟⎟⎠=H1 +H2
withH1 a block Toeplitz matrix andH2 a block Hankel matrix;
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• the numerator is given by{
a∗0(y) = 12
∑m
k=0 b∗k (y)f
(m)
k (y),
a∗i (y) = 12
[
f
(m)
0 (y)b
∗
i (y) +
∑m
k=0 b∗k (y)(f
(m)
i+k (y) + f (m)i−k (y))
]
, i = 1, . . . , n .
with f (m)j (y) =
∑m
k=0 fjkTk(y) the partial sums of order m.
Then the polynomials P(x, y) and Q(x, y) satisfy:
Q(x, y)f (x, y) − P(x, y) = R(x, y) =
∑
i,j0
rij Ti(x)Tj (y)
with
rij = 0 for i = 0, . . . , n + m and j = 0, . . . m.
This theorem enables us to propose fast algorithms to compute the denominator coefﬁcients. These will be based
on the fast inversion algorithms of Toeplitz-plus-Hankel matrices developed in [14]. The formulae and algorithms
presented there can be generalized to the block case, that is, A = T + H , where T is block Toeplitz and H is block
Hankel, and it is easy to show that the solution of the [m(m + 1)] × [m(m + 1)] system (27) can be achieved with a
complexity of O(m2(m + 1)2) (instead of O(m6) using Gauss elimination). Implementation of these algorithms and
numerical examples will be presented in a future work.
6.3. Padé–Tchebyshev approximants of “tensor product type”
Let us now give a second deﬁnition for Padé–Tchebyshev approximants which we call of tensor type because the
denominator polynomial is chosen to be a tensor product of a polynomial of degree m in x by a polynomial of degree
m in y. Let us consider the polynomials{
Qm(x, y) =∑mi=0∑mj=0bij Ti(x)Tj (y),
Pn(x, y) =∑(i,j)∈NaijTi(x)Tj (y) with N ⊂ N2 .
We begin by obtaining the expansion of Qmf in a Tchebyshev series. After some simple but rather long computations
using the property (22) we can obtain:
Qm(x, y)f (x, y)
=
⎛
⎝ m∑
i=0
m∑
j=0
bij Ti(x)Tj (y)
⎞
⎠
⎛
⎝ ∞∑
i=0
∞∑
j=0
fijTi(x)Tj (y)
⎞
⎠
=
∞∑
r=0
∞∑
s=0
Tr(x)Ts(y)
⎛
⎝ m∑
i=0
m∑
j=0
bij fr−i,j−s
⎞
⎠+ ∞∑
r=0
∞∑
s=1
Tr(x)Ts(y)
⎛
⎝ m∑
i=0
m∑
j=0
bij fr−i,j+s
⎞
⎠
+
∞∑
r=1
∞∑
s=0
Tr(x)Ts(y)
⎛
⎝ m∑
i=0
m∑
j=0
bij fr+i,s−j
⎞
⎠+ ∞∑
r=1
∞∑
s=1
Tr(x)Ts(y)
⎛
⎝ m∑
i=0
m∑
j=0
bij fr+i,j+s
⎞
⎠
=
∞∑
i=0
∞∑
j=0
eij Ti(x)Tj (y). (28)
We want to compute a rational approximant Pn(x, y)/Qm(x, y) to f (x, y) in such a way that
Rm(x, y) = Qm(x, y)f (x, y) − Pn(x, y) =
∑
(i,j)∈N2\E
rij Ti(x)Tj (y),
whereE in a set of pairs (i, j) for which the corresponding coefﬁcients in the error term are 0.WewriteE=N∪D, where
N and D are disjoint sets, and, as before, N corresponds to the set of indices appearing in the numerator polynomial
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Fig. 5. Numerator and denominator index sets.
and D to the set of indices appearing in the denominator. Different types of approximants can be obtained by choosing
different sets. In our case we have (Fig. 5)
D = {(i, j): 0 im, 0jm}
and we will consider the particular choice for N:
N = {(i, j): m + 1 i , 2m, 0jm − i} ∪ {(i, j) : m + 1j , 2m, 0 im − j}.
We will compute the coefﬁcients of the approximant in the following way:
• We begin by computing the coefﬁcients of the denominator (bij ) by
eij = 0 for (i, j) ∈ D, eij = 0 i = 0, . . . , m, j = 0, . . . , m.
This corresponds to solving a linear system: with the convention f−i,−j = fij and setting Hij the following block
of size (m + 1),
Hij =
⎛
⎜⎜⎝
fij fi+1,j · · · fi+m,j
fi,j+1 fi+1,j+1 · · · fi+m,j+1
...
...
...
fi,j+m fi+1,j+m · · · fi+m,j+m
⎞
⎟⎟⎠ ,
from (28) we immediately obtain the coefﬁcient matrixH of the system we have to solve to get the (bij ):
H= (Hij )mi,j=0 withHij = Hij + H−i,j + Hi,−j + H−i,−j .
This matrix is easier to construct than in the general case considered in paragraph 6.1, but not so simple that in the
previous case (Section 6.2) where we were able to give for the matrix a structure of block Toeplitz-plus-Hankel.
• the coefﬁcients (aij ) are immediately obtained from the (bij ) by setting
aij = eij for (i, j) ∈ N
(as seen before the eij are computed from the coefﬁcients of the series and from the bij ).
So the principal part of the computational effort corresponds to the computation of the denominator coefﬁcients.
7. Conclusions and future work
We have proposed different types of multivariate rational approximants for functions given by their orthogonal
expansions, based on different generalizations of the concept of Padé approximation to multivariate series. We were
mainly interested in proposing algorithms for their computation: recursive algorithms for the computation of the values
at a given point of particular sequences of approximants and fast algorithms based on a displacement structure of the
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matrix giving the denominator coefﬁcients. We are now going to implement these algorithms in order to show their
good numerical properties.
The convergence properties of these approximants are under study. In the case of one variable, the Frobenius–Padé
approximants gave very good numerical results and a great acceleration of convergence has been shown in [21] for some
classes of functions, particularly near the singularities of these functions. So we can expect that these good properties
will be generalized to the multivariate case. We will try to obtain acceleration results, that is, from some properties on
the function f or of the sequences (fij ), we will show that the sequence of multivariate Frobenius–Padé approximants
converge faster than the corresponding sequences of partial sums, SN(x, y) =∑(i,j)∈N fijPi(x)Pj (y).
This will be the object of a forthcoming paper.
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