Abstract. In this paper we shall develop a theory of (extended) double shuffle relations of Euler sums which generalizes that of multiple zeta values (see Ihara, Kaneko and Zagier, Derivation and double shuffle relations for multiple zeta values. Compos. Math. 142 (2)(2006), 307-338). After setting up the general framework we provide some numerical evidence for our two main conjectures. At the end we shall prove the following long standing conjecture: for every positive integer n
Introduction
There are many different generalizations of Riemann zeta functions. One may introduce more variables to define the multiple zeta function as ζ(s 1 , . . . , s l ) =
(1) for complex variables s 1 , . . . , s l satisfying ℜ(s 1 ) + · · · + ℜ(s j ) > j for all j = 1, . . . , l. It was Euler who first systematically studied the special values of these functions at positive integers when d = 2, after corresponding with Goldbach. Among many results he showed (see [10] and [11, p. 266 However, only in the past fifteen years or so have these values been found to have significant arithmetic, algebraic and geometric meanings and have since been under intensive investigation (see [13, 14, 18, 19] ). Consequently many other multiple zeta value (MZV) identity families have been discovered and it is conjectured [17] that all of them are consequences of the finite and extended double shuffle relations (see section 2 for details).
In another direction, MZVs can also be thought of as special values of the multiple polylogarithms (note that s i are all positive integers and s 1 > 1) Li s1,...,s l (x 1 , x 2 , . . . , x l ) =
Goncharov [12] proposes to study the special values of these functions at roots of unity and believes this will provide the high cyclotomic theory. Moreover, theoretical physicists have already found out that such values appear naturally in the study of Feynmen diagrams ( [7, 8] ). We will study these special values in another paper [20] .
Starting from early 1990's Hoffman [14, 15] has constructed some quasi-shuffle 1 algebras in order to catch the essence of MZVs. Recently he [16] extends this to incorporate the special values of polylogarithms at roots of unity, although his definition of * -product is different from ours. If we only take x i = ±1 in the multiple polylogarithms then the special values Li s1,...,s l (x 1 , x 2 , . . . , x l ) are called (alternating) Euler sums (see [2] ): 
We will only consider such sums in this paper. Observe that we may even allow s 1 = 1 if x 1 = −1.
To save space, if x j = −1 then s j will be used and if a substring S repeats n times in the list then {S} n will be used. For example, ζ(1) = ζ(1; −1) = − ln 2 and ζ(2) = π 2 /6. We will call indices like (1, 2,3) signed indices.
It is well known that there are two types of relations among MVZs, one from multiplying the series (3) and the other from multiplying their iterated integral representations. Both of these can be generalized to Euler sums fairly easily. After briefly sketching this theory in section 2 and posing two conjectures we shall provide some numerical computation to support them in section 3.
The rest of the paper is devoted to the proof of
Around 1996 Borwein, Bradley and Broadhurst [5] first noticed that the above result must be true after some intensive computation. It is remarkable that this was the only conjectured family of identities relating alternating Euler sums to MZVs. Several proofs of the case n = 1 can be found in [4] . The case n = 2 is much more difficult and the only known proof before this work was by computer computation [1] . In this paper, we will prove this result in general by using double shuffle relations and the distribution relation. However, in general it is impossible to prove the identities by just the finite double shuffle relations.
I would like to thank David Bradley for his encouragement and many email discussions. In particular, he pointed out the equivalent form of Theorem 4.1 in Theorem 4.2. This simplifies my original computation greatly.
2 The double relations and the algebra A Kontsevich first noticed that MZVs can be represented by iterated integrals. It is quite natural and easy to extend this to Euler sums (see [4] ). Set
For every positive integra n define β n = a n−1 b and γ n = a n−1 c.
Then it is straight-forward to verify that for s 1 > 1
To study this for general Euler sums we can follow Hoffman [15] by defining an algebra of words as follows:
Definition 2.1. Set A 0 = {1} to be the set of empty word. Define A = Q A to be the graded noncommutative polynomial Q-algebra generated by letters a, b and c, where A is a locally finite set of generators whose degree n part A n consists of words (i.e., a monomial in the letters) of length n. Let A 0 be the subalgebra of A generated by words not beginning with b and not ending with a. The words in A 0 are called admissible words.
Observe that every Euler sum can be expressed as an iterated integral over [0, 1] of a unique admissible word w in A 0 . Then we denote this Euler sum by Z(w). It is quite easy to see that A 0 is generated by words β n (n ≥ 2) and γ m (m ≥ 1). For example from (4)
If some s i 's are replaced bys i 's then we need to change some β's to γ's according to the following:
Converting rule between signed indices and admissible words in A 0 . Going down from s 1 to s l , as soon as we see the first signed letters i we change every β after β si (inclusive) to γ until the next signed letters j is encountered. We then leave alone and all the β's after β sj (again inclusive) until we see the next signed letter when we start to toggle again. Carry on this toggling till the end.
Imaginatively we can think the bars as switches between γ's and β's. It is not hard to see that this establishes a one-to-one correspondence between Euler sums and the words in A 0 . For example:
We would like to find many relations between different special values. Remarkably, Chen [9] developed a theory of iterated integral which can be applied in our situation.
where x is the shuffle product defined by
For example, we have
Let A x be the algebra of A together with the multiplication defined by shuffle product x. Denote the subalgebra A 0 by A 0 x when we consider the shuffle product. Then we can easily prove Proposition 2.3. The map Z : A 0 x −→ R, is an algebra homomorphism. On the other hand, it is well known that Euler sums also satisfy the series stuffle relations. For example ζ(1)ζ(2) = ζ(1, 2) + ζ(2,1) + ζ(3).
To study such relations in general we need the following definition.
Definition 2.4. Denote by A 1 the subalgebra of A which is generated by words β k and γ k with k ≥ 1. In other words, A 1 is the subalgebra of A generated by words not ending with a. For any word w ∈ A 1 and positive integer n define the maltese operator βn (w) = w, and γn (w) to be the word with β and γ toggled. For example γ1 (γ 2 β 4 ) = β 2 γ 4 . We then define a new multiplication * on A 1 by requiring that * distribute over addition, that 1 * w = w * 1 = w for any word w, and that, for any words w 1 , w 2 and letters x and y,
where
We call this multiplication the stuffle product.
If we denote A 1 together with this product * by A x by replacing the shuffle product by stuffle product. Then by induction on the lengths and using the series definition we can quickly check that for any
This implies that
Proposition 2.6. The map Z : A 0 * −→ R, is an algebra homomorphism. For w 1 , w 2 ∈ A 0 we will say that
is a finite double shuffle (FDS) relation. It is known that even for MZVs these relations are not enough to recover all the relations among MZVs. However, we believe one can remedy this by considering extended double shuffle relations produced by the following mechanism. This wss explained very well in [17] when Ihara, Kaneko and Zagier considered MZVs. So we will follow them closely in the rest of the section. Combining Propositions 2.6 and 2.3 we can prove easily (see [17, 
Proposition 2.7. We have two algebra homomorphisms:
which are uniquely determined by the properties that they both extend the evaluation map Z : A 0 −→ R and send b to T .
For any signed index k = (k 1 , . . . , k n ) where k i are positive integers (it may have a bar on top), let the image of the corresponding words in A 1 under Z * and Z x be denoted by Z * k (T ) and Z x k (T ) respectively. For example,
. From this and more computations we believe that all the linear relations among Euler sums can be produced by FDS and EDS to be defined below. In order to state it formally we need to adopt the machinery in [17, §3] . We will use the same notations there except that H is replaced by A and y by b. Then let R be a commutative Q-algebra with 1 and Z R is any map from A 0 to R such that the "finite double shuffle" (FDS) property holds:
Similar to the situation for MZVs, we may define the A 0 -algebra isomorphisms
, which send b to T . Composing these with the evaluation map T = 0 we get the maps reg x and reg * . 
If a map Z R : A 0 −→ R satisfies the FDS and any one of the equivalent conditions in the above conjecture then we say that Z R have the extended double shuffle (EDS) property. Let R EDS be the universal algebra (together with a map Z EDS : A 0 −→ R EDS ) such that for every Q-algebra R and a map Z R : A 0 −→ R satisfying EDS there always exists a map ϕ R to make the following diagram commutative:
Main Conjecture 1. The map φ R is injective, namely, the algebra of Euler sums is isomorphic to R EDS .
If an Euler sum can be expressed by linear combination of the products of Euler sums with lower weights then the Euler sum is called reduced. Broadhurst [8] gives a conjecture on the number of Euler sums in a minimal Q-basis for reducing all Euler sums to basic Euler sums. When considering only the linear independence of Euler sums Broadhurst conjectures that the Q-dimension of weight n Euler sum sums is given by the Fibonacci numbers:
, and so on. Zlobin [21] further proposes the following precise version of this conjecture. Main Conjecture 2. Let n be a positive integer. Then there are Q-linearly independent Euler sums of weight n such that every Euler sum of weight n is a Z-linear combination of these sums.
We will denote EZ n (for "Euler sums relations over Z") the number of independent Euler sums of weight n in the conjecture. It is likely that EZ 2 = 2, EZ 3 = 3, EZ 4 = 5 and EZ 5 = 8 which are suggested by the computations in the next section, which agree with Broadhurst's conjecture. In another paper [20] we investigate the relations between special values of multiple polylogarithms at mth roots of unity for general m and propose a similar problem to Main Conjecture 2.
The structure of Euler sums and some numerical evidence
We shall now use both FDS and EDS to compute the relations between Euler sums of weight < 6. Most of the computations in this section are carried out by Maple. We have checked the consistency of these relations with the many known ones and verified numerically all the identities in the paper by EZ-face [6] with error smaller than 10 −50 . From these numerical results we derived our Main Conjecture 2.
Proposition 3.1. All the weight two Euler sums can be expressed as Z-linear combinations of ζ(2) and ζ(1, 1) :
Proof. It is easy to see from EDS that
From the proposition and a stuffle relation we get
Hence it is apparent that ζ(2) and ζ(1, 1) are linearly independent over Q which verifies the Main Conjecture 1 in this case. 
Proof. When weight is three, by only DS we have
These are far from enough to prove the proposition. But by EDS we have five more relations:
Now the proposition follows from the stuffle relation:
Remark 3.4. By our Main Conjecture 1 there should be no further linear relations among ζ(2, 1), ζ(1, 1, 1) and ζ(1, 2) which gives EZ 3 = 3. This is easy to see to be equivalence to the linear independence of ζ(3), ζ(1)ζ(2) and ζ(1,1, 1).
The previous two propositions and the following two results show that if weight < 6 then both Broadhurst-Zlobin Conjecture and our Main Conjecture 2 are true. 1, 2) , and E = ζ (1, 1, 1, 1) . For length one and two:
Proposition 3.5. All weight four Euler sums are Z-linear combinations of
A = ζ(2, 1, 1), B = ζ(2, 2), C = ζ(1, 2, 1), D = ζ(1,ζ(4) = 64A + 16B , ζ(4) = −56A − 14B , ζ(3, 1) = 16A + 4B , ζ(3,1) = 118A + 19B + 14C , ζ(2, 2) = 48A + 12B , ζ(3, 1) = 10A + 2B , ζ(3,1) = −140A − 24B − 14C , ζ(2,2) = −24A − 7B , ζ(2,2) = −12A − 3B , ζ(1, 3) = −38A − 5B − 6C , ζ(1,3) = 58A + 8B + 8C .
For length three:
ζ(2, 1, 1) = 64A + 16B , ζ(2, 1,1) = 16A + 2B + 6C + 3D , ζ(2,1,
For length four,
The next proposition shows that the Q-basis conjectured by Zlobin can not be chosen as the Z-linear basis in general. 1, 1, 1, 1), ζ(1, 1, 2, 1),  ζ(2, 1, 1, 1), ζ(1, 1, 1, 2), ζ(1, 2, 1, 1) , ζ(2, 1, 2), ζ(2, 2, 1) and ζ(1, 2, 2). 
Furthermore, all weight five Euler sums are Z-linear combinations of
Eor length one and two: 
For length five,
A family of Euler sum identities
In this section we shall prove the following Theorem 4.1. For every positive integer n ζ({3} n ) = 8 n ζ({2, 1} n ).
First we can rephrase our identities using words in A 0 , which was pointed out to us by D. Bradley. For any positive integer i define the i-th cut of a word l 1 . . . l m (l i are letters) to be a pair of words given by Then for every positive integer n the following holds in A 0 :
Here d = a(b + c) is regarded as one letter when we do the cuts first, retaining the ⋆-concatenation. ζ 1 , t 1 ,1, t 2 , . . . ,1, t n .
The ⋆-concatenation appears because neither c 2 nor b 2 can appear in any of the Euler sums in the above sum. We should keep this in mind because the operator Cut i will lead to some order reversals which also should obey this condition.
(2) As pointed out by D. Bradley the theorem is quite similar to [3, Lemma 3.1] in spirit although they are not the same. Is there any relation between them?
It is easy to verify that for any positive integer n ζ({2,
On the other hand an integral substitution t → t 2 yields (see [4, (5.14) ])
This also follows quickly from the following special case of the distribution relation of multiple polylogarithms (see [20, (2.5) ]):
Remark 4.4. From Maple computation we notice that (7) can not be derived from FDS in general. But we believe it is a consequence of some EDS from Prop. 2.7. We plan to study this problem and EDS in more details in the future.
Now we can multiply 4 n on both sides of (6) 
Proof. We proceed by induction on n. When n = 1 the left hand side of (8) is
This is exactly the right hand side −a 2 (b + c). Now assume that identity (8) holds up to n − 1 for some n ≥ 2. Set γ = γ 1 = c, d = β 2 + γ 2 and d 3 = β 3 + γ 3 . Then d ⋆ γ = β 2 γ + γ 2 β 1 . In the rest of the paper we set = γ . Note that
Hence by the recursive definition of the stuffle product (5)
Converting β 2 γ + γ 2 β 1 back to d ⋆ γ and cancelling all the terms without γ 3 or β 3 we get
By induction assumption the expression in the last big curly bracket is (−1) n (a 2 (b + c)) n−1 . This proves the proposition since d 3 = a 2 (b + c).
Proposition 4.6. For every positive integer n
and
Here we set
Proof. We again proceed by induction on n. When n = 1 the left hand side of (9) is
So the proposition is true when n = 1. Now assume that (8) holds up to n − 1 for some n ≥ 2. We will use repeatedly the following recursive expression of the shuffle product: for any letters x, y and words w 1 and w 2 :
Thus
−ab 
Let us denote the right hand side of (9) by f n (a, b, c). Notice that we can safely change c to b in the second big bracket above and therefore by induction assumption we get 1 (a, c, b) ).
Consider now the remaining terms in This completes the proof of identity (9) . Notice that throughout the above proof we may exchange b and c and thus identity (10) follows immediately. This completes the proof of the proposition and therefore Theorem 4.1.
If we consider the partial sums of Euler sums in Theorem 4.1 then we get the following result due to Bowein, Bradley and Broadhurst (see [2, Conjecture 1] ).
Corollary 4.7. Define a sequence {a n (t)} n≥1 by: a 1 (t) = a 2 (t) = 1, and recursively n(n + 1) 2 a n+2 = n(2n + 1)a n+1 + (n 3 + (−1) n+1 t)a n , ∀n ≥ 1.
Then lim n→∞ a n (t) =
Proof. It is easy to check that the sequencẽ a n (t) = 1 +
satisfies the initial conditionsã 1 (t) =ã 2 (t) = 1 and the recursive relation (19) . Hence a n (t) =ã n (t) and lim n→∞ a n (t) = 1 +
On the other hand, let
Then (20) is equivalent to lim n→∞ a n (t) = lim n→∞ b n (t).
But clearly
So (21) is equivalent to Theorem 4.1 and the corollary follows.
