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a b s t r a c t
The concept of an automaton group generalizes easily to semigroups, and the systematic
study of this area is beginning. This paper aims to contribute to that study. The basic theory
of automaton semigroups is briefly reviewed. Various natural semigroups are shown to
arise as automaton semigroups. The interaction of certain semigroup constructions with
the class of automaton semigroups is studied. Semigroups arising from Cayley automata
are investigated. Various open problems and areas for further research are suggested.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Automaton groups — groups of automorphisms of labelled rooted trees generated by actions of automata — were
introduced in the early 1980s as interesting examples having ‘exotic’ properties. Grigorčuk’s infinite periodic group [1]
was the first such example, and it inspired later ones such as the Gupta–Sidki group [2]. Since then, a substantial theory has
developed; see, for example, Nekrashevych’smonograph [3] or one of the surveys by the school led by Bartholdi, Grigorchuk,
Nekrashevych, and Šunić [4–6]. The notion of an automaton group naturally generalizes to semigroups, and the study of
this generalization is beginning (see, for instance, Silva & Steinberg [7] or Grigorchuk, Nekrashevich & Sushchanskii [8,
esp. Section 4 & Section 7.2]). This paper aims to contribute to this study.
There are two main motivations for studying automaton semigroups. First, studies of other automata-theoretic
‘descriptions’ of groups have proved fruitful when generalized to semigroups: automatic structures in the sense of Epstein
et al. [9,10]; automatic presentations [11,12]; the context-free language view of hyperbolic structures [13]. Second, and
more importantly, studying the more general situation of automaton semigroups may shed light on the particular case of
automaton groups: the ‘looser’ setting of semigroups may allow insights that can later be imported into the ‘stricter’ setting
of groups. A historical parallel is the undecidability of the word problem. This was first established for finitely presented
semigroups by Post [14] and later proved for finitely presented groups by Boone [15] and Novikov [16].
Sections 2 and 3 introduce and develop the concept of an automaton semigroup without assuming any prior knowledge
beyond elementary semigroup theory and automata theory. In particular, Section 3 reviews the basic theory of automaton
semigroups.
Section 4 then exhibits naturally occurring examples and classes of automaton semigroups. In particular, free semigroups
and free commutative semigroups are shown to be automaton semigroups, as are the free monoid of rank 1 and the
[semigroup] free product of two trivial semigroups. The author hopes that this section will win over any sceptics who
perhaps suspect that the class of automaton semigroups might consist only of the automaton groups together with
uninteresting, ‘artificial’, non-group semigroups.
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Semigroup constructions are considered next, in Section 5. This area is potentially broad and requires further study, and
this paper only takes the first steps into it and outlines a number of open problems.
Section 6 is devoted to semigroups arising from Cayley automata — that is, automata obtained by viewing the Cayley
graph of a finite semigroup as an automaton. The overmastering theme is to establish correspondences between certain
properties of finite semigroups and properties of the Cayley automaton semigroups arising therefrom. A wider study of
Cayley automaton semigroups has been undertaken by Maltcev [17].
Various open questions are scattered throughout the paper in the appropriate relevant contexts.
[It should be emphasized that, despite their similar names, the notions of automaton groups and semigroups are entirely
separate from the notions of automatic groups and semigroups whose study was begun by Epstein et al. [9] and Campbell
et al. [10], respectively.]
2. Automaton semigroups
The present section is devoted to stating the various definitions required. These definitions will be illustrated by means
of a running example, which will culminate in identifying the semigroup defined by a particular automaton.
A basic point of notation:N∗ denotes thenatural numbersnot including zero andN0 denotes thenatural numbers including
zero.
2.1. Automata, actions & semigroups
An automatonA is formally a triple (Q , B, δ), where Q is a finite set of states, B is a finite alphabet of symbols, and δ is a
transformation of the set Q × B. The automatonA is normally viewed as a directed labelled graph with vertex set Q and an
edge from q to r labelled by x | ywhen (q, x)δ = (r, y):
The interpretation of this is that if the automaton A is in state q and reads symbol x, then it changes to the state r and
outputs the symbol y. Thus, starting in some state q0, the automaton can read a sequence of symbols α1α2 . . . αn and output
a sequence β1β2 . . . βn, where (qi−1, αi)δ = (qi, βi) for all i = 1, . . . , n.
Such automata are more usually known in computer science as deterministic real-time (synchronous) transducers. In
the established field of automaton groups, they are simply called ‘automata’ and this paper retains this terminology.
The automatonA, which outputs exactly one symbol for every symbol it reads, is said to be synchronous. A more general
type of automaton exists which can output zero or many letters on each input (in which case δ would be a function from
Q × B to Q × B∗). The present paper is solely concerned with synchronous automata.
Example. Consider the following automatonA = (Q , B, δ):
The state set Q of this automaton is {a, b}. Its alphabet B is {0, 1}. The function δ is formally defined by
(a, 0) 7→ (b, 0), (b, 0) 7→ (b, 0),
(a, 1) 7→ (a, 1), (b, 1) 7→ (a, 0).
Suppose, for example, that A starts in state a and reads 0011. Then it outputs 0001. The sequence of states visited during
this computation is a, b, b, a, a.
Each state q ∈ Q acts on B∗, the set of finite sequences of elements of B. The action of q ∈ Q on B∗ is defined as follows:
α · q (the result of q acting on α) is defined to be the sequence the automaton outputs when it starts in the state q and reads
the sequence α. That is, if α = α1α2 . . . αn (where αi ∈ B), then α · q is the sequence β1β2 . . . βn (where βi ∈ B), where
(qi−1, αi)δ = (qi, βi) for all i = 1, . . . , n, with q0 = q.
Observe that, since A outputs one letter for each letter it reads, |α · q| = |α|. (The length of the sequence α is denoted
|α|.)
Example. Returning to the running example:
The automaton A acts on the set of words B∗; it has already been shown that 0011 · a = 0001. Notice that |0011| =
|0001| = 4.
As a further example, notice that for any i ∈ N∗, 1i · a = 1i and 1i · b = 01i−1.
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Fig. 1. The set {0, 1}∗ viewed as a rooted binary tree.
The set B∗ can be identifiedwith an ordered regular tree of degree |B|. The vertices of this tree are labelled by the elements
of B∗. The root vertex is labelledwith the emptyword ε, and a vertex labelled α (where α ∈ B∗) has |B| childrenwhose labels
are αβ for each β ∈ B. It is convenient not to distinguish between a vertex and its label, and thus one normally refers to ‘the
vertex α’ rather than ‘the vertex labelled by α’. (Fig. 1 illustrates the tree corresponding to {0, 1}∗.)
The action of a state q on B∗ can thus be viewed as a transformation of the corresponding tree, sending the vertex w to
the vertex w · q. Notice that, by the definition of the action of q, if αα′ · q = ββ ′ (where α, β ∈ B∗ and α′, β ′ ∈ B), then
α · q = β · q. In terms of the transformation on the tree, this says that if one vertex (α) is the parent of another (αα′), then
their images under the action by q are also parent (β) and child (ββ ′) vertices. More concisely, the action of q on the tree
preserves adjacency and is thus an endomorphism of the tree. Furthermore, the action’s preservation of lengths of sequences
becomes a preservation of levels in the tree.
The actions of states extends naturally to actions of words:w = w1 · · ·wn (wherewi ∈ Q ) acts on α ∈ B∗ by
(· · · ((α · w1) · w2) · · ·wn−1) · wn.
So there is a natural homomorphism φ : Q+ → End B∗, where End B∗ denotes the endomorphism semigroup of the tree
B∗. The image of φ in End B∗, which is necessarily a semigroup, is denotedΣ(A).
Definition 2.1. A semigroup S is called an automaton semigroup if there exists an automatonA such that S ' Σ(A).
It is often more convenient to reason about the action of a state or word on a single sequence of infinite length than on
sequences of some arbitrary fixed length. The set of infinite sequences over B is denoted Bω . The infinite sequence consisting
of countably many repetitions of the finite word α ∈ B∗ is denoted αω . For synchronous automata, the action on infinite
sequences determines the action on finite sequences and vice versa.
The following lemma summarizes the conditions under which two words w and w′ in Q+ represent the same element
of the automaton semigroup. The results follow immediately from the definitions, but are so fundamental that they deserve
explicit statement:
Lemma 2.2. Letw,w′ ∈ Q+. Then the following are equivalent:
1. w andw′ represent the same element ofΣ(A);
2. wφ = w′φ;
3. α · w = α · w′ for each α ∈ B∗;
4. w andw′ have the same actions on Bn for every n ∈ N0;
5. w andw′ have the same actions on Bω .
Generally, there is no need to make a notational distinction betweenw andwφ. Thusw denotes both an element of Q+
and the image of this word inΣ(A). In particular, one writes ‘w = w′ inΣ(A)’ instead of the strictly correct ‘wφ = w′φ’.
With this convention, notice that Q generatesΣ(A).
Example. Returning to the running example:
The automatonA acts on the set of words B∗; the semigroup S = Σ(A) is thus a subsemigroup of End B∗ generated by
a and b.
To extract information about S, consider the actions of a and b on sequences. Let α ∈ Bω be an infinite sequence. Now,
α · bmust begin with a symbol 0, regardless of whether the first symbol of α is 1 or 0. Write α · b = 0β . Now,
(0β) · a = 0(β · b) and (0β) · b = 0(β · b).
So α · ba = α · b2 for any α ∈ Bω; thus ba = b2 in the semigroup S.
To aid clarity, the following terminological distinctions have been and will continue to be observed:
1. A word is an element of Q+, and is made up of states or letters, which are elements of Q .
2. A sequence is an element of B∗ ∪ Bω , and is made up of symbols, which are elements of B.
Thus words and letters act on sequences and symbols.
Some further notation is required for the rest of the paper: For w ∈ Q+, define τw : B → B by b 7→ b · w. For b ∈ B,
define pib : Q → Q by q 7→ r if (q, b)δ = (r, x) for some x ∈ B (in fact, x = bτq). So qpib is the state to which the edge from
q labelled by b | · leads.
Thus (q, b)δ = (qpib, bτq).
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2.2. Invertible automata & groups
Let A = (Q , B, δ) be an automaton. Then A is invertible if, for each q ∈ Q , the mapping τq is a bijection. [Outside
of the field of automaton groups and semigroups, a transducer is called invertible if the map δ : Q × B → Q × B is
invertible. However, for the purposes of automaton groups and semigroups, one is interested in those automata that give
rise to invertible transformations of the set B∗, which is precisely equivalent to themaps τq being bijections. Thus one adopts
this definition of ‘invertible automaton’: an automaton that gives rise to invertible transformations of B∗.]
LetA = (Q , B, δ) be an invertible automaton. Then for q ∈ Q and β ∈ B∗, there exists a unique α ∈ B∗ with α · q = β .
Add for each state q a state q−1 to obtain a set Q−1 and define the action of q−1 on B∗ by β · q−1 = α if and only if α · q = β .
Observe that for any q ∈ Q and α ∈ B∗,
α · qq−1 = α · q−1q = α. (1)
So there is a natural homomorphism φ : (Q ∪ Q−1)+ → End B∗. The image of φ in End B∗ is a subgroup of AutB∗ (the
automorphism group of B∗) by virtue of (1) and is denoted Γ (A). Notice that Γ (A) is defined only whenA is an invertible
automaton.
A group G is called an automaton group if there exists an invertible automatonA such that G ' Γ (A).
2.3. Completing the example
Example. In the running example, it has been shown that ba = b2 inΣ(A). Therefore every element of the semigroup is a
product of the form aibj, where i, j ∈ N0. The aim is now to show that every element of the semigroup is uniquely expressible
in this way. Now, for k ∈ N∗,
0k1ω · a = 0k1ω · b = 0k+11ω.
Thus, for i, j ∈ N0,
01ω · aibj = 0i+j+11ω.
Furthermore, for n > j,
1n0ω · a = 1n0ω,
and hence
1n0ω · aibj = 1n0ω · bj = 0j1n−j0ω.
So if aibj = akbl, then i+ j+1 = k+ l+1 and j = l, whence i = k. The semigroup is therefore presented by Sg〈a, b |(ba, b2)〉.
Maltcev and the author are presently engaged in completing a classification of all semigroups that arise from 2-state
automata acting on sequences over a 2-symbol alphabet [18]. The running example is drawn from this classification. Actually,
a remarkable range of semigroups can arise from such automata: from relatively ‘degenerate’ cases, like the trivial semigroup
and the two-element right zero semigroup, to the free semigroup of rank 2 and free commutative semigroup of rank 2
(cf. Propositions 4.2 and 4.1 below), to the [semigroup] free product of two trivial semigroups (see Example 4.5).
3. Elementary theory
This section contains all the remaining elementary properties of automaton semigroups. The notation is that used by [8,
3].
3.1. Wreath recursions
LetA = (Q , B, δ) be an automaton, where B = {1, . . . , n}. Recall the definitions of τq and pib from Section 2.1.
The endomorphism semigroup of B∗ decomposes as a recursive wreath product:
End B∗ = End B∗ o TB,
where TB is the transformation semigroup of the set B. That is,




whereTB acts from the right on the co-ordinates of elements of the direct product ofn copies of End B∗. Hence, if p, q ∈ End B∗
with p = (x0, x1, . . . , xn−1)τ and q = (y0, y1, . . . , yn−1)ρ, where τ , ρ ∈ TB and xi, yj ∈ End B∗, then
pq = (x0, x1, . . . , xn−1)τ (y0, y1, . . . , yn−1)ρ
= (x0, x1, . . . , xn−1)(y0, y1, . . . , yn−1)τ τρ
= (x0y0τ , x1y1τ , . . . , xn−1y(n−1)τ )τρ. (2)
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If p ∈ End B∗ with p = (x0, x1, . . . , xn−1)τ , then τ describes the action of p on B and each xi is an element of End B∗ whose
action on B∗ mirrors the action of p on the subtree biB∗. Put differently: to act on B∗ by p, act on each subtree biB∗ by xi, and
then act on the collection of the resulting subtrees according to τ .
If p ∈ Q , then τ = τq and xi = ppii. That is,
q = (qpi1, qpi2, . . . , qpin−1)τq.
This description of the action of p is called a wreath recursion. Its primary use is to calculate, by means of the multiplication
given in (2), the action of a wordw ∈ Q+ on B∗.
Example. In the running example from the previous section, the wreath recursions corresponding to the states are
a = (b, a)id, b = (b, a)λ,
where id is the identity map on {0, 1} and λ : {0, 1} → {0, 1} is defined by 0λ = 1λ = 0. Therefore, using (2), ones sees
that
a2 = (b2, a2)id,
ab = (b2, a2)λ,
ba = (b2, ab)λ,
b2 = (b2, ab)λ;
observe that this confirms the earlier deduction of ba = b2.
Given a wreath recursion (u1, . . . , un)τ describing the action of w ∈ Q+, one can add a state w toA with an edge from
w to ui labelled by bi | biτ for each i = 1, . . . , n. This may require adding further states ui toA. The resulting automatonA′
gives rise to the same semigroup asA.
3.2. Automaton groups
The following result is an assurance that the concept of an automaton semigroup is a genuine generalization of the
concept of an automaton group:
Proposition 3.1. A group is an automaton group if and only if it is an automaton semigroup.
Proof. Suppose G is an automaton group, and let A = (Q , B, δ) be an invertible automaton with G = Γ (A). Construct a
new automaton B = (Q ∪ Q ′, B, γ ), where Q ′ is in bijection with Q under the map q 7→ q′, and the transition function γ
is defined by
(q, b) 7→ (q, b)δ for q ∈ Q ,
(q′, b) 7→ (p′, c) where (q, c)δ = (p, b).
Let S = Σ(B). As a consequence of the definition of γ on Q ′ × B, if α, β ∈ B∗ are such that α · q = β , then β · q′ = α. That
is, the action on B∗ of q′ ∈ S is the same as the action of q−1 ∈ G. The actions of q ∈ S and q ∈ G are manifestly the same.
Thus S and G are the same subsemigroup of End B∗. Hence G is an automaton semigroup.
Let a group G be an automaton semigroup with G = Σ(A) for A = (Q , B, δ). Let e be the identity of G and let g ∈ G.
Then, for n ∈ N0,
Bn · e = (Bn · g−1) · g ⊆ Bn · g,
and
Bn · g = (Bn · g) · e ⊆ Bn · e.
Hence Bn · e = Bn · g . So g is surjective and thus bijective on Bn · e. In particular, G is isomorphic to Sg〈g|B∗·e : g ∈ G〉.
Construct an invertible automaton B with G ' Γ (B) as follows. The state set is Q ′ ∪ {i}, where Q ′ is a set in bijection
with Q , the alphabet is B and the transition function γ is defined by
(q′, b) 7→ ((qpib)′, bτq) if b ∈ B · e,
(q′, b) 7→ (i, b) if b /∈ B · e,
(i, b) 7→ (i, b) for all b ∈ B.
Essentially, the part of the set B on which the states in Q did not act bijectively causes this new automaton to enter the sink
state i, which acts as the identity on all sequences. Thus the ‘non-group’ part of the action collapses to the identity. By the
observations in the preceding paragraph, it follows that Γ (B) is isomorphic to G. Thus G is an automaton group. 
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3.3. Basic properties
Like automaton groups, automaton semigroups are residually finite:
Proposition 3.2. Every automaton semigroup is residually finite and thus hopfian.
[Recall that a semigroup S is residually finite if, for any u, v ∈ S, there exists a homomorphism ϑ from S onto a finite
semigroup such that uϑ 6= vϑ . (This generalizes the notion of residual finiteness for groups.) A semigroup is hopfian if it is
not isomorphic to any of its proper homomorphic images.]
Proof. LetA = (Q , B, δ) be an automaton and let u and v be distinct elements ofΣ(A). These words act differently on Bn
for some n ∈ N∗.
Construct a new automaton A′ = (Q ′, B′, δ′) with state set Q ′ = Q and input and output alphabet B′ = Bn. The
automaton A′ essentially simulates A but treats a block of n ‘old’ symbols as a single ‘new’ symbol, so Σ(A) ' Σ(A′).
Furthermore, in this new automaton, τu 6= τv . Now, the semigroup T = {τw : w ∈ (Q ′)+} is finite and is a homomorphic
image ofΣ(A) under themappingw 7→ τw . It is easy to see this map is well-defined and that u and v have different images.
This shows thatΣ(A) is residually finite.
The hopficity of automaton semigroups follows from their residual finiteness and finite generation [19]. 
Proposition 3.3. Let S be an automaton semigroup that contains an identity. Let x ∈ S be either right- or left-invertible. Then x
is invertible.
Proof. Let A = (Q , B, δ) with S = Σ(A). Let x ∈ S be right-invertible; the case for left-invertibility follows mutatis
mutandis.
Suppose, with the aim of obtaining a contradiction, that y ∈ S is a right inverse for x but not a left inverse. Then xy acts
identically on B∗ while yx acts non-identically. Thus there exists some n ∈ N∗ such that yx acts non-identically on the finite
set Bn. However, if xy acts identically on Bn then x acts injectively and thus bijectively on the finite set Bn. Consequently yx
acts identically on Bn, which is a contradiction. 
As an immediate corollary of Proposition 3.3, one sees that the bicyclic monoid (the semigroup Sg〈b, c | (bc, ε)〉) does
not arise as an automaton semigroup.
Proposition 3.4. Automaton semigroups have soluble uniform word problem.
This result asserts that there exists an algorithm that takes as input an automatonA = (Q , B, δ) and twowordsu, v ∈ Q+
and determines whether u and v are equal in Σ(A). This result is well-known for automaton groups and generalizes
immediately to automaton semigroups [8, Theorem 2.22]. A proof is included here for completeness:
Proof. LetA = (Q , B, δ) be an automaton with B = {1, . . . , n} and let u, v ∈ Q+.
Compute the wreath recursions for u and v:
u = (w(u)1 , . . . , w(u)n )τu and v = (w(v)1 , . . . , w(v)n )τv.
Now, u = v inΣ(A) if and only if τu = τv andw(u)i = w(v)i inΣ(A) for each i ∈ B. So check whether τu and τv are equal. If
they are not equal, halt with the result that u 6= v inΣ(A). If they are equal, proceed.
For each i ∈ B, repeat the process in the last paragraph to check whetherw(u)i = w(v)i inΣ(A).
If, at some iteration, all of the pairs of words to be compared have already appeared in some previous stage, then u = v.
The algorithm terminates because the lengths of the various words w(u)i and w
(v)
i whose equality must be checked is
equal to |u| and |v| respectively. So there are at most |Q ||u| possibilities for w(u)i and |Q ||v| possibilities for w(v)j , and so at
most |Q ||u|+|v| possible pairs of words to be compared. In the worst case, only one such new pair arises at each iteration
of the algorithm. Hence any difference in the actions of the words u and v must arise within |Q ||u|+|v| iterations of the
algorithm. 
As a corollary of the last line of the preceding proof, one immediately obtains:
Corollary 3.5. LetA = (Q , B, δ) be an automaton and let u, v ∈ Q+ be such that u 6= v inΣ(A). Then u and v act differently




Open problem 3.6. The bound on the size of the finite subtree in Corollary 3.5 seems very loose. Is there a better bound on
the size of a finite subtree Bk on which the words u and v must act differently?
Remark 3.7. Automaton semigroups are not in general finitely presented. Indeed, an automaton groupmay not be finitely
presented. The lamplighter group Z oZ2 is an automaton group [20], and is not finitely presented, though it admits the ‘nice’
infinite presentation Gp〈x, t | (xtkxt−k)2, k ∈ Z〉.
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Open problem 3.8. One could define the ‘automaton rank’ rA(S) of an automaton semigroup S to be minimum number of
states of an automatonA such that S = Σ(A). Let r(S) denote the rank of S.
Are rA(S) and r(S) equal for all automaton semigroups S? If not, is there a bound for rA(S) in terms of r(S)?
A question that is related to Problem 3.8 is whether one can obtain all automaton semigroups from automata (Q , B, δ)
with |B| fixed (or bounded); for example, with B = {0, 1}. The answer to this is no: to see this, let p be a prime and suppose
Σ(A), whereA = (Q , B, δ), is the cyclic group of order p. Then, for any x ∈ Σ(A), xp+1 = x and hence τxp+1 = τ p+1x = τx
and so τx has order equal to 1 or to p. Now, it is impossible that all the maps τx have order 1 (and are thus idempotent), for
then every action on the tree would be idempotent, which is impossible. SoΣ(A) contains some element x such that τx has
order p. So the full transformation semigroup on B contains an element with period p. So |B|must be such that |B||B| (the size
of the full transformation semigroup on B) exceeds p. Therefore no bounded size for the symbol alphabet Bwill encompass
even the finite cyclic groups, which are automaton semigroups by Proposition 4.6.
4. Natural classes of automaton semigroups
The present section shows how two natural classes of semigroups — namely the free semigroups and free commutative
semigroups of arbitrary finite rank greater than 1 — arise as automaton semigroups. The free semigroup and free monoid
of rank 1 — that is, N∗ and N0 under addition are then considered: the former is proved not to be an automaton semigroup;
the latter is an automaton semigroup. The section closes with the observations that all finite semigroups are automaton
semigroups and that the [semigroup] free product of two trivial semigroups is an automaton semigroup. [Much of this
section is based on or generalized from the above-mentioned classification undertaken by the author and Maltcev [18].]
Proposition 4.1. For any n ∈ N∗ with n ≥ 2, the free semigroup of rank n is an automaton semigroup.
Proof. Let n ≥ 2. Define an automatonA over B = {1, . . . , n} as follows: the state set is Q = {qi : i ∈ B}, and the transition
function δ : Q × B → Q × B is given by (qi, j) 7→ (qj, i) for all i, j = 1, . . . , n. The following diagram illustrates this
definition:
IfA has just read a symbol i, then it has just entered state qi and its next output symbol will be i. Thus the action of qi is to
send a sequence α to iα: the sequence α is ‘shifted right’ by one symbol and the symbol i is inserted at the start.
So ifw = qi1 · · · qin with ij ∈ B, then
1ω · w = inin−1 · · · i2i11ω and 2ω · w = inin−1 · · · i2i12ω.
The common prefix of 1ω · w and 2ω · w thus determines w and so Σ(A) must be free on Q ; it remains to observe that
|Q | = |B| = n. 
Section 6 discusses another construction, due to Silva & Steinberg [7], that yields free semigroups of rank n for any
n ∈ N∗ with n ≥ 2. The free semigroup of rank 2 also arises from an invertible automaton studied by Grigorchuk & Żuk [20,
Lemma 6]. [The group defined by their invertible automaton is the lamplighter group Z2 o Z.]
The ease with which one obtains free semigroups as automaton semigroups contrasts the difficulty of obtaining free
groups as automaton groups. A construction for an automaton yielding a free group of rank congruent to l+ 1, where l is a
prime congruent to 1 modulo 4, was given by Glasner & Mozes [21] (see also [3, Section 1.10.2]). An automaton yielding the
free group of rank 2 is also known [3, Section 1.10.4].
Proposition 4.2. For any n ∈ N∗ with n ≥ 2, the free commutative semigroup of rank n is an automaton semigroup.
Proof. Let n ≥ 2. Define an automaton A over B = {0, 1} as follows: the state set is Q = {q1, . . . , qn}, and the transition
function δ : Q × B→ Q × B is defined by:
(qi, 0) 7→ (qi+1 mod n, 0) for all i = 1, . . . , n;
(qi, 1) 7→ (qi+1, 1) for all i = 1, . . . , n− 1;
(qn, 1) 7→ (qn, 0).
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The following diagram illustrates this definition:
The intuition behind this construction is that in reading a sequence, the automatonwill move ‘clockwise’ through the states.
Except possibly at state qn, the output will be the same as the input. At state qn, a string of symbols 1 will be switched to
symbols 0. This string of symbols will be unaffected by an application of any state to the output, since strings of symbols 0
are not affected by any state. Intuitively, then, applying qi switches some sequences of symbols 1 to 0, and applying qj does
the same for some other sequences. Applying qj first, then qi does the same, but in the opposite order. This intuition will be
formalized using wreath recursion calculations — proving that the semigroup is commutative — and it is then necessary to
prove that the semigroup is free commutative of rank n.
The wreath recursions corresponding to this automaton are:
qi = (qi+1, qi+1)id for i = 1, . . . , n− 1,
qn = (q1, qn)λ,
where λ : B→ B is defined by 0 7→ 0 and 1 7→ 0.
Direct calculation using wreath recursions shows that
qiqj = (qi+1qj+1, qi+1qj+1)id,
qjqi = (qj+1qi+1, qj+1qi+1)id for i, j = 1, . . . , n− 1,
qiqn = (qi+1q1, qi+1qn)λ,
qnqi = (q1qi+1, qnqi+1)λ for i = 1, . . . , n− 1.
From this, it follows that the semigroupΣ(A) is commutative and is generated by Q . So each element ofΣ(A) is equal to
a product of the form qk11 · · · qknn ; it remains to show that each element is equal to a unique such product.
For i = 1, . . . , n, let αi = 0n−i10i−1. Let ζ = 0n. Notice that |αi| = |ζ | = n. Observe that, for any β ∈ Bω ,
(αiβ) · qi = ζ (β · qi−1) for i = 1, . . . , n,
(αiβ) · qj = αi(β · qj) for i, j = 1, . . . , nwith i 6= j,
(ζβ) · qi = ζ (β · qi) for i = 1, . . . , n.
As a consequence of this, for every i = 1, . . . , n,
αωi · w = ζ |w|qiαωi .
Thus the action of the wordw on the collection of words αωi determines the number of each symbol qi present inw.
Hence, every wordw is equal inΣ(A) to exactly one word of the form qk11 · · · qknn where each ki ∈ N0. 
The free abelian groups Zn arise as automaton groups; see [8, p.158–9].
Since free semigroups and free commutative semigroups of rank at least 2 are automaton semigroups, the following
result is perhaps surprising:
Proposition 4.3. The set of natural numbers N∗ (that is, the free semigroup of rank 1) is not an automaton semigroup.
Proof. Suppose for reductio ad absurdum that N∗ = Σ(A), whereA = (Q , B, δ). If |Q | = 1 thenΣ(A) is finite (and indeed
isomorphic to the subsemigroup of End B generated by τq), which is a contradiction. So assume henceforth that |Q | ≥ 2.
Since 1 is an indecomposable element ofN∗, it must lie in the generating setQ . Let k be the largest element ofQ (with respect
to the usual ordering of the naturals). Use the wreath recursion for 1 to calculate the wreath recursion for k; suppose this is
(q1,1 · · · q1,k, . . . , q|B|,1 · · · q|B|,k)τ ,
where each qi,j lies in Q . Each string qi,1 · · · qi,k is equal (inN∗) to an element of Q which appears in the wreath recursion for
k. Since kwas chosen to be maximal, this forces each qi,j to be 1. So 1 = σ(1, . . . , 1), whence 1 is a periodic element of N∗,
which is a contradiction. 
On the other hand, the free monoid of rank 1 is an automaton semigroup:
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Fig. 2. The automaton with states (ab)k , (ba)k , (ab)ka, (ba)kb added.
Proposition 4.4. The set of natural numbers including zero N0 (that is, the free monoid of rank 1) is an automaton semigroup.
Proof. LetA be the following automaton:
The corresponding wreath recursions are:
a = (a, a)id, b = (b, a)λ
So a = 1 and 1ωbk = 0k1ω for any k ∈ N0. Thus all powers of b are distinct and soΣ(A) is a free monoid of rank 1. 
Example 4.5. Consider the following automatonA over {0, 1}:
The corresponding wreath recursions are:
a = (b, a)id, b = (a, a)λ.
Firstly, observe that
a2 = (b2, a2)id and b2 = (a2, a2)λ.
Hence a2 = a and b2 = b. Furthermore,
ab = (ba, a)λ
ba = (ab, ab)λ
aba = (bab, ab)λ
bab = (aba, aba)λ,
and an inductive argument shows that, for any k ∈ N∗,
(ab)k = ((ba)k, (ab)k−1a)λ
(ba)k = ((ab)k, (ab)k)λ
(ab)ka = ((ba)kb, (ab)k)λ
(ba)kb = ((ab)ka, (ab)ka)λ.
Adding the corresponding states toA gives the automaton shown in Fig. 2. Notice that only one edge of this automaton has
output 1, namely the loop from a to itself. It is clear from the diagram that given any two states, there is a path that leads from
one but not from the other to state a; appending 1 to the input sequence on this path gives a sequence that distinguishes
the two states.
ThusΣ(A) is the [semigroup] free product of two trivial semigroups, namely Sg〈a, b | (a2, a), (b2, b)〉.
Proposition 4.6. All finite semigroups are automaton semigroups.
Proof. Let S be a finite semigroup. Let X be aminimal generating set for S. For each x ∈ X , let τx be amapping in TS∪{1} where
sτx = sx. The extension of the map x 7→ τx to all products of X gives the right regular representation of S in TS∪{1} (see [22,
Section 1.3]). Thus the subsemigroup TS of TS∪{1} generated by {τx : x ∈ X} is isomorphic to S. LetA = (X, S ∪ {1}, δ) be an
automaton with (x, s)δ = (x, sτx). It is clear thatΣ(A) ' TS . 
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5. Constructions
It is natural to investigate the interaction of semigroup constructions and the class of automaton semigroups. For a given
semigroup construction, there are essentially two questions: whether the class of automaton semigroups is closed under
that construction, and whether the obtaining of an automaton semigroup from that construction implies that the original
semigroup[s] are automaton semigroups.
The study of constructions for automaton semigroups is potentially a major area, and this section barely scratches the
surface.
The first results show that the class of automaton semigroups is closed under adjoining a zero and adjoining an identity:
Proposition 5.1. Let S be an automaton semigroup. Then so is S0, the semigroup formed by adjoining a zero to S.
Proof. LetA = (Q , B, δ) be an automaton with S ' Σ(A). Let 0 be a new state not in Q and let z be a new symbol not in
B. Construct a new automatonB = (Q ′, B′, δ′), where Q ′ = Q ∪ {0} and B′ = B ∪ {z}. Define δ′ by extending δ as follows:
(q, z) 7→ (0, z), (0, b) 7→ (0, z) for all q ∈ Q ′ and b ∈ B′.
The action of states in Q on words in Bω is unchanged. If α ∈ B∗ and β ∈ (B′)ω , then for all q ∈ Q ,
(αzβ) · q = (α · q)zω.
Thus, for any word u ∈ Q+,
(αzβ) · u = (α · u)zω,
from which it follows that the subsemigroup of Σ(B) generated by Q is isomorphic to S. Now note that, for any sequence
α ∈ (B′)ω ,
α · 0 = zω,
from which it follows that 0q = q0 = 0. ThusΣ(B) = S0. 
Proposition 5.1 is actually a special case of the more general Proposition 5.6 below.
Proposition 5.2. Let S be an automaton semigroup. Then so is S1, the semigroup formed by adjoining an identity to S (regardless
of whether S already contains an identity).
The proof of this result is slightly more complex than it might appear prima facie. If S does not contain an identity, then
one could simply add a new state to the automaton that acts trivially on all sequences. The problem is that S may already
contain an identity, and the newly adjoined identity 1 must act differently.
Proof. Let S = Σ(A)whereA = (Q , B, δ). Let x and y be new symbols not in B and let B′ = B ∪ {x, y}. Let e be a new state
not in Q ; let Q ′ = Q ∪ {e}. Define δ′ by extending δ as follows:
(q, x), (q, y) 7→ (e, y) for any q ∈ Q ,
(e, b) 7→ (e, b) for any b ∈ B′.
Let B = (Q ′, B′, δ′). Inside Σ(B) the states Q generate a subsemigroup isomorphic to S, while e acts identically on (B′)∗
and so is an identity element. Finally, note that e cannot be an element of S, since elements of S do not fix symbols x. Thus
Σ(B) ' S1. 
The converse of Proposition 5.2 does not hold, for N0 (the free monoid of rank 1) is an automaton semigroup but N∗ (the
free semigroup of rank 1) is not; see Propositions 4.3 and 4.4.
Open problem 5.3. Does the converse of Proposition 5.1 hold? That is, if S0 is an automaton semigroup, must S be an
automaton semigroup?
More generally, there is the issue of finite Rees index extensions. The Rees index of a subsemigroup T of a semigroup
S is defined to be |S − T |; should the Rees index of T in S be finite, then T is said to be a large subsemigroup of S and S
is said to be a small extension of T . Many properties of semigroups are preserved under passing to small extensions and
large subsemigroups: for example, finite generation [23], finite presentability [24] (and Malcev and left-/right-/two-sided-
cancellative presentability [25]), and automatism [26]. Now, the class of automaton semigroups is certainly not closed under
passing to large subsemigroups, for, asmentioned above,N0 is an automaton semigroup butN∗ is not. However, the question
remains open for small extensions:
Open problem 5.4. Is the class of automaton semigroups closed under passing to small extensions?
Proposition 5.5. Let S and T be automaton semigroups. Then S×T is an automaton semigroup if and only if it is finitely generated.
[Most interesting are the cases when S and T are infinite. Robertson et al. [27, Theorem 2.1] proved that a direct product
of infinite semigroups S and T is finitely generated if and only if S2 = S and T 2 = T .]
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Proof. In one direction the result is obvious: if the direct product S × T is an automaton semigroup, then it is finitely
generated.
Suppose now that S× T is finitely generated. Then S× T is generated by X × Y for some finite subsets X ⊆ S and Y ⊆ T .
Let A and B be automata, with state sets P and Q respectively, such that S = Σ(A) and T = Σ(B). Calculate wreath
recursions for elements of Pm and Q n for m, n ∈ N∗ such that X ⊆ Pm and Y ⊆ Q n. Add new states corresponding to these
wreath recursions toA andB to obtain new automataA′ = (Pm, C, δ) andB ′ = (Q n,D, ).
LetK be the product automaton with state set Pm × Q n acting on C × D in the natural way. Then Σ(K) ' Σ(A′) ×
Σ(B ′) ' S × T . 
The normal ideal extension of S by T is the disjoint union of S and T with multiplication of two elements of S or two
elements of T as before and the product of s ∈ S and t ∈ T defined to be t; that is, st = ts = t .
The semigroup S0 formed by adjoining a zero to S is simply the normal ideal extension of S by 0. Thus Proposition 5.1
above is a special case of the following:
Proposition 5.6. Let S and T be automaton semigroups. Then the normal ideal extension of S by T is an automaton semigroup.
Proof. LetA = (Q , C, δ) andB = (R,D, ) be such that S = Σ(A) and T = Σ(B).
Construct a new automaton K = (Q ∪ R, C ∪ D ∪ {0}, ζ ), where 0 is a new symbol not in C or D and the transition
function ζ is defined by
(q, c) 7→ (q, c)δ for q ∈ Q , c ∈ C ,
(q, d) 7→ (q, d) for q ∈ Q , d ∈ D,
(q, 0) 7→ (q, 0) for q ∈ Q ,
(r, c) 7→ (r, 0) for r ∈ R, c ∈ C ,
(r, d) 7→ (r, d) for r ∈ R, d ∈ D,
(r, 0) 7→ (r, 0) for r ∈ R.
The aim is to show thatΣ(K) is the normal ideal extension of S by T .
Observe howK functions: if it starts in a state q ∈ Q , then it acts on any symbols from C it encounters in the sameway as
A; and it skips over symbols in D ∪ {0}without altering them and without altering its state. Furthermore, its state remains
within the subset Q . If, on the other hand, it starts in r ∈ R, then it acts on symbols from D in the same way asB and sends
every symbol in C ∪ {0} to 0 without altering its state. Moreover, its state remains within R.
To formalize these observations, let α ∈ (C ∪ D)ω . Decompose α as β1γ1β2γ2 . . ., where βi ∈ C∗ and γi ∈ (D ∪ {0})∗.
Then for u ∈ Q+,
α · u = β ′1γ1β ′2γ2 . . . ,
where β1β2 . . . · u = β ′1β ′2 . . . and |βi| = |β ′i |. So since the action of a word over Q is determined by its action on C∗ and
because it has no effect on symbols from D ∪ {0}, the subsemigroup ofΣ(K) generated by Q is isomorphic to S.
Now decompose α as β1γ1β2γ2 . . ., where βi ∈ (C ∪ {0})∗ and γi ∈ D∗. Then for any v ∈ R+,
α · v = 0k1γ ′10k2γ ′2 . . . ,
where γ1γ2 . . . · v = γ ′1γ ′2 . . .with |γi| = |γ ′i | and ki = |βi|. So the subsemigroup ofΣ(K) generated by R is isomorphic to
T .
Furthermore, it is easy to see that for any sequence α ∈ (C ∪ D ∪ {0})ω and words u ∈ Q+ and v ∈ R+,
α · uv = α · vu = α · v,
for u does not alter symbols from D ∪ {0} and v sends all symbols from C ∪ {0} to 0. Therefore Σ(K) is the normal ideal
extension of S by T . 
Recall that the zero-union S ∪0 T of two semigroups S and T is the set S ∪ T ∪ {0}, where 0 is a new elements, with
multiplication of elements of S and of T retained and the product of an element of S and an element of T defined to be 0.
Proposition 5.7. Let S and T be automaton semigroups. Then S ∪0 T is an automaton semigroup.
Proof. Let A = (Q , C, δ) and B = (R,D, ) be such that S = Σ(A) and T = Σ(B). Construct a new automaton
K = (Q ∪ R ∪ {0}, C ∪ D ∪ {z}, ζ ), where ζ is defined by
(q, c) 7→ (q, c)δ for q ∈ Q , c ∈ C ,
(q, d) 7→ (0, z) for q ∈ Q , d ∈ D,
(r, c) 7→ (0, z) for r ∈ R, c ∈ C ,
(r, d) 7→ (r, d) for r ∈ R, d ∈ D,
(x, z) 7→ (0, z) for x ∈ Q ∪ R ∪ {0},
(0, e) 7→ (0, z) for e ∈ C ∪ D ∪ {z}.
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Notice that the action of a state in q ∈ Q inK on Cω is the same as inA, and that if α ∈ Cn and β ∈ (D∪ {z})(C ∪D∪ {z})ω ,
then αβ · q = (α · q)zω . Thus the action of states in Q in this new automaton K is determined by their action in the
automatonA. Therefore S is a subsemigroup ofΣ(K) generated by Q . Similar reasoning shows that T is a subsemigroup of
Σ(K) generated by R. It is clear that 0 is a zero ofΣ(K).
Furthermore, if u ∈ Q+ and v ∈ R+, then for any γ ∈ (C ∪ D ∪ {z})ω , it holds that γ · uv = γ · vu = γ · 0 = zω , and so
Σ(K) is isomorphic to the zero-union of S and T . 
Open problem 5.8. Investigate further semigroup constructions in the context of automaton semigroups. The following
constructions and questions may be of particular interest:
1. Free products. Is the class of automaton semigroups closed under free products? If not, are free products of finite
semigroups always automaton semigroups? [Gupta et al. [28] show that free products of finite groups arise as subgroups
of automaton groups.]
2. Reesmatrix constructions. Is it possible to characterize completely simple automaton semigroups in terms of automaton
groups?
3. Wreath products of monoids. Is the [restricted] wreath product S o T an automaton semigroup when the top monoid T is
finite and the bottom monoid S is an automaton semigroup?
6. Cayley automaton semigroups
This section discusses Cayley automata: a species of automaton based upon the Cayley graphs of finite semigroups.
These automata have a long and distinguished history, having been introduced by Krohn & Rhodes in their seminal study
of decompositions of finite semigroups [29]. Silva & Steinberg use Cayley automata arising from finite groups as a tool to
obtain a deeper understanding of automata groups. In particular, they obtain a class of automata groups that generalize the
lamplighter group Z2 o Z, and prove that free semigroups (of rank at least 2) are automaton semigroups arising from the
Cayley automata of non-trivial groups (see Theorem 6.2 below). The aim of the present section is to study those automaton
semigroups that arise from the Cayley automata of general semigroups. The theme, in the spirit of Silva & Steinberg’s
result (Theorem 6.2), is to establish correspondences between certain properties of finite semigroups and properties of
the automaton semigroups arising from their Cayley automata.
Definition 6.1. Let S be a finite semigroup. The Cayley automaton of S, denoted C(S), is the automaton (S, S, δ) where
(s, t)δ = (st, st), as shown by the following diagram:
Let S be a semigroup. Then S is a Cayley automaton semigroup if there exists a finite semigroup T such that S ' Σ(C(T )).
Observe that the Cayley automaton uses the same set for input and output symbols and for states. In order to avoid
confusion, denote states by an overline: s is a symbol, and s is a state.
Silva & Steinberg [7, Theorem 2.2] prove the following result:
Theorem 6.2. Let G be a finite non-trivial group. ThenΣ(C(G)) is a free semigroup of rank |G|.
So any free semigroups whose rank is finite and at least 2 is a Cayley automaton semigroup. Proposition 4.1 showed that
such semigroups are automaton semigroups, but the automaton used is not [isomorphic to] a Cayley automaton. Notice that
if G is trivial thenΣ(C(G)) is also trivial.
The present section, divided into various subsections, is devoted to exploring connections between the semigroup S and
the Cayley automaton semigroupΣ(C(S)).
As discussed above, if S is a group,Σ(C(S)) is a free semigroup of rank |S|.Maltcev [17] has characterized those semigroup
S for which Σ(C(S)) is a group: if turns out that S must be an inflation of a right zero semigroup by null semigroups, and
consequentlyΣ(C(S)) is a group if and only if it is trivial. This result is part of awider study of Cayley automaton semigroups
undertaken by Maltcev [17]. The reader who turns to Maltcev’s paper will note that his proofs are based on detailed
calculations with wreath recursions. The present author prefers combinatorial arguments about actions on sequences; both
approaches have their strengths.
6.1. Constructions on the underlying semigroup
Adjoining a zero to a semigroup and passing to the Cayley automaton semigroup gives the same result as passing to the
Cayley automaton semigroup first and then adjoining a zero:
Proposition 6.3. Let S be a finite semigroup. ThenΣ(C(S0)) ' Σ(C(S))0.
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Proof. Let α ∈ Sω . Then for s ∈ S,
α ·C(S0) s = α ·C(S) s
(where the subscripts indicate which automaton is acting on α) and, if β ∈ Sn and γ ∈ (S ∪ {0})ω , then
β0γ ·C(S0) s = (β ·C(S0) s)0ω = (β ·C(S) s)0ω,
and γ · 0 = 0ω . SoΣ(C(S0)) is isomorphic toΣ(C(S))0. 
The situation is more complex for adjoining an identity: the relationship between Σ(C(S)) and Σ(C(S1)) is not fully
understood.Maltcev [Personal communication] has found a presentation forΣ(C(G1)), whereG is a finite group; this Cayley
automaton semigroup is not isomorphic toΣ(C(G))1, which is a free monoid of rank |G|.
Open problem 6.4. Find the relationship (if any exists in general) betweenΣ(C(S)) andΣ(C(S1)).
Proposition 6.5. Let U and V be finite semigroups. ThenΣ(C(U ∪0 V )) ' Σ(C(U)) ∪0 Σ(C(V )).
Proof. In the proof of Proposition 5.7, let A = C(U) and B = C(V ). If one replaces the symbol z by 0, then K =
C(U ∪0 V ). 
6.2. Clifford semigroups
As discussed above, if G is a non-trivial finite group, thenΣ(C(G)) is a free semigroup of rank |G| (see Theorem 6.2). The
following section is devoted to a generalization of this result to Clifford semigroups.
Clifford semigroups are a standard notion in semigroup theory, being a species of semigroups that are ‘close’ to being
groups. They admit several equivalent definitions [30, Theorem 4.2.1], but for the purposes of this section, it is best to
consider a Clifford semigroup as a particular type of strong semilattice of groups. The definition of this more general notion
is as follows:
Definition 6.6. Let Y be a semilattice. [Recall that a semilattice is a partially ordered set inwhich every two elements x and y
have a greatest lower bound x∧y.] For each α ∈ Y , let Sα be a semigroup. For α ≥ β , let φα,β : Sα → Sβ be a homomorphism
such that
1. For each α ∈ Y , the homomorphism φα,α is the identity mapping.
2. For all α, β, γ ∈ Y with α ≥ β ≥ γ ,
φα,βφβ,γ = φα,γ .
The strong semilattice of semigroups S = S[Y ; Sα;φα,β ] consists of the disjoint union ⋃α∈Y Sα with the following
multiplication: if x ∈ Sα and y ∈ Sβ , then
xy = (xφα,α∧β)(yφβ,α∧β),
where α ∧ β denotes the greatest lower bound of α and β .
The definition of a Clifford semigroup is now easy:
Definition 6.7. A Clifford semigroup is a strong semilattice of groups: that is, a semigroup S[Y ;Gα;φα,β ], where each Gα is a
group.
[For further background reading on Clifford semigroups, see [30, Section 4.2].]
Proposition 6.8. Let S = [Y ;Gα;φα,β ] be a Clifford semigroup in which all of the groups Gα are non-trivial. Then Σ(C(S)) is
the strong semilattice of semigroups S[Y ; Fα;ψα,β ], where each Fα is a free semigroup with basis Gα andψα,β : Fα → Fβ extends
g 7→ gφα,β .




Gβ → Gα, g 7→ gφβ,α if g ∈ Gβ .
for any α ∈ Y . From the definition of Clifford semigroups, φα is a homomorphism.
The aim is to prove that, ifw = w1 · · ·wn (wherewi ∈ S), γ ∈ Sω , andα is the greatest lower bound of {β ∈ Y : wi ∈ Gβ},
then γ · w = γ · (w1φα · · ·wnφα). (Observe that α is uniquely defined.)
Suppose that the claim is true for w1 · · ·wk. Let δ = γ · (w1 · · ·wk) = γ · (w1φα · · ·wkφα). Let wk+1 ∈ Gβ and let
ζ = α ∧ β , the greatest lower bound of α and β . The aim is to show that δ · wk+1 = δ · (wk+1φζ ).
Let η = δ · wk+1. By definition,
ηi = wk+1δ1 · · · δi.
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Fig. 3. A sequence descends throughD-classes. The dotted line indicates a ‘collapse’.
Suppose the product δ1 · · · δi lies in Gτ . Then, by the definition of multiplication in the Clifford semigroup, ηi lies in Gτ∧β . But
τ ≤ α by the induction hypothesis) and so τ ∧β ≤ α∧β = ζ ; hence τ ∧β ≤ τ ∧ ζ . Furthermore, ζ ≤ β , so τ ∧ ζ ≤ τ ∧β .
Therefore, by the definition of multiplication in Clifford semigroups,
ηi = wk+1δ1 · · · δi = (wk+1φζ )δ1 · · · δi.
So, inΣ(C(S)),
w1 · · ·wm = w1φα · · ·wmφα.
So, definingψα,β : Fα → Fβ by extending g 7→ gφα,β , one sees thatΣ(C(S)) = S[Y ; Fα;ψα,β ]. (Thatψα,β can be so defined
is dependent on the freedom of Fα .) 
6.3. Finite Cayley automaton semigroups
Maltcev [17] gives the following characterization of those semigroups S for whichΣ(C(S)) is finite:
Theorem 6.9. Let S be a finite semigroup. ThenΣ(C(S)) is finite if and only if S is aperiodic.
Maltcev’s proof uses detailed calculations with wreath recursions to establish both the necessity and sufficiency parts of
this result.
An independent proof of the sufficiency part of this characterization is due to Mintz [31]. Mintz’s proof combines
arguments on the ideal structure of the aperiodic semigroup with an analysis of the action of the Cayley automaton on
sequences of elements of such ideals. His strategy is to show that the action on sequences of elements from a 0-minimal
ideal gives rise to a finite semigroup, and then to use induction to move to sequences of elements of progressively larger
ideals. The argument, especially the induction step, is highly technical.
The remainder of this section is devoted to a new proof of the sufficiency part of the characterization. This new proof
uses combinatorial arguments about the action on sequences. It is both elementary and, especially compared to Mintz’s
argument, short.
Proof. (Sufficiency Only.) Let S be aperiodic and suppose, with the aim of obtaining a contradiction, thatΣ(C(S)) is infinite.
For an infinite word w = w1w2w3 · · · over S, define w[i, j] to be the subword wi · · ·wj, and let w[i,∞) be the infinite
suffixwiwi+1 · · · . For a sequence α ∈ S∗, the i-th symbol in α is denoted αi.
Choose an infinite word w over S such that all the prefixes w[1, k] are distinct inΣ(C(S)). (To obtain such a word, take
the tree S∗ and delete from it all vertices that are not shortest representatives for the corresponding elements of Σ(C(S)).
This yields a connected subgraph of S∗: an infinite tree, with every vertex having at most |S| children. This treemust contain
an infinite descending path, which is labelled by the required word. Throughout this proof, ‘prefix’ means a finite prefix.)
Say that a set of sequences E ⊆ S∗ distinguishes prefixes of such an infinite word w if, for any k, l ∈ N∗, there exists
α ∈ E with
α · w[1, k] 6= α · w[1, l].
So S∗ distinguishes prefixes ofw.
The D-class of an element s of S is denoted Ds. [Recall that D is an equivalence relation on S defined by sDt if there
exist x, y, x′, y′, u ∈ S with u = sx, s = uy and u = x′t , t = y′t . The D-classes of S (of which there are finitely many
since S is finite) form a partially ordered set, with Dst preceding both Ds and Dt . See [30, Chapter 2] for further background
information.]
Let α ∈ S∗. Let β = α · w[1, n] for some n. Then Dβi ≤ Dαi . Furthermore, Dβi+k ≤ Dαi for all k. Informally, the sequence
β descends throughD-classes of S, as shown in Fig. 3.
Suppose β descends through p distinct D-classes, with β = β(1) . . . β(p) where each subsequence β(i) consists of
elements of a singleD-class. Call β(i) the ‘i-thD-segment’ of β .
Now, whenwn+1 is applied to β , one of two things may happen. Either the sequence descends throughD-classes in the
same way — that is, for each i, the i-th symbol of β · wn+1 lies in the sameD-class as βi — or for some i, the i-th symbol of
β · wn+1 lies in a lowerD-class that βi. Call this latter possibility (suggested by the dotted line in the figure) a ‘collapse’. A
collapse always results in a sequence with someD-segment shorter than before.
Let E0 = S∗ ·w1. Notice that all sequences in E0 descend throughD-classes. Let t0 = 1. Then E0 distinguishes prefixes of
w[t0 + 1,∞).
The proof strategy is as follows: show inductively that, for each i ∈ N∗, there exists ti > ti−1 so that no collapse takes
place within the i-thD-segment of sequences in Ei−1 · w[ti−1 + 1, ti]when prefixes ofw[ti + 1,∞) are applied; then that
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these prefixes are distinguished by the set Ei of those elements of Ei−1 · w[ti−1, ti] with i-thD-segments of length at most
two. This leads to a contradiction: there are only finitely manyD-classes and the length ofD-segments is being bounded
by 2, so Ei becomes finite for some i. But a finite set cannot distinguish the infinitely many prefixes ofw[ti + 1,∞).
Assume that Ei−1 and ti−1, as described in the preceding paragraph, have been shown to exist.
For every prefix γ of a sequence in Ei−1 consisting of i − 1 D-segments and every two symbols α, α′ ∈ S, let tγ ,α,α′
be minimal such that each of the two symbols in α, α′ in γαα′ . . . · w[ti−1 + 1, tγ ,α,α′ ] lies in the same D-class as the
corresponding symbol in γαα′ . . . · w[ti−1 + 1, tγ ,α,α′ + h] for any h ∈ N∗. (Such a tγ ,α,α′ must exist by the observations
regarding collapses above, since no collapses take place in γ by the definition of Ei−1, since the length of γ is at most
2(i − 1) by the definition of Ei−1, and since there are only finitely many possibilities for the symbols corresponding to
α, α′ in γαα′ . . . · w[ti−1 + 1, tγ ,α,α′ + h].) Let t ′ be the maximum of tγ ,α,α′ as α and α′ range over S and γ ranges over the
[finitely many] possible prefixes.
Now choose t ′′
γ ,α,α′ ≥ t ′ so that every possible value of the symbols corresponding to α, α′ in γαα′ . . . ·w[ti−1+1, t ′+h]
occurs for t ′ < t ′ + h < t ′′
γ ,α,α′ . Let ti be the maximum of all t
′′
γ ,α,α′ .
Let E = Ei−1 · w[ti−1, ti]. Then E distinguishes prefixes of w[ti + 1,∞). Let α ∈ E. By the definition of Ei−1, no collapse
occurs within the first i − 1D-segments of α when the prefixes of w[ti + 1,∞) are applied. The aim is now to show that
no collapse occurs within the first iD-segments when these prefixes are applied.
By the definition of t ′ (and the fact that ti exceeds t ′), no collapse occurs within the first two symbols after the (i− 1)-th
D-segment of α. If the i-thD-segment of α has length one or two, then there is nothing to prove. Consider now the situation
when α(i) has length at least three.
Suppose that a collapse does occur within α(i). Without loss of generality, suppose that the first collapse occurs whenws
is applied to α · w[ti + 1, s− 1].
Now, if
α(i) = (i1, λ1)(i2, λ2) . . . (im, λm),
and
(α · w[ti + 1, s′])(i) = (i′1, λ′1)(i′2, λ′2) . . . (i′m, λ′m),
for ti + 1 ≤ s′ < s, then one can easily show, using the definition of the action of C(S), that
i′1 = i′2 = · · · = i′k and λj = λ′j for j > 1.
That is, the left-hand coordinates of the symbols in (α · w[ti + 1, s′])(i) are determined by the left-hand coordinate of the
first symbol, and the right-hand coordinates are the same as those of the corresponding symbols of α(i).
Now, recall that α = β · w[ti−1, ti] for some β ∈ Ei−1. By the definition of ti, all possible first symbols of the i-th D-
segment of β ·w[ti−1, s] for s > ti−1 appear for some s < ti. Any collapse in the i-thD-segment of β ·w[ti−1, s−1]whenws
is applied must be solely due to the value taken by this first symbol (by the observations in the preceding paragraph). Thus,
any such collapse that takes place must occur for some s < ti. Hence no such collapse can take place in the i-thD-segment
of α = β · w[ti−1, ti].
Furthermore, if α distinguishesw[ti+ 1, s] andw[ti+ 1, s+ k], then so does the sequence obtained from α by replacing
α(i) = β1 . . . βn byβ1βn. (Since, by the observations above, the action of the successive states inw[ti+1, s] andw[ti+1, s+k]
on α(1) . . . α(i−1)β1 . . . βnα(i+1) . . . is determined by the image of α(1) . . . α(i−1)β1βnα(i+1) . . . alone, noting in particular that
the image of βn determines the action on α(i+1) . . ..)
Therefore let Ei consist of the sequences from E whose i-thD-segments have length at most two. Then Ei distinguishes
prefixes ofw[ti + 1,∞).
This completes the induction step, and, as observed above, the desired contradiction must follow. 
6.4. Self-automaton semigroups
Equipped with a characterization of those semigroups S for which Σ(C(S)) is finite, it is perhaps natural to investigate
those that meet a stronger condition: viz., those for which Σ(C(S)) is isomorphic to S; such semigroups are henceforth
called self-automaton semigroups.
Proposition 6.10. Finite semilattices are self-automaton semigroups.
[Recall that a semilattice is a partially ordered set in which every two elements x and y have a greatest lower bound x∧y.
Equivalently, a semilattice is a commutative semigroup in which every element is idempotent, the product of elements x
and y in the semigroup being x ∧ y [30, Proposition 1.3.2].]
Proof. Let S be a semilattice. Define, for each sequence α = α1α2 . . . αn (where αi ∈ S), for each index i = 0, . . . , n, and for
each subset X of S,
H(X, α, i) = X ∪ {α1, α2, . . . , αi}.
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Consider C(S) starting in state s and reading a sequence α1α2 . . . αn where αi ∈ S. An easy induction shows that for each
i, as C(S) reads αi, it outputs the greatest lower bound γi of H({s}, α, i) and moves to the state γi.
Therefore, applying t to the sequence γ = γ1γ2 . . . γn, one obtains δ = δ1δ2 . . . δn, where δi is the greatest lower bound of
H({t}, γ , i)—that is, the greatest lower boundofH({s, t}, α, i). Finally, notice that the greatest lower bounds ofH({s, t}, α, i)
and H({s ∧ t}, α, i) are equal, and so st = s ∧ t inΣ(C(S)). Thus the mapping s 7→ s is a homomorphism.
Now suppose s 6= t in S; without loss of generality, assume t 6≥ s, then s · s = s 6= s · t . Thus the mapping s 7→ s is
injective. Obviously s 7→ s is surjective’ hence it is an isomorphism and S ' Σ(C(S)). 
However, there are self-automaton semigroups which are not semilattices:
Example 6.11. Let B be an I × I rectangular band, where I is finite. Then B1 is a self-automaton semigroup. [Recall that an
I × Λ rectangular band is a semigroup whose elements are (i, λ) for i ∈ I and λ ∈ Λ and whose multiplication is defined
by (i, λ)(j, µ) = (i, µ).]
First of all, notice that for any b, c ∈ B1,
1 · b = 1 · c =⇒ b = c;
thus all elements of B are distinct inΣ(C(B1)).
Let µ be any sequence in (B1)∗. Then µ is of the form
1k0(i1, λ1)1k1(i2, λ2)1k2 . . . (in, λn)1kn ,
where n, kj ∈ N0, and the various (ij, λj) are elements of the rectangular band B. Now,
µ · 1 = 1k0(i1, λ1)k1+1(i1, λ2)k2+1 . . . (i1, λn)kn+1,
and, for any (γ , δ) ∈ B,
µ · (γ , δ) = (γ , δ)k0(γ , λ1)k1+1(γ , λ2)k2+1 . . . (γ , λn)kn+1.
Consequently, 1 (γ , δ) = (γ , δ) 1 = (γ , δ) and 1 1 = 1. Furthermore, for (γ ′, δ′) ∈ B,
µ · (γ , δ) (γ ′, δ′) = (γ ′, δ)k0(γ ′, λ1)k1+1(γ ′, λ2)k2+1 . . . (γ ′, λn)kn+1.
Hence
µ · (γ , δ) (γ ′, δ′) = µ · (γ ′, δ).
Thus, the map b 7→ b is an anti-isomorphism from B1 to Σ(C(S)). But the map (i, λ) 7→ (λ, i), 1 7→ 1 is an isomorphism
from B1 to its dual. So B1 is isomorphic toΣ(C(B1)).
Open problem 6.12. Classify the self-automaton semigroups. The class of such semigroups might consist of precisely those
finite bands inwhich everyD-class is square (that is, I×I for some I) and every topmostD-classes is a singleton. [A band is a
semigroup of idempotents. EveryD-class of a band is a rectangular band, and for all elements x and y of a band,DxDy ⊆ Dxy.]
6.5. Nilpotent semigroups
Recall that a semigroup S is nilpotent of class n if it contains a zero 0 and every product of length at least n in S is equal
to 0 (or, more succinctly, if Sn = {0}), and there are non-zero products of length n− 1 (or Sn−1 6= {0}).
Proposition 6.13. Let S be a finite nilpotent semigroup of class n. ThenΣ(C(S)) is a finite nilpotent semigroup of class n− 1.
Proof. Let 0 be the zero of S. Then 0 is the zero ofΣ(C(S)). Letw1, . . . , wn−1 be elements of S. Then, for any α ∈ Sω ,
α · w1 · · ·wn−1 = 0ω,
since every symbol of the resulting sequence is a product in S of length at least n. So Σ(C(S)) is nilpotent of class at most
n− 1.
Now suppose thatw1, . . . , wn−1 ∈ S are such thatw1 · · ·wn−1 6= 0. Then
wn−10ω · wn−2 · · ·w1 = (wn−2wn−1)0ω · wn−3 · · ·w1
...
= (w1 · · ·wn−2wn−1)0ω.
Sown−1 · · ·w1 6= 0 inΣ(C(S)). Therefore the semigroupΣ(C(S)) is nilpotent of class n− 1. 
Note, as a corollary of the preceding result, that nilpotent semigroups are never self-automaton semigroups.
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