Abstract. We determine the ring structure of Siegel modular forms of degree g modulo a prime p, extending Nagaoka's result in the case of degree g = 2. We characterize U (p) congruences of Jacobi forms and Siegel modular forms, and surprisingly find different behaviors of Siegel modular forms of even and odd degrees.
Introduction and statement of main results
Serre [27] and Swinnerton-Dyer's [31] theory of modular forms modulo a prime p has impacted different research areas. In particular, it has been the basis of beautiful results on congruences of Fourier series coefficients of modular forms. Ono [22] gives a good overview of the subject, and he highlights several applications of congruences that involve Atkin's U -operator (see also Ahlgren and Ono [1] , Elkies, Ono, and Yang [8] , and Guerzhoy [10] ). Siegel modular forms modulo a prime p have conjectural connections to special values of L-functions (as predicted by Harder [11] for degree 2 and Katsurada [15] for general degree), and one wishes for a better understanding of such Siegel modular forms. Nagaoka [20, 21] establishes the ring structure of Siegel modular forms of degree 2 modulo a prime p. Böcherer and Nagaoka [2, 3] and Ichikawa [12] provide tools to study the ring of Siegel modular forms of degree g modulo a prime p, but the structure of that ring has not been determined if g > 2. In this paper, we fill this gap by providing a structure theorem for the ring of Siegel modular forms of arbitrary degree modulo a prime p. Let us introduce necessary notation to state our result.
Throughout, k, g ≥ 1 are integers, and p ≥ 5 is a prime. We write F p for the field Z / pZ and Z (p) for the localization of Z at the principal ideal (p), and we call it the ring of p-integral rationals. Let M (g) k (Z (p) ) be the vector space of Siegel modular forms of degree g, weight k, and with p-integral rational coefficients. Let Φ 1 , . . . , Φ n be generators of M (g)
• (Z (p) ), and consider the abstract isomorphism
where C ⊂ Z (p) [x 1 , . . . , x n ] is an ideal. The right hand side of (1.1) carries a Z-grading which is induced by the weight grading on the left hand side. This grading is inherited by
We always write B ∈ Z (p) [x 1 , . . . , x n ] / C for the polynomial that corresponds under the isomorphism (1.1) to the Siegel modular form Ψ p−1 ≡ 1 (mod p) constructed by Böcherer and Nagaoka [2] . Our first main theorem extends the known ring structures of Siegel modular forms modulo p of degree g = 1 ( [31] ) and g = 2 ( [20] ) to arbitrary degree g. Theorem 1.1. Let p ≥ g + 3. We have
, . . . , x n ] / C + 1 − B , where 1− B and 1− Ψ p−1 are the principal ideals generated by 1− B and 1− Ψ p−1 , respectively.
The proof of Theorem 1.1 is not a mere generalization of the results in [20] , and relies on first developing properties of Jacobi forms of higher degree modulo p.
There are congruences between Siegel modular forms of different weights, and it is desirable to determine the smallest weight in which such a congruence takes place. This leads to the notion of the filtration ω( · ) of Siegel modular forms (for details, see Section 3.3), which is described in the following corollary. Now we turn the attention to another main point of this paper. Tate's theory of theta cycles (see §7 of [14] ) yields a criterion for the existence of U (p) congruences of modular forms. That concept has been applied to Jacobi forms ( [25, 26] ) and to Siegel modular forms of degree 2 ( [4] ). In this paper, we extend [4] to the case of general degree g. Specifically, we explore theta cycles of Siegel modular forms of degree g, which allows us to determine conditions on the existence of U (p) congruences of such Siegel modular forms. We state our result after introducing more notation.
For a variable Z = (z ij ) in the Siegel upper half space of degree g set ∂ Z := acts on Fourier series expansions of Siegel modular forms as follows:
where tr denotes the trace, t T is the transpose of T , and where the sum is over all symmetric, semi-positive definite, and half-integral g × g matrices with integral diagonal entries. Moreover, the analog of Atkin's U -operator for Siegel modular forms is defined as follows:
Our second main theorem gives a criterion for the existence of U (p) congruences of Siegel modular forms of degree g.
Theorem 1.3 reduces to Tate's original result (see §7 of [14] ) if g = 1, and to the main result of [4] if g = 2. It is remarkable that the parity of g dictates the criterion. If g is even, then the result is stronger, since one can exclude U (p) congruences modulo p for almost all primes p. A similar phenomenon occurs in the case of Jacobi forms of higher degree (see Theorem 2.17), which we illuminate in Remark 2.18. This paper naturally divides into two parts: Section 2 is on Jacobi forms and Section 3 is on Siegel modular forms. We often consider the Fourier-Jacobi expansions of Siegel modular forms and apply our findings from Section 2 to prove results in Section 3. In Section 2.1, we give some background on Jacobi forms. In Section 2.2, we establish properties of Jacobi forms on H × C l modulo p, which extend results of Sofer [29] and [26] on the l = 1 case. This generalization is somewhat intricate, since (unlike the l = 1 case) there is no explicit basis for the ring of Jacobi forms of higher degree. In Section 2.3, we show that the M (1)
3) is free for all p ≥ 5. In Section 2.4, we extend [25] to Jacobi forms of higher degree. In particular, we prove Theorem 2.17, which characterizes U p congruences of Jacobi forms on H × C l . In Section 2.5, we illustrate Theorem 2.17 with explicit examples. In Section 3.1, we give some background on Siegel modular forms. In Section 3.2, we explore Siegel modular forms modulo p. In Section 3.3, we study the structure of Siegel modular forms modulo p, and we prove Theorem 1.1. In Section 3.4, we investigate theta cycles of Siegel modular forms. We prove Proposition 3.7, which describes the relation of the weight filtration and the theta operator. The proof of Proposition 3.7 relies on many results of this paper, and in particular, it depends on Corollary 1.2, Theorem 2.14, and Proposition 2.15. Theorem 1.3 follows from Proposition 3.7. Finally, in Section 3.5, we apply Theorem 1.3 in the case of the Schottky form J 4 , which (up to normalization) is the unique Siegel cusp form of weight 8 and degree 4. We find that J 4 U (7) ≡ 0 (mod 7), while J 4 U (p) ≡ 0 (mod p) for p = 5 and p > 7.
Acknowledgments: To be entered after the referee's report is received in its final form.
2. Jacobi forms 2.1. Preliminaries. Throughout, M is a symmetric, positive definite, half-integral l × l matrix with integral diagonal entries. Let H ⊂ C be the usual complex upper half plane. Eichler and Zagier [7] systematically study Jacobi forms on H × C, and Ziegler [32] introduces Jacobi forms of higher degree. Set Γ J := SL 2 (Z) ⋉ Z 2l and let Γ ⊆ Γ J be a subgroup. Given a ring R ⊆ C, let M (1) k (R) be the space of elliptic modular forms of weight k with coefficients in R, and let J k,M (Γ, R) be the space of Jacobi forms of higher degree on H × C l of weight k and index M whose Fourier series coefficients at any cusp are contained in R. If l = 1, then we always write J k,m (Γ, R) with m := M ∈ Z. We suppress Γ, if Γ = Γ J , and R, if R = C. Recall that φ ∈ J k,M satisfies the transformation law
for all a b c d , λ, µ ∈ Γ J , where here and throughout the paper U [V ] := t V U V for matrices U, V of appropriate size. Furthermore, φ has a Fourier series expansion of the form
c(φ; n, r) q n ζ r , (2.2) where q := exp(2πi τ ) (τ ∈ H), ζ r := exp(2πi t rz) (z ∈ C l , r ∈ Z l ), and where M # is the adjugate of M . If the expansion in (2.2) is only over n with 4 det(M )n − M # [r] > 0 then φ is a Jacobi cusp form of weight k and index M . If φ : H × C l → C is holomorphic, φ satisfies (2.1), and φ has a Fourier series expansion as in (2.2), but with the difference that n ≫ −∞, then φ is a weakly-holomorphic Jacobi form of weight k and index M . Remark 2.1. Consider the previously excluded case that M is semi-positive definite. Note that there exists an U ∈ GL l (Z) such that M [U ] = M ′ 0 0 0 , where M ′ is a positive definite l ′ × l ′ matrix with l ′ = rank M . Writing Jacobi forms φ(τ, z) of index M in terms of coordinates (U z) i , allows one to apply standard arguments (see Theorem 1.2 in [7] ) to find that φ is constant with respect to (U z) i for l ′ + 1 ≤ i ≤ l. Hence the results that we prove for Jacobi forms of positive definite index carry over to Jacobi forms of semi-positive definite index. Equation (2.1) with a b c d = ( 1 0 0 1 ) yields the so-called theta decomposition, which implies the following isomorphism (for a nice exposition, see [28] ).
is the space of vector-valued elliptic modular forms of weight k − l 2 and typeρ M , andρ M is the dual of the Weil representation associated to M (again, see [28] for a detailed explanation).
Throughout, the Fourier series coefficients of a modular form f , a vector-valued modular form f ρ , and a Jacobi form φ are denoted by c(f ; n), c(f ρ ; n, r), and c(φ; n, r), respectively. The theta decomposition preserves the set of Fourier series coefficients: {c(φ; n, r)} = {c(Θ M (φ); n, r)}.
Jacobi forms mod p.
Recall from the introduction that p ≥ 5 is a prime. If φ(τ, z) = c(φ; n, r) q n ζ r and ψ(τ, z) = c(ψ; n, r) q n ζ r are Jacobi forms with coefficients in Z (p) , then φ ≡ ψ (mod p) when c(φ; n, r) ≡ c(ψ; n, r) (mod p) for all n, r. Set
where φ(τ, z) = c(φ; n, r) q n ζ r ( c(φ; n, r) ∈ F p ) denotes the reduction modulo p of φ. If φ ∈ J k,M (Z (p) ), then we denote its filtration modulo p by
Note that the F p -algebra of elliptic modular forms modulo p has a natural grading with values in Z /(p − 1)Z. We record the following direct consequence of Theorem 2 of [31] :
Proposition 2.2 allows the following slight extension of Sofer's [29] work on congruences of Jacobi forms on H × C.
Proof. Recall that the ring of weak Jacobi forms of index m is a module of rank 2m over M (1) • (see §8 and §9 of [7] ). In particular, if φ k ∈ J k,m (Z (p) ) has even weight k, then there are weak Jacobi forms φ −2,1 and φ 0,1 of index 1 and weight −2 and 0 respectively, such that
). If k is odd, then φ k can be expressed as the product of a weak Jacobi form φ −1,2 of index 2 and weight −1 and another weak Jacobi form of even weight. Thus, we have
Exploiting the Taylor expansion with respect to z in the same way as for even weights in Lemma 2.2 of [29] , we find that
and Proposition 2.2 yields the claim.
We need the next Lemma and Proposition to prove the extension of Proposition 2.3 to Jacobi forms on H × C l .
Lemma 2.4. Fix 0 < b ∈ Z and set
Then there exists an s ∈ Z l such that for all r, r ′ ∈ R the following holds:
Proof. It is easy to check that s := t (1, 4b, . . . , (4b) l−1 ) is as required.
It will often be useful to restrict Jacobi forms as follows:
fixed, then there exists an s ∈ Z l such that for all n ≤ n 0 and r ∈ Z l , we have
and apply Lemma 2.4 to find an s ∈ Z l such that (2.4) holds. The second statement follows from the first by choosing n 0 > max{n k }, where (n k , r k ) are Fourier indices with minimal n k such that c(φ k ; n k , r k ) ≡ 0 (mod p).
We now extend Proposition 2.3 to Jacobi forms on H × C l .
We prove the equality of indices as in the case of l = 1 (see Lemma 2.1 of [29] ). More precisely, for any λ ∈ Z l we have
follows from the second part.
Let M be fixed and
and apply Proposition 2.3 to find that
If 0 ≤ n 0 ∈ Z is fixed, then Proposition 2.5 asserts that there exists an s ∈ Z l such that for all n ≤ n 0 and r ∈ Z l , we have c(φ k [s]; n, t sr) = c(φ k ; n, r). In particular, (2.6) holds also for that s. Thus, for arbitrary n and r we have
and hence
Remark 2.7. One can repeatedly employ (2.5) to find that Proposition 2.6 can be extended as follows:
A priori, J k,M has a basis of Jacobi forms with Fourier series expansions over C. Our final result in this section shows that there exists a basis with integral Fourier series coefficients, which is important for arithmetic applications.
Theorem 2.8. There exists a basis of J k,M with integral Fourier series coefficients. That is, for all k and M , we have
Proof. If l = 1, then it is well known (see [7] ) that J k,m has a basis with Fourier series coefficients in Z. For l > 0 it suffices to show that 
where c(φ; D, r) depends on the reduction r (mod 2M ) of r. Note that J k,M ⊂ FJ k,M by the map which sends a Jacobi form to its Fourier series expansion. There are formal restriction maps ( · ) [s] , that map a formal Fourier series expansion to
where
for the preimage under restriction along s. Lemma 4.1 of [24] and Proposition 4.8 of [24] imply that there is a finite set S such that
The preimage ( · )[s] −1 preserves rationality of Fourier series coefficients, because ( · )[s] is defined over Z. In other words, we have
In this section, we show that (for fixed M ) the M (1)
is free for all p ≥ 5.
Definition 2.9. Let P(M ) be the set of primes p such that J •,M (Z (p) ) is a free module over
We first characterize the set P(M ) by saturation properties. Over characteristic 0, we say that a submodule N ⊆ N ′ is p-saturated (in N ′ ), if for every φ ∈ N ′ with pφ ∈ N , we have φ ∈ N . Proposition 2.10. We have
Proof. Write P sat to denote the set on the right hand side of the claim. Note that P(M ) ⊂ P sat . Let p ∈ P sat . We will show that J •,M (Z (p) ) is free, i.e., p ∈ P(M ). We recursively define generators. Since M is non-degenerate, we have J 0,M = {0}. Fix 0 < k ∈ Z, and suppose that there are algebraically independent (over M (1)
is p-saturated, since p ∈ P sat . Hence there exists a
• (see [19] ). We conclude that
Theorem 1.1 of Mason and Marks [19] implies that J •,M is a free module of rank rk M := det(2M ) over M (1) • . In particular, if φ ∈ J k,M , then Theorem 2.8 asserts that there exists φ i ∈ J k i ,M (Z) and
. Proposition 2.10 asserts that the module
, and we conclude that
To determine which primes belong to P(M ), we reconsider parts of [24] in a different spirit. The space of formal Fourier series expansions of even or odd weight and index M is given by
where c(n, r) = c(n, −r) in the even case and c(n, r) = −c(n, −r) in the odd case. For a finite set S of vectors in Z l , define
The space FE(M, S) odd is defined analogously.
Let R be a set of representatives of Z l / 2M Z l with the following property: For every r ∈ R and every r ′ ≡ r (mod M Z l ),
In [24] it is shown that the elements in FE(M ) even/odd are uniquely determined by their coefficients c(n, r) with r ∈ R. Proof. The second part is given by Corollary 4.7 of [24] . To show the first and third parts, we write
Choose b ∈ Z such that |r i | < b for all r = t (r 1 , . . . , r l ) ∈ R. Lemma 2.4 provides a set S such that for all r ∈ R there exists an s ∈ S such that t sr = t sr ′ for some r ′ ∈ R implies r = r ′ . Thus, the first part holds. We prove the third part only for even weights, and the case of odd weights is established in exactly the same way. Suppose that there exists a φ ∈ FE(M, S) even such that
As usual, denote the Fourier series coefficients of ψ by c(ψ; n, r). Let n 0 be minimal subject to the condition that there exists an r 0 with c(ψ; n 0 , r 0 ) ≡ 0 (mod p). The definitions of R and FM(M ) even imply that c(ψ; n 0 , r) ≡ 0 (mod p) for all r ∈ R, and hence r 0 ∈ R
Identify Z (p) -modules of Jacobi forms with the associated modules of Fourier series expansions.
For any S as in Lemma 2.12, we have an M
(1)
An analogous statement holds for J 2•+1,M (Z (p) ).
Proof. As before, we only consider the case of even weights. The first and second property in Lemma 2.12 can be used (see Section 4 of [24] for details) to show that
We have to study p-integrality under ( · )[S] in order to show the equality in (2.8). Note that restrictions of formal Fourier series expansions with p-integral coefficients have p-integral coefficients. Hence the left hand side of (2.8) is contained in the right hand side. To see the opposite inclusion, suppose there was a φ ∈ J 2•,M (Z (p) ) whose restriction φ[S] is divisible by p. Then φ itself is divisible by p, because FE(M, S) even is p-saturated by the third property in Lemma 2.12. This proves the equality.
The following equation shows that it gives an isomorphism of M
• (Z (p) )-modules. Given formal Fourier series expansions n,r c(φ; n, r) q n ζ r and n c(f ; n) q n , we have
Theorem 2.14. For every M , we have P(M ) ⊆ {2, 3}.
Proof. Recall that p ≥ 5. The case l = 1 is classical (see [7] and [29] ). Assume that l > 1. Choose S as in Lemma 2.12. We apply the isomorphism given in Corollary 2.13. We have to prove that
is a p-saturated submodule for every k. Using the above isomorphism, this amounts to showing that
is p-saturated. Lemma 2.12 implies that the first module in the intersection is p-saturated. Moreover, each term in the direct sum of the second module is p-saturated due to the case l = 1 of this theorem. The intersection of two p-saturated modules is p-saturated, and the claim follows for all l.
2.4.
Heat cycles and U p congruences. In this section, we investigate heat cycles of Jacobi forms, and we determine conditions for U p congruences of Jacobi forms. Consider the heat operator
∂z 2 is the usual heat operator. If φ ∈ J k,M , then a direct computation (see also Lemma 3.3 of [5] ) shows that
where E 2 is the quasimodular Eisenstein series of weight 2 and where φ ∈ J k+2,M .
Tate's theory of theta cycles (see §7 of [14] ) relies on Lemma 5 of [31] , which gives the filtration of the theta operator applied to a modular form. Proposition 2 of [26] extends Lemma 5 of [31] to Jacobi forms on H × C, and our next proposition extends this further to Jacobi forms on H × C l .
is the reduction of a Jacobi form modulo p. Moreover, we have
with equality if and only if p ∤(2ω(φ) − l) det(2M ).
Proof. We proceed exactly as in [26] , and we assume that ω(φ) = k. Let
φE 2 < k + p + 1 by (2.9). It remains to show that ω (φE 2 ) = k + p + 1, which then implies that p divides (2k − l) det(2M ). Proposition 2.11 asserts that φ = rk M i=1 f i φ i , where the elliptic modular forms f i have p-integral rational coefficients. There exists an f j such that ω f j φ i = k, since otherwise ω(φ) < k. Theorem 2 and Lemma 5 of [31] guarantee that f i E 2 has maximal filtration, and we find that ω (φE 2 ) = k + p + 1, which completes the proof.
Let us introduce an analog of Atkin's U -operator for Jacobi forms of higher degree:
we define
c(n, r) q n ζ r . (2.11) If l = 1, then this is precisely the U p operator of [25, 26] . The following Theorem on U p congruences is the main result in this Section. Note that the results for l even and l odd are quite different.
Theorem 2.17. Assume that p ≥ k such that p ∤ det(2M ), and let φ ∈ J k,M (Z (p) ) such that φ ≡ 0 (mod p).
Proof. We follow the proof of Proposition 3 in [25] , and our key ingredients are Propositions 2.6 and 2.15.
, φ is in its own heat cycle. We say that φ 1 a low point of its heat cycle if φ 1 = L A (φ) and 2ω L A−1 φ ≡ l (mod p). Let φ 1 be a low point of its heat cycle and let c j ∈ N be minimal such that
and let b j ∈ N be defined by
Exactly as in §7 of [14] (see also §3 of [25] ), one finds that there is either one fall with c 1 = p − 1 and b 1 = p + 1, or there are two falls with b 1 = p − c 2 and b 2 = p − c 1 . One fall occurs if and only if 2ω φ 1 ≡ l + 4 (mod p). In the following, we assume that there are two falls, and we write ω φ 1 = ap + B with 1 ≤ B ≤ p and p = 2B − 4 − l. Especially, if φ 1 = φ, then a = 0 and B = k. We find that 
which is as required if φ 1 = φ. Note also that in this case c 1 ≥ 1 implies that p < 2B − l − 4.
On the other hand, if φ U p ≡ 0 (mod p), then (under the assumption that k ≤ p) it is easy to see that L(φ) is a low point of its heat cycle (see also [25] ) with ω L(φ) = p + k + 1. Thus, we can apply our previous findings with a = 1 and B = k + 1: If l is even, then the case . If l is even, then the result is weaker, since one cannot exclude U p congruences modulo p for almost all primes p. This is related to the fact that M
,M for unimodular M (in which case 8 | l). Indeed, for even l the situation is somewhat analogous to the case of elliptic modular forms (see §7 of [14] ), where it is also impossible to exclude U p congruences modulo p for almost all primes p.
Examples.
We discuss a few examples to illustrate Theorem 2.17 in the case that l = 3 and
where we have performed necessary calculations with the help of Sage [30] . Note that [24] provides tools to compute spaces of Jacobi forms: The dimension formulas of J k,M are implemented in the computer code accompanying [24] . Moreover, Lemma 4.1 of [24] shows that any Jacobi form in J k,M is uniquely determined by its restrictions along vectors in a finite set S ⊂ Z l . For l = 3 and M as above, one finds using Sage that S = (0, 1, 1), (1, 1, 0), (1, 0, 0), (0, 0, 1), (1, 0, 1), (0, 1, 0), (1, 1, 1) is a possible choice. The index of a restriction along s ∈ Z 3 equals M [s]. In our case, M [s] = 3 is the maximal index that can occur for s ∈ S. Note that Jacobi forms of index m are determined by corrected Taylor coefficients (see Section 3 of [7] ) in M (1) k+2j for 0 ≤ j ≤ m. Hence we can deduce a Sturm bound for J k,M from the Sturm bound of M k+2j with 0 ≤ j ≤ 3, which allows us to determine Jacobi forms from their initial Fourier series expansions. The methods in [24] show how to find an explicit basis with integral Fourier series coefficients. In Table 1 , we give the initial Fourier series coefficients of such a basis φ k,i (0
Representatives of r ∈ Z l modulo 2M Z l and {±1} are given by Recall that p ≥ 5 throughout the paper. We have J 2,M = {0}, and dim J 4,M = 1, but no nonzero element in J 4,M has a U p congruence.
The space J 6,M has dimension 2, and Theorem 2.17 asserts that there are no U p congruences for p ≥ 7. If p = 5, then we find that Jacobi forms that have U 5 congruences form a 1-dimensional space which is spanned by the unique cusp form φ 6,1 .
Theorem 2.17 shows that forms in J 8,M , which has dimension 4, can have U p congruences only for p ∈ {5, 7}. We find that the space of Jacobi forms exhibiting U p congruences has dimension 2 , and the space of Jacobi forms with U 7 congruences is spanned by φ 8,1 + φ 8,2 + φ 8,3 . Finally, we consider the space J 10,M , which is 5-dimensional. Theorem 2.17 asserts that there are no U p congruences for p > 13. If p ∈ {5, 7, 11, 13}, then the corresponding spaces of Jacobi forms with U p congruences have dimensions 1, 1, 2, and 4, respectively. They equal the span of φ 10,1 + 4φ 10,2 + 4φ 10,3 + φ 10, 4 for p = 5; φ 10,1 + 5φ 10,2 + 5φ 10,3 + 4φ 10, 4 for p = 7; φ 10,1 + 9φ 10,4 and φ 10,2 + φ 10,3 + 8φ 10,4 for p = 11; φ 10,1 , φ 10,2 , φ 10,3 , and φ 10, 4 for p = 13.
In the case k = 10 and p = 11, we apply Theorem 2.17 to verify that L 3p+l 2 +1−k (φ) is congruent to a form of weight 3p + 2 + l − k. In the cases that φ ∈ J k,M (Z (p) ) with k = 6, 8, 10 and p = 5, k = 8, 10 and p = 7, and k = 10 and p = 13, we establish the above congruences by checking that L p−1 φ ≡ φ (mod p). These later computations are more expensive, since the filtration of L p−1 φ could be as large as k + (p + 1)(p − 1). For example, in the case k = 10, p = 13 the Sturm bound shows that it suffices to check Fourier series coefficients for all n < 17. In comparison, if our Theorem 2.17 had been applicable, Fourier series coefficients up to n < 5 would have sufficed.
3. Siegel modular forms 3.1. Preliminaries. Let H g be the Siegel upper half space of degree g, Z ∈ H g be a typical variable, and Sp g (Z) be the symplectic group of degree g over the integers. For a ring R ⊂ C, let M (g) k (R) be the vector space of Siegel modular forms of degree g, weight k, and with coefficients in R (for details on Siegel modular forms, see for example Freitag [9] or Klingen [16] ). We suppress
. Furthermore, Φ has a Fourier series expansion of the form
where the sum is over all symmetric, semi-positive definite, and half-integral g × g matrices with integral diagonal entries. We always denote the Fourier series coefficients of a Siegel modular form Φ by c(Φ; T ). Write Z = ( τ z t z W ) ∈ H g , where τ ∈ H, z ∈ C g−1 , and W ∈ H g−1 to find the Fourier-Jacobi expansion:
where the sum is over all symmetric, semi-positive definite, and half-integral g − 1 × g − 1 matrices with integral diagonal entries, and where Φ M ∈ J k,M are Jacobi forms on H × C g−1 .
3.2. Siegel modular forms modulo p. Recall that p ≥ 5 is a prime. Note that Böcherer and Nagaoka [2] require that p ≥ g + 3, and whenever we apply their results we also assume that p ≥ g + 3. For Siegel modular forms Φ(Z) = c(Φ; T ) e 2πi tr(T Z) and Ψ(Z) = c(Ψ; T ) e 2πi tr(T Z) with coefficients in Z (p) , we write Φ ≡ Ψ (mod p) when c(Φ; T ) ≡ c(Ψ; T ) (mod p) for all T . Set
where Φ(Z) = c(Φ; T ) e 2πi tr(T Z) (with c(Φ; T ) ∈ F p ) denotes the reduction modulo p of Φ.
We now introduce the weight filtration for Siegel modular forms modulo p.
We extend Proposition 2.6 to Siegel modular forms.
Proof. Consider the Fourier-Jacobi coefficients (Φ k ) M of Φ k to find that the desired congruence holds if and only if
holds for all M . Thus, Proposition 2.6 in combination with Remark 2.1 yields the claim. Proposition 3.1 includes the following special case, which is due to Ichikawa [12] (see also Böcherer-Nagaoka [3] ) if p ≥ g + 3. − 1) ). In particular, ω(Φ) is congruent modulo p − 1 to the weight of Φ.
Böcherer and Nagaoka [2] establish the existence of Siegel modular forms which are congruent to 1 modulo p, which is an important ingredient in determining the structure of M (g)
• (F p ). In this section, we study the implications of Proposition 3.1 for the graded rings of Siegel modular forms.
Proposition 3.4. For all primes p, the ideal C in (1.1) is saturated with respect to (p). That is, if P ∈ C and p | P , then also p −1 P ∈ C. In particular, if P ∈ C is homogeneous and if
. . , x n ] be a polynomial whose coefficients are divisible by p and which satisfies P (Φ 1 , . . . ,
. . , Φ n ) = 0, which gives the claim.
We now prove Theorem 1.1, which determines the ring structure of M (g)
By Proposition 3.1, we may assume that there exists an a ∈ Z such that P = k≡a (mod p−1) P k for homogeneous components P k of degree k. Let k ∈ Z be minimal subject to the condition P k ≡ 0 (mod p). Replacing P by Q := P − (1 − B)P k yields a polynomial whose homogeneous components Q k ′ vanish (modulo p) for k ′ < k + p − 1. By iterating this process, we may assume that P ≡ P k (mod p) for some k. Then P (Φ 1 , . . . , Φ n ) ≡ P k (Φ 1 , . . . , Φ n ) ≡ 0 (mod p) for this k, and Proposition 3.4 implies that P (x 1 , . . . , x n ) ≡ P k (x 1 , . . . x n ) ≡ 0 (mod p), which completes the proof.
) with k ′ < k and such that Φ ≡ Φ ′ (mod p), and suppose that Φ ′ corresponds to the polynomial A ′ under (1.1). We employ Theorem 1.1 to find that
for some (not necessarily homogeneous) P ∈ F p [x 1 , . . . , x n ]. Write P = P l for polynomials P l which are homogeneous of degree l with respect to the weighted grading of
Comparing the left and right hand side of (3.2) shows that
We end this section with two Lemmas that are needed in the proof of Proposition 3.7. 
Choose minimal indices T Φ and T Ψ with respect to the order subject to the condition that c(Φ; T Φ ) ≡ 0 (mod p) and c(Ψ; T Ψ ) ≡ 0 (mod p), respectively. If T Φ + T Ψ = T 1 + T 2 , then either T Φ = T 1 and T Ψ = T 2 , or one of the following holds:
We find that
which gives the claim.
3.4. Theta cycles and U (p)-congruences. In this section, we explore theta cycles of Siegel modular forms, and we prove Theorem 1.3. From the introduction, recall the generalized theta operator
Böcherer and Nagaoka [2] prove that if
Our following result on the filtration of D(Φ) generalizes a classical result on elliptic modular forms (see [27, 31] ) and also Proposition 4 of [4] to the case of Siegel modular forms of degree g > 2.
) with 2k ≥ g and suppose that there exists a Fourier-Jacobi coefficient
with equality if and only if p ∤ (2ω(Φ) − g + 1).
Proof. We proceed exactly as in [4] , and we assume that ω(Φ) = k. Consider the Fourier-Jacobi expansion
. Lemma 3.5 shows that there exists an Υ ∈ M (g)
and P Υ is relatively prime to B, where P Υ corresponds to Υ under the isomorphism in Theorem 1.1.
Eholzer and Ibukiyama [6] establish a Rankin-Cohen bracket of Siegel modular forms of degree g. We employ a slight extension of a special case of [6] , which is due to Böcherer and Nagaoka [2] . Let us introduce necessary notation: For 0 ≤ α ≤ g let P α (R, R ′ ) be the polynomial defined by the equation
where the variables R and R ′ are symmetric n × n matrices. Set
and k+p+1 (Z (p) ) such that ω(Ξ) = k + p + 1 and D(Φ) ≡ Ξ (mod p). Let P Ξ be the polynomial corresponding to Ξ under the isomorphism in Theorem 1.1. Note that B does not divide P Ξ P Υ , since B does not divide P Ξ and B is relatively prime to P Υ . Lemma 3.6 shows that ΞΥ ≡ 0 (mod p) and Corollary 1.2 implies that ω ΞΥ = k ′ + k + p + 1. We obtain the contradiction
Hence ω D(Φ) < k + p + 1, which completes the proof.
Proof of Theorem 1.3. We apply Corollary 3.2 and Proposition 3.7 to study generalized theta cycles. Theorem 1.3 follows then analogous to Theorem 2.17. In order to show that J 4 has a U (p) congruence if p = 7, we consider J 4 as the Duke-Imamoğlu-Ikeda lift of the unique elliptic cusp form δ (normalized by c(δ; 1) = 1) of weight where φ(a, T ) ∈ Z is a local invariant of T , and det(T ) = D T,0 f 2 T for square free D T,0 . Observe that c(δ, n) ≡ 0 (mod 7) whenever 7 | n implies that c(J 4 ; T ) ≡ 0 (mod 7) whenever 7 | det(T ). Thus, it suffices to verify that δ has a U (7) congruence. If g = 1, then θ := D is the usual theta operator for elliptic modular forms. We need to argue that δ ≡ θ 6 δ (mod 7). Note that θ 6 δ is congruent to a modular form of weight 13 2 + 48 and level 4, and the Sturm bound is 28 (see for example Theorem 2.58 of [22] ). The table in [18] shows that the first 28 coefficients of δ exhibit a U (7) congruence, and we conclude that J 4 U (7) ≡ 0 (mod 7).
Remark 3.8. Recall that the Schottky J 4 is the difference of the theta series of degree 4 attached to the unimodular lattices E 8 ⊕E 8 and D 16 , respectively (see [13] ). In this context, our example can be interpreted as follows: For all primes p ≥ 5, p = 7, there exists at least one lattice Λ of dimension four whose discriminant is divisible by p and which does not occur with the same multiplicities in E 8 ⊕ E 8 and D 16 . The case p = 7 is special. The number of 4-dimensional sublattices Λ in E 8 ⊕ E 8 and D 16 with discriminant divisible by 7 coincides modulo 7.
Comparing elliptic theta series attached to these lattices shows that the number of vectors of length n in E 8 ⊕ E 8 and D 16 is the same for all non-negative integers n.
