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MAXIMUM-ENTROPY INFERENCE AND INVERSE
CONTINUITY OF THE NUMERICAL RANGE
STEPHAN WEIS
Abstract. We study the continuity of the maximum-entropy in-
ference map for two observables in finite dimensions. We prove
that the continuity is equivalent to the strong continuity of the
set-valued inverse numerical range map. This gives a continuity
condition in terms of analytic eigenvalue functions which implies
that discontinuities are very rare. It shows also that the continuity
of the MaxEnt inference method is independent of the prior state.
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strong continuity, stability, strong stability.
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1. Introduction
The maximum-entropy principle, going back to Boltzmann, is one
of the standard techniques in quantum mechanical inference problems
[16, 48, 15, 39, 2] and state reconstruction [6, 40]. Here we consider a
finite set of quantum observables, represented by hermitian matrices in
the algebra Md of complex dˆ d-matrices, d P N. If their expected val-
ues with respect to several quantum states are identical then no unique
quantum state is specified by these expected values. The maximum-
entropy inference map makes a definite choice by selecting the state
with maximal von Neumann entropy. This inference map from ex-
pected values to states can have discontinuity points on the boundary
of the set of expected values [47, 45] while analogous inference maps
to probability distributions are always continuous. The discontinuities
have a meaning in physics. They have been discussed as a signature
of a quantum phase transition [8]. They are passed [46, 32] from the
inference map to a correlation quantity called irreducible correlation
[23, 49] which is connected to the topological entanglement entropy
used to characterize topological order [25, 18].
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Methods to analyze the discontinuities have included information
topology [44], convex geometry [45, 32], and, for two observables, nu-
merical range techniques [32]. Here, we focus on the case of two ob-
servables which we encode into a single matrix A P Md as its real part
ℜpAq :“ 1
2
pA`A˚q and imaginary part ℑpAq :“ 1
2 i
pA´A˚q, a notation
which we will meet again in Sec. 6. The set of density matrices in Md
is denoted by
Md :“ tρ PMd | ρ ľ 0, trpρq “ 1u.
This set is also called state space [1], a ľ 0 means that the matrix
a P Md is positive semi-definite. The state space is a convex body, that
is a compact convex subset in a Euclidean space. The inner product
xa, by :“ trpa˚bq, a, b PMd, and norm }a}2 :“
axa, ay shall be used.
In quantum mechanics, see for example [4], Secs. 5.1 and 5.2, ele-
ments ofMd represent states of a quantum system and the real number
trpρaq “ xρ, ay, for an observable a PMd and for ρ PMd, is interpreted
as the expected value of a when the system is in the state ρ. Since we
use the map ρ ÞÑ xρ, Ay in various restrictions the notation will simplify
by reserving a symbol it. We define the expected value functional
EA : tb PMd | b˚ “ bu Ñ C, a ÞÑ xa, Ay
on the Euclidean space of hermitian matrices. The map EA sends a
state ρ P Md to the pair EApρq “ pxρ,ℜpAqy, xρ,ℑpAqyq of expected
values of the observables ℜpAq and ℑpAq, in the identification of the
range C with R2.
The domain of the maximum-entropy inference map is the convex
body
LA :“ tEApρq | ρ PMdu Ă R2,
comprising the expected value pairs of ℜpAq and ℑpAq. We call LA
convex support [47, 45, 32] by its name in probability theory [3]. The
von Neumann entropy of a state ρ PMd is Spρq “ ´trpρ ¨ log ρq and
the maximum-entropy inference is the map
ρ˚A : LA ÑMd, α ÞÑ argmaxtSpρq | ρ PMd,EApρq “ αu.
See [16, 15] for more information about ρ˚A. Our analysis will be based
on [45], Thm. 4.9, which affirms that for all α P LA
(1.1) ρ˚A is continuous at α if, and only if, EA|Md is open at ρ˚Apαq.
Thereby, a function between topological spaces is open at a point in
the domain if the image of every neighborhood of that point is a neigh-
borhood of the image point. Clearly, every linear map is open in finite
dimensions but it may fail to be open when restricted.
S. Weis 3
Exact bounds on the number of discontinuity points of ρ˚A are known
for d ď 5, see Secs. 7 and 8 in [32]. The bounds have been derived from
pre-image results [20] of the following map fA. The aim of this article
is to go beyond these pre-image results and to establish a direct link to
a continuity problem in operator theory [10, 21, 24]. Denoting by SCd
the unit sphere of Cd, the numerical range map of a matrix A P Md is
defined by
fA : SC
d Ñ C, x ÞÑ xx,Axy.
The numerical range is the image W pAq “ fApSCdq. Here, xx, yy :“
x1y1 ` ¨ ¨ ¨ ` xdyd, x, y P Cd, is the inner product of Cd. The numerical
range [19, 14] is a convex set by the Toeplitz-Hausdorff theorem [22] and
it is well-known that W pAq “ LA holds, see for example [5], Thm. 3.
The set-valued inverse f´1A : W pAq Ñ SCd is called [10, 21, 24] strongly
continuous at α PW pAq if for all x P f´1A pαq the map fA is open at x.
Our main result can be summarized as follows.
Theorem 1.1. For all α P LA the maximum-entropy inference map ρ˚A
is continuous at α if and only if f´1A is strongly continuous at α.
We remark that there is a very large set of functions which can
replace the von Neumann entropy in this continuity analysis. Although
the map ρ˚A will change, its topological properties will remain if ρ
˚
Apαq
lies in the relative interior of the fiber E´1A pαq for all α P LA (see Sec. 7
for examples). This is the content of Coro. 5.4 but remains an open
problem for more than two observables. Otherwise, if some of the
inference points belong to the relative boundary of fibers, the topology
can change already for two observables, see [32], Thm. 7.1. We recall
that the relative interior of a convex set C is the interior of C in the
topology of the affine hull of C. The relative boundary of C is the
complement of the relative interior in the closure of C.
The proof of Thm. 1.1 at the end of Sec. 5 uses two properties of
convex sets: Firstly (see Sec. 4), like all two-dimensional convex bodies,
the set LA is stable, that is the mid-point map pα, βq ÞÑ 12pα ` βq is
open [28]. Secondly (see Sec. 5), the state spaceMd is strongly stable
[35]. These two notions of stability are equivalent for a large class of
convex sets [36]. Stability of the set of density matrices on a separable
Hilbert space was used, for example, to show the continuity of entan-
glement monotones [29] arising from the convex roof extension [42].
The present work shows that already in finite dimensions the topology
of a linear map on the state space Md and the stability of its linear
images (see last paragraph of Sec. 2) have much more to explore.
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2. Remarks and Corollaries
We comment on the main result, derive some corollaries, and provide
an outlook.
Thm. 1.1 is surprising because the functions ρ˚A and f
´1
A are opposite
in several respects.
Remark 2.1.
(1) Studying the continuity of ρ˚A requires by (1.1) to check the openness
of EA restricted to the state space Md, while studying the strong
continuity of f´1A requires by Lemma 3.2 to check the openness of
EA restricted to the extremal pointsM
1
d ofMd.
(2) Lemma 5.8 in [45] shows that for all α P LA the state ρ˚Apαq lies
in the relative interior of the fiber F :“ EA|´1Mdpαq. On the other
hand, the set f´1A pαq consists of extremal points of F . In fact, we
have seen in (1) that the elements of f´1A pαq are extremal points of
the state spaceMd. A fortiori they are extremal points of F .
(3) While for all α P LA the state ρ˚Apαq maximizes the von Neumann
entropy on the fiber EA|´1Mdpαq, the pre-image f´1A pαq is the zero
level set of minimal entropy, see for example [43], Sec. A.2.
Two corollaries are worth pointing out. Sec. 6 focusses on a conti-
nuity condition of f´1A in terms of analytic eigenvalue functions [21].
The condition then governs the continuity of the inference map ρ˚A.
For example, this shows that ρ˚A has at most finitely many points of
discontinuity and that the set of matrices A where ρ˚A is continuous is
open and dense in Md.
Sec. 7 addresses the quantum MaxEnt inference method [37, 38, 7, 2]
which is an updating rule from a prior state to an inference state, given
new information in terms of expected values. The maximum-entropy
inference is the special case of a uniform prior. We prove that the
MaxEnt inference, seen as a function from expected values to inference
states, has for all prior states the same points of discontinuity.
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Finally, we remark that new ideas will be needed to extend the meth-
ods of this article to r “ 3 (or more) observables u1, . . . , ur P Md.
Firstly, it was observed in [8], Exa. 6 (see also [32], Exa. 5.2) that the
convex support tpxρ, u1y, . . . , xρ, uryq | ρ PMdu is not stable for some
choices of observables u1, u2, u3 P M3 when r “ d “ 3. Secondly, al-
though the joint numerical range txx, uixyri“1 | x P SCdu contains the
extremal points of the convex support, it is in general not convex [22]
for r ě 3. So the boundary of the convex support will need a careful
analysis when trying to go beyond r “ 2.
3. Preliminaries
We introduce faces of convex sets and pure states. We connect the
domains of the functions fA and EA|Md by recalling properties of the
quotient map β : SCd Ñ PCd from the unit sphere in Cd to the pro-
jective space of lines in Cd. This is a well-known smooth (even real
analytic) map. Nevertheless we provide a proof because we are also
interested in the openness of β.
A face of a convex set C is a convex subset F Ă C such that if for
x, y P C the open segment sx, yr :“ tp1´λqx`λy | λ P p0, 1qu intersects
F , then the closed segment rx, ys :“ tp1´λqx`λy | λ P r0, 1su belongs
to F . An extremal point is a face of dimension zero and a facet is a face
of dimension dimpCq ´ 1.
The extremal points of the state space Md, d P N, are called pure
states in physics [4, 27] and it is well-known, see for example (4.2) in [1],
that the set of pure states equals the set of rank-one density matrices
which we denote by
(3.1) M1d :“ tρ PMd | rankpρq “ 1u.
The rank-one density matrices are the orthogonal projections onto one-
dimensional subspaces of Cd. SoM1d – PCd “ SCd{SC1 is a projective
space. We denote the quotient map in Dirac’s notation
(3.2) β : SCd ÑM1d, x ÞÑ |xyxx|.
Its fibers are isomorphic to the circle SC1. For d “ 2 the famous Hopf
fibration is obtained, see for example [4].
In the following we use the trace distance and the fidelity, see for
example [27], Sec. 9.2.1–2. Let
?
a denote the square root of a positive
semi-definite matrix a PMd, that is
?
a ľ 0 and p?aq2 “ a. The trace
norm of a P Md is }a}1 :“ tr
?
a˚a. The trace distance between states
ρ, σ PMd is
Dpρ, σq :“ 1
2
}ρ´ σ}1
and their fidelity is F pρ, σq :“ }?ρ?σ}1 “ tr
a?
ρ σ
?
ρ.
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The fidelity is symmetric in the two arguments by Uhlmann’s theo-
rem [41]. We have 0 ď F pρ, σq ď 1 where the upper bound is achieved
if and only if ρ “ σ. The Fuchs-van de Graaf inequalities [11]
(3.3) 1´ F pρ, σq ď Dpρ, σq ďa1´ F pρ, σq2
hold. For pure states we have F p|xyxx|, |yyxy|q “ |xx, yy|, x, y P SCd,
where |z| :“axz, zy is the norm of z P Cd.
We say a function between topological spaces is open on a subset of
its domain if it is open at each point of this subset. The function is
open if it is open on the domain.
Lemma 3.1. The map β : SCd ÑM1d is continuous and open.
Proof: The second inequality in (3.3) showsD2 ď p1´F 2q ď 2p1´F q.
So, for x, y P SCd we have
Dp|xyxx|, |yyxy|q2 ď |x|2 ` |y|2 ´ 2|xx, yy| ď |x|2 ` |y|2 ´ 2ℜpxx, yyq
“ |x´ y|2,
whence β is Lipschitz-continuous with the global constant one. The
left-hand side inequality in (3.3) implies for all x, y P SCd such that
xx, yy ě 0 the inequality of
|x´ y|2 “ 2p1´|xx, yy|q “ 2p1´F p|xyxx|, |yyxy|qq ď 2Dp|xyxx|, |yyxy|q.
This proves that the ball in SCd of (Hilbert space) radius ǫ ą 0 about
x P SCd, mapped through β, contains the ball in M1d of (trace dis-
tance) radius 1
2
ǫ2 about |xyxx|. Hence β is open. ˝
Turning to the convex support and to the numerical range we notice
that for all x P SCd
(3.4) fApxq “ xx,Axy “ trp|xyxx|Aq “ EAp|xyxx|q “ EA ˝ βpxq.
Lemma 3.2. For all x P SCd the following statements are equivalent.
(1)The map fA is open at x.
(2)The map EA|M1
d
is open at |xyxx|.
Proof: Using (3.4), (1) ùñ (2) follows from the continuity of β and
(2) ùñ (1) follows from the openness, proved in Lemma 3.1. ˝
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4. Strong Continuity Implies Continuity
We prove that the strong continuity of f´1A implies the continuity of
the maximum entropy inference ρ˚A. The main argument is the stability
of two-dimensional convex bodies.
A convex body C is stable if C ˆ C Ñ C, px, yq ÞÑ 1
2
px ` yq is
an open map [28, 9]. We recall two facts about stable convex bodies.
Firstly, if C is a stable convex body then for any integer n ě 2 and for
pλ1, . . . , λnq P Rn such that λi ě 0 for i “ 1, . . . , n and λ1`¨ ¨ ¨`λn “ 1
the map
(4.1) C ˆ ¨ ¨ ¨ ˆ Cloooooomoooooon
n times
Ñ C, px1, . . . , xnq ÞÑ λ1x1 ` ¨ ¨ ¨ ` λnxn
is open. The proof that (4.1) is open is given for n “ 2 in [9], Prop. 1.1,
and the case of n ě 3 follows by induction.
Secondly, every two-dimensional convex body is stable. This follows
from Thm. 2.3 in [28] which says that a convex body C of any finite
dimension l P N is stable if, and only if, for each k “ 0, . . . , l the k-
skeleton, that is the union of all faces of C of dimension at most k, is
closed. The pl ´ 2q-, the pl ´ 1q- and the l-skeletons of C are always
closed, see [12], so every two-dimensional convex body is stable.
The Euclidean ball of radius ǫ ą 0 about ρ P Md within a subset
C ĂMd will be denoted by Bǫpρ, Cq :“ tσ P C | }ρ´ σ}2 ď ǫu.
Theorem 4.1. Let α be an extremal point of LA. If f
´1
A is strongly
continuous at α then EA|Md is open on EA|´1Mdpαq.
Proof: If α P LA is an extremal point then the fiber F :“ EA|´1Mdpαq
is a face of the state space Md, so all extremal points of F are pure
states or equivalently, by (3.1), they belong to the set of rank-one states
M1d. Hence we can write an arbitrary point ρ P F in the form
ρ “ λ1ρ1 ` ¨ ¨ ¨ ` λnρn
where ρi PM1d X F , λi ě 0 for i “ 1, . . . , n and λ1 ` ¨ ¨ ¨ ` λn “ 1. Let
xi P SCd such that ρi “ |xiyxxi| and choose a neighborhood Ni ĂM1d
of ρi in M
1
d. By the continuity of β : SC
d Ñ M1d (see Lemma 3.1)
the pre-image N 1i :“ β´1pNiq is a neighborhood of xi in SCd. The
assumption that f´1A is strongly continuous at α proves that fApN 1iq is
a neighborhood of α. Hence EApNiq “ fApN 1iq is a neighborhood of α.
Now let N Ă Md be an arbitrary neighborhood of ρ in Md and
choose neighborhoods Ni ĂM1d about ρi inM1d such that λ1N1`¨ ¨ ¨`
λnNn Ă N . It suffices to consider a Euclidean ball Bǫpρ,Mdq Ă N of
radius ǫ ą 0 about ρ and to use the Euclidean balls Ni “ Bǫpρi,M1dq
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about ρi, i “ 1, . . . , n. Then
λ1EApN1q ` ¨ ¨ ¨ ` λnEApNnq Ă EApNq.
We have seen that each set EApNiq is a neighborhood of α and we have
pointed out earlier in this section that the two-dimensional convex body
LA is stable. Hence (4.1) shows that EApNq contains a neighborhood
of α. This completes the proof. ˝
The linear map EA|Md is open on the fiber EA|´1Mdpαq of α P LA if α
is a relative interior point of LA or a relative interior point of a facet
of LA. For a proof see [45], Sec. 4.3, or [32], Sec. 3. Since dimpLAq ď 2
we deduce from Thm. 4.1 the following.
Corollary 4.2. If f´1A is strongly continuous at α P LA then EA|Md is
open on the fiber EA|´1Mdpαq.
5. Continuity Implies Strong Continuity
We prove that the continuity of ρ˚A implies the strong continuity of
f´1A . This is the harder part compared to converse direction in Sec. 4
because we now have to restrict the domain from the state space Md
to the pure statesM1d while keeping the range LA. A major argument
will be a corollary of the strong stability of the state space [35].
It is well-known that the state spaceMd is stable. Indeed, Lemma 3
in [34] proves that the map
(5.1) Md ˆMd ˆ r0, 1s ÑMd, pρ, σ, λq ÞÑ p1´ λqρ` λσ
is open, which is equivalent to the stability ofMd by Prop. 1.1 in [9].
To make an openness statement about EA|M1
d
we have to restrict the
left-hand side of (5.1) from Md to M
1
d while keeping the right-hand
side. This restriction is indeed possible. The cost is the non-finiteness
of the ensemble, see Rem. 1 in [35]. The corresponding property of
Md is called strong stability which, by definition, means that for all
k “ 1, . . . , d the barycenter map from the discrete probability measures
on tρ PMd | rankpρq ď ku toMd is open, see [35], Thm. 1.
Lemma 4 in [35] serves for our purposes: Let tπi, ρiuiPN be a countable
ensemble, that is ρi PM1d, πi ě 0 for all i P N and
ř8
i“1 πi “ 1. For
an arbitrary sequence tρnu ĂMd converging to the average
ř8
i“1 πiρi
there exists a sequence ttπni , ρni uiPNunPN of countable ensembles such
that
(5.2)
p@nq πn
1
ρn
1
` πn
2
ρn
2
` ¨ ¨ ¨ “ ρn,
p@iq limnÑ8 πni “ πi and pπi ą 0 ùñ limnÑ8 ρni “ ρiq.
We use an immediate corollary of (5.2) which is as follows.
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Corollary 5.1. Let ρ PM1d be a pure state, let N ĂM1d be a neigh-
borhood of ρ in M1d and let σ P Md be an arbitrary state. For every
λ P r0, 1q and every λ˜ ą λ with λ˜ ď 1 the set p1 ´ λ˜qN ` λ˜Md is a
neighborhood of p1´ λqρ` λσ in Md.
The Bloch ball M2 with ρ “ |0yx0|, σ “ |1yx1|, and λ ď 12 shows
that the assumption λ˜ ą λ of Coro. 5.1 can not be weakened to λ˜ ě λ.
Based on two chapters of the numerical range theory, the next lemma
provides an extremal point argument. Firstly, Thm. 2 in [10] states
that for all α P LA and x P SCd such that α “ fApxq and for any
neighborhood U of x in SCd there is a constant δ ą 0 such that δLA`
p1 ´ δqα Ă fApUq holds. Secondly, Lemma 3.2 in [21] proves that for
r ą 0 and x P SCd the set fApty P SCd | |y ´ x| ă ruq is convex.
Lemma 5.2. Let ρ P M1d and let N Ă M1d be a neighborhood of ρ
in M1d. There exists a neighborhood
rN Ă N of ρ in M1d such that
EAp rNq is convex. The set EAp rNq is a neighborhood of EApρq in LA if
it contains all extremal points of LA in a neighborhood of EApρq in LA.
Proof: The continuity of the quotient map β : SCd Ñ M1d, see
Lemma 3.1, shows that N 1 :“ β´1pNq Ă SCd is a neighborhood of
any point in β´1pρq. Let x be such a point. Lemma 3.2 in [21], cited
above, shows that for some neighborhood N2 Ă N 1 of x the image
fApN2q is convex. The openness of β shows that rN :“ βpN2q is a
neighborhood of ρ in M1d. Moreover, EAp rNq “ fApN2q is convex and
contains α :“ EApρq “ fApxq. This proves the first assertion.
Let us prove that fApN2q is a neighborhood of α if it contains all ex-
tremal points of LA sufficiently close to α. We can assume that LA has
real dimension two and that α is an extremal point of LA. Otherwise
Thm. 2 in [10], cited above, shows that fApN2q is a neighborhood of α.
Since fApN2q is convex, it suffices to show that it contains a neigh-
borhood of α in BLA. We consider a disk D :“ tα1 P C | |α1 ´ α| ă ǫu
of radius ǫ ą 0 about α and one of the semi-arcs, denoted by rǫ, on the
curve DXBLA and starting at α. If rǫ is a segment for some ǫ then by
Thm. 2 in [10] fApN2q contains a neighborhood of α in rǫ. Otherwise
rǫ has a sequence of extremal points of LA which converges to α. By
assumptions, fApN2q includes all extremal points of LA which are suffi-
ciently close to α. Hence, the convex set fApN2q contains the segments
between those extremal points and therefore a neighborhood of α in
rǫ. Together with the analogous statement about the other semi-arc
we have shown that fApN2q contains a neighborhood of α. ˝
We are ready to prove a main result of this paper.
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Theorem 5.3. Let α P LA. If EA|Md is open at a relative interior
point of EA|´1Mdpαq then f´1A is strongly continuous at α.
Proof: Let ρ be a relative interior point of the fiber F :“ EA|´1Mdpαq
such that EA|Md is open at ρ. We have to prove that fA is open at
every point of f´1A pαq. Thus, using Lemma 3.2, it suffices to prove that
for all pure states σ P F the map EA|M1
d
is open at σ.
Let N ĂM1d be a neighborhood of σ in the set of pure states M1d.
By Lemma 5.2 there exists a neighborhood N 1 Ă N of σ in M1d such
that EApN 1q is a neighborhood of α in LA provided that it contains all
extremal points of LA close to α, which we shall prove now.
Let τ P F and λ P p0, 1q such that ρ “ p1´ λqσ ` λτ , and let λ˜ ą λ
with λ˜ ă 1. Then Coro. 5.1 proves that
N2 :“ p1´ λ˜qN 1 ` λ˜Md
is a neighborhood of ρ inMd. By assumptions, EA|Md is open at ρ, so
(5.3) EApN2q “ p1´ λ˜qEApN 1q ` λ˜LA
is a neighborhood of α in LA. The definition of extremal points and
(5.3) show that every extremal point of LA which lies in EApN2q must
lie in EApN 1q. ˝
Thm. 5.3 and Coro. 4.2 prove the following.
Corollary 5.4. Let α P LA. Then EA|Md is open at a relative interior
point of EA|´1Mdpαq if and only if f´1A is strongly continuous at α. In
this case EA|Md is open on EA|´1Mdpαq.
We are ready to prove Theorem 1.1.
Proof of Theorem 1.1: As we have recalled in Rem. 2.1(2), the infer-
ence state ρ˚Apαq lies in the relative interior of EA|´1Mdpαq for all α P LA.
Therefore the claim follows from (1.1) and Coro. 5.4. ˝
6. Continuity in Terms of Eigenvalue Functions
We derive a continuity condition of the maximum-entropy inference
from the theory of the numerical range map [21]. This shows that
discontinuities of the maximum-entropy inference are the exception.
For all θ P R the hermitian matrix
ℜpe´ i θAq “ cospθqℜpAq ` sinpθqℑpAq
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has an orthogonal basis of eigenvectors txkpθqudk“1 and eigenvalues
tλkpθqudk“1 which depend real analytically on θ [30]. Further, we define
curves for k “ 1, . . . , d,
(6.1) zkpθq :“ ei θpλkpθq ` iλ1kpθqq, θ P R,
where λ1k is the derivative of λk with respect to θ. We remark that the
union of these curves is a plane algebraic curve [17] whose convex hull
is the numerical range [19].
An eigenvalue function λk is said [21] to correspond to α P W pAq
at θ P R if zkpθq “ α. Notice by (6.1), all eigenvalue functions cor-
responding to α P W pAq at θ P R have the same value and the same
derivative at θ. We denote the support line of W pAq with outward
pointing normal vector ´ei θ by ℓθ. The following Fact 6.1(1) is proved
in Thm. 2.1(1) in [21]. Part (2) follows from Thm. 2 in [10].
Fact 6.1. (1) Let θ P R and let α P W pAq X ℓθ be an extremal point
of W pAq. Then f´1A is strongly continuous at α if and only if the
eigenvalue functions corresponding to α at θ are mutually equal.
(2)Condition (1) is for all points of W pAq decisive, because f´1A is
strongly continuous at relative interior points of W pAq and at rela-
tive interior points of facets.
An example and two corollaries will illustrate the use of Fact 6.1.
Example 6.2. A discontinuity of the maximum-entropy inference ρ˚A
is known [47, 8, 32] for
A :“
„
0 2
0 0

‘ r 1 s,
the direct sum denoting a block-diagonal matrix in M3. The numerical
range W pAq is the unit disk in C where ρ˚A is discontinuous at 1.
Let us derive this discontinuity with new methods. The real part of
the matrix e´ i θA is
ℜpe´ i θAq “ pcospθqσ1 ` sinpθqσ2q ‘ cospθq, θ P R,
for Pauli matrices
σ1 :“
„
0 1
1 0

and σ2 :“
„
0 ´ i
i 0

.
The eigenvalue functions are λ1pθq “ 1, λ2pθq “ ´1 and λ3pθq “ cospθq
while z1pθq “ ei θ, z2pθq “ ´ei θ and z3pθq “ 1 holds. The eigenvalue
functions corresponding to 1 at π are λ2 and λ3 and 1 P ℓπ holds. Since
λ2 ‰ λ3, Fact 6.1 proves that f´1A is not strongly continuous at 1. Thus,
Theorem 1.1 proves the discontinuity of ρ˚A at 1.
12 Maximum-entropy inference and inverse continuity
Finally we deduce, following [21], that a discontinuity of the maximum-
entropy inference is the exception. The eigenvalue functions λk extend
analytically to a neighborhood of R in C and therefore, see for exam-
ple [33], Thm. 10.18, distinct eigenvalue functions can only coincide at
finitely many exceptional values of θ P r0, 2πq. Thus Fact 6.1, Coro. 5.4
and Thm. 1.1 show the following.
Corollary 6.3.
(1)For all except possibly finitely many points α of LA the map EA|Md
is open on EA|´1Mdpαq.
(2)For all except possibly finitely many points α of LA the maximum-
entropy inference ρ˚A is continuous at α.
To make a statement about exceptionality of discontinuities in terms
of observables we refrain from the global assumption that a matrix
A P Md is chosen. For all d P N the von Neumann-Wigner non-crossing
rule [26] in the formulation of [13], Prop. 4.9, states that the set of
matrices A PMd such that for any ps, tq P R2zt0u the hermitian matrix
sℜpAq ` tℑpAq has simple eigenvalues is open and dense in Md. Thus
Fact 6.1, Coro. 5.4 and Thm. 1.1 show the following.
Corollary 6.4. Let d P N.
(1)The set of matrices A PMd where EA|Md is open is open and dense
in Md.
(2)The set of matrices A P Md where ρ˚A is continuous is open and
dense in Md.
7. Independence of the Prior State
The MaxEnt inference method [37, 38, 7, 2] is an updating rule from
a prior state to an inference state, given new information in terms of
expected values. We show that the continuity of the MaxEnt inference
function does not depend on the prior state.
As we have seen in Sec. 2 the set of expected values of two observables
is the convex support LA which refers to a matrix A P Md, d P N. By
definition, the prior state ρ PMd is assumed to be a positive definite
matrix. The MaxEnt inference function, with respect to A and ρ, is
ΨA,ρ : LA ÑMd, α ÞÑ argmintSpσ, ρq | σ P EA|´1Mdpαqu.
This is a well-defined single-valued function [45]. Here, the Umegaki
relative entropy S :MdˆMd Ñ r0,8s is an asymmetric distance which
is zero only for equal arguments. By definition, for states ρ PMd of
maximal rank holds Spσ, ρq “ tr σplogpσq´ logpρqq. Notice Spσ,1{dq “
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logpdq ´ Spσq for all σ PMd where Spσq is the von Neumann entropy.
So, ΨA,1{d “ ρ˚A is the maximum-entropy inference. Here 1 denotes the
dˆ d identity matrix.
The question whether the continuity of ΨA,ρ depends on ρ was asked
in [45], Rem. 5.9. For two observables the answer is negative:
Theorem 7.1. All maps in the set tΨA,ρ | ρ is a prior state u have the
same points of discontinuity in LA.
Proof: Since the function σ ÞÑ Spσ, ρq is continuous for each posi-
tive definite prior state ρ P Md, the continuity of ΨA,ρ at α P LA is
equivalent to the openness of EA|Md at ΨA,ρpαq, see [45], Thm. 4.9.
In addition, Lemma 5.8 in [45] proves that ΨA,ρpαq lies in the relative
interior of the fiber EA|´1Mdpαq. Now Coro. 5.4 proves the claim. ˝
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