Abstract: Previous research has found that weak institutions can hamper investment and alter patterns of trade. However, little is known about the impact of institutional quality on offshoring. This lack of knowledge is surprising, given that offshoring has become an important part of many firms' internationalization strategies. This study uses detailed firm-level data for the 1997-2005 period to examine the relationship between institutional quality in 113 source countries and offshoring by Swedish firms. The results suggest that weak institutions are negatively related to offshoring in general and to the offshoring of R&D-and relationship specificity-intensive inputs in particular. An analysis of learning effects suggests that the impact of weak institutions on the offshoring of relationship specificity-intensive inputs vanishes when firms return to countries from which they have previous market experience. Our results are robust to the use of various measures of institutional quality.
Introduction
Over the last two decades, the study of institutions has evolved from a marginal topic to a vibrant area of economic research. The bulk of this research focuses on the relationship between institutions and economic growth, but the question of how institutions affect trade and investment is also receiving increased attention. As an indication of the importance of institutions for trade, Anderson and Marcoullier (2002) and Márquez-Ramos, Mart'tinez-Zarzoso, and Suárez-Burgute (2012) show that institutions have an even stronger influence than tariffs on international trade.
In this paper, we empirically analyze the relationship between institutional quality in source countries and firm-level offshoring for the 1997-2005 period. Offshoring gives rise to trade in intermediate inputs, implying that inputs that were previously produced in-house are relocated to an agent in a different jurisdiction. As international offshoring may involve the transfer of knowledge and management control, institutional barriers can strongly affect offshoring (Antràs and Helpman 2006; Helpman 2003, 2005 ).
Institutional quality not only affects the choice of country and traded volumes in a static manner but also has implications for trade patterns in terms of spell duration and trade flow dynamics. Models based on search costs show that when learning effects related to the contracting partners and market experience arise, the role of institutions becomes muted over time (Aeberhardt, Ines, and Fadinger 2011; Araujo, Mion, and Ornelas 2012; Rauch and Watson 2003) .
The study of learning effects associated with trade is a growing area of research. Learning effects can be distinguished into two concepts: learning to trade and learning by trading (Alvarez and Lopez 2008) . Learning to trade refers to self-selection into trade (decisions made before trade begins) and concerns the costs incurred before trade begins, such as the costs of gathering information about the target market, making potential product adjustments, and obtaining permits and licenses (Dai and Yu 2012; Segerstrom and Stepanok 2013) . Learning by trade, however, refers to changes in firm behavior after trade has been initiated and concerns learning about, e.g. rule of law, intellectual property rights, and the contracting partner. Both types of learning can be influenced by institutional quality.
Despite the central role that institutions play in offshoring, empirical evidence documenting their role remains scarce.
1 One exception is Niccolini (2007) , who studies the impact of institutions on trade between US firms and their foreign affiliates (in-house offshoring). Niccolini (2007) finds that weak institutions hamper trade in intermediate goods but that the impact of such institutions on the final consumption of goods is less clear. 1 In contrast with the literature on institutions and offshoring, the empirical literature on institutions and FDI is relatively large. Many of these studies use measures of perceived corruption to reflect institutional quality (Mocan 2008; Abramo 2008; Caetano and Calerio 2005) . Other studies on FDI and corruption/institutions include Habib and Zurawicki (2002) , Egger and Winner (2006) , and Hakkala, Norbäck, and Svaleryd (2008) , all of which find that corruption is detrimental to FDI. Acknowledging that corruption can be considered a general index of institutional quality, evidence suggests that weak institutions (e.g. those with a corrupt environment) hamper ingoing FDI.
2 Given that the contract costs of negotiating with an external supplier are higher than those of negotiating with an agent internal to a corporation, these results are suggestive, but they may not fully capture the impact of cross-border contract costs.
One explanation for the lack of empirical evidence regarding the relationship between offshoring and institutions relates to the difficulty of measuring offshoring. However, a series of empirical papers, many of which focus on the industry or country level, analyze the relationship between institutions and trade. For instance, Anderson and Marcouiller (2002) and Ranjan and Lee (2007) find that institutions affect bilateral trade flows. Turrini and van Ypersele (2010) find that differences between legal systems affect trade. Méon and Sekkat (2006) show that corruption, rule of law, government effectiveness, and a lack of political violence are positively correlated with manufactured goods exports. For the United States, Depken and Sonara (2005) find that US exports are positively correlated with economic freedom in the rest of the world. Finally, focusing on learning and dynamic effects, Aeberhardt, Ines, and Fadinger (2011) , Araujo, Mion, and Ornelas (2012) , and Söderlund and Tingvall (2014) find that improved institutions increase the survival rate of export flows and affect the evolution of trade volumes.
As indicated above, the literature analyzing the relationship between institutional quality and international trade is growing, but some research gaps remain. The present study adds to this stream of literature in several ways. First, by explicitly focusing on institutions and offshoring, we analyze a relationship that has received limited attention in the empirical literature.
Second, most previous studies have focused on one or a few institutional variables, such as rule of law, freedom to trade internationally, or corruption. Although these variables are correlated with offshoring, we show that the impact of different institutional variables can differ and thus lead to different conclusions, depending on the measure of institutional quality being used. We argue that to deepen our understanding of institutions, we should first consider the impact of many institutional measures and then attempt to disentangle their differential effects. Thus, we analyze 17 different institutional variables covering 113 countries. Additionally, we apply factor analysis to uncover the underlying structure of our large set of institutional variables.
Third, research on how the impact of institutions on offshoring differs across sectors is absent from the literature. To fill this gap, we analyze whether sensitivity to institutional quality differs with respect to the R&D intensity of different firms and the contract intensity of offshored inputs. Studying the relationship between institutions and offshoring along these dimensions allows us to consider firm heterogeneity and sectoral differences.
Fourth, the question of how learning from past experience affects the duration of offshoring relations remains unexplored. We therefore examine this issue and analyze how the institutional quality of a target economy affects source country selection and offshoring spell duration. To analyze learning effects, we study firms that reenter a market from which they have previously sourced inputs and the effect of previous market experience on selection sensitivity to institutional quality.
Finally, our analysis is based on detailed firm-level data combined with country-level data -data that are rarely used in the related literature. These data allow us to apply several econometric approaches to limit the risk that our results may be biased by our choice of econometric method.
The results suggest that a positive relationship exists between institutional quality and firm-level offshoring. We also present evidence on sector and firm heterogeneity with regard to the impact of weak institutions. Regardless of the econometric specification that is used and the type of institution that is analyzed, we find that R&D-intensive firms are relatively sensitive to institutional quality in target economies. In contrast, this relationship is much weaker for firms in industries with low R&D expenditures. Similar results are obtained when we consider the R&D intensity of inputs.
When analyzing offshoring spells of different durations and repeated offshorers, we find that firms that are relatively sensitive to weak institutions dominate long-term relationships. Finally, we present evidence of institutional learning in the sense that offshorers that previously offshored from a specific market become less dependent on institutional quality when they return to the same source market.
The paper is organized as follows. Definitions and the theoretical link between offshoring and institutions are presented in Section 2; our empirical approach, along with a discussion of key econometric considerations, is presented in Section 3. Section 4 describes the data and presents descriptive statistics. Our results are presented in Section 5, and concluding remarks are provided in Section 6. Hummels, Rapoport, and Yi (1998) and Hummels, Ishii, and Yi (2001) , focuses on the foreign content of trade. The second measure, originally developed by Feenstra and Hanson (1996) , focuses on the foreign content of domestic production by accounting for the share of imported intermediate inputs in production. As data that would allow for the direct measurement of offshoring at the firm level are scarce, this measure of offshoring is often calculated by using an input-output matrix. One study that aims to measure offshoring at the firm level is Niccolini (2007) , who identifies offshoring in the form of cross-border intra-firm trade. One disadvantage of this approach, however, is that it does not capture offshoring to agents external to the firm. Other measures of offshoring include imports broken down by geographical source and product category.
In this study, we identify offshoring at the firm level by using firm-level data on imports by destination country at the product level. Combining this information with Major Industrial Groupings (MIGs), we aggregate product-level imports to firm-country imports of material inputs into the production process. Our data cover all firms and their trade with all countries; thus, our measure is likely to be more precise than most other measures used in the literature. 
Theoretical Links between Institutional Quality and Offshoring
One reason for observing a link between institutional quality and trade is that international exchange does not occur anonymously (Nunn 2007) . Before trade occurs, agents must agree on a contract. Because perfectly designed contracts are often not feasible, agents are left with imperfect contracts, and subsequent contract costs can be substantial. Institutions can reduce contract costs through several mechanisms: they can reduce the risk of opportunistic behavior, enhance law enforcement, secure property rights, reduce corruption, and clarify labor market regulations. 4 Institutions can also influence the costs of monitoring and control. As noted by North (1991) , good institutions may reduce the risk of defection by the other party and allow for more complex and efficient ways of organizing production and trade. Considering that contract costs can often determine whether a cross-border relationship is established, institutions are of critical importance and can be considered a source of comparative advantage.
3 In this paper, we reduce the potential problem of identifying intra-firm cross-border offshoring from international offshoring by introducing a dummy variable that separates multinational firms (which are capable of internal cross-border offshoring) from local firms. See Hijzen (2005) for an overview of different measures of offshoring and Michel and Rycx (2014) for a discussion on material and business service offshoring. 4 See North (1991) and Massini, Pern-Ajchariyawong, and Lewin (2010) .
One influential theoretical framework that is used to analyze firms' decisions to offshore in relation to institutions derives from the Grossman-HartMoore (GHM) property rights models (Grossman, Sanford, and Hart 1986; Hart and Moore 1990; Hart 1995 ). An important implication of these models is that not all activities should occur within a single firm. In the spirit of GHM, Antràs (2003) proposes a property rights model of outsourcing that shows that outsourcing capital-intensive inputs is relatively difficult. Antràs and Helpman (2004) build a heterogeneous firm model that shows that firms must choose not only between producing in-house and producing outside the firm (outsourcing) but also between producing at home and producing abroad. Finally, Helpman (2003, 2005) show that a good contracting environment increases firms' propensity to offshore.
Institutional quality may also have composition effects. One implication of findings of Grossman and Helpman (2002) , Antras (2003) , and Feenstra and Hanson (2005) is that sensitive tasks are not easily outsourced. This difficulty arises because the contract required to ensure that property rights and firm-specific knowledge will not leak out is complex, time consuming, and costly to formulate.
While most theoretical models explain North-South offshoring, they provide few insights into North-North offshoring. Considering that the bulk of worldwide offshoring involves North-North trade, Grossman and Rossi-Hansberg (2012) develop a framework for trade in tasks between similar countries. Their main proposition is that tasks that are easily codified and that demand limited interaction between headquarters and main production facilities will be offshored to countries with the lowest factor costs, whereas advanced tasks will be offshored to high-wage countries.
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As mentioned above, learning effects must also be considered. When a firm begins offshoring from a foreign market, the characteristics of the market's institutions and the firm's contractual partner are not fully known. After market entry, however, the firm will become more familiar with the contractual partner and the institutions of the target economy. If such learning occurs, entry barriers are reduced, and the firm's subsequent return to the target economy can be expected to be less sensitive to institutional quality in the source country (Aeberhardt, Ines, and Fadinger 2011; Fafchamps, Hamine, and Zeufack 2002) .
In sum, theoretical models suggest that (i) better contracting institutions favor offshoring, (ii) the sensitivity of offshoring to weak institutions varies across different types of firms, and (iii) learning effects influence the sensitivity of firms to the institutional quality of foreign markets with which they have previous experience. To empirically address issues involving different types of trade, the gravity model of trade has proven to be a good point of departure. We therefore continue with a discussion of that model.
Empirical Approach
We base our empirical analysis on the gravity model, which can explain trade remarkably well (Tinbergen 1962 ). The gravity model is now well recognized to be consistent with several of the most common trade theories (Bergstrand 1989; Deardorff 1998) . Anderson and van Wincoop (2003) show that the traditional specification of the gravity model suffers from omitted variables bias by neglecting the effects of relative prices on trade patterns and argue that inclusion of importer and exporter fixed effects yields consistent parameter estimates. However, the use of fixed effects also entails a cost, as fixed effects eliminate all time-invariant information from the data. A common way to handle fixed effects is therefore to include various region-specific dummy variables. Other methods include using a two-step approach to model trade resistance as a function of observable variables (Anderson and van Wincoop 2003; Feenstra 2004) . Following Anderson and van Wincoop (2003) , we estimate one-sided gravity models with country fixed effects included in all our estimations. One alternative approach is to also include firm fixed effects. This is, however, problematic due to the lack of time-series variation in aggregated data. Therefore, the debate in the gravity model literature centers on country fixed effects and period-specific fixed effects. To address the issue of firm fixed effects, we also estimate firm fixed-effects and dynamic panel-data models. Both of these models difference out all firm-country pair fixed effects. In addition to the firm fixed-effect estimation, the dynamic models allow us to look at the transitional dynamics in micro-level trade patterns.
Another concern is that the selection of firms into exports is nonrandom (Melitz 2003) . The unit of observation in our study is firm-country pairs; therefore, the data will contain many observations with zero trade. Thus, if selection into offshoring is nonrandom, failure to adjust for selection may lead to biased 6 Fixed effects in gravity models are discussed in, e.g. Benedicits and Salvatici (2007) and Benedicits and Vicarelli (2010) . Our reading of this literature points at two key issues: (i) country fixed effects are important, not least because of relative price changes. We therefore include country fixed effects in all our estimations and (ii) period-specific effects are important to capture period-specific shocks. We also include period-specific effects in all our estimations. 
Econometric Modeling of Institutional Indices and Factor Analysis
Our analysis includes 17 measures of institutional quality. To add structure to the analysis, we divide the institutional variables into three subgroups: (i) politics, (ii) IPR and rule of law, and (iii) economic and trade freedom. In addition to these subgroups, we construct a total index that combines all the institutional variables. Based on this grouping, we create two types of indices that are used to measure institutional quality. First, we normalize all institutional variables to range between 0 and 10, where higher numbers indicate "better" institutions. Then, for each group, we calculate the unweighted mean by measuring the annual average scores received by each country. As a result, all measures of institutional quality receive the same weight. Descriptive statistics are presented in Table 8 in the Appendix. Additionally, as a refinement to the unweighted mean values, we apply factor analysis to create institutional indices.
9 Factor analysis allows us to keep track of the degree to which each factor affects the total variation and the contribution of each underlying variable. To determine how many factors to use, we apply the Kaiser criterion, which stipulates that only factors with eigenvalues equal to or greater than 1 should be assessed. In our case, we thus use one factor loading for all indices. Next, we evaluate the relative importance of the different institutional variables for each factor. Information on relative importance in terms of factor loadings is displayed in Table 1 . The table shows that for the politics factor, the variables civil liberties and political rights are most important. For IPR and rule 7 As a robustness test, we have also estimated zero-inflated negative binomial (ZINB) models (results available upon request). 8 Bernard and Jensen (2004) is an example in which skill intensity is used to explain selection with respect to internationalization. The motivation underlying the use of this measure is that highly productive and skill-intensive firms are more internationalized than other firms. Similarly, exporters have overcome the internationalization barrier and are therefore more likely to engage in international offshoring. 9 For an introduction to factor analysis, see Kim (1979) . of law, we observe that all variables related to IPR and rule of law have approximately the same loadings. Regarding the economic and trade freedom factor, the institutional variable freedom to trade internationally is most important, whereas loadings stemming from fiscal freedom are almost irrelevant. Finally, Table 1 also shows that the factors absorb most of the variation of the underlying variables, with no proportion lower than 0.89 for different groupings of institutions.
Relationship-Specific Interactions
As noted above, well-functioning institutions can be considered a source of comparative advantage. Nunn (2007) builds on Raush (1999) in constructing a 10 Given the close connection among offshoring, relationship-specific interactions, and contractual completion, failure to control for relationship-specific interactions may lead to misleading results. We therefore follow Nunn (2007) and others and interact measures of a country's institutional quality with the industry-specific RS index.
Other Variables and Model Specification
Following Anderson and Wincoop (2003) , we include population in our model, as rich countries tend to spend greater shares of their income on tradables and as, for a given GDP, a larger population implies lower per capita income. We also include an ownership variable that indicates whether a firm is a multinational enterprise (MNE). To account for firm-level gravity, we apply firm sales. Firm-level productivity is measured by using the Törnquist index (TFP). Finally, we include information on tariffs defined at the most disaggregated (product) level. Based on the above discussion, we estimate the following model:
where Offshoring ijct refers to imports of offshored material inputs by firm i in industry j from country c at time t. Inst ct is our measure of institutional quality (measured in several different ways), z j is Nunn's (2007) time-invariant industryspecific measure of contract intensity (i.e. relationship-specific investments), X is a vector of observable time-varying firm characteristics (Size, TFP, and MNE status), Z is a vector of time-varying industry source-country characteristics (trade-weighted tariffs), and C is a vector of time-varying source country observables (GDP and Population). 11 Finally, θ j ; λ c ; and δ t are industry, country, and year fixed effects, respectively, and ε ijct is an error term. To allow for withincountry correlation over time, standard errors are clustered at the country level.
Our focus is on the interaction between institutional quality and contract intensity (z j Inst ct Þ, as in Nunn (2007) and subsequent papers. We thus analyze heterogeneous institutional offshoring effects in sectors with differing degrees of RS intensity. A positive estimated coefficient for the interaction term z j Inst ct implies that countries with strong institutions attract offshoring of contractintensive inputs. The direct effect of industry contract intensity, z j , is absorbed by industry fixed effects, θ j . We also present regressions with only the direct effect of institutional quality, i.e., without the interaction term z j Inst ct .
Data and Descriptive Statistics 4.1 Firm-Level Data
Firm-level data are taken from several register-based data sets in Statistics Sweden that cover the entire private sector. First, the financial statistics contain detailed firm-level information on all Swedish firms in the private sector. Examples of these variables are value added, capital stock (book value), number of employees, total wages, ownership status, profits, sales, and industry affiliation.
Second, the Regional Labor Market Statistics (RAMS) includes data on all firms. The RAMS also adds firm information on the composition of the labor force with respect to educational level and demographics. 12 Finally, firm-level data on offshoring are taken from Swedish Foreign Trade Statistics, collected by Statistics Sweden. These data identify imports at the product level and country of origin from 1997 to 2005. Firm-level trade data cover all firms and all trade transactions with all non-EU countries. Data on trade with other EU countries, at the product level, are available for all firms with yearly imports above approximately 1.5 million SEK. According to figures from Statistics Sweden, the data incorporate 92% of the total trade within the EU. Material imports are defined at the five-digit level, according to NACE Rev 1.1, and grouped into MIG codes. 13 The MIG codes classify imports according 11 The variables included in X, Z, and C are based on the estimated gravity equations in studies that use similar data (see Section 3.3). Note that geographical distance is absorbed by the country fixed effects. 12 Plant-level data are aggregated at the firm level.
13 MIGs are a European Community classification of products (NACE rev.1 aggregates).
to their intended uses. In our analysis, we use the MIG definition of intermediate and consumption inputs to aggregate and define our offshoring variable. Examining the data, we find that Swedish offshoring is concentrated in neighboring countries. Specifically, the top-five countries in terms of source country are Germany, the UK, France, Norway, and Finland, which account for 55% of total Swedish offshoring. Tingvall (2012) , using similar data, finds that Europe accounts for 84% of total Swedish offshoring and that Asia accounts for a mere 10%, suggesting that Swedish offshoring is dominated by sourcing from other advanced suppliers that are located in close proximity to Sweden. In terms of specific industries, we find that the steel and chemical industry accounts for 38% of total offshoring, whereas the food and clothing industry accounts for only 1% of total offshoring. Finally, we find that that during the 1997-2005 period, the volume of material offshoring has increased by 37% but has remained in pair with GDP.
Data on Country Characteristics
GDP and population data are collected from the World Bank database. GDP data are in constant 2000 USD prices. Data on distance are based on CEPII's distance measure, which is a weighted measure that takes into account internal distances and population dispersion.
14 Tariff data are obtained from the UNCTAD/TRAINS database. Detailed information on these variables is presented in the Appendix.
Institutional Data
Measuring institutional characteristics and addressing problems associated with capturing the quality of institutions are challenging. There are reasons to believe that several institutional variables are measured with error, which can influence the results. Moreover, many institutional variables are correlated with each other, and thus estimating regressions that include many different institutions is difficult. Finally, coverage across countries and over time differs widely among institutional variables; thus, results may be sensitive to the choice of variables. Our strategy to address these problems is twofold. First, we use data on a large number of institutional variables and from many different data sources, covering different aspects of institutions. By using a large number of variables and data source, we avoid being dependent on just one or a few different measures and can account for potential heterogeneity in institutional quality.
Second, we construct broader indices of institutional quality, which are described below.
Because some variables have limited coverage across countries and over time, not all of the available institutional variables can be used in the analysis. Further, our time frame is constrained to the 1997-2005 period. Given these considerations, we end up with 17 different institutional variables in our main analysis. As mentioned above, we divide institutions into three main groups: Politics, IPR and Rule of law, and Economic and trade freedom. The choice of specific institutional variables is ultimately based on relevance and availability across time and country.
For politics, we include political variables that capture regulations, political stability, political freedom, and governance quality, which are important factors for firms when making decisions regarding contracts with foreign suppliers. Details on these variables are presented in Table 9 in the Appendix.
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For IPR/rule of law, we aim to capture various legal and property rights issues. These issues are related to legal structure, judicial independence, intellectual and property rights protection, and rule of law, all of which are associated with firms' willingness to sign contracts with foreign suppliers. Among several alternatives but based on the restrictions above, we have chosen three variables, which are described in more detail in Table 9 .
Finally, our variables related to economic and trade freedom are based on institutional variables that affect firms' ability to engage in offshoring activities. In what way are regulations on trade and business activities related to international outsourcing? Again, we include a number of different measures, ranging from trade, financial, and investment freedom to variables capturing credit, labor, and business regulation and access to sound money.
Our institutional data are drawn from several different sources, including the World Bank database, Freedom House, the Polity IV database, the Fraser Institute, and the Heritage Foundation.
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The data from the Fraser Institute consist of variables associated with economic and business freedom.
17
Freedom House provided us with data on institutional characteristics covering a wide range of indicators of political freedom, which include broad categories of political rights and civil liberties.
15 Table 10 presents correlation coefficients between all our institutional variables. 16 The description of the variables originates from Teorell, Samanni, and Rothstein (2009) , the Quality of Government Dataset, version 17 June 2009. See also the website of the Quality of Government Institute (www.qog.pol.gu.se/). 17 The variables from the Fraser Institute that are included in our analysis are Legal structure and Security of property rights, Freedom to trade internationally, and Access to sound money.
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Data from the Polity IV database consist of variables that measure concepts such as institutionalized democracy and autocracy, polity fragmentation, participation regulation, and executive constraints.
Variables related to economic freedom are provided by the Heritage Foundation. The Heritage Foundation measures economic freedom according to ten core components, which are averaged to obtain an overall economic freedom score for each country.
Finally, we consider the Worldwide Governance Indicators (WGI) developed by Kaufman, Kraay, and Zoido (1999) and supplied by the World Bank. The WGI contain information on six measures of institutional quality: corruption, political stability, voice and accountability, government effectiveness, rule of law, and regulatory quality.
To ensure that the data are consistent across the time period, we restrict our analysis to firms in the manufacturing sector with at least 50 employees. All firm-level data sets are matched by unique identification codes.
Results

Which Institutions Matter?
Before we present our main specifications, we refer to Table 11 in the Appendix, which presents results regarding the effects of a large number of institutional variables.
18 To obtain an overview of the individual impact of each institutional variable, we in Table 11 present the results of separate regressions involving each institutional variable independently. The institutional variables are divided into three main groups: politics, IPR and rule of law, and economic and trade freedom. To conserve space, Table 11 only includes results for the interaction term between institutional quality and contract intensity. This interaction term, which is analogous to the main variable of interest in Nunn (2007) and subsequent papers, indicates the association between institutional quality and offshoring, differentiated by Nunn's (2007) industry-specific RS index. A positive estimated coefficient for the interaction term indicates that an increase in institutional quality in a source country has a positive effect on the offshoring of RS-intensive inputs in particular.
In Table 11 , the results presented in each column are the results of separate OLS egressions. All estimations include country, industry, and year fixed effects.
Starting with the politics Â RS interaction variables in columns 1-6, we observe that the political variables are positively and significantly related to the level of firm offshoring. Despite differences in how the institutions are measured, the estimated coefficients are remarkably similar. The results indicate that a one-point increase in the political indices is associated with an increase in offshoring in the range of 10-16%. Comparing the different politics variables, we observe that regulatory quality and political stability have the highest point estimates. The strong interaction between contract intensity and regulatory quality is worth noting. Regulatory quality captures measures of market-unfriendly policies and excessive regulations on foreign trade and business development. These factors can be expected to significantly affect decisions regarding contracts with foreign suppliers.
Similar results apply to our estimations on the interaction between contract intensity (z j ) and institutions, as captured by IPR and rule of law. The three different variables in this group are all positively and significantly related to the amount of firm offshoring.
Our final group of institutional characteristics captures the different aspects of economic and business freedom. Positive and significant interaction effects are found for all the business freedom variables, with the exception of fiscal freedom. The highest point estimates are obtained for the variables related to the regulation of credit, labor and business, and financial freedom.
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What are the quantitative effects of the results presented in Table 11 ? Consider the estimated coefficient for rule of law. An estimated coefficient of 0.15 suggests that a one-unit increase in contract intensity is associated with a 16.2% (16.2 ¼ 1 − exp(0.15)) relative increase in offshoring. 20 To understand the magnitude of this effect, rule of law has a sample mean of 5.73 and a standard deviation of 1.71 (see Table 8 ); thus, a 1 standard deviation change in rule of law is associated with a 1.3% (1.3% ¼ 1 − exp (1.71 Â 0.15)) higher level of offshoring. The quantitative effects for the other institutional variables are of similar magnitude. Table 11 also presents coefficient estimates for the control variables. The coefficients for the standard gravity variables, namely, firm size and GDP, have the expected signs and are statistically significant. One exception is the coefficient for TFP, which has a negative sign.
To analyze the impact on offshoring of total institutional quality and the relative importance of politics, IPR and rule of law, and economic and trade freedom, Tables 2 and 3 present the results of our analysis of the summary indices of the institutional variables presented in Table 11 . The use of summary 19 Based on the discussion in Section 3 regarding the number of zero offshoring observations, we also estimated ZINB models. The results with the ZINB models are robust. 20 The nonlinearity imposed by the interaction term is illustrated and discussed below. 
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OLS Heckman target
Unweighted index: Notes: Indices are based on all institutional variables. The dependent variable is log offshoring in the OLS estimations and offshoring in levels in the Heckman estimations. Robust standard errors are presented within parenthesis, clustered by country. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. All estimations include country, industry (two-digit), and year fixed effects. Additional exclusion restriction variables in the Heckman estimations are share of skilled labor and firm export ratio. Additional control variables not shown are distance, log GDP, population, tariffs, log TFP, MNE dummy, and log firm size. Country fixed-effect model (OLS)
Heckman target
Index based on factor analysis:
Politics:
Politics interaction: Notes: The dependent variable is log offshoring in the OLS estimations and offshoring in levels in the Heckman estimations. Robust standard errors are presented within parenthesis, clustered by country. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. All estimations include country, industry (two-digit), and year fixed effects. Additional exclusion restriction variables in the Heckman estimations are share of skilled labor and firm export ratio. Additional control variables not shown are distance, log GDP, population, tariffs, log TFP, MNE dummy, and log firm size.
indices allows us to determine which group of institutional variables is most important in firms' decisions to outsource production. It also makes us less dependent on individual institutional variables in terms of both what they measure and whether measurement errors arise. In Table 2 , we present the results of two indices of overall institutional quality: (i) the unweighted average score of our 17 different institutional variables and (ii) a total index derived from factor analysis. In Table 3 , we break down the total indices into three subindices, which capture politics, rule of law, and business freedom. Starting with the unweighted index, columns (1) and (5) in Table 2 display results regarding the direct effects of institutions without accounting for differences in contract intensity. The results suggest a positive relationship between institutional quality and the level of offshoring. By adding the interaction term in columns (2) and (6), we observe that offshoring is more dependent on institutional quality in RS-intensive sectors than in sectors in which seller-buyer interactions are less frequent. From column 2, the marginal effect of institutional quality can be calculated as [β inst þ β interaction Â z j ], and its associated standard error can be calculated as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
The estimated marginal effect and its confidence band from model 2 in Table 2 are displayed in Figure 1 over the full span of the RS index. As shown in Figure 1 , the marginal impact of institutional quality is always positive, significant, and growing with the RS intensity of the industry. Table 2 also presents results for an analysis in which institutional quality is captured by factor analysis. Again, when country fixed effects are included, both Table 2, in   Table 12 , we repeat the estimations in Table 2 with the covariates lagged by one period. Using lagged covariates allows for an analysis of transition dynamics and may reduce potential endogeneity problems. The institutional quality of the source countries can be reasonably assumed to be exogenously given by the individual firm. The use of lagged covariates leads to slightly reduced parameter estimates but does not alter the significance of the results.
To control for transitional dynamics in offshoring and firm fixed effects, we estimate dynamic panel data models (see the last two columns in Table 12 ).
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The system GMM estimator differences out all cross-sectional variation between firms and countries. More precisely, estimating a firm-country fixed-effect model or a dynamic panel data model implies that we control for approximately 2,200 Â 113 ¼ 248,600 fixed effects (2,200 firms and 113 countries) for each year.
We find that applying the system GMM estimator leads to an overall decrease in the significance of the results. Specifically, using firm-country fixed effects the institutional variables becomes insignificant, suggesting the importance of cross-sectional differences.
23 This is a well-known issue in the estimation of the gravity model of trade. The efficiency versus bias trade-off using a large set of dummy variables is discussed in some detail in Benedicits and Salvatici (2007) and Benedicits and Vicarelli (2010) . The discussion in these papers points at the importance of country fixed effects for picking up unobserved price changes, suggesting an analysis based on country fixed effects (Baldwin and Taglioni 2006; Benedicits and Vicarelli 2010; Benedicits and Salvatici 2007) .
21 Note that the estimate of the direct effect depends on the value of the RS index and that the direct effect is evaluated at an RS index of zero, a value outside the observed span of the RS index. 22 The system GMM estimator uses first differenced and level versions of the estimating equation, where lagged values and lagged differences can serve as valid instruments (Arellano and Bover 1995; Blundell and Bond 1998) . The differentiated instruments are assumed to be uncorrelated with the unobserved fixed effects, implying that first differentiated variables can act as instruments for variables in levels. 23 Test for serial correlation suggests inclusion of lags 1-3 of the dependent variable. Testing over identifying restrictions suggests that the applied IV-matrix is valid. See Table 12 for information on these tests. To reduce the size of the IV matrix and to avoid over-identification of the IV matrix, the system GMM models are estimated using principal component transformed and collapsed IV matrices.
In Table 3 , we proceed and divide institutional quality into the three subgroups: politics, IPR and rule of law, and economic and trade freedom. For all three subindices of institutional quality, we observe a positive and significant relationship between the level of offshoring and the interaction between institutional quality and contract intensity. Some variation exists in the quantitative effects, but the qualitative message is clear: improved institutional quality increases offshoring in RS-intensive industries.
24
How do the results with respect to politics, IPR and rule of law, and economic and trade freedom compare with one another? The results for the different indices of institutional quality are relatively similar. The largest interaction effect is found for the index of business characteristics and RS. 25 This result suggests that a country's business climate is especially important for contract completion in contract-intensive industries. Different measures of institutional quality are well known to be correlated with each other. This is also illustrated in the correlation matrix in Table 10 . Accordingly, including different measures in the same regression and evaluating the individual contribution of different components become problematic.
26
In summary, the results in Table 3 confirm the findings of our earlier regressions, namely, that well-functioning institutions are especially important for offshoring in contract-intensive industries and that the largest impact is associated with institutional characteristics that reflect the business climate. However, once again, the exact quantitative effects appear to vary somewhat across specifications and institutional areas.
Offshoring and R&D
We now use firm-level data on R&D expenditures to further examine which types of firms and inputs are most affected by the institutional characteristics of countries from which offshoring is conducted.
24 As with Table 2 , we have also estimated regressions with only the direct effect of institutional quality, i.e. not the interaction of institutional quality with contract intensity. The results show a positive and statistically significant estimated coefficient for institutional quality in all cases except for the index variables that capture IPR/law. The results are available upon request. 25 F-tests of whether the direct effect and the interaction effect are equal to zero are rejected at the 5% or 1% levels in all cases except for the specifications with IPR/law. 26 To analyze how the simultaneous use of our three different measures of institutional quality affect the results, we also run regressions with all institutional variables and their interaction terms in the same model. Using all institutional variables in the same model leads to an overall reduced significance in the different institutional indices, driven by the high correlation between the different measures of institutional quality. The results are available upon request.
The Dynamics of Offshoring and Institutions
R&D and innovative activities involve sensitive information, and outsourcing often involves the transfer of management control, decision making, and firm-specific knowledge to an external supplier -particularly with offshoring of advanced production. Although such arrangements can reduce costs, firms risk suffering from technology leakage (Adams 2005) . Hence, for R&D-intensive firms and firms that offshore R&D-intensive production, contract completion is crucial. We therefore hypothesize that high-technology firms and firms that produce R&D-intensive goods are more reluctant than other firms to offshore activities to countries with weak institutions and limited intellectual property right protection. We analyze this in Table 4 , where we present results related to how institutional quality in target economies varies with respect to the R&D intensity of offshoring firms and the R&D content of offshored material inputs.
To examine the link among offshoring, institutions, and R&D, we first classify firms into two groups according to their R&D intensity. In columns 1-3, firms are classified according to the R&D intensity of their home industry (above or below the median), whereas in column 4, firms are categorized according to the R&D intensity of their offshored material inputs. As the latter analysis only involves regressions based on observations with positive offshoring flows, in these estimations, we have no observations with zero trade and no selection into offshoring to account for. When analyzing the impact of institutions on the offshoring of goods that differ in R&D intensity, we therefore use OLS. Table 4 presents separate regressions for high and low R&D firms with the use of different institutional indices. Regarding our results for high and low R&D firms, the results are clear. Regardless of the econometric specification and the type of institution, we observe that offshoring by firms in R&D-intensive industries is more sensitive to weak institutions than that by firms in other industries. Although some variation exists with respect to the quantitative effects, the qualitative message is clear: offshoring is especially sensitive to the institutional quality of the source country if the firm is in an industry (e.g., transport equipment) that is both RS and R&D intensive. 27 These results indicate that the sensitivity of firm production to R&D influences the effect of institutional quality on a firm's choice of outsourcing location. Table 4 also shows that the quantitative effects of institutional quality for high R&D firms are of similar magnitude to those in Tables 2 and 3 , which include the estimated effects for all firms. Next, we analyze how the R&D intensity of inputs is related to institutional characteristics. The results are presented in column 4. Analogously to the analysis above, low and high R&D levels now refer to the R&D intensity of the Table 4 : Offshoring and institutions: Impact of differences in firms' R&D intensity and in the R&D intensity of firms' imports. Ec. and trade freedom interaction:
OLS
The Dynamics of Offshoring and Institutions Notes: The dependent variable is log offshoring in the OLS estimations and offshoring in levels in the Heckman estimations. Robust standard errors are presented within parenthesis, clustered by country. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. All estimations include country, industry (two-digit), and year fixed effects. Additional exclusion restriction variables in the Heckman estimations are share of skilled labor and firm export ratio. Additional control variables not shown are distance, log GDP, population, tariffs, log TFP, MNE dummy, and log firm size. Low (high) R&D refers to firms in industries with R&D intensity below (above) the median in columns 1 -3. In column 4, low (high)
R&D refers to firms in industries with R&D intensity in offshoring below (above) the median.
offshored material inputs. When firms are differentiated with respect to the R&D intensity of their offshored inputs, the results are similar, although smaller in magnitude, to those obtained when firms are differentiated with respect to industry R&D intensity. A highly significant and positive effect of institutional quality is found for firms with higher than median R&D content in their offshored inputs. For low R&D offshoring firms, a smaller point estimate of the relationship between institutions and offshoring is obtained. When institutions are divided into our three main groups, we find that the results for the R&D intensity of the inputs are driven by institutions related to economic and trade freedom. For this group of institutions, the relationship between institutional quality and level of offshoring is much stronger for the high R&D group than for the low R&D group. This result suggests that institutions that govern business freedom and trade regulations are of particular importance in the offshoring of R&D-intensive inputs.
In sum, the results shown in Table 4 indicate that the intensity of R&D activities and the sensitivity of both production and offshoring content to institutions are related to the importance of institutions with respect to offshoring activities.
Offshoring Survival and Learning
Institutional quality not only affects offshoring in a static manner but also has implications for trade flow dynamics and learning. To address these issues, we first present some descriptive statistics. Table 5 presents statistics on the average volume of offshoring by duration and institutional quality. Table 5 : Average volume of offshoring: by spell duration and institutional quality.
Spell duration
High institutional quality
Medium institutional quality
Low institutional quality
Notes: 1 year, 2-4 years, and 5-7 years represent offshoring flows that are started and cancelled; 8 years þ refers to offshoring activities that have occurred for at least 8 years and that are ongoing in the last year of observation. Volumes in 1,000 SEK.
The Dynamics of Offshoring and Institutions
The average volume of offshore inputs is nearly four times larger in trade with countries with strong institutions than in trade with countries with weak institutions. However, Table 5 shows no overwhelming evidence of differences in volume between countries with strong and weak institutions for a given duration of an offshoring spell. Instead, differences in average volume are driven by the distribution of spell durations. Large volumes are associated with long-lasting trade flows, which are more common in trade with countries with strong institutions than in trade with countries with weak institutions.
The relationship between institutional quality and the duration of offshoring spells can be further investigated by estimating regression equations based on the duration of observed offshoring spells. To conserve space, we only present the results for Heckman models. Table 6 presents the results of regressions separated by spell length. 
( .)** (.)*** Notes: Robust standard errors are presented within parenthesis, clustered by country. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. All estimations include country, industry (two-digit), and year fixed effects. Additional exclusion restriction variables in the Heckman estimations are share of skilled labor and firm export ratio. Additional control variables not shown are distance, log GDP, population, tariffs, log TFP, MNE dummy, and log firm size. Wald test of indep. eqns. p-value ¼ 0.000. p-value, inverse Mills ratio ¼ 0.000.
In the selection equation, the interaction term suggests that the sensitivity of weak institutions increases with contract length and that the impact is magnified by the RS intensity of the sector. That is, firms that are sensitive to weak institutions, particularly those in RS-intensive sectors, are also best able to maintain long-term relationships. The results for the volume equation show a similar pattern. The interaction term for spells that last for 4-7 years is 3 to 4 higher than that for 1-year spells. This result indicates that differences in institutional sensitivity between inputs with different levels of RS are more pronounced in long-lasting trade relationships than in short-term relationships.
In Table 7 , we continue the analysis by examining firms that return to a market with which they have previous experience. Both the learning to trade and the learning by trade models indicate that learning about a market is costly, and when knowledge is acquired, such knowledge does not necessarily vanish (Fafchamps, Hamine, and Zeufack 2002; Miaojie and Mi 2011) . Examples of market-specific knowledge range from knowledge about rules and regulations to knowledge about preferences and personal contacts with business partners and government officials. Thus, the costs of returning to a (familiar) market are expected to be lower when such knowledge is acquired. We examine this hypothesis by analyzing firms that return to a market from which they have previously sourced inputs. Specifically, we examine whether sensitivity Notes: Robust standard errors are presented within parenthesis, clustered by country. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. All estimations include country, industry (two-digit), and year fixed effects. Additional control variables not shown are distance, log GDP, population, tariffs, log TFP, MNE dummy, share of skilled labor, firm export ratio, and log firm size.
to weak institutions decreases with the number of spells of previous market experience. 28 The results presented in Table 7 suggest that previous market experience is important but that this effect is limited to one spell of previous market experience. With no previous market experience, both the direct effect of institutions and the interaction effect between RS and institutions are positive and significant. After the initial spell of previous market experience, however, we observe no further differences in the impact of institutions across inputs characterized by differing degrees of RS. That is, after the first spell, the interaction term becomes insignificant, whereas the estimated direct impact of institutions remains significant, but drops from 4.7 to 4.3. For the third and fourth spell, the direct impact of institutional quality is further reduced.
These findings are consistent with the notion that learning through active engagement in a market is strongest in contract-intensive sectors. That is, the sectors in which institutions are most important for contract completion are also those in which we observe the largest degree of institutional learning.
Summary and Conclusions
Previous research on institutions has found that weak institutions can distort markets, hamper investment, and alter patterns of trade and investment. However, little is known about the impact of institutional quality in target economies on offshoring. Given the importance of offshoring in firms' internationalization strategies, this lack of knowledge is unfortunate. As offshoring is an activity in which firm-specific and sensitive information must occasionally be shared with external agents in other jurisdictions, institutional barriers may strongly affect offshoring. Using detailed Swedish firm-level data combined with country characteristics, we analyze how various institutional characteristics of target economies affect offshoring by Swedish firms. Our results, based on a large set of institutional measures, indicate that a positive relationship exists between institutional quality and firm-level offshoring. Institutional strength therefore strongly influences both the choice of destination country and the volume of offshored material inputs.
We also present evidence of the differing effects of institutional quality on firms, depending on the sector and type of firm. Specifically, R&D-intensive firms depend on innovation and technology development, and such R&D activities can be conducted in-house or outsourced. Although outsourcing arrangements may reduce costs, outsourcing firms may risk technology leakage. We therefore analyze whether R&D-intensive firms and firms that offshore R&D-intensive goods are more sensitive to weak institutions than other firms. The results are clear. Regardless of the econometric specification that is used and the type of institution that is analyzed, a strong relationship is observed between institutional quality and offshoring by firms in high R&D-intensity industries. In contrast, this relationship is much weaker for firms in low R&D-intensity industries. We also show that the contract intensity of offshored inputs is important in this relationship.
In analyzing offshoring spells of different durations and repeated offshorers, we find that firms that are relatively sensitive to weak institutions dominate long-term relationships. In addition, regarding institutional learning, we find that offshorers that have offshored previously in a given market become less dependent on institutional quality when they return to the same source market and that this learning effect is strongest in contract-intensive sectors. Hence, weak institutions in source countries can deter offshoring in numerous ways. Notes: Descriptive statistics based on the total regression sample at the firm country year level. Stdv total refers to the total standard deviation. Stdv be/w is the between standard deviation divided by the within standard deviation. Distance is based on the CEPII distance measure, which is a population-weighted measure that accounts for internal distances and population dispersion (source: Worldwide Governance Indicators (WGI)). GDP is in constant 2,000 US$ (source: Penn). Population is the total population (source: Penn). Tariffs originate from six-digit HS tariff data and are aggregated up to the three-digit level of SNI (Swedish Industrial Classification) by using trade shares as weights (source: UNCTAD TRAINS database). Table 9 : Description of institutional variables.
Appendix
Variable Description Politics
Political stability Combines several indicators that measure perceptions of the likelihood that the government in power will be destabilized.
Government effectiveness
Combines into a single grouping response on the quality of public service provision, the quality of the bureaucracy, the competence of civil servants. The main focus of this index is on "inputs" required for the government to be able to produce and implement good policies.
Regulatory quality Captures measures of market-unfriendly policies as well as excessive regulations in foreign trade and business development, factors that are of importance when taking decisions on contracts with foreign suppliers.
Civil liberties
Measures civil liberties that allow for the freedoms of expression and belief, associational and organizational rights, rule of law, and personal autonomy without interference from the state.
Political rights
Measures political rights that enable people to participate freely in the political process, including the right to vote freely for distinct alternatives in legitimate elections, compete for public office, join political parties and organizations, and elect representatives who have a decisive impact on public policies and are accountable to the electorate.
Institutionalized democracy
Includes three main interdependent elements: (i) the presence of institutions and procedures through which citizens can express effective preferences about alternative policies and leaders, (ii) the existence of institutionalized constraints on the exercise of power by the executive; and (iii) the guarantee of civil liberties to all citizens in their daily lives and in acts of political participation.
IPR/law
Legal structure and security of property rights Index consisting of the following indicators: (i) judicial independence: the judiciary is independent and not subject to interference by the government or parties in dispute; (ii) impartial courts: a trusted legal framework exists for private businesses to challenge the legality of government actions or regulations; (iii) protection of intellectual property; (iv) military interference in rule of law and the political process; and (v) integrity of the legal system.
(continued )
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Variable Description
Property rights Measures the degree to which a country's laws protect private property rights and the degree to which its government enforces those laws. It also accounts for the possibility that private property will be expropriated. In addition, it analyzes the independence of the judiciary, the existence of corruption within the judiciary, and the ability of individuals and businesses to enforce contracts. The less certain the legal protection of property is and the greater the chances of government expropriation of property are, the higher a country's score is.
Rule of law -estimate Includes several indicators that measure the extent to which agents have confidence in and abide by the rules of society. These include perceptions of the incidence of crime, the effectiveness and predictability of the judiciary, and the enforceability of contracts. Together, these indicators measure the success of a society in developing an environment in which fair and predictable rules form the basis for economic and social interactions and the extent to which property rights are protected.
Economic and trade freedom Freedom to trade internationally
Index consisting of the following indicators: (i) taxes on international trade, (ii) regulatory trade barriers, (iii) actual size of trade sector compared to expected size, (iv) difference between official exchange rate and black market rate; and (v) international capital market controls.
Economic freedom of the world index (current)
Index comprising  components designed to identify the consistency of institutional arrangements and policies with economic freedom in five major areas: (i) size of government; (ii) legal structure and security of property rights; (iii) access to sound money; (iv) freedom to trade internationally; and (v) regulation of credit, labor, and business.
Regulation of credit, labor and business
Index consisting of the following indicators: (i) credit market regulations; (ii) labor market regulations; and (iii) business regulations.
Access to sound money Index consisting of the following indicators: (i) average annual growth of the money supply in the last  years minus average; (ii) annual growth of real GDP in the last  years; (iii) standard inflation variability in the last  years, (iv) recent inflation rate; and (v) freedom to own foreign currency bank accounts domestically and abroad.
(continued ) 
Variable Description
Business freedom A score encompassing  components, all weighted equally, based on objective data from the World Bank's Doing Business study. These include components related to starting a business, obtaining a license, and closing a business.
Financial freedom A factor measuring the relative openness of each country's banking and financial system by determining: the extent of government regulation of financial services; the extent of state intervention in banks and other financial services; the difficulty of opening and operating financial services firms (for both domestic and foreign individuals); and government influence on the allocation of credit.
Fiscal freedom
Composed of three quantitative components in equal measure: (i) the top tax rate on individual income, (ii) the top tax rate on corporate income, and (iii) total tax revenue as a percentage of GDP.
Investment freedom
Reflects each country's policies toward foreign investment, as well as its policies toward capital flows internally, in order to determine its overall investment climate.
Trade freedom Based on two inputs: (i) the trade-weighted average tariff rate and (ii) non-tariff barriers.
Notes: See Section 4 for data sources. Descriptions of variables are based on Teorell, Samanni, and Rothstein (2009) .
The Dynamics of Offshoring and Institutions The dependent variable is log offshoring. Robust standard errors are presented within parenthesis, clustered by country. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. All estimations include country, industry (two-digit), and year fixed effects. 
