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In Brief
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SUMMARY

Most animal species operate according to a 24-h period set by the suprachiasmatic nucleus (SCN) of the
hypothalamus. The rhythmic activity of the SCN modulates hippocampal-dependent memory, but the molecular and cellular mechanisms that account for this effect remain largely unknown. Here, we identify cell-typespecific structural and functional changes that occur with circadian rhythmicity in neurons and astrocytes in
hippocampal area CA1. Pyramidal neurons change the surface expression of NMDA receptors. Astrocytes
change their proximity to synapses. Together, these phenomena alter glutamate clearance, receptor activation, and integration of temporally clustered excitatory synaptic inputs, ultimately shaping hippocampaldependent learning in vivo. We identify corticosterone as a key contributor to changes in synaptic strength.
These findings highlight important mechanisms through which neurons and astrocytes modify the molecular
composition and structure of the synaptic environment, contribute to the local storage of information in the
hippocampus, and alter the temporal dynamics of cognitive processing.

INTRODUCTION
The circadian rhythmicity with which mammals sleep, feed,
regulate their body temperature, and engage in reproductive behaviors is controlled by the main circadian master clock, the suprachiasmatic nucleus (SCN), and the coordinated activity of
other semi-autonomous ancillary oscillators in the brain and in
peripheral tissues (Guilding and Piggins, 2007). The core molecular transcriptional and translational feedback loops that drive
circadian rhythmicity in the SCN are fully established during embryonic development (Namihira et al., 1999; Reick et al., 2001;
Sumova et al., 2012; Wakamatsu et al., 2001). Their rhythmic activity is entrained by environmental cues, or zeitgebers, the most
potent of which is light (L). The SCN coordinates the activity of
subordinate circadian oscillators through neuronal projections
confined within the medial hypothalamus, which control cortico-

steroid release into the bloodstream. Other projections reach the
inter-geniculate leaflet and paraventricular nucleus of the thalamus and control melatonin production by the pineal gland
(Kalsbeek and Buijs, 2002; Lehman et al., 1987; Meyer-Bernstein
et al., 1999; Moore, 1996). In nocturnal animals, corticosteroids
and melatonin production peaks in the dark (D; zeitgeber time
[ZT] 12–24), with important regulatory effects mediated by receptors expressed broadly throughout the brain and in peripheral organs (Dubocovich et al., 2003; Ishida et al., 2005; Meijer
et al., 1998; Moore and Lenn, 1972; Stephan and Zucker, 1972).
The hippocampus is a subordinate circadian oscillator. Here,
more than 10% of genes and proteins show circadian fluctuations and are associated with changes in synaptic excitability
(Barnes et al., 1977; Debski et al., 2017). Learning and memory
formation, two functions that are conserved across species
and that in mammals rely on hippocampal activity, are also
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Figure 1. Circadian Changes in Clock Gene Expression and LTP in the Juvenile Mouse Hippocampus
(A) Section structure highlighting the SCN. RNAscope fluorescence in situ hybridization (FISH) for Arntl (green) and Per2 (red) in the L/D phases in mice kept under
12 h:12 h L/D conditions (L, n = 28; D, n = 33). Data represent mean ± SEM.

(legend continued on next page)
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modulated by circadian rhythms (Gerstner et al., 2009; Rawashdeh et al., 2018; Ruby et al., 2008; Shimizu et al., 2016; Smarr
et al., 2014; Snider et al., 2016). Accordingly, mice trained to
context fear conditioning protocols acquire the conditioning
more slowly if trained in the D phase, a time when long-term plasticity at Schaffer collateral synapses is also reduced (Chaudhury
and Colwell, 2002; Winson and Abzug, 1977, 1978). Interestingly,
this circadian control of hippocampal function and plasticity is
retained in reduced slice preparations, where long-term potentiation (LTP) at hippocampal Schaffer collateral synapses is
reduced in slices prepared in the D phase (Harris and Teyler,
1983; Raghavan et al., 1999). The persistence of these effects
in slices raise the possibility that they are independent of the
ongoing activity of extra-hippocampal inputs and might be due
to the presence of one or more diffusible factors that are not
easily washed out of slices but whose identity remains enigmatic. Some studies show that increased glucocorticoid levels
in the active phase of the circadian cycle facilitate memory formation and cognition (Hui et al., 2004; Whitehead et al., 2013;
Yuen et al., 2011). However, other studies suggest that melatonin is both necessary and sufficient for poor memory formation
and plasticity in the D phase (Ozcan et al., 2006; Rawashdeh
et al., 2007). Glucocorticoid receptors are expressed at different
levels throughout the mouse brain, with the exception of the SCN
(Balsalobre et al., 2000; Rosenfeld et al., 1988). The expression
of mineralocorticoid receptors is more restricted but is abundant
in the hippocampus, where melatonin receptors are also present
(McEown and Treit, 2011; Musshoff et al., 2002; Qi et al., 2013;
Venkova et al., 2009). Here, we ask what accounts for time-ofday changes in LTP at Schaffer collateral synapses and how
neurons, astrocytes, and corticosterone contribute to this effect.
RESULTS
The Hippocampus Is a Competent Circadian Oscillator
Central and peripheral circadian clocks are genetically equipped
to generate rhythms during embryonic development but
continue their maturation in the first postnatal week. At postnatal
day 10 (P10), when synaptogenesis in the SCN and other peripheral oscillators is complete, rats show circadian changes in their
body temperature (Sumová et al., 2008; Weinert, 2005). We
confirmed that this holds true in juvenile mice aged P14–P21
kept under 12 h:12 h L/D (Figure S1A). Their mean body temperature (~35.8 C) displayed consistent oscillations of ±0.5 C every
24.3 ± 5.1 h, with detectable peaks at the end of the L phase and
troughs at the end of the D phase. This trend was also present in
mice maintained in constant darkness for at least three cycles
(12 h:12 h D/D in red dim illumination; Figure S1B). In these
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mice, the expression of the clock genes Arntl and Per2 was
not limited to the SCN and also occurred in the hippocampal
CA1 region (Figures 1A–1C). Per2 expression increased significantly in sections prepared at ZT15.5 (D phase) compared to
those prepared at ZT3.5 (L phase) in the SCN, CA1 pyramidal
cell (CA1-PC) layer and stratum radiatum (s.r.). By contrast, the
expression of Arntl did not change significantly between these
two time points in any of these brain regions. Similar results
were obtained in mice kept in constant darkness (Figures S1C
and S1D). These results are consistent with previous studies in
the hippocampus of 4- to 6-month-old mice and in hippocampal
slice cultures and expand them, showing that the transcriptiontranslation feedback loops responsible for the circadian regulation of clock gene expression are functional also in the hippocampus of juvenile mice (Kwapis et al., 2018; Namihira et al.,
1999; Wang et al., 2009).
Circadian Rhythmicity Shapes Long-Term Plasticity at
Schaffer Collateral Synapses
Previous studies showed that the magnitude and incidence of
LTP at Schaffer collateral synapses in acute hippocampal slices
varies between the L and D phase, but the exact time course of
this effect was not determined (Harris and Teyler, 1983; Raghavan et al., 1999). To do this, we induced LTP using a theta burst
stimulation (TBS) protocol that mimics the endogenous electroencephalographic activity of the rodent hippocampus during
exploratory learning tasks (Buzsáki, 2002) in slices prepared at
different ZTs (Figure 1D, left). The magnitude of LTP changed
with circadian rhythmicity, with a period of 25.5 h. Similar inphase fluctuations were detected in constant darkness in
C57BL/6NCrl mice (Figure 1D, middle), but not in arrhythmic
Per1/2/ mice (Figure 1D, right), suggesting that they reflect a
circadian phenomenon. Our results were not biased by mouse
age differences (Figure S1E). We detected a delay of ~3 h but
a similar period when plotting the data against the ZT of the
LTP-induction protocol (data not shown), suggesting that the
local circadian machinery remains functional in slices. For consistency with previous work (Harris and Teyler, 1983), we used
the ZT at which we sacrificed the mice and prepared tissue samples when describing other in vitro experiments. For the
remainder of the experiments, we selected two time points
representative of the L phase (ZT3.5) and D phase (ZT15.5).
For simplicity, we refer to these times as the L and D phase,
respectively. We detected LTP in the L and subjective L phases,
but not in the D and subjective D phases (Figures 1E and 1F).
There was no correlation between the magnitude of LTP and
the stimulus intensity (rL2 = 0.01; rD2 = 0.47), and the results
were not influenced by the choice of LTP-induction protocol,

(B) As in (A), but for the CA1-PC layer (Arntl: L, n = 28; D: n = 31; Per2: L, n = 31; D, n = 36). Data represent mean ± SEM.
(C) As in (A), but for s.r. (Arntl: L, n = 16; D, n = 17; Per2: L, n = 23; D, n = 31). Data represent mean ± SEM. Scale bar, 10 mm.
(D) Left: baseline-normalized fEPSP slope/FV amplitude in slices prepared at different ZTs (n = 23). Thick orange line, sinusoidal fit. Light orange bands, 95%
confidence bands. Black/blue vertical lines, ZT3.5/15.5. Middle: as in left for C57BL/6NCrl mice in D/D (n = 67). Right: as in left for Per1/2/ mice in D/D (n = 42).
(E) Top left: time course of baseline-normalized fEPSP slope/FV amplitude at ZT3.5 (L, black) and ZT15.5 (D, blue). Bottom left: as in top left for ZT3.5 (subjective L,
magenta) and ZT15.5 (subjective D, purple) from mice kept in D/D. Right: average responses recorded in each condition 5 min before and 30 min after TBS. Each
trace represents the average of 30 consecutive traces.
(F) Effect of TBS (L, n = 14; D, n = 7; subjective L, n = 19. subjective D, n = 10). The two rightmost bars were collected using tetanic stimulation (L, n = 11; D, n = 9).
Data represent mean ± SEM.
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because the magnitude of LTP induced by tetanic stimulation
was also larger in the L phase (Figure 1F).
In all of these experiments, we measured LTP using the ratio
between the slope of the field excitatory postsynaptic potential
(fEPSP) and the fiber volley (FV) amplitude. This approach allows
us to minimize potential errors in the estimates of LTP arising
from (1) trial-to-trial variability in the recruitment of pre-synaptic
afferents due to the stochastic nature of voltage-gated sodium
and potassium channel gating (O’Donnell and van Rossum,
2014), (2) nonlinear effects that this has on neurotransmitter
release (Dodge and Rahamimoff, 1967), (3) small fluctuations in
the tip resistance of the recording electrode, and (4) variability
in the number of afferent fibers recruited across slices. This
approach did not introduce factual errors in our measure of
LTP, because the results remained qualitatively similar when using the fEPSP slope as a measure of LTP (Figures S1F and S1H–
S1J).
We asked whether the circadian modulation of synaptic plasticity at Schaffer collateral synapses could be due to daily fluctuations in extracellular levels of D-serine, a co-agonist of NMDA
receptors (Papouin et al., 2017). Consistent with our own previous studies (Scimemi et al., 2004, 2009), D-serine (50 mM) did
not potentiate the NMDA excitatory postsynaptic current
(EPSC) amplitude in CA1-PCs (Figure S1G), indicating that the
circadian modulation of LTP is not due to changes in the activation of the NMDA receptor glycine-binding site.
The Surface Expression of NMDA Receptors on CA1PCs Varies with Circadian Rhythmicity
We asked whether the loss of LTP in the D phase could be accounted for by changes in pre- or post-synaptic function (Figure 2). Our measures of AMPA and NMDA EPSC paired-pulse ratio (PPR) remained similar in the L/D phases, suggesting that
there was no change in pre-synaptic release probability (Figure 2A). In these experiments, the stimulus strength was set to
evoke AMPA EPSCs of similar amplitude in the L/D phases,
and their rise and half-decay time were similar, suggesting no
change in the time course of AMPA receptor activation (Figure 2C). The amplitude of the NMDA EPSCs, however, was
smaller in the D phase, with no change in their rise and halfdecay time (Figure 2D). This led to reduced NMDA/AMPA ratio

in the D phase (Figure 2E), a result that we confirmed with
RuBi-glutamate uncaging experiments. We recorded electrically
evoked and flash-evoked AMPA and NMDA EPSCs in the same
cells (Figures 2F and 2G). The amplitude of electrically and flashevoked NMDA EPSCs was smaller in the D phase (Figure 2F),
whereas that of AMPA EPSCs did not change (Figure 2G). These
effects were not associated with overt changes in the density of
excitatory synapses onto CA1-PCs, as the spine density in CA1PC dendrites was similar in the L/D phases (Figure 2B).
If the loss of LTP in the D phase is due to reduced NMDA
receptor expression (~53%), then we should occlude LTP
in the L phase by blocking NMDA receptors by 53%. This can
be achieved using D,L-2-amino-5-phosphonopentanoic acid
(APV) (2 mM; Figure 2H, left). Despite this partial block of
NMDA receptors, TBS could still induce LTP in APV (2 mM; Figure 2H, middle and right), suggesting that other mechanisms,
in addition to loss of NMDA receptors, contribute to the circadian
modulation of synaptic plasticity at Schaffer collateral synapses.
Circadian Changes in Astrocyte Glutamate Clearance
Affect the Temporal Summation of AMPA EPSCs
On its own, the circadian reduction in the synaptic weight of
NMDA currents is not expected to change the summation of
AMPA or NMDA EPSCs evoked by temporally clustered stimuli,
like those that compose each burst of the LTP-inducing TBS
stimulation. Surprisingly, however, our experiments showed
that the summation of AMPA EPSCs was reduced in the D phase
(Figure 3A, top), with no significant effect on that of NMDA
EPSCs (Figure 3A, bottom). Using a kinetic model of AMPA
and NMDA receptors, we showed that these effects could be
recapitulated by a prolongation in the lifetime of glutamate in
the extracellular space, which would prolong the recovery time
of AMPA receptors from the open to the closed state (Figure 3B).
This hypothesis was supported by a multi-compartmental
NEURON model, which takes into account the complex
morphology of CA1-PCs and the random spatial distribution of
excitatory inputs along dendrites (Figures 3C and 3D). In this
model, the smaller AMPA EPSC summation in the D phase could
be accounted for by a 3-fold increase in the recovery rate of the
peak conductance of AMPA receptors (from 10 to 30 ms). The
small reduction in NMDA EPSC summation in the D phase

Figure 2. NMDA Receptor Activation in CA1-PCs Is Reduced during the Dark Phase
(A) Left: example of single and paired AMPA and NMDA EPSCs. Each trace is the average of 20 stimulations. Right: AMPA and NMDA EPSC PPR (L, n = 19; D, n =
12). Data represent mean ± SEM.
(B) Left: biocytin-filled dendrites of CA1-PCs in the L/D phases. The confocal images were converted into maximum intensity projections and processed with a
Canny-Deriche filtering for edge detection. Right: spine linear density (L, n = 85; D, n = 105). Data represent mean ± SEM. Scale bar, 10 mm.
(C) Peak-normalized AMPA EPSCs, with a summary of AMPA EPSC amplitude and kinetics (L, n = 19; D, n = 13). Data represent mean ± SEM.
(D) As in (C), but for NMDA EPSCs (L, n = 19; D, n = 13). Data represent mean ± SEM.
(E) Left: average AMPA and NMDA EPSCs, normalized by the peak of the AMPA current in each cell. Right: NMDA/AMPA ratio measures (L, n = 19; D, n = 13). Data
represent mean ± SEM.
(F) Left: average electrically evoked AMPA and NMDA EPSCs recorded from CA1-PCs in the presence of RuBi-glutamate (L, n = 5; D, n = 5). Data represent
mean ± SEM.
(G) Average flash-evoked AMPA and NMDA EPSCs recorded from CA1-PCs in response to RuBi-glutamate uncaging (L, n = 5; D, n = 5). Data represent
mean ± SEM.
(H) Left: titration curve for APV on NMDA EPSC amplitude (n = 24). Thick green line and shaded areas represent the Hill fit of the data and 95% confidence bands,
respectively. Horizontal blue and light blue lines represent the reduction of NMDA receptor activation detected in the D phase (see E). APV (2 mM) reduces the
NMDA EPSC amplitude by 53%. Middle: time course of baseline-subtracted fEPSP slope/FV amplitude ratio in the presence of APV (2 mM) in the L phase. Right:
effect of APV (2 mM) on LTP in the L phase (n = 19). Data represent mean ± SEM.
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(Figure 3A) could be accounted for by a small, 15% reduction in
the peak conductance of NMDA receptors, which does not lead
to a significant change in the temporal summation of NMDA
excitatory postsynaptic potentials (EPSPs) (Figure 3D).
In separate simulations, we changed the conductance of
various ion channels to determine if these could explain the
changes in the temporal summation of EPSPs between the L
and D phases. We examined the role of high-and low-voltageactivated calcium channels (HVA and LVA, respectively),
hyperpolarization-activated cation channels (Ih), and A-type potassium channels (IKA; Figure S2). According to the model, a
reduction in the temporal summation of EPSPs could occur if
there was a 250-fold increase in the current density of HVA
and LVA calcium channels (Figures S2A and S2C), a 3.3-fold increase in Ih (Figure S2E), or a 5-fold increase in IKA channels
(Figure S2G), but none of these changes were detected experimentally (Figures S2B, S2D, S2F, and S2H). For example, 4-aminopyridine (4AP), an antagonist of IKA channels, increased the
action potential duration without altering the action potential
peak in the L/D phase (Figures S2I–2L). A 35-fold increase in
the magnitude of delayed rectifier potassium currents (IKDR; Figure S2M) or a 25-fold increase in calcium-activated potassium
currents (IKCa; Figure S2N) could also reduce the EPSP summation, but these effects are also expected to change the action potential waveform in the L/D phase, and this was not the case in
our experiments (Figure S2I–S2L).
If the lifetime of synaptically released glutamate in the extracellular space is prolonged in the D phase, then the time course
of synaptically activated glutamate transporter currents (STCs)
in astrocytes should be slower. Schaffer collateral stimulation
evokes glutamate release in s.r. and a complex current waveform in astrocytes (Diamond, 2005; Scimemi and Diamond,
2013; Scimemi et al., 2009; Sweeney et al., 2017). This is
composed of a fast outward current (the FV) and a slower inward
current representing the overlay of a sustained potassium current and the STC (Figure 3E). As expected, small changes in
the stimulation strength across cells led to proportionate
changes in the amplitude of the FV and the sustained potassium
current (Figure 3F). The range of stimulus intensity used in our experiments evoked STCs of similar amplitude and rise time in the
L/D phases, which decayed more slowly in the D phase (Figure 3G). The kinetics of the STC are similar to those of the facilitated portion of the STC (fSTC), obtained by subtracting STCs

evoked by single and paired stimulation, which is used to derive
the time course of glutamate clearance from astrocytes (Diamond, 2005; Scimemi and Diamond, 2013; Scimemi et al.,
2009, 2013; Sweeney et al., 2017). The first step in this analysis
requires recording STCs in the presence of a low concentration
of the broad spectrum glutamate transporter antagonist 3S)-3[[3-[[4-(trifluoromethyl)benzoyl]amino]phenyl]methoxy]-L-aspartic acid (TFB-TBOA) (1 mM), which reduced the fSTC amplitude and prolonged its kinetics similarly in the L/D phases (Figure 3H). The fSTC analysis showed that the time course of
glutamate clearance from astrocytes was slower in the D phase,
suggesting that the glutamate uptake capacity of astrocytes
varies with time of day (Figures 3I and 3J).
The results of this analysis were not confounded by changes in
the passive membrane properties of astrocytes (Figures S3A–
S3D) and CA1-PCs in the L/D phases (Figure S3E). The astrocytes’ resting membrane potential remained similar in the L/D
phases (Figure S3F), as did their level of biocytin coupling
(Figure S3F).
The slower glutamate clearance in the D phase was not due to
reduced expression of the astrocyte glutamate transporters
GLAST and GLT1, which we measured using western blotting
(Figures 4A and 4B). A potential limitation of these experiments
lies in the fact that this analysis was performed on all membrane-associated proteins, including those in the membrane of
intracellular organelles. In reality, only glutamate transporters
incorporated into the plasma membrane contribute to extracellular glutamate clearance. To address this concern, we used
an in vitro surface biotinylation assay to measure the relative
expression of GLAST and GLT1 in the L/D phases (Figures
S4A–S4D) (Thomas-Crusells et al., 2003). This approach provided a reliable tool to separate transporters expressed in the
plasma membrane from those trafficking through intracellular organelles, as indicated by the absence of biotinylated GLAST/
GLT1 in the cytoplasmic fraction of our protein extracts (Figures
S4B and S4D). These experiments confirmed that the relative
expression of GLAST and GLT1 on the plasma membrane did
not change in the L/D phases (Figures S4A and S4C).
The Gross Structure of the Hippocampal Neuropil Does
Not Change during the Circadian Cycle
Other potential mechanisms that could account for the slower
glutamate clearance in the D phase are widespread changes in

Figure 3. AMPA EPSC Summation and Extracellular Glutamate Clearance Are Reduced during the D Phase
(A) Top: train of AMPA EPSCs. Bottom: as in the top panel, but for NMDA EPSCs (L, n = 9; D, n = 7). Data represent mean ± SEM
(B) Top: ChanneLab simulations of AMPA EPSCs evoked by five consecutive glutamate release events (peak glutamate concentration, 1 mM; inter-pulse interval,
10 ms) using the kinetic scheme from Jonas et al. (1993). Bottom: as in the top panel, but for NMDA EPSCs using the kinetic scheme from Lester and Jahr (1992).
(C) Morphology of the biocytin-filled CA1-PC used to run NEURON simulations (soma, cyan; basal dendrites, magenta; apical dendrites, green; axon, purple;
synaptic inputs in s.r., yellow). Scale bar, 100 mm.
(D) Results of the NEURON multi-compartmental model. Top left: somatic AMPA EPSPs evoked by activating 100 synapses randomly distributed through the
CA1-PC dendritic tree. Top middle: expanded timescale. Top right: normalized cumulative AMPA EPSP amplitude for the NEURON model. Bottom: as in the top
panel, but for synapses containing only NMDA receptors.
(E) Example of whole-cell astrocyte recordings in the presence of the GABAA and AMPA receptor antagonists.
(F) The amplitude of Iks scaled with the FV amplitude (L, n = 19; D, n = 13).
(G) STC amplitude and kinetics (L, n = 7; D, n = 7). Data represent mean ± SEM.
(H) fSTC amplitude and kinetics (L, n = 7; D, n = 7). Data represent mean ± SEM.
(I) Average astrocyte glutamate clearance waveforms (L, n = 7; D, n = 7). Data represent mean ± SEM.
(J) Glutamate clearance centroids (L, n = 7; D, n = 7). Data represent mean ± SEM.
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Figure 4. Glutamate Transporter Expression and Astrocyte Neuropil Coverage Are Not Altered in the L/D Phases
(A) Left: western blot analysis of hippocampal GLAST expression. Middle: GLAST band intensity, normalized to the corresponding intensity of b-actin. Right: data
are further normalized by the band intensity in the L phase (L, n = 19; D, n = 20). Data represent mean ± SEM.
(B) As in (A), but for GLT1 (L, n = 15; D, n = 16). Data represent mean ± SEM.
(C) Example images collected from slices digitally stained using refractive index (RI) value (V) and gradient (G) combinations labeling cell membranes (yellow) and
cytoplasm (magenta). Scale bar, 20 mm.
(D) Left: combinations of RI value and gradient used to label cell membranes. Middle: as in the left panel, but for the cytoplasm. Right: membrane to cytoplasm (M/
C) ratio in s.r. (L, n = 12; D, n = 14). Data represent mean ± SEM.
(E) Maximum intensity projection of biocytin-filled astrocytes collected using confocal microscopy, with a summary of the astrocyte 2D surface area (L, n = 15; D,
n = 17). Data represent mean ± SEM. Scale bar, 20 mm.
(F) Maximum intensity projection of the same astrocytes after proExM collected using 2P-LSM, with a summary of the astrocyte 2D surface area (L, n = 9; D, n = 6).
Data represent mean ± SEM. Scale bar, 70 mm.

the structure of the neuropil caused by cell swelling or shrinkage.
Alternatively, there could be more subtle, local rearrangements
of the synaptic environment (Sweeney et al., 2017). We analyzed
the cell membrane and cytoplasm composition of hippocampal
slices using a marker-free holo-tomographic approach that distinguishes plasma membranes from cytoplasmic compartments
based on their refractive index value and gradient (Cotte et al.,
2013). This approach detects changes in the plasma membrane/cytoplasm (M/C) ratio caused by storing hippocampal slices in solutions of different osmolality (Figures S4E–S4H) in the
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CA1-PC layer (Figure S4G) and s.r., where the M/C ratio was
larger due to the absence of cell bodies (Figure S4H). The lack
of difference between the measures obtained in the L/D phases
suggests that no major cell swelling/shrinking occurs in the s.r. in
the L/D phases (Figures 4C and 4D).
Though valuable, this analysis cannot identify structural
changes that might occur only in astrocytes. To test this, we acquired confocal images of biocytin-filled astrocytes and
analyzed their maximal intensity projections before and after
protein-retention expansion microscopy (proExM), to overcome
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the caveat that the spatial resolution of confocal microscopy can
be larger than the size of astrocytes’ distal processes (resx,y = l/
2$NA = 488/2$1.4 = 174 nm) (Tillberg et al., 2016). We subjected
hippocampal slices collected in the L/D phases to three, 15-min
rounds of expansion (Figure S5A), which lead to a ~3.5-fold increase in slice area (Figures S5B–S5D) and a ~2-fold increase
in slice perimeter (Figures S5E–S5G). Before and after expansion, the biocytin-filled astrocytes showed similar surface area
in the L/D phases (Figures 4E, 4F, S5H, and S5I), suggesting
that the gross morphology of these cells does not change during
the circadian cycle.
Astrocytes Reduce the Number of Their Fine Processes
in the D Phase of the Circadian Cycle
The data outlined above do not rule out the possibility of more
subtle changes in astrocytes’ morphology, which can be
resolved using 3D axial scanning transmission electron microscopy (STEM) tomography (Sousa et al., 2011; Sweeney et al.,
2017). With this approach, we detected fewer astrocytic processes in the D phase (Figures 5A and 5B), with similar volume
and surface area (Figures 5C and 5D). This led to a ~2-fold increase in the nearest-neighbor distance between each post-synaptic density (PSD) and the closest astrocyte process (from 155
± 18 nm to 342 ± 63 nm) in the D phases (Figure 5E), with no
change in PSD size (Figure 5F).
A common way to analyze the number of dendritic branches
formed by neurons relies on the use of Sholl analysis. This analysis is prone to errors when used on nonprocessed confocal images of astrocytes because of the multitude and fuzziness of the
fine processes of these cells. Information about these filamentous processes can be extracted using coherence-enhancing
diffusion filtering (Weickert and Scharr, 2002) and an iterative
convolution with oriented filters (Figures 5G and 5H). The Sholl
analysis, applied to the processed confocal images, showed
that the number of astrocytic intersections decreased in the D
phase (Figures 5I and 5J). An alternative analytical method that
relies on the use of a shearlet multiscale framework (Guo and
Labate, 2007) provides an optimal approximation of anisotropic
features, like astrocytic process in confocal images (Brazhe,
2018). This method uses spatial entropy and complexity to
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describe the orderliness and feature-preferred orientation of an
image after normalizing their values by those obtained in the neuropil adjacent the biocytin-filled astrocyte. Consistent with the
3D axial STEM tomography and Sholl analysis, the normalized
entropy was smaller in the D phase (Figure 5K) (Brazhe, 2018;
Gavrilov et al., 2018), indicating that astrocytes remodel their
processes during the circadian cycle. We ran 3D Monte Carlo reaction-diffusion simulations to confirm that changes in the astrocyte-PSD distance could change the time course of STCs.
Accordingly, changing the astrocyte-PSD distance within the
range detected in the tomography reconstructions prolonged
the glutamate transporter occupancy, slowing down the time
course of STCs and of glutamate clearance from the extracellular
space (Figures 5L and 5M).
Neurons and Astrocytes Cooperate to Mediate
Circadian Changes in Excitatory Synaptic Transmission
Although our experiments show that the structural and functional
properties of hippocampal astrocytes change during the circadian
cycle, it is not clear whether this effect, on its own, accounts for the
loss of LTP in the D phase. We tested this hypothesis using the
positive allosteric modulator of AMPA receptors LY404187 (Quirk
and Nisenbaum, 2002). At concentrations greater than 0.02 mM,
LY404187 induced a maximal potentiation of the AMPA EPSC
amplitude and decay (Figure 6A, top) and reduced the AMPA
EPSC summation in the L phase to levels similar to those detected
in the D phase (cf. Figure 6A, bottom, and Figure 2A). Does this
pharmacological manipulation occlude LTP in the L phase?
LY404187 (0.02 mM) did not alter LTP in the L phase (Figure 6B,
top), suggesting that the prolonged activation and reduced temporal summation of AMPA EPSCs are not the sole mechanisms accounting for loss of LTP in the D phase. However, TBS-induced
LTP in the L phase was blocked in the presence of both APV
(2 mM) and LY404187 (0.02 mM), suggesting that both neurons
and astrocytes contribute to this effect (Figure 6B, bottom).
Novel Object Recognition, but Not Memory of Familiar
Environments, Is Susceptible to Circadian Modulation
The biophysical model of CA1-PCs (Figures 3B–3D) showed that
decreased NMDA receptor expression and increased recovery

Figure 5. Astrocytes Reduce the Number of Their Fine Processes in the D Phase, Leading to Slower Glutamate Clearance
(A and B) 3D axial STEM tomography reconstruction of hippocampal astrocytic processes (blue) and PSDs (red) in s.r. in the L and D phases. Scale bar, 1 mm.
(C) Astrocytic processes volume (L, n = 73; D, n = 37). White and blue dots represent the mean ± SEM. Box and whisker plots show the median, 25th–75th
percentile, and 10th–90th percentile.
(D) As in (C), but for astrocytic processes surface area.
(E) As in (C), but for distance measures between PSDs and their nearest neighboring astrocyte (L, n = 59; D, n = 32).
(F) As in (C), but for PSD surface area.
(G) Left: maximum intensity projection of pre-processed confocal z stacks. Right: segmentation of the projection for Sholl analysis with probabilistic thresholding.
Scale bar, 10 mm. Inset scale bar, 20 mm.
(H) As in (G), but for biocytin-filled neurons in the D phase.
(I) Sholl analysis of astrocyte branching (L, n = 14; D, n = 18). Data represent mean ± SEM.
(J) Total number of intersections measured by the Sholl analysis (L, n = 26; D, n = 20). Data represent mean ± SEM.
(K) Entropy and complexity values for each cell, normalized by the corresponding values in the neuropil around them (L, n = 29; D, n = 16). Data represent
mean ± SEM.
(L) Left: 3D representation of the synaptic environment, including an axonal bouton (green), a spine with its parent dendrite (gold), and four adjacent astrocytic
processes (blue). Right: top view of the synaptic environment with astrocyte processes positioned at increasing distance from the PSD.
(M) Left: glutamate transporter occupancy following the release of 2,000 glutamate molecules. Inset: peak-normalized traces. Middle: normalized half-decay time
of glutamate transporter occupancy obtained at varying astrocyte-PSD distances. Black and blue lines represent values of astrocyte-PSD distance measured in
the tomography analysis (see E). Right: as in the middle panel, but for centroids.
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time from activation of AMPA receptors alter the summation of
composite glutamatergic EPSPs at stimulation frequencies in
the b-g range (Figures 6C–6E). A further reduction in temporal
summation was observed when both manipulations were performed at the same time. Their effects summate linearly in the
b and slow g frequency range (<50 Hz) and sublinearly for inputs
in the fast g range (65–100 Hz).
These results are relevant in the context of hippocampaldependent cognition and exploratory behaviors. In hippocampal
area CA1, slow g oscillations synchronize with slow g activity in
area CA3 during exploration of familiar environments and memory recall (Colgin et al., 2009). By contrast, fast g activity synchronizes with fast g activity in entorhinal cortex during novel object recognition and learning (Zheng et al., 2016) through
activation of nonuniformly distributed dendritic ionic conductances (Combe et al., 2018). According to our model, hippocampal activity in the high g range is most susceptible to circadian
modulation, whereas the integration of inputs at lower frequency
ranges is less affected. If this were true, then we would expect
behaviors that rely on high-frequency hippocampal activity, like
learning and exploration of novel environments, to vary with
the time of day. By contrast, memory recall and exploration of
familiar environments, which rely on hippocampal activity at
lower frequencies, should be less susceptible to circadian modulation. We tested this hypothesis in vivo using a novel object
recognition behavioral test on four cohorts of mice (two kept under 12 h:12 h L/D and trained and tested in the L or D phase, and
two kept in constant darkness and trained and tested in the subjective L or subjective D phase; Figures 6F and 6G) (Antunes and
Biala, 2012; Broadbent et al., 2009; Ennaceur and Delacour,
1988). During the first habituation session, we positioned a
mouse in an open field arena and allowed it to freely explore it.
In the following five training sessions, we reintroduced the
mouse in the same arena, after positioning a nonfamiliar object
in its top right corner, which we labeled with a visual cue.
Then, on the last session, we removed the object (Figure 6F).
We quantified object exploration by computing the learning
and memory discrimination indexes from scores of the proportion of time that each mouse spent exploring the new object in
the first and last training session, respectively (Figure 6G). There
was a significant decrease in the learning discrimination index in
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mice trained and tested in the D and subjective D phases (Figure 6G, top). By contrast, the memory discrimination index remained similar between mice trained and tested in the L/D or
subjective L/subjective D phases (Figure 6G, bottom). Therefore,
learning, but not memory recall, shows the highest sensitivity to
time of day.
The Role of Corticosterone
As a last step, we gained insights into the mechanisms accounting for the circadian modulation of receptor composition and
activation at Schaffer collateral synapses. We reasoned that
the circadian changes in LTP might be triggered by an increase
in the circulating levels of corticosterone, a glucocorticoid produced by the adrenal cortex and brain cells mostly in the active
phase (i.e., D phase in mice) (Diotel et al., 2018). Using a radioimmunoassay, we confirmed that changes in the blood levels of
corticosterone occur in juvenile mice aged P14–P21 in L/D and
D/D (Figure 7A). Molecules with low molecular weight, like corticosterone (346 g), glutamate (147 g), and GABA (103 g), are not
fully washed out from slice preparations and give rise to sustained receptor activation (Brickley et al., 1996; Scimemi et al.,
2005; Semyanov et al., 2003, 2004; Stell et al., 2003). If the circadian changes in LTP were due to higher activation of corticosteroid receptors in the D phase, then blocking them pharmacologically should rescue LTP in the D phase without altering it in the L
phase. Consistent with this hypothesis, blocking NR3C1/2 receptors did not occlude LTP in the L phase (Figures 7B and
7C) but rescued LTP in the D phase (Figures 7D and 7E).
C57BL/6 mice carry two mutations in biosynthetic enzymes for
melatonin (Ebihara et al., 1986; Kasahara et al., 2010; Peirson
et al., 2018), and MT1/2 receptor gene expression is low in the
hippocampus (Saunders et al., 2018). Accordingly, blocking
MT1/2 receptors in the L phase did not occlude LTP (Figures
7B and 7C) and did not rescue LTP in the D phase (Figures 7D
and 7E). Is the rescue of LTP detected by blocking NR3C1/2 receptors in the D phase due to a rescue of NMDA receptor
expression and AMPA receptor activation? We showed that
the NMDA/AMPA ratio of EPSCs evoked by flash uncaging
RuBi-glutamate was larger in slices prepared in the D phase
and treated with NR3C1/2, but not MT1/2, antagonists (Figure 7F). Likewise, the temporal summation of AMPA EPSCs in

Figure 6. Astrocytes and Neurons Cooperate to Mediate Frequency-Dependent Circadian Changes in Synaptic Integration
(A) Top left: peak-normalized AMPA EPSCs in control conditions and in LY404187 (0.02 mM; n = 15 cells). Top right: titration for the effect of LY404187 on AMPA
EPSC amplitude (red dots) and half-decay time (t50, yellow dots) in the L phase. Thick orange line and shaded areas represent Hill fit of the amplitude data and
95% confidence bands, respectively. Bottom left: train of AMPA EPSCs. Bottom right: effect of LY404187 (0.02 mM) on AMPA EPSC summation.
(B) Top: time course and statistical summary of baseline-subtracted fEPSP slope/FV amplitude ratio in the L phase, in LY404187 (0.02 mM; n = 9). Bottom: as in the
top panel, but in LY404187 (0.02 mM) and APV (2 mM; n = 8). Data represent mean ± SEM.
(C) NEURON simulations of composite AMPA an NMDA EPSPs evoked using the realistic model of a CA1-PC shown in Figure 3C. The simulations were run to
mimic glutamatergic EPSPs during the L phase (black) and in conditions that mimic the reduced NMDA receptor expression in the D phase (green), the reduced
AMPA EPSP summation during the D phase due to retraction of astrocytic processes (yellow), or both effects at the same time (brown).
(D) Left: cumulative EPSP amplitude obtained from the model when delivering five pulses at 100 Hz. The red line represents the arithmetic sum of the effect
introduced by reducing the NMDA receptor conductance (green) and increasing the recovery time of AMPA receptors (yellow). Simulations run when combining
these effects are in brown. Right: as in the left panel, but after normalizing the data by the peak of the first EPSP.
(E) Results of NEURON simulations obtained in response to stimulations at different frequencies. Left: cumulative glutamatergic EPSP amplitude. Right: cumulative EPSP amplitude, obtained by normalizing the peak depolarization after the fifth stimulus by the amplitude of the first EPSP.
(F) Experimental timeline for novel object recognition test.
(G) Learning and memory discrimination index in mice maintained on 12 h:12 h L/D (left) and D/D (right). Mice were trained and tested either in the L or D phase
(left) or the subjective L or subjective D phase (right). TF, proportion of time spent in the top right corner of the arena (learning: L, n = 14; D, n = 12; subjective L, n =
10; subjective D, n = 16; memory: L, n = 14; D, n = 12; subjective L, n = 10; subjective D, n = 16). Data represent mean ± SEM.
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slices prepared in the D phase and treated with NR3C1/2, but not
MT1/2, antagonists was similar to that recorded in the L phase
(Figure 7G). These data identify corticosterone and corticosteroid receptors as key players in the circadian modulation of synaptic strength at Schaffer collateral synapses.
DISCUSSION
Astrocytes, Neurons, and the Values of an EverChanging Brain
Modifications of the synaptic environment are critical for information coding in the brain and provide an important substrate
for circuit plasticity. For example, there are activity-dependent
changes in the shape, size, and turnover of dendritic spines (Engert and Bonhoeffer, 1999; Gilbert, 1998; Holtmaat et al., 2005;
Kwon and Sabatini, 2011; Rakic et al., 1986; Richards et al.,
2005). Analogous activity-dependent phenomena of structural
plasticity occur in small protoplasmic astrocytic processes
around synapses (Lavialle et al., 2011; Reichenbach et al.,
2010), which extend and retract through the hippocampal and
brainstem neuropil (Haber et al., 2006; Hirrlinger et al., 2004).
In the SCN, these movements occur with circadian rhythmicity
and over physiologically relevant distances, comparable to the
distance that spines can grow or shrink (Becquet et al., 2008).
What at first sight might seem like small changes in the relative
proximity of astrocytic processes and spines have important
consequences on the lifetime of glutamate in the extracellular
space and ultimately regulate the strength and timing of information transfer across neurons. Accordingly, suppressing astrocyte
motility impairs the stabilization and maturation of synapses
(Nishida and Okabe, 2007).
There are multiple molecular mechanisms that can change the
proximity of astrocytic processes to spines, including PAR1 Gprotein-coupled receptor activation (Sweeney et al., 2017). The
experiments described here indicate that astrocyte remodeling
in the hippocampus occurs not only in experimental conditions
mimicking pathological states but also daily under physiological
conditions, in concert with changes in glutamate receptor activation in CA1-PCs. The reasons for this regular remodeling remain
unclear. One hypothesis is that this may be a necessary step in a
long-term investment plan, whereby tuning down synaptic efficacy in the D phase may bring the hippocampus into a low-energy-demanding state, to parse energy consumption over longer
periods of time (Attwell and Laughlin, 2001). Alternatively, these
fluctuations might allow hippocampal networks to switch between functioning modes that best process different types of information at specific time points during the day. According to
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Marr’s theory of the archicortex, the hippocampus alternates between times during which it stores information about patterns of
neural activity representing events as they happen and times
during which this information is transferred to other regions of
the brain, including the neocortex (Marr, 1971; Willshaw et al.,
2015). For nocturnal animals like mice, the time to store information locally would be the L phase, whereas the time to relay information to the neocortex would be the active D phase. According
to our experiments, hippocampal activity in the high g range,
associated with learning and memory encoding, is highly susceptible to circadian modulation. In contrast, hippocampal activity encoding episodic, semantic, and working memory information (q, a, and b ranges) is much less affected by time of day.
In 1983, Harris and Teyler first reported that in juvenile and
adult rats, LTP expression at hippocampal Schaffer collateral
synapses is more robust in the L phase (Harris and Teyler,
1983). Since these results were obtained in reduced slice preparations, it was concluded that they did not depend on the activity of extra-hippocampal afferents but rather depended on the
enduring effects of modulators that are retained in slice preparations. Similar conclusions were later obtained in hamsters (Raghavan et al., 1999). One of the first candidate molecules thought
to mediate these effects was the hormone melatonin, mainly
synthesized in the D phase in the pineal gland (Vanecek, 1998).
In acute hippocampal slices, exogenously applied melatonin
blocks LTP induction without altering low-frequency synaptic
transmission (Collins and Davies, 1997; Wang et al., 2005).
These effects are unlikely to be mediated by melatonin binding
to melatonin receptors, because there are few melatonin receptors expressed in the hippocampus. Given that melatonin has
close structural similarity to various antagonists of the glycinebinding site of NMDA receptors, it was hypothesized that melatonin might reduce LTP by antagonizing NMDA receptors (Huettner, 1989; Salituro et al., 1990, 1992), but this hypothesis was
disputed by (Collins and Davies, 1997). If melatonin does not
have any known membrane receptor target, then how does it
exert its biological actions? Because of its hydrophobicity, melatonin released into the bloodstream can easily pass through cell
membranes and modulate a variety of intracellular molecular
pathways or bind to nuclear receptors (Benı́tez-King et al.,
1996, 2001; Carlberg and Wiesenberg, 1995; Rafii-El-Idrissi
et al., 1998). Some of these interactions could have a deleterious
effect on LTP, but many inbred strains of laboratory mice,
including C57BL/6, have no detectable levels of melatonin in
the pineal gland due to two independent mutations in the genes
encoding the biosynthetic enzymes for melatonin (Ebihara et al.,
1986; Kasahara et al., 2010; Peirson et al., 2018). It is therefore

Figure 7. Blocking Corticosteroid Receptors Rescues LTP, NMDA Receptor Expression, and AMPA Receptor Activation in the D Phase
(A) Plasma corticosterone measured at baseline in mice kept under 12 h:12 h L/D (left, n = 18) and D/D (right, n = 17). Data represent mean ± SEM.
(B) Top: average responses recorded 5 min before and 30 min after TBS. Bottom: time course of baseline-subtracted ratio between the fEPSP slope and the FV
amplitude in the L phase in the presence of spironolactone, mifepristone, and luzindole. Data represent mean ± SEM.
(C) Summary for the experiments in (B) (Spiro, n = 7; Mife, n = 8; Luzi, n = 11). Data represent mean ± SEM.
(D) As in (B), but for the D phase. Data represent mean ± SEM.
(E) Summary for the experiments shown in D (Spiro, n = 8; Mife, n = 8; Luzi, n = 7). Data represent mean ± SEM.
(F) Average flash-evoked AMPA and NMDA EPSCs recorded from CA1-PCs in response to RuBi-glutamate uncaging, after pre-incubating slices for >30 min with
each antagonist (all conditions, n = 5). Data represent mean ± SEM.
(G) Train of AMPA EPSCs and summary (L, n = 9; D, n = 7; D Spiro, n = 7; D Mife, n = 10; D Luzi, n = 12). Data represent mean ± SEM.

14 Cell Reports 33, 108255, October 13, 2020

ll
OPEN ACCESS

Article
unlikely that our circadian effects on astrocyte morphology and
AMPA EPSC summation are mediated by melatonin acting on
molecular targets aside from MT1/2 receptors, and our results
do not support this hypothesis. In contrast, corticosterone is produced with circadian rhythmicity and acts by activating mineralocorticoid (type I) and glucocorticoid receptors (type II), abundantly expressed in the hippocampus and implicated with
synaptic plasticity and memory formation (Chung et al., 2011;
Kim and Yoon, 1998). Because of their different steady-state affinity, type I receptors are fully occupied at low glucocorticoid
plasma levels, whereas type II receptors become fully occupied
only with higher glucocorticoid plasma levels (Chung et al., 2011;
Pavlides et al., 1995). Physiological increase in alertness in the D
phase can activate both receptor types. Although the exclusive
activation of type I receptors promotes LTP, the concomitant
activation of type II receptors suppresses it (Pavlides et al.,
1995). Consistent with these findings, our experiments show
that loss of LTP in the D phase is associated with activation of
type I–II receptors.
Since there are numerous molecular and behavioral differences and similarities between humans and mice, one needs
to be cautious about making quick analogies across species.
As a substantial reprogramming of oscillating transcripts occurs
in temporal lobe epilepsy (Debski et al., 2017), our findings may
have implications that advance our understanding not only of
circadian rhythmicity during physiological conditions but also
of the pathogenesis of this disease and other chronic diseases.
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Millipore Sigma: A3678

Tris pH 8.0

Ambion

Ambion: AM9855G

EDTA

Fluka Analytical

Fluka Analytical: 03690

Triton X-100

Millipore Sigma

Millipore Sigma: X100

Guanidine hydrochloride

Millipore Sigma

Millipore Sigma: G3272

Proteinase K

Millipore Sigma

Millipore Sigma: P6556

sulfo-NHS-SS-biotin

VWR

VWR: PI21328

L-lysine

Millipore Sigma

Millipore Sigma: L5501

Immobilon-P PVDF membrane

Millipore Sigma

Millipore Sigma: P2563

Bipolar stainless steel electrode

Frederick Haer Corporation

Frederick Haer Corporation: MX21AES(JD3)

Vectastain Elite ABC-peroxidase kit

Vector Laboratories

Vector Laboratories: PK-6100;
RRID: AB_2336819

KAPA HiFi Hot Start Ready Mix PCR Kit

Roche

Roche: KK2602

Corticosterone double antibody RIA kit

MP Biomedicals

MP Biomedicals: 07120102

Mem-PER Plus Membrane Protein Extraction Kit

ThermoFisher Scientific

ThermoFisher Scientific: 89842

Critical Commercial Assays

(Continued on next page)
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REAGENT or RESOURCE

SOURCE

IDENTIFIER

This paper

https://osf.io/k9w68/?view_only=
62d2c8eb6a5c40e3896d6ef7c74131f2

Deposited Data
Raw and analyzed data
Experimental Models: Organisms/Strains
M. musculus C57BL/6NCrl

Charles River Laboratories

Charles River: 027

M. musculus Per1Brdm1/Brdm1: Per2Brdm1/Brdm1 (referred
to as Per1,2/)

Jennifer Hurley (Rensselaer
Polytechnic Institute)

N/A

Per1+/+ Forward: 50 CAA-ACT-CAC-AGA-GCC-CAT-C 30

Eurofins Genomics

N/A

Per1+/+ Reverse: 50 CAT-GAG-TTC-TTT-CTG-GGT-CC 30

Eurofins Genomics

N/A

Per1/ Forward: 50 CAA-ACT-CAC-AGA-GCC-CAT-C 30

Eurofins Genomics

N/A

Per1/ Reverse: 50 CTT-TTG-AAG-CGT-GCA-GAA-TG 30

Eurofins Genomics

N/A

Per2+/+ Forward: 50 TTC-CAC-TCT-GTG-GGT-TTT-GG 30

Eurofins Genomics

N/A

Per2+/+ Reverse: 50 AAA-GGG-CCT-CTG-TGT-GAT-TG 30

Eurofins Genomics

N/A

Per2/ Forward: 50 TTC-CAC-TCT-GTG-GGT-TTT-GG 30

Eurofins Genomics

N/A

Eurofins Genomics

N/A

IgorPro 6.37

Wavemetrics

N/A

Jupyter Notebook

Project Jupyter

N/A

Blender 2.79

Blender Corporation

N/A

CellBlender 1.1

MCell

N/A

NEURON

Yale University

N/A

Fiji

ImageJ

N/A

Oligonucleotides

Per2

/

0

Reverse: 5 GCC-AGA-GGC-CAC-TTG-TGT-AG 3

0

Software and Algorithms

ezTrack

Denise Cai (Mount Sinai)

N/A

IMOD 4.7

David Mastronarde (University
of Colorado)

N/A

Blender 2.76

Blender Corporation

N/A

STEVE

Nanolive

N/A

Simple Neurite Tracer 3.1.3

Tiago Ferreira (HHMI - Janelia
Research Campus)

N/A

RNAscope probe for Per2

Advanced Cell Diagnostics

Advanced Cell Diagnostics: Mm-Per2-C1

RNAscope probe for Arntl

Advanced Cell Diagnostics

Advanced Cell Diagnostics: Mm-Arntl-C2

Opal reactive fluorophore (green)

Akoya Biosciences

Akoya Biosciences: Opal 520

Opal reactive fluorophore (red)

Akoya Biosciences

Akoya Biosciences: Opal 570

Other

RESOURCE AVAILABILITY
Lead Contact
Further information and requests for resources and reagents should be directed to the Lead Contact, Annalisa Scimemi (scimemia@
gmail.com or ascimemi@albany.edu).
Materials Availability
This study did not generate new unique reagents.
Data and Code Availability
Original data and analyzed data have been deposited to Open Science Framework (https://osf.io/k9w68/?
view_only=62d2c8eb6a5c40e3896d6ef7c74131f2). All data, custom scripts and functions used for this study are available from
the lead contact scimemia@gmail.com upon request.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

All experimental procedures were performed in accordance with protocols approved by the Institutional Animal Care and Use Committee at the State University of New York (SUNY) Albany and guidelines described in the National Institutes of Health’s Guide for the
Care and Use of Laboratory Animals. Unless otherwise stated, all mice were group housed and kept under 12 h:12 h L/D conditions
(lights on at 7 AM, ZT0; lights off at 7 PM, ZT12). We refer to the ZT0-12 time interval as the L phase, and the ZT12-24 time interval as
the D phase. The ZT time sets the origin of the 24 hour period to the beginning of the L phase, facilitating cross-study comparisons
independently of the actual clock-time settings of different animal facilities.
C57BL/6NCrl line
We used mice from the C57BL/6NCrl line of either sex. A subset of experiments were performed using mice kept under constant
darkness (i.e., 12 h:12 h D/D conditions under red dim light illumination for at least three cycles). The dim red light intensity in constant
darkness matched that of the D phase for mice kept under 12 h:12 h L/D conditions. For mice maintained in constant darkness, the
ZT0-12 time interval was referred to as the subjective L phase, and the ZT12-24 time interval as the subjective D phase. Food and
water were available ad libitum to all mice throughout the 24 hour period. Unless otherwise stated, all dissections for the data
collected in the L and subjective L phase were performed at ZT3.5. All dissections for the D and subjective D phase data were performed at ZT15.5.
Per1/2/ line
We used mice with targeted disruption of Per1 and Per2 alleles (Per1Brdm1/Brdm1: Per2Brdm1/Brdm1), here referred to as Per1/2/ mice,
of either sex. These mice were a generous gift from Dr. Jennifer Hurley (RPI) and have been characterized in previous works (Bae
et al., 2001; Shiromani et al., 2004; Zheng et al., 2001). A subset of experiments were performed using mice kept under constant
darkness (i.e., 12 h:12 h D/D conditions under red dim light illumination for at least three cycles). The dim red light intensity in constant
darkness matched that of the D phase for mice kept under 12 h:12 h L/D conditions. Food and water were available ad libitum to all
mice throughout the 24 hour period. Unless otherwise stated, all dissections for the data collected in the L and subjective L phase
were performed at ZT3.5. All dissections for the D and subjective D phase data were performed at ZT15.5.
METHOD DETAILS
Genotyping
Genotyping was performed on toe tissue samples of P7–P10 mice. Briefly, tissue samples were digested at 55 C overnight with
shaking at 330 rpm in a lysis buffer containing the following (in mM): 100 Tris base, pH 8, 5 EDTA, and 200 NaCl, along with 0.2%
SDS and 50 mg/ml proteinase K. Following heat inactivation of Proteinase K at 97 C for 10 min, DNA samples were diluted 1:1
with nuclease-free water. The PCR primers used for Per1 and Per2 were purchased from Eurofins Genomics and their nucleotide
sequences are listed in the table below.

Gene

Forward primer

Reverse primer

Band size (bp)

Per1+/+

50 CAA-ACT-CAC-AGA-GCC-CAT-C 30

50 CAT-GAG-TTC-TTT-CTG-GGT-CC 30

234

Per1/

50 CAA-ACT-CAC-AGA-GCC-CAT-C 30

50 CTT-TTG-AAG-CGT-GCA-GAA-TG 30

700

Per2+/+

50 TTC-CAC-TCT-GTG-GGT-TTT-GG 30

50 AAA-GGG-CCT-CTG-TGT-GAT-TG 30

297

Per2/

50 TTC-CAC-TCT-GTG-GGT-TTT-GG 30

50 GCC-AGA-GGC-CAC-TTG-TGT-AG 30

200

The forward and reverse primers for Per1 are located in exons 3 and 4, respectively. The reverse primer for Per1/ mice is located
in the mPGK promoter for the Hprt cassette that replaces exons 4 through 18 of Per1/ mice. The forward and reverse primers for
Per2 are located within intron 11-12. The reverse primer for Per2/ mice is located in the Neomycin cassette that replaces the highly
conserved PAS domain in Per2/ mice. PCR was carried out using the KAPA HiFi Hot Start Ready Mix PCR Kit (KAPA Biosystems,
KK2602). Briefly, 12.5 ml of 2X KAPA HiFi Hot Start Ready Mix was added to 11.5 ml of a diluted primer mix (0.5-0.75 mM final concentration for each primer) and 1 ml of diluted DNA. The PCR cycling protocols for Per1 and Per2 are described in the tables below.

Per1

Initiation/melting

Denaturation

Annealing

Elongation

Amplification

Hold

Temperature ( C)

95

95

60

72

72

4

Duration (min)

3

0.25

0.25

0.5

1

N

Cycles

1

35



1
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Per2

Initiation/melting

Denaturation

Annealing

Elongation

Amplification

Hold

Temperature ( C)

95

95

56

72

72

4

Duration (min)

3

0.25

0.25

0.25

1

N

Cycles

1

35

1

In vivo chronic temperature recordings
To record the mouse body temperature, we implanted programmable micro-transponders (Cat# IPTT300; BDMS) under the skin of
the neck of P12 mice. We took temperature measures hourly from P14–21 using a wireless hand-held reader for IPTT micro-transponders (Cat# DAS-8007-IUS, BDMS). Data analysis was performed in IgorPro 6.37 (Wavemetrics, Lake Oswego, OR) using
custom-made software (A. Scimemi).
Fluorescent in situ hybridization of clock gene transcripts using RNAscope fluorescence in situ hybridization (FISH)
We dissected the brain of P14-21 C57BL/6NCrl mice at ZT3.5 or ZT15.5, removed the olfactory bulbs, cerebellum and temporal lobes
and fixed it with 4% PFA/PBS overnight at 4 C. The brain was then cryo-protected in 30% sucrose PBS at 4 C for 48 hour and stored
in PBS for no more than a week. To prepare slices for RNAscope, we separated the two hemispheres, embedded them in agar and
prepared 40 mm thick slices using a vibrating blade microtome (VT1200S, Leica Microsystems, Buffalo Grove, IL). The slices
were post-fixed in 4% PFA/PBS for 30 min at room temperature (RT) and mounted onto Superfrost plus microscope slides. Mounted
slices were used for fluorescence in situ hybridization (FISH) using an RNAscope multiplex fluorescent assay (Advanced Cell Diagnostics, Newark, CA) according to manufacturer instructions, using Mm-Per2-C1 and Mm-Arntl-C2 RNA probes and Opal 520 and
Opal 570 dyes (Akoya Biosciences, Menlo Park, CA). DAPI Fluoromount G was used as the mounting medium (Cat# 0100-02;
SouthernBiotech, Birmingham, AL). The presence of Per2 and Arntl transcripts was assessed using a confocal microscope (Zeiss
LSM710) equipped with a Plan-Apochromat 63X/1.4NA oil objective. Image size was set to 1024x1024 pixels and represented
the average of 8 consecutive frames.
Acute slice preparation and electrophysiology recordings
Acute coronal slices of the mouse hippocampus were obtained from C57BL/6NCrl mice of either sex (P14–21), deeply anesthetized
with isoflurane and decapitated in accordance with SUNY Albany Animal Care and Use Committee guidelines. The brain was rapidly
removed and placed in ice-cold slicing solution bubbled with 95% O2/5% CO2 containing the following (in mM): 119 NaCl, 2.5 KCl, 0.5
CaCl2, 1.3 MgSO4$H2O, 4 MgCl2, 26.2 NaHCO3, 1 NaH2PO4, and 22 glucose, 320 mOsm, pH 7.4. The slices (250 mm thick) were
prepared using a vibrating blade microtome (VT1200S; Leica Microsystems, Buffalo Grove, IL). Once prepared, the slices were
stored in slicing solution in a submersion chamber at 36 C for 30 min and at RT for at least 30 min and up to 5 hours. Unless otherwise
stated, the recording solution contained the following (in mM): 119 NaCl, 2.5 KCl, 2.5 CaCl2, 1 MgCl2, 26.2 NaHCO3, and 1 NaH2PO4,
22 glucose, 300 mOsm, pH 7.4. We identified the hippocampus under bright field illumination using an upright fixed-stage microscope (BX51 WI; Olympus Corporation, Center Valley, PA). To record evoked currents, we delivered constant voltage stimuli (50–
100 ms) to a bipolar stainless steel electrode (Cat# MX21AES(JD3); Frederick Haer Corporation, Bowdoin, ME) positioned in s.r.,
~100 mm away from the recorded cell. Whole-cell, voltage-clamp patch-clamp recordings were made using patch pipettes containing (in mM): 120 CsCH3SO3, 10 EGTA, 20 HEPES, 2 MgATP, 0.2 NaGTP, 5 QX-314Br, 290 mOsm, pH 7.2. All recordings were obtained using a Multiclamp 700B amplifier (Molecular Devices, San Jose, CA) and filtered at 10 KHz, converted with an 18-bit 200 kHz
A/D board (HEKA Instrument, Holliston, MA), digitized at 10 KHz, and analyzed offline with custom-made software (A. Scimemi) written in IgorPro 6.37 (Wavemetrics, Lake Oswego, OR). Patch electrodes (#0010 glass; Harvard Apparatus, Holliston, MA) had tip
resistances of ~5 MU. Series resistance (~20 MU) was not compensated, but was continuously monitored and experiments were
discarded if this changed by > 20%. The series resistance was subtracted from the total resistance to estimate the cell membrane
resistance of neurons and astrocytes. Extracellular recordings were performed using electrodes with a tip resistance of 2-5 MU, filled
with the recording solution described above. The electrode resistance was continuously monitored and experiments were discarded
if this changed by > 20%. Slices were incubated with NR3C1/2 receptor antagonists for 30 min 2 hour before being used for electrophysiology recordings. Tetrodotoxin (TTX), 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide disodium salt
(NBQX) and D,L-2-Amino-5-phosphonopentanoic acid (APV) were purchased from Hello Bio (Princeton, NJ; Cat# HB1035, HB0443,
HB0251, respectively). (3S)-3-[[3-[[4-(Trifluoromethyl)benzoyl]amino]phenyl]methoxy]-L-aspartic acid (TFB-TBOA) was purchased
from Tocris (Minneapolis, MN; Cat# 2532). Spironolactone, mifepristone and luzindole were purchased from Cayman Chemical Company (Ann Arbor, MI; Cat# 9000324, 10006317, 15598, respectively). All other chemicals were purchased from MilliporeSigma (Burlington, MA). All recordings were performed at RT.
Blood collection and corticosterone radioimmunoassay
Trunk blood was collected from 18 mice kept under 12 h:12 h L/D conditions, and 18 mice kept under 12 h:12 h D/D conditions. Trunk
blood was collected within 3 min of cage disturbance from 3 mice every 4 hours. Blood was centrifuged at 5500 RCF for 10 min, and
supernatant was transferred to a new tube and stored at 80 C until used for radioimmunoassay for corticosterone. Plasma
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corticosterone was assessed using a commercial I-125 corticosterone radioimmunoassay kit according to the manufacturer’s instructions (Cat# 07120102, MP Biochemicals, LLC, Orangeburg, NY, USA). The intra-assay coefficient of variation was 3.4%.
This assay kit shows a slight cross-reaction with desoxycorticosterone 0.34%, testosterone 0.10%, cortisol 0.05%, aldosterone
0.03%, and progesterone 0.02%.
Biocytin filling and confocal imaging
Biocytin 0.2%–0.4% (w/v) was added to the intracellular solution used to patch astrocytes and neurons. Each cell was patched and
filled for at least 20 min. The slices were then fixed overnight at 4 C in 4% PFA/PBS, cryo-protected in 30% sucrose PBS, and incubated in 0.1% streptavidin-Alexa Fluor 488 conjugate and 0.1% Triton X-100 for 3 hour at RT. The slices were then mounted onto
microscope slides using Fluoromount-G mounting medium (Cat# 0100-01; SouthernBiotech, Birmingham, AL). Confocal images
were acquired using a Zeiss LSM710 inverted microscope equipped with 488 nm Ar laser. All images were acquired as z stacks using
a 40X/1.4 NA oil-immersion objective. To visualize full cells, we stitched together z stacks (1024x1024 pixels) collected by averaging
four frames for each focal plane (1 mm z-step). The image analysis to measure the astrocyte coverage area was performed using Fiji
(https://fiji.sc/). Briefly, we generated a maximum intensity projection of each image stack and manually traced the contour of the
outer boundaries of the area of the neuropil covered by each astrocyte. Confocal images that contained more than one filled astrocyte were discarded from the analysis, because they introduced inaccuracies in the derived contours. The polar plots were obtained
by centering the soma of each astrocyte at the center of a polar plot. The main primary branch of each astrocyte was oriented along
the 270 angle. Average coverage traces were obtained using IgorPro (Wavemetrics, Lake Oswego, OR).
Protein-retention expansion microscopy and two-photon imaging
All experiments were performed according to the proExM protocol described by (Tillberg et al., 2016). Briefly, to measure the expansion factor (Figure S5) we fixed hippocampal slices with 4% PFA/PBS overnight at 4 C, cryoprotected them in 30% sucrose PBS and
stored them in PBS. The day before starting the proExM protocol, we incubated them with DAPI Fluoromount G overnight at 4 C
(Cat# 0100-20; SouthernBiotech, Birmingham, AL). Slices containing biocytin filled astrocytes were fixed, cryo-protected, stored
in PBS and labeled with streptavidin-Alexa Fluor 488 as described in the previous section. In both cases, each slice was then incubated with 200 ml of anchoring solution overnight at RT. The following day, the slices were gelled and digested with Proteinase K overnight at RT. Subsequently, they were expanded using three consecutive incubations with distilled water for 15 min each. Slices
stained with DAPI were imaged as they expanded during each incubation period, using a 2X/0.06 NA air objective on an EVOS FL
Cell Imaging System equipped with DAPI filter set (lex: 357/44 nm, lem: 447/60 nm; ThermoFisher Scientific, Waltham, MA). Images
were collected at 0.1 fps and manually traced to measure slice perimeter and surface area using IMOD (https://bio3d.colorado.edu/
imod/). The expanded gels containing biocytin-filled astrocytes were then covered with 2% agarose and submerged in distilled water
before being imaged with a custom-made two-photon laser-scanning microscope. The two-photon laser scanning system (Scientifica, Clarksburg, NJ) was powered by a Ti:sapphire pulsed laser (Coherent, Santa Clara, CA) tuned to 760 nm and connected to an
upright microscope with a 60X/1.0 NA objective (Olympus Corporation, Center Valley, PA). The green fluorescent signal was separated from the red using a 565 nm dichroic mirror and filtered using FITC filter sets (Olympus Corporation, Center Valley, PA). We
averaged eight frames for each optical section (512 3 512 pixels) and collected z stacks for a total distance of ~200 mm (in
1.2 mm steps). The composition of the anchoring, gelling and digestion solution is reported in the table below.

Anchoring solution (200 ml/slice)

Cat#

Supplier

Acryloyl X, SE

A20770

Life Technologies

0.1 mg/ml

DMSO

472301

Millipore Sigma

2 ml

PBS

P4417

Millipore Sigma

198 ml

Amount

Monomer solution (188 ml/slice)

Cat#

Supplier

Amount

Sodium acrylate

408220

Millipore Sigma

86 mg/ml

Acrylamide

A9099

Millipore Sigma

25 mg/ml

N,N0 -methylenebisacrylamide

M7279

Millipore Sigma

1.5 mg/ml

NaCl

215700

BeanTwon Chemical

117 mg/ml

PBS 10X

P4417

Millipore Sigma

Distilled water

18.8 ml (1:10)
169.2 ml
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Gelling solution (200 ml/slice)

Cat#

Supplier

Amount

4-hydroxy-TEMPO

176141

Millipore Sigma

4 ml (0.01%)

TEMED

T9281

Millipore Sigma

4 ml (0.2% w/w)

APS

A3678

Millipore Sigma

4 ml (0.2% w/w)

188 ml

Monomer solution

Digestion solution (200 ml/slice)

Cat#

Supplier

Amount

Tris pH 8.0

AM9855G

Ambion

50 mM

EDTA

03690

Fluka Analytical

1 mM

Triton X-100

X100

Millipore Sigma

0.5% v/v

Guanidine hydrochloride

G3272

Millipore Sigma

0.8 M

Proteinase K

P6556

Millipore Sigma

8 U/ml

Western blot
Western blot experiments were performed on protein extracts from the hippocampus of mice of either sex aged P14–21, sacrificed at
ZT3.5 or ZT15.5. Membrane proteins were extracted using the Mem-PER Plus Membrane Protein Extraction Kit (Cat# 89842;
ThermoFisher Scientific, Waltham, MA) according to the manufacturer’s instructions using a mixture of protease and phosphatase
inhibitors (10 ml/ml, Cat# 78441; ThermoFisher Scientific, Waltham, MA). The total membrane protein concentration was determined
by spectrophotometry. Equal amounts of protein (100 mg) from each sample were resolved on 10 or 12% acrylamide gels. The proteins were transferred to PVDF membranes (Cat# P2563; MilliporeSigma, Burlington, MA) using a semidry blotting approach. The
membranes were blocked with 5% nonfat milk in TBST pH 7.6, and probed with primary antibodies overnight at 4 C in 5% BSA
in TBST, pH 7.6. Secondary antibody incubation was performed for 1–2 hour at RT in 5% nonfat milk in TBST, pH 7.6. Pre-adsorption
experiments were performed using the control antigen provided by the primary antibody supplier according to the manufacturer’s
instructions (1 mg/mg antibody). Membranes were probed with either rabbit anti-GLAST (1:1,000), anti-GLT1 (1:1,000) or b-actin antibodies (1:1,000). Biotinylated horse anti-rabbit antibody was used as the secondary antibody for all blots (1:1,000 for GLAST and
GLT1, 1:5,000 for b-actin). We amplified the immuno-labeling reactions using the Vectastain ABC kit (1:2,000 for GLAST and GLT1;
1:5,000 for b-actin) and the Clarity Western ECL system served as the substrate for the peroxidase enzyme (Cat# 1705060, Bio-Rad,
Hercules, CA). For semiquantitative analysis, protein band intensities were collected as 16-bit images using a digital chemiluminescence imaging system (c300, Azure Biosystems, Dublin, CA) at different exposure times (0.5–200 s). Each image was converted to an
8-bit image for image analysis using Fiji software (https://fiji.sc/). Only images collected at exposure times that did not lead to pixel
saturation were included in the analysis. The intensity of each band was calculated as the mean gray value in a region of interest (ROI)
surrounding each band in three images collected at different exposure times. All GLAST and GLT1 band intensities were normalized
to the band intensity of b-actin in the same lane. Only images collected at exposure times that did not lead to pixel saturation were
used to quantify band intensities. A list of antibodies and reagents, with their RRID, is reported in the table below and in the Key Resources Table.

RRID

Item

AB_10695722

rabbit anti GLAST

Supplier
Cell Signaling Technology, Danvers, MA

AB_2190743

rabbit anti GLT1

Cell Signaling Technology, Danvers, MA
Cell Signaling Technology, Danvers, MA

AB_2223172

rabbit anti b-actin

AB_2336201

biotinylated horse anti-rabbit

Vector Laboratories, Burlingame, CA

AB_2336819

Vectastain ABC kit

Vector Laboratories, Burlingame, CA

Surface protein biotinylation assay
We prepared acute hippocampal slices following the same experimental procedures used to prepare acute slices for electrophysiology recordings. Once prepared, the slices were stored in slicing solution in a submersion chamber at 36 C for 30 min and at RT for
at least 30 min and up to 1 hour. Subsequently, the slices were processed following the biotinylation protocol developed and validated by (Thomas-Crusells et al., 2003). First, the acute hippocampal slices were washed twice for 5 min in ice-cold slicing solution,
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here referred to as modified artificial cerebrospinal fluid (mACSF), and then transferred to a 24-well plate containing mACSF added
with 100 mM sulfo-NHS-SS-biotin (Cat# PI21328, VWR, Radnor, PA) for 45 min, on ice. The slices were then washed twice with cold
mACSF containing 1 mM L-lysine (Cat# L5501, Millipore Sigma, Burlington, MA), to block all excess reactive sulfo-NHS-SS-biotin.
We dissected the hippocampus out of the biotinylated slices, pooled the slices in an Eppendorf tube and removed the excess supernatant. The membrane proteins were isolated according to the Mem-Per Plus Membrane Protein Extraction Kit (Cat#89842,
ThermoFisher Scientific, Waltham, MA). Subsequently, the membrane protein fraction was incubated with 40 ml of Ultra-link immobilized Streptavidin beads (Pierce Streptavidin UltraLink Resin, Cat# 53113, ThermoFisher Scientific, Waltham, MA) with gentle
rotation overnight at 4 C. The following day, the beads were washed three times (5,000 3 g at 4 C for 2 min) in solubilization buffer
containing protease inhibitors and biotinylated proteins were released from the beads with 40 ml of solubilization buffer containing
5% b-mercaptoethanol and stored at 20 C until further use. The biotinylated proteins were separated by 10% SDS-PAGE and
transferred to an Immobilon-P PVDF membrane (Cat# P2563, Millipore Sigma, Burlington, MA). The membranes were blocked at
RT for 1 hour with 5% BSA (Cat# A9418, Millipore Sigma, Burlington, MA) in Tris Buffered Saline, pH 7.5, containing 0.1%
Tween-20 (TBS-T), and immunoblotted overnight at 4 C with rabbit anti-GLAST (1:1,000), GLT1 (1:1,000) or b-actin (1:5,000)
(Cat# listed above, Cell Signaling Technology, Danvers, MA) in 5% BSA/TBS-T. The secondary antibody, biotinylated horse anti-rabbit (Vector Laboratories, Burlingame, CA) was incubated for 1 h at RT in 5% BSA/TBS-T (1:1,000 for GLAST and GLT1; 1:5,000 for
b-actin). Immuno-labeling reactions were amplified using the Vectastain ABC kit (1:2,000 for GLAST and GLT1; 1:5,000 for b-actin)
and the Clarity Western ECL system served as the substrate for the peroxidase enzyme (Cat# 1705060, Bio-Rad, Hercules, CA). For
semiquantitative analysis, protein band intensities were collected as 16-bit images using a digital chemiluminescence imaging system (c300, Azure Biosystems, Dublin, CA) at different exposure times (0.5–200 s), as described for the western blot analysis. Membranes were stripped using a mild stripping solution of 200 mM glycine, 0.1% SDS, 1% Tween-20, pH 2.2 with shaking at RT for
15 min, and re-probed with different antibodies.
Electron microscopy and axial STEM tomography
Acute hippocampal slices processed for electron microscopy analysis were prepared as described for the electrophysiology experiments, from P17 mice. Slices were microwave-fixed for 13 s in 6% glutaraldehyde, 2% PFA, 2 mM CaCl2 in 0.1 N sodium cacodylate
buffer and stored overnight at 4 C. After three washes in 0.1 N cacodylate buffer, we cut samples from the middle part of CA1 s.r.,
~100 mm away from the CA1-PC layer. These samples were treated with 1% osmium tetroxide for 1 hour on ice, en bloc mordanted
with 0.25% uranyl acetate at 4 C overnight, washed and dehydrated with a graded series of ethanol, and embedded in epoxy resins.
Thin sections (70–90 nm) were counterstained with lead citrate and uranyl acetate and examined on a JEOL 1200 EX transmission
electron microscope. Images were collected with a CCD digital camera system (XR-100, AMT, Woburn, MA). To visualize the
arrangement of pre-synaptic terminals, post-synaptic terminals, and astrocytic processes, thick sections (~1 mm) were cut from regions of CA1 s.r. and electron tomograms were collected in a 300 kV electron microscope operated in the scanning transmission
electron microscopy (STEM) mode, as described previously (Hohmann-Marriott et al., 2009; Sousa et al., 2011). A sample thickness
of 1 mm – enabled by axial STEM tomography – provided sufficient sample depth to visualize features of interest in their entirety, such
as synapses. In contrast to STEM tomography, conventional TEM tomography is limited to a specimen thickness of ~400 nm and
cannot be applied to such thick sections because the transmitted electrons undergo multiple inelastic scattering processes, resulting
in images that are blurred by chromatic aberration of the objective lens. Axial STEM tomography is not affected by chromatic aberration because the objective lens that forms the electron probe is in front of the specimen. Dual-axis tilt series of selected sections
were recorded using an FEI Tecnai TF30 TEM/STEM operating at 300 kV (1.5 tilt increment, tilt range from 55 to 55 , pixel size =
5.6 nm). Image registration, tomogram generation, tracing, surface area and volume measures were performed using IMOD 4.7
(https://bio3d.colorado.edu/imod/). In the tomograms, we identified astrocytic processes based on their lack of synaptic vesicles
and post-synaptic densities and because they did not give rise to pre- or post-synaptic terminals. Orthoslices through the STEM tomograms showed that astrocytic processes contained glycogen granules, intermediate filament bundles and a more electron-lucent
cytoplasm with respect to that of neurons. The astrocytic processes were traced for the entire thickness of the reconstructed volume
(1–1.5 mm). We reconstructed all astrocytic processes and all PSDs in each block. The reconstructed volumes were converted into
object files and imported into the open-source software Blender 2.76 (https://www.blender.org/). Astrocyte-PSD distance was
measured in Blender using custom-made analysis software written in Python (Sweeney et al., 2017).
Tomographic holographic 3D microscopy
The measures of the cell membrane to cytoplasm ratio were obtained from acute hippocampal slices, prepared as described in the
electrophysiology section of the methods, from animals aged P14–21 at ZT3.5 (L phase) or ZT15.5 (D phase). We used slices prepared at ZT3.5 for our osmolality test. Briefly, we prepared different batches of the slice recording solution, with different concentrations of NaCl (95, 107, 119, 131, 143 mM). We measured the osmolality of these solutions using a vapor pressure osmometer (Wescor
5600, Wescor, Logan, UT). Each slice was stored in one of these solutions for 1 hour, then it was fixed overnight with 4% PFA/PBS
and cryo-protected in 30% sucrose PBS. The slices were then re-sectioned at 40 mm thickness using a vibrating blade microtome
(VT1200S, Leica Microsystems, Buffalo Grove, IL) and mounted on a microscope slide using Fluoromount-G mounting medium (Cat#
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0100-01; SouthernBiotech, Birmingham, AL). The slices were then imaged using the 3D Cell Explorer holographic tomographic 3D
microscope (Nanolive, Ecublens, Switzerland) equipped with a 60X objective (NA = 0.8), a class I laser source at l = 520 nm with a
power output of 0.1 mW (sample exposure = 0.2 mW/mm2), and a USB 3.0 CMOS Sony IMX174 sensor providing 1024 3 1024 pixels
at 165 fps (Cotte et al., 2013). The output data were acquired as image stacks of 512 3 512 3 96 voxels (0.186 3 0.186 3 0.372 mm)
with a rate of tomogram acquisition of 0.5 s-1. This label-free non-phototoxic type of microscopy measures the refractive index (RI) in
3D samples, and allows users to visualize it using different levels of tolerance referred to as the refractive index gradient (IG). The
acquired images were processed using Software for Tomographic Exploration of liVing cElls (STEVE) and Fiji (https://fiji.sc/). By using
STEVE, we digitally stained the cells’ membrane (RI = 1.327–1.333; IG = 0.015–0.070) and cytoplasm (RI = 1.329–1.330; IG = 0.007–
0.021). The RI and IG settings were varied across slices, but remained constant for our measures in the CA1-PC layer and s.r. of
hippocampal area CA1. By using Fiji, we calculated the number of digitally stained pixels in three ROIs (200 3 100 3 40 pixels) positioned in the CA1-PC layer and s.r. of each slice. The center of the ROIs along the z axis was positioned half way through the original z
stack acquired using the 3D Cell Explorer.
NEURON modeling
3D z stacks of biocytin filled CA1-PCs were acquired using a Zeiss LSM710 confocal microscope and saved as czi files. The czi
files were processed with 4x4 binning and imported into Fiji (https://fiji.sc/) using the Simple Neurite tracer v3.1.3 plugin (https://
imagej.net/Simple_Neurite_Tracer), first developed by (Longair et al., 2011). The radius of the soma was calculated as the
radius of an equivalent circle with the same area of the soma obtained from the maximum intensity projection of the confocal
z stacks. When using this plugin, we first picked the location of the center of the soma and then manually traced the 3D
trajectory of different neuronal processes. Each process was tagged as axon, basal or dendritic branch so that they could
be assigned different conductances. The tracings were converted into .swc and .asc files to be imported in the NEURON simulation environment v7.6 (Hines and Carnevale, 1997). All model and simulation files are uploaded to the ModelDB database
(https://senselab.med.yale.edu/modeldb/, acc.n. 257027). The morphology is uploaded to the neuromorpho.org database
(https://www.neuromorpho.org), and an interactive ‘‘live paper’’ page is setup in the Brain Simulation Platform of the Human
Brain Project (https://humanbrainproject.github.io/hbp-bsp-live-papers/2020/mccauley_et_al_2020/mccauley_et_al_2020.html). To
implement a CA1-PC model, we used the 3D accurate morphology reconstructed within this work (Figure 5D) equipped with
the typical somatodendritic distribution of channels observed in rodents hippocampal CA1-PCs (Migliore and Shepherd,
2002). The channel kinetics were identical to those used in (Migliore et al., 2018) (ModelDB acc.n. 244688). The AMPA synapse
kinetic model was from (Tsodyks et al., 1998) (ModelDB acc.n. 3815), with tau_1 = 4.5 ms, a peak conductance of 0.2 nS, and a
tau_rec of 10 ms or 30 ms to model light and dark condition, respectively. The NMDA kinetics was taken from (Gasparini et al.,
2004) (ModelDB acc.n. 44050) with the reverse (unbinding) rate b = 0.005 ms-1 and a peak conductance of 0.7 nS or 0.55 nS to
reproduce L and D phase conditions, respectively. To mimic the train of synaptic activations caused by extracellular electrical
pulses, we added 20 synapses randomly distributed in the apical dendrites between 50 and 300 mm from the soma, synchronously activated every 10-100 ms.
CellBlender modeling
We performed 3D Monte Carlo reaction-diffusion simulations using the CellBlender bundle for Blender 2.79 (Windows 10), which includes Blender 2.79 and the CellBlender 1.1 add-on (https://mcell.org/). We built an in silico representation of the synaptic environment including an axon with a bouton (green), a spine with its parent dendritic branch (gold) and four neighboring astrocytic processes (blue; Figure 5L). The axon had a radius r = 125 nm and contained a spherical bouton with r = 250 nm. The bouton was
positioned 20 nm away from the spine, a distance that matches the typical height of the synaptic cleft. The spine radius was also
r = 250 nm. The spine head was connected to the dendritic shaft by a thin (r = 50 nm), 500 nm long neck. The dendritic shaft was
2 mm long, with r = 500 nm. The bouton-spine interface was flanked by four astrocytic processes with radius r = 100 nm (Sweeney
et al., 2017). Each astrocyte process expressed glutamate transporters with surface density d = 10,800 mm2 (Lehre and Danbolt,
1998). Each transporter was modeled using a simplified 3-state kinetic scheme included in Figure S6. based on kinetic models
for glutamate transporters developed by (Barbour, 2001) and (Bergles et al., 2002), also used in our own previous work (Sweeney
et al., 2017). In this scheme, the glutamate binding, translocation and re-orientation rates were consistent with estimates from the
model of (Bergles et al., 2002). The glutamate-unbinding rate was derived from the equation of the apparent steady state affinity
for glutamate, with km = 13 mM (Barbour, 2001):
km =

k2 k4 + k3 k4
k1 $ðk3 + k4 Þ

(Eq. 1)

All kinetic rates were adjusted for Q10 = 3, to approximate the receptor and transporter kinetics at physiological temperature (36 C).
At the beginning of each simulation, we released 2,000 glutamate molecules from a point source placed in the center of the synaptic
cleft. The apparent glutamate diffusion coefficient in the synaptic cleft was Din = 3:3 e-6 cm2/s (Nielsen et al., 2004). The hindrance to
tová, 2017). Therefore
diffusion within the cleft is mainly due to the interstitial viscosity, estimated as lv = 1:2 (Nicholson and Hrabe
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lin = lv = 1:2: The extracellular tortuosity is typically lout = 1:6. Because the apparent diffusion coefficient D* is inversely proportionate
to l2 , it follows that:
Dout
l2in 1:22
=
=
= 0:56
Din
l2out 1:62

(Eq. 2)

Since Din = 3:3 e-6 cm2/s, this means that Dout = 1:85e-6 cm2/s. The apparent diffusion coefficient for glutamate changed from Din to
Dout as glutamate diffused away from a 250 nm radius cleft centered at the top of the spine head. Each simulation was run within a
1.6 mm$2.2 mm$2.6 mm world with absorptive properties for glutamate. The results were averaged across 100 seeds (i.e., 100 simulations) using custom made code written in Python 3 (A. Scimemi).
Data analysis
Electrophysiological recordings were analyzed within the Igor Pro environment using custom made software (A. Scimemi). Synaptically activated transporter currents (STCs) were isolated as described previously (Diamond, 2005; Scimemi et al., 2009; Sweeney
et al., 2017). Briefly, single and pairs of stimuli, 100 ms apart, were delivered every 10 s. We averaged 10 single and 10 STC pairs and
subtracted single from paired STCs to isolate the current evoked by the second pulse. The single STC was then shifted in time by
100 ms (the inter-pulse interval), so that its onset matched the onset of the second STC. The current obtained by subtracting the
time-shifted single STC from the paired STCs represented the facilitated portion of the STC (fSTC). This analytical strategy allowed
us to get rid of the sustained potassium current that is superimposed on the STC but does not facilitate with repeated stimulation. In
the unlikely event that a component of the sustained potassium current was still present after this subtraction, we removed it by subtracting a mono-exponential function with an onset time of 4 ms and an amplitude that was scaled to match the amplitude of the
remaining potassium current (Scimemi et al., 2009). We used the fSTCs in control conditions and in the presence of a sub-saturating
concentration of TFB-TBOA (1 mM) to calculate the time course of glutamate clearance by performing a deconvolution analysis of the
STCs (Diamond, 2005; Scimemi et al., 2009; Sweeney et al., 2017). First, the STCs recorded under control conditions and in TFBTBOA (1 mM) were binomially smoothed and fitted with the following equation (Nielsen et al., 2004):

t0 t n  t0 t
t0 t 
etfast + A2 etslow
(Eq. 3)
FðtÞ = A1 1  etrise
Second, we approximated glutamate clearance in TFB-TBOA (1 mM) with an instantaneously rising function decaying mono-exponentially, with the same time course of the STC. Third, we deconvolved this approximated glutamate clearance from the STC recorded in low TFB-TBOA to obtain the filter. Fourth, we deconvolved the filter from the STC recorded in control conditions to obtain
the glutamate clearance waveform in control conditions.
Miniature events were detected using an optimally scaled template (Clements and Bekkers, 1997) adapted for Igor Pro (A. Scimemi). The EPSC PPR was calculated by subtracting single from paired EPSCs averaged across 20 traces, after first peak normalization. When delivering trains of stimuli, we interleaved single pulses with trains of four and five pulses. The 5th EPSC was isolated by
subtracting the average response to four pulses from the average response to five pulses.
Image preprocessing for Sholl analysis
The Sholl analysis was performed on adaptively thresholded maximum intensity projections of filtered confocal z stacks. Each plane
of the z stack was first filtered with a coherence-enhancing diffusion filter (Weickert and Scharr, 2002), and then we filtered the
maximal projection intensity image as described below. Astrocytic processes are generally thin and elongated. To take advantage
of this property, we used steerable oriented filters and stored in each pixel the maximal response to different filter sets. Any region
near a round bright spot is ‘‘oriented’’ toward it, meaning that the maximal response is obtained with respect to the filter with similar
orientation. We used a round isotropic Gaussian filter to find local intensity maxima and oriented filters to highlight the thin elongated
structures. To suppress the algorithm from detecting false-positive filamentous structures in dark and noisy regions of interest we
performed a randomization-based regularization consisting of many iterations in which we disturbed the input image with noise
and then thresholded the responses. By averaging the results obtained over multiple iterations, we obtained an estimate of the probability that each pixel has an oriented structure brighter than its surroundings. The final mask is the product of the isotropic and anisotropic filter responses.
Image analysis of complexity and entropy
The complexity-entropy analysis allows quantification of the spatial properties of representative images with respect to their balance
between randomness and structural order, triviality and complexity as previously described (Brazhe, 2018). In mathematical terms,
this is described as location in the complexity-entropy plane or their distribution along a complexity-entropy spectrum. Highly ordered structures (e.g., a regular grating) have near-zero entropy and near-zero complexity. In contrast, completely disordered structures (e.g., independent and identically distributed Gaussian samples) have maximal entropy and small statistical complexity. Intermediate values of entropy are associated with higher values of complexity if the underlying pattern contains features with preferred
orientation. For example, signals generated by systems with deterministic chaos result in a complexity-entropy spectrum with near0.5 peak complexity and near-0.7 entropy (Lamberti et al., 2004; Rosso et al., 2007). The implementation code is available at https://
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doi.org/10.5281/zenodo.1217636. Briefly, complexity and entropy measures can be based on a feature distribution of the analyzed
patterns, which can be compared to equally probable or singular feature cases. Accordingly, the relative entropy (H) was defined as
the Shannon entropy:
!,
N
X
S½P
H½P :
= 
Pi log 2 Pi
(Eq. 4)
log 2 N
Smax
i=1
normalized by the entropy of an equally probable distribution (Smax), thus giving values in the range [0 . 1]. Here N is the number of
features analyzed. The complexity measures were based on the notion of disequilibrium (Lamberti et al., 2004) and defined in terms of
normalized Jensen-Shannon divergence from an equally probable distribution (Rosso et al., 2007):
C½P : H½PJ½P; Pe =Jmax
In this expression, J[P,Pe] is Jensen-Shannon divergence of some distribution P from an equally probable distribution Pe:


P + Pe
1
 ðS½P + S½Pe Þ
J½P; Pe  = S
2
2

(Eq. 5)

(Eq. 6)

and Jmax is obtained when the probability of just one feature is equal to 1, while the probability of all other features is zero. The defined
probability-based definitions of entropy and complexity require building descriptive probability-like measures for spatial patterns,
preferably allowing for multiscale resolution and local analysis. A spatial pattern can be described in terms of local edge orientations
and scales, which can be achieved by discrete shearlet transform, which is analogous to wavelet transform with added orientation
information. We treated normalized power of shearlet coefficients as probability densities of given spatial feature orientation and
scale at a given location. Complexity and entropy calculations were only performed in regions containing non-zero pixels, while other
areas were masked out.
Novel object recognition test
We performed novel object recognition test on C57BL/6NCrl mice of either sex, maintained on as 12 h:12 h L/D or D/D cycle. The
mice were aged P16 on the first training session and P22 on the testing session. The task was conducted either at ZT3.5 or
ZT15.5 in a white Plexiglas box (L: 46 cm 3 W: 46 cm 3 H: 38 cm). Each mouse was video monitored for 10 min at 30 fps using a
Night Vision CMOS IR USB 2.0 webcam (Model #B07PNHJP8J from webcamera_usb). We analyzed the position of the mouse in
four adjacent quadrants of the arena (top left, top right, bottom left, bottom right) using ezTrack (Pennington et al., 2019). The test
including one habituation session, five training sessions and one testing session. Briefly, during the first habituation session, we positioned a mouse in the open field arena and allowed it to freely explore it for 10 min. During each training session, we re-introduced the
mouse in the open field arena, after positioning a non-familiar object in its top right corner. The novel object was a metal parallelepiped. During the test session, we removed the object from the arena and allowed the mouse to explore the open field. We calculated
the proportion of time spent in the top right corner of the arena during each of the seven sessions using ezTrack. The learning discrimination index was calculated as the difference in the proportion of time spent in the top right corner between the second and first
session. The memory discrimination index was calculated as the difference in the proportion of time spent in the top right corner
of the arena between the seventh and sixth session.
QUANTIFICATION AND STATISTICAL ANALYSIS
Data are presented as mean ± SEM unless otherwise stated. All experiments were performed on multiple mice of either sex. Statistical significance was determined by Student’s paired or unpaired t test or ANOVA, as appropriate (IgorPro 6.37). Differences were
considered significant at p < 0.05 (*p < 0.05; **p < 0.01; ***p < 0.001).
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