Introduction
Evaluation of seismic liquefaction of soils can be performed through laboratory tests or numerical simulations (Toyota et al. 2004 , Lancelot et al. 2004 , Atigh and Byrne 2004 , Lade and Yamamuro 2011 , Liu et al. 2014 , Duman et al. 2014 , Chen et al. 2013 , 2015 . As an alternative, simplified techniques based on an in situ testing measurement index are commonly used to assess seismic liquefaction potential. Most of these simplified charts or equations rely on the analysis of liquefaction case histories. Using empirical, simple regression, or statistical methods, a boundary Corresponding author, Associate Professor, E-mail: ctcgoh@ntu.edu.sg a Research Fellow, E-mail: zhangwg@ntu.edu.sg (liquefaction curve) or classification technique is used to separate the occurrence or nonoccurrence of liquefaction.
Techniques using the standard penetration test (SPT) have been developed for evaluating soil liquefaction potential (Seed and Idriss 1971 , Seed et al. 1985 , Law et al. 1990 , Cetin et al. 2004 , Duman et al. 2014 . Similarly, methods based on the use of the cone penetration test (CPT) have been developed (Stark and Olson 1995 , Robertson and Wride 1998 , Juang et al. 2003 , Moss et al. 2006 . Other in-situ test methods to evaluate liquefaction potential include the use of the dilatometer (Marchetti 1982 ) and the shear wave velocity test (Andrus and Stokoe 2000) . Statistical methods were commonly adopted to assign probabilities of liquefaction through various statistical classification and regression analyses (Liao et al. 1988 , Juang et al. 1999 , Lai et al. 2004 , Tosun et al. 2011 .
Finding the liquefaction boundary separating two categories (the occurrence or non-occurrence of liquefaction) for multivariate variables can be considered as a pattern-classification problem. In mathematical terms, an input vector of variables is used to determine a category (classification) by being shown data of known classifications. Some common pattern-recognition tools include discriminant analysis (DA) (Friedman 1989) , classification and regression tree (CART) (Breiman et al. 1984) , neural networks (Specht 1990 , Zhang 2000 , support vector machine (SVM) (Vapnik et al. 1997) and genetic programming (GP) Das 2014a, b, Muduli et al. 2014) . This study utilizes a modified Multivariate Adaptive Regression Splines (MARS) method (Friedman 1991) , in which Logistic Regression (LR) is applied to separate data into various categories.
In this present study, the LR_MARS method was used to analyze three different databases of field liquefaction CPT case records. These three database case records are from Goh (2002) , Juang et al. (2003) and Chern et al. (2008) , respectively. Each database is used to train and test the reliability of the LR_MARS model to correctly classify the occurrence or non-occurrence of liquefaction, in comparison with the results from the neural network approaches, including the Probabilistic Neural Network (PNN) model proposed by Goh (2002) , a three layer feed-forward network adopted by Juang et al. (2003) and a fuzzy-neural system developed by Chern et al. (2008) . For the neural networks, the training data is used to optimize the connection weights to reduce the errors between the actual and target outputs through minimization of the defined error function (e.g., sum squared error) using the gradient descent approach. Validation of the neural network performance is performed by "testing" with a separate set of data that was never used in training process, to assess the generalization capacity of the trained model to produce the correct input-output mapping even the input is different from the datasets used to train the network. The predictive capacities of neural network models are satisfactory. However, they have been criticized for the computational inefficiency and the poor model interpretability.
Elements of analysis

MARS methodology
Friedman (1991) introduced MARS as a statistical method for fitting the relationship between a set of input variables and dependent variables. MARS is a nonlinear and nonparametric regression method and is based on a divide-and-conquer strategy in which the training data sets are partitioned into separate regions, each gets its own regression line. No specific assumption about the underlying functional relationship between the input variables and the output is required. The end points of the segments are called knots. A knot marks the end of one region of data and the Evaluating seismic liquefaction potential using multivariate adaptive regression... beginning of another. The resulting piecewise curves, known as basis functions (BFs), give greater flexibility to the model, allowing for bends, thresholds, and other departures from linear functions.
MARS generates BFs by searching in a stepwise manner. It searches over all possible univariate knot locations and across interactions among all variables. An adaptive regression algorithm is used for selecting the knot locations. MARS models are constructed in a two-phase procedure. The forward phase adds functions and finds potential knots to improve the performance, resulting in an overfit model. The backward phase involves pruning the least effective terms. An open MARS source code from Jekabsons (2010) is used in carrying out the analyses presented in this paper.
Let y be the target output and X = (X 1 , , X P ) be a matrix of P input variables. Then it is assumed that the data are generated from an unknown "true" model. In case of a continuous response this would be
in which e is the distribution of the error. MARS approximates the function f by applying basis functions (BFs). BFs are splines (smooth polynomials), including piecewise linear and piecewise cubic functions. For simplicity, only the piecewise linear function is expressed. Piecewise linear functions are of the form max 0, − with a knot occurring at value t. The equation max . means that only the positive part of . is used otherwise it is given a zero value. Formally
The MARS model , is constructed as a linear combination of BFs and their interactions, and is expressed as
where each  is a basis function. It can be a spline function, or the product of two or more spline functions already contained in the model (higher orders can be used only when the data warrants it; for simplicity, at most second-order is assumed in this paper and the predictive accuracy based on it is proved to be satisfactory). The coefficient  0 is a constant, and  m is the coefficient of the mth basis function, estimated using the least-squares method. The MARS modeling is a data-driven process. To fit the model in Eq. (3), first a forward 
Considering a current model with M basis functions, the next pair is added to the model in the form
with each  being estimated by the method of least squares. As a basis function is added to the model space, interactions between BFs that are already in the model are also considered. BFs are added until the model reaches some maximum specified number of terms K max , leading to a purposely overfit model. K max is set by the user as referenced in Friedman (1991) and generally it is directly related to the number of input parameters n. K max can be assigned any value from 2n to n 2 .
To reduce the number of terms, a backward deletion sequence follows. The aim of the backward deletion procedure is to find a close to optimal model by removing extraneous variables. The backward pass prunes the model by removing the BFs with the lowest contribution to the model until it finds the best sub-model. Thus, the BFs maintained in the final optimal model are selected from the set of all candidate BFs, used in the forward selection step. Model subsets are compared using the less computationally expensive method of Generalized Cross-Validation (GCV). The GCV equation is a goodness of fit test that penalizes large numbers of BFs and serves to reduce the chance of overfitting. For the training data with N observations, GCV for a model is calculated as follows (Hastie et al. 2009 
in which M is the number of BFs, d is the penalizing parameter, representing a cost for each basis function optimization and is a smoothing parameter of the procedure. Larger values for d will lead to fewer knots being placed and thereby smoother function estimates. According to Friedman (1991) , the optimal value for d is in the range 2 ≦ d ≦ 4 and generally the choice of d = 3 is fairly effective. In this study, a default value of 3 is assigned to the penalizing parameter d. N is the number of data sets, and f(x i ) denotes the predicted values of the MARS model. The numerator is the mean square error of the evaluated model in the training data, penalized by the denominator. The denominator accounts for the increasing variance in the case of increasing model complexity.
Note that (M -1)/2 is the number of hinge function knots. The GCV penalizes not only the number of BFs but also the number of knots. At each deletion step a basis function is removed to minimize Eq. (3), until an adequately fitting model is found. MARS is an adaptive procedure because the selection of BFs and the variable knot locations are data-based and specific to the problem at hand.
After the optimal MARS model is determined, by grouping together all the BFs that involve one variable and another grouping of BFs that involve pairwise interactions (and even higher level interactions when applicable), a procedure termed the analysis of variance (ANOVA) decomposition (Friedman 1991) can be used to assess the relative importance of the contributions from the input variables and the BFs. Previous applications of MARS algorithm in civil engineering can be found in various literatures (Attoh-Okine et al. 2009 , Lashkari 2012 , Mirzahosseinia et al. 2011 , Zarnani et al. 2011 , Samui 2011 , Samui and Karup 2011 , Zhang and Goh 2013 . However, use of MARS in soil liquefaction potential assessment is limited.
Logistic regression
Linear regression is a commonly used statistical method for predicting values of a dependent variable from observed values of a set of predictor variables. Logistic Regression (LR) is a variation of linear regression for situations where the dependent variable is not a continuous parameter but rather a binary event (e.g., yes/no, good/bad, 0/1). The value predicted by LR is the probability of an event, ranging from 0 to 1. LR is more appropriate than linear regression for assessing seismic liquefaction potential as it allows for binary outputs where each individual liquefaction record is classified as liquefied or non-liquefied (0 for non-liquefied case while 1 for liquefied case). Eq. (1) is applicable for the case of a continuous response of a MARS model. For a binary response, assuming P r is the estimated probability that an individual case is liquefied, then the LR_MARS model is logit = 1 = 1 , , P + 
in which the distribution of the error  is an exponential. Further, Eq. (7) can be expressed as
or
The estimated liquefaction probability is 
in which the  values are estimated using the least-squares method as in Eq. (3).
Modeling accuracy
Two simple and common methods of evaluating the performance of a pattern-classification model are to determine the error rate (the percentage of misclassified cases, termed as ER) or the success rate (the percentage of correctly classified cases, termed as SR). In assessing the performance of various seismic liquefaction potential models, most researchers have either adopted the success rate or error rate as the criterion.
However, the use of either ER or SR does not take into consideration the misclassification costs (classifying liquefied as non-liquefied and non-liquefied as liquefied) which may not be equal or could be subject to change. When the misclassification costs are not equal, then a confusion matrix is commonly used to quantify the costs and minimize the expected loss. A confusion matrix is a table used to evaluate the performance of a classifier. It is a matrix of the observed versus the predicted classes, with the observed classes in rows and the predicted classes in columns as shown in Table 1 . Table 1 . In general, the misclassification costs of liquefaction potential associated with Type  error are higher than those associated with Type  error. It is worse to assess a case as nonliquefied when it is actually liquefied, than it is to assess a case as liquefied when it is in fact nonliquefied.
Databases of field liquefaction cases and neural network modeling results
Database 1
The database used by Juang et al. (2003) consists of 226 cases, 133 liquefied cases and 93 nonliquefied. These cases are derived from CPT measurements at over 52 sites and field observations Evaluating seismic liquefaction potential using multivariate adaptive regression... of 6 different earthquakes. The depths h at which the cases are reported range from 1.4 to 14.1 m. For the details of these cases and the neural network approach, the reader is referred to Juang et al. (2003) .
The neural network model adopted by Juang et al. (2003) utilizes four input neurons representing normalized core penetration resistance q c1N , the soil type index I c , the effective stress  v and the cyclic stress ratio CSR 7.5 . Among the four inputs,  v is the only variable derived directly from CPT measurements. The q c1N , I c and CSR 7.5 are intermediate parameters, determined through the following empirical equations 
where f s = sleeve friction (kPa); σ v = total vertical stress (kPa); a max = the peak acceleration at the ground surface (g); g = acceleration of gravity; r d = shear stress reduction factor; MSF = magnitude scaling factor; z = depth in meters; M w = moment magnitude; q c = measured cone tip resistance (MPa); F = normalized friction ratio. The trained neural network structure and modeling results for the training (tr.) and testing (te.) data are summarized in column 2 of Table 2 .
Database 2
The case records used by Goh (2002) represent 104 sites that liquefied and 66 sites that did not liquefy. PNN approach based on the Bayesian classifier method is used with four layers: the input layer, the pattern layer, the summation layer and the output layer. The inputs consisted of six neurons representing the earthquake magnitude M, a max , σ v , σ v , q c , and the mean grain size D 50 (mm). The trained neural network structure and modeling results are summarized in column 3 of Table 2 . For the details of these cases and the PNN approach, the reader is referred to Goh (2002) .
Database 3
Database 3 compiled by Chern et al. (2008) includes 466 CPT-based field liquefaction records from more than 11 major earthquakes between 1964 and 1999. The records comprised 250 liquefied cases and 216 non-liquefied cases. Chern et al. (2008) developed a fuzzy-neural network to evaluate the liquefaction potential using 5 parameters: M, σ v , σ v , q c , and a max . The best trained neural network model and the modeling results are summarized in column 4 of Table 2 . In addition, parametric sensitivity analyses indicated that a max and q c were the two most important parameters influencing liquefaction assessment. BFs and model expression Table 4  Table 5  Table 6 276 Evaluating seismic liquefaction potential using multivariate adaptive regression...
MARS models and modeling results
Three different LR_MARS models were used to analyze the same databases and the results are compared with the neural network results. Table 3 shows the results of LR_MARS models. It summarizes the database used, the input variables, the data sets for training and testing, the model settings, the execution time (PC with 3.0 GHz Intel Core2Quad Q9650 processor, 4 GB RAM), the plot of predictions, the success rates, the confusion matrix and the basis function together with the performance functions for each LR_MARS model. Figs. 2-4 illustrate the training and testing results for LR_MARS models respectively. Tables 4-6 list the corresponding basis functions and LR_MARS expressions for these models. Table 7 Fig. 2 . Model  has an overall success rate of 92.5%. The model accuracy in predicting liquefied cases is very high (97.7%). The Type  error is very low (2.3%). Table 4 shows the basis function expressions and Model  expression. The derived f(x) can be used to determine the liquefaction potential. ANOVA decomposition of model  in row 2 of Table 7 indicates that q c and a max are the two most significant parameters. The ANOVA decomposition also indicates that interaction between q c and a max is significant.
Model 
Model  is the LR_MARS model used to analyze database 2 which consisted of 114 training and 56 testing records. The input variables were M,  v ,  v , q c , a max and D 50 . The training and testing results are shown in Fig. 3 . Model  has an overall success rate of 90.6%. The model accuracy in predicting liquefied cases is relatively high (95.2%). The Type  error is 4.8%. Table 5 shows the basis function expressions and model  expression. ANOVA decomposition of model  in row 3 of Table 7 indicates that q c and M are the two most significant parameters. The interaction between M and  v is also of significance in assessing liquefaction potential. Fig. 4 . Model  has an overall success rate of 92.1%. The model accuracy in predicting liquefied cases is 90.8% and in predicting non-liquefied cases is 93.5%. The Type  error is 9.2%. Table 6 shows the basis function expressions and model  expression. ANOVA decomposition of model  in row 4 of Table 6 indicates that q c and a max are the two most significant parameters, which are consistent with the conclusions of Chern et al. (2008) . The interaction between q c and a max is also of significance. 
ANOVA decomposition
As described previously, ANOVA decomposition was used to assess the contributions from the input variables and the interaction between the various input parameters. Table 7 displays the ANOVA decomposition of the three LR_MARS models. For each model, the two most significant (important) single variables in determining model accuracy are listed. Also listed are the most important interaction factors between earthquake parameters (M and a max ), in situ stress factors ( v and  v ) and the soil resistance factors (q c ).
Conclusions
This paper has demonstrated the usefulness of the LR_MARS approach to model the complex relationship between the seismic parameters, the in situ stress factors, the soil resistance factors and the liquefaction potential using the in situ measurements based on the CPT field tests. Comparisons indicate that the LR_MARS performs as well as, or marginally worse than, neural network methods in terms of accuracy. However, considering its computational efficiency, simplicity of interpretation, predictive accuracy, its data-driven and adaptive nature, its ability to map the interaction between variables and the relatively low number of Type  error predictions, the use of LR_MARS model in assessing seismic liquefaction potential is promising. Since MARS explicitly defines the intervals (boundaries) for the input variables, the model enables engineers to have an insight and understanding of where significant changes in the data may occur.
It should be noted that the performance of MARS deteriorates significantly when small or scarce sample sets are used. As the built MARS model makes predictions based on the knot values and the basis functions, interpolations between the knots of design variables are more accurate and reliable than extrapolations. The proposed LR_MARS models was developed using database records with limited ranges of earthquake parameters, soil properties, and in situ stress factors. Therefore it is not recommended that the model be applied for values of input parameters beyond the specified ranges in this study. Additional new data sets are required to further evaluate and update the current LR_MARS models.
