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ABSTRACT
Regularization is essential when training large neural networks. As deep neural
networks can be mathematically interpreted as universal function approximators,
they are effective at memorizing sampling noise in the training data. This results
in poor generalization to unseen data. Therefore, it is no surprise that a new reg-
ularization technique, Dropout, was partially responsible for the now-ubiquitous
winning entry to ImageNet 2012 by the University of Toronto. Currently, Dropout
(and related methods such as DropConnect) are the most effective means of regu-
larizing large neural networks. These amount to efficiently visiting a large number
of related models at training time, while aggregating them to a single predictor at
test time. The proposed FaMe model aims to apply a similar strategy, yet learns a
factorization of each weight matrix such that the factors are robust to noise.
1 INTRODUCTION
Much of the recent surge in popularity in neural networks, especially in their application to classifi-
cation of visual data, is due to advances in regularization. The winning entry in the 2012 ImageNet
LSVRC-2012 challenge by Krizhevsky et al. (2012) used a deep convolutional neural network to
surpass the competition by a margin of nearly 8% in top-5 test error rate. They partially attribute
their performance to regularization technique called “Dropout” (Krizhevsky et al., 2012; Hinton
et al., 2012; Srivastava et al., 2014). As large neural networks are extremely powerful, avoiding
overfitting is crucial to increasing generalization performance. Dropout is an elegant and simple
solution which is equivalent to training an exponential number of models. At test time, these models
are ‘averaged’ into a single ‘mean’ predictor which generalizes better to unseen test data.
However, models with rectified linear activations (ReLU) are known to lead to sparse activations,
with 50% percent of units with true zero activation (Glorot et al., 2011). Our experiments have
shown that this number is as high as 75% when training with Dropout. Although sparse representa-
tions are desirable in general (Lee et al., 2008; Ranzato et al., 2007; 2008), they reduce the effective
number and size of models that Dropout visits during training. In other words, the multiplicative
noise applied by Dropout has no effect on the sparse activations. Ba et al. (2014) address this by
adding an post-activation bias to the ReLU activation function, making explicit the distinction be-
tween sparse units and units masked by Dropout.
We propose a related regularization procedure which we call Factored Mean training (FaMe). From
a high-level, FaMe is similar to Dropout. Both methods address the problem of overfitting by ef-
ficiently training an ensemble of models which are averaged together at test time. Where Dropout
achieves this by randomly masking units, FaMe does so by learning a factorization of each weight
matrix such that the factors are robust to noise. This leads to a more accurate model averaging
procedure without sacrificing FaMe’s ability to make use of shared information between the models
visited at training time.
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2 BACKGROUND
In this section, we briefly review traditional methods to improve generalization before discussing
modern advances such as Dropout and Drop-connect. We also introduce the concept of gating:
networks which achieve weight modulation via multiplicative interactions among variables.
2.1 TRADITIONAL APPROACHES TO IMPROVE GENERALIZATION
Traditional approaches to improving generalization in neural networks can be seen as a means of
limiting the capacity of the model. These include early stopping, weight decay (L1 or L2), weight
constraints or the addition of noise to the during training. Where weight decay involves adding a
proportional to the L1 or L2 norm of the weights to the objective, weight constraints limits the L2
norm for the incoming weight vector of each unit (Hinton et al., 2012).
Addition of noise during training is also an effective regularizer (Bishop, 1995b; Vincent et al., 2008;
Hinton & Van Camp, 1993). Adding small amounts of noise to the input vector has been shown to
be equivalent to Tikhonov regularization (Bishop, 1995b). Denoising autoencoders (DAE) (Vincent
et al., 2008) apply either additive or multiplicative (e.g. masking) noise to the input signal. The
model then must learn to ‘denoise’ the input and reconstruct the uncorrupted input. The denoising
criterion permits overcomplete models (i.e. models with more hidden units per layer than input
units) to learn useful representations by way of predictive opposition between the reconstruction
distribution and the regularizer (Vincent et al., 2010).
2.2 DROPOUT
Dropout (Hinton et al., 2012; Srivastava et al., 2014) was motivated by the idea that sexual reproduc-
tion increases the overall fitness of a species by preventing complex co-adaptations of genes. Like-
wise, Dropout aims to increase generalization performance by preventing complex co-adaptations
of hidden units.
Formally, consider a feed forward neural network with L hidden layers. Define h(l) as the output
vector from hidden layer l. The learning procedure learns a parameterized function f(x) = y. Let
x ∈ Rnx be the input vector, h(l) ∈ Rnl be the hidden vector, and y ∈ Rny the output vector where
nx, nl, ny are the number of input, hidden (for layer l) and output dimensions. By convention, we
define h(0) = x and h(L+1) = y. Next, define W(l) ∈ Rnl×nl−1 as the weights and b(l) ∈ Rnl as
the hidden biases for layer l. The hidden unit and output activations can be written as
h(l) = σ(l)
(
W(l)h(l−1) + b(l)
)
(1)
f(x) = y = σ(y)
(
W(L+1)h(L) + b(L+1)
)
(2)
where σ(l), σ(y) are the hidden and output activation functions. The weight matrices and bias vec-
tors are randomly initialized and learned via optimization of a cost function, typically via gradient
descent.
Under Dropout, multiplicative noise is applied to the hidden activations during training for each
presentation of an input. This is accomplished by stochastically dropping (or masking) individual
hidden units in each layer (Srivastava et al., 2014). Formally, define r(l) ∈ Rnl such that r(l)i ∼
Bernoulli(p), i.e. r(l) is a vector of independent Bernoulli variables where each has probability p of
being 1 (Srivastava et al., 2014). During training, Equation 1 becomes
hˆ(l) = σ(l)
(
W(l)
(
h(l−1) ◦ r(l−1)
)
+ b(l)
)
(3)
where ◦ denotes the elementwise product. No masking is performed at test time. In order to compen-
sate for the lack of masking, the weights are scaled by p once training is complete (Srivastava et al.,
2014). Recent results have shown that using Gaussian noise with µ = 1 (as opposed to Bernoulli)
leads to improved test performance (Srivastava et al., 2014). At test time each ri = µ = 1 and, as
such, the weights of the testing model do not require scaling.
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The Bernoulli Dropout procedure can be interpreted as a means of training a different sub-network
for each training example, where each sub-network contains a subset of the connections in the
model. There is an exponential number of such networks, and many may not be visited during
training. However, the extensive amount of weight sharing between these networks allows them to
make useful predictions regardless of the fact that they may have not been trained explicitly (Hinton
et al., 2012). Under this interpretation, the test procedure can be seen as an approximation of the
geometric average of all the sub-networks (Srivastava et al., 2014).
Dropout has inspired a variety of both theoretical and experimental research. Subsequent theoretical
work has found that training with Dropout is equivalent to an adaptive version of L2 weight decay
(Wager et al., 2013). Where the traditional L2 penalty is spherical in weight space, Dropout is akin
to an axis aligned scaling of the L2 penalty such that it takes the curvature of the likelihood function
into account (Wager et al., 2013). An extension of Dropout, DropConnect, applies the mask not
to the hidden units but to the connections between units and was found to outperform Dropout on
certain image recognition tasks (Wan et al., 2013). Maxout networks (Goodfellow et al., 2013) are
an attempt to design a new type of activation function which exploits the benefits of the Dropout
training procedure.
2.3 GATED MODELS
Where classical neural networks contain only first order interactions among input variables and hid-
den variables, gated models permit a tri-partite graph that connects hidden variables to pairs of input
variables. The messages sent in such networks involve multiplicative interactions among variables
and permit the learning of structure in the relationship between inputs rather than the structure of
inputs themselves (Memisevic & Hinton, 2007; Taylor & Hinton, 2009; Memisevic, 2013). Recent
applications of such models include modeling transformations between images (Memisevic, 2013),
3D depth (Konda & Memisevic, 2013), and time-series data (Michalski et al., 2014).
The objective of a typical first order neural network is to learn a mapping function between an
input x and an output y. In other words, training involves updating the model weights such that
the model learns the function f(x) = y. Instead of learning a mapping between a single input
and output vector, gated models are conditional on a second input z such that the learned function
is f(x|z) = y. We refer to z as the “context”. Instead of a fixed weight matrix as in classical
neural networks, the weights in a gated model can be interpreted as being a function of the context
z (Memisevic, 2013).
Formally, the hidden activation in a single layered factored gated model with input vectors x ∈ Rnx ,
context z ∈ Rnz and factor size nf
h = f(x|z) = σ(h)
(
WT (Ux ◦Vz) + b(h)
)
(4)
where U ∈ Rnf×nx , V ∈ Rnf×nz , W ∈ Rnf×nh are learned weight matrices, b(h) ∈ Rnh are
the hidden biases, ◦ denotes an elementwise product, and σ(h) is the hidden activation function
(typically of the sigmoidal family or piecewise linear).
Note that in the special case where z is constant, Equation 4 becomes
h = fˆ(x) = σ(h)
(
Wˆx+ b(h)
)
(5)
where Wˆ = (W ◦ ((Vz)⊗ e))U, such that e is a nh dimensional vector of ones and ⊗ is the
Kronecker product. Thus, with constant z the gated model is equivalent to a feed forward model.
3 FAME TRAINING
The proposed Factored Mean training procedure (FaMe) aims to make use of the weight modulation
property of gated networks as a means of regularization. The FaMe architecture, like a neural
network trained with Dropout, aims to learn a mapping f(x) = y between input x and output vector
y (e.g. for classification). Where Dropout applies multiplicative noise to the hidden activations
during training, under FaMe training each weight matrix is decomposed into two matrices (or “factor
loadings”) and the multiplicative noise is applied directly after the input vector is projected onto the
first of these matrices.
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Figure 1: Comparison of a classical feed forward neural network and FaMe. The figure on the right
depicts the connectivity between hidden layers in a typical feed forward neural network. On the left
is the connectivity between hidden layers in a FaMe model where f (l) = U(l)h(l−1) and r(l) is a
vector in independent samples from some noise distribution. Biases are omitted for clarity.
Formally, given a feed forward neural network with L layers as described in section 2.2, instead of a
single weight matrix W(l) for layer l we define matrices U(l) ∈ Rf l×n(l−1) , V(l) ∈ Rnl×f l where
f l is a free parameter. Thus, the hidden activation becomes
h(l) = σ(l)
(
V(l)
(
U(l)h(l−1) ◦ r(l)
)
+ b(l)
)
(6)
where r(l) ∈ Rf l . During training, each r(l)i is an independent sample from a fixed probability
distribution (i.e. Bernoulli, Gaussian). See Figure 1 for a comparison of the FaMe architecture and
a classical feed forward model.
Note the similarity between Equation 6 and the gated model Equation 4. Instead of the model
weights being a function of a secondary input vector z, the FaMe training procedure modulates the
weights via a random vector r(l). Like Dropout, the FaMe model can be viewed as training a unique
model for each training example and epoch. In other words, the FaMe model represents a manifold
of models where the settings of (r(1), r(2), . . . r(L+1)) can be thought of as the coordinates of a given
model on that manifold.
Where Dropout computes an average mean network by scaling the weights by p, at test time we
can calculate the mean network learned by FaMe training by setting each r(l)i to the expectation of
its sampling distribution. This is similar to Equation 5 when we fix secondary input in the gated
model. However, if we define r(l)i ∼ N(1, 1) (or any other distribution with mean 1), then our
hidden activations in our mean network at test time can be simplified to
h(l) = σ(l)
(
W(l)h(l−1) + b(l)
)
(7)
where W(l) = V(l)U(l) (so, W(l) ∈ Rnl×n(l−1) ). This is equivalent to Equation 1 of a classical
feed forward network. In effect, the FaMe training procedure learns a decomposition of the weight
matrix W(l) such that it is robust to noise. Notice that in the process of learning a decomposition
of W(l), the rank of W(l) can be bounded via the choice of f l. In order to not restrict the rank of
W(l) and not introduce any unnecessary parameters, we can set f l = min(nl, n(l−1)).
The parameters in the FaMe model can be learned using the same gradient-based optimization meth-
ods as a classical neural network.
3.1 FAME CONVOLUTION LAYERS
A similar technique can be applied to convolution layers, where a single convolution step can be
decomposed into two linear convolution operations. Under FaMe training, multiplicative noise can
be applied after the first convolution. This is similar to the Network in Network (NIN) model (Lin
et al., 2014). Where each filter in NIN can be seen as a small non-linear MLP, in a FaMe convolution
layer the filters are two layer linear networks with multiplicative noise added after the first layer.
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Method Unit Type Architecture Test Error %
Bernoulli Dropout NN + weight constraints ReLU 2 layers, 8192 units 0.95
(Srivistava et al., 2014)
Bernoulli Dropout NN + weight constraints Maxout 2 layers, (5x240) units 0.94
(Goodfellow et al., 2013)
Gaussian Dropout NN + weight constraints ReLU 2 layers, 1024 units 0.95 +/- 0.05
(Srivistava et al., 2014)
Gaussian FaMe NN + weight constraints ReLU 2 layers, 1024 units 0.91 +/- 0.02
Gaussian FaMe NN + weight constraints ReLU 3 layers, 512 units 0.92 +/- 0.04
Table 1: Result of MNIST classification task. FaMe training outperforms dropout, even when train-
ing models with far fewer parameters.
4 EXPERIMENTS
The effectiveness of the FaMe training procedure for image classification was evaluated on the
MNIST (LeCun & Cortes, 1998) and CIFAR datasets (Krizhevsky & Hinton, 2009).
4.1 MNIST
The MNIST dataset consists of 60,000 training and 10,000 test examples, each of which is a 28
×28 greyscale image of a handwritten digit. The training set was further randomly partitioned into
a 50,000 image training set and a 10,000 image validation set.
Experiments were implemented in Python using the Theano library (Bastien et al., 2012; Bergstra
et al., 2010). The model hyper-parameters were chosen based on performance on the validation
set. During training, multiplicative Gaussian noise was a applied to both the input (∼ N (1, 0.5))
and linear factor layers (∼ N (1, 1)). Incoming weight vectors for each unit were constrained to
a maximum L2 norm of 2.0. Training was performed using mini-batch gradient descent on cross-
entropy loss with a batch size of 250. Learning rates were annealed by a factor of 0.995 for each
epoch. Nesterov accelerated gradient (Sutskever et al., 2013) was used for optimization, with initial
value of 0.5 and increasing linearly for a set number of epochs. The final momentum value along
with the number of epochs until reaching the final momentum value were chosen based on validation
performance.
Training was performed for 500,000 weight updates (i.e. minibatches). The hyper-parameters which
resulted in the lowest validation error were then used to train the final model on all 60,000 training
examples. Again the test model was trained for a total of 500,000 weight updates.
Results on MNIST data are summarized in Table 1. Using the best settings of the hyper-parameters
found during validation, the test model was trained from 10 random initializations and the average
error of the ten models is reported. FaMe training outperforms Dropout (Srivastava et al., 2014)
and Maxout (Goodfellow et al., 2013), achieving a best test error of 0.91%(±0.02). We found
that restricting the rank of W was beneficial with larger hidden layer sizes, where the two layer
model restricted the size of the linear factor layer to 440. Additionally, training a model with fewer
parameters achieves similar results. If we consider the size of the test model (after the U and V
linear projections have been collapsed to as single weight matrix W ) a FaMe model with 3 hidden
layers with 512 units per layer has ∼93K effective parameters. The maxout model has ∼2.3 million
free parameters and Gaussian Dropout has ∼1.9 million parameters.
4.2 CIFAR
The CIFAR datasets (Krizhevsky & Hinton, 2009) contain 60,000 32 × 32 color images, 50,000 of
which are training examples with the remaining 10,000 used for testing. The CIFAR-10 dataset con-
tains images from 10 classes where the CIFAR-100 contains 100 classes. Hyper-parameter selection
followed a similar procedure to that used above for MNIST classification, further partitioning the
training set into 40,000 training and 10,000 validation images. Our CIFAR models consist of three
convolutional FaMe layers followed by two fully connected FaMe layers. The results are summa-
rized in Table 2. For image preprocessing, we follow the same procedure as Srivastava et al. (2014)
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Method CIFAR-10 Error % CIFAR-100 Error %
Conv Net + Spearmint (Snoek et al., 2012) 14.98 -
Conv Net + Dropout (fully connected) (Srivastava et al., 2014) 14.32 41.26
Conv Net + Dropout (all layers) (Srivastava et al., 2014) 12.61 37.20
Conv Net + Maxout (Goodfellow et al., 2013) 11.68 38.57
Conv Net + FaMe 12.85 39.79
Table 2: Comparison of FaMe training with other models on the CIFAR-10 dataset
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Figure 2: Training cost vs. test cost as training progresses on an example training run for both
FaMe and Dropout. Notice that with FaMe training, the test cost continues to decrease for the entire
duration of training.
and Goodfellow et al. (2013). Global contrast normalization over each color channel is followed by
ZCA whitening.
Although FaMe fails to outperform Dropout or Maxout, it is competitive with other recent results on
CIFAR-10 and CIFAR-100. The discrete subset of parameters we considered for hyper-parameter
cross-validation was substantially smaller than those considered for the MNIST task. We expect that
with more time to optimize the parameters, potentially using tools such as Bayesian hyper-parameter
optimization (Snoek et al., 2012), performance will improve.
5 COMPARISON WITH DROPOUT TRAINING
We conducted a separate set of experiments on MNIST to further probe the learning dynamics of
FaMe vs. Dropout. All experiments described in this section were performed using a model with
two non-linear (ReLU) hidden layers and multiplicative Gaussian noise fromN (1, 0.5) on the input
andN (1, 1) on the hiddens or factors. For both FaMe and Dropout training, hyper-parameters were
chosen based on validation set performance.
5.1 AVOIDING OVERFITTING
Similar to Dropout training (Srivastava et al., 2014), FaMe training prevents overfitting and, as such,
does not require early stopping. As seen in Figure 2 the test cost continues to decrease for the
entirety of training. Dropout is also successful at avoiding overfitting, i.e. the test cost does not
increase with continued training. However, the test cost plateaus earlier than with FaMe training.
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Figure 3: Comparison of the FaMe and Dropout test procedure to the true arithmetic and geometric
means as estimated via sampling outputs of random subnetworks. With FaMe training (left), the
prediction of the testing procedure (dashed blue line) does in fact give a good estimate of the true
geometric mean prediction.
5.2 MEAN TESTING PROCEDURE
A full mathematical analysis of the mean test procedure given in Equation 7 is difficult due to the
non-linearity of the hidden units. As such, we experimentally verify that the testing procedure
is indeed approximating a geometric mean of predictions of the noisy subnetworks visited during
training. Using the test data as input, we generate samples output from these noisy networks. The
mean prediction can be calculated by first computing the geometric mean of the sample outputs and
comparing to the output given by our deterministic testing procedure.
Figure 3 demonstrates that the FaMe testing procedure gives an accurate estimate of the true geomet-
ric mean of all subnetworks. By comparison, even though the Dropout test procedure outperforms
the estimated geometric mean of the subnetworks, it does not provide a good estimate of the true
mean network.
Note that both the FaMe and Dropout models contained two non-linear (ReLU) hidden layers and
were trained with multiplicative Gaussian noise. Interestingly, the arithmetic mean prediction of the
FaMe subnetworks appears to slightly outperform geometric mean prediction which may warrant
further investigation.
5.3 ADAPTIVE L2 WEIGHT DECAY
Wager et al. (2013) have shown Dropout to be equivalent to adaptive L2 weight decay. To examine
the link between weight decay and both FaMe and Dropout training, we monitor the L2 norms of
the weight matrices of under both training regimes. Figure 4 depicts the evolution of the L2 norm of
each W weight matrix during training, relative to L2 norm of its initial value (i.e. before training).
Note that under FaMe trianing, we plot the L2 norm of the implied weight matrix W = V U , where
V and U are the factored weights that are actually learned by the model. Although no explicit L2
penalty was used, both FaMe and Dropout training seem to impose an implicit penalty on the L2
norm of the weight matrices. However, the effect is more pronounced under FaMe training.
6 CONCLUSION
Regularization is essential when training large neural networks. Their power as universal function
approximators allows them to memorize sampling noise in the training data, leading to poor gen-
eralization to unseen data. Traditional forms of generalization are means of limiting the model’s
capacity. These include early stopping, weight decay, weight constraints, and addition of noise.
Currently, Dropout (and related methods such as DropConnect) are the most effective means of
regularizing large neural networks. These amount to efficiently visiting a large number of related
models at training time, while aggregating them to a single mean model at test time. The proposed
7
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Figure 4: L2 Norm of weight matrices during training. For visualization the L2 norms are scaled by
their value at initialization. Both training procedures exhibit behavior similar to L2 weight decay,
but the result is more pronounced in the case of FaMe training.
FaMe model aims to apply this same reasoning, but can be interpreted as a special form of weight-
modulating, gated architecture.
Like Dropout, FaMe visits a family of models during training while allowing an efficient testing
procedure for making predictions. Models trained with FaMe outperform Dropout training, even
when such models have an order of magnitude fewer effective parameters. Additionally, restricting
the rank of the factor loadings can be used as a means of controlling the number of free parameters.
This is supported by recent work has looked closely at the significant redundancy in the parameteri-
zation of deep learning architectures, and proposed low-rank weight matrices as a way to massively
reduce parameters while preserving predictive accuracy (Denil et al., 2013).
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