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Abstract 
Bio-energy with carbon capture and storage (BECCS) refers to a group of technologies with the potential to 
achieve negative CO2 emissions. One example of this is in situ capture of CO2 from biomass combustion using 
the calcium looping cycle. Calcium looping is a CO2 capture technology whereby a CaO-based sorbent is 
cycled between two vessels: the carbonator (where CO2 is captured) and calciner (where CaO is regenerated). 
Since biomass can combust around the operating temperature (650°C) of the carbonator, it is possible to 
capture the CO2 generated from combustion with the CaO-based sorbent in a single vessel. However, low-
temperature combustion of biomass can result in incomplete combustion and tar formation. Raising the 
temperature of the combustor/carbonator is one solution; however, high temperatures are not 
thermodynamically favourable for carbonation (at atmospheric pressures). 
 
This thesis examines the combination of calcium looping and biomass combustion in a bench-scale 3 kWe 
pressurised fluidised-bed reactor. It is split into three main parts. The first part is an experimental study of the 
effects of pressure and temperature on the degree of CO2 capture and tar yield from the in situ capture process. 
The second part presents the kinetics of carbonation with and without the other combustion product, steam 
when subject to mild pressurisation (1.5-5 bara). The experimental data were well represented by simple 
Langmuir adsorption models. The final part of this thesis models the experimental carbonation kinetics data 
with full reactor models (a two-phase model and a simpler CSTR model) written in MATLAB®. These models 
were found to work quite well with self-consistent parameters. The purpose of developing the dynamic models 
for the carbonation process was to create the foundation for a more complex model which can be used to 
simulate and test the in situ capture process beyond the limited regime considered in the experiments. 
 
Keywords: Bio-energy with Carbon Capture and Storage, Biomass Combustion, Calcium Looping, in situ CO2 
Capture, Carbonation Kinetics, Two-Phase Reactor Model 
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Chapter 1 Introduction 
1.1 Background 
Warming of the climate system is now considered ‘unequivocal’:1 rises in global average air and ocean 
temperatures, widespread melting of ice, and rising Global Mean Sea Level (GMSL) all point towards it. 
According to an on going temperature analysis at the Goddard Institute for Space Studies (GISS), the increase 
in global average temperature since 1880 was 0.8 °C. More importantly, two-thirds of this increase was realised 
after 1975, at a rate of approximately 0.15 to 0.2 °C per decade.2 Scientists are almost certain that the major 
contributor to global warming is the emission of anthropogenic Greenhouse Gases (GHGs), particularly carbon 
dioxide (CO2). At the current rate of GHG emissions, the atmosphere is likely to breach the 450 ppm CO2e 
target, which is considered to be the upper threshold of CO2 concentration that is highly likely to lead to an 
average 2 °C rise over the pre-industrial global surface temperature.3 In fact, the CO2 level in the atmosphere 
has already surpassed the 400 ppm mark. A monthly average of 400 ppm was first registered back in 2013 by 
the Mauna Loa Observatory.4 The fourth assessment report by the IPCC (AR4) forecasted a temperature 
increase—ignoring all current and future measures to mitigate emissions—of 1.1 to 6.4 °C and a rise in sea 
levels of 0.18 to 0.59 m during the 21st century.1 If these predictions prove true, then there will be irreversible 
impacts on ecosystems, water resources, industry, and human health. Therefore, immediate action must be 
taken now to ensure it is prevented and direct the world towards an environmentally-friendly and sustainable 
future.  
 
In 2008, the UK parliament introduced the Climate Change Act. This was the World’s first legally-binding 
climate change target. The aim of this act is to reduce UK GHG emissions by 80% (using 1990 as a baseline) 
by 2050. To accomplish this aim, the government introduced a concept known as Carbon Budgeting to restrict 
the GHG emissions over successive 5-year periods.5 Carbon budgets address both the traded (power and heavy 
industries) and non-traded sectors (i.e. road transport and agriculture). Those that fall under the traded sector 
must publicly report their GHG emissions and take part in the EU Emissions Trading Scheme (EU ETS) on 
behalf of the UK. As of January 2013, 11,000 installations in 31 countries have been incorporated into the 
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scheme.6 The EU ETS follows a ‘cap and trade’ principle whereby a cap (limit) is set on the total amount of 
GHG emitted from all the participating organisations. This cap is designed to gradually reduce over time so 
that emissions in 2020 will be 21% lower than in 2005. ‘Allowances’ for emissions are auctioned off to the 
participants to trade amongst themselves, and at the end of each year, a company has to retain enough 
allowances to cover its emissions to prevent heavy fines. As for the non-energy intensive companies that do 
not fall under this regulation, a mandatory Carbon Reduction Commitment (CRC) Energy Efficiency Scheme 
was introduced in 2007 to encourage these companies to manage their energy usage and improve their energy 
efficiency.7 
 
Although these various schemes have put climate change onto the agenda of many companies across Europe 
and has inspired other countries such as Australia, Korea and China to launch their own national emissions 
trading schemes, it is still just a start. So far, the emissions have been reduced by approximately 25%. This 
reduction was mainly owed to a fall in industrial and agricultural emissions. However, in order to remove a 
greater proportion of emissions, low-carbon technologies will be essential.5 These may be in the form of 
renewables sources of energy, for example, solar, wind, hydroelectric and nuclear power. Directing the world 
to a more efficient and sustainable economy will gradually reduce the reliance on fossil fuels and reduce the 
economy’s exposure to volatile energy prices. On the 30th December 2015, the 2015 United Nations Climate 
Change Conference (aka COP21) was held in Paris with the aim to reach a global agreement on how to tackle 
climate change. By the 12th December 2015, 195 countries agreed, by consensus, to the reduction of emissions 
as a method for reducing GHG emissions. Some of the other outcomes of the meeting included keeping the 
global temperature increase to well below 2 °C, reviewing progress every 5 years and to give 100 billion USD 
a year to finance poorer developing countries to help them adapt to climate change and switch over to 
renewables.8, 9 
 
Unfortunately, despite these goals to transition to a low-carbon future, there still exists an undeniable 
dependency on fossil fuels. Coal power, the largest CO2 contributor out of the fossil fuels, is the fastest-growing 
energy source and accounts for ~40% of the world’s energy need.10 It has been driven by economic growth in 
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developing countries undergoing their own industrial revolution, especially China, in the past decade.11 The 
environmental impact created from the use of coal and other CO2 emitting sources is a major problem that 
must be addressed post-haste. Attempts have been made to replace old and inefficient coal plants with more 
efficient ones, but this process is slow. This is where carbon capture and storage (CCS) plays a role. CCS has 
the potential to decarbonise fossil-fuel power generation by capturing and storing away the CO2 in the flue gas 
of power stations and other large emitters. These larger emitters include industrial processes such as cement 
manufacture and steel works which inherently emit CO2: 60% of the CO2 produced from cement manufacture 
comes from the calcination of the limestone12 and CO2 is formed as a by-product during the reduction of iron 
ore with CO. In addition, the inclusion of CCS could also allow a significant proportion of renewable sources 
of electricity generation on the grid without requiring a great deal of energy storage. Only by maintaining a 
large reserve of fossil-based power with CCS, can the large swings in power generation caused by renewable 
sources be dampened (at least before 2050).13 
 
1.2 Carbon Capture and Storage (CCS) 
CCS refers to a set of technologies which can capture CO2 from various point sources from processes such as 
combustion or gasification. The CO2 is then compressed, transported, and ultimately stored in geological 
formations such as depleted oil fields and saline aquifers.14 CCS technologies can generally be grouped into 
one of three categories:15 
 Pre-combustion involves gasifying suitable fuel to produce a mixture of gases, which typically 
include CO, CO2, H2 and CH4. The CO2 is separated off for capture and the H2 is taken away, 
combusted in a hydrogen turbine, or used in a fuel cell for power production. 
 Post-combustion refers to an ‘end-of-pipe’ technology whereby the CO2 is separated from the flue 
gas, which comprises of CO2, H2O, N2, NOx, SOx, etc. from fuel combustion. 
 Oxy-combustion involves combusting fuel in a mixture of oxygen (O2) and recycled CO2 instead of 
air. This results in a flue gas consisting primarily of CO2 and H2O, which can be easily separated. 
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‘CCS’ is not just a synonym for ‘clean coal’. It can also be used to combat industrial emissions. Although the 
individual stages are technically feasible, there are still major hurdles to overcome in order to integrate and 
scale up these components to generate a fully-operational CCS plant, especially in an economically-favourable 
manner.  
 
The UK, in particular has been running into a lot of these ‘economic hurdles’. In 2007, the UK launched a 
commercialisation competition with the aim to deliver a CCS project at a coal-fired power station by 2014. 
However, the Government ended negotiations in 2011 due to concerns about the funding requirement. In 2012, 
a second competition was announced which initiated the Peterhead and White Rose projects. However, after 4 
years into the competition, the Government pulled the plug and withdrew the GBP 1 billion funding from the 
competition.16 Fortunately, however, there are 15 integrated commercial-level CCS projects in operation and 
a further seven under construction worldwide.17 Most of these projects involve pre-combustion CO2 capture 
plants that extract CO2 from an on-site gas field, gasifier or gas-processing plant. The processed CO2 is 
subsequently used for Enhanced Oil Recovery (EOR) or stored in depleted oil fields and saline aquifers. Some 
of the more recent projects involve industrial separation. The first commercial-scale post-combustion project 
is currently operating in Canada, and is known as the Boundary Dam Carbon Capture and Storage Project. 
Boundary Dam now has the capacity to capture 1 Mtpa of CO2 from coal-fired power generation. 
 
The rest of this thesis will focus on the capture aspect of CCS. Some of the major problems common to all 
capture technologies include the associated financial costs and energy penalties. Nevertheless, these problems 
are not detrimental to the development of the technology. Amine scrubbing is presently the carbon capture 
technology that is the closest to commercialisation, but there are several problems with the process: vapour 
losses due to its high volatility,18 generation of nitrosamines (usually carcinogenic) resulting from reactions 
involving impurities in the flue gas,19 the corrosive nature of the amines and its sensitivity to oxidative 
degradation.20 Oxy-fuel combustion is also approaching commercial readiness. It involves burning fuel in a 
mixture of O2 and recycled flue gas (RFG).21 The RFG plays a role in regulating the otherwise high flame 
temperatures that result from combustion in pure O2. This technology can be applied to a spectrum of fuels 
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such as coal, natural gas, and combinations of coal with blends of biomass. The main rewards of Oxy-fuel 
combustion are the generation of a high purity stream of CO2. However, the non-condensable gases such as 
Ar, N2 and O2 must be removed from the stream before the CO2 can be stored. Burning coal without the 
presence of nitrogen (N2) also significantly reduces NOx emissions and the volume of flue gas. The largest 
capital cost for this technology is the construction of the air separation unit (ASU) which is used to produce 
the high-purity oxygen required for the process. Other risks of Oxy-fuel combustion include the high flame 
temperatures and the increased likelihood (relative to air-firing) of trace elements, such as mercury, 
vaporising22 or forming amalgams with metals found in the process equipment, which may lead to corrosion.23  
 
The shortcomings mentioned above have motivated researchers to investigate other methods of CO2 capture. 
One such example is the calcium looping cycle. This technology makes use of a regenerable solid adsorbent, 
CaO, which reacts reversibly with CO2. It can capture CO2 at ~650 °C and then release it at ~900 °C. Pilot 
plant facilities that are currently testing this technology include a 1 MWth plant at the Technical University of 
Darmstadt (Germany),24 a 200 kWth facility at IFK Stuttgart (Germany)25 and the 1.7 MWth CaOling project at 
Hunosa’s La Pereda plant (Spain), which is designed and operated by INCAR-CSIC.26  
 
The advantages of calcium looping over an amine scrubbing system include the following:18, 27 
 Natural limestones (the source of CaO) are abundant, cheap, and can capture a significant amount of 
CO2 per mass of sorbent.  
 It uses fluidised-bed reactors, which is a well-established technology and available on a large scale. 
 High-quality heat can be recovered from the carbonator, which can be used to drive a new steam cycle.  
 The spent CaO sorbent can potentially be used as feed material in the cement industry. 
 It can be used as both a pre-combustion capture and post-combustion capture technology. 
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Figure 1.1: Process flow diagram of amine scrubbing and calcium looping process for post-combustion 
combustion from a power station. 
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1.3 Bioenergy with Carbon Capture and Storage (BECCS) 
In order to tackle the problem of excessive CO2 levels in the atmosphere, CCS technologies such as calcium 
looping can be combined with another potentially ‘carbon neutral’ process such as biomass combustion. Plants 
take in CO2 during their life through photosynthesis. If the CO2 released from their combustion is then captured 
and stored by a CCS technology, net removal of CO2 from the atmosphere can be achieved. The combination 
of CCS with a biomass conversion technology is known as Bio-energy with Carbon Capture and Storage 
(BECCS).28 The extent of CO2 removal is not only dependent on the capture efficiency of the CCS technology 
but also the efficiencies associated with sourcing, handling, transporting and converting the biomass into useful 
products such as heat, power or H2. 
 
Of course, there are other technologies that potentially allow negative emissions, such as Direct Air Capture,29-
32 Augmented Ocean Disposal33-36 and Biochar37-40. However, it is likely that at least another couple of decades 
will be required before these negative emission technologies can be scaled up to have a substantial impact on 
the atmosphere. McGlashan et al.3 concluded that based on an analysis of cost competitiveness, rollout 
limitations, technical challenges, and the environmental impact using ‘peer reviewed data’, BECCS was found 
to hold the most immediate potential out of these methods.  
 
According to Karlsson,41 some of the advantages of BECCS include the following: 
 Potential to mitigate emissions from any CO2 source. 
 Potential to mitigate historic emissions. 
 Function as a climate mitigation risk management tool. 
 It can be added onto to existing bioenergy installations.  
 
There have been multiple BECCS projects evaluated and operated over the past few years. The largest project 
was operated between 2011 and 2015 in Illinois, US. It was a large collaboration project mainly financed by 
the US Department of Energy (DOE). During its operation period, it captured (using amine scrubbing 
technology) and stored 13.6 million tCO2 from ADM’s Decatur Ethanol Plant.42  
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Unfortunately, there are major hindrances linked to the full implementation of this technology:28 
 The development of large-scale biomass plantations and transport systems. 
 Potential bioenergy-related ecosystem problems (i.e. water availability, soil quality, biodiversity). 
 CCS infrastructure development and time of rollout.  
 The integration of biomass combustion with a suitable CCS technology. 
 
Tackling these uncertainties by carrying out the necessary research will broaden the knowledge of this field, 
and thus equip various governments with the tools to help decide whether it is worthwhile to invest in BECCS. 
To contribute to this, this thesis was written to investigate the integration of a novel embodiment of biomass 
combustion with calcium looping. 
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1.4 Project Aims and Objectives 
As will be discussed in the literature review (presented in Chapter 2), although the technical feasibility of 
biomass combustion with in situ CO2 capture from calcium looping has been validated, there are still many 
aspects that have not yet been investigated. The aim of this thesis is to address some of the issues with this 
technology and broaden the knowledge with regards to BECCS using calcium looping. To realise these aims, 
CO2 capture experiments were conducted in a bench-scale fluidised-bed reactor, which has been previously 
used for chemical looping combustion involving iron oxide carriers. The research presented here has the 
following objectives: 
 To investigate the effects of mild pressurisation along with changes in operating conditions on both 
the extent of CO2 capture and tar yields during biomass combustion in a carbonator reactor. 
 To investigate the kinetics of CO2 capture due to the aforementioned changes in operating conditions 
and mild pressurisation. 
 To investigate the effects that the other combustion product (steam) has on the carbonation reaction. 
 To develop a reactor model which can be used to simulate CO2 capture using CaO. 
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1.5 Thesis Outline 
Chapter 2 presents a literature review which first considers biomass, its properties and different methods of 
using it as a fuel. This is then followed by a discussion of the challenges associated with biomass combustion. 
The second part of the literature introduces the concept of calcium looping as a carbon capture technology: 
highlighting the process, the kinetics, and drawbacks. The third and final section discusses the combined 
process of biomass combustion with calcium looping and the recent developments within the research area.  
Chapter 3 reports experimental work carried out in a 3 kWe fluidised-bed reactor whereby biomass was 
combusted both in a fluidised bed of sand and a fluidised bed containing a mixture of both sand and CaO 
sorbent to simulate combustion and in situ CO2 capture, respectively. The effects of mild pressurisation and 
operating temperatures were investigated on the degree of CO2 capture, gas yield, and tar yield.  
Chapter 4 presents and discusses experimental work which examines the rate kinetics of the carbonation 
reaction under mild pressurisation, changes in temperature and the presence of steam using the same reactor. 
The system was set up in a way to minimise diffusion effects so that the observed rate of reaction could give 
a good indication of the intrinsic kinetics. An effectiveness factor model was used to verify this and Langmuir 
models for adsorption and competitive adsorption were then used to fit the experimental results. 
 
Chapter 5 explores the ability of a simple two-phase reactor model to simulate the carbonation reaction using 
a particle reaction model (the random pore model). The model was fitted to the experimental data from Chapter 
4 to obtain rate constants and estimates of the product layer diffusivities for the carbonation reaction. This 
model is presented along with a simple CSTR model and an adjusted version of the two-phase model to account 
for the presence of steam. 
 
 
Chapter 6 gives a summary of conclusions and discusses potential areas for future work.  
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Chapter 2 Literature Review 
2.1 Biomass Processes 
The Renewable energy directive (2009/28/EC) defines biomass as:43 
“the biodegradable fraction of products, waste and residues from biological origin from agriculture (including 
vegetal and animal substances), forestry and related industries including fisheries and aquaculture, as well as 
the biodegradable fraction of industrial and municipal waste.”  
 
Biomass is the oldest form of renewable energy. It has become increasingly important in developing countries, 
particularly those with a lot of forestry and agricultural land. As a result of this, it has become one of the 
primary energy sources, placing just behind fossil fuels.44 Some of the properties of biomass as an energy 
source are:45 
 Storage and transport of biomass is relatively easy compared to renewable sources such as wind and 
solar. 
 It is not a free resource (apart from “waste” and “residue”), unlike sunlight, so economic 
considerations must be assessed differently. 
 It must undergo several conversion steps before it can be used as a consumable bioenergy product. 
 A large variety of biomasses exist, so technologies need to be tailored to suit their properties.  
 
One way of grouping biomass fuels with similar properties is as follows:46 
 Wood and woody fuel, which mainly consists of hard wood (i.e. beech wood and willow) and soft 
wood (i.e. spruce and pine). Its moisture content can range from 0 to ~60%. It can be burned to generate 
heat and electricity. 
 Energy crops, which are crops specifically grown to be used as fuels such as miscanthus and 
switchgrass. These are typically harvested on a periodic basis to optimise the balance between output 
and consumption. 
 Herbaceous fuels, which include straw, grass, stalks etc. 
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 Wastes, which include sewage sludge and refuse-derived fuel (RDF). 
 Derivatives, which typically consist of waste from paper and food industries. 
 Aquatic, which refers to biomass that grows underwater such as kelp and algae. 
 
2.1.1 Biomass Properties 
2.1.1.1 Main Constituents 
Even though there are various biomass groups, all of them share similar components. The components within 
biomass include cellulose, hemicellulose, lignin, starches, simple sugars, lipids, proteins, water, hydrocarbons, 
mineral matter and various other compounds. The weighting of each constituent is dependent on the species 
of plant, type of plant tissue, stage of growth and its growing environment. 
 
A typical way of characterising the composition of biomass (the organic part) is via ultimate analysis.47 This 
analysis provides the C, H, N, O and S (sometimes Cl is included) content of the biomass. Due to the large 
portion of carbohydrate molecules present in biomass, it is significantly more oxygenated than fossil fuels. On 
a dry basis, the oxygen content accounts for approximately 30-40 wt%. The ultimate analysis does not measure 
the oxygen content directly, so the percentage of oxygen in the biomass must be inferred by difference 
(subtracting the other composition mass fractions from 100). The most important element in biomass is the 
carbon. It makes up the bulk of the material, comprising of 30-60 wt%. The carbon content is directly related 
to the lignin, hemicellulose and cellulose content. In particular, a higher lignin content means a higher carbon 
content. Therefore, woody biomasses, which have more lignin, tend to have higher carbon contents than 
biomasses lacking in lignin such as herbaceous ones. Hydrogen makes up around 5 to 6 wt% of the biomass. 
Nitrogen (N), chlorine (Cl) and sulphur (S) typically make up less than 1 wt% of dry biomass.48 The latter 
three elements are problematic. The problems associated with these substances during biomass combustion 
will be discussed in more detail in Section 2.1.3. The analysis of C, H and N should be carried out following 
procedures such as those outlined by the European standard, EN 15104. The analysis for S and Cl should be 
carried out following the EN 15289 standard. 
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Another analytical method which is similar to the ultimate analysis is the proximate analysis. The proximate 
analysis is typically carried out using controlled furnaces or equipment such as a thermogravimetric analyser 
(TGA). The proximate analysis is used to determine important properties such as the moisture content, volatile 
matter and ash content. The rest of the biomass is assumed to be fixed carbon. The proximate analysis is 
generally quoted on a dry basis (based on the composition of biomass excluding moisture) and should be 
measured using European standards, EN 14774 for moisture content, EN 15148 for volatiles, and EN 14775 
for the ash content (or the equivalent ASTM standards). The fixed carbon content is determined by difference. 
 
2.1.1.2 Moisture Content 
Freshly cut biomass can potentially have very high moisture content (from 10-70 wt%).46 High moisture 
content is not desirable for fuel as it limits the amount of time biomass can be stored, and will reduce the 
heating value. It can cause ignition issues, and lower reaction temperatures which reduces the quality of 
thermal conversion. Most applications require dry biomass, so various drying techniques are required.49 
 
2.1.1.3 Volatile Matter 
The volatile content in biomass is the portion that is removed when the fuel decomposes upon heating (up to 
400-500 °C). Biomass typically has very high volatile matter content, approximately 80 wt%. This is 
significantly greater than the volatile content in coal (<20 wt%).50 Volatile matter can be split into gases such 
as CO, CO2, H2, moisture, light hydrocarbons, and tars. Two important relationships are the H/C ratio and O/C 
ratio. These ratios are positively correlated with the quantity of fuel that is devolatilised during thermal 
conversion processes.46  
 
2.1.1.4 Ash 
Various inorganic minerals, which are collectively known as ash, can also be found in biomass. These include 
phosphorus, potassium, silicon and other trace elements that may be present in virgin wood and industrial 
waste as a result of soil uptake, treatment or contamination.51 Since these are incombustible minerals, they 
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reduce the overall combustion efficiency and can lead to disposal problems. Furthermore, they can partake in 
unwanted reactions at high temperatures which result in ash fouling and slagging.48 
 
2.1.1.5 Heating Value 
One key factor when choosing the most appropriate biomass feed is its energy content. The energy content of 
biomass fuel can be quantified by its heating value, which is also known as the heat of combustion or calorific 
value, at standard conditions.48 This heating value can be quoted in terms of a Higher Heating Value (HHV) 
or a Lower Heating Value (LHV). The difference between these two is that the calculation of the latter assumes 
that the water component of the combustion process is left in the vapour state, whereas the HHV is calculated 
with the assumption that the water is in a liquid state after combustion. The difference between the two values 
is therefore the energy required for water vaporisation. Biomass typically has a lower heating value than coal. 
A greater carbon and hydrogen content can improve the heating value, whereas a higher oxygen content tends 
to decrease it.52 Demirbas53 presented experimental data that suggested a positive correlation between lignin 
content and the heating value in lignocellulosic fuel, and that the heating values were less dependent on 
cellulose and hemicellulose. This is supported by Baker,54 who reported that chemically-isolated cellulose and 
hemicellulose have a lower heating value than lignin. Many researchers55-59 have attempted to correlate the 
heating values to the composition of biomass determined from ultimate and proximate analysis. Their findings 
suggest that the heating values estimated through results from the ultimate analysis were more accurate.  
 
2.1.2 Biomass Conversion Routes 
During growth, plants capture solar energy from the sun and convert it into chemical energy via photosynthesis; 
the chemical energy is contained with the chemical bonds of the constituent molecules inside the biomass. 
This chemical energy can be subsequently released by a variety of conversion processes:45 
 Thermochemical conversion, where heat is used to convert biomass into other forms of 
energy/products.  
 Physicochemical conversion, where oil crops are converted into liquid fuels by oil extraction (either 
chemical or mechanical) and transesterification. 
43 | P a g e  
  
 Biological conversion, where enzymes, bacteria, or other micro-organisms are used to break down 
the biomass to form liquid or gaseous fuels.  
 
This literature review will now discuss the thermochemical conversion processes. Depending on the 
temperature, heating rate, and oxygen levels during reaction, biomass can undergo different thermochemical 
conversion routes: gasification, combustion, pyrolysis and torrefaction. The first two processes as used to 
produce heat and electrical power, whereas the latter two are typically used for improving the fuel quality. 
 
2.1.2.1 Biomass Pre-treatment and Upgrading 
Even though biomass is an attractive alternative fuel, it has many limitations. Biomass has a high moisture 
content, low bulk density, is hydrophilic, and has a low energy content.60 This means that the bulk handling, 
transport, and storage processes for biomass are significantly more expensive compared to fossil fuels. 
However, pre-treatment of biomass can transform the raw material into a suitable feed stock for transport and 
improve the energy efficiency of biomass power generation. Highlighted below are a few means of pre-treating 
biomass: 
 
Pelletisation 
Pelletisation converts raw biomass into a denser, easier-to-handle, and more homogenous fuel. This process 
involves compacting small particles of biomass into pellets. In this form, biomass takes up less volume, which 
effectively increases the total energy density of biomass transported per vehicle. However, due to the innate 
tendency for pellets to absorb moisture from the surrounding air, there will still be some calorific loses during 
transport and storage.45 
 
Torrefaction 
Torrefaction is a method of pre-treating raw biomass that is still being developed for commercial applications. 
It involves a thermal decomposition process that occurs at 200-300 °C under atmospheric pressure in the 
absence of oxygen. During torrefaction, the biomass is dried and partially devolatilised to significantly reduce 
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its weight (by 20-30%) while maintaining most of its energy content. This results in a chemically-upgraded 
biomass that is dehydrated, hydrophobic, has a lower bulk density, and retains 80-90% of the original energy 
content.60, 61 The reduced moisture content makes torrefied biomass (aka bio-coal) cheaper to move as all the 
unnecessary weight from the water is gone. Torrefaction also prevents biomass decomposition and moisture 
absorption during transport and storage.60 The biomass also becomes brittle and therefore easier to mill, which 
reduces handling costs. Torrefied biomass can also be pelletised to further enhance its properties (i.e. energy 
density and heating value) and make it even more economical to transport (up to 50% cheaper than standard 
pellets).62 On the downside, torrefaction is very energy intensive, but new processes are currently being 
developed to reuse the excess heat generated by the process in order to improve its energy efficiency.60 63 
 
Pyrolysis 
An alternative method for upgrading biomass is through pyrolysis. Pyrolysis refers to the controlled thermal 
decomposition of organic material at elevated temperatures (usually between 300-650 °C) in an anaerobic 
environment which yields char (a carbon-rich solid), bio-oil (tars) and syngas (a mixture of H2, CO, CH4 and 
CO2).45 The final product composition is determined by the feed and the rate of pyrolysis: fast or slow. Very 
high heating rates (1000 to 10,000 °C s-1), and hence short vapour residence times, typically promote fast 
pyrolysis. The feedstock for fast pyrolysis are generally prepared as small particles, and the product tends to 
contain proportionately more bio-oil and syngas than char. The reactor systems that can achieve this process 
include fluidised-bed reactors, and fixed-bed reactors.61 In contrast, slow pyrolysis typically occurs at lower 
temperatures (400 °C) with low heating rates and longer solid and vapour residence times. This process leaves 
proportionately more char.64 
  
Chars can be burned to generate heat for the conversion process, combusted as a fuel in different process, used 
in soil amendment (carbon sequestration), or used as a feedstock for gasification. Conversion to bio-oil 
improves the energy density of biomass (to twice that of pellets and 4-5 times higher than torrefied biomass) 
and makes it cheaper to handle, store, and transport than raw biomass. In contrast, the production costs for bio-
oil are estimated to be 50-100% higher than the cost for pelletisation and torrefaction.65  
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2.1.2.2 Biomass Conversion for Heat Generation 
This literature review will now focus on heat production from biomass for industrial applications.45 
 
Biomass Gasification 
Gasification involves converting carbonaceous material into gaseous products. Gasification of biomass 
transpires when the biomass is heated under sub-stoichiometric combustion conditions at high temperatures 
(600-1500 °C) in the presence of a gasifying agent, for instance, air, oxygen, or steam.66 It is a complex process. 
The steps involved in gasification include pyrolysis, gasification of char, and partial oxidation of combustible 
gases, vapours and char.67 The main product is known as producer gas,68 which is a mixture of gases consisting 
of CO, CO2, H2 and CH4. Tar, ash, char and water vapour are also produced. These are then further reacted in 
an endothermic process known as thermal cracking, whereby some of the tars and larger hydrocarbon gases 
are broken down to smaller molecules. If, however, the biomass undergoes high-temperature steam or oxygen 
gasification, the gaseous product is called syngas instead to distinguish it from producer gas due to its altered 
composition:66 the quantity of CO and H2 is significantly greater in syngas. Syngas can be upgraded to syncrude 
(synthetic crude oil) for biodiesel production via the Fischer-Tropsch process.69 70 
 
Biomass Combustion 
The most direct method of converting biomass into energy is by combustion. Combustion is a complex process 
that involves a series of reaction schemes, high reaction rates and high heat release. To initiate combustion, 
temperatures in excess of 550 °C and a sufficient oxygen supply are required.50 The process can be split up 
into the following steps: drying, devolatilisation, combustion of volatiles, and combustion of char.50 Figure 2.1 
shows a flowsheet for biomass combustion inside a combustor. 
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Figure 2.1: Outline of a typical biomass combustion process (modified from Obernberger71). 
 
A study carried out by Riaza et al.72 investigated how biomass combusted at the particle scale. They 
demonstrated that as the biomass particle heats up, the particle first releases some moisture and begins to 
pyrolyse. The released gases form a flame around the particle which consumes oxygen. Eventually the volatile 
matter burns away, leaving the biomass char behind. The char then ignites due to its heated surface and burns. 
There are several factors which affect the overall combustion process. The main controlling parameters are the 
air-to-fuel (AFR) equivalence ratio, λ and the moisture content. 
 
Effect of Air-to-Fuel Equivalence Ratio 
λ is defined as the ratio of the actual to stoichiometric air-to-fuel ratio (AFR). If λ <1, incomplete combustion 
of the fuel takes place as there is not enough O2 to combust the fuel, resulting in gasification. This reduces the 
efficiency of energy conversion. Incomplete combustion will release CO, and hydrocarbons in the form of 
volatile organic compounds (VOCs) and polycyclic aromatic hydrocarbons (PAHs). These substances pose 
serious health risks with the latter two being subject to emission regulations.73, 74 On the other hand, if λ >>1, 
the combustion temperature will decrease, which will also lead to incomplete combustion. For complete 
combustion, λ =1 is the optimum choice. However, since this is difficult to achieve everywhere at the same 
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time owing to mixing constraints, λ is generally chosen between 1.1 and 1.8 in large-scale processes, and from 
1.5 to 2.0 for small-scale use.71 
 
Relevance of Carbon, Hydrogen, Oxygen and Volatiles in Biomass 
As mentioned in Section 2.1.1.1, C, H and O are the main components in biomass. When biomass is combusted, 
these components are oxidised into CO2 and H2O.51 Since the carbon content in woody biomasses is higher 
than in herbaceous biomasses, woody biomasses have a greater heating value which makes them more 
desirable as a fuel choice. However, since the carbon in biomass are contained within partially-oxidised 
polymers, the heating value of biomass is comparatively lower than that for coal. The oxygen found within the 
fuel contributes to the total oxygen requirement for combustion. A high oxygen content reduces the amount of 
air required for combustion. The remainder is made up with air injection. When biomass is used for 
combustion, the volatiles must be released before homogenous gas phase combustion can occur. Therefore, 
the volatile content, which makes up a substantial proportion of fuel, is an important factor in determining the 
combustion behaviour of the fuel.75 
 
Effect of Moisture Content on Combustion 
Evaporation of water is endothermic, so for self-supporting combustion, extra heat must be supplied by the 
exothermic combustion reaction to offset the energy consumption. A moisture content of 65 wt% is considered 
the threshold at which auto-thermal combustion no longer becomes sustainable. A high moisture content will 
also lower the combustion temperature and increase the required residence time for combustion. A solution to 
deal with biomasses with high moisture content is to combust a secondary fuel such as natural gas.48 
 
Relevance of Nitrogen, Sulphur and Chlorine 
Obernberger et al.71 suggested that biofuels with nitrogen concentrations over 0.6 wt% (dry basis) and sulphur 
concentrations above 0.2 wt% (dry basis) are more likely to cause emission problems. Sulphur and nitrogen 
are oxidised to SOx and NOx, respectively. These gases contribute to smog and acid rain. SO2 can also condense 
onto heat exchanges or onto fly ash through sulphation reactions. Sulphur can cause corrosion problems, 
48 | P a g e  
  
especially under wet conditions where it can form H2S. One advantage of biomass fuel over coal is its lower 
sulphur content. The sulphur levels in wood are typically an order of magnitude lower than that for coal.75, 76 
 
NOx gases can be grouped into fuel NOx (from oxidation of nitrogen in the fuel) or thermal NOx (from the 
combustion of nitrogen in the air).77 The latter reaction occurs at very high temperatures (typically between 
800 °C and 1100 °C). Since biomass is normally combusted at lower temperatures than this, the main 
contributor to the overall NOx emissions is fuel NOx.78 According to a review by Jenkins,48 the relative NOx 
production from biomass is less than that for coal and that NOx emissions decrease when there is a higher 
nitrogen content in the fuel. NOx formation can be minimised with staged combustion or selective catalytic 
reduction (SCR).75 
 
The presence of chlorine in combustion fuel is problematic.79 During combustion, chlorine vaporises to form 
HCl, Cl2 and alkali chlorides (i.e. NaCl, KCl). As the flue gas temperature drops, these substances will 
condense inside the furnace/boiler onto fly ash particles or on top of heat exchangers which can lead to 
aggressive corrosion.75 Chlorine can also form HCl gases which are highly corrosive, as well as toxic 
polyhalogenated compounds such as polychlorinated dibenzo-p-dioxins (PCDD) and dibenzofurans (PCDF). 
These are formed by low-temperature combustion of organic material in the presence of chlorine and copper 
(which acts as a catalyst). The quantity of these compounds can be reduced by minimising the excess oxygen, 
selecting fuel with low chlorine content, and/or by adding ammonium sulphate.75, 80 
 
Significance of Ash Content and Trace Elements 
The ash content varies substantially for different biomasses. This can be from 0.5 wt% (dry basis) for some 
clean woody biomasses to 12 wt% (dry basis) for some straws. The main ash-forming elements in biomass are 
Si, Ca, Mg, K, Na and P. High ash content is not desirable as not only does it lower the heating value of fuel 
but it can also lead to dust emissions. Consequently, particulate removal systems may be required.46 
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Derivatives of some alkali and alkaline earth metals, especially potassium and sodium, are volatile at 
combustion temperatures. These metals will typically lower the overall ash fusion temperature and therefore 
increase the likelihood of slagging and fouling of process equipment (the minerals will stick to the sides of the 
combustor and heat exchangers). This reduces the rate of heat transfer in the downstream process equipment 
and hence the power plant efficiency.46 A useful parameter to describe the ash fouling tendency is the base-to-
acid ratio, B/A(+P): 
Equation 2.1: 
(𝐵/𝐴)(+𝑃) = [
(𝐹𝑒2𝑂3 + 𝐶𝑎𝑂 + 𝑀𝑔𝑂 + 𝑁𝑎2𝑂 + 𝐾2𝑂 + 𝑃2𝑂5)
(𝑆𝑖𝑂2 + 𝐴𝑙2𝑂3 + 𝑇𝑖𝑂2)
] 
 
Each component in Equation 2.1 represents its weight concentration in the ash. This equation, which was 
proposed by Pronobis,81 is an updated version of the one used by Salour et al.82 for fossil fuels. The main 
difference between the two versions is the inclusion of a phosphorus component. Pronobis81 argued that it 
should be included in the equation since P2O5 has been found to aggravate the fouling tendency in fly ash. 
Basic compounds have been found to lower the ash fusion temperature whereas acidic compounds have been 
found to increase it. Therefore, a higher base-to-acid ratio suggests a greater potential for slagging and fouling. 
Tillman83 noted that biomass fuels tend to have a much higher content of alkali than coal, and have a typical 
B/A ratio exceeding unity. In a paper presented by Jenkins,48 a series of tables listed the weight concentration 
each of these minerals in a variety of biomasses. From these tables, it is clear that SiO2, CaO, MgO and K2O 
were the dominant constituents. Unfortunately, attempting to control the chemistry and mitigate fouling and 
slagging is very difficult, so the best option is to choose suitable biomasses based on their overall ash content 
instead.48  
  
Heavy Metals 
Heavy metals such as As, Cd, Co, Cr, Cu, Hg, Mn, Mo, Ni, Pb, Sb, V, and Zn may be present in the ash at low 
quantities. These metals, (in particular Hg, Cr, Cd and Pb), lead to problems during the disposal of ash and ash 
utilisation. The more volatile ones (Zn, Pb and Cd) will also contribute to particulate emissions and join onto 
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fly ash together with K, Na, S, and Cl. These emissions are subject to regulation as particles that are smaller 
than 10 μm (PM10) are a breathing hazard. Processes such as ash treatment and dust precipitation can be used 
to reduce these emissions.48, 84, 85 
 
2.1.3 Biomass Combustors and Their Issues 
In typical biomass-fired power plants, biomass can be burned inside a boiler to produce heat, which is then 
used to drive a steam turbine which generates mechanical energy. Subsequently, this mechanical energy is 
converted into electrical power via an alternator. The main type of reactors that use solid-gas contact and are 
useful for biomass combustion are fixed-bed reactors and fluidised-bed reactors.  
 
2.1.3.1 Fixed-bed Reactors 
Some of the typical fixed-bed combustion systems that are used for biomass include grate furnaces and 
underfeed stokers. In these systems, primary air is passed over the fuel in the fixed bed to initiate drying, 
gasification and combustion. The volatiles that are given off are typically burned in a separate chamber where 
secondary air is added.  
 
2.1.3.2 Fluidised-Bed Combustors 
In fluidised-bed combustors, biomass is burned by a self-mixing suspension of gas and solid-bed material (e.g. 
silica sand and limestone). This suspension is called the emulsion/particulate phase. The combustion gas enters 
from the bottom, and depending on the gas velocity, different regimes of fluidisation can occur. Bubbling 
fluidised-bed (BFB) reactors use low fluidisation velocities, whereas circulating fluidised-bed (CFB) reactors 
use much higher fluidisation velocities. In a CFB system, a cyclone is used to separate out and return the 
entrained particles.75 
  
One of the advantages of this system is that fluidised-bed reactors do not have any moving parts (unlike grate 
or stoker furnaces), so there is a lower chance of mechanical-related problems. These systems also have greater 
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flexibility for the fuel size, shape, moisture content and heating value; mainly because the fraction of 
combustible material (typically less than 3%) is significantly less than that of the hot fluidised solids.86  
Other advantages of fluidised-bed reactors are its uniform temperature distribution, large solid-gas exchange 
area, high heat transfer coefficients, and the capability to operate at low combustion temperatures (which 
reduces the formation of thermal NOx). Superior transfer of heat and mass in a fluidised bed offer ideal 
conditions for complete combustion with minimal excess air requirements (λ is between 1.3 and 1.4 for 
bubbling beds, and between 1.1 and 1.2 for a circulating bed). Not only does less excess air improve the thermal 
efficiency but it also reduces the volume of the flue gas.75  
 
The main disadvantages of fluidised-bed reactors are the high investment and operating costs. Highly-efficient 
gas-solid separation systems such as multi-cyclones and electrostatic precipitators are usually required, 
especially when biomass is the combustion fuel.46 However, these economic disadvantages may be offset when 
it is scaled up for use in larger plants (>20-30 MW).45, 75 High erosion rates of the vessel walls owing to high 
fluidisation velocities, and agglomeration of bed materials are also potential problems.46  
 
Agglomeration 
Agglomeration of the bed material may cause unscheduled shutdowns of process operations. The low-melting-
point components of ash described earlier can instigate agglomeration in fluidised-bed reactors and lead to 
defluidisation. Typically, potassium (which can be found in the fuel) reacts with silica sand (a common choice 
for the bed material) to form low-melting point eutectics, which can glue bed particles together. This makes 
the particles increase in size and eventually become too large and heavy for the inlet gas to fluidise.87 Teng et 
al.88 summarised the effects of bed temperature and fluidisation velocity on bed agglomeration: high 
temperatures (especially >800 °C) will significantly decrease the defluidisation time, whereas high fluidisation 
velocities will increase the defluidisation time. It is worth noting here that Teng et al.88 did not test a wide 
range of fluidisation velocities (0.26-0.36 m s-1). Perhaps, higher velocities would have resulted in entrainment 
of the bed material. The authors also concluded that the size of particles—provided the U/Umf ratio and 
52 | P a g e  
  
temperature were kept constant— also had a significant effect on the defluidisation time. This observation was 
in agreement with Lin et al.89 
 
Due to the way fluidised-bed reactors function, the operating pressure must be slightly greater than atmospheric 
levels. Careful control is required to ensure there is minimal gas leakage and particle entrainment. This means 
that the fuel feeding system must have a pressure-locking device to prevent immediate reaction of the fuel. 
However, this results in slow responses to load changes.66  
 
2.2 The Calcium Looping Cycle 
2.2.1 The Reversible Reaction of Limestone 
Calcium looping (also known as the regenerable calcium cycle) is a CO2 capture technology that is currently 
under development. The process centres on the concept of capturing CO2 using a solid calcium-based sorbent 
by a high-temperature reversible reaction to form calcium carbonate; the forward (exothermic) reaction is 
known as carbonation, and the reverse (endothermic) reaction is called calcination.13, 90 The reaction equation 
is shown in Equation 2.2: 
Equation 2.2: 
𝐶𝑎𝑂(𝑠) + 𝐶𝑂2(𝑔)  ⇌  𝐶𝑎𝑂3(𝑠)     ∆𝐻𝑟,298𝐾 =  −178 𝑘𝐽 𝑚𝑜𝑙
−1 
 
The direction of the reaction between CO2 and CaO can be established by studying the equilibrium 
thermodynamics. Figure 2.2 (constructed using data from McBride et al.91) depicts the joint effect of the 
equilibrium partial pressure (sometimes called the decomposition pressure), Peq, and temperature, T, on the 
reversible reaction. If the process conditions fall in the region above the equilibrium line (low temperatures 
and high pressures), then carbonation will occur; and conversely, if the conditions fall below the line (high 
temperatures and low pressures), calcination will be favoured. 
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Figure 2.2: Pressure-temperature equilibrium of the reversible reaction of calcium oxide (CaO) to calcium carbonate 
(CaCO3). 
 
Silcox et al.92 presented an expression to relate the equilibrium partial pressure to the temperature: 
Equation 2.3: 
𝑃𝑒𝑞 = 𝑒𝑥 𝑝 (17.74 − 0.00108𝑇 + 0.332𝑙𝑛𝑇 −
22020
𝑇
)   [𝑎𝑡𝑚] 
 
In a more recent review, conducted by Stanmore and Gilot,93 Equation 2.3 has been reported in a slightly 
simpler form: 
Equation 2.4: 
𝑃𝑒𝑞 = 4.137×10
7𝑒(−
20474
𝑇⁄ )    [𝑎𝑡𝑚] 
 
2.2.2 Calcium Looping for CO2 Capture 
Shimizu et al.94 were the first to formally propose the calcium looping process as a post-combustion capture 
technique for coal combustion. The technology now has applications in both pre-combustion and post-
combustion capture. In both cases, the calcium-based sorbent is repeatedly cycled between two vessels: the 
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carbonator, and the calciner. In the carbonator, carbonation of CaO to CaCO3 occurs, and in the calciner, the 
CaCO3 is converted back into CaO and CO2. The CO2 can then be sent to compression and storage. The calciner 
generally operates at high temperatures (>850 °C). The optimal temperature for the calciner is one which gives 
a pure stream of CO2 without significantly affecting the rate of sorbent degradation. On the other hand, the 
temperature in the carbonator is selected as a compromise between a greater equilibrium capture of CO2 at 
lower temperatures and a faster rate of reaction at higher temperatures. Fluidised-bed reactors are a compatible 
option for both the calciner and carbonator owing to their uniform bed temperature, excellent gas-solid contact, 
and its potential for large-scale development.27, 95 The main drawback of this system is that the sorbent (natural 
limestone) degrades quickly. To ensure a continuous process, fresh limestone must be fed on a regular basis 
to replace the spent sorbent. Additional fuel must also be combusted in the calciner to provide the high 
temperatures required for calcination.  
 
Figures 2.3a. and 2.3b (modified from Blamey et al.27) show potential configurations for post-combustion and 
pre-combustion capture with the calcium looping cycle, respectively. In post-combustion calcium looping, the 
fuel is first combusted in a combustor. The product gas is then sent to the carbonator where the CO2 is captured. 
In the pre-combustion configuration, the fuel is first gasified/reformed to give syngas which is then shifted 
into CO2 and H2 in a water-gas-shift reactor The CO2 is then sent to and captured in the carbonator, which 
leaves hydrogen (H2). H2 can then be taken away or combusted in a hydrogen turbine for power generation. 
 
55 | P a g e  
  
 
Figure 2.3: Proposed mechanisms for pre-combustion (2.3a) and post-combustion (2.3b) calcium looping. 
 
Interestingly, the CO2 can be captured ex situ (as shown in Figure 2.3) and in situ from calcium looping in 
either of these configurations. The latter process (as the name suggests) involves capturing CO2 as soon as it 
is emitted during gasification or combustion inside the same reactor. This reduces the number of unit operations 
in the plant, but at the expense of a potentially greater rate of sorbent degradation due to interactions with 
impurities in the fuel.27  
 
One benefit of the calcium looping system is that high-grade heat is liberated by the high-temperature 
exothermic carbonation reaction. This heat can be combined with heat recovered from the hot CO2 and CaO 
streams leaving the calciner to provide additional energy to power a steam cycle, thereby reducing the overall 
efficiency penalty of the process.95, 96 The (estimated) overall efficiency penalty is in the range of 6-8% for this 
process,96-98 which is an improvement on the 12% efficiency penalty for amine scrubbing.13  
 
Another advantage is that the limestone-derived sorbent is not only inexpensive but also in abundance 
(accounting for around 10% of the total volume of sedimentary rocks on Earth)99 and environmentally 
benign.100 Even so, there may be competition in acquiring limestone. It is the key ingredient in making Portland 
cement, an essential construction material that is manufactured on a very large scale. New quarries and mines 
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will most likely be necessary to ensure future supplies.101 Fortunately, some researchers have shown that spent 
sorbent from calcium looping can be used instead of fresh limestone as the raw material for cement 
manufacture.12, 102  
 
2.2.2.1 Calcination and Carbonation Kinetics 
Calcination Kinetics 
The calcination (decomposition) of CaCO3 forms the basis of the sorbent regeneration process and CO2 release 
in calcium looping. Consequently, there has been a great deal of interest in the rate kinetics of the process. 
There are many variables that affect the rate of the calcination reaction: type of limestone, particle size, 
structural change, CO2 partial pressure, and diffusion rate.103 These conditions govern the pore structure and 
thus the available surface area for reaction. In particular, the atmosphere in which the calcination takes place 
has a significant effect on the sorbent. The quantity of CO2 present in the vicinity of the sorbent plays an 
important role in the kinetics of calcination. Higher partial pressures of CO2 will shift the equilibrium in favour 
of the carbonation reaction. 
 
Khinast et al.104 reported that the decomposition reaction had an induction stage, followed by a fast kinetically-
controlled reaction stage which ended with a molecular diffusion-controlled stage. They also observed a 
decrease in reaction rate as the CO2 partial pressure was increased. Dennis and Hayhurst105 measured the 
calcination rates for limestone particles between 0.4 mm and 2 mm in a lab-scale fluidised bed at pressures of 
1-18 bar and temperatures from 800 to 975 °C. They observed that, with fluidising gases containing up to 20 
vol% CO2, the reaction rate was kinetically controlled and followed the expression given by Equation 2.5:  
Equation 2.5: 
𝑅𝐷 = ?̅?(𝑝𝑒𝑞 − 𝑝𝑐𝑜2 − 𝑃𝑦𝐼)    [𝑘𝑚𝑜𝑙 𝑚
−2 𝑠−1] 
 
where ?̅? is the rate constant for the reverse reaction (carbonation); peq and pCO2 are the partial pressures of CO2 
at equilibrium and in the inlet gas, respectively; P is the total pressure, and yI is a temperature-dependant 
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constant. Dennis and Hayhurst105 observed that ?̅? was not influenced by the reaction temperature and hence 
suggested that carbonation proceeds without an associated activation energy and that calcination has an 
activation energy of 169 kJ mol-1 
 
Several investigations92, 105, 106 have suggested that the calcination of limestone starts on the outside of the 
particle and proceeds linearly towards the particle centre. This behaviour yields the shrinking core model for 
a spherical particle. The model includes the following steps: decomposition of CaCO3 at the boundary between 
CaO and CaCO3, diffusion of CO2 through the CaO to the surface of the particle and then diffusion into the 
bulk gas. Satterfield and Feakes107 suggested there are potentially three different rate-controlling steps: heat 
transfer to the surface of the limestone, mass transfer of CO2 away from the reaction zone through the CaO 
outer layer, and the chemical reaction. There has been significant dispute over which stage is really the rate-
determining step.105  
 
The size of the limestone particle is also an important factor for determining the calcination rate kinetics. Small 
particles that are dispersed in high-temperature gas experience high internal and external heat and mass transfer 
rates. Borgwardt108 reported that for particles sized between 1 μm and 90 μm at temperatures between 475 °C 
and 1000 °C, the calcination reaction was kinetically controlled. In addition, the calcination rate was found to 
be proportional to the BET surface area. Conversely, larger particles (>63 μm) were found to experience greater 
resistances to external mass transfer, internal heat transfer, and internal pore diffusion. 
 
Carbonation Kinetics 
The kinetics of carbonation has received less attention than the kinetics of calcination. Most studies have 
examined the rate kinetics for sulphation of CaO. Bhatia and Perlmutter109 measured the kinetics of carbonation 
using a TGA for a temperature range of 400-725 °C. The authors observed two distinct steps for carbonation: 
the rapid kinetically-controlled step and the slower diffusion-controlled step. They reported that CaO does not 
reach complete conversion and instead stops around 60% conversion. The transition from the rapid to slow 
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reaction regime and the incomplete conversion are owed to the build-up of a CaCO3 product layer. CaCO3 has 
a greater molar volume (36.9 cm3 g-1) than CaO (16.9 cm3 g-1), so once it is formed, it will grow into and 
eventually seal off any pores. As a result, CO2 transport into the structure is restricted, so both the reaction rate 
and conversion are reduced.110 Alvarez and Abanades111 suggested that there is a minimum product layer 
thickness that marks the transition from the fast CO2 uptake step to the slow diffusion-controlled step. They 
concluded, through an investigation that was based on various limestone precursors, that the average critical 
product layer thickness was ~49 nm.  
 
Bhatia and Perlmutter109 reported that the activation energy for the kinetically-controlled step of carbonation 
was zero and that the activation energy for product layer diffusion was approximately 90 kJ mol-1 at 415 °C, 
and 179 kJ mol-1 for higher temperatures. This observation suggests that the diffusion through the product 
layer was controlled by solid-state diffusion. Since the observed activation energy was close to that of the heat 
of formation (178 kJ mol-1) the authors suggested a potential pathway for CO2 diffusion: They proposed that 
product layer diffusion occurs through sequential decomposition of CO32- ions in the CaCO3 layer. This 
momentarily forms a carbon dioxide and oxygen ion. The carbon dioxide ion then moves to a neighbouring 
vacated site and is instantly replaced by another one which reforms the carbonate ion. This process proceeds 
throughout the product layer in a sequential manner until the carbon dioxide ion reaches and reacts at the CaO-
CaCO3 interface.  
 
Sun et al.112 carried out experiments to verify the ionic diffusion mechanism proposed by Bhatia and 
Perlmutter.109 The authors embedded an inert Pt marker into a pellet of CaO and used Scanning Electron 
Microscope (SEM), Energy Dispersive Spectrometer (EDS) and X-Ray Diffraction (XRD) to analyse the 
change in position of the inert marker during different stages of carbonation. Their results suggested that there 
was an inward diffusion of CO32- ions towards the CaO-CaCO3 boundary to form new CaCO3. This inward 
diffusion of CO32- ions was counter-balanced by the outward diffusion of O2- ions to the solid surface. Here, 
the O2- ions react with CO2 to form more CO32- ions. The results from both Sun et al.112 and Bhatia and 
Perlmutter109 suggests that the CaCO3 product layer grows inwards. 
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The effects of pressure on the carbonation reaction rates (of the kinetically-controlled regime) has been 
investigated by Yu and Fan.113 They studied the kinetics for three types of calcium-based sorbents in a magnetic 
suspension balance (MSB) analyser over a pressure range of 1000-15000 Torr (~1.3-20 bara) with a reactant 
gas containing 10-30 vol% CO2 gas balanced in N2. The authors suggest that, under a total pressure of 5000 
Torr (~6.7 bara), an increase in the CO2 concentration from 10 to 30 vol% increased the rate of carbonation 
and exhibited first-order kinetics. Yu and Fan113 also reported that the total pressure has an effect on the rate 
of carbonation; they observed an increase in the rate of carbonation from 1000-4000 Torr (~1.3 to 5 bara) 
under a constant CO2 molar fraction of 20% at 700 °C, but found that further increases in the total pressure 
decreased the rate of reaction. They suggested that the decrease in rate may be the result of mass transfer 
resistances in their setup as they did not adjust their inlet volumetric gas flow to account for the pressure change. 
 
Unlike the calcination reaction (which has been largely fitted to shrinking core models), several different 
particle models have been used to fit/describe the carbonation reaction. These include the shrinking core 
model,114 the grain model115, 116 and the random pore model.109 The shrinking core model visualises a reaction 
front that first begins on the outer surface of the particle and then moves inwards and towards the centre, 
leaving behind completely converted material. The grain model visualises a particle which is composed of 
grains that are surrounded by pores. The gas must diffuse through these pores to reach the grain surface and 
react. The random pore model visualises the CaO pore structure as a network of randomly-arranged cylindrical 
pores of uniform size. The carbonation reaction initiates on the boundary of the pores and starts the formation 
of a CaCO3 product layer. Due to the formation and accumulation of the product layer, the reaction surface 
begins to grow. However, the growing surfaces begin to intersect one another at later stages. This leads to a 
reduction in the available surface area for reaction. From these models, and from experimental work (which 
were mostly carried out in a TGA), a wide range of activation energies have been determined and reported. 
Activation energies were found to range from 0 to 78 kJ mol-1.105, 109, 114, 116-119 The difference in these values 
was likely due to differences in operating parameters/conditions.  
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2.2.3 Calcium Looping Limitations 
2.2.3.1 Reduction in Carrying Capacity 
Previous studies have shown that the reversibility of the carbonation/calcination reaction is far from ideal. In 
theory, (not considering energetics) 1 mole of CaO should react with 1 mole of CO2 in the carbonator and then 
release 1 mole of CO2 in the calciner, and then continue to do so over many cycles. However, this is not the 
case in a real system. As the number of cycles increase, the ability of the sorbent to capture and release CO2 
deteriorates.120 A parameter known as the carrying capacity has been used to describe the ability of the sorbent 
to capture CO2. It can be quoted in moles of CO2 captured per mole of CaO sorbent or in terms of mass.121 One 
reason why Ca-based sorbents have received a great deal of attention is that they have a high carrying capacity 
(1 kg of CaO can capture up to 0.786 kg of CO2).122  
 
Figure 2.4 clearly depicts the two stages of carbonation mentioned in the previous sections of this chapter. 
There is a very rapid, kinetically-controlled reaction period followed by a slower diffusion-controlled step. 
Each peak represents the maximum carbonation conversion obtained in a single cycle.123 The figure also shows 
that the maximum conversion decays promptly with increasing carbonation/calcination cycles. Abanades and 
Alvarez110 proposed an empirical equation (Equation 2.6) to describe this trend: 
Equation 2.6: 
𝑋𝑁 = 𝑓𝑚
𝑁(1 − 𝑓𝑤) + 𝑓𝑤 
 
Here, N is the number of cycles, fw is the carrying capacity when the number of cycles approaches infinity, and 
fm is a constant that describes how fast the carrying capacity approaches fw. Values of fm=0.77 and fw=0.17 have 
been found as a good fit for various natural limestones.110, 120, 124-126 
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Figure 2.4: Results from a carbonation/calcination cycling experimental carried out in a TGA operated at 101 kPa under 
15 vol% CO2. Temperatures of 650 °C and 900 °C were used for carbonation and calcination, respectively (modified 
figure from Dean et al.95). 
 
Grasa and Abanades120 investigated the decline in sorbent activity when CaO was subject to an extensive 
amount of carbonation and calcination cycles (up to 500) in a TGA with calcination temperatures over 850 °C 
and carbonation temperatures around 650 °C. Various particle sizes (0.1-1 mm) and process conditions were 
investigated in the process. They noticed a rapid decline in carrying capacity during the first 20 cycles, but the 
carrying capacity eventually stabilised (at ~7.5-8%) for the rest of the experiment. Based on these results, a 
new equation to describe the decay in carrying capacity was proposed: 
Equation 2.7: 
𝑋𝑁 =
1
1
1 − 𝑋𝑟
+ 𝐾𝑁
+ 𝑋𝑟 
Here, K is the deactivation constant and Xr is the residual conversion. Values of K=0.52 and Xr=0.075 were 
reported to fit the author’s experimental data very well.120 However, there was no quantification of the error 
between the results. 
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There are several factors that can increase the rate of decay of the carrying capacity. These include sintering, 
loss of sorbent by attrition and elutriation of fines, and competing reactions (i.e. sulphation).127 
 
Sintering 
Most of the pores in limestone are found in the form of macropores and a small portion are found as micropores. 
Since different limestones have a different range of porosities, the specific surface areas of limestone can also 
vary substantially.93 A portion of the overall drop-off in carrying capacity is attributed to the loss in porosity 
of the sorbent. This can be caused by plugged pores during carbonation, or by sintering.128 Sintering of 
limestone refers to a change in pore shape, size and grain growth during heating. This denaturing process is 
exacerbated by prolonged exposure to high temperatures. Highly-sintering environments during calcination 
have been found to result the formation of a less reactive CaO. This effect can be seen in Figure 2.5. An 
increase in temperatures in excess of 900 °C, even in an inert atmosphere, significantly increases the rate of 
sorbent deactivation. This effect is further enhanced by the presence of CO2 and/or steam. 
 
Borgwardt129 derived a generalised expression (Equation 2.8) for sintering, which was based on a standard 
two-sphere model used by German and Munir:130 
Equation 2.8: 
(
𝑆0 − 𝑆
𝑆0
)
𝛾
= 𝐾𝑖𝑡 
 
Here, S0 is the initial specific surface area and S is the specific surface area at time t. Ki is a constant, which 
incorporates a diffusion coefficient and a surface tension term. The exponent, γ depends on the transport 
mechanisms: γ =1.1 for plastic flow, γ=2.7 for lattice diffusion, γ=3.3 for grain boundary diffusion, and γ=3.5 
for surface diffusion. For limestone, the exponent was found to be 2.7.  
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Figure 2.5: The effect of calcination temperature on the carrying capacity of Havelock limestone over a number 
of cycles inside a fluidised-bed reactor with a CO2 partial pressure of 0.15 atm (modified from Blamey et al.
27) 
 
Borgwardt129 characterised the initial stages of sintering as a random development of micropores within grain 
clusters along with the creation of a macropore network around the peripheries of these clusters. This leads to 
a large reduction in surface area while the porosity remains almost constant. After these grain clusters have 
lost the micropores due to contraction, the intermediate stage begins. The clusters coalesce, eliminating the 
macropores, which causes the particle to shrink and lose its porosity. The author suggested that this change in 
porosity can be described using Coble’s131 logarithmic law (Equation 2.9). The expression accounts for mass 
diffusion and continuous growth in grain size. 
Equation 2.9: 
𝜀0 − 𝜀(𝑡) = 𝐾𝑝 𝑙𝑛(𝑡 𝑡𝑖⁄ ) 
 
Here, ε(t) is the porosity at time t, and Kp contains the physical constants of diffusion. ε0 and ti are the porosity 
and time when the particle begins to shrink.  
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Borgwardt’s129 models have been derived based on sintering effects in an inert atmosphere. In a more realistic 
scenario, sintering will occur in a CO2 (and H2O) environment, which has been found to accelerate the surface 
area loss. Therefore, the models given by Equations 2.8 and 2.9 will most likely underestimate the rate of 
sintering in a calciner. To account for the effects of the CO2 and H2O, Borgwardt132 later proposed several 
empirical relationships to calculate the constants in these equations. 
 
Competing Sulphation Reaction 
CaO does not only react with CO2: it can also react with sulphur-containing compounds. These compounds 
can be found in the off-gas from combustors (as SO2) or gasifiers (as H2S). In fact, the desulphurisation process 
also uses Ca-based sorbents. According to Anthony and Granatstein,133 Ca-based sorbents are more likely to 
form CaSO4 as opposed to CaSO3 at temperatures >700 °C under oxidising conditions (the same conditions as 
the calciner). The sorbent can react with sulphur dioxide either directly or indirectly. These reactions can be 
seen in Equations 2.10 and 2.11:  
Equation 2.10: 
𝐶𝑎𝐶𝑂3 + 𝑆𝑂2 +
1
2⁄ 𝑂2 → 𝐶𝑎𝑆𝑂4 + 𝐶𝑂2    ∆𝐻𝑟,298 𝐾 = −324 𝑘𝐽 𝑚𝑜𝑙
−1 
 
Equation 2.11: 
𝐶𝑎𝑂 + 𝑆𝑂2 +
1
2⁄ 𝑂2 → 𝐶𝑎𝑆𝑂4    ∆𝐻𝑟,298 𝐾 = −502 𝑘𝐽 𝑚𝑜𝑙
−1 
 
Direct sulphation may ensue when the partial pressure of CO2 exceeds that of the equilibrium partial pressure. 
Under these conditions, calcination is inhibited, so the SO2 can react directly with CaCO3. In contrast, indirect 
sulphation takes effect when the partial pressure of CO2 is lower than the equilibrium partial pressure.134 Upon 
reaction, calcium sulphate will form on the outer surfaces of the sorbent and block the pores. The formation of 
the sulphate product layer reduces the permeability of the sorbent and therefore hinders the diffusion of CO2 
into it, leaving some parts of the core unreacted. In addition, since CaSO4 has a larger molar volume than 
CaCO3, the sulphate product layer will occupy more of the pore space. This results in a greater loss in carrying 
65 | P a g e  
  
capacity.93 In addition, the sulphation reaction is not readily reversible. Decomposition of CaSO4 can only be 
achieved at high temperatures (>1500 °C) in a reducing environment.93 Therefore, the sorbent is considered 
irreversibly exhausted once it has been converted to CaSO4. A potential solution to this problem is to install a 
desulphurisation unit upstream of the calcium looping reactors. 
 
Attrition 
Since Ca-based sorbents have been used in the desulphurisation process, the attrition of CaO during sulphur 
capture has already been studied extensively.135, 136 Attrition of CaO is attributed to its friable structure.  
 
Scala et al.136 have classified sorbent attrition in fluidised-bed reactors based on the size of the broken 
fragments and the associated breakage mechanism: primary fragmentation, secondary fragmentation, and 
abrasion. Primary fragmentation is caused by the thermal stresses and internal overpressures experienced by 
the particle the moment it is injected into a hot reactor. This yields either coarse or fine fragments. These 
products can be subsequently broken down by mechanical stresses that the particles experiences in the reactor. 
Secondary fragmentation, caused by high-velocity particle-particle or particle-wall collisions, creates coarse 
fragments. These coarse particles tend to have a long residence time in the reactor. Abrasion of the sorbent, on 
the other hand, generates fine particles, which are typically elutriated.137  
 
Furthermore, reactions such as calcination and sulphation have been reported to cause significant changes to 
the morphological and mechanical properties of the sorbents which influences the extent of attrition.138, 139 
Sulphation results in the formation of a tough sulphate shell around the particle, which decreases the rate of 
attrition, whereas calcination seems to increase the rate of attrition. In a paper by Scala and Salantino,137 the 
effects of calcination, sulphation, and re-carbonation on the extent of attrition under impact loading for five 
different types of limestone was investigated. They concluded that the calcined samples suffered the greatest 
degree of attrition, followed by sulphated, re-carbonated, and then raw limestone. In addition, they noticed that 
the extent of fragmentation eventually plateaus upon repeated impacting. This effect is supported by several 
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other findings as well which conclude that attrition is a time-dependant process which decays exponentially in 
rate.136, 140-142  
 
Since attrition leads to a net loss in the quantity of CaO in the calcium looping system, the overall carrying 
capacity is also reduced. Due to the effects of attrition (as well as deactivation of sorbent through sintering and 
sulphation reactions), a make-up stream is necessary to resupply the calcium looping system with fresh sorbent. 
 
2.2.4 Sorbent Improvement 
The intrinsic nature of CaO-based sorbents to deactivate during continuous cycling is a major problem. 
Consequently, a myriad of investigations into sorbent improvement techniques have been carried out. These 
techniques include the following: thermal pre-treatment, which involves controlled pre-calcination of the 
sorbent to attain a more stable pore structure;143 hydration of CaO to Ca(OH)2, which reactivates the sorbent;144, 
145 sorbent doping, to improve the activity of the sorbent;146, 147 and synthetic sorbents, which have more stable 
structures and/or higher surface areas.148-150 If the reader is interested, they may refer to a comprehensive 
review by Liu et al.151 or one by Blamey et al.27 for more information. 
 
2.3 State-of-the-art Carbon Capture with Biomass Conversion Processes 
Williams152 and Obersteiner et al.153 were some of the first to report the idea of capturing CO2 from biomass-
fired systems. Presently, there are various potential applications of CCS (either post-combustion, pre-
combustion or oxyfuel combustion) for biomass-based power generation. Oxy-fuel combustion of biomass in 
fluidised-bed and pulverised coal-fired boilers is currently being researched, but it has received relatively less 
attention along with post-combustion capture of CO2 from biomass fuel.154 Post-combustion capture processes 
do not depend on the source of CO2, so replacing coal or gas with biomass as the fuel should be relatively 
straightforward. On the other hand, there have been a wide range of technologies researched for pre-
combustion capture of CO2 released from biomass conversion: biomass integrated gasification combined cycle 
(IGCC) with CCS,155, 156 co-gasification with CCS,157, 158 and alternative methods of biomass gasification such 
as the absorption-enhanced reforming (AER) process.159-161  
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For the most part, research into CO2 capture from biomass has involved ex situ capture. However, it is also 
technically possible to capture the CO2 in situ as well. Florin and Harris162 carried out an extensive literature 
review on in situ capture of CO2 during biomass gasification. They suggested that metal oxides, particularly 
CaO materials (from an economic point of view), are the most suitable sorbents for in situ CO2 capture. Other 
CO2 capture techniques such as cryogenic separation, membranes and carbon-based adsorbents do not operate 
effectively under the process conditions required for biomass gasification. Gough and Upham163 have also 
carried out an extensive review on BECCS. 
 
2.3.1 Biomass Combustion with in situ CO2 Capture  
Abanades et al.164 have recently proposed a novel concept whereby CO2 generated from biomass combustion 
is captured in situ using the calcium looping cycle. This concept is built upon the fact that biomass can combust 
at the temperatures required for the carbonation reaction. The authors presented the process description, 
economics and feasibility in one paper,165 and the experimental work in another.166 
 
The basic design of this process (Figure 2.6) involves using a pair of interconnected circulating fluidised-bed 
reactors for the carbonator and calciner vessels. The combustion of biomass and capture of CO2 occur 
simultaneously in the combustor/carbonator. A subsequent oxy-fired calcination step is used to regenerate the 
CaCO3 and yield an almost pure stream of CO2 in the calciner.165  
 
The overall reactions for simultaneous biomass combustion and carbon capture can be portrayed by the 
following equations: 
Equation 2.12: 
𝐶 (𝑓𝑟𝑜𝑚 𝑏𝑖𝑜𝑚𝑎𝑠𝑠) + 𝐶𝑎𝑂 + 𝑂2(𝑓𝑟𝑜𝑚 𝑎𝑖𝑟) → 𝐶𝑎𝐶𝑂3 + ℎ𝑒𝑎𝑡 
𝐶𝑎𝐶𝑂3 + ℎ𝑒𝑎𝑡 (𝑓𝑟𝑜𝑚 𝑜𝑥𝑦 − 𝑓𝑢𝑒𝑙 𝑐𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛) → 𝐶𝑎𝑂 + 𝐶𝑂2 
 
Abanades et al.165 selected an operating temperature of 700 °C for the carbonator/combustion, and an excess 
air ratio of 10% to maximise the capture efficiency without significantly diminishing the combustion 
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efficiency. The operating temperature for the calciner was chosen to be 950 °C to facilitate fast calcination of 
CaCO3 in a CO2-rich atmosphere. To replicate Oxy-fuel conditions in the calciner, the investigators assumed 
an inlet oxygen concentration of 25 vol% with an excess oxygen ratio (the additional oxygen supplied on top 
of that required for stoichiometric combustion) of 10%. The remainder of the gas was comprised of steam and 
CO2 recycled from the exit of the calciner.  
 
 
Figure 2.6: Diagram of the biomass combustion with in situ CO2 capture concept (modified from Abanades et al.164). 
 
Alonso et al.166 tested the choice of the operating conditions highlighted above in a 30 kWth interconnected 
fluidised-bed test facility and proved it was technically feasible. The authors observed that the limestone (of 
Spanish origins) used in the process underwent intense attrition. The particle diameter reduced from 130-180 
μm down to 70-100 μm after 10 h of operation. One explanation for this observation is that the limestone was 
of poor quality and thus more friable. Three types of biomass (olive pits, pine saw dust and wood pellets), 
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which were sieved to <4 mm and dried, were used as fuel. The biomass was fed in via a screw feeding 
mechanism. The experiments produced noticeable emissions of CO and CH4. This was most likely caused by 
low combustion temperatures and insufficient mixing. The researchers were able demonstrate the feasibility 
the process and achieved CO2 capture efficiencies greater than 80%. They suggested that the experimental 
techniques were inadequate and further work should examine a greater range of operating conditions such as 
those used at the industrial scale. The concept of biomass combustion with in situ capture was further 
investigated in a larger fluidised-bed facility (300 kWth) by Alonso et al.167 The purpose of their work was to 
demonstrate its feasibility at a larger scale. The same conclusions were made.  
 
2.3.1.1 Process Limitations 
Although the concept of in situ capture of CO2 from biomass combustion with the calcium looping cycle has 
many advantages (as discussed above), there are a few limitations. These limitations are mainly associated 
with the low-temperature combustion process in this system. Low-temperature combustion is uncommon since 
most biomass combustion systems utilise temperatures of 800-900 °C.75 Low-temperature combustion may 
result in incomplete combustion. Incomplete combustion leads to problems such as slagging, fouling, char 
carryover, and tar production. Tar is a generic term for the high-boiling point constituents of product gas from 
the pyrolysis of biomass.168 Tars are usually thick dark-coloured liquids with a low condensation temperature. 
They contain a wide range of molecular weights, with most being heavier than benzene.169 Milne et al.168 
classified tars into four categories (primary tars, secondary tars, alkyl tertiary tars, and condensed tertiary tars). 
Primary tars, are derivatives of cellulose, hemicellulose and lignin; secondary tars are derivatives of primary 
tars and contain phenolics and olefins; alkyl tertiary tars are methyl derivatives of aromatics; and condensed 
tertiary tars are PAHs without substituents. The condensation of tars downstream of the combustor is a major 
problem as they can cause blockages and are difficult to remove.170 
 
The species of tar and the extent of tar production can be influenced by the heating rates, reactor configuration, 
and pressure.171 If fuel such as coal or biomass are introduced into a preheated fluidised-bed reactor, high levels 
of tar vapours would be released. At high temperatures, the primary tars will also crack into secondary tars due 
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to the high residence times in a fluidised-bed reactor. According to Kandiyoti et al.171 the tar yield will reach 
a maximum when the rate of tar generation matches the rate of tar cracking. This phenomenon occurs at 500-
600 °C for coals and 400-425 °C for softwoods.172 When the temperature is increased further, tar cracking 
dominates and the degree of tar destruction increases. Kandiyoti et al.171 also stated that the volatile and tar 
yields (for coal) increase (marginally) under a vacuum as the pressure forces the tar out of the particles. On the 
other hand, higher external pressures (up to 5 bars) have been reported to reduce the tar yield (of coals) by 
slowing down the diffusion of volatiles to the particle surface and the flow of volatiles from the particle surface 
to the surrounding gas. The effects of pressure on the tar yields have been based on experimental work 
involving coal only, so future work should investigate the influence of pressure on biomass tar yields as well. 
 
Clearly, a method for promoting tar destruction is to increase the reaction temperature. However, for the 
purpose of in situ capture with the calcium looping cycle, this is not so straightforward. The carbonation 
reaction, as mentioned previously, is reversible and not thermodynamically favourable at high temperatures. 
This is one of the reasons that in situ capture of CO2 from coal combustion is a less attractive alternative. One 
way around this is to raise the pressure of the reactor. 
 
Interestingly, aside from increasing the temperature to crack tars, the presence of CaO has also been found to 
crack tars.173-177 Yongbin et al.173 demonstrated the cracking of coal tars with CaO in the freeboard of a 
fluidised-bed reactor. The authors observed tar conversions of over 90% at 700 °C and 750 °C. They reported 
that at 650 °C, the degree of tar cracking was only significant when the residence time was longer than 3 s. 
The authors reported a first-order expression for the rate of tar cracking and a 30-45% drop in activation energy 
in the presence of 6-12% (assumed to be wt%, but is not explicitly stated in the text) of CaO. Lit et al.174 
investigated the use of CaO as a tar cracking catalyst in a lab-scale biomass gasification reactor at 700 °C. 
They reported an increase in the efficiency of tar cracking from 29% (for thermal cracking without CaO) to 
66% (thermal cracking in the presence of CaO).  
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It is clear that the combination of biomass combustion and the calcium looping system have potential 
synergistic properties (i.e. similar operating temperature and potential for tar cracking). However, a more 
detailed examination and therefore lab-scale research is required. Chapter 3 will examine the effects of 
temperature and pressure on the in situ capture of CO2 from biomass combustion, and how the operating 
conditions affect the degree of CO2 capture and tar yield.  
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Chapter 3 Biomass Combustion with in situ CO2 
Capture using a Natural CaO-based Sorbent 
3.1 Introduction 
It was clear from the literature review that in situ capture of CO2 with the calcium looping cycle during biomass 
combustion seems promising. Not only can it potentially achieve negative emissions to combat climate change 
and reduce the number of unit operations to save costs but biomass combustion and calcium looping for CO2 
capture are also highly compatible. The temperatures at which biomass can combust match well with the 
temperatures required for CO2 capture with CaO-based sorbents (~650 °C). Unfortunately, there is a lack of 
data for this particular combination of technologies. Pilot-scale experiments166, 167 have demonstrated that the 
concept works, but have not considered potential drawbacks of the process. 
 
Low-temperature combustion of biomass has issues such as the production of tar (which may cause problems 
for downstream processes) and char carryover into the calciner. Although increasing the combustion 
temperature would solve these problems, high temperatures are thermodynamically unfavourable for the 
carbonation reaction. One possible solution is to mildly pressurise the process and make the carbonation 
reaction more thermodynamically favourable at higher temperatures. This chapter will, therefore, examine the 
effects of mild pressurisation on the process and the effects of different operating conditions on the tar yield.  
 
Firstly, the effects of different operating parameters on the biomass combustion both with and without in situ 
CO2 capture will be discussed. To execute this work, a 3 kWe bench-scale pressurised fluidised-bed reactor, 
abbreviated to PFBR in this thesis, with pressurised injection capabilities was used. Batches of biomass were 
injected into either a fluidised bed of sand (standard combustion) or a fluidised bed mixture of sand and CaO 
(in situ capture) with a fluidising gas containing O2, CO2 and N2. The calculated carbon and oxygen recoveries 
are presented along with the gas yields for a range of different operating conditions in the results section. In 
addition, the degree of CO2 capture achieved in the system containing the CaO bed will be presented. 
73 | P a g e  
  
Gravimetric, UVF and SEC analysis of the tars produced from both processes were also examined. Finally, 
the influence of the type of biomass fuel for the in situ capture process will be presented. 
 
Initially, an atmospheric fluidised-bed reactor (AFBR) was used to conduct a series of preliminary experiments; 
however, there was a significant degree of freeboard devolatilisation of the biomass since it was fed through 
the top of the reactor. This meant that an accurate carbon mole balance could not be obtained. The description 
of the AFBR equipment and the preliminary results can be found in Appendix B. 
 
3.2 Experimental 
3.2.1 Materials  
The main biomass used for the majority of experiments presented in this chapter was beech wood (J. 
Rettenmaier & Söhne GmbH + Co. KG). Other types of biomass which were used include the following: 
miscanthus (harvested from Imperial College Silwood Park campus), orange peel (from Midknight oranges 
grown by Alliance Fruit Ltd in South Africa), olive stone (from Nocelllara del Belice green olives grown in 
Sicily, Italy), Norwegian pine wood (Viken Skog), and rice husk (collected from a field in Uttar Pradesh, 
northern India). These biomasses were selected to give a wide representation of the different categories of 
biomass: hardwood (beech wood), softwood (pine wood), agricultural residues (olive stone, orange peel, rice 
husk), and an herbaceous energy crop (miscanthus).  
 
The characteristics of the biomasses were determined via ultimate and proximate analysis. The ultimate 
analysis gives the elemental composition, and the proximate analysis is used to determine the fixed carbon, 
volatile matter, ash and moisture content. The fixed carbon and volatile content governs the fuel’s reactivity, 
the moisture content can influence the combustion efficiency, and the ash can cause corrosion as well as lead 
to slag formation. The ultimate analysis was determined by a third party (Sheffield University, UK) using 
elemental analysis. The proximate analysis was carried out using a Q5000 IR series thermogravimetric analyser 
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(TGA) made by TA instruments. Table 3.1 shows the ultimate and proximate analysis for the different 
biomasses: 
  
Table 3.1: The ultimate and proximate analysis of the different types of biomass used in this investigation. 
 
Biomass 
Type 
 
 
Ultimate Analysis (wt%)daf 
 
Proximate Analysis (wt%) 
 
 
 
C 
 
 
H* 
 
 
N 
 
 
O† 
 
 
S 
 
 
Fixed 
Carbondaf 
 
 
Volatilesdaf 
 
 
Moisture 
 
 
Ashdb 
 
 
Beech 
wood 
 
 
49.3 
 
 
5.5 
 
 
0.3 
 
 
44.9 
 
 
<0.04 
 
 
14.7 
 
85.3 5.9 0.6 
 
Miscanthus 
 
48.6 6.1 0.1 45.1 0.1 
 
14.3 
 
85.7 5.5 1.1 
 
Olive stone 
 
51.9 7.2 0.5 40.4 0 
 
21.2 
 
78.8 5.6 0.5 
 
Orange peel 
 
44.0 7.1 0.9 48.0 0 
 
21.6 
 
78.4 5.1 3.6 
 
Pine wood 
 
51.7 7.0 0 40.9 0.4 
 
13.4 
 
86.6 5.9 1.5 
 
Rice husk 
 
 
50.0 
 
 
6.8 
 
 
1.0 
 
 
41.6 
 
 
0.6 
 
 
19.3 
 
80.7 5.9 17.7 
 
daf dry, ash-free basis 
db dry basis 
*not including H in the moisture 
†calculated by difference 
 
The energy content/heating value of each biomass was estimated from the ultimate analysis of the fuel with an 
equation developed by Sheng and Azevedo:55  
Equation 3.1: 
𝐻𝐻𝑉𝑈𝑙𝑡𝑖𝑚𝑎𝑡𝑒(𝑀𝐽 𝑘𝑔
−1) = −1.3675 + 0.3137𝐶 + 0.7009𝐻 + 0.0318𝑂∗ 
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Here, C and H represent the wt% (dry basis) of carbon and hydrogen, respectively. The symbol, O* represents 
the rest of the constituents (100-C-H-Ash). This expression was reported to have the lowest average absolute 
error and lowest average biased error out of all the equations for determining the HHV proposed prior to its 
development. Although there are methods to estimate the HHV through the proximate analysis, they are 
universally considered less accurate.55 Sheng and Azevedo55 proposed the following expression for 
determining the HHV using proximate analysis data: 
Equation 3.2: 
𝐻𝐻𝑉𝑃𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 (𝑀𝐽 𝑘𝑔
−1) = 19.914 − 0.2324𝐴𝑠ℎ 
 
Here, Ash is the wt% (dry basis) of the ash content in the biomass. The HHV for each of the biomass are shown 
in Table 3.2. 
 
Table 3.2: High heating values (HHVs) of the biomasses used in this investigation. 
Biomass Type: Beech wood  Miscanthus 
Olive 
stone 
Orange 
Peel 
Pine 
wood 
Rice 
Husk 
HHVUltimate  
(MJ kg-1)  
19.3 19.4 21.1 18.3 20.7 17.1 
HHVUltimate 
 (MJ m-3) 
5920 3610 8130 6520 4690 6470 
HHVProxiamte 
 (MJ kg-1) 
19.8 19.7 19.8 19.1 19.6 15.8 
HHVProximate 
 (MJ m-3) 
6080 3660 7620 6820 4420 5980 
 
 
Beech wood was chosen as the main biomass as it combusts well, produces a steady flame and is frequently 
used in log fires. Hardwoods and softwoods have high HHVs, making them desirable for energy production in 
a power station. However, softwoods are less dense, so a larger volume must be burned to generate the same 
quantity of heat. Wood fuels are easier to characterise compared to agricultural residues and feeds much more 
smoothly than herbaceous fuel.  
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The biomasses were first ground down with a biomass cutter (Retsch SM 2000 Heavy-Duty Cutting Mill). 
Then they were sieved down to a size fraction of 212-300 μm using 200 mm diameter test sieves that conform 
to British Standard BS 410-1:2000 (supplied by Impact Test Equipment Ltd.). The sieves were placed in a 
sieve shaker for 1 hour before being shaken by hand to produce the desired particle sizes.  
 
Sand (G60 white silica sand supplied by David Ball Group PLC with a purity >98%) was used as the bed 
material. The sand was sieved with the same method as with the biomass. The sand was sieved to a size fraction 
range of 425-500 μm. Natural Longcliffe limestone (~98% purity of CaCO3) sieved to a size fraction of 212-
355 μm was used as the precursor for the CaO-based sorbent in the in situ capture experiments. Table 3.3 gives 
the composition of the sand and limestone. The data for the sand was taken from Dr Boot-Handford’s PhD 
thesis178 and the data for the limestone was adjusted (for units) based on data from Al-Jeboori et al.179 (Both 
sources of data come from within the same research group.) 
 
Table 3.3: XRF composition analysis of sand and Longcliffe limestone. 
Component Sand (wt%) Longcliffe Limestone (wt%) 
CaCO3 0.20 97.94 
SiO2 98.41 0.26 
MgO 0.00 1.23 
Fe2O3 0.10 0.01 
Al2O3 1.09 0.10 
P2O5 0.00 0.00 
SO3 0.00 0.00 
K2O 0.17 0.05 
SrO 0.00 0.00 
MnO 0.00 0.41 
NiO 0.00 0.00 
TiO2 0.03 0.00 
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3.2.2 Experimental Equipment 
3.2.2.1 Thermogravimetric Analyser (TGA) 
The TGA consisted of an evolved gas analysis furnace and an autosampler (25-sample carousel) on to which 
the reactant sample was loaded. The reactant gases were supplied by gas cylinders (BOC). These included 
compressed air, oxygen-free N2 (99.998% purity) and a 100 vol% CO2 (99.9% purity) gas cylinder. Mass flow 
controllers (MFCs) which were supplied by Brooks Instruments were used to control the flow rate of these 
gases so accurate gas mixing could be achieved. The MFCs were controlled through the computer program, 
Agilent VEETM Pro 7.0.  
 
The TGA offers direct measurements in the weight change of the reactant over time. It is simple to operate and 
only requires small quantities of sample (< 20 mg). The heating rate of the TGA is high, so the temperature 
could be adjusted quickly. The model used in this investigation had an automated sampling system, so several 
experiments could be run in succession with minimal effort. 
 
3.2.2.2 Bench-scale Pressurised Fluidised-Bed Reactor (PFBR) 
The reactor used in this series of experiments has been previously reported in a paper by Zhang et al.180 
Although strictly speaking the fluidised-bed reactor mentioned in this thesis is a pressurised spouted-bed 
reactor, the design of the reactor and the operating conditions were chosen so that the reactor behaved similarly 
to a fluidised bed. The reactor was built by Dr Zili Zhang180 and was modified for the work presented in this 
thesis.  
 
The reaction vessel was a 30 mm OD quartz liner with an inverted conical base at the inlet. The base had an 
aperture angle of 60˚ to allow good circulation and to avoid excessive localised solid accumulation. This design 
was chosen to allow solid feeding through the bottom of the reactor. (Solid feeding through the bottom cannot 
be achieved if a distributor plate was positioned at the inlet as it would block the solids.) The quartz liner was 
placed within an Incolloy® Alloy 800HT cylindrical tube of 48 mm OD which was used as a pressure vessel. 
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The liner was held in place by a stainless steel counter weight. The tube was designed to withstand pressures 
up to 30 bara and temperatures up to 1000 °C.  
.  
Figure 3.1: 2D drawing of the 3 kWe PFBR. 
 
Figure 3.1 shows a simple 2D drawing of the reactor. Each end of the pressure vessel was held together by two 
pairs of flanges, which were fixed in place by eight stainless steel M10 bolts. Copper o-rings were used to seal 
the gap between the flanges. This design was advantageous as it was possible to assemble/disassemble the 
reactor.  
The pressure vessel (made from Incoloy® Alloy 800HT) was heated via two pairs of removable copper 
electrodes, which were bolted to its wall. The power was supplied by a transformer (1600 A, 2 V) through 24 
insulated cables (75 mm2 CSA, 800 mm L). The electrode and cables were water-cooled with soft copper coils 
(⅛″ OD) which were linked together by silicone tubing. Three layers of Superwool® 607 Max Blanket (RS 
Components) were used to insulate the Incoloy tube and electrodes. Type ‘K’ Inconel thermocouples (TC 
Direct) were used to measure the temperatures at the wall (of the Incolloy tube) and in the fluidised bed (100 
mm above the inlet of the quartz liner). 
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The solid feeding system (made solely from Swagelok® components) functioned similarly to a lock hopper. 
The solid feed was loaded into a 50 ml sample cylinder which was pressurised by controlling a back-pressure 
regulator. A plug valve was positioned between the reactor and the sample cylinder to control the pneumatic 
injection of the sample into the reactor. The U-bend, which connected the plug valve to the reactor inlet was 
preheated using a heating tape (Omega) and insulated by a layer of Superwool. The heating tape was powered 
by a control box (built in-house from materials purchased from RS Components). Preheating was necessary as 
it minimised the temperature drop caused by the sudden injection of pressurised gas during feeding. This 
allowed better temperature control. 
 
The gases used in this setup were also supplied through BOC cylinders. These included a CO2 cylinder (99.9% 
purity), a compressed air cylinder (21 ± 0.5 vol% O2 balanced in N2), an oxygen-free N2 cylinder (99.998% 
purity) and a specially-made calibration gas cylinder (15.07 vol% CO2, 9.97 vol% CO and 10.04 vol% CH4 
balanced by N2). The gas flow rate was controlled with Bronkhorst EL-Flow® Select Series Mass Flow 
Controllers (MFCs). Mounted single-stage regulators (The Gas Safety Co.) were installed to allow splitting 
and redirection of certain gases to different parts of the reactor system. 
The off-gas from the reactor was passed through an ice-bath-cooled trap (a vertical 1″ tube of stainless steel 
immersed in a 2 L measuring cylinder containing water and ice) and a horizontally-orientated particulate trap 
(packed with glass wool). The effluent leaving the traps was then passed through a pressure transducer 
(Bronkhorst) and a pressure control valve (Bronkhorst) before being split into a ‘vent’ gas stream and a 
‘sample’ gas stream. The ‘vent’ gas was released into the extraction system/burner while the ‘sample’ gas was 
sent to an IR analyser (MGA3000C Multi-Gas Analyser from ADC Gas Analysis). The IR analyser had a built-
in electrochemical oxygen sensor, so it could measure the concentrations of O2 along with CO2, CO and CH4. 
 
A computer code was written using the Agilent VEE software to control the MFCs and the pressure control 
valve set-points. A simple PID algorithm was used to control the wall and bed temperatures by regulating the 
power output from the transformer. The process output variables (including the gas analyser output) were 
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recorded with data acquisition cards: RedLab-1208FS (Meilhaus Electronic) and USB-1208FS (Measurement 
ComputingTM). The electronic equipment was linked to the lab computer through an in-house built control box 
(Hot Rod Temperature Control Box). A schematic diagram of the full reactor setup can be seen in Figure 4.2 
in Chapter 4. 
 
3.2.3 Experimental Methods 
3.2.3.1 Biomass Proximate Analysis 
To carry out the proximate analysis on the TGA, the empty sample pans (made of platinum to withstand 
temperatures up to 1000 °C) were first loaded into the TGA furnace to determine their tare weights. A sample 
of each biomass was then weighed out onto the sample pans, which were loaded onto the auto sampler carousel. 
The specialised computer program, TA Universal Analysis 2000, was used to set up and run the proximate 
analysis.  
 
Each sample was heated at a rate of 60 °C min-1 under a N2 flow rate of 50 ml min-1 to 110 °C. After maintaining 
this temperature for 20 minutes, the sample was heated at a rate of 30 °C min-1 to 600 °C and kept isothermal 
for another 20 minutes. The gas was then switched from pure N2 to a mixture containing 10 vol% O2 (balanced 
by N2) for 30 minutes. The sample was then cooled down, taken out of the TGA, and disposed of. 
 
3.2.3.2 Experimental Procedure for Biomass Combustion with and without in situ CO2 Capture 
Experiments in the PFBR 
Since biomass combustion produces tars, the reactor was disassembled and cleaned with acetone prior to every 
experiment. A batch of approximately 15 g of glass wool was then added to the horizontally-orientated 
particulate trap to capture the tar.  
 
To ensure that there were no gas leakages once the reactor was reassembled, the reactor system was leak tested 
prior to every experiment. The reactor was pressurised to at least 7 bara (2 bara more than the maximum 
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pressure used in the experiments) with N2 gas, and the rate of leakage was measured. Provided the leak was 
within an acceptable range (<1 ml s-1 at 7 bara), an experiment was carried out. 
 
Firstly, the pressure control valve was opened to allow gas to pass from the reactor outlet to the vent and the 
gas analyser. Due to the pressure drop in the system, the lowest pressure the pressure control valve could 
(accurately) control to was 1.5 bara. Next, the water tap was switched on to provide water flow to the soft 
copper coils/cooling tubes around the copper electrodes. The transformer was then switched on to supply 
power to the electrodes. Agilent VEE was then opened and a N2 flow of 50 ml s-1 was set for the fluidising gas 
into the bottom of the reactor. The desired set-point temperature (of the reactor wall) was also specified. The 
Agilent VEE code had two options for temperature control: ‘wall temperature control’ and ‘bed temperature 
control’. For the former option, the program attempts to control the temperature of the reactor wall (as opposed 
to the bed). This allowed better temperature control when heating up the reactor. 
 
A second N2 flow (of 15 ml s-1) was concurrently directed into the zero port of the gas analyser to purge the 
gas cells. When the set-point temperature was reached, 50 g (25 g for the CO2 capture experiments) of sand 
(425-500 μm) was added through the top of the reactor to make the fluidised bed. The temperature was then 
allowed to equilibrate (the addition of sand dropped the temperature within the reactor). Once the temperature 
reached the set-point temperature again, the flow rate of N2 into the reactor was increased from 50 ml s-1 to 
approximately 2.5 times the Umf at the set-point temperature. The fluidisation velocity was determined based 
on preliminary tests and fluidisation calculations (see Section B.2 in Appendix B). A single-point calibration 
was then carried out. The specially-made calibration gas mixture was mixed in a 1:1 (v/v) ratio with N2 and 
passed through the gas analyser for 120 s. The calibration was carried out to make sure that the signal from the 
gas analyser was correct. The single-point calibration was repeated to ensure there were no mistakes such as 
entering the wrong flow rates or opening the wrong valves. Next, the reactor was purged with N2 for a few 
minutes before the single-point calibration for O2 was carried out (using the compressed air cylinder).  
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For the in situ CO2 capture experiments, 44.6 g (the equivalent of 25 g of CaO when calcined) of Longcliffe 
limestone (212-355 μm) was then added. In these experiments, the reactor bed temperature was then ramped 
up to 850 °C and held isothermal for 30 minutes to calcine the limestone into CaO. Complete calcination was 
marked by a cease in the production of CO2 (which can be observed from the gas analyser output). Afterwards, 
the reactor was cooled back down to the desired set-point temperature for the experiment. Next (for both in 
situ capture and standard combustion experiments), the reactor was pressurised to the desired operating 
pressure and the fluidising flow rates were adjusted accordingly (to maintain the U/Umf ratio). The fluidising 
gas was consisted of 18.9 vol% O2, and a baseline of CO2 balanced by N2. The measuring cylinder (connected 
to the vertical trap) was then filled with ice, water and salt. The salt-ice bath was used to condense out the tars 
produced from the combustion reaction. 
 
A baseline concentration of CO2 was added to the fluidising gas to keep the partial pressure of CO2 above the 
equilibrium level. This was necessary to prevent re-calcination of the CaO after it had captured the CO2 from 
combustion (see Section 3.3.2.1 for more details). Table 3.4 lists the fluidising flow rates and gas compositions 
for each operating condition that was examined.   
  
Table 3.4: Operating conditions for the combustion/capture experiments performed in this investigation. 
Temperature 
(°C) 
550 600 650 700 750 
Pressure 
(bara) 
1.5 5 1.5 5 1.5 3 5 1.5 3 5 1.5 3 5 
Fluidising 
Flow Rate  
(ml s-1) 
84.5 281.7 76.7 255.7 70 140 233.3 64 128 213.3 59 118 196.7 
Feeding Flow 
Rate (ml s-1) 
8.41 28.12 7.50 25.40 6.46 13.46 22.79 4.86 11.26 19.79 1.95 7.85 15.71 
Inlet CO2 
concentration 
(vol%) 
0.05 0.02 0.22 0.06 0.77 0.39 0.23 2.41 1.21 0.72 6.70 3.35 2.01 
Inlet O2 
concentration 
(vol%) 
18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9 
  
After inputting the correct fluidising gas flow rate and composition into Agilent VEE, the temperature control 
was switched from ‘wall temperature control’ to ‘bed temperature control’. After allowing 10 minutes for the 
fluidising gas flow to stabilise and the temperature to be controlled within ±5 °C of the set-point temperature, 
a blank feed (a pressure injection without a reactive sample) was carried out. The sample cylinder was 
pressurised to 0.25 bar above the operating pressure with a flow rate of N2 (given in Table 3.4). Once the 
pressure had stabilised in both the sample cylinder and within the reactor (pressurising the sample cylinder 
causes a fluctuation in the reactor system due to the redirection of gas), the plug valve connecting the sample 
cylinder to the reactor inlet was opened to release the pressurised pulse of gas. The feeding system is shown 
in Figure 3.2. 
 
Figure 3.2: Diagram of the pressurised feeding system for the PFBR. 
 
The left-hand side of the diagram (denoted as A) shows the gas flow during normal operation of the reactor. 
Here, the gas by-passes (the blue arrows indicate the flow of gas) the sample cylinder and travels straight to 
the reactor inlet. The right-hand side (denoted as B) shows the gas flow during pressure injection (for feeding). 
Here, the ball and plug valves were opened to direct the gas through the sample cylinder and into the reactor. 
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The results of the blank feed were used to distinguish between the inherent changes in the system due to 
pressure injection and the changes due to reaction. The sudden injection of gas during the blank feed would 
also cause a temperature drop because of the difference in temperature between the fluidised bed and the inlet 
gas. In the case of a large temperature drop (>5 °C), the power output from the transformer would be adjusted 
and the blank feed would be repeated.  
 
After a successful blank feed was carried out, the valves at both ends of the sample cylinder were shut off and 
the sample cylinder was disconnected from the ball valve. A sample of biomass (0.1 ± 0.01 g) was then weighed 
out and poured into the sample cylinder. The sample cylinder was then reconnected and the ball valve was 
opened to pressurise the sample cylinder. Once the conditions had stabilised within the reactor, the plug valve 
was opened to allow the gas and sample into the reactor. A spanner was used to knock the side of the sample 
cylinder for ~10 s to help facilitate the flow of the biomass into the system. Without the continuous impact, 
the biomass would often stick to the sides of the sample cylinder.  
 
Two to three repeats of sample injection were carried out before the reactor was cooled down and shut off. The 
power from the transformer and heating box was stopped and the pressure and fluidising gas flow were slowly 
reduced (to prevent elutriation). Once the reactor wall temperature dropped below 400 °C, the cooling water 
supply for the copper electrodes was switched off. The gas cylinders were then shut off. Once the reactor wall 
temperature dropped below 100 °C, it was then possible to disassemble the reactor for cleaning and set up for 
the next set of experiments. A full standard operating procedure (SOP) can be found in Appendix A. 
 
Tar Collection Experiments 
Prior to each experiment, the entire reactor was disassembled and cleaned thoroughly with a solvent mixture 
of chloroform/methanol (4/1, v/v). Two pieces of glass wool (6 g each) were washed with the same solvent 
before and then dried inside a drying cabinet (operated at 40 °C) for 1 h. One piece of glass wool was placed 
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in the horizontal trap, and the other piece was placed in the vertical trap. The glass wool was used to trap 
particulates and to maximise the area for the tar to condense onto. 
 
The same experimental procedure (for in situ capture and/or standard combustion) was then followed. The 
only difference was that only a single batch (five batches for the in situ capture experiments) of biomass was 
fed into the reactor per experiment. The sample size of the biomass was revised to 0.3 g (from 0.1 g) to 
maximise the tar yield. (The selection of process conditions for tar yield measurements will be discussed in 
more detail in Section 3.3.2.4.)  
 
After the experiment, the reactor was cooled down under N2 and then disassembled. The tar collection and 
measurement process was carried out by Dr Matthew Boot-Handford. To extract the tar, the following 
components of the reactor were carefully washed with the chloroform/methanol solvent: the glass wool, the 
quartz liner, the top flange, the counter weight, the thermocouple, the vertical trap, the horizontal trap, and the 
gas line used to connect the vertical trap to the top flange. The mixture of tar and the chloroform/methanol 
solvent was collected into a beaker and then filtered into a round-bottomed flask through a piece of Whatman 
no. 1 filter paper. The filtrate was then placed into a rotary evaporator (BUCHI-Rotavapor 3000) to evaporate 
the solvent. The operating conditions of the evaporator were set to 0.337 bara and 60 °C with a rotation speed 
of 40 rpm. These conditions were selected to limit polymerisation and other interactions which may occur 
during the removal of the solvent. The leftover tar was then retrieved from the evaporator and transferred into 
two pre-weighed aluminium beakers (one for the tar collected from the reactor components and one for the tar 
collected from the glass wool and the traps) using a small amount of the chloroform/methanol solvent. The 
beakers were then placed into a N2-purged circulating oven at 35 °C to dry for 2 h to evaporate any residual 
solvent. The beakers of tar were then taken out and placed on a measuring balance for 10 min to record the 
weight. To ensure accurate measurements were obtained, the weight change of the aluminium beakers when 
subject to temperature changes was also factored into the calculation. The cleaning protocol is explained in 
more detail in the PhD thesis of Dr Matthew Boot-Handford.178 
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3.2.3.3 Data Processing 
Adjusting for Pressure Fluctuation During Feeding in the PFBR 
Since the biomass was pressure-injected into the reactor, a sudden pulse of N2 gas would also be sent into the 
reactor along with the sample. The pulse of gas creates a pressure transient which results in an instantaneous 
increase in the outlet gas flow rate. Consequently, the gas concentration measured by the gas analyser 
experiences a small drop in value. The change in the measured gas concentration meant it was more difficult 
to calculate the true outlet gas flow rate. In order to determine the true outlet flow rate, it was first necessary 
to quantify the change in flow rate caused by the disturbance. An expression for the disturbance/sudden pulse 
of N2, denoted as δN2in, was determined using a mole balance for the blank feed (shown in Figure 3.3). 
 
 
 
 
 
 
 
Figure 3.3: Mole balance for blank feed into the PFBR with no reaction. 
 
For the blank feed, the individual component mole balances are given by the following set of equations: 
𝑂2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝑂2 𝑖𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝑂2 𝑜𝑢𝑡 
 
𝐶𝑂2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑜𝑢𝑡 
 
Reactor 
nin= nO2in + nCO2in + nCOin + nCH4in + nN2in nout= nO2in + nCO2in + nCOin + nCH4in + nN2in + δN2in 
 
δN2in 
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𝐶𝑂 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂𝑖𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝑂𝑜𝑢𝑡 
 
𝐶𝐻4 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝐻4 𝑖𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝐻4 𝑜𝑢𝑡  
 
𝑁2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝑁2 𝑖𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝑁2 𝑜𝑢𝑡  
 
Rearranging the above mole balances in terms of δN2,in gives the following:  
(𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛) =
(𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝑂2 𝑖𝑛
𝑦𝑂2 𝑜𝑢𝑡
 
 
Equation 3.3: 
𝛿𝑁2 𝑖𝑛 =
(𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝑂2 𝑖𝑛
𝑦𝑂2 𝑜𝑢𝑡 𝑒
− (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)  
 
The expression given by Equation 3.3 was then substituted into the mole balances for sample injection (shown 
in Figure 3.4) to obtain the true outlet flow rate of N2 during reaction. 
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Figure 3.4: Mole balance for the combustion reaction which incorporates the effects of the additional pulse of N2 during 
pressurised feeding in the PFBR. 
 
For Reaction: 
𝑂2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝑂2 𝑖𝑛 − 𝑛𝑂2,𝐶𝑜𝑛𝑠
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝑂2,𝐶𝑜𝑛𝑠 + 𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
+ 𝑛𝐶𝐻4,𝐺𝑒𝑛) 𝑦𝑂2 𝑜𝑢𝑡 
 
𝐶𝑂2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2,𝐺𝑒𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝑂2,𝐶𝑜𝑛𝑠 + 𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
+ 𝑛𝐶𝐻4,𝐺𝑒𝑛) 𝑦𝐶𝑂2 𝑜𝑢𝑡 
 
𝐶𝑂 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂𝑖𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝑂2,𝐶𝑜𝑛𝑠 + 𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
+ 𝑛𝐶𝐻4,𝐺𝑒𝑛) 𝑦𝐶𝑂𝑜𝑢𝑡 
-nO2consumed + nCO2generated + nCOgenerated + nCH4generated 
Reactor 
nin= nO2in + nCO2in + nCOin + nCH4in + nN2in nout= nO2in + nCO2in + nCOin + nCH4in + nN2in + δN2in 
δN2in 
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𝐶𝐻4 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝐻4 𝑖𝑛 + 𝑛𝐶𝐻4,𝐺𝑒𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝑂2,𝐶𝑜𝑛𝑠 + 𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
+ 𝑛𝐶𝐻4,𝐺𝑒𝑛) 𝑦𝐶𝐻4 𝑜𝑢𝑡 
 
𝑁2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑋𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛
= (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝑂2,𝐶𝑜𝑛𝑠 + 𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
+ 𝑛𝐶𝐻4,𝐺𝑒𝑛) 𝑦𝑁2 𝑜𝑢𝑡 
 
The component mole balances were rearranged to give the following expression for the true total outlet (molar) 
flow rate, nout(true). 
 
From N2 balance (substitute for yN2): 
Equation 3.4: 
𝑛𝑜𝑢𝑡(𝑡𝑟𝑢𝑒) = (𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝑂2,𝐶𝑜𝑛𝑠 + 𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
+ 𝑛𝐶𝐻4,𝐺𝑒𝑛)
= {(𝑛𝑂2 𝑖𝑛 + 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝐶𝑂𝑖𝑛 + 𝑛𝐶𝐻4 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)(1 − 𝑦𝑂2 𝑖𝑛 − 𝑦𝐶𝑂2 𝑖𝑛 − 𝑦𝐶𝑂𝑖𝑛 − 𝑦𝐶𝐻4 𝑖𝑛)
+ 𝛿𝑁2 𝑖𝑛}/(1 − 𝑦𝑂2 𝑜𝑢𝑡 − 𝑦𝐶𝑂2 𝑜𝑢𝑡 − 𝑦𝐶𝑂𝑜𝑢𝑡 − 𝑦𝐶𝐻4 𝑜𝑢𝑡) 
 
Determining Molar Consumption/Generation, Recoveries and Degree of CO2 Captured 
Equations 3.5 to 3.8 show the final mole balances (and definition of gas yields and consumption) for the 
product and reactant gases where nout(true) was calculated with Equation 3.4. 
Equation 3.5: 
𝑛𝑂2,𝐶𝑜𝑛𝑠 = 𝑛𝑖𝑛𝑦𝑂2 𝑖𝑛 − 𝑛𝑜𝑢𝑡(𝑡𝑟𝑢𝑒)𝑦𝑂2 𝑜𝑢𝑡 
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Equation 3.6: 
𝑛𝐶𝑂2,𝐺𝑒𝑛 = 𝑛𝑜𝑢𝑡(𝑡𝑟𝑢𝑒)𝑦𝐶𝑂2 𝑜𝑢𝑡 − 𝑛𝑖𝑛𝑦𝐶𝑂2 𝑖𝑛 
 
Equation 3.7: 
𝑛𝐶𝑂𝐺𝑒𝑛 = 𝑛𝑜𝑢𝑡(𝑡𝑟𝑢𝑒)𝑦𝐶𝑂𝑜𝑢𝑡 − 𝑛𝑖𝑛𝑦𝐶𝑂𝑖𝑛 
 
Equation 3.8: 
𝑛𝐶𝐻4,𝐺𝑒𝑛 = 𝑛𝑜𝑢𝑡(𝑡𝑟𝑢𝑒)𝑦𝐶𝐻4 𝑜𝑢𝑡 − 𝑛𝑖𝑛𝑦𝐶𝐻4 𝑖𝑛 
 
From these expressions, the carbon recovery, oxygen recovery and CO2 captured were calculated. Equation 
3.9 shows the expression used to calculate the (gaseous) carbon recovery. 
Equation 3.9: 
XC = Carbon Recovery(%) =
𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛 + 𝑛𝐶𝐻4,𝐺𝑒𝑛
𝐶 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝐶
×100% 
 
 
The (gaseous) carbon recovery was defined as the ratio of the moles of carbon (C) given off as CO2, CO and 
CH4 to the moles of carbon in the biomass.  
 
Since the concentration of steam produced during combustion was not measured, it was more difficult to 
accurately define the oxygen recovery with a single expression. Instead, the oxygen recovery was calculated 
using three different methods (Method 1-3) to give a range of estimates for the ‘true’ oxygen recovery. The 
methods are represented by Equations 3.10-3.12. Method 1 (Equation 3.10) assumes that the only oxygen-
containing products were CO and CO2. This method gives the most conservative estimation of the ‘true’ 
oxygen recovery. Method 2 (Equation 3.11) considers steam and was defined as the ratio of the moles of O 
which formed CO2, CO or H2O to the sum of the oxygen (O) content in the biomass and the O2 reacted during 
combustion. Since the quantity of H2O was not measured, it was approximated by assuming that all the 
hydrogen (H) in the biomass which did not form CH4 was converted to H2O instead. The drawback of this 
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assumption, however, was that it assumes zero tar formation. Method 2 gave the maximum possible estimation 
of the ‘true’ oxygen recovery. 
Equation 3.10: 
XO = Oxygen Recovery(%) =
2𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
2𝑛𝑂2,𝐶𝑜𝑛𝑠 +
𝑂 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝑂
×100% 
 
 
 
Equation 3.11: 
 
XO = Oxygen Recovery(%) =
2𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛 +
1
2 (
𝐻 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝐻
− 4𝑛𝐶𝐻4,𝐺𝑒𝑛)
2𝑛𝑂2,𝐶𝑜𝑛𝑠 +
𝑂 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝑂
×100% 
 
 
Equation 3.12: 
XO = Oxygen Recovery(%)
=
2𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛 +
1
2 (
𝐻 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝐻
− 4𝑛𝐶𝐻4,𝐺𝑒𝑛 − 2𝑛𝐶 𝑡𝑎𝑟𝑠)
2𝑛𝑂2,𝐶𝑜𝑛𝑠 +
𝑂 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝑂
×100% 
𝑤ℎ𝑒𝑟𝑒    𝑛𝐶 𝑡𝑎𝑟𝑠 =
𝐶 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝐶
− 𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛 + 𝑛𝐶𝐻4,𝐺𝑒𝑛 
 
Method 3 (Equation 3.12) assumes that the hydrogen in the biomass forms steam, CH4 and tars. However, 
because there are two unknowns  (steam and tars), the moles of H that were converted to tars was approximated. 
A molar ratio of 2:1 for H to C was assumed for the average hydrocarbon in the tars. The quantity of carbon 
converted to tars was assumed to be equal to the unaccounted carbon from the carbon balance. The remaining 
moles of H was assumed to form steam. 
 
Since the percentage/degree of CO2 captured cannot be explicitly measured, it was also estimated with three 
different methods (Equations 3.13-3.15). Method 1 (Equation 3.13) is defined as the molar ratio of the amount 
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of CO2 which was not measured (and therefore assumed to be captured assuming all O2 from the fluidising gas 
was converted to CO and CO2 but not steam) to the maximum amount of CO2 that could have formed (assuming 
all O2 was converted to CO and CO2 and there was no CaO present). 
 
Equation 3.13: 
CO2 Captured (%) =
𝑛𝑂2,𝐶𝑜𝑛𝑠 − 1/2𝑛𝐶𝑂𝐺𝑒𝑛 − 𝑛𝐶𝑂2,𝐺𝑒𝑛
𝑛𝑂2,𝐶𝑜𝑛𝑠 − 1/2𝑛𝐶𝑂𝐺𝑒𝑛
×100% 
 
or 
CO2 Captured (%) = (1 −
𝑛𝐶𝑂2,𝐺𝑒𝑛
𝑛𝑂2,𝐶𝑜𝑛𝑠 − 1/2𝑛𝐶𝑂𝐺𝑒𝑛
) ×100% 
 
 
Here, MO, MC and MH are the molar masses of oxygen, carbon and hydrogen, respectively. 
 
Method 2 (Equation 3.14) is similar to Method 1 except for the fact that it assumes H2O was formed and all 
the O in the biomass reacts (not just the O2 in the fluidising gas). Here, it was assumed that all the H in the 
biomass converts to either steam or methane but not into tars. 
Equation 3.14: 
CO2 Captured (%) = 
(1 −
𝑛𝐶𝑂2,𝐺𝑒𝑛
𝑛𝑂2,𝐶𝑜𝑛𝑠 +
1
2
𝑂 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝑂
− 1/2𝑛𝐶𝑂𝐺𝑒𝑛 −
1
4 (
𝐻 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝐻
−
1
4 𝑛𝐶𝐻4,𝐺𝑒𝑛)
) ×100% 
 
Method 3 (Equation 3.15) was determined through direct comparison of the quantity of CO2 generated from 
standard combustion experiments and from in situ capture experiments. This method was considered the least 
accurate method of estimating the quantity of CO2 captured. 
Equation 3.15: 
CO2 Captured Method 3(%) = (1 −
𝑛𝐶𝑂2,𝐺𝑒𝑛(𝐶𝑎𝑂 𝑃𝑟𝑒𝑠𝑒𝑛𝑡)
𝑛𝐶𝑂2,𝐺𝑒𝑛(𝑁𝑜 𝐶𝑎𝑂)
) ×100% 
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3.3 Results and Discussion 
3.3.1 TGA Proximate Analysis 
The moisture, volatiles, fixed carbon and ash content were calculated by determining the decrease in the sample 
mass caused by changes in temperature. At 110 °C, the water in the sample was evaporated. From the weight 
loss at this temperature, it was possible to calculate the moisture content. During the heating process (to 600 °C) 
under the influence of an inert atmosphere of N2, the biomass underwent devolatilisation. Here, the weight loss 
was equal to the volatile matter content. The remaining mass after combustion in 10 vol% O2 corresponded to 
the (incombustible) ash content. The fixed carbon content was determined by balance. The results are shown 
in Table 3.1 (see Section 3.2.1). The proximate analysis results were very similar for each type of biomass. 
The only exception was the rice husk, which had a significantly higher ash content. Biomasses with high ash 
content are less favourable for energy production via combustion as it reduces the combustion efficiency and 
causes problems such as fouling and slagging. An example of the TGA results for biomass can be seen in 
Figure B.6 in Appendix B. 
 
3.3.2 Pressurised Combustion Experiments in PFBR and in situ Capture Experiments in PFBR 
Initially, a series of preliminary biomass combustion experiments were carried out in order to better understand 
the system and select the most suitable operating parameters. Figure 3.5 shows a typical gas concentration 
profile obtained from a preliminary combustion experiment in the PFBR. 
 
Figure 3.5 can be broken down into the three main segments: calibration, blank feed, and combustion. The 
calibration of CO, CO2 and CH4 consisted of passing a gas mixture containing the special calibration gas and 
N2 in a ratio of 1:1 (by volume) for a single-point calibration. Air taken from the compressed air cylinder was 
mixed with N2 in the same ratio to calibrate the O2 concentration. This ratio was chosen to allow quick 
(automated with Agilent VEE) switching of gases with mass flow controllers without the risk of bed 
defluidisation in the event one of the MFCs did not work or a gas cylinder was empty. 
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The blank feed (the small dip in concentration) can also be observed in the same figure. There was a small but 
noticeable disruption (due to the sudden injection of N2) in the measured O2 concentration. The disruption was 
accounted for with the procedure described in Section 3.2.3.3. The two small peaks in the concentration profile 
were caused by charging the sample cylinder with pressurised gas. The right-hand side of Figure 3.5 shows a 
close-up (axis-adjusted) image of the combustion reaction profile.  
 
  
Figure 3.5: Gas concentration profile for preliminary experiments of beech wood (0.1 g, 212-300 μm) combustion in the 
PFBR with fluidising gas of 18.9 vol% O2 balanced in N2, temperature=700 °C, pressure=3 bara, and U/Umf=2.5 (43 ml 
s-1 @SATP). 
 
3.3.2.1 Process Considerations 
Selection of Sample Mass and Size of Material 
Before carrying out the main series of experiments, it was necessary to establish suitable sample masses and 
size fractions for the biomass and limestone. It is well known that biomass is a difficult fuel to feed,181 so 
several experiments were carried out to test the ease of feeding for different sample masses and particle sizes 
of biomass.  
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Biomass with a size fraction of 500-710 μm was originally used in order to match the preliminary experiments 
conducted in the AFBR (see Appendix B). However, since biomass particles are cylindrical in shape and are 
susceptible to static attraction, the larger biomass particles would stick to the edge of the sample cylinder when 
attempting to feed it into the PFBR. Consequently, the size fraction was revised down to 212-300 μm. 
Adjustments were made to the fluidising velocities to prevent elutriation of these small particles. 
 
Preliminary experiments also demonstrated that feeding large samples of biomass led to high flame 
temperatures and potential mass transfer problems (shown in Figure 3.6). Large sample masses required the 
sample cylinder to be charged to higher pressures in order to force the sample into the reactor. This increased 
the effects on the disturbance in the flow rate caused by the blank feed. In addition, preliminary tests 
demonstrated that the reaction profiles for combustion of small sample masses were more susceptible to 
background noise from the analyser (the noise-to-signal ratio decreases with sample mass). Consequently, a 
sample mass of 0.1 g was chosen as a compromise.  
 
  
Figure 3.6: Temperature changes and O2 consumption variations due to combustion of different sample masses (0.1 to 
0.5 g) of beech wood (212-300 μm) with in situ capture of CO2 from combustion in the PFBR with fluidising gas of 18.9 
vol% O2 and 6.7 vol% CO2 balanced in N2, temperature=750 °C, pressure=1.5 bara, and U/Umf=2.5 (39 ml s-1 @SATP). 
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A size fraction range of 212-355 μm was selected for the Longcliffe limestone to maximise the reactivity for 
CO2 capture. The disadvantage of using small size fractions of Longcliffe is that they are prone to attrition and 
elutriation (limestone is friable). However, since the elutriated particles were trapped with glass wool at the 
reactor outlet, this was not a significant problem. A 1:1 (mass basis) split for the CaO to sand in the fluidised 
bed was chosen to maximise the quantity of CaO in the reactor without overloading the quartz liner (with the 
carbonated material). 
 
Selection of Fluidising Gas Composition and Inclusion of a CO2 Baseline Concentration 
Since the feeding system required N2 (inert gas), and air was required for combustion, the combined fluidising 
gas composition had to contain less than 21 vol% O2. An O2 concentration of 18.9 vol% (ratio of 1:9 of N2 to 
air) was chosen instead. This value was determined based on the required volumetric feed flow rate. The feed 
flow rate was selected to be just above the terminal velocity of biomass in a ¼″ tube (the size of the tube 
joining the reactor inlet to the sample cylinder). Preliminary tests demonstrated that the higher the feed flow 
rate, the greater the drop in bed temperature inside the reactor during feeding. However, very low flow rates 
were found to be inadequate for feeding the biomass into the reactor.  
 
After further testing, the fluidising gas composition was revised to include CO2. The reasoning behind this was 
backed by preliminary in situ CO2 capture experiments. Here, batches of biomass were injected into a bed of 
25 g of CaO and 25 g of sand fluidised by a mixture of 18.9 vol% O2 balanced in N2. Although, the biomass 
combusted in the reactor and the CO2 appeared to be captured by the CaO, there was one major problem. The 
measured moles of CO2 released was several times greater than the number of moles of C in the biomass. The 
most logical explanation for this phenomenon was that the CO2 was continuously being released and captured 
simultaneously, albeit at different rates. Based on the thermodynamics of the process, when the CO2 partial 
pressure in the fluidising gas approaches that of the equilibrium partial pressure, which would always be the 
case in batch combustion experiments, then both carbonation and calcination would occur. This leads to a long 
tail-off in the CO2 concentration (shown in Figure 3.7).  
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Figure 3.7: Gas concentration profile for the full duration (3.7a) and just the combustion reaction (3.7b) for preliminary 
experiments for in situ capture of CO2 from combustion of beech wood (0.1 g, 212-300 μm) in the PFBR with fluidising 
gas of 18.9 vol% O2 balanced in N2, temperature=700 °C, pressure=3 bara, and U/Umf=2.5 (43 ml s-1 @SATP). 
 
To rectify the problem, a ‘baseline’ of CO2 was used. The purpose of the baseline was to keep the minimum 
partial pressure of CO2 in the system at the equilibrium level. In a real-life combustion system, the biomass 
fuel would be fed continuously. This means that the partial pressure of CO2 in the reactor would not drop 
below the equilibrium level. The baseline described here can, therefore, be consider as a method to simulate 
the conditions in a real combustor. Furthermore, by preventing the re-calcination effect, more accurate 
estimations of the degree of CO2 capture could be made. The baseline was also included in the standard 
combustion experiments to allow a fair comparison. The concentration of CO2 was selected based on the 
equilibrium concentration at the specific operating temperature.  
 
Side-effects of CO2 Baseline 
Figure 3.8 shows the difference in the reaction profile due to the inclusion of the CO2 baseline. Figure 3.8a 
shows the results without the baseline and Figure 3.8b shows the reaction profile with the baseline. It is clear 
that the tail-off in the CO2 concentration was not as prominent in the latter case.  
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Figure 3.8: Comparison of CO2 concentration profiles during reaction with 3.8a) and without (3.8b) the CO2 baseline 
concentration for in situ capture of CO2 from combustion of beech wood (0.1 g, 212-300 μm) in the PFBR with fluidising 
gas of 18.9 vol% O2, with/without baseline of 1.21 vol% CO2 balanced in N2, temperature=700 °C, pressure=3 bara, 
U/Umf=2.5 (43 ml s-1 @SATP). 
 
One of the main drawbacks of the baseline concentration was that it was static. It was chosen to match the 
equilibrium partial pressure at the set-point temperature only. Consequently, the baseline was not capable of 
adjusting itself in line with the change in CO2 equilibrium partial pressure owing to the temperature increase 
during the exothermic combustion/carbonation reactions. This was not a problem during the initial stages of 
combustion when the CO2 partial pressure rises quickly above the new equilibrium partial pressure, but when 
the CO2 partial pressure equilibrates after the reaction, there would still be a minor tail-off in CO2 concentration. 
However, the influence of this minor tail-off on the final results was considered to be insignificant. 
 
  
Table 3.5: Effect of CO2 baseline on O2 consumption and temperature transients during biomass combustion in the PFBR with fluidising gas of 18.9 vol% O2, with and without a 
temperature-dependant baseline of CO2 balanced in N2, U/Umf=2.5 (39-47 ml s-1 @SATP). σ denotes the standard deviation of the data. 
 
 
Temp 
(°C) 
 
 
Pressure 
(bara) 
 
 
Peq  
(kPa) 
No CO2 Baseline With CO2 Baseline 
 
O2 Consumption 
(mol g-1) 
 
 
σ  
 
 
 
Maximum 
increase of bed 
temperature (°C) 
 
 
σ 
 
O2 Consumption 
(mol g-1) 
 
 
σ 
 
Maximum 
increase of bed 
temperature (°C) 
 
σ 
650 1.5 1.16 0.0163 3.65e-3 3.46 1.33 0.016 1.18e-3 3.21 1.18 
700 1.5 3.62 0.0146 2.11e-3 3.28 0.952 0.015 9.80e-4 1.16 0.610 
700 3 3.62 0.0306 3.51e-4 10.4 2.49 0.025 3.70e-3 8.02 1.18 
750 3 10.1 0.0308 5.71e-4 14.1 2.25 0.023 1.45e-3 7.23 3.11 
750 5 10.1 0.0387 1.00e-3 16.1 1.45 0.029 1.94e-3 13.7 0.710 
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The presence of the CO2 baseline also dampened the temperature rise during combustion/carbonation, 
particularly at the higher end of operating temperatures (see Table 3.5). This was likely due to the fact that 
CO2 has a higher specific heat capacity (Cp=1.21 J g-1 K-1 @650 °C, 1.5 bara) than both O2 (Cp=1.08 J g-1 K-1 
@650 °C, 1.5 bara) and N2 (Cp=1.15 J g-1 K-1 @650 °C, 1.5 bara).182 Consequently, at higher operating temperatures 
where the CO2 baseline concentration was higher, the degree of temperature dampening would also increase. 
This dampening effect meant that less O2 was consumed during combustion. 
 
3.3.2.2 Carbon and Oxygen Recoveries 
The carbon recovery (Figure 3.9) was an important method used to determine whether all the carbon in the 
system had been accounted for. Based on a mole balance, all the carbon (from the biomass) that goes into the 
reactor must come out of the reactor (as gas or as tar). Since the carbon content in the tars were not easily 
quantified, a gaseous carbon recovery was calculated instead. It assumes that the only carbon-containing 
products are CO, CO2 and CH4.  
 
Figure 3.9: Gaseous carbon recoveries for combustion of beech wood (0.1 g, 212-300 μm) in the PFBR with fluidising 
gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, temperature=550-750 °C, 
pressure=1.5-5 bara, U/Umf=2.5 (39-56 ml s-1 @SATP). 
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Figure 3.10: Oxygen recoveries calculated with three different methods using Equation 3.10 (3.10a), Equation 3.11 
(3.10b) and Equation 3.12 (3.10c) for combustion of beech wood (0.1 g, 212-300 μm) in the PFBR with fluidising gas of 
18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, temperature=550-750 °C, pressure=1.5-5 
bara, U/Umf=2.5 (39-56 ml s-1 @SATP). 
 
An alternative method for determining a mole balance of the system was through an oxygen balance (Figure 
3.10). As the name suggests, the oxygen balance was used to elucidate whether all the oxygen consumed from 
the fluidising gas and within the biomass was converted to oxygen-containing products.  
 
Figure 3.9 shows that the carbon recoveries were generally less than 100%. This was expected since the carbon 
recoveries presented here did not account for the moles of carbon which were converted into tars. A few of the 
carbon recoveries were over 100% but were within experimental error. The oxygen recoveries shown in Figure 
3.10 were calculated with the three methods mentioned in Section 3.2.3.3 using Equations 3.10-3.12. Method 
1 (Equation 3.10) gave the most conservative estimate of the true oxygen recovery as it only considers CO and 
CO2 as products. Method 2 (Equation 3.11) gave the highest possible estimation of the oxygen recovery (hence 
the values greater than 100%) as it was calculated assuming that all the hydrogen which was not converted 
into CH4 was converted to steam (which was not measured) instead. Due to the low molecular mass of H, if 
all of the remaining H (which did not form CH4) was converted to steam instead, the equivalent consumption 
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of moles of O would be significant. The molar conversion of O to steam can account for approximately 20-
30% of the total oxygen recovery. In reality, most of the H in biomass would remain within the tars. Method 
3 (Equation 3.12) assumes that the H in the biomass was converted to steam, CH4, and also tars (assuming a 
rough estimate for the H/C molar ratio of 2:1). The oxygen recoveries calculated from this method were the 
closest to 100%, but there were still discrepancies due to the estimation of H/C ratio in the tars. This is because 
there are a multitude of compounds which can be found in tars, so obtaining an accurate estimate of the average 
H/C ratio would be very difficult. Furthermore, the products depend on a number of factors, such as the 
biomass feed, and the reaction conditions.183  
 
Figures 3.9 and 3.10 also show that as the temperature was increased, there was no significant change in 
recovery, however defined. Interestingly, the (gaseous) carbon recovery increased with the pressure. One 
explanation for this observation was that since an increase in pressure also increased the O2 partial pressure 
(since the volume fraction of O2 was kept constant at each pressure), higher quality combustion was achieved. 
Higher quality combustion meant less tars were formed and therefore resulted in a higher gaseous carbon 
recovery. Another possibility was that the higher external pressures of inert gas inhibited the diffusion/flow of 
the volatile matter out of the biomass particles (a phenomenon similar to the case for coal tars171). 
 
As a comparison, the carbon and oxygen recoveries, measured using the same equations as before, were 
determined for the in situ capture experiments as well. The results are shown in Figures 3.11 and 3.12. A 
similar trend, albeit at significantly lower percentages can be seen. The lower values reflect the fact that some 
of the CO2 was captured. This will be discussed in greater detail in the following section. 
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Figure 3.11: Gaseous carbon recoveries for in situ capture of CO2 from combustion of beech wood (0.1 g, 212-300 μm) 
in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, 
temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=2.5 (39-56 ml s-1 @SATP). 
 
 
Figure 3.12: Oxygen recoveries calculated with three different methods using Equation 3.10 (3.12a), Equation 3.11 
(3.12b) and Equation 3.12 (3.12c) for in situ capture of CO2 from combustion of beech wood (0.1 g, 212-300 μm) in the 
PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, 
temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=2.5 (39-56 ml s-1 @SATP). 
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3.3.2.3 Effects of Pressure and Temperature on Biomass Combustion with and without CO2 Capture 
When designing a reactor, it is important to understand how different operating conditions affect the reaction 
process. One of the main advantages of combining the calcium looping technology with biomass combustion 
as opposed to coal combustion is that a higher rates of combustion can be achieved with biomass at the optimal 
temperature range for calcium looping.167 With this in mind, it was of interest to examine the effects of 
temperature within and beyond this optimal range on the combustion and capture processes. In addition to this, 
as mentioned at the beginning of this chapter, it was interesting to determine the effects of mild pressurisation, 
which has yet to been investigated in the literature. Pressurising the system can potentially allow combustion 
of biomass at higher temperatures without sacrificing the degree of CO2 capture. Another potential advantage 
of increasing the operating pressure inside a combustor is that it would raise the partial pressure of O2. This 
should improve the air-to-fuel ratio, and therefore reduce the yield of tars and harmful gases such as CO 
without having to increase the O2 purity in the reactant gas.  
 
A straightforward method to compare the quality of combustion is through the generation/yield of combustion 
products and consumption/uptake of oxygen from the fluidising gas. Figure 3.13 shows the effects of 
temperature and pressure on the molar generation/consumption of combustion gases from the standard 
combustion experiments. Note that the values for oxygen consumption (mol g-1) presented in this chapter are 
based on the quantity of oxygen consumed from the fluidising gas. It does not take into account the oxygen 
consumed from the biomass since the gas analyser could not measure this directly. However, the oxygen 
consumed from the biomass was considered in the calculation of the carbon/oxygen recoveries and Method 2 
for determining degree of CO2 capture. This will be discussed in more detail later on. 
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Figure 3.13: Consumption and generation of different gaseous components for combustion of beech wood (0.1 g, 212-
300 μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2 
at pressures of 1.5 bara (3.13a), 3 bara (3.13b) and 5 bara (3.13c) temperature=550-750 °C, U/Umf=2.5 (39-56 ml s-1 
@SATP). 
 
It can be seen in Figure 3.13a that as the temperature increased, the moles of CO generated increased and the 
moles of CO2 decreased. This observation is supported by the Ellingham diagram (shown in Figure B.7 in 
Appendix B) which suggests that at temperatures above 700 °C (given a constant partial pressure of O2), the 
reaction between (2)C and O2 to form (2)CO becomes more thermodynamically favourable (lower standard 
Gibbs free energy of formation) than the reaction between C and O2 to form CO2.184 As the total pressure 
increased, the ratio of CO2 to CO generated increased. The increase in the CO2/CO ratio was most likely due 
an increase in the O2 partial pressure, which increased the air-to-fuel ratio. 
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Figure 3.14: Consumption and generation of different gaseous components during in situ capture of CO2 from combustion 
of beech wood (0.1 g, 212-300 μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant 
baseline of CO2 balanced in N2 at pressures of 1.5 bara (3.14a), 3 bara (3.14b) and 5 bara (3.14c) temperature=550-
750 °C, U/Umf=2.5 (39-56 ml s-1 @SATP). 
 
Figure 3.14 shows the generation and consumption of the combustion gases for the in situ capture experiments. 
In theory, it should be possible to estimate the degree of CO2 capture from the difference between the CO2 
given off from the standard combustion experiments and from the in situ capture experiments. However, this 
assumption is only reasonable if the only difference between the two results was restricted to a disparity in the 
quantity of CO2 produced. Unfortunately, the O2 consumption and CO generation per gram of beech wood 
were noticeably different between the two processes at every condition. The quantity of O2 consumed was 
markedly higher in the in situ capture experiments and the quantity of CO released was significantly lower. 
 
The reason that the measured levels of O2 consumption were higher in the in situ capture experiments (Figure 
3.14) relative to the standard combustion experiments (Figure 3.13) was uncertain. The most logical 
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explanation for this phenomenon was that the CaO bed helped crack the tars into smaller hydrocarbon products, 
which then proceeded to react with the O2 in the fluidising gas.  
 
The reasons why the quantity of CO generated decreased in the presence of CaO was also uncertain. This 
phenomenon may be owed to the fact that tar cracking is an endothermic reaction. There may exist an 
instantaneous period prior to the exothermic carbonation reaction whereby the lower temperatures in the 
vicinity of the particle (owing to tar cracking) favoured the production of CO2 instead of CO (refer to the 
Ellingham diagram in Appendix B).  
 
 
Figure 3.15: Bed temperature variations due to pressure and CO2 capture during in situ capture of CO2 from combustion 
of beech wood (0.1 g, 212-300 μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant 
baseline of CO2 balanced in N2, at temperatures of 650 °C (3.15a), 700 °C (3.15b) and 750 °C (3.15c), pressure=1.5-5 
bara, U/Umf=2.5 (39-47 ml s-1 @SATP). 
 
Figure 3.15 shows the temperature variations due to mild pressurisation and carbonation at three different 
operating temperatures. Not only does Figure 3.15 show that the bed temperature increases when the CaO was 
present in the bed but it also shows that there is a greater temperature change when combustion occurs under 
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higher operating pressures. This is because the increase in pressure here corresponds to an increase in partial 
pressure of O2 and therefore a greater flame temperature. 
 
Figure 3.16 shows the percentage/degree of CO2 capture from the in situ capture experiments. Three methods 
were used to estimate the amount of CO2 captured. Method 1 assumes that all the O2 that was consumed during 
reaction was converted to only CO and CO2. The quantity of CO2 captured was inferred by a mole balance. 
CO2 Captured Method 1 (%) = (1 −
𝑛𝐶𝑂2,𝐺𝑒𝑛
𝑛𝑂2,𝐶𝑜𝑛𝑠 − 1/2𝑛𝐶𝑂𝐺𝑒𝑛
) ×100% 
 
 
Method 2 was based on the same principle as Method 1, but it assumes that all the O and H in the biomass 
were converted to gaseous products: 
 
CO2 Captured Method 2 (%) = 
(1 −
𝑛𝐶𝑂2,𝐺𝑒𝑛
𝑛𝑂2,𝐶𝑜𝑛𝑠 +
1
2
𝑂 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝑂
− 1/2𝑛𝐶𝑂𝐺𝑒𝑛 −
1
4 (
𝐻 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝐻
−
1
4 𝑛𝐶𝐻4,𝐺𝑒𝑛)
) ×100% 
 
Method 3 estimates the degree of CO2 captured by comparing the quantity of CO2 generated from the standard 
combustion experiments (in the absence of CaO) to the in situ capture experiments: 
CO2 Captured Method 3(%) = (1 −
𝑛𝐶𝑂2,𝐺𝑒𝑛(𝐶𝑎𝑂 𝑃𝑟𝑒𝑠𝑒𝑛𝑡)
𝑛𝐶𝑂2,𝐺𝑒𝑛(𝑁𝑜 𝐶𝑎𝑂)
) ×100% 
 
A fourth method (the results of which, are not presented in this work) to determine the quantity of CO2 captured 
was to release the CO2 after it has been captured and measure the quantity given off. Although this method 
seems logical, there were a few limitations with this method. The first of which was the aforementioned 
problem of re-calcination and re-carbonation. As the CO2 was released, some of the CO2 was carbonated again, 
which affected the measurement of the CO2 generated. A solution to this problem was to increase the 
temperature in the system and therefore raise the equilibrium partial pressure sufficiently high enough so that 
all the CaCO3 undergoes calcination. However, there were inaccuracies with this method owed to drifting 
(deviations in measurement) of the IR analyser reading and the response of the CO2 MFC. It was difficult to 
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distinguish between what was CO2 release from the CaCO3 and what was caused by drifting and adjusting the 
CO2 MFC. 
 
 
Figure 3.16: Percentage of CO2 capture determined using Method 1-3 for in situ capture of CO2 from combustion of 
beech wood (0.1 g, 212-300 μm) in the PFBR with a fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline 
of CO2 balanced in N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=2.5 (39-56 ml s-1 @SATP). 
 
It can be seen in Figure 3.16 that Method 1 and 2 gave almost identical results. On the other hand, Method 3 
gave a reasonable, albeit slightly underestimated approximation of the degree of CO2 capture. High levels of 
CO2 capture (over 90%) were observed at temperatures at and below 650 °C under a pressure of 1.5 bara. At 
higher temperatures under the same pressure, the degree of capture was also quite high (over 80%). The reason 
less CO2 was captured at higher temperatures was potentially due to a lower CO2 driving force (PCO2-Peq) and 
therefore slower rate of carbonation/capture. The driving force is lower at higher temperatures because the 
equilibrium partial pressure, Peq increases with temperature whereas the partial pressure in the system, PCO2 
does not.  
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Another trend that can be seen in Figure 3.16 was that as the pressure increased, the degree of CO2 capture 
decreased. The decrease was more significant at the higher temperatures (up to 40% reduction) than at the 
lower temperatures (~10%). At higher pressures (and therefore higher O2 partial pressures) and temperatures 
the rates of combustion may have been too fast. This meant that the CO2 was released faster than it could be 
captured (by the CaO). Another possibility was that the quantity of CO2 that was generated through combustion 
at high O2 partial pressures was more than the CaO in the reactor bed could react with. However, this was 
unlikely since the quantity of CaO in the reactor was two orders of magnitudes greater than the amount of 
biomass fed in.  
 
Interestingly, it can be seen the degree of capture at 3 bara at 750 °C was lower than that at 5 bara at 750 °C. 
However, this observation may be statistically insignificant as the standard deviations for the two types of 
experiments overlapped one another.  
 
Constant Partial Pressure of O2 
It was clear that the degree of CO2 capture was reduced at higher pressures. However, to check whether this 
was the result of an increase in total pressure or because of an increase in O2 partial pressure, experiments were 
carried out whereby the O2 partial pressure was kept constant while the total system pressure was varied.  
 
Figures 3.17a and 3.17b show the (isolated) effect of the total pressure on the generation and consumption of 
the combustion gases and on the degree of CO2 capture at 650 °C, respectively. It can be seen in Figure 3.17a 
that as the pressure was raised, there was no significant change in the moles of gases generated or consumed. 
This observation contrasts greatly with the trend seen before (Figure 3.14) where the O2 partial pressure was 
raised along with the total pressure (by keeping the O2 volume fraction invariant with pressure). By comparison, 
it can be concluded that the moles of O2 consumed and CO2 generated per gram of biomass increases with the 
O2 partial pressure, and that the moles of CO consumed per gram of biomass decreases with an increase in O2 
partial pressure. In addition, the degree of CO2 capture did not change significantly when the total pressure 
was increased (under a constant O2 partial pressure). Based on the comparison between Figure 3.17b and 
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Figure 3.16, it can be deduced that the degree of CO2 capture reduces with an increase in O2 partial pressure 
and was not affected by changes in the total pressure of the system. The results here further support the idea 
that the decrease in the degree of CO2 capture was due to a limitation of the carbonation rate kinetics. The 
higher partial pressures of O2 meant that the combustion reaction was too fast which resulted in a high localised 
level of CO2. It was likely that the intrinsic kinetics of the carbonation reaction was not fast enough to capture 
this CO2, so the surface reaction sites became saturated. In order to verify this, future work should be conducted 
to examine the kinetics of both processes in this PFBR system. 
 
 
Figure 3.17: Consumption and generation of different gaseous components (3.17a) and percentage of CO2 capture 
determined from Method 1 and 2 (3.17b) during in situ capture of CO2 from combustion of beech wood (0.1 g, 212-300 
μm) in the PFBR with fluidising gas containing a constant O2 partial pressure of 28 kPa, with a temperature-dependant 
baseline of CO2 balanced in N2, temperature=650 °C, pressure=1.5-5 bara, U/Umf=2.5 (47 ml s-1 @SATP). 
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3.3.2.4 Tar Production 
The literature review in Chapter 2 not only highlighted the importance of tar removal, but it also discussed the 
ability of CaO to catalyse the destruction of tars.175 Consequently, it made sense to quantify the differences in 
the tar yield between the standard combustion experiments (where CaO was absent) and the in situ capture 
experiments (where CaO was present). The effects of how different operating conditions influence the tar 
yield/properties was also investigated. 
 
Selection of Conditions 
In order to grasp a general idea of how changes in the operating conditions affect the yield of biomass tars, 
experiments were carried out 650 °C and 750 °C under pressures of 1.5 and 5 bara with and without a bed (25 
g) of CaO. Preliminary experiments demonstrated that the tar yield from combusting 0.1 g of biomass was too 
low to reliably quantify. Not only was it difficult to collect, but the relative error in measurement was also 
high. As mentioned in Section 3.3.2.1, a reactant sample mass of 0.1 g was originally chosen for the 
combustion experiments to avoid excessive flame temperatures; however, it was necessary to increase the 
sample mass to 0.3 g in order to obtain more accurate measurements of the tar yield. Even larger sample masses 
were found to be considerably more difficult to feed into the reactor. Figures 3.18a and 3.18b show that 
combusting 0.3 g of biomass did not make a significant change to the amount of gas generated/consumed per 
gram of beech wood and that the carbon and oxygen recoveries remained almost the same.  
 
On the other hand, Figures 3.19a and 3.19b show that there was a decrease in CO2 capture percentage as the 
mass of biomass combusted was increased. This result suggests that there was too much CO2 for the CaO to 
capture, similar to the case when there was an increase in O2 partial pressure. However, since this part of the 
study was to approximate the extent to which CaO cracks tars, it was decided that the slight discrepancies in 
CO2 capture was not a major issue. 
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Figure 3.18: Consumption and generation of different gaseous components (3.18a) and carbon/oxygen recoveries (3.18b) 
for combustion of varying masses of beech wood (212-300 μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a 
temperature-dependent baseline of CO2 balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=2.5 (47 ml s-1 
@SATP). 
 
Figure 3.19: Consumption and generation of different gaseous components (3.19a) and percentage of CO2 capture 
determined using Method 1 for combustion with in situ CO2 capture (3.19b) of varying masses of beech wood (212-300 
μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, 
temperature=650 °C, pressure=1.5 bara, U/Umf=2.5 (47 ml s-1 @SATP). 
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Gravimetric Tar Yield 
One method for analysing the tar yield was to weigh the collected tars. Table 3.6 shows the gravimetric tar 
yield for different experimental conditions. The column labelled ‘Combined Carbon Recovery’ represents the 
estimated total recovery from combining the tar yield with the gaseous carbon recoveries. The values obtained 
here suggest that all the components of the biomass have been accounted for. Some of the values suggest more 
than 100% recovery, but they are within experimental error. 
 
Table 3.6: Tar yield (gtar/gbiomass) for combustion with and without in situ CO2 capture of 0.3 g of beech wood (212-300 
μm) in the PFBR with fluidising gas of 18.9 vol% O2 and a temperature-dependant baseline of CO2 balanced in N2, 
temperature=650 and 750 °C, pressure=1.5 and 5 bara, U/Umf=2.5 (39-47 ml s-1 @SATP). σ denotes the standard 
deviation of the data. 
Combustion 
/Capture 
Temperature Pressure 
Tar Yield  
(g tar/g 
biomass) 
σ 
Combined Carbon 
Recovery (%) 
σ (%) 
Combustion 
650 1.5 0.289 0.035 108 6.03 
650 5 0.114 0.013 109 19.1 
750 1.5 0.168 0.018 116 17.9 
750 5 0.073 0.017 98 2.51 
Capture 
650 1.5 0.011 - - - 
650 5 0.010 - - - 
750 1.5 0.015 - - - 
750 5 0.012 - - - 
 
An immediately noticeable trend was that the presence of the CaO bed reduced the tar yield (per gram of 
biomass) by an order of magnitude. Due to the low tar yield, it was considerably more difficult to detect the 
production of tars in the experiments where CaO was present. Therefore, in order to obtain a measurable tar 
yield, five batches of 0.3 g of the beech wood sample were fed (in quick succession) into the reactor and 
combusted instead of just one batch (as in the case where CaO was absent). However, despite combusting five 
116 | P a g e  
 
times the quantity of biomass, the total tar yield was less than that for the standard combustion of a single batch 
of beech wood for the same pressure and temperature. It was clear that the CaO catalysed the cracking of tars. 
 
Another observation that can be made based on the results shown in Table 3.6 was that lower quantities of tars 
were produced under high temperature and pressure conditions. The effect of temperature was expected since 
higher temperatures are known to promote tar cracking.171 On the other hand, it was interesting to see that an 
increase in pressure also reduced the tar yield since the effects of pressure on the tar yield from biomass are 
not well documented. However, one of the drawbacks of these experiments was that it was difficult to 
distinguish clearly between the effects of the total pressure from the partial pressure of O2 because the O2 
volume concentration was kept constant. Further tests should be carried out to distinguish between the two 
effects. However, based on the fact that the level of O2 consumption was not affected by the total pressure in 
the constant partial pressure experiments (shown in Section 3.3.2.3), it is unlikely that the total pressure would 
significantly influence the tar yield (at least within the range of conditions tested). 
 
Size Exclusion Chromatography (SEC) and Ultraviolet Fluorescence (UVF) Analysis  
Further evaluation of the tars was carried out using SEC and UVF analysis with the help of Dr. Matthew Boot-
Handford. SEC analysis was carried out to obtain information on the molecular weight distribution of the tars 
and UVF spectroscopy was used to determine the degree of conjugation in the tars. UVF analysis also gives 
some information on the size of the different species in the tar; however, it was limited to detecting compounds 
with molecular weights below 3000 u. This meant that it could not give any information on the species of tars 
characterised by the excluded (first) peaks shown in the SEC spectrums. 
 
Figure 3.20a shows the results from SEC analysis of tars collected separately from the tar trap/glass wool and 
the rest of the reactor for repeated experiments under the same condition (750 °C, 1.5 bara). The first peak 
(also known as the excluded peak) represents the elution of tar species with high molecular mass. These tar 
species were either partially or completely excluded from the column pores (and hence dropped through the 
SEC column faster). For the tars collected in the trap, the peak appears at an elution time of 11.5-11.6 min. 
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This meant that the molecular weight of the tars was in the range of 915-989 x 103 u. For the tars found in the 
rest of reactor, the elution times was almost identical (approximately 11.3 min) which corresponded to a 
molecular weight of around 1172 x 103 u. The second peak (or the retained peak) represents the elution of 
lower molecular weight tar species which were retained and fully resolved by the SEC column. The elution 
time for the retained tars in the trap was found to be between 20.1 to 20.2 min, corresponding to molecular 
weights in the region of 421-428 u. The elution time for the retained tars collected from the rest of the reactor 
was approximately 19.9 min, which represents a molecular weight of 383 u. These results suggest that there 
was a slight discrepancy between the tars collected from the trap and the rest of the reactor, with most of the 
lighter tar species collecting in the trap. This could be explained by tar cracking at the reactor outlet and the 
slightly longer residence time required for the tars to reach the trap. 
 
 
Figure 3.20: Area normalised absorbance vs time from SEC analysis (3.20a) and peak normalised intensity (3.20b) from 
UVF analysis for tars collected from the traps (including the glass wool) and the rest of the reactor from combustion of 
beech wood (0.3 g, 212-300 μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline 
of CO2 balanced in N2, temperature=750 °C, pressure=1.5 bara, U/Umf=2.5 (56 ml s-1 @SATP). 
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Figure 3.20b shows the UVF spectra for the same sample of tars presented in Figure 3.20a. The graph shows 
a broad spectrum from 250 to 600 nm for each of the samples with an intense peak located between 
wavelengths of 322.5 to 327.5 nm and a smaller peak at 390 nm and 290 nm. The small peak at 290 nm was 
caused by fluorescence emissions from the NMP solvent used for the UVF analysis. The distribution of the 
spectra suggests that there was a significantly smaller proportion of ‘less conjugated’ (compounds containing 
only 1-2 ringed aromatic directly connected together) species present in the tar relative to the ‘more conjugated’ 
species (compounds containing at least 3 aromatic rings directly connected together). In addition, it appears 
that there was a greater portion of ‘more conjugated’ species in the tars collected from the reactor than the trap. 
The appearance of ‘more conjugated’ species suggests that there was a greater portion of heavier compounds 
in the reactor. This agrees with the results from the SEC analysis (Figure 3.20a). 
 
 
Figure 3.21: Area normalised absorbance vs time from SEC analysis for tars collected from the vertical and horizontal 
traps for combustion of beech wood (0.3 g, 212-300 μm) in the absence (3.21a) and presence of CaO (3.21b) in the PFBR 
with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, temperature=650 and 
750 °C, pressure=1.5 and 5 bara, U/Umf=2.5 (39-47 ml s-1 @SATP). 
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Figure 3.22: Peak normalised intensity from UVF analysis for tars collected from the horizontal and vertical traps for 
combustion of beech wood (0.3 g, 212-300 μm) in the absence (3.22a) and presence of CaO (3.22b) in the PFBR with 
fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, temperature=650 and 
750 °C, pressure=1.5 and 5 bara, U/Umf=2.5 (39-47 ml s-1 @SATP). 
 
Figures 3.21a and 3.21b show the SEC chromatographs for the tars collected in the trap from the standard 
combustion (without CaO) and in situ capture experiments (with CaO), respectively. The most striking 
difference between the two figures was that the excluded peak was significantly smaller for the case where 
CaO was present in the reactor. The average range of molecular weights corresponding to the retained peaks 
was also lower. Interestingly, a third peak appeared in the case at 650 °C, 5 bara. The reason for the appearance 
of this peak was not clear. A few repeat experiments should be conducted in the future to determine whether 
this was an anomaly.  
 
The results suggest that increasing the temperature from 650 to 750 °C had no obvious effect on the molecular 
weight distribution of the tars in both cases (with/without CaO). On the other hand, when the pressure was 
increased from 1.5 to 5 bara, the range of molecular weights dropped significantly (by 15-45%). This was most 
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likely owed to the better-quality combustion that was achieved under higher partial pressures of O2 in the 
system. 
 
Figures 3.22a and 3.22b show the results from the UVF analysis of tars collected from the standard combustion 
experiments and in situ capture experiments, respectively. The results appear to be very similar. The peaks all 
appear at the same wavelength (~320 nm) and have similar intensities. The main differences were associated 
with the peak at 390 nm, especially under the conditions of 650 °C and 1.5 bara. The peak was significantly 
more pronounced for the tars collected from the in situ capture experiments. This suggests that the proportion 
of ‘more conjugated’ species was greater when CaO was in the bed. A possible explanation for this was that 
the CaO was not as effective at cracking the ‘more conjugated’ species of the tars. Even though there was less 
tar overall, the ratio of ‘more conjugated’ tar species to ‘less conjugated’ tars species can still be high. The 
UVF spectra can be misleading as it only shows the relative proportions of each species and not the actual 
quantity. 
 
Further inspection of Figure 3.22b shows that the largest peak for the tar species produced at 750 °C and 5 bara 
(when CaO was present) was skewed towards the shorter irradiation wavelengths. This suggests that under 
these conditions, there was a significantly higher content of ‘less conjugated’ tar species present. The results 
suggest that an increase in pressure and temperature reduced the proportion of ‘more conjugated’ tar species 
when CaO was present. In the absence of CaO, the UVF spectra suggests that there was a greater proportion 
of ‘more conjugated’ tar species at higher temperatures and pressures. By comparison, it can be concluded that 
high pressures and temperatures help crack the ‘less conjugated’ species, but when these conditions are 
combined with the presence of CaO, even the ‘more conjugated’ tar species will be destroyed. 
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3.3.2.5 Pressurised CO2 Capture from Combustion of a Range of Different Biomasses 
So far, the work has examined the use of only beech wood as a reactant. Although this gave a good insight into 
how the biomass combustion with in situ capture process works, it is known that different types of biomass 
can all behave differently. In addition, if biomass with CCS was to be employed in the future, biomasses from 
different sources would have to be utilised depending on the region and its availability. Therefore, it was 
necessary to expand the study to examine how different types of biomass combust in the combustor/carbonator. 
The different types of biomass used for these experiments are highlighted in the Material section (Section 3.2.1) 
along with their ultimate and proximate analyses. Figures 3.23a and 3.23b show the effects of pressure on the 
carbon and oxygen recoveries for the different types of biomass when combusted at 650 °C in the absence of 
CaO. 
 
 
Figure 3.23: Gaseous carbon (3.23a) and oxygen recoveries (3.23b) for combustion of different types of biomass (0.1 g, 
212-300 μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in 
N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=2.5 (39-56 ml s-1 @SATP). 
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It can be seen in Figure 3.23 that the oxygen and (gaseous) carbon recoveries for the other biomasses were 
relatively similar to those for beech wood. As the pressure increased, a higher recovery was measured. This 
was most likely due to better quality combustion owing to an increase in the O2 partial pressure, which resulted 
in less tars. The only exceptions to this effect of pressure was seen in the carbon recoveries for olive stone, 
orange peel and pine wood which saw a reduction in the carbon recovery with an increase in pressure. This 
suggests that, even under high partial pressures of O2, the quality of combustion was not sufficient for tar 
destruction. In fact, the results for orange peel and olive stone suggest that an increase in pressure may have 
potentially resulted in more tars. However, based on the size of the standard deviation, it appears that the 
pressure did not have a statistically-significant influence on the carbon recovery of these two types of biomass. 
Further tests should be carried out to examine the tars generated from the combustion of these particular 
biomasses. 
 
 
Figure 3.24: Consumption and generation of different gaseous components for combustion of different types of biomass 
(0.1 g, 212-300 μm) in the PFBR under pressures of 1.5 bara (3.24a) and 5 bara (3.24b) with fluidising gas of 18.9 vol% 
O2, and a temperature-dependant baseline of CO2 balanced in N2, temperature=550-750 °C, U/Umf=2.5 (39-56 ml s-1 
@SATP). 
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Figure 3.25: Consumption and generation of different gaseous components during in situ capture of CO2 from combustion 
of different types of biomass (0.1 g, 212-300 μm) in the PFBR under pressures of 1.5 bara (3.25a) and 5 bara (3.25b) 
with fluidising gas of 18.9 vol% O2, and a temperature-dependant baseline of CO2 balanced in N2, temperature=550-
750 °C, U/Umf=2.5 (39-56 ml s-1 @SATP). 
 
Figures 3.24 and 3.25 show the generation and consumption of combustion gases for the standard combustion 
and in situ capture experiments for different biomasses, respectively. It can be seen that the 
generation/consumption of gases from the combustion of the other biomasses responded similarly to beech 
wood when the pressure was increased. In particular, when the pressure was increased from 1.5 to 5 bara, a 
greater quantity of O2 was consumed in the presence of CaO. This was most likely due to the cracking of tars 
in the presence of CaO, which provided more volatile compounds for the O2 to react with (as mentioned before 
in Section 3.3.2.3). Out of all of the biomasses tested, orange peel appeared to consume the least amount of 
O2. This can be explained by the ultimate analysis for orange peel. Orange peel was found to have the lowest 
carbon content and the highest oxygen content out of all the different biomasses that were tested. This meant 
that the orange peel required less O2 input from the fluidising gas to completely combust.  
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Another trend that can be seen upon comparison of Figure3.25b with Figure 3.24b was that the O2 consumed 
during the combustion of orange peel, olive stone and pine wood in the presence of CaO increased significantly 
more than the rest of the biomasses when the pressure was raised to 5 bara. This was reflected in the stark 
contrast between the degree of CO2 captured measured using Method 1 (or 2) and Method 3 as shown in Figure 
3.26. Method 3 was based on a direct comparison of CO2 generation between combustion with and without 
the presence of CaO, so it does not consider the change in O2 consumption.  
 
 
Figure 3.26: Percentage of CO2 capture determined using Method 1-3 for in situ capture of CO2 from combustion of 
different types of biomass (0.1 g, 212-300 μm) in the PFBR with fluidising gas of 18.9 vol% O2, and a temperature-
dependant baseline of CO2 balanced in N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=2.5 (39-56 ml s-1 
@SATP). 
 
It can be seen in Figure 3.26 that the measured degree of CO2 capture from the combustion of all the different 
biomasses were similar. Over 90% CO2 capture was achieved at 1.5 bara (650 °C). When the pressure was 
raised to 5 bara, the degree of capture dropped (by ~3-15%). Again, this trend may be caused by the possibility 
that the CO2 was released faster than it could be captured (since higher O2 partial pressure will result in faster 
rates of combustion).185-187 
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Based on the results of these experiments, it is reasonable to conclude that the different biomasses behaved 
similarly upon combustion and during in situ capture. However, there were still some minor differences 
between using different types of biomass. The measured carbon recoveries presented in Figure 3.23a suggested 
that combustion of orange peel and olive may yield more tars. Furthermore, orange peel was found to be quite 
dusty and would stick to the sample cylinder. The olive stone particles would clump together. These attributes 
make these biomasses difficult to feed smoothly. Miscanthus was the least dense biomass and was the most 
difficult to feed into the reactor. This particular biomass frequently stuck to the inlet of the reactor bed which 
defluidised the bed of particles. Despite these problems, the different types of biomass could still be used in 
commercial-scale reactors given the correct method of feeding/delivery of biomass into the 
combustor/carbonator. Interestingly, the waste biomass/agricultural residue appeared to behave similarly to 
the woody biomass in the combustor/carbonator. This observation suggests that there may be a huge potential 
for using more waste biomass as fuel for the in situ capture process. One of the concerns with waste biomass 
is the greater ash content in the fuel which can reduce the combustion efficiency, lead to particulate emissions 
in the form of fly ash, or promote defluidisation of the bed through agglomeration.  
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3.4 Conclusion and Future Work 
The work in this chapter has demonstrated the effects of operating conditions on the combination of calcium 
looping and biomass combustion for in situ CO2 capture. The effects of temperature and pressure on biomass 
combustion in a bed of sand (standard combustion) and a bed of CaO mixed with sand (combustion with in 
situ capture) were investigated.  
 
The results demonstrated that very high levels of CO2 capture (over 80%) could be achieved for a temperature 
range of 550-750 °C at 1.5 bara. This result is interesting as it suggests that it is possible to combust biomass 
at high temperatures without significantly sacrificing the amount of CO2 which could be captured. This 
observation suggests that mild pressurisation of the reactor may not be necessary to achieve high levels of CO2 
capture. However, the effect of pressurisation was also examined to determine if there were any advantages. 
It appeared that as the pressure was increased while maintaining the O2 concentration in the system in a similar 
way to how the system would operate in real life, the degree of CO2 capture reduced. An explanation for this 
was that too much CO2 was produced (and localised at a single point) owing to the high partial pressure of O2 
in the system and that the degree of capture was limited by the intrinsic kinetics of the carbonation reaction. 
This meant that the CO2 was released faster than it could be captured.  
 
A few experiments were carried out to differentiate between the effects of the O2 partial pressure and the total 
pressure on the degree of CO2 capture. The results suggested that there were no significant influences due to 
changes in the total pressure. This result further supports the idea that the loss in CO2 capture at high total 
pressures was owed to high partial pressures of O2 in the system which enhanced the rate of combustion. 
Further work should be carried out to compare the kinetics of combustion with the kinetics of carbonation 
under the same operating conditions. In Chapter 5, a reactor model is presented which can be used to estimate 
the carbonation kinetics for a standard carbonator. Further adjustments can be made in the future so that the 
model can simulate the in situ capture process. By utilising this model, it would then be possible to measure 
the degree of capture over a wider range of operating conditions. 
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In addition to investigating the degree of CO2 capture, the influence of the CaO bed on the tar yields was also 
examined. It was clear that the presence of CaO eliminated most of the tars (the degree of tar destruction was 
an order of magnitude greater than in the case without CaO). The gravimetric analysis of tars also demonstrated 
that higher temperatures reduced the tar yield, and so did an increase in pressure (or at least partial pressure of 
O2). SEC and UVF analysis of the tars demonstrated that the presence of the CaO appeared to significantly 
reduce the molecular weight of the tars, and that the tars generated in the presence of CaO had a greater ratio 
of ‘more conjugated’ species to ‘less conjugated’ species. The ‘more conjugated’ species were potentially 
more resilient to cracking. The proportion of ‘more conjugated’ species of tars also increased with pressure 
and temperature. This suggests that ‘less conjugated’ tar species were more susceptible to thermal cracking 
than the ‘more conjugated’ species. However, under the combined effects of high pressure, high temperature 
and a CaO bed, it appeared that the ‘more conjugated’ species were cracked to a greater extent. Unfortunately, 
the effects of the pressure and O2 partial pressure were not clearly distinguished in these experiments, so future 
work should examine the tars produced from experiments carried out under constant O2 partial pressures. 
However, judging from the levels of O2 consumption obtained in the constants O2 partial experiments, it is 
unlikely that the total pressure will have a significant effect on the gravimetric tar yield (at least in the range 
of 1.5-5 bara in 25 g of CaO). Additionally, it would be interesting to investigate the tar yields from in situ 
capture experiments with varying quantities of CaO in the system. This will determine whether there is a limit 
to the degree of tar elimination owing to the presence of CaO. 
 
The last section of this chapter demonstrated that in situ capture of CO2 from combustion of various types of 
biomass was feasible. Orange, olive and pine were shown to generate significantly less CO2 at higher pressures 
during standard combustion, potentially due to a greater degree of tar formation. However, in the presence of 
CaO, it appeared that these tars were cracked and then instantly combusted. Future work should quantify the 
degree of tar cracking for these different biomasses. If sufficiently high levels of cracking could be achieved, 
then it would mean that biomass combustion with in situ CO2 capture will not be constrained by the type of 
biomass fuel. This can potentially alleviate concerns about biodiversity during the commercialisation of this 
process. 
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Chapter 4 Pressurised Carbonation Experiments and 
the Effects of Steam 
4.1 Introduction 
The previous chapter examined the combined process of calcium looping and biomass combustion in a single 
reactor. The results demonstrated that the two processes complement one another in terms of operating 
conditions and the ability of the CaO to crack tars. The results also showed that as the temperatures and 
pressures were increased, the degree of CO2 capture was reduced. This was potentially due to the possibility 
that the rate of CO2 capture was too slow relative to the rate of combustion, especially at higher temperatures 
and/or O2 partial pressures. Consequently, the system was not able to capture as much CO2 as was produced. 
This chapter presents a kinetic study of the carbonation reaction. The carbonation rate kinetics in the 
kinetically-controlled regime were investigated with respect to temperature, total pressure, and CO2 partial 
pressure. In addition, the effects of steam, which is one of the main combustion products, on the carbonation 
reaction is also discussed. 
 
The influences of steam on the carbonation kinetics have been investigated by a number of researchers,188-194 
but the observations have not been in unanimous agreement. Manovic and Anthony188 investigated the 
influence of 10-20 vol% steam on the carbonation of seven types of limestone in a TGA. They reported that 
there were no significant improvements in the initial rate of reaction in the presence of steam. This observation 
was supported by Arias et al.190 who did not observed any changes in the surface rate constant (estimated with 
the random pore model) after having carried out their experiments in a TGA under 20 kPa steam and 10-20 
kPa of CO2. 
 
Lindén et al.191 examined the effects of 0-30 kPa of steam on the carbonation reaction in a TGA at temperatures 
of 400 °C, 450 °C and 550 °C. They reported an increase in the rate of reaction and a prolonged duration of 
the kinetically-controlled regime at 400 °C and 450 °C but not at 550 °C. These results conflict with the results 
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obtained by Symonds et al.193 and Yang and Xiao.194 Symonds et al.193 observed an increase in the conversion 
of CaO in the presence of 17 kPa of steam under high temperatures (>550 °C) in a pilot-scale dual fluidised 
bed system. Yang and Xiao194 observed an improvement in the rate and conversion of CaO at 550-650 °C with 
10-50 kPa of steam inside a TGA. They concluded that steam acts as a catalyst for the carbonation reaction 
but that the improved rate was not owed to the formation of an intermediate Ca(OH)2 species. Interestingly, 
Manovic and Anthony188 also observed a substantial improvement in the CaO conversion at low to moderate 
temperatures (350-600 °C). They suggested that the steam promotes carbonation by enhancing the solid state 
diffusion through the product layer but had no catalytic effect. Donat et al.189 conducted a series of experiments 
in a bench-scale atmospheric fluidised-bed reactor with 1-20 vol% steam. They demonstrated that in the 
presence of 10 vol% steam, there was a significant increase (more than double) in the sorbent reactivity over 
30 calcination/carbonation cycles. The authors also concluded that the steam promotes the diffusion of CO2 
through the product layer.  
 
Dobner et al.192 observed an increase in the rate of carbonation in the presence of steam by two orders of 
magnitude during cyclic experiments of dolomite in a TGA at 550 °C and 700 °C under pressures of 1-20 bara. 
They used reactant mixtures comprised of CO2 and steam in a volume ratio of 1:1. They suggested that the 
steam catalyses the carbonation reaction by promoting nucleation on the active CaO surface. However, the 
authors did not consider the potential effects of MgO from within the dolomite on the process. Li et al.195 were 
not convinced by the proposed catalytic pathway suggested by other researchers, so they investigated the 
catalytic effect of steam using a product layer diffusion model. They proposed that the steam dissociates into 
a H+ ion and an OH- ion. The small H+ ion enters the CaO crystal lattice and reacts with the O2- ion to form 
OH- which then propagates to the CaCO3/gas boundary to react with CO2.  
 
Due to the conflicting results from these investigations, it was clear that more work was required in this area 
of research. The work presented in this chapter not only provides a more rigorous investigation of the effects 
of steam under more realistic conditions (inside a fluidised-bed reactor) but also examines the effects of 
pressure on the process.  
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To this end, batches of pre-calcined CaO particles were pressure injected into a fluidised bed of sand in the 
PFBR to react with the fluidising gas. The fluidising gas was made up of 3.75-30 vol% CO2 and 0-10 vol% 
steam balanced in N2. Here, the rate kinetics of carbonation with and without the presence of steam were 
determined for a range of different temperatures and pressures. The rate kinetics are presented along with a 
simple Langmuir adsorption kinetic model which was used to fit the results. 
 
4.2 Experimental 
4.3 Materials  
The sand (G60 white silica sand) which was used as the inert fluidising material and the Longcliffe limestone 
were the same as those reported in Chapter 3. The XRF analysis of the sand and limestone compositions are 
reported in Table 3.3 in Chapter 3. For the work presented in this chapter, the sand was sieved to 425-500 μm 
and the limestone was sieved to 355-425 μm. The size fraction of the sand was chosen to be different to that 
of the limestone to allow easy separation of solids without influencing the fluidisation characteristics of the 
PFBR.  
 
In order to determine the rate kinetics of carbonation, CaO was required as the reactant. The CaO was obtained 
through ex situ calcination of the Longcliffe limestone (as opposed to in situ calcination as with the case in 
Chapter 3). Batches of 5 g of Longcliffe limestone were weighed out, poured into a small hand-rolled tube of 
stainless steel wire mesh and placed into a quartz liner. The liner was heated inside a horizontal tube furnace 
(Lenton) to calcine the particles. The furnace was heated at a rate of 60 °C min-1 under a N2 flow of 1.2 L min-
1 to a temperature of 850 °C. After maintaining isothermal conditions for 30 min at the set-point temperature, 
the furnace was switched off. The sample was cooled down under a flow of N2 inside the tube furnace and 
then extracted (at ~500 °C). The sample was immediately transferred to a ceramic crucible which was placed 
into a desiccator. Once the calcined sample had cooled down to room temperature, it was transferred from the 
desiccator to a small plastic vial and sealed with Parafilm M. This procedure was designed to maximise the 
amount of sample that could be produced per hour as well as to minimise the contact time of the calcined 
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sample with moisture in the air. (CaO is susceptible to hydration.) Quality control of the CaO product was 
carried out by randomly selecting samples of the calcined limestone and placing them in a TGA (TA 
Instruments, QR5000 IR) to check the degree of calcination (shown in Table 4.1). These tests were carried out 
by increasing the temperature of the TGA from 110 to 410 °C and then to 900 °C under N2. From these tests, 
it was possible to determine the weight loss due to evaporation, dehydration of Ca(OH)2 and calcination of any 
remaining CaCO3. The properties of the calcined samples are listed in Table 4.1. 
 
Table 4.1: Properties of calcined Longcliffe limestone determined using analytical techniques.a,b,c 
 Degree of 
calcination (%) 
BET Surface Areaa 
(m2 g-1) 
Envelope Densityb 
(g m-3) 
Skeletal Densityb,c 
(g m-3) 
Porosityc,d  
(<10 μm) 
96.17 ± 0.87 19.40 ± 3.28 1.57 ± 0.05 3.15 ± 0.10 0.50 ± 0.01 
 
aMeasured using a nitrogen adsorption analyser (Micromeritics, Tristar 3000)  
bMeasured with a helium pycnometer (Micromeritics, AccuPyc 1330) 
cMeasured with Mercury Intrusion Porosimetry (Micromeritics, Autopore IV)  
dPorosity calculated for pore sizes less than 10 μm to exclude interparticle spacing within the tested samples 
 
Figure 4.1 shows the pore size distribution of the calcined particles. The porosity was calculated from the MIP 
measurements given in Table 4.1. Since MIP analysis cannot distinguish between the pores inside the particle 
from the spacing between the particles (interparticle spacing), there was a significant degree of overestimation 
of the true porosity (the raw porosities were found to be ~0.95). To correct the results, it was arbitrarily decided 
that a cut-off point was made whereby all the pores sized above 10 μm were considered interparticle spacing 
and therefore removed from the porosity calculation. 
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Figure 4.1: BJH and MIP Pore size distribution of a batch of the calcined limestone. 
 
It can be seen in Figure 4.1 that the pore size distributions determined from BJH and MIP analysis match up 
reasonably well. However, the maxima are slightly off. The reason for this is due to the fact that these analytical 
processes had limitations. Pore size analysis using MIP may ‘identify’ pores that BJH analysis via N2 
adsorption cannot, particularly at the smaller pore sizes where MIP analysis involves forceful injection of 
mercury into the pores. This can sometimes be a problem as it may crack the material if its structure is weak.196  
 
4.1.1  Experimental Equipment and Setup  
The PFBR from Chapter 3 was used for the work presented in this chapter. However, in order to measure the 
rate kinetics, the analyser was upgraded to one with a faster response time (with smaller gas cells). In addition, 
several modifications were made to allow the generation and injection of steam into the reactor.  
 
4.1.1.1 Modifications  
A steam generation system was constructed to supply the steam for the experiments. The major components 
of the steam generation system consisted of a water tank, a Coriolis meter (Bronkhorst), a MFC (Bronkhorst) 
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for N2, a heating unit (Bronkhorst) and a humidity probe (Vaisala). The water tank had a volume of 1 L and 
was filled with deionised water (via a syringe). The Coriolis meter controlled the mass flow rate of the water 
leaving the tank and entering the heating unit, and the N2 MFC controlled the flow rate of the carrier gas which 
transports the water through the heater and into the reactor. The humidity probe was used to measure the 
temperature and relative humidity of the gas exiting the heater. Heating tapes (Omega), were used to preheat 
all the gas lines which carried steam to prevent condensation. The heating tapes were powered by four heating 
control boxes (built from RS Components). Type ‘K’ Inconel thermocouples were used to monitor the 
temperatures in the gas streams. The steam gas line was connected to the bottom of the reactor via a t-piece 
Swagelok fitting. A small round piece of wire mesh was placed into the t-piece fitting to prevent the solid 
sorbent from accidentally spilling over into the steam gas line when it was fed into the reactor. The MFCs and 
the steam generation system were controlled using FlowDDE through a code written in Agilent VEE. 
 
Just like in the setup described in Chapter 3, a vertical ice-bath-cooled trap and a horizontal particulate trap 
were used. The vertical trap was necessary to condense out the steam from the off-gas exiting the reactor to 
prevent moisture from reaching the downstream equipment. The water was collected at the bottom of the 
cylinder and was removed using a stainless steel air-locked valve-operated drainage system. The particulate 
trap was filled with 6 g of glass wool to confine any elutriated particles. A ½″ OD horizontal stainless steel 
moisture trap filled with 8 g of CaCl2 was placed before the inlet to the gas analyser (MGA 3000). It was used 
to capture any moisture which bypassed the condensation section.  
 
The gases were supplied by a calibration gas of 29.89 vol% CO2 balanced in N2 cylinder (BOC), a 100 vol% 
CO2 cylinder (99.9% purity from BOC) and an oxygen-free N2 cylinder (99.998% purity supplied by BOC). 
A schematic diagram of the entire setup is shown in Figure 4.2. 
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Figure 4.2: Diagram of full reactor setup with steam system highlighted by dashed lines. 
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4.1.2  Experimental Methods 
4.1.2.1 Experimental Procedure for Carbonation Experiments with/without Steam 
Prior to every experiment, the reactor and gas lines were leak tested at 7 bara with N2 gas. The two programs, 
Agilent VEE and FlowDDE were opened to control the gas flow rate and reactor temperature. The reactor was 
heated under a fluidising gas flow of 50 ml s-1 of N2 to the set-point temperature. In parallel, the set-point of 
the steam heater unit was inputted. It was imperative that the heater temperature was kept below the boiling 
point temperature of steam to avoid damaging the heater. The IR gas analyser was subject to a purge of N2 at 
a flow rate of 15 ml s-1 and the water tap was opened to start cooling the copper electrodes 
 
Upon reaching the set-point temperature, 50 g of sand (425-500 μm) was added into the reactor to form an 
inert fluidised bed. Next, the analyser purge was stopped and the flow rate of the fluidising gas into the reactor 
was increased to a value corresponding to a U/Umf of 3. The pressure in the reactor was then given time to 
stabilise, and the gas analyser reading was checked to ensure there was no obvious drifting. Provided that there 
was no drift, a single-point calibration was then carried out using the 30 vol% CO2 calibration gas cylinder.  
 
The heating control boxes were then switched on to power the heating tapes. Once the heating tapes had heated 
their respective gas lines to above the boiling point temperature of water (at the operating pressure), the steam 
generation process was then initiated. To generate steam, the water tank was first pressurised with N2 gas to 
0.5 bar above the operating pressure (to ensure no back flow of water). The valve at the bottom of the water 
tank was then opened so that the water could pass through the Coriolis meter and into the heating unit. Inside 
the heating unit, the water was heated and then mixed with the N2 carrier gas to give steam. The steam was 
first diverted into the sink (which was filled with ice) to allow time for the humidity levels (measured by the 
humidity probe) to stabilise. After a stable relative humidity reading was achieved, the steam was directed into 
the reactor by opening the ball valve which separated the steam system from the main gas line. Here, the steam 
was combine with the fluidising gas stream of CO2/N2. 
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The bed temperature of the reactor was then allowed to stabilise at the set-point temperature before a blank 
feed was carried out. The sample cylinder was pressurised to 0.5 bar above the system pressure with N2 and 
after waiting for the pressure and temperature to stabilise, the rotary valve was opened to release the gas into 
the bed. Next, 0.5 g batches of CaO were weighed out and placed into the sample cylinder. The pressurisation 
process was repeated and the sample was injected into the reactor. Around 3-4 batches of CaO were fed into 
the reactor for each set of experimental condition. Upon finishing the reactions, the steam was directed away 
from the reactor and the water flow was switched off. The reactor was then left at ~500 °C for 30 min to 
evaporate any residual water. It was then depressurised by gradually reducing the fluidising gas flow rate and 
then cooled down by switching off the power to the system.  
 
Table 4.2: Operating conditions for carbonation experiments carried out in Chapter 4. 
Sample Mass (g) 
355-425 μm 
Sand Bed (g) 
425-500 μm 
U/Umf P (bara) T (°C) 
CO2 
Concentration 
(vol%) 
H2O 
Concentration 
(vol%) 
 
0.5 
 
50 3 1.5-5 550-750 3.75-30 0-20 
 
The fluidising gas composition and reactor operating conditions for the carbonation experiments are given in 
Table 4.2. The low partial pressures of steam were chosen to ensure that the hydration reaction between CaO 
and H2O (to form Ca(OH)2) was thermodynamically unfavourable (more than 32 vol% steam was required at 
550 degrees and 5 bara to form Ca(OH)2 and even more so at higher temperatures/lower pressures). The 
equilibrium diagram for the hydration of CaO, shown in Figure 4.3, was constructed from thermodynamic 
equilibrium data extracted from McBride et al.91 
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Figure 4.3: Pressure-temperature equilibrium diagram for calcination-carbonation reaction of CaO with H2O. 
 
4.1.2.2 Deconvolution of Gas Analyser Signal 
After reaction, the gaseous products must mix inside the freeboard of the reactor (above the fluidising bed of 
sand) and travel through the moisture/particulate traps before entering the analyser. Each of these stages are 
influenced by mixing effects. Long mixing times will convolute the concentration profile obtained from the 
gas analyser. In addition, the analysers cannot respond instantaneously to changes in concentration as each 
analyser has their own finite response time. To correct for all these effects, the ‘measured’ concentration 
profiles obtained from the gas analyser were deconvoluted. 
 
In order to deconvolute the analyser signals, the system response time (time it takes for the whole system to 
respond to a change in gas concentration) was measured. The method used here follows the published work 
by Fennell et al.128 The true concentration of the product gas was approximated from the measured gas 
concentration using Equation 4.1. 
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Equation 4.1: 
𝐶𝑡 = 𝐶𝑚 + 𝜏𝑚𝑖𝑥
𝑑𝐶𝑚
𝑑𝑡
 
 
Here, the measured (convoluted) concentration from the analyser is denoted as Cm and the ‘true’ instantaneous 
(deconvoluted) concentration is denoted as Ct. τmix denotes the mixing time of the system. One may argue that 
it would be more accurate to model the overall effects as 2 CSTRs in series (Equation 4.2); however, the 
response times were relatively small, which meant that the secondary order effects can be assumed to be 
negligible (τ1τ2<<1). Consequently, the response times can be considered to be additive.  
Equation 4.2: 
𝐶𝑡 = 𝐶𝑚 + (𝜏1 + 𝜏2)
𝑑𝐶𝑚
𝑑𝑡
+ 𝜏1𝜏2
𝑑2𝐶𝑚
𝑑𝑡2
 
 
 
 
Figure 4.4: Measured response for a step change of 15 vol% CO2 in a fluidised bed of sand at ambient conditions with a 
flow rate of 55 ml s-1 @SATP. The red line represents the curve of best fit as the concentration changed from 10-90% 
of the set-point value. The slope of the plot is -1/τmix. 
  
139 | P a g e  
 
The overall response times were measured by applying a step change in CO2 and then measuring the time taken 
for the measured gas concentration to change from 10 to 90% of the set-point value. The reason the response 
time was not measured as the time taken for the signal to go from 0 to 100% was because there were deviations 
from linearity at the extremes. (This can be seen in Figure 4.4.) The overall response time (averaged over 
several experiments), τmix was found to be 3.5 s. 
 
Well-Mixed Assumption 
The deconvolution model is based on the assumption that the PFBR behaved like a well-mixed system (such 
as that of a CSTR). In order to demonstrate that the fluidised bed in the PFBR was well mixed, the cross flow 
factor was calculated. High cross flow factors indicate high rates of mass transfer between the particulate and 
bubble phase and therefore better mixing. The cross flow factor was determined experimentally using a method 
reported in the published work of Zhang et al.180 From preliminary experimental work, the cross flow factor 
was found to be 23.7. This suggested that there was a high level of mixing in the PFBR. The model and 
procedure are highlighted in Appendix C.  
 
Final Validation of Deconvolution Method 
In order to check the validity of the deconvolution procedure, experiments were carried out whereby CaO was 
carbonated in the PFBR under three different configurations (either a large moisture trap, small moisture trap 
or no moisture trap was placed in front of the gas analyser). Each configuration had a different response time 
owing to the volume of the different traps. The convoluted and deconvoluted rates of carbonation were then 
compared. The results are shown in Figure 4.5. It can be seen that, although the convoluted data were found 
to be significantly different (due to the different mixing/response times in the system), the deconvoluted results 
were in good agreement. 
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Figure 4.5: Calculated rate vs conversion of convoluted data compared to rate (4.5a) vs conversion for deconvoluted 
data (4.5b) for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas 
of 15 vol% CO2, (with/without 10 vol% steam) balanced in N2, temperature=700 °C, pressure=1.5 bara, U/Umf=3 (55 ml 
s-1 @SATP). 
 
4.1.2.3 Adjusting for Pressure Fluctuation during Pressurised Injection of Material 
In a similar method to that discussed in Chapter 3, it was necessary to adjust for the flow rate change caused 
by the sudden pulse of pressurised gas into the reactor. Figure 4.6 shows the material/mole balance for the 
blank feed into the reactor where n denotes the molar flow rate, and δN2in is the flow rate change caused by the 
injection of N2 gas into the sample cylinder. 
 
From the mole balance shown in Figure 4.6, a series of equations were derived to describe the change in the 
measured outlet flow rate due to the blank feed in terms of the measured concentration of CO2. The final 
expression for δN2in is given by Equation 4.3 where yout represents the gas volume/molar fraction which was 
determined from the ‘true’/deconvoluted concentrations, Ct calculated by Equation 4.1. 
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Figure 4.6: Mole balance for blank feed into the PFBR without reaction. 
 
For the blank feed, the component mole balances of CO2 and N2 are given by the following set of equations: 
𝐶𝑂2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛 = (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑜𝑢𝑡 
𝑁2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 = (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝑁2 𝑜𝑢𝑡  
 
(𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛) = 𝑛(+𝛿)𝑖𝑛 =
(𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛
𝑦𝐶𝑂2 𝑜𝑢𝑡
 
Equation 4.3: 
𝛿𝑁2 𝑖𝑛 =
(𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛
𝑦𝐶𝑂2 𝑜𝑢𝑡
− 𝑛𝑖𝑛  
 
The expression for δN2in was then utilised in the mole balance for the carbonation reaction to obtain an 
expression for the true molar rate of consumption of CO2 during reaction (Equation 4.4). Figure 4.7 shows the 
full mole balance for the carbonation reaction. 
 
 
 
 
 
 
nin=nCO2in +nN2in nout=nCO2in + nN2in + δN2in 
 
δN2in 
Reactor 
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Figure 4.7: Mole balance for the carbonation reaction which incorporates the effects of the additional pulse of N2 during 
pressurised feeding in the PFBR. 
 
𝐶𝑂2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:  
(𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛 − 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 = (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛)𝑦𝐶𝑂2 𝑜𝑢𝑡 
 
𝑁2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:   
(𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 = (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 − 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛)𝑦𝑁2 𝑜𝑢𝑡 
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 − 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛𝑦𝐶𝑂2 𝑜𝑢𝑡 = (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛 − (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑜𝑢𝑡 
 
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 (1 − 𝑦𝐶𝑂2𝑜𝑢𝑡) = (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛 − (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑜𝑢𝑡 
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 =
(𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑖𝑛 − (𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑜𝑢𝑡
(1 − 𝑦𝐶𝑂2𝑜𝑢𝑡)
 
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 =
𝑛𝑖𝑛𝑦𝐶𝑂2 𝑖𝑛 − (𝑛𝑖𝑛 + 𝛿𝑁2 𝑖𝑛)𝑦𝐶𝑂2 𝑜𝑢𝑡
(1 − 𝑦𝐶𝑂2𝑜𝑢𝑡)
 
 
Equation 4.4: 
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 =
𝑛𝑖𝑛(𝑦𝐶𝑂2𝑖𝑛 − 𝑦𝐶𝑂2𝑜𝑢𝑡)
(1 − 𝑦𝐶𝑂2𝑜𝑢𝑡)
−
𝛿𝑁2 𝑖𝑛𝑦𝐶𝑂2 𝑜𝑢𝑡
(1 − 𝑦𝐶𝑂2𝑜𝑢𝑡)
 
nin=nCO2in + nN2in nout=nCO2in + nN2in + δN2in - nCO2 
Carbonation 
 
 
δN2in 
nCO2 Carbonation 
Reactor 
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Or  
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 =
𝑛𝑖𝑛𝑦𝐶𝑂2 𝑖𝑛 − 𝑛(+𝛿)𝑖𝑛𝑦𝐶𝑂2 𝑜𝑢𝑡
(1 − 𝑦𝐶𝑂2𝑜𝑢𝑡)
 
 
Here, 𝑛(+𝛿)𝑖𝑛 = 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 + 𝛿𝑁2 𝑖𝑛 
And 𝑛𝑖𝑛 = 𝑛𝐶𝑂2 𝑖𝑛 + 𝑛𝑁2 𝑖𝑛 
 
When steam was present in the system, the mole balances were adjusted. Since steam did not react in the bed, 
and was condensed out afterwards (shown in Figure 4.8), the following set of equations were used to solve for 
the moles of CO2 reacted: 
 
 
Figure 4.8: Mole balance for the carbonation reaction which incorporates the effects of the additional pulse of N2 during 
pressurised feeding in the PFBR in the presence of steam. Dotted outline represents the observed/dry flow rates of gases. 
 
For Reaction: 
𝐶𝑂2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    𝑛𝐶𝑂2 𝑜𝑢𝑡 = 𝑛𝐶𝑂2 𝑖𝑛 − 𝑛𝐶𝑂2𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛  
𝑁2 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    𝑛𝑁2 𝑜𝑢𝑡 = 𝑛𝑁2 𝑖𝑛 
𝑆𝑡𝑒𝑎𝑚 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    𝑛𝐻2𝑂 𝑖𝑛 = 𝑛𝐻2𝑂 𝑜𝑢𝑡 
𝑇𝑜𝑡𝑎𝑙 𝐵𝑎𝑙𝑎𝑛𝑐𝑒:    𝑛𝑜𝑢𝑡 = 𝑛𝑖𝑛 − 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛  
nCO2in + nN2in nout=nCO2in + nN2in + δN2in - nCO2 
δN2in 
nCO2 Carbonation 
Reactor 
nH2Oin nH2Oin 
144 | P a g e  
 
𝑛𝑑𝑟𝑦 𝑜𝑢𝑡 = 𝑛𝑜𝑢𝑡 − 𝑛𝐻2𝑂 𝑜𝑢𝑡 
𝑛𝑑𝑟𝑦 𝑖𝑛 = 𝑛𝑖𝑛 − 𝑛𝐻2𝑂 𝑖𝑛 
𝑠𝑡𝑒𝑎𝑚 𝑖𝑛 𝑎𝑛𝑑 𝑜𝑢𝑡 𝑎𝑟𝑒 𝑠𝑎𝑚𝑒 𝑠𝑜:    𝑛𝑑𝑟𝑦 𝑜𝑢𝑡 = 𝑛𝑑𝑟𝑦 𝑖𝑛 − 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛  
 
𝑛𝑑𝑟𝑦 𝑜𝑢𝑡𝑋𝑁2 𝑑𝑟𝑦 𝑜𝑢𝑡 = 𝑛𝑑𝑟𝑦 𝑖𝑛𝑋𝑁2 𝑑𝑟𝑦 𝑖𝑛 
𝑛𝑑𝑟𝑦 𝑜𝑢𝑡 (1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡) = 𝑛𝑑𝑟𝑦 𝑖𝑛 (1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑖𝑛) 
𝑛𝑑𝑟𝑦 𝑜𝑢𝑡 =
𝑛𝑑𝑟𝑦 𝑖𝑛 (1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑖𝑛)
(1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
 
 
 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 = 𝑛𝑑𝑟𝑦 𝑖𝑛 − 𝑛𝑑𝑟𝑦 𝑜𝑢𝑡 
∴ 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 = 𝑛𝑑𝑟𝑦 𝑖𝑛 −
𝑛𝑑𝑟𝑦 𝑖𝑛 (1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑖𝑛)
(1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
 
∴ 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 =
𝑛𝑑𝑟𝑦 𝑖𝑛 − 𝑛𝑑𝑟𝑦 𝑖𝑛𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡 − 𝑛𝑑𝑟𝑦 𝑖𝑛 + 𝑛𝑑𝑟𝑦 𝑖𝑛𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑖𝑛
(1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
 
 
∴ 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 =
𝑛𝑑𝑟𝑦 𝑖𝑛 (𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑖𝑛 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
(1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
 
 
And when the pulse of gas (owed to the effects of the blank feed) was adjusted for: 
Equation 4.5: 
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛 =
𝑛𝑑𝑟𝑦 𝑖𝑛 (𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑖𝑛 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
(1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
−
𝛿𝑁2 𝑑𝑟𝑦,𝑖𝑛𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡
(1 − 𝑦𝐶𝑂2 𝑑𝑟𝑦 𝑜𝑢𝑡)
 
 
Here, 𝑛𝑑𝑟𝑦 𝑖𝑛 =
𝑃(𝑄𝑖𝑛−𝑄𝑖𝑛𝑦𝐻2𝑂)
𝑅𝑇
 
And  𝑄𝑖𝑛 =
𝑛𝑖𝑛𝑅𝑇
𝑃
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Equation 4.5 was then converted to Equation 4.6 to express the rate of carbonation in units of s-1. The rate 
kinetics are all expressed in units of s-1 in this chapter unless stated otherwise. 
Equation 4.6: 
𝑟 =
𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛
𝑤𝐶𝑎𝑂
𝑀𝐶𝑎𝑂  
 
From the rate of carbonation, it was then possible to derive the conversion/carrying capacity (after 100 s) in 
terms of mol CO2 captured/mol CaO (Equation 4.7). 
Equation 4.7: 
𝑋 =
𝑀𝐶𝑎𝑂
𝑤𝐶𝑎𝑂
∫ 𝑛𝐶𝑂2 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑖𝑜𝑛
𝑡=100
𝑡=0
𝑑𝑡 
 
Here, wCaO is the mass of CaO injected into the reactor. 
 
4.4 Results and Discussion 
4.1.3 Gas Concentration Profile 
A typical gas concentration profile taken from the gas analyser is shown in Figure 4.9. A single-point 
calibration of CO2 was carried out at the beginning of each experiment to check the analyser was reading 
accurately. The blank feed is characterised by a small drop in the CO2 concentration owing to the injection of 
a small pulse of N2 during feeding. This effect was adjusted for with the procedure outlined in Section 4.1.2.3. 
The carbonation reaction was characterised by a sharp drop in CO2 concentration followed by a recovery of 
CO2 concentration back to the baseline level. The sharp drop represents the kinetically-controlled stage of 
carbonation and the recovery of CO2 concentration represents the diffusion-controlled step of the carbonation 
reaction. In the case where steam was present in the reactor, the CO2 concentration measured by the gas 
analyser ‘increased’. This ‘increase’ was the result of a change in the total volume of gas owed to the 
condensation of steam before the sample gas reached the analyser. When determining the kinetics, the true 
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concentration of CO2 (before the condensation of steam) was back-calculated using the material balances listed 
in Section 4.1.2.3. 
 
 
Figure 4.9: CO2 and steam concentration profiles for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-
425 μm) in the PFBR with fluidising gas of 15 vol% CO2, 10 vol% steam balanced in N2, temperature=650 °C, 
pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
From the gas concentration profile (Figure 4.10a), it was possible to analyse the results using the equations 
derived in Section 4.1.3.4. From the mole balances, it was possible to obtain the number of CO2 moles 
consumed over time, which was then converted into a rate of reaction. The steam concentration shown here 
was calculated from the measured humidity levels in the steam gas line using the procedure described in 
Appendix C. In this chapter, the reaction kinetics will be discussed in terms of the peak rate of reaction. The 
peak rate is defined as the maximum rate of reaction achieved in the kinetically-controlled regime of 
carbonation. It is denoted by r and quoted in units of s-1 (unless stated otherwise). This parameter was a clear 
and concise way of comparing multiple rate kinetics in the same plot. Figure 4.10b shows a plot of carbonation 
rate against time for a carbonation experiment carried out at 650 °C, 1.5 bara with a fluidising gas containing 
15 vol% CO2. The peak rate is clearly indicated on the figure. 
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Figure 4.10: Concentration profile for carbonation (4.10a) and the associated plot of reaction rate vs time (4.10b) for 
carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas of 15 vol% CO2 
balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
4.1.4 Selection of Sample Mass and Particle Size 
In obtain to obtain reaction rates which were as close as possible to the intrinsic reaction rates, it was necessary 
to use small sample masses (to minimise external mass transfer resistances) and small particle sizes (to 
maximise intraparticle diffusion rates). The mass was chosen to be 0.5 g and the particle size was chosen to be 
355-425 μm. Smaller sample masses and particle sizes were neglected due to higher noise-to-signal ratios and 
greater susceptibility to attrition and elutriation. 
 
Figures 4.11a and 4.11b show the reaction rate (normalised for the sample mass) against time for different 
sample masses and particle sizes, respectively. It can be seen that there were negligible differences (within 
experimental error) between the peak rates for masses ranging from 0.1 to 0.5 g and particle sizes below 500 
μm. The effects of the high noise-to-signal ratio (indicated by the fluctuations in concentration) can be seen in 
the reaction profile for the case where 0.1 g of CaO was reacted.  
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Figure 4.11: Rate (normalised for mass) vs time for different sample masses (4.11a) and different particle sizes (4.11b) 
of CaO for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas of 
15 vol% CO2, balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
4.1.5 Effectiveness Factor Determination  
The intrinsic kinetics of a reaction system can be convoluted by processes such as external mass transfer and 
intraparticle diffusion. As already discussed in the previous section, the sample masses and particles sizes were 
specifically chosen to minimise these effects. In addition, high gas flow rates were utilised to maximise the 
quality of mixing in the fluidised bed. One method to verify whether the observed rate of reaction was 
representative of the intrinsic rate was to calculate the effectiveness factor, η and/or the global effectiveness 
factor, ηG. The definitions of the effectiveness factors are given by: 
𝜂 =
𝑶𝒃𝒔𝒆𝒓𝒗𝒆𝒅 𝒓𝒆𝒂𝒄𝒕𝒊𝒐𝒏 𝒓𝒂𝒕𝒆 (𝑎𝑠𝑠𝑢𝑚𝑖𝑛𝑔 𝑖𝑛𝑠𝑡𝑎𝑛𝑡𝑒𝑜𝑢𝑠 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑚𝑎𝑠𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟)
𝑰𝒏𝒕𝒓𝒊𝒏𝒔𝒊𝒄 𝒓𝒆𝒂𝒄𝒕𝒊𝒐𝒏 𝒓𝒂𝒕𝒆 (𝑟𝑎𝑡𝑒 𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑖𝑛𝑠𝑡𝑎𝑛𝑡𝑒𝑜𝑢𝑠 𝑖𝑛𝑡𝑟𝑎𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛)
 
 
𝜂𝐺 =
𝑶𝒃𝒔𝒆𝒓𝒗𝒆𝒅 𝒓𝒆𝒂𝒄𝒕𝒊𝒐𝒏 𝒓𝒂𝒕𝒆
𝑰𝒏𝒕𝒓𝒊𝒏𝒔𝒊𝒄 𝒓𝒆𝒂𝒄𝒕𝒊𝒐𝒏 𝒓𝒂𝒕𝒆 (𝑟𝑎𝑡𝑒 𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑖𝑛𝑠𝑡𝑎𝑛𝑡𝑒𝑜𝑢𝑠 𝑖𝑛𝑡𝑟𝑎𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛)
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The effectiveness factors were calculated with a model proposed by Zhang et al.180 In this section, the equations 
used in this model will be presented first. This is then followed by a description of the iterative procedure that 
was used to derive the final effectiveness factors. 
 
The model assumes a pseudo-steady-state first-order approximation for the reaction. The expression for the 
(first-order) irreversible reaction for a spherical particle is given by Equation 4.8.  
Equation 4.8: 
𝑟 = 𝑘𝐶𝐶𝑂2 
 
Here, k is the observed rate constant, r is the observed peak rate, and CCO2 is the ‘true’ outlet CO2 concentration 
in the bulk phase (calculated using Equation 4.1). The validity and justification for using a first-order and 
irreversible reaction approximation will be discussed in the conclusions at the end of this chapter. 
 
In addition, the particle was assumed to be isothermal. The Biot number, NBi which was calculated with 
Equation 4.9, was found to be <<1 (see Table C.6 in Appendix C).197 
Equation 4.9: 
𝑁𝐵𝑖 =
ℎ𝑟𝑝
3𝜆𝑒𝑓𝑓
 
ℎ =
2𝑟𝑝𝑁𝑢
𝜆𝑚𝑖𝑥
 
 
Here, Nu is the Nusselt number, h is the external heat transfer coefficient of the particle, rp is the particle radius, 
λeff is the effective conductivity of the particle and λmix is the conductivity of the fluidising gas (refer to 
Appendix C for more details). 
  
Equation 4.10 shows the definition of the global effectiveness factor, ηG which accounts for both external mass 
transfer and intraparticle diffusion effects.198 Equation 4.10 can be reduced to give Equation 4.11 in order to 
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relate the observed rate constant, k to the effectiveness factor, η. This effectiveness factor only accounts for 
the intraparticle diffusion effects.  
Equation 4.10: 
1
𝜂𝐺
=
𝑟𝑝𝑘𝑖
3𝑘𝑔
+
1
𝜂
 
Equation 4.11: 
1
𝑘
=
𝑟𝑝
3𝑘𝑔
+
1
𝜂𝑘𝑖
 
 
Here, rp is the particle radius, kg is the mass transfer coefficient, and ki is the intrinsic rate constant. 
 
For a spherical particle, the effectiveness factor can be expressed as a function of the Thiele modulus, ϕ 
according to Equation 4.12:199 
Equation 4.12: 
𝜂 =
3
𝜙2
(𝜙𝑐𝑜𝑡ℎ𝜙 − 1) 
Equation 4.13: 
𝜙 = 𝑟𝑃√
𝑘𝑖
𝐷𝑒𝑓𝑓
 
 
The Thiele modulus (defined by Equation 4.13) is a dimensionless quantity which is related to the intrinsic 
rate constant, ki and the effective diffusivity through the pores in the particle, Deff. The effective diffusivity is 
a single term which combines the effects of bulk diffusion and Knudsen diffusion (for a straight, cylindrical 
pore). It is related to the effective bulk diffusivity, DAB,eff (Equation 4.14) and the effective Knudsen diffusivity, 
DK,eff (Equation 4.15) through Equation 4.16.200, 201  
Equation 4.14: 
𝐷𝐴𝐵,𝑒𝑓𝑓 = 1.8583×10
−7√𝑇3 (
1
𝑀𝐴
+
1
𝑀𝐵
)
𝜀𝐴𝐵
𝜏𝑝𝜎𝐴𝐵 2𝛺𝐴𝐵
(1,1)∗
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Equation 4.15: 
𝐷𝐾,𝑒𝑓𝑓 = 194
𝜀𝐶𝑎𝑂
2
𝜏𝑆𝑔𝜌𝐶𝑎𝑂
√
𝑇
𝑀
 
𝑤ℎ𝑒𝑟𝑒 𝐷𝑖,𝑒𝑓𝑓 =
𝜀𝐶𝑎𝑂𝐷𝑖
𝜏
 (𝑓𝑜𝑟 𝑖 = 𝐴𝐵 𝑜𝑟 𝐾) 
 
Equation 4.16: 
1
𝐷𝑒𝑓𝑓
=
1
𝐷𝐾,𝑒𝑓𝑓
+
1
𝐷𝐴𝐵,𝑒𝑓𝑓
 
 
Here, the term denoted as τ is not the typical tortuosity factor for a particle. It is, instead, a ‘fitted’ tortuosity 
factor which compensates for the uncertainties associated with porosity measurements (i.e. selecting the 
appropriate cut-off point to distinguish between the pores and the spacing between particles in the MIP 
measurements).180 Sg is the specific surface area measured from the BET analysis of CaO.  
 
The bulk diffusion was determined from the Chapman-Enskog theory for a low-pressure and low-density 
binary diffusion system.200 It is a function of the molecular weights of the participating gases, MA and MB, the 
Lennard-Jones (12,6) parameters, εAB and σAB, and a system-specific collision integral, 𝛺𝐴𝐵
(1,1)∗
. The collision 
integrals were obtained from Klein and Smith.202 In order to determine the bulk diffusivity for a ternary system 
involving a polar molecule (steam), a few modifications were required (see Appendix C for more details). The 
Knudsen diffusion term was included in the calculation of the effective diffusivity since it was likely to have 
a significant influence on the overall diffusivity: The mean free path of CO2 at 650 °C and 1.5 bara was found 
to be ~350 nm (calculated using Equation C.27 in Appendix C), which is larger than the majority of the pore 
sizes in the CaO particle (see Figure 4.1). 
 
The external mass transfer coefficient, kg (defined by Equation 4.17) was estimated with a Sherwood number 
correlation for a fluidised bed (Equation 4.18).203 The Reynolds number, Remf and the Schmit number, Sc were 
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calculated using Equations 4.19 and 4.20, respectively. Here, the voidage at minimum fluidisation, εmf was 
assumed to be 0.42,204 and the diameter of the active particle (CaO) is denoted by dp. 
Equation 4.17: 
𝑘𝑔 = 𝐷𝐴𝐵
𝑆ℎ
𝑑𝑝
 
Equation 4.18: 
𝑆ℎ = 2𝜀𝑚𝑓 + 0.95𝑅𝑒𝑚𝑓
0.5 𝑆𝑐0.3 
Equation 4.19: 
𝑅𝑒𝑚𝑓 =
𝜌𝑓𝑈𝑚𝑓𝑑𝑝
𝜇𝜀𝑚𝑓
 
Equation 4.20: 
𝑆𝑐 =
𝜇
𝜌𝑓𝐷𝐴𝐵
 
 
In theory, the intrinsic rate constants are independent of the particle size of the reactant. However, the intrinsic 
rate constants are more difficult to measure for large particles as the rates are influenced by intraparticle 
diffusion. Consequently, the effectiveness factors vary for different particle sizes. The only parameter which 
remains unchanged with respect to the particle size is the tortuosity factor. In order to determine the 
effectiveness factors, an iterative procedure was used. Here, the ‘fitted’ tortuosity factor (which directly affects 
the intraparticle diffusivity) was adjusted until the intrinsic rate constants for the different particle sizes 
converged. 
 
From an initial guess of the ‘fitted’ tortuosity factor, τ, the effective diffusivity, Deff was calculated using 
Equations 4.14-16. This was then combined with an initial guess of the intrinsic rate constants, assuming η=1 
(using Equation 4.11) to obtain an initial guess for the Thiele modulus (Equation 4.13). Through the application 
of Equation 4.12, a new estimate of the effectiveness factor was made. The new effectiveness factor was then 
substituted back into Equation 4.11 to obtain a new estimate for the intrinsic rate constant. This process was 
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repeated until the effectiveness factors converged. The ‘fitted’ tortuosity factor, τ, was then adjusted until the 
intrinsic rate constants for the differently-sized particles also converged. 
 
 
Figure 4.12: Adjusted intrinsic rate constants for carbonation experiments of 212-355 μm, 355-425 μm, 425-500 μm, 
500-710 μm and 710-850 μm diameter Longcliffe-derived CaO (0.5 g) in the PFBR with fluidising gas of 15 vol% CO2 
balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
Figure 4.12 shows a plot of the observed rate constants and the approximated intrinsic kinetics against the 
particle size. The particle radius presented here is equivalent to half of the geometric mean of the particle size 
fraction. It can be clearly seen, that the rate constants for the larger size fractions required a greater adjustment 
in order to obtain the intrinsic kinetics. The dashed line represents the average value of the intrinsic rate 
constants. 
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Figure 4.13: The calculated effectiveness factor for rate constants for carbonation experiments of 212-355 μm, 355-425 
μm, 425-500 μm, 500-710 μm and 710-850 μm diameter Longcliffe-derived CaO (0.5 g) in the PFBR with fluidising gas 
of 15 vol% CO2 balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
Figure 4.13 shows a plot of the estimated effectiveness factor plotted against particle radii. It can be seen that 
the effectiveness factors decrease as the particle sizes increases. This was expected since the larger particles 
were subject to greater intraparticle diffusion effects. In addition, the effectiveness factor for the size fraction 
used in the experiments, 355-425 μm (indicated on the figure) was found to be ~0.91. This high effectiveness 
factor suggests that there were no significant limitations owing to intraparticle diffusion. Furthermore, a 
conservative value (different correlations for Sh and Re numbers yielded different results for the global 
effectiveness factor) for the global effectiveness factor (calculated by Equation 4.10) for the same size fraction 
was calculated to be ~0.75. This value is slightly lower as it accounts for both the intraparticle diffusion and 
external mass transfer effects. Since both effectiveness factors were found to be high, it can be concluded that 
the observed rates of reaction presented in this chapter can be considered to give a good approximation of the 
intrinsic rates. (Refer to Table C.5 in Appendix C for the effectiveness factors for the other particle sizes.) 
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With the same ‘fitted’ tortuosity factor, the effectiveness factors and intrinsic rate constants were also 
determined at different temperatures and in the presence of steam (see Figure C.6 in Appendix C). The 
activation energy was then calculated from the intrinsic rate constants with an Arrhenius plot. Figures 4.14a 
and 4.14b compares the activation energy obtained from the observed rate constants to those derived from the 
intrinsic rate constants. 
 
 
Figure 4.14: Arrhenius plot for both the observed and intrinsic rate constants for carbonation experiments in the 
kinetically-controlled regime of Longcliffe-derived CaO (0.5 g) in the PFBR with fluidising gas of 15 vol% CO2 without 
(4.14a) and with (4.14b) 10 vol% steam balanced in N2, temperature=550-750 °C, pressure=1.5 bara, U/Umf=3 (47-67 
ml s-1 @SATP). 
 
The activation energies were determined using the Student’s t-test statistical analysis with a 95% confidence 
interval using (n-2) degrees of freedom (where n is the number of experimental data points). For the case 
without steam, the activation energies were found to be 48 ± 11 kJ mol-1 and 62 ± 16 kJ mol-1 for the observed 
and intrinsic kinetics, respectively (Figure 4.14a). The range of the intrinsic activation energy for carbonation 
without the presence of steam overlapped with findings from Kyaw et al.117 and Lee.114 Kyaw et al.117 reported 
an activation energy of 78 kJ mol-1 for work conducted in an ATGA. Lee114 reported an activation energy of 
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72 kJ mol-1 when they applied their kinetic model to data extracted from Bhatia and Perlmutter109 for a 
temperature range of 585-725 °C. Unfortunately, an accurate comparison of activation energies could not be 
made as a wide range of activation energies have been reported: Nouri and Ebrahim205 found an activation 
energy of 46 kJ mol-1 for their TGA work at 550-700 °C. Dedman and Owen119 reported an activation energy 
of 39 kJ mol-1 for a temperature range of 200-600 °C. Grasa et al.118 modelled an activation energy of 
approximated 20 kJ mol-1 for a temperature range of 550-715 °C. Sun et al.116 reported 29 kJ mol-1 as the 
activation energy for work carried out in a TGA for a temperature range of 500-850 °C. On the other hand, 
Dennis and Hayhurst,105 and Bhatia and Perlmutter109 suggested that no activation energy was required for 
carbonation.  
 
Interestingly, the trend in the activation energies shows a slight deviation from linearity at 750 °C. When the 
intrinsic rate constant for the data point corresponding to carbonation at 750 °C (far left of the figure) was 
removed from the plot, the activation energy for the intrinsic rate constants would drop to the same as that of 
the observed rate constants. This observation suggests that the experiments carried out at temperatures of 750 
°C may have been limited by mass transfer. 
 
Figure 4.14b shows that the presence of steam reduced the activation energy by almost 20% (to 40 ± 8 kJ mol-
1 and 49 ± 11 kJ mol-1 for the observed and intrinsic reaction kinetics, respectively). Although the lower 
(average) activation energies suggest that steam may have a catalytic effect on the carbonation reaction, the 
overlap in the 95% confidence intervals suggest that there is not enough evidence to confirm this. Interestingly, 
the observed activation energy for the reaction with steam agrees well with the activation energy of 40 kJ mol-
1 for the reaction between CO2 and Ca(OH)2 at temperatures between 500 °C and 750 °C reported by Yu et 
al.206 They proposed that Ca(OH)2 and CO2 react to form Ca(HCO3)2, an intermediate which then forms 
Ca(HCO3)2. The similarity in activation energies suggest that, in the experiments presented here, Ca(OH)2 may 
have formed for a small instant before CO2 was adsorbed. However, this is unlikely since the conditions used 
in this chapter were thermodynamically unfavourable for the hydration of CaO with steam.  
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From the Arrhenius plots, it was possible to derive first-order expressions (using the average intrinsic 
activation energies) for the rate of carbonation in the kinetically-controlled regime. Equation 4.21 estimates 
the peak rate of carbonation in the absence of steam and Equation 4.22 can be used to derive the peak rate of 
carbonation in the presence of 5-20 vol% steam (it will be shown later on that concentration changes of steam 
within this range had no significant effect on the peak rate). These equations are only valid for carbonation 
under relatively low partial pressures of CO2, where the reaction order is close to 1 (this will be discussed in 
the next section). 
Equation 4.21: 
r ≈ 0.1 exp (−
61800
RT
)
PCO2 − 𝑃𝑒𝑞
𝑅𝑇
𝑆𝑔𝑀𝐶𝑎𝑂    [s
−1] 
Equation 4.22: 
r ≈ 0.03 exp (−
49300
RT
)
PCO2 − 𝑃𝑒𝑞
𝑅𝑇
𝑆𝑔𝑀𝐶𝑎𝑂    [s
−1] 
 
Here, R is the molar gas constant measured in J mol-1 K-1 and T is the temperature measured in K. PCO2 is the 
partial pressure of CO2 at the point when the maximum rate occurs and is measured in Pa. Sg is the BET-
measured surface area of the CaO in m2 g-1 and MCaO is the molar mass of CaO. 
 
4.1.6 Pressurised Rate Kinetics 
In the following sections, the raw data (observed rate kinetics) will be presented. The previous section 
demonstrated that the effectiveness factors were high and that there was little difference between the observed 
rates and the intrinsic rates for the particle sizes used in the experiments.  
 
4.1.6.1 Effect of Total Pressure 
Increasing the total pressure in a carbonator can allow higher partial pressures of CO2 to be achieved.113, 207 
These higher partial pressures of CO2 should, according to the thermodynamic equilibrium for carbonation, 
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provide larger driving forces for the carbonation reaction and increase its rate. However, the effects of changing 
the total pressure in the system is uncertain.  
 
Yu and Fan,113 who investigated the effects of pressure on the carbonation reaction in a MSB analyser, reported 
that there was an effect of the total pressure. They noticed that below a ‘transition pressure’ of 4000 Torr (~5 
bara) with a constant mole faction (20 mol%) of CO2, the reaction rate had a first-order dependence on the 
total pressure. At higher total pressures, the authors witnessed a reduction in the carbonation rate which they 
attributed to mass transfer limitations in their system. The volumetric flow rates were not adjusted accordingly 
to changes in the total pressure, so the partial pressure of CO2 in the fluidising gas was not kept constant. This 
meant that the effects of the total pressure cannot be clearly defined. It was, therefore, interesting to investigate 
the effects of the total pressure with some primary experiments. 
 
 
 
Figure 4.15: Peak rate of reaction against the total pressure for the carbonation experiment under 22.5 kPa of CO2 with 
and without 15 kPa of steam for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR 
with fluidising gas of 3.75-30 vol% CO2 balanced in N2, temperature=650 °C, pressure=1.5-5 bara, U/Umf=3 (55 ml s-1 
@SATP). 
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A few carbonation experiments were carried out whereby the total pressure was varied while the partial 
pressure of CO2 was maintained at 22.5 kPa both in the presence and absence of 15 kPa of steam. The observed 
peak rates, r vs the total pressure, P are shown in Figure 4.12. The results suggest that there were no obvious 
effects of altering the total pressure on the peak rate. The same behaviour can also be seen for the experiments 
involving steam. The only difference is that the peak rates were higher in the presence of steam. Further work 
could be carried out to examine the effects of pressure at even higher pressures to allow for a better comparison 
to the results obtained by Yu and Fan.113 
 
4.1.6.2 Influence of CO2 Partial Pressure.  
Next, a series of tests were carried out to examine the effects of changing the CO2 partial pressure in the 
fluidising/reactant gas. Figure 4.16 shows the effects of the partial pressure on the peak rate of reaction. Since 
the earlier results demonstrated that the total pressure did not influence the carbonation rate, the experimental 
data from different total pressures were also included in the plot. The reaction conditions that are presented in 
this figure are summarised in Table 4.3. 
 
Figure 4.16: Peak rate of reaction against the outlet CO2 partial pressure for the carbonation experiments of Longcliffe-
derived CaO (0.5 g, 355-425 μm) in the PFBR, with fluidising gas of 3.75-30 vol% CO2 balanced in N2, 
temperature=650 °C, pressure=1.5-5 bara, U/Umf=3 (55 ml s-1 @SATP). 
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Table 4.3: Operating conditions for the experimental data presented in Figure 4.16. The CO2 driving force was calculated 
as the difference between the equilibrium partial pressure of CO2 and the partial pressure of CO2 at the outlet of reaction 
at the instant the maximum rate of reaction was reached. 
Total Pressure (bara) 
CO2 inlet concentration 
(vol%) 
PCO2-Peq (kPa) 
1.5 3.75 1.2 
1.5 7.5 2.3 
3 3.75 4.1 
5 3.75 7.8 
1.5 15 8.0 
3 7.5 9.2 
2 11.25 9.5 
5 4.5 9.9 
5 75 19.8 
3 15 24.9 
1.5 30 26.5 
5 15 52.0 
3 30 64.9 
5 30 120.1 
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From the data shown in Figure 4.16, it was possible to estimate an apparent order of reaction by assuming that 
the rates of reaction were proportional to the partial pressure of CO2 according to Equation 4.23.116 
Equation 4.23: 
𝑟 = 𝑘[𝑃𝐶𝑂2 − 𝑃𝑒𝑞]
𝑛
 
 
Here, n is the apparent order of reaction and k is the observed rate constant. Since the carbonation reaction is 
reversible, the difference between the partial pressure of CO2 and the equilibrium partial pressure (PCO2 – Peq) 
was explicitly represented in the equation. This value represents the driving force for the reaction. Note that 
PCO2 refers to the outlet partial pressure of CO2 during the peak rate of reaction since the reactor was assumed 
to behave like a CSTR. 
 
Figure 4.16 shows that the rate of reaction increased with the partial pressure/driving force of CO2 but with a 
gradual change in order of reaction. A similar trend was observed by Yu and Fan113 who reported an increase 
in reaction rate with an increase in CO2 partial pressure. This is intuitive as an increase in the difference 
between the CO2 partial pressure and the equilibrium partial pressure meant a greater driving force for the 
carbonation reaction. The authors reported two regimes: the first of which was at lower partial pressures of 
CO2 (below 80-107 kPa) where they observed a first-order reaction with respect to the CO2 partial pressure, 
and the second regime was at higher partial pressures (above 107 kPa) where they observed a zero-order 
reaction. The change from a first-order reaction to zero order has also been reported in other investigations. 
The only difference was the CO2 partial pressure at which the ‘transition’ occurred. Bhatia and Perlmutter109 
reported a first-order relation below 10 kPa, Grasa et al.118 observed a first-order reaction for partial pressures 
of CO2 up to 101 kPa, and Sun et al.116 identified a transition point of 6 kPa for carbonation at 850 °C, and 8 
kPa for carbonation at 600 °C. Despite the disparity in these observations, the overall trend was similar. The 
carbonation reaction was first order up to a certain ‘transition’ partial pressure of CO2 but then reduced to a 
zero order relation above the ‘transition’ partial pressure. For the work presented here, the order of reaction 
was found to be close to unity for conditions up to 22.5 kPa of CO2. At higher partial pressures, the order of 
reaction decreased. 
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Langmuir Adsorption Model 
Since the peak rates obtained from the carbonation experiments (in the absence of steam) have demonstrated 
a gradual change in reaction order (from first to zero order) as the partial pressure of CO2 was increased, it was 
possible to fit the results to a Langmuir adsorption isotherm. An effectiveness factor for the Langmuir 
expression was not required since the effectiveness factors were shown to be close to unity for carbonation at 
both low CO2 partial pressures and at high CO2 partial pressures (see Figure C.7 in Appendix C). The high 
effectiveness factor was expected at high CO2 partial pressures since the effectiveness factor should be 1 for 
zero order reactions.208  
 
In the case without steam, the adsorption of CO2 onto the surface of the CaO particle can be expressed in the 
following form: 
𝐴(𝑔) + 𝑆 ⇌ 𝐴𝐴𝑑 
 
Here, A is the adsorbate molecule (CO2), S is an empty site on the surface of the CaO adsorbent, and AAd 
represents the adsorbed CO2. The adsorption process is reversible. The forward reaction is dependent on the 
total pressure and the fraction of unoccupied sites (1-θ) while the backward reaction depends only on the 
fraction of occupied sites, θ. At equilibrium, the rate of adsorption, rads,CO2 is equal to the rate of desorption. 
This is shown by Equation 4.24: 
Equation 4.24: 
𝑘𝑎𝑑𝑠𝑃(1 − 𝜃) = 𝑘𝑑𝑒𝑠𝜃 
 
Equation 4.24 was rearranged to obtain the following relationship: 
Equation 4.25: 
𝜃 =
𝐾𝐴𝑃
1 + 𝐾𝐴𝑃
 𝑤ℎ𝑒𝑟𝑒 𝐾𝐴 =
𝑘𝑎𝑑𝑠
𝑘𝑑𝑒𝑠
 
 
163 | P a g e  
 
Equation 4.25 was then substituted back into Equation 4.24 to give the rate of adsorption in terms of the partial 
pressure of the adsorbate (CO2). Here, there was no need to rewrite the rate expression in terms of the CO2 
driving force since the Langmuir model inherently considers reversible effects. 
Equation 4.26: 
𝑟𝑎𝑑𝑠,𝐶𝑂2 =
𝑘𝑎𝑑𝑠,𝐶𝑂2𝑃𝐶𝑂2
1 + 𝐾𝑒𝑞,𝐶𝑂2𝑃𝐶𝑂2
 
 
Equation 4.26 was used to fit the experimental data using the trust-region-reflective least squares algorithm 
curve fitting tool in MATLAB. Here, the rate constant for adsorption, kads,CO2 and the equilibrium rate constant, 
Keq,CO2 were used as the fitting parameters. The adsorption rate constant, kads,CO2 was found to be (4.86 ± 0.63) 
x 10-6 Pa-1 s-1 and the equilibrium constant, Keq,CO2 was estimated to be (6.45 ± 1.23) x 10-5 Pa-1. 
 
 
Figure 4.17: Peak rate of reaction against the outlet CO2 partial pressure for carbonation experiments fitted to the 
Langmuir adsorption model for Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR, temperature=650 °C, 
pressure=1.5-5 bara, U/Umf=3 (55 ml s-1 @SATP). 
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Figure 4.17 shows the fitted and experimentally obtained reaction rates plotted against the CO2 partial pressure 
(at 650 °C). The overall fit was very good, especially at low CO2 partial pressures. However, at the higher end 
of partial pressures, the model was found to underestimate the rate of adsorption/reaction by up to 30%. 
 
4.1.6.3 Influence of H2O Partial Pressure.  
Here, the effects of steam on the carbonation reaction will be presented. Similar experiments to those presented 
in the previous section were conducted. The only difference was the inclusion of steam in concentrations of 5-
20 vol%. The concentration range of steam was chosen to reflect the steam levels found in a typical flue gas 
stream from a power station (i.e. the concentration of steam produced from combustion).209 Higher 
concentrations of steam were not used in order to avoid hydration of the CaO sorbent.  
 
 
Figure 4.18: The effect of altering the steam concentration from 5 to 20 vol% for the carbonation experiments of 
Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR, with fluidising gas of 15 vol% CO2 balanced in N2, 
temperature=650 °C, pressure=1.5-5 bara, U/Umf=3 (55 ml s-1 @SATP). 
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Figure 4.18 shows the effects of changing the steam partial pressure on the peak rate. The volume fraction of 
CO2 was kept the same. The results suggest that an increase in the concentration of steam above 5 vol% made 
negligible difference to the observed rate of reaction. A potential explanation is that the presence of 5 vol% 
steam was sufficient to saturate the surface of the small batch of CaO (0.5 g), so any further increase in steam 
concentration would have no effect. The figure also shows that the rate of carbonation increased with the total 
pressure. However, this increase was most likely caused by an increase in CO2 partial pressure and not an 
increase in steam partial pressure (both the CO2 and steam partial pressures increased with the total pressure). 
If the steam partial pressure increased the rate of reaction, a positive slope would exist between the data points 
at constant total pressures. 
 
Figure 4.19a illustrates the effects of different steam partial pressures on the conversion/carrying capacity of 
CaO. The general shape of the curves was reflective of the well-known two-stage characteristic of the 
carbonation reaction: the initial fast kinetically-controlled step (the steep rise in conversion) and the slower 
diffusion-controlled step (where the conversion levels off). The results suggest that steam improves the rate of 
conversion by delaying the onset of the diffusion-controlled step. This phenomenon follows the observations 
of Manovic and Anthony188 and Donat et al.189 The steam appears to improve the diffusion of CO2 through the 
product layer, which extends the time spent in the kinetically-controlled stage of the carbonation reaction.  
 
Figure 4.19b shows a plot of the carbonation rate against conversion. The initial rates do not differ significantly 
at low conversions. This observation is consistent with the work by Arias et al.190 (they did not observe any 
changes in the fast initial reaction). On the other hand, the peak rate was found to be higher in the presence of 
steam. Interestingly, the peak rate appears at a higher conversion relative to the case without steam. This 
suggests that the presence of steam not only extends the kinetically-controlled stage but also accelerates the 
carbonation reaction. Figure 4.19 further illustrates that an increase in the concentration of steam from 5 to 20 
vol% did not have any obvious effects on the reaction profile. 
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Figure 4.19: Conversion vs time (4.19a) and reaction rate vs conversion (4.19b) for carbonation experiments of 
Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas of 15 vol% CO2, with 0-20 vol% steam 
balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
4.1.6.4 Apparent Order of Reaction in the Presence of Steam  
Figure 4.20 shows the effects of changing the CO2 partial pressure in the presence of steam. The results from 
the previous section suggested that increasing the steam concentration from 5 to 20 vol% did not have an effect 
on the peak rates. Consequently, data points obtained from every experiment involving steam (at 650 °C) were 
also included into the plot. The results demonstrated that there was a linear relationship between the logarithm 
of the rate against the logarithm of the driving force, with a slope (and apparent order of reaction) of 
approximately 0.36 over the entire range of data. The results suggest that the presence of steam benefits the 
carbonation reaction under all conditions, especially at low CO2 partial pressures.  
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Figure 4.20: Peak rate of reaction against the outlet CO2 partial pressure for the carbonation experiments of Longcliffe-
derived CaO (0.5 g, 355-425 μm) in the PFBR with 5-20 vol% steam superimposed onto Figure 4.16 for comparison, 
temperature=650 °C, pressure=1.5-5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
Competitive Langmuir Adsorption of CO2 and Steam 
In a similar method to the Langmuir modelling method mentioned in Section 4.1.6.2, a Langmuir adsorption 
isotherm was used to fit the results of the experiments which involved steam. Since there were two adsorbates, 
a competitive Langmuir adsorption equation was used. The adsorption reaction can be written as: 
𝐴(𝑔) + 𝐵(𝑔) + 2𝑆 ⇌ 𝐴𝐴𝑑 + 𝐵𝐴𝑑 
 
Here, A and S represent the same components as in the previous section, and B represents steam. At 
equilibrium, where the rate of adsorption and desorption are equal, the rate of adsorption of CO2 and steam 
can be expressed as Equations 4.27 and 4.28, respectively: 
Equation 4.27: 
𝑟𝑎𝑑𝑠,𝐴 =  𝑘𝑎𝑑𝑠,𝐴𝑃𝐴(1 − 𝜃𝐴 − 𝜃𝐵) = 𝑘𝑑𝑒𝑠,𝐴𝜃𝐴 
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Equation 4.28: 
𝑟𝑎𝑑𝑠,𝐵 = 𝑘𝑎𝑑𝑠,𝐵𝑃𝐵(1 − 𝜃𝐴 − 𝜃𝐵) = 𝑘𝑑𝑒𝑠,𝐵𝜃𝐵 
 
Here, Pi and θi denote the partial pressure and the fraction of active sites occupied by component i, respectively. 
 
Equations 4.27 and 4.28 can be rearranged to give Equations 4.29 and 4.30. Here, the fraction of active sites 
is made the subject of the equation: 
Equation 4.29: 
θA =
𝐾𝐴𝑃𝐴
1 + 𝐾𝐴𝑃𝐴 + 𝐾𝐵𝑃𝐵
    𝑤ℎ𝑒𝑟𝑒 𝐾𝐴 =
𝑘𝑎𝑑𝑠,𝐴
𝑘𝑑𝑒𝑠,𝐴
 𝑎𝑛𝑑 𝐾𝐵 =
𝑘𝑎𝑑𝑠,𝐵
𝑘𝑑𝑒𝑠,𝐵
 
 
Equation 4.30: 
θB =
𝐾𝐵𝑃𝐵
1 + 𝐾𝐴𝑃𝐴 + 𝐾𝐵𝑃𝐵
 
 
Equations 4.29 and 4.30 were substituted back into Equation 4.27 to give the final expression: 
Equation 4.31: 
𝑟𝑎𝑑𝑠,𝐶𝑂2 =
𝑘𝑎𝑑𝑠,𝐶𝑂2𝑃𝐶𝑂2
1 + 𝐾𝑒𝑞,𝐶𝑂2𝑃𝐶𝑂2 + 𝐾𝑒𝑞,𝐻2𝑂𝑃𝐻2𝑂
 
 
The experimental results were fitted to Equation 4.31 with the same curve fitting method as mention before. 
Here, kads,CO2, Keq,CO2 and Keq,H2O were taken as the fitting parameters. The rate constant of adsorption, kads,CO2 
was found to be (7.50 ± 1.06) x 10-6 Pa-1 s-1. The equilibrium rate constants, Keq,CO2 and Keq,H2O were found to 
be (8.08 ± 1.35) x 10-5 Pa-1 and (6.60 ± 5.43) x 10-6 Pa-1, respectively.  
 
Figures 4.21a and 4.21b show the experimental data and fitted data superimposed on each other for the 
carbonation experiments in the presence of steam at 650 °C using a 2D and 3D plot. The calculated results 
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appear to fit the experimental data reasonably well at low partial pressures of CO2 but deviate slightly at partial 
pressures above ~50 kPa. 
 
 
Figure 4.21: A 2-D (4.21a) and 3-D (4.21b) plot of peak rate of reaction against the outlet CO2 partial pressure for 
carbonation experiments fitted to the competitive Langmuir adsorption model for Longcliffe-derived CaO (0.5 g, 355-
425 μm) in the PFBR with 5-20 vol% steam, temperature=650 °C, pressure=1.5-5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
4.1.7 Temperature Effects on Carbonation Rate Kinetics with and without Steam 
Next, the effects of temperature were investigated. Figure 4.22a shows the effects of a change in temperature 
from 500 to 750 °C on the peak rates under pressures of 1.5-5 bara in the absence of steam. Figure 4.22b shows 
the peak rates when 10 vol% steam was present (under the same temperatures and pressures as Figure 4.22a).  
 
It can be seen (Figure 4.22a) that the tests carried out at pressures of 1.5 bara, the peak rate increases with 
temperature until 650 °C, but further increases in the temperature were found to reduce the observed rate of 
reaction. This effect can be explained by the decrease in driving force at higher temperatures: Although the 
CO2 partial pressures remain constant, the equilibrium partial pressure increases with temperature. 
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Interestingly, when the pressure was increased, the rates of reaction at the higher temperatures increased 
significantly more than the rest. The reason the rate increased was because the CO2 partial pressure (and hence 
the driving force) was increased. The reason why the increase in rate was more substantial at the higher 
temperatures was most likely due to the fact that the rate constants are inherently higher at high temperatures. 
On the other hand, the rates of reaction did not change much with an increase in CO2 partial pressure at the 
lower temperatures. One possible explanation for this is that the transition to zero order reaction for these 
conditions may occur at a lower CO2 partial pressure. Another possible explanation is that the product layer 
formed more quickly at the lower temperatures which prevented the CaO from reaching faster rates of reaction. 
 
 
Figure 4.22: Peak rate of reaction against temperature at different pressures for the carbonation experiments of 
Longcliffe-derived CaO (0.5 g, 355-425 μm) in the absence of (4.22a) and presence of (4.22b) 10 vol% steam in the PFBR 
with fluidising gas balanced with 15 vol% CO2 and 75-85 vol% N2, temperature=550-750 °C, pressure=1.5-5 bara, 
U/Umf=3 (47-67 ml s-1 @SATP). 
 
Figure 4.22b shows a similar trend to Figure 4.22a. At the lower range of pressures, the rate increased with 
temperature until 650 °C but then slows down at higher temperatures. In addition, the results also demonstrate 
that higher pressures/CO2 partial pressures increased the rate of reaction. However, there are two main 
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differences between the figures. The first difference was that, in the presence of steam, the reaction rates 
increased more at the lower temperatures than at the higher temperatures. The second difference was that the 
peak rates at 5 bara appeared to remain unchanged at temperatures ≥600 °C. The first difference can be 
explained by the fact that since steam extends the duration of the kinetically-controlled step of carbonation, it 
may allow a higher reaction rate to be reached before the diffusion effects dominate. The reason for the second 
difference was that there may have been some mass transfer limitations at those conditions. The chemical 
reaction might have been too fast compared to the diffusion of CO2 to the particle. Another possible explanation 
is that diffusion enhancement properties of steam at higher temperatures were not as significant as they are at 
lower temperatures. Since the product layer diffusivity increases with temperature, any additional 
improvements in the diffusivity owing to the presence of steam may be limited.  
 
 
Figure 4.23: Conversion (after 100s) against temperature at different pressures for the carbonation experiments of 
Longcliffe-derived CaO (0.5 g, 355-425 μm) in the absence of (4.23a) and presence of (4.23b) 10 vol% steam in the PFBR 
with fluidising gas balanced with 15 vol% CO2 and 75-85 vol% N2, temperature=550-750 °C, pressure=1.5-5 bara, 
U/Umf=3 (47-67 ml s-1 @SATP). 
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Another beneficial effect of steam (indicated by the differences between Figures 4.23a and 4.23b) was that it 
improved the conversions (after 100 s of reaction) for the low-temperature conditions. This phenomenon was 
also reported by other researchers.188, 193, 194 This improvement in conversion is expected since steam enhances 
the solid-state/product layer diffusion.189 With improved product layer diffusivity, the CaO particles will 
experience a greater extent of reaction before the product layer resistances become a limiting factor. This 
benefits the low-temperature carbonation reactions the most because the rate of product layer diffusion is much 
slower at these temperatures.109, 210 
 
4.1.7.1 General Langmuir Model for All Temperatures 
Initially the Langmuir model (presented in Section 4.1.6.2) was used to model the carbonation reaction at the 
other temperatures (550, 600, 700 and 750°C) as well. However, due to the lack of data (especially at low 
partial pressures of CO2), the curve fitting method was not capable of obtaining an accurate fit for the 
adsorption rate constants and equilibrium constant at these temperatures. Consequently, a more generalised 
expression for the reaction rate was developed. The general expression for Langmuir adsorption splits the 
adsorption rate constants and equilibrium constants into functions of temperature. The general Langmuir 
equation for the cases without and with steam are shown by Equation 4.32 and Equation 4.33, respectively. 
Equation 4.32: 
𝑟𝑎𝑑𝑠,𝐶𝑂2 =
𝑘𝑎𝑑𝑠,𝐶𝑂2
0 𝑒
−𝐸𝑎(𝑎𝑑𝑠,𝐶𝑂2)
𝑅𝑇⁄ 𝑃𝐶𝑂2
1 + 𝐾𝑒𝑞,𝐶𝑂2
0 𝑒
−Δ𝐻𝑎𝑑𝑠,𝐶𝑂2
𝑅𝑇⁄ 𝑃𝐶𝑂2
 
Equation 4.33: 
𝑟𝑎𝑑𝑠,𝐶𝑂2 =
𝑘𝑎𝑑𝑠,𝐶𝑂2
0 𝑒
−𝐸𝑎(𝑎𝑑𝑠,𝐶𝑂2)
𝑅𝑇⁄ 𝑃𝐶𝑂2
1 + 𝐾𝑒𝑞,𝐶𝑂2
0 𝑒
−Δ𝐻𝑎𝑑𝑠,𝐶𝑂2
𝑅𝑇⁄ 𝑃𝐶𝑂2 + 𝐾𝑒𝑞,𝐻2𝑂
0 𝑒
−Δ𝐻𝑎𝑑𝑠,𝐻2𝑂
𝑅𝑇⁄ 𝑃𝐻2𝑂
 
 
Here, the superscript, 0 represents a pre-exponential factor. Ea (ads,i) is the activation energy of adsorption and 
ΔHads,i is the adsorption enthalpy of compound i.  
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The pre-exponential factors, activation energies and enthalpies of adsorption were fitted to the experimental 
data by minimizing the residual sum of squares (RSS) using the ‘fmincon’ minimisation algorithm in 
MATLAB. One of the issues with using the general Langmuir expression was that there were too many fitting 
parameters. This meant that, combined with the limitations of fmincon in MATLAB, there were too many 
solutions to the problem. The initial parameters were especially important as they ultimately determined the 
magnitude of the parameters. In order to screen through the different combinations, constraints on the 
parameters were implemented (assuming less than 1000 kJ mol-1 for the activation energies and enthalpies for 
example) and a MATLAB function was written to randomly generate the initial conditions. The MATLAB 
code was then ran with a looping function to obtain the combination of fitting parameters which gave the 
lowest RSS (shown in Table 4.4).  
 
Table 4.4: Adsorption rate constants, activation energies and enthalpies obtained by fitting the experimental results at 
all conditions to the general Langmuir expressions (Equations 4.32 and 4.33). 
 𝑘𝑎𝑑𝑠,𝐶𝑂2
0 /10-6 
(Pa s-1) 
𝐸𝑎(𝑎𝑑𝑠,𝐶𝑂2)  
(J mol-1) 
𝐾𝑒𝑞,𝐶𝑂2
0 /10-6 Δ𝐻(𝑒𝑞,𝐶𝑂2) 
(kJ mol-1) 
𝐾𝑒𝑞,𝐻2𝑂
0 /10-6 Δ𝐻(𝑒𝑞,𝐻2𝑂)  
(J mol-1) 
No Steam 4.29 4 1.16 -30.3 - - 
Steam 6.54 2 45.9 -3.7 2.57 -550 
 
These results match well with the adsorption rate constants and equilibrium constants predicted by the 
previously discussed curve fitting method (in Sections 4.1.6.2 and 4.1.6.4) for carbonation rates at 650 °C. The 
adsorption rate constants and equilibrium constants for CO2, obtained by substituting the values shown in 
Table 4.4 back into Equations 4.32 and 4.33 at 650 °C, were found to be within 15% of the values obtained 
through the curve fitting method. The equilibrium constant for steam was found to be within 40%. 
 
Based on basic parametric testing, it was found that the equilibrium term for CO2 adsorption had a much greater 
influence on the overall trend. Changes in the equilibrium constant and enthalpy of adsorption for steam had a 
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much smaller impact on the overall fit than an equivalent change in the equilibrium constant and enthalpy of 
adsorption for CO2.  
 
   
Figure 4.24: Peak rate of reaction against the outlet CO2 partial pressure for carbonation experiments fitted to the 
generalised Langmuir adsorption model for Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR without (4.24a) 
steam and with 5-20 vol% steam (4.24b), temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
Figures 4.24 and 4.24b show the predicted rates of reaction and the experimental results plotted against the 
partial pressure of CO2 for all temperatures with a 2D and 3D plot. It can be seen that the modelled results fit 
reasonably well with the experimental data. The isotherms constructed from the data in Table 4.4 match the 
experimental results quite well (see Figure 4.24a), but there was an overestimate of the reaction rates at 
moderate CO2 partial pressures at 550 °C and high CO2 partial pressures at 650 °C. Figure 4.24b shows a 
deviation from the experimental data at high partial pressures of CO2 but a good fit overall.  
 
Interestingly, the activation energy of adsorption was found to be very small. This suggests that CO2 readily 
adsorbs onto CaO and that the rate of adsorption was much more dependent on the partial pressure of CO2 than 
the temperature. Since the activation energy for adsorption was found to be very small, the activation energy 
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of desorption can be approximated by the enthalpy of adsorption.211 The results in Table 4.4 suggest that the 
enthalpy of adsorption for CO2 reduces in the presence of steam. This meant that it was easier for CO2 to adsorb 
onto the CaO in the presence of steam. 
 
One problem with the results was that the magnitude of the activation energies and enthalpies suggests that the 
adsorption of CO2 on CaO may be dominated by physisorption as opposed to chemisorption.212, 213 Since 
carbonation should be a chemisorption process,214, 215 it can be concluded that there was a lack of data at 
different temperatures and higher pressures to obtain a more accurate fitting. The system of equations were 
most likely underspecified. In order to obtain more sensible solutions to the general Langmuir expression, 
more experimental data at temperatures other than 650 °C will be required. 
 
4.1.8 Potential Mass Transfer and Intraparticle Diffusion Limitations in the Presence of Steam 
The results in this chapter have clearly demonstrated that the presence of steam improves the rate of 
reaction/adsorption. This led to the question: Were the carbonation experiments in the presence of steam mass 
transfer limited if the reaction rates were considerably more rapid than the reaction rates in the absence of 
steam? To answer this question, the effects of the particle size and sample mass were examined for the 
experiments involving steam. 
 
Figures 4.25a and 4.25b show the peak rates (normalised for the mass of the sample) against time for 
carbonation experiments in the presence of steam at 1.5 bara. Figure 4.25a shows that there was in fact, some 
degree of external mass transfer resistance when steam was present in the system. This observation suggests 
that the rates of reaction (at least for this particular condition) may have been a slight underestimation of the 
true rate. On the other hand, the results from Figure 4.25b show that there were no limitations in the rate of 
intraparticle diffusion in the presence of steam. This suggest that steam helps CO2 diffuse onto the surface of 
the active CaO more than it helps CO2 to diffuse through the pores in the particle. 
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Figure 4.25: Rate (normalised for mass) vs time for different sample masses (4.25a) and different particle sizes (4.25b) 
of CaO for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas of 
15 vol% CO2 and 10 vol% steam, balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
 
Interestingly, the degree to which external mass transfer affected the rate of reaction reduces as the pressure 
increases (Figure 4.26). In other words, the higher partial pressures of CO2 (since the volume fraction of CO2 
was kept constant) improved the rate of external mass transfer. This trend makes sense, since a greater partial 
pressure of CO2 in the bulk phase creates a greater concentration gradient. Figures demonstrating the effects 
of the particle size and sample mass for a few other conditions can be found in Appendix C.  
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Figure 4.26: Rate (normalised for mass) vs time for different sample masses at 3 bara (4.26a) and 5 bara (4.26b) of CaO 
for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas of 15 vol% 
CO2 and 10 vol% steam, balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 ml s-1 @SATP). 
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4.5  Conclusions and Future Work 
The previous chapter investigated the degree of CO2 capture that could be achieved at a range of temperatures 
and mild pressurisation. The results suggested that the degree of CO2 capture was limited by the carbonation 
kinetics because the rate of combustion was too fast at high O2 partial pressures. The work presented in this 
chapter examines the carbonation kinetics for similar conditions to those investigated in the previous chapter. 
This chapter also examined the effects of steam, which is another major product of combustion, on the 
pressurised rate kinetics of carbonation (in the kinetically-controlled regime). Several conclusions have been 
made: The total pressure had little effect on the observed rate of reaction (at least for the range of conditions 
investigated in this work). At a fixed operating temperature of 650 °C, increasing the partial pressure of CO2 
increased the rate of reaction. However, a changing order of reaction from approximately first order (~0.62) to 
zero order (~0.27) was observed. The presence of steam improved the rate of reaction by potentially promoting 
the diffusion of CO2 onto the CaO surface. However, there were no additional benefits to the rate of reaction 
when the steam concentration was increased from 5 to 20 vol% under constant total pressures. In the presence 
of steam, the carbonation reaction order appeared to be constant at ~0.36. The results from carbonation 
experiments at different operating temperatures suggested that increasing the temperature above 650 °C did 
not further increase the observed rate of reaction unless the partial pressure of CO2 (and hence the driving 
force) was also increased. 
 
The change in reaction order suggested that the carbonation process may follow the Langmuir adsorption 
model. A simple Langmuir model and a competitive adsorption Langmuir model were fitted to the 
experimental data at all conditions. The adsorption activation energy and heats of adsorption were estimated 
by minimising the RSS between the experimental and modelled results. A negligible (<10 J mol-1) adsorption 
activation energy was found for both cases with and without steam. The presence of steam appeared to reduce 
the enthalpy of adsorption of CO2 and therefore make it easier for CO2 to adsorb on the CaO.  
 
Although the operating parameters and material size selection were chosen to minimise the influences of mass 
transfer in the system so that the observed rate kinetics would match the intrinsic kinetics, an effectiveness 
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factor model assuming first-order kinetics was used to validate the results. Although the predicted order of 
reaction at low CO2 partial pressures both in the absence and presence of steam were found to be 0.6 and 0.36, 
respectively, the effectiveness factor model was still applicable: Based on the findings presented in a paper by 
Hong et al.216 in which they studied the accuracy of estimating effectiveness factors for processes with reaction 
orders between 0 and 1, it was deemed acceptable to make the first-order approximation (with relative errors 
below 1%). In addition, the effectiveness factor model also assumes that the reaction was irreversible. 
Although carbonation is a reversible reaction, provided the CO2 partial pressure is much greater than the 
equilibrium partial pressure (which it was), it was reasonable to assume that the carbonation reaction behaved 
irreversibly. 
 
The effectiveness factors were found be over 90% and the general effectiveness factors were found to be over 
75% (for the particle size fraction used in this work). This meant that the diffusion effects were relatively 
minor. The effectiveness factor model was then applied to the experimental data at different temperatures. The 
intrinsic rate constants were then plotted using the Arrhenius equation to derive an intrinsic activation energy. 
The intrinsic activation energies (which were ~30% greater than the observed activation energies) were found 
to be 62 ± 16 kJ mol-1 and 49 ± 11 kJ mol-1 for the conditions with and without steam, respectively. The 
reduction in the average activation energy in the presence of steam suggests that steam may have a catalytic 
effect on the carbonation reaction.  
 
A re-evaluation of the effect of the reactant mass on the carbonation reaction with steam showed that there was 
some degree of external mass transfer limitations for carbonation at 1.5 bara with 10 vol% steam. The observed 
rate (normalised for mass) for carbonation of 0.5 g of CaO was approximately 20-40% lower than the 
carbonation rates for 0.1 and 0.3 g of CaO. On the other hand, this observation was not seen at higher CO2 
partial pressures as the greater CO2 levels in the system may have incited faster rates of external mass transfer.  
 
Future work could look to extend some of this work onto even greater pressures and examine the pressurised 
kinetics of different limestones. It was clear that the presence of steam made the reaction rate significantly 
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faster, so an analyser with a faster response time such as a mass spectrometer could be used to check some of 
the results. However, equipment such as the mass spectrometer have their own limitations, especially when 
steam is involved. In addition, the results from this chapter suggest that steam acts as a catalyst despite the fact 
that the conditions were not thermodynamically favourable for the hydration reaction. To check that there was 
no hydration reaction, a humidity probe could be placed at the exit of the reactor (as well as the inlet) to see 
whether the steam concentration fluctuates in the reactor. A drop in the steam concentration should indicate 
hydration. Another method to confirm whether hydration takes place, would be to rapidly cool down and drop 
out the sample from the reactor at different reaction times to see the extent, if any, of hydration.  
 
In summary, this chapter has presented a very comprehensive study on the effects of pressure and steam on 
the kinetics of carbonation for CO2 capture. Steam and high CO2 partial pressures improve the reaction rates, 
even at high temperatures. This result bodes well for the combined in situ CO2 capture and biomass combustion 
process. The steam generated from combustion will help boost the rate of capture and by burning more biomass, 
a higher partial pressure of CO2 could be achieved (given enough oxygen). The oxygen levels can be raised by 
pressurising the process. The next chapter will present a more complicated model to fit the carbonation reaction 
kinetics. As part of the modelling process, a CSTR model was developed to validate the results from this 
chapter since the experimental analysis presented here had assumed that the fluidised-bed reactor behaved like 
a CSTR. 
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Chapter 5 Modelling of Carbonation Experiments 
5.1 Introduction 
The previous chapters have been mainly focused on experimental work: Chapter 3 examined the degree of 
CO2 capture and tar yield from the in situ capture of CO2 from biomass combustion and Chapter 4 examined 
the rate of CaO carbonation under pressurised conditions and the presence of steam. This chapter presents 
some initial modelling work to fit the experimental work from Chapter 4 in order to form the basis for a more 
complex model to simulate the in situ capture process presented in Chapter 3. Developing this complex model 
would also open the pathway to producing reactor models for existing and any new reaction concepts which 
require scale-up. It may save time and minimise the amount of experimental work that is required by 
extrapolating results to a range of operating conditions that may not be easily achieved at the laboratory scale. 
 
It is well known that the carbonation reaction of CaO can be split into two distinct regimes.90 The first regime 
is kinetically controlled. It involves a fast heterogeneous reaction which occurs on the particle surface. This 
regime was examined in Chapter 4. The second regime is controlled by diffusion effects. In this regime, the 
carbonation reaction is slowed down due to the formation of a CaCO3 product layer. This product layer acts as 
an extra barrier which the CO2 must diffuse through to reach the reaction site. Consequently, the conversion 
of CaO will eventually plateau. Lee114 suggested that the difficulty in approaching complete conversion of 
CaO is attributable to unfavourable initial pore size distributions. Bhatia and Perlmutter109 postulated that the 
conversion reaches a ceiling because the smaller pores, which dominate the reaction, are more likely to close 
up owing to the formation of CaCO3. As a result, the conversion becomes restricted to the larger pores in which 
reaction occurs more slowly. Although the diffusion effects were seen in the concentration profiles for the 
carbonation experiments in Chapter 4, they are difficult to measure directly. They must be modelled instead.  
 
There have been many proposed models for the carbonation reaction.109, 114, 116, 118, 210 Non-catalytic gas-solid 
reactions are typically modelled with shrinking core (and progressive conversion models).199, 217 The shrinking 
core model has been applied to the carbonation reaction by Lee.114 However, since the shrinking core model 
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was derived for non-porous solids and predicts complete conversion, it is not directly applicable to the 
carbonation reaction. The CaO particle is porous and does not reach complete conversion due to the formation 
of a product layer. The progressive conversion model suggests that the reactant rapidly diffuses throughout the 
entire particle, leaving behind the converted product. Unlike the shrinking core model, it can be applied to 
porous materials. However, it assumes that the characteristic time for diffusion into the particle is negligible 
compared to the reaction, which means that it cannot model the diffusion-controlled step of carbonation.218 
 
Consequently, there has been a greater emphasis on modelling the carbonation of CaO with either the grain 
model or the random pore model.219 The grain model been applied to the carbonation process by many 
researchers.115, 116, 218 Khoshandam et al.115 modelled the carbonation reaction as two sections with a grain 
model. The first section accounted for both kinetic- and diffusion- controlled effects whereas the latter section 
only focused on the diffusion-controlled reaction. They fitted the model to experimental data extracted from 
Bhatia and Perlmutter109 and obtained reasonable fits. The authors reported that the model was better at 
predicting the reaction behaviour at higher temperatures. They concluded that the porosity of the sorbent 
played the most important role in their model for determining conversion behaviour. Stendardo and Foscolo218 
developed a grain model, which had a variable product layer diffusion coefficient, to describe the carbonation 
of dolomite. The results from the model were found to be in good agreement with their experimental data. 
However, their work was confined to a single set of conditions, so its applicability to predict the reaction 
behaviour under other operating conditions may be limited. 
 
The random pore model developed by Bhatia and Perlmutter220, 221 (Figure 5.1), which was initially designed 
to model the sulphation reaction of CaO, was later adjusted to model the carbonation reaction as well.97 Grasa 
et al.118 used the random pore model to determine the intrinsic kinetics of CaO cycling experiments in a TGA. 
The authors were able to predict the conversion profile over time reasonably well for a range of different 
temperatures. Activation energies of 19 and 21 kJ mol-1 for the kinetically-controlled reaction stage were 
obtained for Katowice and Imeco limestones, respectively. Both the pre-exponential factors were found to be 
approximately 5 x 10-9 m4 mol-1 s-1. At the higher conversions, the researchers reported a significantly higher 
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mean activation energy of 163 kJ mol-1 and a pre-exponential factor of approximately 4 x 10-6 m2 s-1. Nouri et 
al.222 modified the random pore model to include the effects of bulk flow by introducing a concentration rate 
function. The authors applied their model to TGA data they obtained from Bhatia and Perlmutter109 and Grasa 
et al.118 However, despite a good fit to the conversion-time plots obtained from Bhatia and Perlmutter,109 the 
model did not fit the kinetically-controlled regime of the conversion-time plots obtained from Grasa et al.118 
Nouri et al.222 suggested that the discrepancies between the results was caused by differences in the sorbent-
dependent macropore texture. In addition to this, the authors reported that the Langmuir-Hinshelwood 
mechanism demonstrated the best accuracy in modelling the experimental data and that the product layer 
diffusivity could be expressed as an exponential function.  
 
 
Figure 5.1: Random pore model diagram (the arrows represent a progression of time). 
 
Although several researchers109, 118, 222 have implemented this model to describe the conversion of CaO over 
time for the carbonation of CaO, a dynamic simulation of carbonation with a reactor model has yet to be 
developed. Most of these modelling attempts have been based on the results from TGA experiments. In light 
184 | P a g e  
 
of this, a dynamic reactor model for the carbonation reaction will be presented in this chapter. It will attempt 
to combine a particle model (RPM) with a fluidised-bed reactor model.  
  
A two-phase reactor model developed by Scott223 using MATLAB which modelled coal char combustion in 
air using a first-order rate equation was used as inspiration. The model was rewritten so that it could be used 
to fit the experimental data from Chapter 4. The carbonator model uses built-in MATLAB ODE solvers to 
solve a system of ordinary differential equations based on a two-phase fluidised-bed reactor model. The results 
from the simulation were then compared to the experimental results. A simple CSTR model was also 
developed. 
 
5.2 Model Development 
5.2.1 Two-Phase Reactor Model  
5.2.1.1 Hydrodynamics 
Since the purpose of this work was to model the carbonation reactions in the PFBR, it was necessary to model 
the hydrodynamics of the fluidised-bed reactor. A typical method for modelling fluidised-bed reactors is with 
two-phase theory.224, 225 Two-phase theory assumes that the fluidised bed can be modelled as two phases: the 
bubble phase and the particulate phase. The particulate phase is the dense phase which consists mainly of 
solids, whereas the bubble phase describes the pockets of gas moving through the particulate phase.  
 
 
The model also assumes that all the gas in excess of that required for minimum fluidisation passes through the 
reactor as bubbles and that the particulate phase remains at the minimum fluidisation conditions. This means 
that the voidage in the particulate phase remains equal to the voidage at minimum fluidisation, εmf, and its 
superficial velocity remains equal to the minimum fluidisation velocity, Umf. Consequently, the fluidisation 
velocity through the bubble phase can be expressed as U-Umf.225 The carbonation reaction was assumed to take 
place only in the particulate phase (since CaO is a solid). 
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The work presented in this chapter (Figure 5.2) models the particulate phase as a single continuously stirred 
tank reactor (CSTR). The bubble phase was modelled as a single PFR that was discretised into 100 (elements) 
in series using the finite volumes numerical method. Discretisation of the PFR allows the partial differential 
equations (PDEs), which are used to describe the dynamic behaviour within the reactor, to be rewritten as a 
system of ordinary differential equations (ODEs). ODEs are easier to solve. 
 
The plenum chamber, which is found below the bed of reactor, was modelled as a CSTR. Here, the inlet gas 
is mixed and split up into the two ‘separate’ flows for the particulate and bubble phase ‘reactors’. The freeboard 
of the fluidised bed was also modelled as a CSTR. Here, the off-gases ‘recombine’ from the two phases and 
mix together again.  
 
Figure 5.2 shows an illustration of the reactor model. The arrows represent gas flow. Curved arrows represent 
mixing within the individual sections of the reactor, double-ended arrows represent gas interchange between 
phases, dashed arrows represent the outlet gas flows for different components of the reactor, and the solid, 
single-ended arrows represent the total inlet and outlet flow of gas. In this chapter, yCO2 represents the molar 
fraction of CO2 in the relevant gas stream/phase. The subscripts p and b refer to the particulate phase and 
bubble phase, respectively. 
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Figure 5.2: Diagram of the two-phase reactor model with a drawing of a fluidised-bed reactor for comparison. 
 
Interphase Mass Transfer and Bubble Size Distribution 
 
Figure 5.3: A material flow diagram for a singular element within the two-phase reactor model focusing on the bubble 
phase (5.3a) and the particulate phase (5.3b). 
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Since the carbonation reaction was assumed to only take place in the particulate phase, the only way in which 
the bubble phase could also ‘see’ the concentration changes was through interphase mass transfer. Figures 5.3a 
and 5.3b show the material flow diagrams for the gas interchange between the bubble and particulate phase. 
The figures show a single PFR element (out of 100) exchanging gas with the entire particulate phase with an 
exchange rate of Qb/Vb. Here, Qb is the net volumetric flow of gas through the bubbles (bubble through-flow) 
per unit of the bubble volume, Vb. This exchange rate is equivalent to the cross flow factor mentioned in 
Chapter 4 and was calculated with Equations 5.1-5.3.226  
Equation 5.1: 
𝑄𝑏 =
3
4
𝑢𝑚𝑓𝜋𝑑𝑏
2(𝑧) 
 
Equation 5.2: 
𝑉𝑏 =
1
6
𝜋𝑑𝑏
3(𝑧) 
 
Equation 5.3: 
𝑄𝑏(𝑧)
𝑉𝑏(𝑧)
=
4.5𝑢𝑚𝑓
db(𝑧)
 
 
Here, db(z) denotes the bubble diameter. The bubble volume (and therefore the exchange rate) were functions 
of the height/position, z in the bed. In order to determine the bubble diameters at each position, the Mori and 
Wen227 correlation (Equation 5.4) was utilised. 
Equation 5.4: 
𝑑𝑏𝑚 − 𝑑𝑏(𝑧)
𝑑𝑏𝑚 − 𝑑𝑏0
= 𝑒
−
0.3𝑧
𝑑𝑅  
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Here, db0 is the initial bubble diameter at the reactor inlet and dbm represents the maximum bubble diameter 
which can be achieved inside a deep fluidised bed of diameter dR. Equation 5.4 was reported to be valid over 
the following ranges (for Geldart group B and D powders) with an accuracy of ±50%:227 
𝑑𝑅 ≤ 1.3 𝑚 
0.005 ≤ 𝑈𝑚𝑓 ≤ 0.2 𝑚 𝑠
−1 
60 ≤ 𝑑𝑝 ≤ 450 𝜇𝑚 
𝑈 − 𝑈𝑚𝑓 ≤ 0.48 𝑚 𝑠
−1 
 
Since the conditions used in this investigation fall within the boundaries of those mentioned above, it was 
deemed appropriate to use Mori and Wen’s correlation to predict the bubble growth behaviour within the 
fluidised bed. The initial bubble diameter was taken to be 5.8 mm: This was the diameter of the orifice of the 
quartz liner used in the experiments. The maximum bubble diameter, dbm was calculated with Equation 5.5. 
Equation 5.5: 
𝑑𝑏𝑚 = 0.65 (
𝜋
4
𝑑𝑅
2(𝑈 − 𝑈𝑚𝑓))
0.4
    [𝑐𝑚] 
 
However, even though the conditions fell within the suggested applicable region reported by the authors,227 
the value of dbm calculated from the above equation was 30% greater than the bed diameter. Since this was not 
physically possible, the maximum bubble size, dbm, was adjusted so that it matched dR (the maximum size the 
bubble could physically be in this reactor) instead. The values for dbm and db0 were then integrated back into 
Equation 5.4 to obtain the full bubble size distribution and therefore the exchange rates between the particulate 
and bubble phase as a function of the bed height. 
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Mole Balance: Bubble and Particulate Phase 
From the diagram shown in Figure 5.3a, it was possible to derive the bubble phase mole balance (Equation 
5.6). Here, the fraction of bubbles in the fluidised bed is denoted as εb, A is the cross-sectional area of the entire 
bed, and Δz is the discretised length of an element within the PFR.  
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 + 𝑁𝑒𝑡 𝐹𝑙𝑜𝑤 𝑖𝑛 𝑓𝑟𝑜𝑚 𝑃𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑒 𝑃ℎ𝑎𝑠𝑒 
𝜀𝑏𝐴∆𝑧
𝑑𝑦𝑏𝐶𝑂2,𝑛
𝑑𝑡
= (𝑈𝑛−1 − 𝑈𝑚𝑓)𝑦𝑏𝐶𝑂2,𝑛−1𝐴 − (𝑈𝑛 − 𝑈𝑚𝑓)𝑦𝑏𝐶𝑂2,𝑛𝐴 +
𝑄𝑏,𝑛𝜀𝑏𝐴∆𝑧
𝑉𝑏,𝑛
(𝑦𝑝𝐶𝑂2−𝑦𝑏𝐶𝑂2,𝑛) 
Equation 5.6: 
𝑑𝑦𝑏𝐶𝑂2,𝑛
𝑑𝑡
= −
1
𝜀𝑏
(𝑈𝑛 − 𝑈𝑚𝑓)𝑦𝑏𝐶𝑂2,𝑛 − (𝑈𝑛−1 − 𝑈𝑚𝑓)𝑦𝑏𝐶𝑂2,𝑛−1 
∆𝑧
 +
𝑄𝑏,𝑛
𝑉𝑏,𝑛
(𝑦𝑝𝐶𝑂2−𝑦𝑏𝐶𝑂2,𝑛) 
 
Similarly, it was possible to obtain the particulate phase mole balance from Figure 5.3b as well (which reduces 
down to Equation 5.7). Since the PFR was discretised, the net flow from the bubble phase entering the 
particulate phase was equivalent to the sum of all the flows leaving each PFR element. 
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 + 𝑁𝑒𝑡 𝐹𝑙𝑜𝑤 𝑖𝑛 𝑓𝑟𝑜𝑚 𝐵𝑢𝑏𝑏𝑙𝑒 𝑃ℎ𝑎𝑠𝑒 + 𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛 
𝜀𝑚𝑓(1 − 𝜀𝑏)𝐴𝐻𝑓
𝑃
𝑅𝑇
𝑑𝑦𝑝𝐶𝑂2
𝑑𝑡
= −𝑈𝑚𝑓𝐴
𝑃
𝑅𝑇
∆𝑦𝑝𝐶𝑂2 + ∑
𝑄𝑏,𝑛𝜀𝑏𝐴
𝑉𝑏,𝑛
𝑃
𝑅𝑇
𝑁
𝑛=1 (𝑦𝑏𝐶𝑂2,𝑛 − 𝑦𝑝𝐶𝑂2)∆𝑧 + 𝑟𝐶𝑂2(1 − 𝜀𝑏)  
Equation 5.7: 
𝑑𝑦𝑝𝐶𝑂2
𝑑𝑡
= −
𝑈𝑚𝑓
𝜀𝑚𝑓(1 − 𝜀𝑏)
𝑦𝑝𝐶𝑂2 − 𝑦𝐶𝑂2,0
𝐻𝑓
+
1
𝜀𝑚𝑓(1 − 𝜀𝑏)
∑
𝑄𝑏,𝑛
𝑉𝑏,𝑛
𝑁
𝑛=1
∆𝑧
𝐻𝑓
(𝑦𝑏𝐶𝑂2,𝑛 − 𝑦𝑝𝐶𝑂2) +
𝑟𝐶𝑂2
𝜀𝑚𝑓𝐴𝐻𝑓
𝑅𝑇
𝑃
 
  
Here, Hf is the total height of the fluidised bed. It is equivalent to the accumulative sum of Δz. The bed voidage 
at minimum fluidisation, εmf was assumed to be the voidage within the particulate phase. rCO2 is the rate of 
reaction of CO2 in mol s-1. (The rate of the reaction was determined by the random pore model equations which 
will be presented in Section 5.2.1.2.) Since the purpose of the reactor model was to replicate the PFBR system 
from Chapter 4, the model parameters were calculated based on first-hand data where possible. The stationary 
bed height was measured as 7 mm and the fluidised bed height was calculated to be 11 mm using Equations 
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5.8-5.9. The voidage at incipient fluidisation, εmf was approximated to be 0.42 based on literature values for a 
bed of spherical particles.204 
 
Bed Height Calculation 
Since it was not possible to physical measure the fluidised bed height, it had to be estimated using existing bed 
height models. The fluidised bed height can be defined by Equation 5.8.226  
Equation 5.8: 
𝐻𝑚𝑓
𝐻 − 𝐻𝑚𝑓
=
𝑈𝑏 − (𝑈 − 𝑈𝑚𝑓)
𝑈 − 𝑈𝑚𝑓
 
Where: 
𝑈𝑏 = (𝑈 − 𝑈𝑚𝑓) + 0.711(𝑑𝑏,𝑚𝑒𝑎𝑛𝑔)
0.5
 
𝑑𝑏,𝑚𝑒𝑎𝑛 =
0.3(𝑈 − 𝑈𝑚𝑓)
0.4
𝐻0.8
𝑔0.2
 
 
Here, the mean bubble diameter,226 db,mean was used instead of db(z) since the fluidising bed height was assumed 
to be independent with respect to the bubble position in the bed. Equation 5.8 was converted through a series 
of substitutions and variable rearrangements to give Equation 5.9. In this form, it was possible to estimate the 
value of H using the ‘fzero’ function in MATLAB. This function finds a value of x that satisfies the relation, 
f(x)=0 where f(x) is the expression given by Equation 5.9 and x is the fluidising bed height, Hf.  
Equation 5.9: 
0 = (𝐻 − 𝐻𝑚𝑓)
0.711 (0.3𝑔0.8(𝑈 − 𝑈𝑚𝑓)
0.4
𝐻0.8)
0.5
(𝑈 − 𝑈𝑚𝑓)
− 𝐻𝑚𝑓 
 
Velocity Calculation 
Another variable which required modelling was the gas velocity. Although the inlet velocity of the fluidising 
gas was known, the carbonation reaction results in a change in the total number of moles in the gas phase. This 
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meant that the velocity would also change during reaction. Consequently, an expression that relates the velocity 
to changes in the gas concentration (owing to reaction) was derived. Firstly, a N2 (inert gas) mole balance was 
implemented over each increment within the reactor (Equation 5.10). 
𝑀𝑜𝑙𝑎𝑟 𝑓𝑙𝑜𝑤 𝑜𝑓 𝑖𝑛𝑒𝑟𝑡 𝑔𝑎𝑠 𝑖𝑛𝑡𝑜 𝑛𝑡ℎ 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 = 𝑀𝑜𝑙𝑎𝑟 𝑓𝑙𝑜𝑤 𝑜𝑓 𝑖𝑛𝑒𝑟𝑡 𝑔𝑎𝑠 𝑜𝑢𝑡 𝑜𝑓 𝑛𝑡ℎ 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 
Equation 5.10: 
𝑛𝑁2,𝑛−1𝑦𝑁2,𝑛−1 = 𝑛𝑁2,𝑛𝑦𝑁2,𝑛 
 
Equation 5.10 was then reduced to give Equation 5.11 in order to obtain an expression in terms of the 
concentration of CO2 (which can be measured). Since steam was not present in this model, the sum of the CO2 
and N2 mole fractions equals 1. 
Equation 5.11: 
𝑛𝑁2,𝑛−1(1 − 𝑦𝑏𝐶𝑂2,𝑛−1) = 𝑛𝑁2,𝑛(1 − 𝑦𝑏𝐶𝑂2,𝑛) 
 
Equation 5.11 was then converted to a function of the superficial gas velocities using the ideal gas law to give 
Equation 5.12. 
𝑃𝐴𝑈𝑛−1
𝑅𝑇
(1 − 𝑦𝑏𝐶𝑂2,𝑛−1) =
𝑃𝐴𝑈𝑛
𝑅𝑇
(1 − 𝑦𝑏𝐶𝑂2,𝑛)    (𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑠𝑡𝑒𝑝) 
 
Equation 5.12: 
𝑈𝑛 = 𝑈𝑛−1
(1 − 𝑦𝑏𝐶𝑂2,𝑛−1)
(1 − 𝑦𝑏𝐶𝑂2,𝑛)
 
 
The above expression was implemented into the MATLAB code and was used to adjust the superficial gas 
velocities in the system during the carbonation reaction. 
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Mole Balance: Plenum Chamber and Freeboard 
Figures 5.4a and 5.4b show the block diagrams for the plenum chamber and freeboard. From the diagrams, it 
was possible to derive the mole balances for the two ‘reactors’ in the same method as that was used for the 
bubble and particulate phases. 
 
 
Figure 5.4: A material flow diagram for the plenum chamber (5.4a) and the freeboard (5.4b) where both were modelled 
as CSTRs without reaction. 
 
Plenum chamber mole balance: 
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 
𝑃𝑉𝑝𝑙
𝑅𝑇
𝑑𝑦𝐶𝑂20
𝑑𝑡
= 𝑈0𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,−1 − (𝑈0 − 𝑈𝑚𝑓)𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,0 − 𝑈𝑚𝑓𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,0 
𝑈0𝐴𝜏𝑝𝑙
𝑑𝑦𝐶𝑂20
𝑑𝑡
= 𝑈0𝐴𝑦𝐶𝑂2,−1 − (𝑈0 − 𝑈𝑚𝑓)𝐴𝑦𝐶𝑂2,0 − 𝑈𝑚𝑓𝐴𝑦𝐶𝑂2,0 
 
Equation 5.13: 
𝜏𝑝𝑙
𝑑𝑦𝐶𝑂20
𝑑𝑡
= 𝑦𝐶𝑂2,−1 − 𝑦𝐶𝑂2,0 
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Freeboard mole balance: 
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 
𝑃𝑉𝑓𝑏
𝑅𝑇
𝑑𝑦𝐶𝑂2,𝑁+1
𝑑𝑡
= 𝑈𝑚𝑓𝐴
𝑃
𝑅𝑇
𝑦𝑝𝐶𝑂2 + (𝑈𝑁 − 𝑈𝑚𝑓)𝐴
𝑃
𝑅𝑇
𝑦𝑏,𝐶𝑂2𝑁 − 𝑈𝑁𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,𝑁+1 
 
𝑈𝑁𝐴𝜏𝑓𝑏
𝑑𝑦𝐶𝑂2,𝑁+1
𝑑𝑡
= 𝑈𝑚𝑓𝐴𝑦𝑝𝐶𝑂2 + (𝑈𝑁 − 𝑈𝑚𝑓)𝐴𝑦𝑏,𝐶𝑂2𝑁 − 𝑈𝑁𝐴𝑦𝐶𝑂2,𝑁+1 
 
Equation 5.14: 
𝜏𝑓𝑏
𝑑𝑦𝐶𝑂2,𝑁+1
𝑑𝑡
= 𝑦𝑝𝐶𝑂2 (
𝑈𝑚𝑓
𝑈𝑁
) + 𝑦𝑏,𝐶𝑂2𝑁 (
𝑈𝑁 − 𝑈𝑚𝑓
𝑈𝑁
) − 𝑦𝐶𝑂2,𝑁+1 
 
Here, the volume of the plenum chamber and freeboard are denoted as Vpl and Vfb, respectively. The model 
assumes that only mixing (no reaction) occurs in the plenum chamber and the freeboard. The mixing time in 
the plenum chamber, τpl was set to 0.1 s. (The mixing of the gas at the inlet of the reactor was assumed to be 
rapid.) The value for the freeboard mixing time constant was chosen to be 3.5 s. This was equivalent to the 
response time of the PFBR system which was measured in Chapter 4. This value was chosen so that it was 
possible to artificially convolute the reaction process. This meant that it was possible to replicate the original 
concentration profiles recorded by the gas analyser (i.e. before it was deconvoluted for data analysis).  
 
5.2.1.2 Reaction Rate Modelling- Random Pore Model 
To complete the system of equations for the model, an expression for the reaction rate was required. The 
random pore model was chosen to describe the reaction process because it was a relatively simple equation. It 
uses parameters based on the reactant material which can be determined first-hand using analytical techniques. 
Preliminary results also demonstrated that the random pore model was found to be better at modelling the 
diffusion-controlled regime than the other models when applied to the experimental results from Chapter 4. 
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Some simplifications were made in the reactor model: Firstly, it was assumed that there were no external mass 
transfer limitations. This meant that the particle surface concentration can be assumed to be equal to the bulk 
phase concentration. Furthermore, the particle was assumed to be isothermal and that the intraparticle mass 
transfer resistance was assumed to be negligible. This meant that there were no temperature and concentration 
gradients across the particle. These assumptions are supported by the high effectiveness factors and low Biot 
numbers calculated in Chapter 4.  
 
The carbonation reaction is known to have an initial kinetically-controlled step, which is then followed by a 
diffusion-controlled step. In order to model this, the random pore model was split into two equations. 
Technically a single reaction equation should be used to describe the whole carbonation process; however, 
previous investigators have demonstrated that it was not possible to model the sudden transition from the 
kinetically-controlled regime to the diffusion-controlled stage with a single reaction equation.109, 118 Grasa et 
al.118 suggested that it was more practical to split the model into two parts: the random pore model without the 
effects of product layer diffusion to describe the initial kinetically-controlled step, and the random pore model 
with the diffusion effects to describe the second step. They argued that substantially lower conversions relative 
to the experimental results would be obtained if the effects of product layer diffusion were incorporated in the 
initial stages of the reaction.  
 
For the kinetically-controlled stage, the reduced form of the random pore model (Equation 5.15) which was 
developed by Bhatia and Perlmutter109 was utilised. This expression assumes that the product layer diffusion 
resistances were negligible. 
Equation 5.15: 
𝑟 =
𝑑𝑋
𝑑𝑡
=
𝑘𝑠𝑆0(𝐶𝐶𝑂2 − 𝐶𝑒𝑞)(1 − 𝑋)√1 − 𝜓ln (1 − 𝑋)
(1 − 𝜀0)
 
 
Here, ks is the surface reaction rate constant, S0 is the initial surface area per volume of the sorbent particle, 
and CCO2 and Ceq denote the CO2 concentration in the bulk phase and at equilibrium, respectively. The 
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conversion is represented by X, ε0 is the initial porosity of the particle and the structure parameter is represented 
by ψ. 
 
For the diffusion-controlled step, the complete random pore model (Equation 5.16) was used. Here, the effects 
of the product layer diffusivity are grouped into the expression for the modified Biot modulus, denoted as β. 
The greater the modified Biot modulus, the more the reaction is limited by product layer diffusion. 
Equation 5.16: 
𝑟 =
𝑑𝑋
𝑑𝑡
=
𝑘𝑠𝑆0(𝐶𝐶𝑂2 − 𝐶𝑒𝑞)(1 − 𝑋)√1 − 𝜓 ln(1 − 𝑋)
(1 − 𝜀0) (1 +
𝛽𝑍
𝜓 (√1 − 𝜓𝑙 𝑛( 1 − 𝑋
) − 1))
 
Where: 
𝜓 =
4𝜋𝐿0(1 − 𝜀0)
𝑆0
 
𝛽 =
2𝑘𝑠(1 − 𝜀0)
𝑀𝐶𝑎𝑂𝑆0𝐷𝑝
 
𝑍 =
𝜌𝐶𝑎𝑂𝑀𝐶𝑎𝐶𝑂3
𝜌𝐶𝑎𝐶𝑂3𝑀𝐶𝑎𝑂
 
 
Here, r is the rate of reaction in s-1 and X is the conversion. ψ is known as the structure parameter and it 
describes the internal pore structure of CaO. Its value was calculated from first-hand porosity data for CaO via 
Equations 5.17-5.19:228 
Equation 5.17: 
𝑉𝑝 = ∫ 𝜈𝑜(𝑟)𝑑𝑟 
 
Equation 5.18: 
𝜀0 =
𝑉𝑝
𝑉𝑝 +
1
𝜌𝐶𝑎𝑂
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Equation 5.19: 
𝐿0 =
1
𝜋𝑉𝑝
∫
𝜈𝑜(𝑟)
𝑟2
 𝑑𝑟 
 
Here, υ0(r) is the pore size distribution function obtained from MIP analysis. The total pore volume, initial 
porosity and length of the pore system per unit volume are denoted as Vp, ε0, and L0, respectively. 
 
The initial surface area per unit volume of CaO, S0 was calculated with Equation 5.20； 
Equation 5.20: 
𝑆0 =
𝑆𝑔
𝜌𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒
 
 
Here, Sg is the BET surface area, and ρenvelope is the envelope density of CaO (derived from helium adsorption 
analysis). Table 5.1 shows the values for the aforementioned parameters for a batch of freshly calcined CaO 
particles (used in Chapter 4). 
 
Table 5.1: Random Pore Model parameters for Longcliffe limestone-derived CaO (355-425 μm). 
S0/107 
(m2 m-3) 
L0/1014 
(m m-3) 
ε0 ψ Z 
 
3.06 
 
 
2.33 
 
 
0.5 
 
 
1.61 
 
 
2.16 
 
 
Equations 5.15 and 5.16 were then substituted into the reaction term in Equation 5.7 (after the appropriate unit 
conversions were made) to complete the description of the particulate phase model balance. 
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5.2.1.3 ODE Solver 
Once all the material balances and variables were approximated, they were written into MATLAB as a series 
of ordinary differential equations (ODEs) of the form: 
𝑑𝑥𝑖
𝑑𝑡
= 𝑓(𝑥1, 𝑥2, 𝑥3, … 𝑡) 
By combining these equations into a single matrix, it was possible to form a Jacobian pattern: 
𝑑𝑥
𝑑𝑡
= 𝐹(𝑥, 𝑡) 
 The MATLAB solver, ‘ode15s’ (the same solver utilised by Scott223) was then used to solve the full system 
of equations using the Jacobian pattern. The solver integrates a (computationally) stiff system of differential 
equations over time using an implicit routine (a solving mechanism that predicts the rate of change of the 
solution in the future to step forward in time) given a set of specified initial conditions. The initial conditions 
required for the solver are listed below: 
 Number of elements in the PFR – chosen to be 100. 
 Operating pressure. 
 Operating temperature. 
 Inlet CO2 concentration. 
 Reactor bed cross-sectional area. 
 Reactor bed height at minimum fluidisation. 
 Inlet gas velocity and U/Umf. 
 Bed voidage. 
 Mixing time constants. 
 Particle mass and physical properties (see Table 5.1). 
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5.2.2 Single-Phase (CSTR) Reactor Model  
Aside from developing a two-phase model, a single-phase model was also developed to model the dynamic 
behaviour of the carbonation reaction. The single-phase model assumes that the fluidised bed can be described 
by a single well-mixed phase. The purpose of developing a single-phase model was to provide a simpler 
alternative to the more complex two-phase model as well as to validate the use of a CSTR model when 
analysing the data (using the deconvolution method) presented in Chapter 4. For this model, the PFBR system 
was modelled as three CSTRs in series: the plenum chamber, reactor bed, and freeboard (Figure 5.5). 
 
 
Figure 5.5: Illustration of the single-phase (CSTR) model. 
 
From Figure 5.5, it was possible to derive the mole balances for the three CSTRs within the reactor (Equation 
5.21-5.23). Instantaneous mixing was assumed in the plenum chamber and the reactor bed in this model and a 
3.5 s mixing time was assumed for the freeboard just like in the two-phase model. 
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Plenum chamber mole balance: 
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 
𝑃𝑉𝑝𝑙
𝑅𝑇
𝑑𝑦𝐶𝑂2,0
𝑑𝑡
= 𝑈𝑖𝑛𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,−1 − 𝑈𝑖𝑛𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,0 
𝑈𝑖𝑛𝐴𝜏𝑝𝑙
𝑑𝑦𝐶𝑂2,0
𝑑𝑡
= 𝑈𝑖𝑛𝐴(𝑦𝐶𝑂2,−1 − 𝑦𝐶𝑂2,0) 
Equation 5.21: 
𝜏𝑝𝑙
𝑑𝑦𝐶𝑂2,0
𝑑𝑡
= 𝑦𝐶𝑂2,−1 − 𝑦𝐶𝑂2,0 
 
Reactor bed mole balance: 
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 + 𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛 
 
𝑃𝑉𝑟
𝑅𝑇
𝑑𝑦𝐶𝑂2,𝑁
𝑑𝑡
= 𝑈0𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,0 − 𝑈𝑁𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,𝑁 + 𝑟𝐶𝑂2 
𝑈𝑁𝐴𝜏𝑟
𝑑𝑦𝐶𝑂2,𝑁
𝑑𝑡
= 𝑈0𝐴𝑦𝐶𝑂2,0 − 𝑈𝑁𝐴𝑦𝐶𝑂2,𝑁 + 𝑟𝐶𝑂2
𝑅𝑇
𝑃
 
𝜏𝑟
𝑑𝑦𝐶𝑂2,𝑁
𝑑𝑡
=
𝑈0
𝑈𝑁
𝑦𝐶𝑂2,0 − 𝑦𝐶𝑂2,𝑁 + 𝑟𝐶𝑂2
1
𝑈𝑁𝐴
𝑅𝑇
𝑃
  
 
Equation 5.22: 
𝑉𝑟
𝑑𝑦𝐶𝑂2,𝑁
𝑑𝑡
= 𝑈𝑁𝐴𝑦𝐶𝑂2,𝑁 − 𝑈0𝐴𝑦𝐶𝑂2,0 + 𝑟
𝑤
𝑀𝑟𝐶𝑎𝑂
𝑅𝑇
𝑃
 
 
Freeboard mole balance: 
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 
𝑃𝑉𝑓𝑏
𝑅𝑇
𝑑𝑦𝐶𝑂2,𝑁+1
𝑑𝑡
= 𝑈𝑁𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2𝑁 − 𝑈𝑁𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2,𝑁+1 
𝑈𝑁𝐴𝜏𝑓𝑏
𝑑𝑦𝐶𝑂2,𝑁+1
𝑑𝑡
= 𝑈𝑁𝐴(𝑦𝐶𝑂2𝑁 − 𝑦𝐶𝑂2,𝑁+1) 
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Equation 5.23: 
𝜏𝑓𝑏
𝑑𝑦𝐶𝑂2,𝑁+1
𝑑𝑡
= 𝑦𝐶𝑂2𝑁 − 𝑦𝐶𝑂2,𝑁+1 
 
The annotations used here were the same as those used for the two-phase model. τr is the reactor residence 
time, Vr is the reactor volume which was assumed to remain constant, and A is the cross-sectional area of the 
bed. U0 and UN are the gas velocities at the inlet and outlet of the bed. yCO2 is mole fraction of CO2, w is the 
mass of the CaO sorbent, and r is the rate of reaction in s-1.  
 
Since the single-phase reactor was assumed to be well mixed, there was no need to model the interphase mass 
transfer or the bubble size distribution like in the case of the two-phase model. The system of equations was 
solved using ode15s in MATLAB. 
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5.2.3 Adjustments to Two Phase Model for Reaction with Steam 
The two-phase model was then adapted in an attempt to model the carbonation reactions in the presence of 
steam. Figure 5.6 shows the adjusted block diagram for the process. 
 
 
Figure 5.6: Two-phase model for carbonation in the presence of steam. 
 
Since the steam was assumed to not react during the carbonation process, it was modelled as an inert gas flow 
through the reactor. This meant that the CO2 mole balances were not directly affected. However, since the 
steam was condensed out before the gas analyser in the experimental work, a ‘condenser’ unit was added onto 
the two-phase model to mimic the separation process. Here, the steam gets taken out from the rest of the flue 
gas. Equation 5.24 gives the mole balance around the ‘condenser’. 
 
Bubble phase mole balance: 
𝑑𝑦𝑏𝐶𝑂2,𝑛
𝑑𝑡
= −
1
𝜀𝑏
(𝑈𝑛 − 𝑈𝑚𝑓)𝑦𝑏𝐶𝑂2,𝑛 − (𝑈𝑛−1 − 𝑈𝑚𝑓)𝑦𝑏𝐶𝑂2,𝑛−1 
∆𝑧
 +
𝑄𝑏,𝑛
𝑉𝑏,𝑛
(𝑦𝑝𝐶𝑂2−𝑦𝑏𝐶𝑂2,𝑛) 
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Particulate phase mole balance: 
𝑑𝑦𝑝𝐶𝑂2
𝑑𝑡
= −
𝑈𝑚𝑓
𝜀𝑚𝑓(1 − 𝜀𝑏)
𝑦𝑝𝐶𝑂2 − 𝑦𝐶𝑂2,0
𝐻𝑓
+
1
𝜀𝑚𝑓(1 − 𝜀𝑏)
∑
𝑄𝑏,𝑛
𝑉𝑏,𝑛
𝑁
𝑛=1
∆𝑧
𝐻𝑓
(𝑦𝑏𝐶𝑂2,𝑛 − 𝑦𝑝𝐶𝑂2) +
𝑟𝐶𝑂2
𝜀𝑚𝑓𝐴𝐻𝑓
𝑅𝑇
𝑃
 
 
Plenum chamber mole balance: 
𝜏𝑝𝑙
𝑑𝑦𝐶𝑂20
𝑑𝑡
= 𝑦𝐶𝑂2,−1 − 𝑦𝐶𝑂2,0 
 
Freeboard mole balance: 
𝜏𝑓𝑏
𝑑𝑦𝐶𝑂2,𝑁+1
𝑑𝑡
= 𝑦𝑝𝐶𝑂2 (
𝑈𝑚𝑓
𝑈𝑁
) + 𝑦𝑏,𝐶𝑂2𝑁 (
𝑈𝑁 − 𝑈𝑚𝑓
𝑈𝑁
) − 𝑦𝐶𝑂2,𝑁+1 
 
Condenser mole balance: 
𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑎𝑠 𝐼𝑛 − 𝐺𝑎𝑠 𝑂𝑢𝑡 
𝑃𝑉𝑐𝑑
𝑅𝑇
𝑑𝑦𝐶𝑂2,𝑑𝑟𝑦
𝑑𝑡
= 𝑈𝑁𝐴
𝑃
𝑅𝑇
𝑦𝐶𝑂2𝑁+1 − 𝑈𝑁𝐴(1 − 𝑦𝐻2𝑂) 
𝑃
𝑅𝑇
𝑦𝐶𝑂2,𝑑𝑟𝑦 
𝜏𝑐𝑑𝑈𝑁𝐴(1 − 𝑦𝐻2𝑂)
𝑑𝑦𝐶𝑂2,𝑑𝑟𝑦
𝑑𝑡
= 𝑈𝑁𝐴𝑦𝐶𝑂2𝑁+1 − 𝑈𝑁𝐴(1 − 𝑦𝐻2𝑂)𝑦𝐶𝑂2,𝑑𝑟𝑦 
 
Equation 5.24: 
𝜏𝑐𝑑
𝑑𝑦𝐶𝑂2,𝑑𝑟𝑦
𝑑𝑡
=
𝑦𝐶𝑂2,𝑁+1
1 − 𝑦𝐻2𝑂
− 𝑦𝐶𝑂2,𝑑𝑟𝑦 
 
Here, the same notations given in the previous sections were used. The mixing time in the condenser, denoted 
as τcd was assumed to be 0.01 s (instantaneous mixing). The subscript, ‘dry’ means the associated variable was 
measured on a dry basis.  
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5.3 Results and Discussion 
5.3.1 Two-Phase Model 
5.3.1.1 Initial Testing 
Prior to modelling the carbonation reaction, the newly written code for the two-phase model was subject to 
initial tests to check that it could give logical results. Figures 5.7a and 5.7b show, respectively, the modelled 
concentration profile of the carbonation process when the reaction term was omitted and when the rate of 
reaction was replaced with the first-order rate equation derived in Chapter 4 (Equation 4.21).  
Equation 5.25: 
rCO2  ≈ 0.1 exp (−
61800
RT
)
PCO2 − 𝑃𝑒𝑞
𝑅𝑇
𝑤𝐶𝑎𝑂
𝑀𝐶𝑎𝑂
 𝑆𝑔    [𝑚𝑜𝑙 𝑠
−1] 
 
 
 
Figure 5.7: Two-phase model output concentration profile for the bubble phase, particulate phase and the final 
outlet concentration when there was no reaction term in the particulate phase mole balance (5.7a) and when 
the reaction equation was given by Equation 5.25 (5.7b). 
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The difference between neglecting and implementing a reaction equation can be clearly seen in the gas 
concentration profiles shown in Figures 5.7a and 5.7b. Figure 5.7a demonstrates that the model was able 
simulate a process without reaction. The output gas concentration remained unchanged. Figure 5.7b 
demonstrates that the reactor model was able to replicate the drop in CO2 concentration during reaction. 
 
The model was also evaluated on its response to changes in the interphase mass transfer equations. The effect 
of having a low exchange (cross flow) rate (5 s-1) between the bubble and particulate phase in the reactor bed 
on the output of the model is shown by Figure 5.8a. Figure 5.8b shows the influence on the two-phase model 
output concentration profile when the interphase mass transfer was completely neglected.  
 
 
Figure 5.8: Two-phase model output concentration profile for the bubble phase, particulate phase and the final 
outlet concentration when Qb/Vb=5 (5.8a) and Qb/Vb=0 (5.8b). 
 
Figure 5.8a shows that the bubble and particulate phase concentration deviate from each other and only 
recombine after the reaction has finished. This makes sense as a low rate of exchange between the two phases 
means that the mixing between them is poor. They recombine after the reaction because there are no further 
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changes in the particulate phase concentration, so no mixing was required. Figure 5.8b demonstrates that when 
the interphase transfer was completely neglected, the bubble phase did not experience any of the changes in 
the gas concentration owing to reaction within the particulate phase. It was clear from these graphs, that the 
model was able to produce logical results.  
 
5.3.1.2 Fitting Rate Constant and Product Layer Diffusivities 
The next part of this work was to fit the CO2 concentration profiles obtained from the two-phase reactor model 
to the profiles taken from the carbonation experiments for a range of conditions. The experimentally obtained 
concentration profiles in this chapter refers to the original outputs from the gas analyser (prior to 
deconvolution). Since the reactor model convolutes the concentration profiles through the freeboard mixing 
time constant, it was logical to compare the convoluted data with one another.  
 
Firstly, the first-order reaction rate equation derived from Chapter 4 (Equation 5.25) was implemented into the 
model. Figure 5.9 shows how the model output concentration profile (using the first-order rate expression) 
compares to the experimental data for carbonation at 650 °C, 1.5 bara. It can be seen that the fit in the first few 
(~10) seconds of the reaction was good. However, since Equation 5.25 only describes the kinetically-controlled 
part of the carbonation reaction, the model could not predict the sharp drop off in the reaction rate due to 
product layer diffusion resistances. Consequently, the reaction continues and overshoots the peak rate (from 
the experiments) slightly. The reaction then gradually slows down owing to a reduction in the driving force of 
the system and then stops once all the reactant had reacted. 
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Figure 5.9: Two-phase model output concentration profile for the bubble phase, particulate phase and the final 
outlet concentration when a first-order reaction equation (Equation 5.25) was used compared to experimental 
results at 650 °C, 1.5 bara with fluidising gas of 15 vol% CO2 balanced in N2, U/Umf=3 (55 ml s
-1 @SATP). 
 
The results clearly demonstrate that a first-order reaction equation (alone) was inadequate for the purpose of 
modelling the entire carbonation reaction, especially the diffusion-controlled part of the reaction. 
Consequently, the random pore model was used. However, since there were two fitting parameters (the surface 
rate constant, ks and the product layer diffusivity, Dp), two steps were required to obtain them. In the first step, 
only the reduced form of the random pore model (Equation 5.15) was implemented into the reactor model. 
This reduced the fitting parameters to just one, the surface reaction rate constant, ks. To determine an initial 
guess for this parameter, ks was fitted by minimising the RSS between the modelled and the experimental 
results for the kinetically-controlled regime of the carbonation reaction. In the second step, the product layer 
diffusivity was fitted by minimising the RSS between the modelled and experimental results over the entire 
carbonation reaction with a fixed (averaged) value for the surface rate constant at each temperature.  
 
Preliminary results demonstrated that it was not possible to obtain a surface rate constant that satisfied every 
condition at a particular temperature (rate constants are a function of temperature only). In particular, when 
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the surface rate constant was fitted to the experimental data for high CO2 partial pressure environments, the 
fitted surface rate constants were found to decrease with an increase in CO2 partial pressure. This phenomenon 
is owed to the transition of the reaction order (as discussed in Chapter 4). Under high CO2 partial pressures, 
further increases in the concentration of CO2 do not have an effect on the rate of reaction. Consequently, the 
surface rate constants obtained by fitting the first-order random pore model to the experimental results were 
not reliable under these conditions. Instead, a zero-order expression for the random pore model was used. The 
following section will discuss how the transition CO2 partial pressure was identified and how the final surface 
rate constants were obtained. 
 
Order of Reaction 
Once the initial estimates for the rate constants for every condition were found, they were plotted against the 
CO2 driving force (PCO2-Peq). This is shown in Figure 5.10.  
 
 
Figure 5.10: Initial guess for the surface rate constants versus the CO2 driving force at the inlet of the reactor at 650 °C. 
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Here, the inlet CO2 partial pressure was used instead of the outlet CO2 partial pressure at the point when the 
peak rate of reaction occurs (as with the results in Chapter 4). This was because it was not possible to predict 
the outlet partial pressure prior to reaction. 
 
It can be seen in this figure that the order of reaction appears to change from first to approximately zero order 
above a certain value of PCO2. The change in order of reaction at a particular transition partial pressure falls in 
line with observations by other researchers (as mentioned in Chapter 4).109, 113, 116, 118 The partial pressure at 
which the transition occurs, denoted as PCO2, max was estimated through a series of steps. Firstly, an initial guess 
for the transition partial pressure was made by identifying the partial pressure at which the initial surface rate 
constant, ks experienced the greatest change (~37.5 kPa at 650 °C). This initial guess is referred to as 
PCO2,max(guess). Next, all the rate constants that were obtained for the conditions where PCO2 < PCO2,max(guess) were 
averaged (since rate constants are only dependent on temperature) to obtain an averaged value for the surface 
rate constant, denoted as ks0. When PCO2 is below the transition partial pressure, Equation 5.26 can be used to 
describe the rate of carbonation. 
Equation 5.26: 
𝑟 =
𝑘𝑠0𝑆0(𝑃𝐶𝑂2 − 𝑃𝑒𝑞)(1 − 𝑋)√1 − 𝜓ln (1 − 𝑋)
RT(1 − 𝜀0)
 
 
In contrast, for the cases where PCO2 > PCO2, max(guess) the rate of reaction becomes zero order since an increase 
in PCO2 no longer has an effect on the rate of reaction. One way to incorporate this effect was to fix the driving 
force of the reaction as PCO2,max-Peq (where both PCO2,max and Peq do not change with temperature and partial 
pressure) to obtain the ‘zero order’ expression given by Equation 5.27. 
Equation 5.27: 
𝑟 =
𝑘𝑠0𝑆0(𝑃𝐶𝑂2,𝑚𝑎𝑥 − 𝑃𝑒𝑞)(1 − 𝑋)√1 − 𝜓ln (1 − 𝑋)
RT(1 − 𝜀0)
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Since the true transition partial pressure, PCO2,max could not be directly inferred from Equation 5.27, a final step 
was required. Here, Equation 5.27 was set equal to Equation 5.26 for the cases where PCO2 > PCO2, max(guess) and 
was rearranged to make PCO2,max the subject. The final expression, which was used to compute the true 
transition partial pressure is therefore given by Equation 5.28. 
Equation 5.28: 
𝑃𝐶𝑂2,𝑚𝑎𝑥 =
𝑘𝑠(𝑃𝐶𝑂2 − 𝑃𝑒𝑞)
𝑘𝑠0
+ 𝑃𝑒𝑞 
 
Here, ks and PCO2 are, respectively, the initial values of the surface rate constant and inlet CO2 partial pressure. 
ks0 is the averaged surface rate constant. The ‘true’ value of the CO2 transition partial pressure, PCO2,max was 
substituted into Equation 5.27 to finalise the expression. Both Equations 5.26 and 5.27 were then integrated 
into the reactor model and a code was written to allow the model to understand which equation to use based 
on the selection of inlet/initial conditions (i.e. if the product of the total pressure and the inlet CO2 vol% was 
higher than PCO2,max, the reactor model would use Equation 5.27 to predict the results).  
 
To obtain the other fitting parameter, the product layer diffusivity (Dp), a different approach was used. Both 
the reduced form (Equation 5.26/5.27) and the full random pore model (Equation 5.16) were implemented into 
the reactor model. As soon as the maximum drop in CO2 concentration was reached, the reaction equation was 
switched over from Equation 5.26/27 (depending on the inlet CO2 partial pressure) to Equation 5.16. The time 
(and degree of conversion) at which the maximum drop in concentration occurs was determined using the ODE 
Event Location function in MATLAB. The values of Dp were then adjusted until the RSS between the modelled 
output and the experimental data was minimised. 
 
The surface rate constants and the product layer diffusivities had to be fitted manually because it was difficult 
to optimise the parameters within the model due to way in which the ODE solver worked. Furthermore, in 
order to determine the RSS, the modelled output and the experimental data had to be compared at every time 
point. However, since the ODE solver gave solutions with variable time steps, it was not possible to compare 
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the experimental data with the results directly. The output from the model had to be converted into three 
polynomials (kinetically-controlled reaction, diffusion-controlled reaction, and tail-off) to normalise the ODE 
solution as a function of fixed time steps. 
 
Table 5.2 shows the fitted product layer diffusivities, the initial and averaged values for the surface rate 
constants, the modelled CaO conversion, and the experimentally-observed conversions. The modelled 
conversions were calculated by integrating the molar flow of CO2 over the reaction period and dividing by the 
total moles of CaO. Most of the conversion matched quite well, but in some cases, there were a relatively large 
error between the results (up to 40% difference). This error was likely due to discrepancies in the modelled 
outlet concentration in the first few seconds of reaction as well as the approximation of zero order at the higher 
partial pressures. Interestingly, the values of the surface rate constant, ks0 fell in line with the data presented 
by Bhatia and Perlmutter.109 The authors obtained values between 3.7 x 10-10 m4 mol-1 s-1 and 6.3 x 10-10 m4 
mol-1 s-1 for a temperature range of 550 to 725 °C (in a 10% CO2 atmosphere at atmospheric pressures).  
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Table 5.2: Fitted surface rate constants (initial and final), product layer diffusivity and conversions determined using the two-phase model for carbonation reaction of Longcliffe-
derived CaO (0.5 g, 255-425 μm) in 3.75-30 vol% CO2 balanced in N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=3 (47-67 ml s-1 @SATP). 
Temperature 
(°C) 
Pressure 
(bara) 
Inlet CO2 
Partial 
Pressure 
(kPa) 
ks/10-10 
(m4 mol-1 s-1) 
ks0/10-10 
(m4 mol-1 s-1) 
Dp/10-13 
(m2 s-1) 
Dp0/10-13 
(m2 s-1) 
Transition 
PCO2 (kPa) 
Model Predicted 
Conversion (%) 
Experimentally 
Obtained 
Conversion 
(%) 
550 1.5 22.5 3.05 3.05 0.09 0.06 18.9 31 24 
550 3 45 1.30 3.05 0.1 0.06  31 17 
550 5 75 0.75 3.05 0 0.06  29 26 
600 1.5 22.5 4.30 4.3 0.2 0.30 23.0 48 42 
600 3 45 2.35 4.3 0.6 0.30  49 41 
600 5 75 1.20 4.3 0.1 0.30  49 36 
650 1.5 5.625 6.35 6.03 2.6 1.81 28.1 36 37 
650 1.5 11.25 8.95 6.03 1.2 1.81  54 40 
650 3 11.25 5.65 6.03 2.7 1.81  53 57 
650 5 18.75 5.25 6.03 2.6 1.81  61 60 
650 1.5 22.5 6.30 6.03 1.3 1.81  65 52 
212 | P a g e  
 
650 3 22.5 5.60 6.03 3.7 1.81  64 60 
650 2 22.5 4.60 6.03 2.8 1.81  65 56 
650 5 22.5 5.55 6.03 1.5 1.81  63 52 
650 5 37.5 3.85 6.03 3.1 1.81  66 62 
650 1.5 45 3.55 6.03 0.3 1.81  70 56 
650 3 45 3.45 6.03 1.3 1.81  67 55 
650 5 75 2.05 6.03 0.8 1.81  67 48 
650 3 90 2.15 6.03 1.5 1.81  69 50 
650 5 150 1.25 6.03 0 1.81  69 54 
700 1.5 22.5 7.60 7.60 8.2 8.13 31.6 69 65 
700 3 45 5.10 7.60 14 8.13  69 69 
700 5 75 3.00 7.60 2.2 8.13  69 50 
750 1.5 22.5 12.85 12.85 5.9 23.6 29.3 70 70 
750 3 45 6.00 12.85 22 23.6  70 68 
750 5 75 4.40 12.85 43 23.6  70 78 
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Activation Energies 
The surface rate constants from the model are compared to the experimental data from Chapter 4 in an 
Arrhenius plot given by Figure 5.11. The data from Chapter 4 was converted to the same units as those used 
in the two-phase model for easier comparison. The slopes (calculated using the Student’s t-test statistical 
analysis) represent the activation energies. From the results, Equation 5.29 was derived to characterise the 
surface rate constant as a function of temperature. 
 
 
Figure 5.11: Arrhenius plot for the surface rate constants in the kinetically-controlled regime (i.e. when PCO2<PCO2,max) 
for temperature range of 550-750 °C at all conditions superimposed on the experimental results from Chapter 4. 
 
Equation 5.29: 
𝑘𝑠0 = 𝑘0𝑒
−
𝐸𝑎
𝑅𝑇 = 3×10−7𝑒−
47700
𝑅𝑇     [𝑚4 𝑚𝑜𝑙−1 𝑠−1] 
 
Interestingly, the activation energy obtained from the model, 48 ± 17 kJ mol-1 was found to be very similar to 
the activation energy obtained in Chapter 4 (prior to the adjustments for diffusion effects). This result makes 
sense as the random pore model assumes that the diffusion resistances were negligible. When the results from 
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the model were corrected for the effectiveness factors, the intrinsic activation energy was also found to be 
similar (64 ± 28 kJ mol-1 compared to 62 ± 16 kJ mol-1 for the experimental results). The reason for the wider 
range of confidence intervals was due to the fact that the fitted rate constants were averaged over results from 
a wider range of conditions. Figures D.1 and D.2 in Appendix D show the intrinsic activation energy and 
effectiveness factor plots for the two-phase model data. 
 
Since the product layer diffusivity should only be a function of temperature, the product layer diffusivities, Dp 
in Table 5.2 were averaged for each set of temperatures to obtain a final averaged value of diffusivity, Dp0. 
Interestingly, these averaged values were found to have similar orders of magnitude to the product layer 
diffusivities predicted by a discrete-pore-size-distribution-based gas-solid model presented in a paper by Sun 
et al.210 These final values are shown in Figure 5.12 plotted alongside the results obtained by Sun et al.210 The 
authors used their model to fit their experimental results from carbonating different sorbents under 80-100 vol% 
CO2 (balance in N2) under atmospheric pressures inside a TGA.  
 
 
Figure 5.12: Arrhenius plot for averaged product layer diffusivities for all conditions superimposed on literature values 
obtained from Sun et al.210 
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It can be seen in Figure 5.12 that the activation energy obtained in this work, 196 ± 43 kJ mol-1 overlaps with 
the activation energy obtained by Sun et al.210 for their limestone (214 kJ mol-1). It was also similar to the 
activation energy obtained by Lee114 for their commercial limestone (189 kJ mol-1), and the results from Bhatia 
and Perlmutter.109 The latter reported a value of 179 kJ mol-1 for carbonation experiments conducted at 
temperatures above 415 °C. Equation 5.30 shows the derived expression for the product layer diffusivity (based 
on the data given in Table 5.2) as a function of temperature where D0 is the pre-exponential factor. 
Equation 5.30: 
𝐷𝑝0 = 𝐷0𝑒
−
𝐸𝑎
𝑅𝑇 = 0.018 𝑒−
196000
𝑅𝑇     [𝑚 𝑠−1] 
 
5.3.1.3 Comparison of Concentration Profiles from Two-Phase Model and the Experiment 
Figures 5.13a, 13b and 13c show a comparison of the carbonation reaction profiles generated from the model 
with the experimental data at 650 °C for total pressures of 1.5, 3 and 5 bara (with 15 vol% CO2), respectively.  
 
 
Figure 5.13: Modelled vs experimental results for carbonation of 0.5 g of CaO (355-425 μm) under 15 vol% CO2 at 650 
°C for three different pressures: 1.5 bara (5.13a), 3 bara (5.13b) and 5 bara (5.13c) with fluidising gas consisting of 15 
vol% CO2 balanced with N2. ks0=6.03 x 10-10 m4 mol-1 s-1 and Dp0=1.81 x 10-13 m2 s-1. 
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Here, Equations 5.29 and 5.30 were implemented into the reaction term of the model. The overall fit is very 
good, but there are some discrepancies in the first few seconds of the reaction. The experimental results show 
an initial nucleation stage. This a phenomenon observed by Bhatia et al.109 where the gas reacts slowly as 
crystals of calcite begin to form which results in a small curve in the concentration profile at the onset of 
carbonation (and also the sinusoidal-shaped conversion-times graphs). This introductory stage was then 
followed by the rapid kinetically-controlled stage, where the CO2 concentration experiences a sharp drop. The 
reactor model did not take the nucleation stage into account and therefore immediately starts with the rapid 
reaction stage. The combined errors from the omission of this initial nucleation stage and the fact that the 
surface rate constants and product layer diffusivities were averaged over multiple conditions led to the slight 
differences in the modelled and experimental results. 
 
  
Figure 5.14: Modelled vs experimental results for carbonation under 15 vol% CO2 at 550 °C under 1.5 bara (5.14a) and 
5 bara (5.14b) with fluidising gas consisting of 15 vol% CO2 balanced with N2. ks0=3.05 x 10-10 m4 mol-1 s-1, Dp0=0.06 x 
10-13 m2 s-1 and Dp=0.09 x 10-13 m2 s-1 (5.14a), Dp=0 m2 s-1 (5.14b). 
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Figure 5.15: Modelled vs experimental results at for carbonation under 15 vol% CO2 at 750 °C under 1.5 bara (5.15a) 
and 5 bara (5.15b) with fluidising gas consisting of 15 vol% CO2 balanced with N2. ks0=1.29 x 10-9 m4 mol-1 s-1, Dp0=23.6 
x 10-13 m2 s-1 and Dp=5.9 x 10-13 m2 s-1 (5.15a), Dp=43 x 10-13 m2 s-1 (5.15b). 
 
 
Figure 5.16: Modelled vs experimental results at 650 °C, under 1.5 bara with fluidising gas consisting of 3.75 vol% CO2 
(5.16a), 7.5 vol% CO2 (5.16b) and 30 vol% CO2 (5.16c) balanced with N2. ks0=3.05 x 10-10 m4 mol-1 s-1, Dp0=6.33 x 10-15 
m2 s-1 and Dp=2.6 x 10-15 m2 s-1 (5.16a), Dp=1.2 x 10-15 m2 s-1 (5.16b), Dp=0.3 x 10-15 m2 s-1 (5.16c). 
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Figures 5.14-5.15 show that the model fits the experimental data quite well under each condition; however, 
the model was not able to predict the diffusion-controlled regime at 750 °C, 1.5 bara (Figure 5.15a) as 
accurately when the averaged product layer diffusivity, Dp0 was used to fit the data.  
 
At lower temperatures (Figure 5.14), the product layer diffusion effects become more limiting because the 
product layer diffusivity decreases with temperature. This results in a short-lived diffusion-controlled regime 
which ultimately results in low conversions (given a constant reaction period). Conversely, at the higher 
temperatures (Figure 5.15), diffusion through the product layer is more rapid. This meant that the rate of 
carbonation in the diffusion-controlled period was still high, which led to higher conversions.  
 
The effect of the CO2 partial pressure on the carbonation reaction profile can be seen in Figure 5.16. The 
general fit was very good, except in the case of Figure 5.16b. Here, the fitted parameters underestimated the 
kinetically-controlled reaction rate. Upon comparison of the results from all three figures, as the CO2 partial 
pressure increases, the CaO-sorbent was subject to a larger driving force, resulting in a faster rate of reaction 
and an earlier onset of product layer diffusion resistances. Consequently, the reaction finished more quickly 
under higher CO2 partial pressures conditions. This effect is reflected by the shape of the reaction profiles. 
 
In each figure, both the solution obtained with the initially fitted product layer diffusivity (DP) and the final 
averaged value (Dp0), were plotted. The values of the diffusivities are also shown in Table 5.2. Under most 
conditions, there were no significant differences between the two values of diffusivities; however, it appears 
that there were a couple of cases (i.e. at high pressure and CO2 concentrations at 650 °C, or at 750 °C, 1.5 bara 
where the driving force was small) where the diffusivity deviated substantially from the averaged values. 
Under these conditions, there may have been external mass transfer limitations or that there may have been 
another variable, other than temperature, which affected the product layer diffusivity.  
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Response Time Effects in the Two-Phase Model 
One of parameters which had a major role in determining the shape of the concentration profile was the mixing 
time constant in the freeboard, τfb. In this work, this parameter was chosen to be 3.5 s in order to replicate the 
effects of the response time in the experimental work. However, a large change in response time was found to 
give significantly different results. To test the sensitivity of the model output to the mixing time, the two-phase 
model was used to replicate the results from experiments which had a larger response time. The results are 
shown in Figure 5.17. Here, the mixing time in the freeboard (for the model) was adjusted accordingly, while 
the rest of the parameters were kept identical.  
 
 
Figure 5.17: Modelled vs experimental results for carbonation of 0.5 g of CaO (355-425 μm) under 15 vol% CO2 at 650 
°C under 1.5 bara with two different response times and a fluidising gas consisting of 15 vol% CO2 balanced with N2. 
ks0=6.03 x 10-10 m4 mol-1 s-1 and Dp0=1.81 x 10-13 m2 s-1. 
 
Figure 5.17 demonstrates that the results match up quite well, which suggests that it was acceptable to use the 
system response time as the freeboard mixing time constant. 
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5.3.2 Comparison to CSTR Model 
Initially, the parameters determined from the two-phase model were fed into the CSTR model rate equation; 
however, a poor fit was found for each condition. The reason for the poor fit was likely due to the fact that the 
CSTR model overestimated the degree of mixing in the PFBR. A CSTR assumes instantaneous mixing while 
the two-phase model does not. Consequently, the same procedure outlined in Section 5.3.1 was followed to 
obtain fitted values for the surface rate constants and product layer diffusivities specific to the CSTR model. 
Table 5.3 shows the results. 
 
By comparing the results from Table 5.3 to 5.2, it can be seen that the fitted parameters were very different. 
The rate constants were found to be approximately 40% lower than those obtained in the two-phase model for 
every condition. The product layer diffusivities, on the other hand, were around 50-90% lower than those 
obtained with the two-phase model. 
 
The predicted conversions from the model are also presented in Table 5.3. These values closely resemble the 
experimental results in most cases (5-30% difference), but deviate more at higher temperatures and CO2 
concentrations (up to 60% difference). The CSTR model was also found to be marginally worse than the two-
phase model (see Table 5.2) at matching the conversions obtained from the experiments. Interestingly, when 
the surface rate constants were compared to the experimentally obtained (and unit adjusted) rate constants, it 
was found that the experimental data fell halfway between the values predicted by the two models. However, 
since the definition of the rate constants used in the models and in Chapter 4 were not the same as each other, 
a fair comparison was not possible. A comparison of the rate constants can be seen in Table D.1 in Appendix 
D. 
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Table 5.3: Fitted surface rate constants (initial and final), product layer diffusivity and conversions determined using the CSTR model for carbonation reaction of Longcliffe-derived 
CaO (0.5 g, 255-425 μm) in 3.75-30 vol% CO2 balanced in N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=3 (47-67 ml s-1 @SATP). 
Temperature 
(°C) 
Pressure 
(bara) 
Inlet CO2 
Partial 
Pressure 
(kPa) 
ks/10-10 
(m4 mol-1 s-1) 
ks0/10-10 
(m4 mol-1 s-1) 
Dp/10-13 
(m2 s-1) 
Dp0/10-13 
(m2 s-1) 
Transition 
PCO2 (kPa) 
Model 
Predicted 
Conversion (%) 
Experimentally 
Obtained 
Conversion 
(%) 
550 1.5 22.5 1.85 1.85 0.03 0.02 17.8 28 24 
550 3 45 0.76 1.85 0.03 0.02  27 17 
550 5 75 0.42 1.85 0 0.02  26 26 
600 1.5 22.5 2.07 2.55 0.05 0.07 22.8 44 42 
600 3 45 1.40 2.55 0.13 0.07  47 41 
600 5 75 0.70 2.55 0.03 0.0  44 36 
650 1.5 5.625 3.95 3.60 0.88 0.35 27.3 30 37 
650 1.5 11.25 5.40 3.60 0.32 0.35  48 40 
650 3 11.25 3.45 3.60 0.60 0.35  48 57 
650 5 18.75 3.05 3.60 0.52 0.35  62 60 
650 1.5 22.5 3.70 3.60 0.23 0.35  67 52 
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650 3 22.5 3.25 3.60 0.62 0.35  67 60 
650 2 22.5 3.30 3.60 0.50 0.35  67 56 
650 5 22.5 2.70 3.60 0.31 0.35  67 52 
650 5 37.5 2.25 3.60 0.50 0.35  73 62 
650 1.5 45 2.15 3.60 0.02 0.35  74 56 
650 3 45 2.00 3.60 0.17 0.35  73 55 
650 5 75 1.15 3.60 0.11 0.35  74 48 
650 3 90 1.25 3.60 0.17 0.35  75 50 
650 5 150 0.70 3.60 0.01 0.35  75 54 
700 1.5 22.5 4.50 4.50 1.20 0.85 31.6 79 65 
700 3 45 2.90 4.50 1.20 0.85  88 69 
700 5 75 1.70 4.50 0.15 0.85  89 50 
750 1.5 22.5 7.80 7.80 1.50 2.03 30.4 83 70 
750 3 45 3.45 7.80 2.10 2.03  93 68 
750 5 75 2.45 7.80 2.50 2.03  93 78 
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Figures 5.18-5.19 show the fitted concentration profile from the CSTR model superimposed on both the two-
phase model and experimental results for a range of conditions. In each case, the averaged product layer 
diffusivity, Dp0 was used in the fitting. 
 
Figure 5.18: CSTR modelled vs two-phase modelled and experimental results at temperatures of 550 °C (5.18a), 650 °C 
(5.18b) and 750 °C (5.18c) under 1.5 bara with fluidising gas of 15 vol% CO2 balanced in N2. 
 
Figure 5.19: CSTR modelled vs two-phase modelled and experimental results at temperatures of 550 °C (5.19a), 650 °C 
(5.19b) and 750 °C (5.19c) under 5 bara with fluidising gas of 15 vol% CO2 balanced in N2. 
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From the figures above, it can be seen that the concentration profiles from the CSTR model fit the experimental 
data very well, but it under predicts the CO2 concentration in the diffusion-controlled regime. Figure 5.18c 
shows that the CSTR model predicts the concentration profile better than the two-phase model for the 
carbonation reaction at 750 °C, 1.5 bara; however, when the originally-fitted diffusivity, Dp was used instead 
of the averaged, Dp0, the two-phase model was found to fit just as well (see Figure 5.15a). 
 
From the data in Table 5.3, Arrhenius plots for the surface rate constants and product layer diffusivities were 
constructed. These are shown in Figures 5.20a and 5.20b, respectively. 
 
 
Figure 5.20: Arrhenius plots for the surface rate constants (5.20a) and product layer diffusivities (5.20b) for temperature 
range of 550-750 °C at all pressures and all combinations of fluidising gas compositions for both the CSTR and two-
phase models. 
 
Figure 5.20a shows that the activation energies were equivalent for both models (48 ± 17 kJ mol-1 for the two-
phase model and 48 ± 18 kJ mol-1 for the CSTR model). However, the average product layer diffusivity 
activation energy (118 ± 78 kJ mol-1) calculated from the CSTR model was approximately 40% lower than 
that for the two-phase model (196 ± 43 kJ mol-1). This suggests that, even though the CSTR model 
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underestimated both the rate constants and product layer diffusivities (in comparison to the two-phase model), 
it was able to accurately capture the trend in the reaction behaviour of the system.  
 
From the Arrhenius plots, it was also possible to obtain temperature-dependent expressions for the surface rate 
constant and product layer diffusivity (Equations 5.31 and 5.32). 
Equation 5.31: 
𝑘𝑠0 = 𝑘0𝑒
−
𝐸𝑎
𝑅𝑇 = 1.8×10−7𝑒−
47600
𝑅𝑇     [𝑚4 𝑚𝑜𝑙−1 𝑠−1] 
 
Equation 5.32: 
𝐷𝑝0 = 𝐷0𝑒
−
𝐸𝑎
𝑅𝑇 = 1.1×10−7 𝑒−
117900
𝑅𝑇     [𝑚2 𝑠−1] 
 
5.3.3 Carbonation Modelling with Steam 
 
Table 5.4 shows the fitted parameters for the two-phase model with steam. The same method for determining 
the parameters used in the previous sections was used. It can be seen in the table that both the rate constants 
and product layer diffusivities were markedly higher than those for the carbonation reaction without steam. 
This agrees well with the conclusions from Chapter 4 which suggest that steam increases the peak rate of 
reaction and facilitates the diffusion of CO2 onto the CaO sorbent. In some cases, the product layer diffusivity 
could not be fitted. In these cases, either the steam partial pressure was high (>30 kPa) and/or the CO2 partial 
pressure was very high (>45 kPa). Under these particular conditions, it appeared that there were no product 
layer diffusion resistances. One major difference between the results from this model and the experimental 
work was that the fitted surface rate constant, ks0 was 1-3 times higher than the observed rate constants 
presented in Chapter 4 (see Table D.2 in Appendix D). The experimental data suggested that the rate constants 
of carbonation were increased by approximately 10-70% (with over 200% increase at low CO2 partial 
pressures) in the presence of steam, whereas the modelled results suggest that the rate was improved by 150-
300%. This suggests that the carbonation reaction in the presence of steam was potentially too fast to measure 
accurately (assuming the model was accurate). According to Gavhane,229 if the product of the rate constant and 
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the particle volume is of equal magnitude to the product of the mass transfer coefficient (determined using 
Equation 4.17 in Chapter 4) and the particle surface area, then there may potentially be some mass transfer 
limitations. 
 
Upon comparison of the modelled rates of reaction with the external mass transfer rate, it was found that, in 
the presence of steam, the external mass transfer rate was only 2-10 times greater than the rate of reaction 
(when both units were converted into units of mol s-1). The results suggest that there could be film mass transfer 
limitations for the carbonation experiments with steam or that the random pore model was insufficient to model 
steam-enhanced carbonation. Another possibility was that the steam reacts momentarily inside the fluidised-
bed reactor to form Ca(OH)2 which catalyses the carbonation reaction. Since the steam was assumed to be 
inert, the two-phase model did not account for the concentration changes (and additional effects) owed to this 
intermediate reaction.             
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Table 5.4: Fitted surface rate constants (initial and final), product layer diffusivity and conversions determined using the two-phase model for carbonation reaction of Longcliffe-
derived CaO (0.5 g, 255-425 μm) in 3.75-30 vol% CO2 with 5-20 vol% steam, balanced in N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=3 (47-67 ml s-1 @SATP). 
Temperature 
(°C) 
Pressure 
(bara) 
Inlet CO2 
Partial 
Pressure 
(kPa) 
Steam 
Partial 
Pressure 
(kPa) 
ks/10-10 
(m4 mol-1 s-1) 
ks0/10-10 
(m4 mol-1 s-1) 
Dp/10-13 
(m2 s-1) 
Dp0/10-13 
(m2 s-1) 
Transition 
PCO2 (kPa) 
Model 
Predicted 
Conversion 
(%) 
Experimentally 
Obtained 
Conversion (%) 
550 1.5 22.5 15 7.40 7.40 2.50 3.47 24.3 51 63 
550 3 45 30 4.05 7.40 300 3.47  52 58 
550 5 75 50 2.35 7.40 4.90 3.47  52 54 
600 1.5 22.5 15 10.8 10.8 13.0 24.3 27.7 53 66 
600 3 45 30 6.55 10.8 23.0 24.3  53 69 
600 5 75 50 3.95 10.8 37.0 24.3  53 68 
650 1.5 5.625 15 25.9 14.0 45.0 18.1 30.3 49 51 
650 1.5 11.25 15 16.8 14.0 12.0 18.1  54 53 
650 3 11.25 30 16.7 14.0 9.00 18.1  54 58 
650 5 18.78 50 8.75 14.0 4.00 18.1  54 54 
650 1.5 22.5 7.5 11.3 14.0 16.0 18.1  61 69 
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650 1.5 225 15 13.0 14.0 19.0 18.1  54 56 
650 1.5 22.5 22.5 19.1 14.0 50.0 18.1  47 65 
650 1.5 22.5 30 22.7 14.0 - 18.1  42 63 
650 3 22.5 30 10.3 14.0 11.0 18.1  54 53 
650 2 22.5 15 9.80 14.0 15.0 18.1  57 62 
650 3 22.5 15 7.40 14.0 7.00 18.1  60 57 
650 5 22.5 15 6.30 14.0 3.00 18.1  63 55 
650 5 37.5 50 6.35 14.0 7.00 18.1  54 57 
650 1.5 45 15 9.85 14.0 - 18.1  52 68 
650 3 45 15 5.90 14.0 15.0 18.1  60 64 
650 3 45 30 7.90 14.0 41.0 18.1  54 52 
650 3 45 45 8.05 14.0 - 18.1  47 60 
650 3 45 60 10.6 14.0 - 18.1  42 60 
650 5 75 25 3.90 14.0 - 18.1  60 75 
650 5 75 50 4.00 14.0 25.0 18.1  53 58 
650 5 75 75 5.70 14.0 - 18.1  47 68 
650 5 75 100 6.85 14.0 - 18.1  41 58 
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650 3 90 30 6.00 14.0 - 18.1  51 55 
650 5 150 50 5.10 14.0 10.0 18.1  51 62 
700 1.5 22.5 15 16.6 16.6 27.0 35.0 23.2 54 68 
700 3 45 30 8.30 16.6 53.0 35.0  54 64 
700 5 75 50 4.30 16.6 25.0 35.0  54 61 
750 1.5 22.5 15 25.7 25.7 20.0 36.7 25.5 54 70 
750 3 45 30 10.5 25.7 50.0 36.7  52 69 
750 5 75 50 6.60 25.7 40.0 36.7  54 62 
230 | P a g e  
 
Table 5.4 shows that, despite the over estimation of the rate constants, the predicted conversions were all within 
~30% of the experimental values. Figures 5.21-5.23 show the modelled output versus experimental data for 
different temperatures, pressures and steam concentrations. 
 
Figure 5.21: Modelled vs experimental results at temperatures of 550 °C (5.21a), 650 °C (5.21b) and 750 °C (5.21c) 
under 1.5 bara with fluidising gas of 15 vol% CO2 and 10 vol% steam balanced in N2. 
 
 
Figure 5.22: Modelled vs experimental results at temperatures of 550 °C (5.22a), 650 °C (5.22b) and 750 °C (5.22c) 
under 5 bara with fluidising gas of 15 vol% CO2 and 10 vol% steam balanced in N2. 
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Figure 5.23: Modelled vs experimental results at temperatures of 650 °) under 1.5 bara with fluidising gas of 15 vol% 
CO2 and 5 vol% (5.23a), 10 vol% (5.23b), 15 vol% (5.23c) and 20 vol% (5.23d) steam balanced in N2. 
 
It can be seen that the fit at the lower pressure conditions (Figure 5.21) were in good agreement, but the 
deviations from the experimental results were significant at the higher pressures (Figure 5.22) and steam 
concentrations (Figures 5.25c and 5.25d). The discrepancies were mostly likely caused by an increase in the 
steam partial pressure (the volume fraction of steam was kept constant when the pressure was increased). The 
reason why a high steam partial pressure creates a deviation was uncertain. From the results, it appears that the 
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two-phase model over-predicts the initial (and not the peak) rate of reaction. The drop in the CO2 concentration 
occurs much earlier than what was observed in the experiments. This suggest that there may have been a 
limitation in the capability of the reactor model to predict the reaction behaviour, and/or the rate of mass 
transfer to the particles. Other possible explanations include the possibility that there was an intermediate 
hydration reaction occurring, or the reaction with steam was too rapid for the gas analyser to measure correctly. 
Future work should be carried out to investigate the effects of adding mass transfer diffusion terms into the 
two-phase model and/or incorporating a hydration reaction term to see whether it improves the fit. In addition, 
a faster analyser such as a mass spectrometer should be used to measure the reaction rates to verify the results. 
 
An Arrhenius plot was also constructed for the surface rate constants and the product layer diffusivities given 
in Table 5.4. The plots are shown in Figures 5.24a and 5.24b, respectively. The Arrhenius plot for the surface 
rate constants was superimposed on the results from Chapter 4 (with the units converted). It can be seen that 
the average activation energies for the surface rate constant were in good agreement. Interestingly, but not 
unexpectedly, the activation energy for the product layer diffusivity in the presence of steam (72 ± 40 kJ mol-
1) was found to be significantly lower than the activation energy for the product layer diffusivity in the absence 
of steam (196 ± 43 kJ mol-1). This supports the idea that steam facilitates the diffusion of CO2 onto the CaO 
surface.  
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Figure 5.24: Arrhenius plot for the surface rate constants (5.24a) and the product layer diffusivities (5.24b) for a 
temperature range of 550-750 °C at all pressures and all combinations of fluidising gas compositions for the two-phase 
model in the presence of steam. 
 
From Figures 5.24a and 5.24b, it was possible to derive expressions for the surface rate constant (Equation 
5.33) and product layer diffusivities (Equation 5.34) as a function of the operating temperature. 
Equation 5.33: 
𝑘𝑠0 = 𝑘0𝑒
−
𝐸𝑎
𝑅𝑇 = 2.7×10−7𝑒−
40800
𝑅𝑇     [𝑚4 𝑚𝑜𝑙−1 𝑠−1] 
 
Equation 5.34: 
𝐷𝑝0 = 𝐷0𝑒
−
𝐸𝑎
𝑅𝑇 = 1.71×10−8 𝑒−
71600
𝑅𝑇     [𝑚 𝑠−1] 
 
In addition, an intrinsic activation energy was calculated for the surface rate constants using the effectiveness 
factor method in Chapter 4. The intrinsic activation energy was found to be within ~10% of the value obtained 
from the experiments (see Figure D.2 in Appendix D). 
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5.4 Conclusions and Future Work 
In the previous chapter (Chapter 4), experimental work was carried out which examined the effects of 
temperature, pressure and steam on the rate kinetics of carbonation. In this chapter, a two-phase reactor model 
was developed to fit the experimental data. The two-phase model was constructed using ODEs which described 
the mole balances over the particulate and bubble phases in a fluidised-bed reactor. The reactor model 
incorporated the effects of bubble growth and changing molar flow rates while assuming that the reaction only 
occurs in the particulate phase. To describe the reaction itself, the random pore model, which was originally 
developed by Bhatia and Perlmutter,109 was used. The surface rate constants and product layer diffusivities 
were obtained by fitting the model to the experimental data and minimising the RSS between the two. A good 
fit was found for each condition, and an activation energy for the surface rate constant was calculated using an 
Arrhenius plot to give 48 ± 17 kJ mol-1. This value matched the activation energy obtained directly from the 
experimental results in Chapter 4. The activation energy for the product layer diffusivity was found to be 196 
± 43 kJ mol-1. This value agrees well with those reported in the literature.109, 114, 210 
 
After obtaining the results from the two-phase model, a simple reactor model was developed to see if it could 
obtain the same results. In addition, this model was used to verify the CSTR model assumption when 
determining the rate constants in Chapter 4. To this end, a single-phase model (aka the CSTR model) was 
developed. The rate constants and product layer diffusivities were also fitted to the experimental data using 
this model. However, the results demonstrated that the surface rate constants were slightly underestimated 
(found to be ~40% less than the values obtained from the two-phase model). Furthermore, the product layer 
diffusivities were found to be almost an order of magnitude lower. However, the results demonstrated that the 
CSTR model was still sufficient to model the carbonation behaviour of CaO under different operating 
conditions. Interestingly, the surface rate constants determined from the experimental work in Chapter 4 were 
found to fall halfway between the results predicted by the two different models. In addition, the CSTR model 
predicted a surface rate constant activation energy which was identical (when rounded to 2 s.f.) to the two-
phase model (and the experimental results). However, the activation energy for the product layer diffusivity 
(118 ± 78 kJ mol-1) was found to be approximately 40% lower than that obtained using the two-phase model. 
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Finally, the two-phase model was adjusted to model the carbonation experiments involving steam in the system. 
Here, steam was modelled as an inert gas as it was assumed to not react with the CaO due to the 
thermodynamically-unfavourable conditions that were used in the experimental work. Again, the random pore 
model was used and the fitting parameters were found in the same way as with the previous models. However, 
the results significantly overestimated the surface rate constants (by up to 200%) when compared to the 
experimental results. This suggests that either a) the random pore model was not sufficient to model the 
reaction, b) there were mass transfer effects that the model did not account for, c) there was an intermediate 
hydration reaction or d) the rate of reaction was too fast to measure experimentally in the PFBR. If a) was the 
problem, a different reaction model should be derived and if b) was the problem, the two-phase model should 
be altered to incorporate external mass transfer terms. If c) was the problem, then a hydration reaction term 
should be included in the two-phase model and if d) was the problem, then further experimental work should 
be carried out in a system with a faster gas analyser. Despite these issues, the model was still capable of 
replicating the same trend as the experimental data, and gave a similar activation energy (41 ± 42 kJ mol-1 for 
the model compared to 40 ± 8 kJ mol-1 estimated from the experiments). (The confidence intervals were much 
higher for the model because there was a disproportionate amount of data at 650 °C.) Interestingly, the results 
from this section of the work supported the idea that steam improves the rate of diffusion of CO2 onto the CaO 
surface: There was a marked decrease in the activation energy for product layer diffusivity (by ~60-70%) down 
to 72 ± 40 kJ mol-1. In fact, under conditions of high steam partial pressures, the resistance due to product layer 
diffusion was found to be almost negligible. 
 
In summary, the models developed here were sufficient to model the carbonation reaction over time over most 
of the operating conditions but have areas which can be improved. Additional work which could be done would 
be to incorporate heat transfer and intraparticle mass transfer into the fluidised-bed model to give a more 
detailed model. It would be interesting to compare the modelled results to the experiments involving different 
types of limestone. Different limestones have different parameters for the random pore model, so it would be 
interesting to see if this can be compensated for with the model. Finally, the model should be reformulated to 
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simulate the experiments in Chapter 3. For this, the kinetics of combustion of biomass should be integrated 
into the reactor model. 
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Chapter 6 Summary of Conclusions and Future Work 
6.1 Conclusions  
Currently, the world is facing a major crisis. The effects of global warming have never been so pronounced. 
One of the major driving forces behind global warming and climate change is the anthropogenic emission of 
CO2. In order to curb these emissions, renewables and other low-carbon technologies are essential. This thesis 
examines a process which has the potential to not just curb these emissions but also ‘remove’ CO2 from the 
atmosphere: biomass combustion with in situ CO2 capture via the calcium looping cycle. Due to the similar 
operating conditions of both processes, it is technically feasible to run both the combustion and carbonation 
reactions in a singular unit, and therefore capture the CO2 in situ.167 However, low-temperature combustion of 
biomass can lead to problems such as tar production and char carryover. One solution to this would be to 
mildly pressure the combustor/carbonator. Consequently, biomass combustion experiments were carried out 
in a 3 kWe bench-scale fluidised-bed reactor to investigate the effects of mild pressurisation and operating 
temperatures on the performance of in situ CO2 capture and tar production (Chapter 3). Biomass particles 
(primarily beech wood) were pressure injected into a fluidised bed of either sand or a mixture of sand and CaO 
(1:1 mass basis) and the gas yield, tar yield and degree of CO2 capture were measured. This work was followed 
by determining the carbonation rate kinetics for the capture process under a wide range of operating conditions 
as well as under the influence of steam (Chapter 4). The work was then rounded off with a simple two-phase 
reactor model which was used to fit the carbonation kinetics data with the end goal to model the in situ capture 
process as well (Chapter 5). 
 
From the series of experiments carried out in Chapter 3, it was found that over 90% of the CO2 released from 
biomass combustion could be captured at a temperature range of 550-650 °C under a total pressure of 1.5 bara, 
but only ~80% CO2 capture could be achieved at 700-750 °C. The drop in degree of capture at the higher 
temperatures was potentially due to a combination of a lower driving force for CO2 capture (Peq increases with 
temperature), a small degree of re-calcination of the CaCO3 after it has captured the CO2 and the possibility 
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that the combustion reaction was too fast which meant that the CO2 was released faster than it could be captured. 
The results from Chapter 4 support this and demonstrate that the rate of carbonation slows down with an 
increase in operating temperature under low CO2 partial pressures. 
 
Interestingly, when the total pressure was increased, the degree of CO2 captured dropped significantly. The 
work in Chapter 4 demonstrated that the total pressure does not have a significant effect on the rate of 
carbonation and that only the partial pressure of CO2 had an effect. Therefore, the drop in degree of CO2 
capture could not be attributed to changes in the total pressure of the system. In addition, since the amount of 
CO2 given off during combustion was found to increase with an increase in the total pressure (under a constant 
volume fraction of O2), the rate of carbonation should technically increase. However, this was not the case. A 
more likely explanation for the drop in degree of capture was that the rate of combustion increased faster than 
the rate of carbonation when the O2 partial pressure was raised. This explanation is further supported by the 
results obtained from experiments whereby the O2 partial pressure was kept constant while the total pressure 
was increased. The degree of capture was found to be independent of the total pressure in the system.  
  
Previous literature173, 174 have suggested that CaO aids in the cracking of tars. This observation is supported by 
the results presented in this thesis. It was found that the inclusion of CaO reduced the tar (gravimetric) yield 
by an order of magnitude. The effect of tar cracking was reflected in the difference between the measured O2 
consumptions between experiments with and without a bed of CaO. Higher levels of O2 consumptions were 
measured in the experiments with the bed of CaO. This suggested that after the CaO had cracked the tars, the 
lighter hydrocarbon products were immediately combusted. SEC and UVF analysis demonstrated that the 
presence of CaO significantly reduced the molecular weight of tars and led to a greater ratio of ‘more 
conjugated’ to ‘less conjugated’ species of tar. This suggests that the ‘more conjugated’ species were more 
resistant to cracking. A similar trend was found under higher temperature and pressure conditions. Interestingly, 
the experimental results suggest that the combination of high temperatures, high pressures (or high O2 partial 
pressures) and CaO resulted in a greater extent of cracking of the ‘more conjugated’ tar species. 
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The final section of Chapter 3 demonstrated that the in situ CO2 capture process was not limited to the type of 
biomass feedstock. Various types of biomass were used in the investigation, including softwoods, energy 
crops, waste fuels, and hardwoods. The results from the experiments were very similar. However, due to the 
properties of certain biomasses, some were considerably more difficult to feed into the reactor than others. 
This behaviour represents a technical challenge when scaling up the process for commercialisation.  
 
The work from Chapter 4 examined the rate kinetics of carbonation under mild pressurisation and in the 
presence of steam. Batches of CaO particles were pressure injected into the fluidised-bed reactor under a range 
of conditions to react with a fluidising gas stream containing CO2. The rates of carbonation were then analysed. 
The operating conditions of the system were chosen to minimise the effects of external and intraparticle 
diffusion so that intrinsic rate kinetics could be measured. The effectiveness factors were found to be over 0.9 
and the global effectiveness factors were found to be over 0.75. It was found that the total pressure had little 
effect on the rate of reaction and only the partial pressure and temperatures seemed to play an important role. 
The reaction order was found to decrease from first order to zero order as the partial pressure (and therefore 
driving force) increased. A simple Langmuir model was used to fit the experimental results. The adsorption 
rate constant, kads,CO2 was found to be (4.86 ± 0.63) x 10-6 Pa-1 s-1 and the equilibrium constant, Keq,CO2 was 
found to be (6.45 ± 1.23) x 10-5 Pa-1 at 650 °C. Interestingly, it was possible to achieve faster rates of 
carbonation at higher temperatures than the optimal temperature of 650 °C if the driving force (PCO2-Peq) was 
increased.90 This observation suggests that it may be possible to improve the degree of in situ CO2 captured at 
high temperatures (from the values measured in Chapter 3) by increasing the quantity of biomass in the feed 
or by supplying a recycle stream of CO2 to raise the partial pressure (and therefore driving force) in the system.  
 
Chapter 4 also presented the rate kinetics of carbonation in the presence of steam. The general conclusion was 
that the presence of steam was found to increase the peak rate of reaction by potentially facilitating the diffusion 
of CO2 to the interface between CaO and CaCO3. The operating conditions were carefully chosen to avoid the 
hydration reaction between CaO and steam. A first-order Arrhenius plot was constructed for the intrinsic rate 
constants at different temperatures for low partial pressures of CO2 to obtain an estimate for the activation 
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energy. The presence of steam was found to reduce the (intrinsic) activation energy of carbonation from 
approximately 62 ± 16 to 49 ± 11 kJ mol-1. This result suggests that steam may have a catalytic effect on the 
carbonation reaction. A competitive Langmuir model was then fitted to the peak rates of reaction. The fitted 
results suggest that the rate of adsorption, kads,CO2, was (7.50 ± 1.06) x 10-6 Pa-1 s-1 (~50% greater than the case 
without steam) and the equilibrium rate constants, Keq,CO2 and Keq,H2O were (8.08 ± 1.35) x 10-5 Pa-1 and (6.60 
± 5.43) x 10-6 Pa-1, respectively, at 650 °C. In order to extend the Langmuir model to the other temperatures, 
the competitive Langmuir adsorption equation was generalised by replacing the constants with terms 
composed of activation energies/heats of adsorption and pre-exponential factors. The expression was then 
fitted to the experimental results for different operating temperatures by minimising the RSS. The results 
suggested that the presence of steam was found to lower the enthalpy of adsorption of CO2, thus making it 
easier for CO2 to adsorb. However, the model predicted a very low activation energy of adsorption (2-4 J mol-
1) and enthalpy of adsorption (<40 kJ mol-1). This suggests that the process was dominated by physisorption 
as opposed to chemisorption. Since the reaction between CO2 and CaO should be a chemical adsorption process, 
further experimental data (especially for different operating temperatures) should be collected to improve the 
accuracy of the fitted energies and enthalpies.  
 
Chapter 5 took the modelling procedure further and presented a two-phase reactor model for the carbonation 
reaction. The model was constructed from a series of ODEs using MATLAB. The reactor model assumes that 
the fluidised bed is made up of a particulate and a bubble phase, which can be modelled as a CSTR and PFR, 
respectively. The model used the random pore model, developed by Bhatia and Perlmutter220, 221 to describe 
the gas-solid reaction between CaO and CO2. The two-phase model was fitted to the experimental data 
(obtained in Chapter 4) by minimising the RSS between the two to obtain estimations for the surface rate 
constant, ks and product layer diffusivity, Dp. The model was found to fit the experimental data well. The model 
predicted a surface rate constant activation energy of 48 ± 17 kJ mol-1 which was identical (when rounded to 
2 s.f.) to the observed (without correcting for the effectiveness factor) activation energy reported in Chapter 4. 
An activation energy of 196 ± 43 kJ mol-1 was obtained for the product layer diffusivity. This value agreed 
well with literature values.109, 114, 210  
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A simpler reactor model, named as the ‘CSTR model’ in this thesis, was also constructed. The model assumes 
that the fluidised-bed reactor behaved just like a CSTR. (This was also the same assumption which was used 
in the experimental work in order to approximate the true instantaneous CO2 concentration in the reactor from 
the outlet concentrations.) Interestingly, the surface rate constants, ks were found to be a slight underestimate 
of the rate constants determined from the experiments, whereas the two-phase model slightly overestimated 
the rate constants. Although, the same surface rate constant activation energy (48 ± 18 kJ mol-1) was predicted, 
the activation energy for the product layer diffusivity (118 ± 78 kJ mol-1) was found to be significantly lower 
than the value predicted by the two-phase model. It was clear from the results, that the CSTR model was 
sufficient to model the kinetically-controlled regime but was not as adept at modelling the diffusion-controlled 
part of the carbonation reaction. 
 
Finally, the two-phase model was adapted to model the carbonation experiments in the presence of steam. 
However, despite obtaining the same average activation energies as the experimental data (41 ± 42 kJ mol-1 
for the model and 40 ± 8 kJ mol-1 for the experimental work), the results from the model suggested that the 
rate constants should be much higher than those measured in the Chapter 4. This suggests that either the 
reaction was too fast to measure, there were mass transfer limitations, there was an intermediate hydration that 
was not accounted for, or that the reactor model was inadequate. Interestingly, the activation energy for the 
product layer diffusivity was found to reduce from 196 ± 43 kJ mol-1 down to 72 ± 40 kJ mol-1 in the presence 
of steam. This further supports the idea that steam facilitates the diffusion of CO2 onto the reaction surface at 
the CaO-CaCO3 interface. 
 
One of the main aims of developing a dynamic model was to simulate the gas composition change at the outlet 
stream due to reaction and gas interchange within the reactor over time and under various operating conditions. 
By doing so, it was possible to model the concentration time profiles from Chapter 4 and through extrapolation, 
predict the concentration profiles for other operating conditions. Eventually, it should be upgraded to describe 
the experimental work presented in Chapter 3, and beyond the limited conditions examined in this thesis. 
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6.2 Future Work 
The work presented in this thesis can be extended through a series of future work to further develop the 
understanding in this research field. Potential areas of future work include: 
 
 Investigating how the rate of combustion and rate of carbonation change under the same operating 
conditions and potentially determining the optimal condition for in situ CO2 capture based on the 
results. 
 Investigating the effects of the total pressure on the tar yield from combustion with and without in situ 
CO2 capture by keeping a constant partial pressure of O2 to distinguish between the effects of the total 
pressure and the partial pressures. 
 Examining the tar yield and distribution of species for different types of biomass in the reactor with a 
bed of CaO. If it can be demonstrated that substantial tar destruction could be reached irrespective of 
the biomass fuel, then it could potentially alleviate concerns about biodiversity. 
 Investigating the degree to which CO2 capture and tar cracking are limited by the quantity of CaO in 
the bed by varying the mass of CaO in the system. The results from this could help optimise the 
quantity of CaO that will be required for this process. 
 Investigating the possibility of oxy-firing biomass in the calciner of the calcium looping system. If it 
is possible to fire biomass in the calciner as well, then further reductions in the CO2 emissions can be 
achieved. 
 Carrying out steam-enhanced carbonation experiments whereby the sample is dropped out at different 
stages of the reaction to check whether hydration occurs, and potentially understand, in more detail, 
how steam improves the rate of reaction. If hydration does occur, then it should be implemented into 
the two-phase model to determine whether it can fit the experimental results better. 
 Carrying out carbonation experiments with steam injection in a system with a much faster response 
time to check whether the reaction was too fast to measure for the setup used in Chapter 4. 
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 Carrying out additional experiments at a range of temperatures to improve the degree of accuracy 
when estimating the parameters for the generalised Langmuir adsorption equation presented in Chapter 
4. 
 Integrating external mass diffusion, internal mass diffusion and heat transfer equations into the two-
phase model to produce a more generalised model. 
 Adapting the two-phase model to model in situ CO2 capture from biomass combustion. 
 Using modelling programs such as Aspen Plus to simulate a scaled-up version of the process.  
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Nomenclature 
Symbol Description Units 
A Cross-sectional area of bed m2 
Ar Archimedes number - 
b* Impact parameter for Equation C.9 - 
CCO2 Concentration of CO2 mol m-3 
Ceq Concentration of CO2 at equilibrium mol m-3 
Cf Specific heat capacity of fluidising gas J kg-1 K-1 
Cin Concentration into bottom of bed mol m-3 
Cm Measured Concentration mol m-3 
Cout Concentration out the top of the bed mol m-3 
Cp Specific heat capacity of inert bed particles J kg-1 K-1 
Ct Instantaneous concentration mol m-3 
DAB Diffusion coefficient of species A in B m2 s-1 
DAB, eff Effective bulk diffusion coefficient m2 s-1 
D̅AB Diffusion coefficient for multicomponent system m
2 s-1 
Deff Effective diffusion coefficient m2 s-1 
DK Knudsen diffusion coefficient m2 s-1 
DK, eff Effective Knudsen diffusion coefficient m2 s-1 
D0 Product layer diffusion coefficient pre-exponential factor m2 s-1 
DP Product layer diffusivity m2 s-1 
DP0 Final fitted product layer diffusivity m2 s-1 
db Bubble diameter m 
db0 Initial bubble diameter m 
dbm Limiting size of bubble diameter in a deep bed m 
db,mean Mean bubble diameter m 
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dg Diameter of gaseous molecule m 
dp Mean diameter of particle m 
dR Diameter of quartz liner m 
Ea Activation energy kJ mol-1 
ECO2,eq Maximum CO2 capture efficiency % 
fm
N Constant in Equation 2.7 - 
fw Carry capacity after infinite cycles - 
ΔG0 Standard Gibbs Free Energy of Formation kJ mol-1 
g* Dimensionless acceleration due to gravity m s-2/- 
H Depth of fluidised sand m 
Hf Height of fluidised bed m 
Hmf Height of bed at minimum fluidisation m 
ΔH(eq,i) Enthalpy of adsorption for component i (k)J mol-1 
ΔHr, 298 K Heat of reaction at 298 K (k)J mol-1 
ΔHr, T bed Heat of reaction at fluidised bed temperature (k)J mol-1 
ΔHvap Enthalpy of vaporisation (k)J mol-1 
h External heat transfer coefficient of particle W m-2 K-1 
K Deactivation constant - 
Keq,CO2 Equilibrium constant for adsorption of CO2 Pa-1 
Keq,H2O Equilibrium constant for adsorption of steam Pa-1 
Ki Constant in Equation 2.9 - 
Kp Constant in Equation 2.10 - 
Kpi Equilibrium constant of component i - 
k Observed rate constant m s-1 or s-1 
k’ Dimensionless velocity constant of reaction in Equation C.7 - 
k̅ Carbonation rate constant kmol m-2 s-1 Pa-1 
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k0 Surface rate constant pre-exponential factor m4 mol-1 s-1 
kads,i Rate constant of adsorption of component i Pa-1 
kads,i
0  Pre-exponential factor for adsorption of component i - 
kD Rate constant for calcination mol m-2 s-1 Pa-1 
kB Boltzmann Constant J K-1 
kdes,i Rate constant of desorption of component i Pa-1 
kdes,i
0  Pre-exponential factor for desorption of component i - 
Keq,i
0  Pre-exponential factor for equilibrium constant of adsorption of 
component i 
- 
kg Mass transfer coefficient m s-1 
ki Intrinsic rate constant m s-1 or s-1 
ko Constant in Equation C.7 g s-1 
ks Surface rate constant in random pore model m4 mol-1 s-1 
ks0 Final fitted surface rate constant m4 mol-1 s-1 
L0 Initial total length of pore system per unit volume m m-3 
Mi Molecular weight of component i g mol-1 
?̇?𝐻2𝑂 Mass flow of water g s
-1 
N Number of cycles - 
NBi Biot number - 
Nu Nusselt number - 
n Reaction order with respect to O2 - 
n(+δ)in Inlet flow rate including effect of blank feed mol s-1 
ni Molar flow rate of component i mol s-1 
ni,Cons Gaseous molar consumption of component i mol 
ni,Gen Gaseous molar yield of component i mol 
P Total pressure in the system Pa 
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PCO2 Partial pressure of CO2 Pa 
PCO2,max Transition partial pressure of CO2 Pa 
PCO2,max(guess) Initial guess for PCO2,max Pa 
PH20 Partial pressure of H2O Pa 
Peq Equilibrium vapour pressure of CO2 Pa 
PH2O
vap
 Water vapour pressure Pa 
Q Volumetric flow through the reactor m3 s-1 
Qin Volumetric flow entering the reactor m3 s-1 
Qb Net volumetric flow of gas through bubble m3 s-1 
R Molar gas constant kJ mol-1 K-1 
RD Rate of calcination kmol m-2 
Re/ Remf Reynolds number/ Reynolds number at minimum fluidisation - 
RH Relative Humidity - 
r Observed rate of reaction s-1 
r/r* Intermolecular separation and dimensionless intermolecular separation m/- 
rCO2 Rate of CO2 consumption mol s-1 
re Mean pore radius m 
rp Particle radius m 
S Specific surface area at time t m2 g-1 
So Initial specific surface area of CaO following decomposition of its 
precursor 
m2 m-1 
Sg Specific surface area m2 g-1 
Sc Schmidt number - 
Sh Sherwood number - 
t Time s 
ti Time when particle begins to shrink (Equation 2.9) s 
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T Absolute temperature K 
U Superficial velocity of fluidising gas m s-1 
Ub Bubble velocity m s-1 
Umf Minimum fluidisation velocity m s-1 
Ut Terminal velocity of fluidising particle m s-1 
Vb Bubble volume m3 
Vcd Condenser Volume m3 
Vfb Volume of freeboard m3 
Vp Total pore volume m3 g-1 
Vpl Volume of plenum chamber m3 
Vpp Volume of particles per unit volume of particulate phase m3 m-3 
X Conversion (of CaO) % 
XC Gaseous carbon recovery % 
Xf Cross flow factor - 
XO Oxygen recovery % 
Xr Residual Conversion - 
w Mass of reactant sample g 
wCaO Mass of CaO g 
yI Temperature-dependant constant in Equation 2.5 - 
yi Mole fraction of component i in gas phase - 
ybi Mole fraction of component i in bubble phase - 
ypi Mole fraction of component i in particulate phase - 
Z Ratio of volume of solid phase of CaCO3 to CaO - 
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Greek Symbols 
𝛼𝐴
∗ Reduced polarisability of nonpolar molecule - 
αA Polarisability of nonpolar molecule cm3 
αR Constant in Equation B.1 - 
β Modified Biot number in the random pore model - 
βR Constant in Equation B.1 - 
βu 1-Umf/U - 
γ Mechanism-dependent exponent defined by Equation 2.9 - 
δN2,in Additional N2 flow due to gas switching during injection of feed mol s-1 
ε Particle porosity m3pore m-3pellet 
εAB Maximum attractive energy between two molecules J 
εCaO Calcium oxide porosity - 
ε0 Initial particle porosity following decomposition of CaO precursor - 
εb Bubble fraction - 
εmf Voidage in particulate phase - 
η Effectiveness factor - 
ηG Global effectiveness factor - 
θ Fraction of occupied sites - 
λ Actual:Stoichiometric AFR - 
λo Thermal conductivity of a monatomic gas W m-1 K-1 
λα Thermal conductivity of a polyatomic gas W m-1 K-1 
λeff Effective thermal conductivity of solid W m-1 K-1 
λCao Thermal conductivity of CaO W m-1 K-1 
λmix Thermal conductivity of gas mixture W m-1 K-1 
μ Dynamic viscosity of fluidising gas N s m-2 
𝜇𝐶
∗  Reduced dipole moment of polar molecule - 
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μC Dipole moment of polar molecule Debye 
μmix Dynamic viscosity of gas mixture N s m-2 
ν Kinematic viscosity of fluidising gas N s m-2 
ν0(r) Pore volume distribution function - 
ξ Constant in Equation C.18 - 
ρCaO Skeletal density of Calcium Oxide kg m-3 
ρenvelope Envelope density (of CaO) kg m-3 
ρf Density of fluidising gas kg m-3 
ρi Density of component i kg m-3 
ρs Density of sand/bed particle kg m-3 
σ Standard deviation - 
σAB Collision diameter (Another Lennard Jones potential parameter) Å 
τ Tortuosity factor/ ‘fitted’ tortuosity factor  
τ1, τ2 Response time of 1st and 2nd CSTR in series s 
τcd, τfb, τpl Mixing time in condenser, freeboard and plenum chamber s 
τmix Response time of system s 
𝛷𝛼𝛽 Combining parameter for binary system - 
𝜙 Thiele Modulus - 
𝜑 Lennard-Jones potential function J 
χ Constant in Equation C.10 - 
ψ Structure parameter in random pore model - 
Ψs Sphericity of particle - 
ω Specific mass g mol-1 
Ω(l,s), Ω(l,s)* Normal and reduced form of collision integral - 
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Appendix A   
A.1 Pressurised Fluidised-bed Standard Operating Procedure 
General Procedure 
1. Install Reactor and test for leaks. See Reactor Installation. 
2. Turn on Flow DDE, see Flow DDE and then the pressure control valve by setting the pressure in 
the air cylinder to 1 barg. 
3. Set a flow for nitrogen to about 3 times the Umf required for the experiment based on room 
temperature. 
4. Make sure venting valve (valve 19) is fully open and then begin zeroing the analyser - see Zero 
Calibration. 
5. Start the cooling water and check to see if it is flowing smoothly in the sink. If one (of the two) flow 
rates is obviously different to the other one, check for blockages in the cooling tubes. If there are no 
blockages then adjust the needle valve (valve 23) for the water to equalise the flow. 
6. Start Agilent Vee software program and select the appropriate file. Set a wall temperature set-point 
to one about 50 °C higher than the reaction temperature. Check in the PID part of the program that 
the P is 5, I is 3, D is 0, base load is 20 and the gain is 1. Click the play button and enter a file 
name (i.e. yyyymmdd_experimenttype_pressure_temperature). Then press the button labelled ‘wall 
temperature control’ and then ‘heating on’ and turn the dial on the power control to about 70-90. 
7. When the rate of temperature increase starts to level off, increase the output on the transformer by 
turning the dial to a higher value but do not go higher than 160 at any point.  
8. Once the temperature set-point has been reached, weigh out the sand required for the experiment in 
a weighing boat and bring it to the reactor. Stop the heating by clicking the ‘heating on’ button, 
disconnect the thermocouple fitting at the top of the reactor, insert the extended funnel (the glass 
funnel that is connected to a piece of stainless steel tubing) through the top but hold it just above 
the tee piece fitting so that it does not seal off the gas flow to the atmosphere and pour the sand in 
carefully. 
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9. Turn the heating back on. Turn on any preheaters that are connected. 
10. Stop the zero calibration and run a single-point calibration- See Single-point calibration. If doing in 
situ capture/SER experiments, then refer to Calcining CaCO3 Bed. Otherwise move onto Step 11. 
11. If doing a pressurised experiment: fully open valve 19 again, close valve 15 and begin zeroing the 
analyser again. Incrementally increase the flow rate and pressure on VEE until desired settings. 
Make sure the control valve is given enough time to control the pressure. Then add ice (and salt for 
steam experiment) to the cooling cylinder as the gases will be hot. Stop the zeroing and switch back 
to the sampling line for the analyser. Slowly open valve 15 instead of closing valve 19 this time 
until the flow into the analyser is 100 ml min-1. 
12. If running a chemical looping experiment move to step 17, 15, 18 and then 19 (in that order).  
13. Add any gas in addition to nitrogen now (i.e. 15 vol% CO2 for the carbonation experiment). To do 
this, set a flow for the corresponding MFC on VEE and click the ‘manual’ button. Let the gases mix 
for a bit. Allow the pressure to stabilise if it hasn’t already. 
14. If doing a steam experiment, see Adding Steam. Otherwise move onto Step 15. 
15. Adjust the wall temperature so that the bed temperature approaches the desired bed temperature for 
the reaction. Note the base load required to maintain this temperature (in chemical looping 
experiment, this would be the base load reading during stage 2 of the inert cycle). Switch from 
‘wall temperature control’ to ‘bed temperature control’ and change the base load from 20 to a 
value about 5 less than the noted baseload. Allow the temperature to stabilise.  
16. When ready, do an empty feed for carbonation experiment. To do this: connect up the sample 
cylinder (if not already done so) and open valve 16. Adjust the pressure in the feeding line to 1 
bar above the system pressure. Let the flow stabilise and then open valve 10 to release the 
pressurised gas into the system. Let the flow settle down and close valves 10 and 16. 
17. If running a chemical looping experiment, run an inert profile instead- See Inert Profile.  
18. Feed in the sample-see Feeding. 
19. If running a carbonation experiment, repeat step 16 up to 10 times. Any more may defluidise of 
the bed. If running a chemical looping experiment, change the number of cycles from 1 to 5 (or 
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however many is required) and click ‘auto time control’. If running SMR/SESR experiment, feed 
in the catalyst, reduce it either manually or by using the Auto reduction option. For reforming, 
inject steam and click Auto SMR. Remember to enter the correct values into VEE before clicking 
anything with the word ‘auto’ in it. If running an in situ carbonation experiment, repeat step 16 
three times to minimise tar generation. If running a tar experiment, do not repeat Step 16. 
20. When finished, depressurise if necessary, stop the heating and cool down. See Shut down 
Procedure. 
 
Reactor Installation: 
Connect up the top flange (if not already done so), tighten the nuts and bolts equally using size 17 
spanner/torque wrench. Ensure a copper O-ring is used to seal the gap between the flange and the Incoloy 
reactor body. Check the flange is tight by attempting to tighten the bolts more with one hand (if it still moves 
then it is not tight enough). If using the torque wrench, 30 Nm is sufficient to tighten the bolts (turn the bolt 
till the wrench makes a loud *click* sound). 
1. Connect up the reactor particulate trap and vertical trap to the top flange. Make sure there is glass 
wool inside the trap. Secure the trap in place with the bolts and plastic tube holder. 
2. Connect the bottom flange. To do so, cut out a slice of Superwool/Kaowool to place on the 
protruding tube section of the flange to act as a seal on which the quartz liner is placed. Insert a 
counter weight up through the bottom of the reactor, followed by the quartz liner, and then the 
bottom flange with the Superwool/Kaowool on it. Secure it in position and connect it up just like the 
top flange. Again, make sure there is a copper O-ring on the flange to seal it. 
3. Connect up the U-bend of the reactor feed section along with the sample cylinder. 
4. If not done so already, connect up any of the tubes and fittings required for the experiment. [Cal 
Looping – no specific connections but make sure N2 is connected to MFC 1 and 6, CO2 (calibration 
and 100 vol%) to MFC 4, and air to the pressure control valve] [Chem Looping - connect up air to 
MFC 3] [Biomass Combustion/in situ Capture – connect air to MFC 1, N2 to MFC 5, and CO2 to 
MFC 4]   
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5. Make sure the moisture trap before the analyser has a fresh batch of CaCl2 (~10 g) with 1 g of 
glass wool either side. [Cal Looping with Steam/WGS/SMR- change the trap every two 
experiments][Chem Looping- replace moisture trap with ¼″ SS tubing] 
6. Leak test the system: make sure the pressure control valve and valves 2, 9, 12, 14, 17 and 24 are 
closed then open up FlowDDE (see Flow DDE) and set a flow for N2 for the main line (and carrier 
gas if doing a steam experiment) at a pressure at least 2 bar higher than the pressure that will be 
used for the experiment. Wait till the flow rate drops as much as it could. If the value is between 0 
and 2 ml s-1 then it is acceptable. Move to step 8. If there is a small leak, check/tighten any loose 
fittings. If there is a large leak, shut off the valves corresponding to any MFCs and if there is still a 
large leak, take off the flanges and reconnect. 
7. If the leak test is ok, then depressurise the reactor by the setting the nitrogen flows to zero and then 
opening valve 11, 13, 17 and 18.  
8. Move to Step 2 of the General Procedure.  
 
Flow DDE 
1. Turn on the Bronkhorst control box using the switch on the side. 
2. Let the system warm up for a few minutes and then open the program, FlowDDE on the desktop. 
Open communication by selecting it from the drop-down list found when the ‘communication’ tab 
is hovered over using the mouse cursor. 
3. Make sure the program is reading the right number of channels, if not then turn it off and check the 
connections and try again. 
4. Check to see if the MFCs show a steady green light. If they do, set a flow/temperature/pressure by 
opening up FlowView and selecting the appropriate channel. To tell which channel is connected to 
which instrument, click the icon on the top right (one with a red and green do) and see which 
instrument’s lights start flashing red and green. 
5. Move to Step 3 of the General Procedure. Do not leave FlowView on when running VEE. 
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Zero Calibration  
1. Make sure the nitrogen cylinder is open and the analyser has been set to zero calibration- on the 
main screen select ‘calibration’ and then ‘zero’.  
2. Open valve 21 (single point regulator) and increase the pressure to 2 bar above the experiment 
pressure if not done so already.  
3. Switch the 3-way valve (valve 1) so it points towards the analyser (so the gas will go into the 
analyser). 
4. Set a flow on VEE of 15-20 ml s-1 and leave the analyser to purge. 
5. After 10-30 minutes, zero the concentrations by pressing the corresponding buttons on the analyser 
itself. Wait a couple of minutes to see if there is any fluctuations. If the fluctuations are minimal, 
press them again and stop the flow into the analyser. Switch valve 1 back and press ‘back’ on the 
analyser followed by ‘main menu’. 
6. Move to Single-point calibration. 
 
Single-point calibration 
1. Increase the flow of the main nitrogen line to the flow rate required if the experiment was carried out 
at 1.5 bara. Then slowly close valve 19 until the gas entering the analyser sampling line is 100 
ml/min. 
2. Leave just the nitrogen running for a few minutes and check for any drift. If the drift is obvious, re-
zero the analyser. If not, then move onto step 3. 
3. First click the ‘calibration’ tick box, then enter the desired flow for the calibration gases. Make sure 
the right cylinders and any relevant valves (make sure the 100 vol% CO2 is off and the valve for the 
30 vol% CO2 is open). For Chemical Looping, make sure the valves for CO are open (open valve 23 
but close valve 24). 
4. Click ‘auto calibration’ and wait for it to finish. When finished, switch back to ‘manual control’. 
If there is no/minimal drift move onto Step 11 of the General Procedure.  
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Adding Steam 
1. Set a flow for the carrier gas to begin purging the steam line.  
2. Fill up the water tank to about half to three-quarters full if not done so already. To do so: close 
valves 4 and 5. Make sure valve 2 is shut. Open valve 8 first to release any trapped gas in the water 
tank. Open valve 6 (fully) and 7 (partially). Pour deionised water into the syringe and let it flow 
into the water tank. Check the level in the tank by moving the syringe downwards until water flows 
back up through the syringe. Make sure not to over-fill the tank (water will come out of valve 8). 
3. When filled. Close valve 6, 7, and 8. 
4. Change the steam heater temperature to 90 °C and click the ‘heater reset’ button. After 10 s click 
off the ‘heater reset’ button. 
5. Now fill up the heater: Open valve 19, and increase the pressure to 1 bar above the experiment 
pressure. Now open valve 2 to pressurise the water tank.  
6. Open valve 5 slowly to release water into the heater. Place a beaker under the line coming out of the 
heater and through valve 7 if not already done so. Open valve 7 and wait until there is a constant 
water flow (no intermittent burst of gas). Shut valve 7. 
7. When ready to add steam, adjust the flow rate of the carrier gas to the one required. Adjust the 
pressure in the steam line to just below the total pressure using valve 11. Set the desired flow for the 
water Coriolis meter and click ‘steam on’. 
8. Re-adjust the pressure in the steam line to that of the system. Leave the steam to stabilise for about 5 
minutes. If the steam is stable, add the steam to the main line: first reduce the N2 flow rate by half 
of the carrier gas flow, then open valve 12 and quickly shut valve 11. Decrease the N2 flow in the 
main line further to that required for the experiment. Adjust the flow into the analyser to 100 
ml/min. 
9. If the steam is left running in the reactor for excessive periods of time, drain the trap after the 
reactor by: close valve 18 (if open) then quickly open and then close valve 17. Open valve 18 and 
then 13 to release the water. This is an air-locked system. 
10. Move back to Step 15 in the General Procedure. 
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Calcining CaCO3 Bed 
1. Weigh out the desired mass of the CaCO3 that needs to be calcined in a large weighing boat. 
2. Reduce the fluidising gas flow to 50 ml s-1. 
3. Disconnect the thermocouple attached to the top flange. 
4. Pour in the CaCO3 through a funnel and into the fluidised bed of sand. 
5. Reconnect the thermocouple, taking care not to overpressurise the system. 
6. Set the set-point point temperature to 850 °C and adjust the power and flow rates accordingly. 
7. Allow the bed to completely calcine/wait 30 min. 
8. Readjust the set-point temperature to the desired operating temperature and adjust power and flow 
rates accordingly. 
9. Move back to Step 10 in the General Procedure. 
 
 
Inert Bed Profile 
1. Make sure to switch to 100 vol% CO2 cylinder and open the air cylinder and its corresponding valve 
(valve 14) and CO cylinder.  
2. Change the cycle number to 1. 
3. Enter the flow rate values for the different stages and the times at each stage. 
4. Start ‘Auto Time Control’ on program to run the inert profile. 
5. Take a note of the temperature change when the CO2 comes on and note down the base load 
required to main the temperature at the experimental temperature. Check all the gases are coming 
on too. 
6. If everything is fine move on to step 18 in the General Procedure. 
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Adding H2 
1. Hydrogen is a dangerous gas, so in order to add it, first ensure the hydrogen switch valve is closed 
and hydrogen flow in VEE is set to zero. The gas also needs to be burned at the exhaust. 
2. Switch on the propane burner and use a lighter to produce a continuous burning flame at the reactor 
outlet 
3. Pressurise the H2 cylinder to 4 barg.  
4. Turn on the switch valve and then set the flow on VEE. 
5. Once finished using the H2, depressurise the cylinder and turn the switch valve off. 
6. If at any point there is a problem, turn the switch valve to off. 
 
Feeding 
1. Make sure valves 10 and 16 are shut. Disconnect the ⅛″ section of the feeding section (part 
connecting the sample cylinder to valve 16). 
2. Weigh out sample and add it into the cylinder. Keep the weighing boat 
3. Reconnect the ⅛″ section and open valve 16 to pressurise the system to 1 bar above the system 
pressure. 
4. When the temperature and gas concentration has stabilised (the latter is more important for 
carbonation then chemical looping experiments), open valve 10 to inject the sample. 
5. After about 5-8 min, shut off valves 10 and 16. Disconnect the sample cylinder and tap it with a 
spanner to collect any of the left over sample into the weighing boat. Measure the amount not fed in.  
6. If doing a carbonation experiment, reconnect the sample cylinder (without the ⅛″ section) to 
valve 10 in preparation for the next feed. 
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Shut down Procedure 
1. When the experiment has finished, stop the heating by clicking ‘heating on’ unless doing a steam 
experiment (see Step 2) 
2. If steam is involved close valve 12 and open 11 to send steam away from the main body of the 
reactor. Set the water flow to zero and leave the heating on along with the preheaters for 30 
minutes. Next move to step 3. 
3. Depressurise the reactor (if necessary) slowly by reducing the flow rate and pressure 
incrementally. 
4. Start a new filename: (i. e. cool down). Choose a lower flow and leave reactor to cool down until 
about 300-400 °C. If using steam, carry out step 9 of Adding Steam first and then turn off the 
preheaters, the flow, water and lastly the pressure control valve. 
5. Close the communication with FlowDDE and turn off the Bronkhorst Control box. 
6. Drain the water in the cooling cylinder using some kind of plastic tubing. 
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Appendix B   
 
B.1 Equipment Calibration for Combustion/In Situ Capture Experiments 
It was important to calibrate all the measurement equipment used in the experiments: the rotameters, MFCs, 
and gas analysers. In order to calibrate the rotameters and MFCs, different gases were passed through the 
rotameters/MFCs and into a bubble flowmeter. It was possible to obtain the “true” flow rate with the bubble 
flowmeter by measuring the time taken for the gas to move bubbles through a specific volume and dividing 
this volume by the time. A stop watch was used to time the bubble’s movement between two marked points 
on the flow meter for different set-points on the rotameters/MFCs and a calibration curve for each gas-
rotameter/gas-MFC combination was produced from the results. Care was taken to ensure the rotameters were 
calibrated under atmospheric conditions. 
 
In order to calibrate the FT-IR spectrometer, a background scan was first initiated to obtain a background 
spectrum which could be used as a reference for the absorption intensity (measured in Abs cm-1). Then 
calibration gas mixtures of known concentrations were passed through the AFBR and into the spectrometer. 
The intensity of the signals at the appropriate absorption bands were then measured. This was repeated with 
different dilutions of the calibration gas mixture to produce a correlation between the gas concentration and 
relative absorption intensity. It was important to ensure that the total flow rate of the gas used in the calibration 
was sufficiently high to overcome the pressure drop in the pipeline to the FT-IR spectrometer and hence 
minimise the time delay. For the calibrations, the total flow rate was kept the same as the flow used in the 
experiments to reduce the discrepancies in results.  
 
The calibration of the multi-gas IR analyser was carried out similarly to the FT-IR spectrometer. Diluted 
mixtures of the calibration gases were passed through the PFBR and into the analyser and the voltage output 
was measured and recorded through the Agilent VEE program. To ensure consistency in each measurement, 
the flow rate into the analyser was controlled to 100 ml min-1. The input gas concentration was then matched 
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to the voltage output to generate a calibration curve. The calibration equation obtained from this curve was 
then implemented into the coding in Agilent VEE so the gas concentration could be read directly from the 
computer. A calibration was carried out every few months to ensure the calibrated values were up to date.  
 
 
B.2 Fluidisation Velocity Calculation 
An important operating parameter for fluidised-bed reactors is the fluidisation velocity. Before any 
experiments were carried out in the fluidised-bed reactors, it was necessary to determine the range of velocities 
for the gas so that it could fluidise the bed without causing significant elutriation of particles. The lowest 
required velocity for fluidisation is known as the minimum fluidisation velocity, Umf. It was approximated 
with the expressions shown in Equation B.1:225 
Equation B.1: 
𝑈𝑚𝑓 =
𝜇𝑅𝑒𝑚𝑓
𝑑𝑝𝜌𝑔
  𝑤ℎ𝑒𝑟𝑒  𝑅𝑒𝑚𝑓 = [𝛼𝑅
2 + 𝛽𝑅𝐴𝑟]
1 2⁄ − 𝛼𝑅  𝑎𝑛𝑑  𝐴𝑟 =
𝑑𝑝
3𝜌𝑔(𝜌𝑠 − 𝜌𝑔)
𝜇2
 
Here, Ar is the Archimedes number, μ is the viscosity of the fluidising gas, ρf is the density of the fluidising 
gas, ρs is the density of the bed particle (2600 kg m-3 for sand) and dp is the diameter of the inert bed particle. 
For spherical and nonspherical particles, αR =33.7 and βR=0.0408.230  
The maximum possible value for the fluidisation velocity, the terminal velocity was calculated with Equation 
B.2:225 
Equation B.2: 
𝑈𝑡 = 𝑈𝑡
∗ [
𝜌𝑔
2
𝜇(𝜌𝑠 − 𝜌𝑔)𝑔
]
−1 3⁄
  𝑤ℎ𝑒𝑟𝑒  𝑈𝑡
∗ = [
18
(𝑑𝑝
∗ )
2 +
2.335 − 1.744𝛹𝑠
(𝑑𝑝
∗ )
0.5 ]
−1
  𝑎𝑛𝑑  𝑑𝑝
∗ = 𝐴𝑟1 3⁄  
Here, the asterisk (*) indicates that the unit is dimensionless. Ψs is the sphericity of the particle. The sand 
particles were assumed to have a sphericity of 0.86—a number used for round particles of sand—for this 
calculation.231 
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The fluidisation velocity, U used in the experiments was chosen to be between Umf and Ut: For the experiments 
carried out in the AFBR, the ratio of the fluidisation velocity to the minimum fluidisation velocity, U/Umf was 
chosen to be approximately 5 and for experiments in the PFBR, U/Umf≈2.5-3 (depending on the experiments). 
These values were chosen to maximise the degree of mixing and gas-solid contact but were also dependant on 
the maximum achievable flow rate in the rotameters and MFCs. The ratio of 2.5 for the PFBR was chosen 
based on some preliminary combustion experiments mentioned in Chapter 3. The terminal velocity was also 
calculated for the feeding section of the PFBR to determine the minimum flow required to push the reactant 
into the reactor. 
 
 
B.3 Bench-scale Atmospheric Fluidised-Bed Reactor (AFBR) Description 
Although the TGA can be used to carry out processes such as biomass combustion, it was more appropriate to 
use a fluidised-bed reactor to determine how operating conditions affect the reaction: In a conventional TGA 
there are diffusion control problems, poor mixing and temperature gradients. The fluidised bed, on the other 
hand, has a high degree of mixing, no diffusion control, uniform temperature distributions and is already used 
at the commercial scale. The reactor that was used for the preliminary combustion experiments was a 3 kWe 
bench-scale atmospheric fluidised-bed reactor (AFBR). It is depicted in Figure B.1. 
 
Figure B.1 shows that the reactor is a quartz liner with the following dimensions: 25.50 mm OD, and 543 mm 
L. A small sintered quartz plate was mounted 200 mm from the base of the vessel. This supported the fluidised 
sand and prevented bed particles dropping down into the inlet tube at the bottom. The liner was encased by a 
tube made of Incoloy® Alloy 800HT with dimensions of: 26.25 mm ID, 33.4 mm OD, and 430 mm L. The 
Incoloy tube was resistance heated by a pair of copper electrodes (each made of four copper pieces) connected 
to a transformer (1600 A, 2 V) via two sets of 10 copper cables (35 mm2 CSA, 800 mm L). The copper 
electrodes were positioned in a manner to provide a uniform temperature profile without compromising the 
heating rate.  
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The heat given off from the electrode and cables was regulated using water-cooling through ⅛″ soft copper 
coils connected by silicone tubes. The Incoloy reactor tube was insulated with several layers of calcium-
magnesium silicate thermal insulating sheets of 6 mm thickness (Superwool® 607 Max Blanket from RS 
components). 
 
 
 
Figure B.1: 2D drawing of the 3 kWe AFBR. 
 
The bed and wall temperature of the reactor were measured using type ‘K’ Inconel thermocouples from TC 
Direct (one was placed inside the liner and the other was bound to the outer surface of the incoloy tube). The 
thermocouples, along with the transformer were connected to a Hot Rod Reactor Power Controller. Inside the 
control box was a data acquisition card (Measurement ComputingTM USB-1208FS) which relayed the signals 
from the temperature controllers to the computer via Agilent VEE. The bed temperature was regulated with a 
simple PID (proportional-integral-derivative) control algorithm written in the Agilent VEE software which 
controlled the power output of the transformer. 
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The fluidising gases were taken from BOC-supplied cylinders containing either compressed air (21 ± 0.5 vol% 
O2 balanced in N2), oxygen-free N2 (99.998% purity), CO calibration gas (10.12% CO balanced in N2), CO2 
(99.9% purity) or CO2 calibration gas (29.89 vol% CO2 balanced in N2). The gas flow rates were controlled 
manually using rotameters (Platon NGX flowmeters by Roxspur Measurement & Control). To achieve the 
correct concentration of reactant gas, the gases were premixed before being passed into the bottom of the quartz 
liner.  
 
The top of the reactor was open to the atmosphere, with an extraction fan located directly above. The reactant 
was manually fed in through the top of the reactor. A portion of the off-gas was drawn with an electric pump 
(built using material purchased from RS Components) and sent to a PerkinElmer Spectrum 100 FT-IR 
spectrometer for gas composition analysis. A horizontally-orientated trap filled with glass wool (RS 
Components) and CaCl2 (Acros Organics) was placed between the reactor and spectrometer to absorb moisture 
and capture particulates. A simple schematic diagram of the setup is shown in Figure B.2.
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Figure B.2: Schematic diagram of the entire AFBR rig.  
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B.4 Experimental Procedure for Biomass Combustion in the AFBR 
Before data collection, it was necessary to set up the experiment: the electric pump, which sent the off-gas to 
the FT-IR spectrometer along with the cooling water, air (the fluidising gas) and N2 purge gas (to purge the 
FT-IR spectrometer of unwanted gases). The power supply was switched on and the temperature was ramped 
up to 650 °C using the Agilent VEETM Pro 7.0 software. A background scan was carried out to calibrate the 
FT-IR spectrometer for background noise, especially for the H2O and CO2 in the lab. 
 
After ensuring that the background scan was satisfactory, a single-point calibration was conducted for both 
CO and CO2. Provided that the single-point calibrations were in good agreement with the routinely conducted 
multi-point calibrations (carried out in advance), it was then possible to carry out the combustion experiments. 
Firstly, the air flow rate was changed to match the fluidisation velocity (calculated from before), and then 12 
g of sand was weighed out and poured into the reactor to form an inert fluidised bed. The reactor temperature 
was then given time to equilibrate (the addition of sand dropped the bed temperature). Next, batches of biomass 
(beech wood for all the experiments carried out in the AFBR) sample (500-710 µm) weighing 0.1-0.8 g were 
fed into the top of the reactor using a funnel. At the end of the experiment, the data was exported to MS Excel 
to analyse the carbon recovery. The reactor was shut down by switching off the power to the electrodes and 
stopping the gas flow into the reactor. 
 
 
B.5 Data Processing- Conversion of Gas Concentrations to Moles 
For the AFBR, the only gases measured were CO and CO2; however, O2 and N2 (both of which were 
undetectable with a FT-IR spectrometer) were also present in the system. In order to determine the molar flow 
rate of gases and hence derive a carbon mas balance, the outlet flow gas was required. Normally a nitrogen 
balance is sufficient to determine the outlet flow rate of gases; however, since O2 could not be measured using 
an FT-IR, the following set of equations were used: 
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Since N2 was inert, the nitrogen balance was given by: 
nN2out = nN2in 
 
Assuming that only CO and CO2 were formed from the reaction of O2, the O2 component balance can be 
expressed by the following: 
nO2out = nO2in −
1
2⁄ nCOout − nCO2𝑜𝑢𝑡 
 
The component mole balances for CO and CO2 are given below. The CO and CO2 leaving the reactor was 
equivalent to the inlet molar flow rate plus the CO and CO2 formed from combustion. 
nCO2out = nCO2𝑖𝑛 + nCO2𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 
nCOout = nCOin + nCO𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 
 
The combined mole balance can be given by the following (there was no CO and CO2 in the inlet gas): 
nN2out + nO2out + nCO2out + nCOout
= nN2in + nO2in −
1
2⁄ nCOout − nCO2𝑜𝑢𝑡 + nCO2𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 + nCOgenerated 
∴  nout = nN2in + nO2in +
1
2⁄ nCO 
But yCO =
nCOgenerated
nout
    therefore     yCO =
nCOgenerated
nN2in+nO2in+
1
2⁄ nCOgenerated
 
Combining the two equations above gave:     yCO =
noutyCOgenerated
nin+
1
2⁄ noutyCOgenerated
 
This was rearranged to obtain:    noutyCO = ninyCO +
1
2⁄ noutyCO
2  
Consequently, the final expression for the outlet gas can be expressed as: 
nout =
ninyCO
xCO −
1
2⁄ yCO
2
 
 
Here, n is the molar flow rate, and yi is the gaseous mole fraction of component i. The total inlet flow rate nin 
and mole fraction of CO, yCO were calculated from the inlet fluidisation velocity and flue gas composition data 
280 | P a g e  
 
recorded by the FT-IR. The mole flow rates of the gaseous components were then integrated over the reaction 
time and compared to the carbon content in the biomass in order to determine the gaseous carbon recovery 
𝐶𝑎𝑟𝑏𝑜𝑛 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦(%) =
𝑛𝐶𝑂2,𝐺𝑒𝑛 + 𝑛𝐶𝑂𝐺𝑒𝑛
𝐶 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑛 𝐵𝑖𝑜𝑚𝑎𝑠𝑠
𝑀𝐶
×100% 
 
B.6 Results from Biomass Combustion in the AFBR 
Here, some simple biomass combustion experiments carried out in the AFBR are presented. The aim of these 
initial investigations was to develop a better understanding of biomass combustion behaviour at atmospheric 
conditions. 
 
 
Figure B.3: Gas concentration profile (calibration and generation) of CO and CO2 gas (3.3a) and reaction profile of CO 
and CO2 gas for combustion of beech wood (0.6 g, 500-710 μm) (3.3b) in fluidising gas of air (with flow rate of 47 ml s-1 
@SATP) in the AFBR at 650 °C. 
 
Figure B.3a shows a typical gas concentration profile for the combustion of a two batches of beech wood in 
the AFBR. A single-point calibration of CO and CO2 with the calibrated gas mixtures is also shown. The 
concentrations were calculated by converting the FT-IR readings through a pre-determined calibration curve. 
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Figure B.3b shows the reaction profile of three successive combustion reactions of beech wood (sized 500-
710 μm) with a sample mass of 0.6 g. It can be seen that the concentration profiles were relatively similar for 
all three batches. The high concentrations of CO produced suggests that there was incomplete combustion 
under these conditions. To improve the quality of combustion, either smaller quantities of biomass would be 
required or higher oxygen concentrations/partial pressures. However, the data produced from combustion of 
smaller sample sizes had a lower of accuracy due to the higher noise-to-signal ratios in the gas concentration 
measurements. A higher partial pressure of O2 could be achieved by either using a pure O2 cylinder and diluting 
down with either N2 or CO2 instead of using compressed air or by increasing the total pressure in the system 
(which was not possible in the AFBR).  
 
Figure B.4: Moles of CO and CO2 generated per gram of biomass during combustion of beech wood (500-710 μm) with 
sample masses of 0.1- 0.8 g with fluidising gas of air (with flow rate of 47 ml s-1 @SATP) in the AFBR at 650 °C. 
 
Figure B.4 shows the effect of changing the sample mass on the molar generation of CO and CO2 per g of 
beech wood combusted. It can be seen that the values appear to remain relatively unchanged when the mass of 
the reactant was increased. This suggested that the mass transfer in the fluidised-bed was not limiting. However, 
it is worth noting that since the beech wood was fed through the top of the reactor with a funnel, all the samples 
weighing heavier than 0.1 g could not be fed very smoothly. This meant that feeding 0.8 g of beech wood may 
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be considered the same as feeding 8 batches of 0.1 g in rapid succession instead of as a bulk. Consequently, it 
was unlikely for the reactions to suffer from external mass transfer effects. A different result would most likely 
been seen if 0.8 g of beech wood was instantly dropped into the bed and combusted. 
 
An important measurement for combustion experiments is the carbon recovery. The carbon recovery reveals 
whether all of the carbon in the system has been accounted for. It was calculated as a ratio of the total moles 
of carbon given off as CO and CO2 to the moles of carbon originally found in the reactant. Figure B.5 shows 
the carbon recoveries for the biomass combustion experiments in the AFBR. 
 
 
Figure B.5: Carbon recovery during combustion of beech wood (500-710 μm) with sample masses of 0.1-0.8 g in air 
(with flow rate at 47 ml s-1 @SATP) inside the AFBR at 650 °C. 
 
It can be seen in Figure B.5, that the carbon recovery was very low. One possible explanation for the low 
recovery was that some of the carbon may have formed CH4 through devolatilisation in the freeboard as the 
beech wood particles were heated up as they dropped through the freeboard from the top. Since CH4 is not a 
major combustion product, its formation was not considered during the design of the experiments. In order to 
estimate how much the formation of CH4 affected the overall carbon recovery, a hypothetical carbon recovery 
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was calculated. The adjusted carbon recovery was calculated assuming that all the hydrogen in the biomass 
(excluding the moisture content) was converted into CH4. However, the adjusted recovery was still relatively 
low. This low recovery suggests that a significant portion of the carbon in the beech wood was converted to 
tars. In fact, since the reactor was open to the atmosphere, it was possible to see the tar collect on the quartz 
liner. In addition, traces of beech wood particles were found left unburnt and stuck to the sides of the liner with 
the tar.  
 
B.7 Example Proximate Analysis Plot 
 
 
 
Figure B.6: Proximate analysis of Indian rice husk (212-300 μm). Heating rate of 60 °C min-1; drying at 110 °C for 20 
min; devolatilisation under heating rate of 30 °C min-1 to 600 °C with 20 min isothermal; oxidation under 10 vol% O2 at 
600 °C for 30 minutes (inlet gas of N2 with flow rate of 50 ml s-1) in the TGA. 
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B.8 Ellingham Diagram 
 
Figure B.7: Ellingham diagram (standard Gibbs free energy of formation in kJ per mole of O2 against temperature) for 
formation of CO from carbon and oxygen, formation of CO2 from carbon and oxygen and formation of CO2 from CO and 
oxygen. (The standard enthalpy and entropy data were taken from McBride et al.91) 
 
B.9 Effect of Multiple Bed Re-calcinations on CO2 Capture in the PFBR 
In order to maximise the time efficiency in the lab, it was decided that it may be possible to carry out some 
repeats for the in situ capture experiments without having to restart the reactor provided it could be 
demonstrated that it was possible to regenerate the sorbent without reducing its activity. (It is well known that 
the reactivity of CaO decreases quite quickly, from 0.78 g CO2/g CaO (1 mol CO2/mol CaO) down to half the 
original value after just 3 cycles and approximately 0.15 g CO2/g CaO (0.2 mol CO2/mol CaO)232 after ~50 
cycles.) Consequently, a test was carried out to check whether regenerating the bed (at 850 °C for 30 min with 
a flow of 47 ml s-1 @SATP) multiple times had any significant effects on the behaviour of the reaction. Table 
B.1 shows the results of the test, 
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Table B.1: Percentage of CO2 capture (determined from Method 1 and 2) for in situ capture of CO2 from combustion of 
beech wood (0.1 g, 212-300 μm) at temperature= 650 °C, pressure=5 bara for different number of calcination rounds at 
850 °C for 30 minutes in the fluidised-bed reactor at 1.5 bara with N2 flow rate of U/Umf=2.5 (47 ml s-1 @SATP). 
Number of 
Calcinations 
 
O2 
Consumption 
(mols/g) 
 
 
σ  
 
CO2 Capture 
(%)* 
 
σ  
 
CO2 
Capture 
(%)** 
 
σ  
 
1 0.0381 1.82e-3 84.4 6.32 85.2 7.34 
2 0.0358 3.20e-3 82.7 4.64 83.0 4.51 
3 0.0387 3.63e-3 83.3 7.77 83.4 7.65 
 
*Assumes all O2 converted to either CO or CO2 only with no contribution from O in biomass 
**Assuming all H in biomass converted to steam and all O in biomass converted to gaseous product 
 
It can be seen in Table B.1 that there was almost no difference between the degree of CO2 capture and even 
the O2 consumption. The standard deviation (σ), when calculated as a percentage of the mean value, was found 
to be approximately 2.5% for O2 consumption and 1% for CO2 capture percentage. The results suggest that 
any experiments carried out after 1-3 round of regeneration would yield results without any statistically 
significant discrepancies.  
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Appendix C   
C.1 Calibration of Steam Generation System 
The components in the steam generation system which needed calibration were the water Coriolis meter and 
the humidity probe. The Coriolis meter was used to measure the water mass flow rate. It was calibrated by 
passing a set flow of water through it, and then weighing the water that had passed through it over a particular 
amount of time in a different balance. The mass flow rate was calculated by dividing the mass of the collected 
water by the time it took to accumulate the water. Multiple calibration points were carried out to obtain the 
final calibration curve. In order to calibrate the humidity probe, steam generated using different combinations 
of water flow rate and carrier gas flow rate was passed through and measured at different temperatures. After 
the steam had stabilised, the measured relative humidity at different set-point temperatures were recorded and 
compared against the values determined using FLUIDAT®. FLUIDAT® was an online calculator (made by 
Bronkhorst) which calculates the relative humidity that should be measured (actual relative humidity) given a 
particular temperature and flow rate. A calibration curve was made to converted the measured relative humidity 
readings into the actual relative humidity. The calibration equations were implemented into the Agilent VEE 
code. 
 
C.2 Determining Water Flow Rate Set-points for the Coriolis Meter 
In order to obtain the correct concentration of steam going into the reactor, the correct water mass flow rate 
had to be inputted into the Coriolis meter during the experiment. The water mass flow rate was calculated 
using a simple combination of the ideal gas law and unit conversions. 
Equation C.1: 
?̇?𝐻2𝑂 =
𝑃𝑄𝑖𝑛𝑦𝐻2𝑂
𝑅𝑇
𝑀𝐻2𝑂 
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Here, P is the total pressure in the system, Qin is the inlet volumetric flow rate, yH2O is the desired steam 
concentration expressed as a mole fraction, R is the molar gas constant, T is the temperature and MH2O is the 
molar mass of water/steam. 
 
C.3 Steam Concentration from Relative Humidity 
In order to double-check the concentration of steam that was entering the reactor, the Clausius-Clapeyron 
Equation (Equation C.2) was used. 
Equation C.2: 
ln (
𝑃1
𝑃2
) = −
Δ𝐻𝑣𝑎𝑝
𝑅
(
1
𝑇1
−
1
𝑇2
) 
 
Here, the latent heat of vaporisation is denoted by ΔHvap, R is the molar gas constant, P is the total pressure in 
the system, and T is temperature. The subscripts specify which subgroup of system the parameters belong to. 
For the experimental work, Equation C.2 was rearranged to give Equation C.3. Here, the vapour pressure of 
water at the humidity probe was made the subject of the equation. 
Equation C.3: 
𝑃𝐻2𝑂
𝑣𝑎𝑝 = 𝑃exp (−
Δ𝐻𝑣𝑎𝑝𝑀𝐻2𝑂
𝑅
(
1
𝑇𝐻𝑝𝑟𝑜𝑏𝑒
−
1
𝑇𝑏𝑝
)) 
 
Here, P is the total pressure in the system, MH2O is the molar mass of water (it was used to correct the units of 
the latent heat to give J mol-1 instead of kJ kg-1), R is the molar gas constant in units of J mol-1 K-1, THprobe and 
Tbp are, respectively, the temperatures at the humidity probe and the boiling point temperature of water at the 
(total) system pressure, P. The vapour pressure at the humidity probe can then be converted to give the partial 
pressure of steam at the probe. Here, RHcorrected denotes the actual relative humidity. 
Equation C.4: 
𝑃𝐻2𝑂(@𝑝𝑟𝑜𝑏𝑒) = 𝑃𝐻2𝑂
𝑣𝑎𝑝 ∙ 𝑅𝐻𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 
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Since the carrier gas which takes the steam through the humidity probe had to recombine with the rest of the 
fluidising gas before entering the reactor, a correction (through a mole balance) was required to obtain the 
mole fraction of steam going into the reactor, yH20 (@reactor inlet). This correction was made using Equation C.5. 
Equation C.5: 
𝑦𝐻2𝑂(@𝑟𝑒𝑎𝑐𝑡𝑜𝑟 𝑖𝑛𝑙𝑒𝑡) =
𝑛𝑑𝑟𝑦 𝑐𝑎𝑟𝑟𝑖𝑒𝑟
𝑛𝑑𝑟𝑦 𝑖𝑛
∙
𝑃𝐻2𝑂(@𝑝𝑟𝑜𝑏𝑒)
𝑃𝑆𝑦𝑠
(1 −
𝑃𝐻2𝑂(@𝑝𝑟𝑜𝑏𝑒)
𝑃𝑆𝑦𝑠
)
 
 
Here ndry carrier and ndry in are the dry molar flow rates of the carrier gas passing through the steam line and the 
total flow through the reactor, respectively. The latent heat of vaporisation, ΔHvap and boiling point temperature, 
Tbp used in Equation C.3 were determined from the data (obtained from Rogers and Mayhew233 presented in 
Table C.1: 
 
Table C.1: Boiling point and latent heat of vaporisation of steam at different total pressures. 
Pressure 1 1.5 2 3 5 
Boiling point temperature (°C) 99.6 111.4 120.2 133.5 151.8 
Latent heat of vaporisation (kJ kg-1) 2258 2226 2202 2164 2109 
 
 
 
C.4 Cross Flow Factor Calculation 
The cross flow factor was estimated using a method presented in a paper by Zhang et al.180 Equation C.6 gives 
an expression for the cross flow factor based on a two-phase model for a first-order reaction in a bubbling 
fluidised-bed, which was proposed by Davidson and Harrison.226  
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Equation C.6: 
𝐶𝑜𝑢𝑡
𝐶𝑖𝑛
= 𝛽𝑢𝑒
−𝑋𝑓 +
(1 − 𝛽𝑢𝑒
−𝑋𝑓)
2
𝑘′ + 1 − 𝛽𝑢𝑒
−𝑋𝑓
 
Where 𝛽𝑢 = 1 −
𝑈𝑚𝑓
𝑈
 
 
Here, Cin and Cout are the concentration at the inlet and outlet of the reactor, respectively, and Q is the 
volumetric flow through the reactor. k0 is the observed (or apparent) rate constant and k’ is the dimensionless 
form of the velocity constant of reaction. 
 
In order to determine the cross flow rates, the ratio of the outlet to inlet concentration was calculated for the 
reaction of multiple sample masses. In order to relate the sample mass to the cross flow rate, Equation C.6 was 
converted to the following form:180 
Equation C.7: 
𝐶𝑜𝑢𝑡
𝐶𝑖𝑛
= 𝛽𝑢𝑒
−𝑋𝑓 +
(1 − 𝛽𝑢𝑒
−𝑋𝑓)
2
𝑘𝑜𝑤
𝑉𝑝𝑝𝑄𝜌𝐶𝑎𝑂
+ 1 − 𝛽𝑢𝑒
−𝑋𝑓
 
 
𝑘′
𝑤
=
𝑘𝑜𝐻𝑚𝑓
𝑈
=
𝑘𝑜
𝑉𝑝𝑝𝑄𝜌𝐶𝑎𝑂
 
 
𝑉𝑝𝑝 =
𝑤
𝜌𝐶𝑎𝑂𝐻𝑚𝑓𝐴
 
 
Here, w denotes the mass of the samples injected into the bed, and the volume of particles per unit volume of 
the particulate phase is denoted by Vpp. The curve fitting tool in MATLAB was used to find the optimum value 
of Xf for which Equation C.7 best fitted the experimental data (Cout/Cin vs w). The fitting tool, which used the 
least squares method, gave a cross flow factor Xf of 23.73, which suggests a very high degree of mixing. 
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C.5 Transport Properties of the Gases in the Bulk Phase 
In order to determine the intrinsic kinetics (in Chapter 4), the transport properties (diffusion coefficient, 
conductivity and viscosity) of the gas mixtures were required. There are several theoretical methods of 
determining these values. The Chapman-Enskog theory of dilute gases is the most widely used method for 
obtaining these properties. However, the Chapman-Enskog has a few important limitations:234  
 
 Only binary collisions are considered- the theory becomes invalid when three-body collisions 
become important (high density fluids). 
 The theory uses Classical Mechanics- consequently quantum effects at low temperatures are 
not considered. The theory is not applicable at temperatures below 200 K. 
 First approximation using the Chapman-Enskog method is valid when the gradients of the 
physical quantities are small. Higher approximations are required when the gradients are large. 
First approximations are valid when the relative changes in temperature, velocity and density 
over the length of the mean free path is much less than one.  
 The dimensions of the containing vessel and obstacles within it are considered to be large 
compared to the mean free path of the molecules. Therefore, if the density of the gas is too 
small, molecule-wall collisions become more frequent and the gas no longer behaves as a 
continuous medium. 
 The Chapman-Enskog theory was originally derived for monatomic gases. These gases have 
no internal degrees of freedom, so only elastic collisions take place. Polyatomic gases do, 
however, have internal degrees of freedom, so they experience inelastic collisions. Although 
there is a loss of kinetic energy when inelastic collisions take place, mass and momentum 
energies are conserved. This means that the diffusivity and viscosity are not greatly affected 
by the degrees of freedom. As a result, the theory can be extended to polyatomic gases with 
reasonable success provided that the molecules are relatively spherical. On the other hand, 
thermal conductivity is affected significantly by the internal degrees of freedom. Plenty of 
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work has been carried out to develop a formula to adjust the theory for polyatomic gases (an 
example of this is mentioned later on). 
 
C.5.1 Potential Energy Function 
The most commonly used potential function for calculating transport properties is the Lennard-Jones (12-6) 
potential. Here, ε is the depth of the potential well and σ represents the value of r at which φ=0. 
Equation C.8: 
 
𝜑(𝑟) = 4𝜀 [(
𝜎
𝑟
)
12
− (
𝜎
𝑟
)
6
] 
The real potential energy of interaction between two particles for transport calculations cannot be calculated 
from first principles (except for the simplest molecules).235 One method of linking the potential energy function 
to the transport properties of a molecule is through collision integrals, denoted as Ω(l,s), where l and s represent 
weighting factors related to the transport mechanism. It can be seen in Equation C.9, that the collision integral 
explicitly involves the potential energy term.236 Ω(1,1) is the collision integral for diffusion. It is used to 
determine the first approximation of the diffusion coefficient for both a pure substance, as well as mixtures. 
Ω(2,2) is the collision integral used to obtain the first approximation for viscosity and thermal conductivity for 
a pure substance. For a mixture, the first approximation for the viscosity requires the knowledge of both Ω(1,1) 
and Ω(2,2), and the first approximation for the thermal conductivity requires Ω(2,2) and Ω(1,s) for s=1:3.234 
Equation C.9 shows the explicit form of the collision integral: 
Equation C.9: 
Ω(𝑙,𝑠)(𝑇) = √
𝑘𝐵𝑇
𝜔
∫ 𝑒−𝛾
2
∞
0
𝛾2𝑠+3𝑄(𝑙)(𝑔)𝑑𝛾 
Where  𝑄(𝑙)(𝑔) = 2𝜋 ∫ (1 − 𝑐𝑜𝑠𝑙𝜒)
∞
0
𝑏 𝑑𝑏,   𝜒(𝑔, 𝑏) = 𝜋 − 2𝑏 ∫
𝑑𝑟
𝑟2
√1−
𝑏2
𝑟2
−
𝜑(𝑟)
1
2
𝜔𝑔2
∞
0
 𝑎𝑛𝑑  𝛾 =
1
2
𝜔𝑔2
𝑘𝑇
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The reduced form of the collision integral is more commonly used and can be expressed as Ω(1,s)*(T*) where 
T*=kT/ε.202 
  
Equation C.10: 
Ω(𝑙,𝑠)∗(𝑇∗) =
2
(𝑠 + 1)! 𝑇∗(𝑠+2)
∫ 𝑒−(𝑔
∗2 𝑇∗⁄ )
∞
0
𝑔∗(2𝑠+3)𝑄(𝑙)∗(𝑔∗)𝑑𝑔∗ 
Where 𝑄(𝑙)∗(𝑔∗) =
2
1 −
1
2
1 + (−1)𝑙
1 + 𝑙
∫ (1 − 𝑐𝑜𝑠𝑙𝜒)
∞
0
𝑏∗ 𝑑𝑏∗ 
𝜒(𝑔∗, 𝑏∗) = 𝜋 − 2𝑏∗ ∫
𝑑𝑟∗
𝑟∗
√1 −
(𝑏∗)2
(𝑟∗)2
−
𝜑∗(𝑟∗)
𝑔∗2
∞
𝑟𝑚
 
 
Here, rm* is the dimensionless distance of closest approach for a pair of molecules and b* is the impact 
parameter. The reduced collision integral is defined as the collision integral divided by the collision integral 
for a rigid unreacting sphere.235 
Equation C.11: 
Ω(𝑙,𝑠)∗(𝑇∗) =
Ω(𝑙,𝑠)(𝑇)
Ω𝑟𝑖𝑔𝑖𝑑 𝑠𝑝ℎ𝑒𝑟𝑒
(𝑙,𝑠) (𝑇)
 
 
C.5.2 Collision Integral for Diffusion 
The collision integral for determining diffusion in a binary mixture is described by Equation C.12 (l=1, s=1):235 
Equation C.12: 
Ω𝐴𝐵
(1,1)∗ = (
𝜔
𝜋𝑘𝑇
)
1 2⁄ Ω(1,1)
𝜎2
 
 
Here, ω is the reduced mass 
1
𝜔
=
1
𝑀𝐴
+
1
𝑀𝐵
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The diffusion integral can then be substituted into Equation C.13 to obtain the bulk diffusivity: 
Equation C.13: 
𝐷𝐴𝐵 = 1.8583×10
−7√𝑇3 (
1
𝑀𝐴
+
1
𝑀𝐵
)
1
𝑃𝜎𝐴𝐵2Ω𝐴𝐵
(1,1)∗
 
 
Here, DAB is the diffusivity of component A in B with units of m2 s-1, T is temperature in K, P is the total system 
pressure in atm, Mi is the molecular mass of component i in g mol-1, and σAB is measured in angstroms.  
 
The parameters used for the calculation were obtained from literature (Table C.2).200 Although these potential 
parameters are available for individual species, specific combining methods are required are required for gas 
mixtures. The combining laws are given by Equations C.14 and C.15. 
 
Table C.2: Lennard-Jones parameters for CO2 and N2.200 
Species M (g mol-1) σ (Å) ε/kB (K) 
CO2 44 3.996 190 
N2 28 3.667 99.8 
 
Equation C.14: 
𝜎𝐴𝐵 =
1
2
(𝜎𝐴 + 𝜎𝐵) 
Equation C.15: 
𝜀𝐴𝐵 = √(𝜀𝐴𝜀𝐵) 
 
By determining the value of kBT/εAB (where kB and T denote the Boltzmann constant and temperature of the 
system, respectively), the corresponding collision integral can be obtained (through interpolation with 
Equation C.16) from data provided by Klein and Smith.202  
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Equation C.16: 
Ω𝐴𝐵
(1,1)∗(𝑥) =
(Ω𝐴𝐵
(1,1)∗(𝑥2) − Ω𝐴𝐵
(1,1)∗(𝑥1))
(
𝑘𝐵𝑇
𝜀𝐴𝐵
(𝑥2) −
𝑘𝐵𝑇
𝜀𝐴𝐵
(𝑥1))
(
𝑘𝐵𝑇
𝜀𝐴𝐵
(𝑥) −
𝑘𝐵𝑇
𝜀𝐴𝐵
(𝑥1)) + Ω𝐴𝐵
(1,1)∗(𝑥1) 
 
C.5.3 Effect of Steam on Bulk Diffusion 
In the case where the binary mixture contains a polar molecule, the assumption used to obtain the 
aforementioned combining laws are no longer be applicable. The following combining laws for the Lennard-
Jones parameters were used instead:237 
Equation C.17: 
𝜎𝐴𝐶 =
𝜉−
1
6
2
(𝜎𝐴 + 𝜎𝐶) 
 
Equation C.18: 
𝜀𝐴𝐶 = ξ
2√(𝜀𝐴𝜀𝐶) 
where  
ξ = 1 +
1
4
𝛼𝐴
∗(𝜇𝐶
∗ )2√(
𝜀𝐶
𝜀𝐴
) 
𝛼𝐴
∗ =
𝛼𝐴
𝜎𝐴
3 
𝜇𝐶
∗ =
𝜇𝐶
√𝜀𝐶𝜎𝐶
3
 
 
Here, the subscript A refers to the nonpolar molecule and the subscript C refers to the polar molecule. 𝛼𝐴
∗ and 
𝜇𝐶
∗  represent, respectively, the reduced polarisability of the nonpolar molecule and the reduced dipole moment 
of the polar molecule. 
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Table C.3: Lennard-Jones parameters for steam.237  
Species M (g mol-1) σ (nm) ε/kB (K) μC (Debye) 1024 αA (cm3) 
H2O 18 2.605 572.4 1.844  
CO2 
See Table C.2 
- 2.65 
N2 - 1.76 
 
 
From the parameters given in Table C.3, it was then possible to calculate the diffusivity of CO2 through both 
N2 and steam. To do this, the bulk diffusivities for a binary system had to be substituted into Equation C.19 to 
obtain bulk diffusivity in a multicomponent system.200  
Equation C.19: 
?̅?𝐴𝐵 =
𝑤𝐴(𝑤𝐵 + 𝑤𝐶)
𝑦𝐴𝐷𝐵𝐶
+
𝑤𝐵(𝑤𝐴 + 𝑤𝐶)
𝑦𝐵𝐷𝐴𝐶
−
𝑤𝐶
2
𝑦𝐶𝐷𝐴𝐵
𝑦𝐴
𝐷𝐴𝐵𝐷𝐴𝐶
+
𝑦𝐵
𝐷𝐴𝐵𝐷𝐵𝐶
+
𝑦𝐶
𝐷𝐴𝐶𝐷𝐵𝐶
 
where: 
𝑤𝑖 =
ρi
∑ ρj
𝑘
𝑗=𝑖
  𝑎𝑛𝑑  𝑦𝑖 =
wi/𝑀𝑖 
∑ wj/𝑀𝑗
𝑘
𝑗=𝑖
 
 
Here, w is the mass fraction, ρi is the density of gaseous component i, yi is the mole fraction of component i 
and Mi is the molar mass of component i. The subscripts, A, B and C correspond to the different species in the 
system. 
 
In order to check the validity of using the quoted Lennard-Jones parameters, the bulk diffusivities were 
compared to literature values. The results (Table C.4) appear to be in good agreement (within 10% difference). 
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Table C.4: Bulk Diffusivities obtained from first-hand calculations with Equations C.13 and C.19 versus experimental 
data from literature (from Table 17.1-1 in Bird et al.200) at a pressure of 1 atm. 
Diffusion 
system 
Temperature 
Calculated DAB 
(cm2 s-1) 
Literature 
Value (cm2 s-1) 
CO2-N2 273.2 0.130 0.144 
CO2-N2 288.2 0.143 0.158 
CO2-N2 298.2 0.153 0.165 
H2O-N2 308 0.242 0.259 
 
 
C.5.4 Viscosity 
The viscosities for the individual components, μ as well as a whole mixture, μmix were obtained using the 
Chapman-Enskog theory for viscosity (Equations C.20 and C.21).200  
Equation C.20: 
𝜇 = 2.6693×10−6
√𝑀𝑇
𝜎2Ω(2,2)
    [𝑘𝑔 𝑚−1 𝑠−1] 
Equation C.21: 
𝜇𝑚𝑖𝑥 = ∑
𝑥𝛼𝜇𝛼
∑ 𝑥𝛽
𝑁
𝛽=1 Φ𝛼𝛽
𝑁
𝛼=1
 
𝑤ℎ𝑒𝑟𝑒 Φ𝛼𝛽 =
1
√8
(1 +
𝑀𝛼
𝑀𝛽
)
−1 2⁄
[1 + (
𝜇𝛼
𝜇𝛽
)
1 2⁄
(
𝑀𝛽
𝑀𝛼
)
1 4⁄
]
2
 
 
Here, N denotes the number of species in the mix. xα, μα, Mα are the mole fraction, viscosity and molecular 
mass of species α, respectively.  
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C.5.5 Thermal Conductivity 
As with the above examples, the Chapman-Enskog theory can be used to determine the thermal conductivity 
for single components and mixtures.200, 235 Equation C.22 gives the thermal conductivity of an monatomic gas. 
Equation C.22: 
λ𝑜 = 0.08322×
√𝑇/𝑀
𝜎2Ω(2,2)∗
    [𝑊 𝑚−1 𝐾−1] 
 
For polyatomic gases, a correction factor is used. This correction is known as the Eucken correction. It accounts 
for the effects of internal degrees of freedom on heat transport: 
Equation C.23: 
𝜆𝛼 = λ
𝑜 (0.115 +
0.178
4.184
𝐶𝑝) 
 
Here, Cp is the specific heat capacity at constant pressure in J mol-1 K-1. The values for the specific heat capacity 
are obtained from work by McBride et al.91 The formula for the heat capacity (over a temperature range of 300 
to 5000 K) is given by Equation C.24. 
Equation C.24: 
𝐶𝑝
𝑜(𝑇) = 𝑅[𝑎1𝑇
−2 + 𝑎2𝑇
−1 + 𝑎3 + 𝑎4𝑇 + 𝑎5𝑇
2 + 𝑎6𝑇
3 + 𝑎7𝑇
4] 
 
Here, ai (i=1:7) are coefficients which depend on the gas, T has the units K. The thermal conductivity of a 
mixture of species can then be calculated in a similar fashion to the above case for viscosity (Equation C.25).200  
Equation C.25: 
𝜆𝑚𝑖𝑥 = ∑
𝑥𝛼𝜆𝛼
∑ 𝑥𝛽
𝑁
𝛽=1 Φ𝛼𝛽
𝑁
𝛼=1
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C.6 Mass Transfer to and Within the Particle 
The previous section was focused on deriving parameters such as collision integrals to obtain the diffusivities, 
viscosities and thermal conductivities for the fluidising gas mixture, However, the diffusion properties 
associated with the reacting particle must also be considered. 
 
C.6.1 Bulk Diffusion 
There are two main types of pore diffusion: bulk diffusion and Knudsen diffusion. Bulk diffusion is dominant 
in the case where pores are large and the gas is relatively dense. It is the same type of diffusion mentioned 
previously and is denoted as DAB in this thesis. When considering bulk diffusion through a porous solid, a 
couple of factors must be considered. These factors are the porosity and the tortuosity of the pores in the solid. 
The bulk diffusivity can be adjusted to account for these factors. This adjustment is represented by Equation 
C.26:201 
Equation C.26: 
𝐷𝐴𝐵,𝑒𝑓𝑓 =
𝜀𝐶𝑎𝑂𝐷𝐴𝐵
𝜏
 
 
Here, τ is the tortuosity factor, εAB is the porosity and DAB,eff is the effective bulk diffusivity. The tortuosity 
factor is an adjustment factor which accounts for the varying direction of diffusion and changing pore cross 
section within the particle.  
 
C.6.2 Knudsen Diffusion 
Knudsen diffusion (given by Equation C.28) occurs when the pores of the solid are small or if the gas has a 
low density (i.e. when the mean free path (calculated by Equation C.27) of the gaseous molecule is equal to or 
larger than pore size). Under these conditions, the gas molecules collide more frequently with the wall of the 
pores as opposed to each other.201 
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Equation C.27: 
𝑙 ̅ =
𝑘𝐵𝑇
√2𝜋𝑑𝑔
2𝑃
 
 
Equation C.28: 
𝐷𝑘 = 97𝑟𝑒√
𝑇
𝑀
 
𝑤ℎ𝑒𝑟𝑒 𝑟𝑒 =
2𝜀𝐶𝑎𝑂
𝑆𝑔𝜌𝐶𝑎𝑂
 
𝐷𝐾,𝑒𝑓𝑓 = 194
𝜀𝐶𝑎𝑂
2
𝜏𝑆𝑔𝜌𝐶𝑎𝑂
√
𝑇
𝑀
 
 
Here, kB is the Boltzmann constant, dg is the diameter of the gaseous molecule, P is the total system pressure, 
Dk is the Knudsen diffusion coefficient in m2 s-1, re is the mean pore radius in m, Sg is the specific surface area 
in m2 g-1, εCaO is the porosity and ρCaO is the skeletal density of CaO in g m-3. 
 
C.6.3 Combined Bulk and Knudsen diffusion 
When molecule-wall collision is dominant, the Knudsen diffusivity becomes more significant. On the other 
hand, when the molecule-molecule collision is dominant, the bulk diffusivity becomes more significant. 
However, there is a region in between (given the right operating conditions and pore sizes) where both are 
important. This is known as the transition region. In order to describe the behaviour in this region, the two 
types of diffusivity can be grouped together as resistances in series to give an overall effective diffusivity. For 
equimolar counter diffusion with no change in moles during reaction, the overall effective diffusivity can be 
described by Equation C.29:201 
Equation C.29: 
1
𝐷𝑒𝑓𝑓
=
1
𝐷𝐾,𝑒𝑓𝑓
+
1
𝐷𝐴𝐵,𝑒𝑓𝑓
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Although, the equation above is intended for equimolar counter diffusion, it is still applicable if a relatively 
small portion of the gas in the system reacts and/or if the ratio of change in molar flux is small. This meant 
that it was reasonable to use this relationship to describe diffusion through the CaO pores for the work 
presented in Chapter 4. 
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C.7 Additional Data for Chapter 4 
C.7.1 Effectiveness Factors 
Table C.5: Effectiveness factors for experiments presented in Chapter 4. Here, the conservative values of the global 
effectiveness values are presented.  
Pressure 
(bara) 
Temperature 
(°C) 
Steam 
concentration 
(vol%) 
Particle size 
fraction (μm) 
Effectiveness 
factor, η 
Global 
effectiveness 
factor, ηG 
1.5 650 0 212-355 0.94 ± 0.02 0.83 ± 0.04 
1.5 650 0 355-425 0.91 ± 0.01 0.75 ± 0.02 
1.5 650 0 425-500 0.90 0.72 
1.5 650 0 500-710 0.84 0.62 
1.5 650 0 710-850 0.74 0.48 
1.5 650 10 212-355 0.97 ± 0.003 0.85 ± 0.01 
1.5 650 10 355-425 0.94 ± 0.01 0.77 ± 0.03 
1.5 650 10 425-500 0.91 0.69 
1.5 650 10 500-710 0.93 0.75 
1.5 650 10 710-850 0.90 0.67 
5 650 0 212-355 0.99 0.90 
5 650 0 355-425 0.98 ± 0.003 0.85 ± 0.02 
5 650 0 425-500 0.98 ± 0.001 0.82 ± 0.008 
5 650 0 500-710 0.96 0.71 
5 650 0 710-850 0.94 0.64 
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C.7.2 Isothermal Assumption 
 
Table C.6: Parameter for and calculated Biot numbers, effective thermal conductivities, and temperature changes for 
carbonation of CaO particles sized 355-425 μm in a fluidising gas mixture containing 15 vol% CO2 and 85 vol% N2. The 
Nusselt number was assumed to be 2. 
Temperature 
(°C) 
λmix 
(W m-1 K-1) 
λeff 
(W m-1 K-1) 
h 
(W m-2 K-1) 
NBi 
550 0.06 4.3 295 4.4e-3 
600 0.06 4.2 310 4.7e-3 
650 0.07 4.2 327 5.1e-3 
700 0.07 4.1 344 5.4e-3 
750 0.07 4.1 368 5.8e-3 
 
 
 
Table C.6 presents the Biot numbers for the carbonation experiments in Chapter 4. Here, a conservative value 
of the Nusselt number was taken for the calculations. The thermal conductivity of the fluidising gas mixture, 
λmix was calculated from Equation C.25. The effective diffusivity was calculated using Equation C.30.238 Here, 
the conductivity of the CaO, λCaO was obtained by extrapolation of the data presented by Shackelford et al.239 
It can be seen that the calculated Biot numbers were much smaller than 1. This suggests that there is a uniform 
temperature distribution throughout the particle. Based on this assumption, a heat balance can be derived to 
calculate the temperature difference between the reacting particle, Tparticle and the fluidised bed, Tbed. This is 
given by Equation C.31:105, 198  
Equation C.30: 
𝜆𝑒 = 𝜀𝐶𝑎𝑂𝜆𝑚𝑖𝑥 + (1 − 𝜀𝐶𝑎𝑂)𝜆𝐶𝑎𝑂 
 
Equation C.31: 
𝑇𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝑇𝑏𝑒𝑑 =
ΔHr,T bed𝐷𝑒𝑓𝑓
𝜆𝑒𝑓𝑓
(𝐶𝐶𝑂2 − 𝐶𝑒𝑞)  
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Here, εCaO is the porosity of CaO, and ΔHr, T bed is the standard enthalpy of reaction at the temperature of the 
fluidised bed which was calculated using data from McBride et al.91 The largest value of (Tparticle-Tbed) was 
found to be ~3 °C. 
 
C.8 Additional Figures for Chapter 4 
C.8.1 Particle Size and Sample Mass Effects on Rate of Reaction 
 
 
Figure C.1: Rate (normalised for mass) vs time for different sample masses (C.1a) and different particle sizes (C.1b) of 
CaO for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas of 15 
vol% CO2 and 10 vol% steam, balanced in N2, temperature=650 °C, pressure=3 bara, U/Umf=3 (55 ml s-1 @SATP). 
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Figure C.2: Rate (normalised for mass) vs time for different sample masses (C.2a) and different particle sizes (C.2b) of 
CaO for carbonation experiments of Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR with fluidising gas of 15 
vol% CO2 and 10 vol% steam, balanced in N2, temperature=650 °C, pressure=5 bara, U/Umf=5 (55 ml s-1 @SATP). 
 
Figure C.3: Rate (normalised for mass) vs time for different particle sizes of CaO for carbonation experiments of 
Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR under 3 bara (C.3a) and 5 bara (C.3b) with fluidising gas of 
15 vol% CO2 and 10 vol% steam, balanced in N2, temperature=650 °C, U/Umf=5 (55 ml s-1 @SATP). 
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C.8.2 Langmuir Adsorption Plots 
 
 
Figure C.4: Peak rate of reaction against the outlet CO2 partial pressure for carbonation experiments fitted to the 
Langmuir adsorption model for Longcliffe-derived CaO (0.5 g, 355-425 μm) in the PFBR without steam at temperatures 
of 550 °C (C.4a), 600 °C (C.4b), 700 °C (C.4c) and 750 °C (C.4d) pressure=1.5-5 bara, U/Umf=3 (47-67 ml s-1 @SATP). 
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Figure C.5: Peak rate of reaction against the outlet CO2 partial pressure and steam partial pressure for carbonation 
experiments fitted to the competitive Langmuir adsorption model for Longcliffe-derived CaO (0.5 g, 355-425 μm) in the 
PFBR with 10 vol% steam at temperatures of 550 °C (C.5a), 600 °C (C.5b), 700 °C (C.5c) and 750 °C (C.5d) 
pressure=1.5-5 bara, U/Umf=3 (47-67 ml s-1 @SATP). 
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C.8.3 Effectiveness Factor Plots 
 
Figure C.6: Effectiveness factors (C.6a) and adjusted rate constants (C.6b) for carbonation experiments of 212-355 μm, 
355-425 μm, 425-500 μm, 500-710 μm and 710-850 μm particle size fractions of Longcliffe-derived CaO (0.5 g) in the 
PFBR with fluidising gas of 15 vol% CO2 balanced in N2, temperature=650 °C, pressure=5 bara, U/Umf=3 (55 ml s-1 
@SATP). 
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Figure C.7: Effectiveness factors (C.7a) and adjusted rate constants (C.7b) for carbonation experiments of 212-355 μm, 
355-425 μm, 425-500 μm, 500-710 μm and 710-850 μm particle size fractions of Longcliffe-derived CaO (0.5 g) in the 
PFBR with fluidising gas of 15 vol% CO2 and 10% steam balanced in N2, temperature=650 °C, pressure=5 bara, 
U/Umf=3 (55 ml s-1 @SATP). 
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Appendix D   
D.1 Additional Tables for Chapter 5 
Table D.1: Initial fitted surface rate constants determined using the two-phase model and CSTR model compared with 
experimental results for carbonation reaction of Longcliffe-derived CaO (0.5 g, 255-425 μm) in 3.75-30 vol% CO2 
balanced in N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=3 (47-67 ml s-1 @SATP). 
Temperature 
(°C) 
Pressure 
(bara) 
Inlet CO2 
Partial 
Pressure (kPa) 
CSTR Model 
ks/10-10 
(m4 mol-1 s-1) 
Two-Phase 
Model 
ks/10-10 
(m4 mol-1 s-1) 
Experimental 
Rate Constant 
k/10-10 
(m4 mol-1 s-1) 
550 1.5 22.5 1.85 3.05 2.36 
550 3 45 0.76 1.30 0.87 
550 5 75 0.42 0.75 0.49 
600 1.5 22.5 2.07 4.30 3.34 
600 3 45 1.40 2.35 1.60 
600 5 75 0.70 1.20 0.83 
650 1.5 5.625 3.95 6.35 7.47 
650 1.5 11.25 5.40 8.95 9.90 
650 3 11.25 3.45 5.65 4.90 
650 5 18.75 3.05 5.25 4.13 
650 1.5 22.5 3.70 6.30 5.36 
650 3 22.5 3.25 5.60 3.90 
650 2 22.5 3.30 4.60 3.93 
650 5 22.5 2.70 5.55 3.69 
650 5 37.5 2.25 3.85 2.75 
650 1.5 45 2.15 3.55 2.42 
650 3 45 2.00 3.45 2.35 
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650 5 75 1.15 2.05 1.30 
650 3 90 1.25 2.15 1.17 
650 5 150 0.70 1.25 0.80 
700 1.5 22.5 4.50 7.60 5.53 
700 3 45 2.90 5.10 3.14 
700 5 75 1.70 3.00 1.84 
750 1.5 22.5 7.80 12.85 15.29 
750 3 45 3.45 6.00 3.90 
750 5 75 2.45 4.40 2.57 
 
 
 
Table D.2: Initial fitted surface rate constants determined using the two-phase model compared with experimental results 
for carbonation reaction of Longcliffe-derived CaO (0.5 g, 255-425 μm) in 3.75-30vol% CO2 with 5-20 vol% steam, 
balanced in N2, temperature=550-750 °C, pressure=1.5-5 bara, U/Umf=3 (47-67 ml s-1 @SATP). 
Temperature 
(°C) 
Pressure 
(bara) 
Inlet CO2 
Partial 
Pressure 
(kPa) 
Steam Partial 
Pressure 
(kPa) 
Two-Phase 
Model ks/10-10 
(m4 mol-1 s-1) 
Experimental 
Rate Constant 
k/10-10 
(m4 mol-1 s-1) 
550 1.5 22.5 15 7.40 3.82 
550 3 45 30 4.05 1.94 
550 5 75 50 2.35 1.02 
600 1.5 22.5 15 10.8 5.36 
600 3 45 30 6.55 2.77 
600 5 75 50 3.95 1.48 
650 1.5 5.625 15 25.9 51.71 
650 1.5 11.25 15 16.8 16.12 
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650 3 11.25 30 16.7 13.97 
650 5 18.78 50 8.75 6.14 
650 1.5 22.5 7.5 11.3 6.95 
650 1.5 225 15 13.0 7.15 
650 1.5 22.5 22.5 19.1 7.65 
650 1.5 22.5 30 22.7 7.37 
650 3 22.5 30 10.3 6.82 
650 2 22.5 15 9.80 6.09 
650 3 22.5 15 7.40 4.38 
650 5 22.5 15 6.30 4.72 
650 5 37.5 50 6.35 3.27 
650 1.5 45 15 9.85 3.22 
650 3 45 15 5.90 2.74 
650 3 45 30 7.90 3.20 
650 3 45 45 8.05 2.77 
650 3 45 60 10.6 2.86 
650 5 75 25 3.90 1.74 
650 5 75 50 4.00 1.69 
650 5 75 75 5.70 1.74 
650 5 75 100 6.85 1.72 
650 3 90 30 6.00 1.65 
650 5 150 50 5.10 1.02 
700 1.5 22.5 15 16.6 8.59 
700 3 45 30 8.30 3.38 
700 5 75 50 4.30 1.89 
750 1.5 22.5 15 25.7 22.42 
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750 3 45 30 10.5 5.02 
750 5 75 50 6.60 2.45 
 
 
 
 
D.2 Additional Graphs for Chapter 5 
 
Figure D.1: Effectiveness factors (D.1a) and adjusted intrinsic rate constants (D.1b) for carbonation experiments of 212-
355 μm, 355-425 μm, 425-500 μm, 500-710 μm and 710-850 μm particle size fractions of Longcliffe-derived CaO (0.5 g) 
in the PFBR with fluidising gas of 15 vol% CO2 balanced in N2, temperature=650 °C, pressure=1.5 bara, U/Umf=3 (55 
ml s-1 @SATP). 
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Figure D.2: Arrhenius plot comparing the intrinsic activation energy based on modelling results and experimental results 
for two phase model without steam (D.2a) and with steam (D.2b) for temperature range of 550-750 °C at all pressures 
and all combinations of fluidising gas compositions for the two-phase models. 
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D.3 MATLAB Code for Two-Phase Reactor 
D.3.1 Parameter Specification Code 
function [P, InitialConditions, TimeSpan, InletCO2] = modeldata_twophase()    
   
%Fluidised bed and reaction parameters 
P.NumVolumes = 100;               %Number of finite volumes 
P.P          = 1.5e5;             %Pressure (Pa) 
P.T          = 923;               %Temperature (K) 
P.M          = 0.5;               %Batch mass (g)        
P.A          = pi*(30e-3)^2/4;    %bed cross sectional area (m^2) 
P.Hmf        = 7e-2;              %bed height at Mf (m) 
  
P.CO2in=0.15; 
%Inlet conditions and timespan 
 
P.UoUMF=3; %U/Umf 
if P.P==1.5e5     
if P.T==823 
    P.Umf=0.08858552;       
elseif P.T==873 
    P.Umf=0.0853189; 
elseif P.T==923 
    P.Umf=0.08234903    
elseif P.T==973 
    P.Umf=0.07963138; 
elseif P.T==1023 
    P.Umf=0.07713585; 
end     
  
elseif P.P==3e5     
if P.T==823 
    P.Umf=0.08768109;   
elseif P.T==873 
    P.Umf=0.08455336; 
elseif P.T==923 
    P.Umf=0.08169345;   
elseif P.T==973 
    P.Umf=0.07906711; 
elseif P.T==1023 
    P.Umf=0.07664515; 
end   
  
elseif P.P==5e5     
if P.T==823 
    P.Umf=0.08768109; 
elseif P.T==873 
    P.Umf=0.08455336; 
elseif P.T==923 
    P.Umf=0.08169345;   
elseif P.T==973 
    P.Umf=0.07906711; 
elseif P.T==1023 
    P.Umf=0.07664515; 
end   
  
elseif P.P==2e5     
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if P.T==823 
    P.Umf=0.08811651; 
elseif P.T==873 
    P.Umf=0.0848586; 
elseif P.T==923 
    P.Umf=0.08189175;   
elseif P.T==973 
    P.Umf=0.07918853; 
elseif P.T==1023 
    P.Umf=0.07670757; 
end   
  
end 
  
P.emf        = 0.42;              %voidage in the particulate phase   
P.tp         = 0.1;              %Mixing time constant in plenum chamber (s) 
P.tfb        = 3.5;              %Mixing time constant for the freeboard (s) 
P.So         = 30555000;          %Specific surface area in m2/m3 
%reaction rate data 
  
%The molar density of gas                                                         
P.Rho= P.P/8.314/P.T; % R in m3 Pa/mol K   >>> Rho in mol/m3 
%superficial fluidising velocity                                        
P.U = P.UoUMF*P.Umf;                          
%bed height (m), has to be solved numerically 
P.H = fzero(@bedheightcalculation,[P.Hmf,100*P.Hmf],[],P); 
%Bubble Diameter (MEAN) (m) From correlation by Darton et al.1977: 
http://www.nt.ntnu.no/users/skoge/prost/proceedings/icheap8-
pres07/icheap8webpapers/124%20Busciglio.pdf           
  
P.dbmeann=0.3*(P.U-P.Umf)^0.4*(P.H)^0.8/(9.81^0.2); 
%bubble fraction  
P.eb= 1-P.Hmf/P.H; 
%height of each reactor element                                                                
P.dz= P.H/P.NumVolumes; 
  
%This matrix sets the time vs inlet CO2 inlet profile 
  
InletCO2   =   [linspace(0,100,1000)', [linspace(P.CO2in,P.CO2in,1000)']];   
TimeSpan    =   [min(InletCO2(:,1)),max(InletCO2(:,1))]; 
  
%Initial Conditions 
%Co2 conc in bubble phase 
Yco2b       =   linspace(InletCO2(1,2),InletCO2(1,2),P.NumVolumes)';    
%Co2 conc in particulate phase 
Yco2p       =   InletCO2(1,2); 
  
%Fraction of calcium oxide reacted                            
Mass        =   1;    
%co2 conc leaving the freeboard       
Yco2        =   InletCO2(1,2); 
%Co2 conc entering bed from plenum                           
Yco2Entrance =   InletCO2(1,2);  
                    
  
InitialConditions   =    [Yco2b;Yco2p;Mass;Yco2;Yco2Entrance];   
   
return 
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function error = bedheightcalculation(H,P) 
  
error = (H-P.Hmf)*(0.711*0.3^0.5)*9.81^0.4*H^0.4/(P.U-P.Umf)^0.8-P.Hmf;      
  
return 
 
D.3.2 Reactor Model (Two-Phase Reactor Model without Steam) 
% CO2 carbonation model including mixing effects 
% This one set up for CSTR in the particulate phase 
 
%InletCO2 is a two column matrix, of time vs the Concentration of CO2 at 
%the rector inlet 
  
%the stacked vector is of the form 
%variable   DIMENSION - Description 
%Yco2b        N   - co2 concentration in the bubble phase 
%Yco2p        1   - co2 concentration in the particulate phase  
%mass         1   - mass of CaO in bed reacted 
%Yco2         1   - outlet concentration 
  
%Yco2PlenumExit         1   - plenum exit concentration 
  
  
  
%%  MAIN 
 function reactormodel_twophase 
%  
  
 [P, InitialConditions, TimeSpan, InletCO2] = modeldata_twophase; 
  
  
 options = odeset('OutputFcn',@Plotting,'Events',@peakratelocator); 
  
% [T,X]=ode15s(@gradient,TimeSpan,InitialConditions,options,P,InletCO2); 
  
  
[T,X,TE,XE,IE]=ode15s(@gradient,TimeSpan,InitialConditions,options,P,InletCO2); 
% X is the concentration out 
  
 RateCO2cons= ((P.CO2in-(X(:,end-1)))./(1.-(X(:,end-1))))*P.Rho*P.U*P.A; % 
Temperatures cancel out here as U is measured at 293 so realU=U*923/293, R is in 
m3 Pa  %:,end-3 = Yco2p, :,end-1 = Yco2 
 Conversion = trapz(T,RateCO2cons)/(P.M/56.077);  % converting Co2 uptake to 
conversion 
  
 RateCO2cons= ((P.CO2in-(X(:,end-3)))./(1.-(X(:,end-3))))*P.Rho*P.U*P.A; % 
Temperatures cancel out here as U is measured at 293 so realU=U*923/293, R is in 
m3 Pa  %:,end-3 = Yco2p, :,end-1 = Yco2 
 Conversion_particulate = trapz(T,RateCO2cons)/(P.M/56.077); 
  
Back_Calc_Conversion=(1-mass(end))*P.M*56.077/44; 
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RateCO2prod = X(:,end-3)*P.Rho*P.U*P.A; 
Yield = trapz(T,RateCO2prod)*12; 
  
disp('Time of peak rate=') 
disp(TE) 
disp('XE (transition point)=') 
disp(XE(:,end-2))  
  
disp (['Conversion based on outlet gas=' num2str(Conversion)]) 
disp (['Conversion based on P phase =' num2str(Conversion_particulate)]) 
disp (['Conversion based mols of CaO reacted =' num2str(Back_Calc_Conversion)]) 
disp(['Yield =' num2str(Yield)]) 
  
function[Gradformin,terminateatpeak,direction]=peakratelocator(T,X,DYco2,InletCO
2) 
global DYco2    
  
 Gradformin =  DYco2; 
 terminateatpeak = 0; %1 for first run, get mass and then change to 0 
 direction = 1; 
end  
%% GRADIENT 
function dy = gradient(t,y,P,InletCO2) 
  
  
CurrentInlet = interp1(InletCO2(:,1),InletCO2(:,2),t,'linear','extrap'); 
  
%above is an interpolation function which 
%determines InletCO2 at each value of t. :,1 gives the points, and :,2 
%gives the 0.15 conc 
  
%unstack the vector y into more useful form 
[Yco2b,Yco2p,mass,Yco2,Yco2PlenumExit] = Unstack(y,P);   
  
  
% %Mixing in the plenum chamber 
DYco2PlenumExit =   1/P.tp*(CurrentInlet-Yco2PlenumExit); 
  
%-------------------------------------------------------------------------------
------  
% reaction equations (expected to end rate as mols/second/gram) 
  
if mass>0 
Dmass = -ReactionRate(Yco2p,mass)*P.M;  %in /s   basically - (-dX)/dt = dX/dt 
else 
    Dmass=0; 
end 
  
%-------------------------------------------------------------------------------
------  
RateCO2  = -ReactionRate(Yco2p,mass)*(P.M)*mass/56.077;    % in mol/s  mass 
changes throughout so need the M times the change in mass aka (1-conversion) 
  
%-------------------------------------------------------------------------------
------  
  
Db_ini=0.0058;  %fzero(@initialBubble,[0.0001,1],[],P,mass); % 
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Db_m=0.03; % Mori and Wen correlation estimate it to be higher than the diameter 
of the bed so have used the max diameter of the bed here (Dbm is the bubble size 
in a very deep bed) 
  
  
Db_z=zeros(100,1); 
Ub=zeros(100,1); 
Vb=zeros(100,1); 
Qb=zeros(100,1); 
Xnew=zeros(100,1); 
Expo=zeros(100,1); 
P.Unew=zeros(100,1); 
DYco2b=zeros(100,1); 
  
for i=1:P.NumVolumes 
P.Unew(i)=(1-mean(InletCO2(:,2))).*P.U./(1.-Yco2b(i)); 
  
Expo(i)=exp(-0.3*P.dz*i/0.03); %Exponential function at each height in the bed 
Db_z(i)=Db_m-(Expo(i)*(Db_m-Db_ini)); %Uses Mori and Wen Correlation to get mean 
bubble diameter db(z) 
Ub(i)= P.Unew(i)-P.Umf+0.711.*(9.81.*Db_z(i)).^0.5; %bubble velocity at each 
height  
Vb(i)= pi*Db_z(i).^3/6; %Volume of bubbles at each height 
Qb(i) = pi*Db_z(i).^2/4*P.Umf*3; %Flow in and out of bubbles at each height 
Xnew(i)=(Qb(i).*P.dz*i/Ub(i)/Vb(i)); %Cross flow at each point in the reactor 
  
  
if i==1 
DYco2b(i)=-(P.Unew(i)-P.Umf).*diff([Yco2PlenumExit;Yco2b(i)])/(P.dz)/(P.eb)-
((Qb(i)./Vb(i))'.*(Yco2b(i)-Yco2p));  
else 
DYco2b(i)=-(((P.Unew(i)-P.Umf).*Yco2b(i))-(P.Unew(i-1)-P.Umf).*Yco2b(i-
1))/(P.dz)/(P.eb)-((Qb(i)./Vb(i)).*(Yco2b(i)-Yco2p)); 
end 
  
end 
  
%Balances for CO2 in the particulate phase (this is single element that is 
%in parallel with the plug flow of bubbles, i.e. have to add up all the 
%bubble throughflow terms 
      
  
  
DYco2p= -(P.Umf)/(P.emf)/(1-P.eb)*diff([Yco2PlenumExit;Yco2p])/(P.H)... 
              +(P.dz)/(P.H)*sum((Qb./Vb).*(P.eb)/(P.emf)./(1-P.eb).*(Yco2b-
Yco2p))... 
              +RateCO2/P.Rho/P.emf/(P.H)/(P.A); 
  
       
% %Final mixing element (freeboard) 
  
f       =   P.Umf/P.Unew(end); 
  
  
global DYco2  
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DYco2    =   1/P.tfb*(Yco2p(end)*f+(1-f)*Yco2b(end)-Yco2); 
  
dy=   [DYco2b;DYco2p;Dmass;DYco2;DYco2PlenumExit];  
  
  
  
%% REACTION 
  
function rate=ReactionRate(CO2,mass) 
  
P.R=8.314; %Pa m3/mol K 
P.Dens=3350000; %g/m3 
P.Porosity=0.5; 
% Trans_point is the point at which kinetic shifts to diffusion control 
  
  
if P.T==823  %550 C 
    P.Peq=76.789; 
    P.KsS=3.05e-10; 
    P.CO2max= 18862.5; 
    DiffusivityS=0.0633e-13; 
     
    if P.P==1.5e5 
    Trans_point=0.8219; 
     
    elseif P.P==3e5 
    Trans_point=0.8222;  
     
    elseif P.P==5e5 
    Trans_point=0.8503; 
         
    end 
     
elseif P.T==873  %600 C 
    P.Peq=323.3016; 
    P.KsS=4.3e-10; 
    P.CO2max=22951.5; 
    DiffusivityS=.3e-13; 
     
    if P.P==1.5e5 
    Trans_point=0.7891;%  
     
    elseif P.P==3e5 
    Trans_point=0.7553; 
     
    elseif P.P==5e5 
    Trans_point=0.778; 
    end 
     
elseif P.T==923  %650 C 
    P.Peq=1158.3281; %Pa 
    P.KsS=6.03e-10; 
    P.CO2max=28108.1; %Pa 
    DiffusivityS=1.81e-13; 
     
    if P.P==1.5e5 
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        if P.CO2in==0.0375 
        Trans_point=0.9272; 
         
        elseif P.CO2in==0.075 
        Trans_point=0.8669;  
         
        elseif P.CO2in==0.15 
        Trans_point=0;  
         
        elseif P.CO2in==0.3 
        Trans_point=0.7497;%0.7172; 
         
         
        end 
         
     elseif P.P==2e5 
        if P.CO2in==0.1125 
        P.Ks=0.53e-9;  %0.53 - 0.57 e-9 
        Diffusivity=2.8e-13; %2.8e-13 
        Trans_point=0.7714; 
        end 
         
    elseif P.P==3e5 
         
        if P.CO2in==0.0375 
        Trans_point=0.8668; 
         
        elseif P.CO2in==0.075 
        Trans_point=0.7715;    
         
         
        elseif P.CO2in==0.15 
        Trans_point=0.725; 
   
        elseif P.CO2in==0.3 
        Trans_point=0.6976; 
         
        end 
    elseif P.P==5e5 
         
         
        if P.CO2in==0.0375 
        Trans_point=0.7926; 
         
        elseif P.CO2in==0.045 
        Trans_point=0.7718;   
         
         elseif P.CO2in==0.075 
        Trans_point=0.7357;   
                 
        elseif P.CO2in==0.15 
        Trans_point=0.7057;  
           
        elseif P.CO2in==0.3 
        Trans_point=0.7199; 
321 | P a g e  
 
         
        end 
         
         
     
    end 
elseif P.T==973 %700 C 
   
    P.Peq=3618.3303; 
    P.KsS=7.6e-10; 
    P.CO2max=31591.5; 
    DiffusivityS=8.13e-13; 
     
    if P.P==1.5e5 
    Trans_point=0.7436; 
     
    elseif P.P==3e5 
    Trans_point=0.5886; 
     
    elseif P.P==5e5 
    Trans_point=0.6919; 
     end 
elseif P.T==1023 %750 C 
    P.Peq=10055.0714; 
    P.KsS=1.29e-9; 
    P.CO2max=29332.4; 
    DiffusivityS=23.6e-13; 
     
    if P.P==1.5e5 
    Trans_point=0.8247; 
     
    elseif P.P==3e5 
    Trans_point=0.6504; 
     
    elseif P.P==5e5 
    Trans_point=0.5978;% 
     
    end 
end 
  
if mass>=Trans_point 
   
    
   Beta=0; 
    if P.CO2in*P.P<P.CO2max   
   rate = P.KsS*P.So*mass*sqrt(1-1.6*log(mass))/((1-
P.Porosity)*(1+(Beta*2.2/1.6*(sqrt(1-1.6*log(mass))-1))))*(CO2*P.P-
P.Peq)/(P.R*P.T);  % in /s     m4/mol s *m2/m3 = m3/mol s    
    
    elseif P.CO2in*P.P>P.CO2max 
     
     rate = P.KsS*P.So*mass*sqrt(1-1.6*log(mass))/((1-
P.Porosity)*(1+(Beta*2.2/1.6*(sqrt(1-1.6*log(mass))-1))))*(P.CO2max*CO2/P.CO2in-
P.Peq)/(P.R*P.T);  % in /s     m4/mol s *m2/m3 = m3/mol s 
      
    end 
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elseif mass<=0 
    rate =0; 
else  
     
     if P.CO2in*P.P<P.CO2max 
     Beta=  2*P.KsS*P.Dens*(1-P.Porosity)/56.077/P.So/DiffusivityS; 
     rate = P.KsS*P.So*mass*sqrt(1-1.6*log(mass))/((1-
P.Porosity)*(1+(Beta*2.2/1.6*(sqrt(1-1.6*log(mass))-1))))*(CO2*P.P-
P.Peq)/(P.R*P.T);  
     elseif P.CO2in*P.P>P.CO2max 
      Beta=  2*P.KsS*P.Dens*(1-P.Porosity)/56.077/P.So/DiffusivityS; 
       
      rate = P.KsS*P.So*mass*sqrt(1-1.6*log(mass))/((1-
P.Porosity)*(1+(Beta*2.2/1.6*(sqrt(1-1.6*log(mass))-1))))*(P.CO2max*CO2/P.CO2in-
P.Peq)/(P.R*P.T);      
     end 
end 
end 
end 
  
  
%% STACKING 
  
function [Yco2b,Yco2p,Mass,Yco2exit,Yco2Entrance] = Unstack(StackedVector,P) 
%  
% %this is the number of elements the bubble phase has been broken into 
NumElements  = P.NumVolumes; 
%   
 Yco2b        =   StackedVector(1:NumElements); 
 Yco2p        =   StackedVector((NumElements+1):(NumElements+1)); 
 Mass         =   StackedVector((NumElements+2):(NumElements+2)); 
 Yco2exit     =   StackedVector((NumElements+3):(NumElements+3));    
 Yco2Entrance =   StackedVector((NumElements+4):(NumElements+4)); 
  
  
end 
  
  
%% PLOTTING 
  
function status = Plotting(t,y,flag,P,InletCO2)  
%output function, used to plot the outlet CO2 concentrations as they 
% are generated by the solver 
 global master 
 global hco2 
 global htheta 
 global Co2 
 global Storemass 
  
 switch(flag) 
%      
     case 'init' 
%         %initialisation 
         master = figure; 
         hco2   =   subplot(2,1,1); 
         htheta =   subplot(2,1,2); 
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%          
%          
         Co2.Particulate = []; 
         Co2.Bubble      = []; 
         Co2.final       = []; 
%          
         Co2.time        = []; 
         Storemass      = []; 
    
%          
     case 'done' 
  
%          
     otherwise 
%          
        %Normal plotting 
%  
%         
%        %unstack the Y vector 
%        %unstack the vector y into more useful form 
         [Yco2b,Yco2p,mass,Yco2,Yco2PlenumExit] = Unstack(y,P);   
%         
%        %append current data to the old data 
        Co2.Particulate    = [Co2.Particulate;Yco2p(end)]; 
        Co2.Bubble         = [Co2.Bubble;Yco2b(end)]; 
        Co2.final          = [Co2.final;Yco2(end)]; 
%         
        Co2.time         = [Co2.time;t]; 
%         
        Storemass       =  [Storemass;mass]; 
  
  
        subplot(hco2) 
        hold off 
        plot(Co2.time,Co2.Particulate) 
        hold on 
        plot(Co2.time,Co2.Bubble,'-o'); 
        plot(Co2.time,Co2.final,'-r'); 
        
        ylim([0 P.CO2in+0.05]) 
        legend('Particulate Phase', 'Bubble Phase', 'Exit concentration') 
        title('CO2 mol fraction') 
       
  
       subplot(htheta) 
        plot(Co2.time,Storemass) 
        title('fraction of mass of CaO unreacted')   
        ylim([0 1]) 
     
        drawnow %Plots graph in real time 
%         
 end 
%  
 status = 0; 
filename ='Twophaseresults.mat'; 
save(filename)        
end 
end 
