























































to  fully  realize  the  concept  of  scalable  and  fault‐tolerant  distribution  of  data  over 
computer networks, also called Digital Fountain. Later Raptor codes, a generalization of 
the LT codes were  introduced to trade off complexity with performance.  In this work, 
we  show  that  an  even  broader  class  of  codes  exists  that  are  near  optimal  for  the 
erasure channel and that the Raptor codes form a special case. More precisely, Raptor‐
like  codes  can  be  designed  based  on  an  iterative  (joint)  decoding  schedule wherein 
information is transferred between the LT decoder and an outer decoder in an iterative 
manner. The design of these codes can be formulated as a LP problem using EXIT Charts 
and density evolution.  In our work, we  show  the existence of  codes, other  than  the 
Raptor codes, that perform as good as the existing ones. 




show  that  good  profiles  can  be  designed  using  density  evolution  and  Gaussian 
approximation. EXIT charts prove to be an intuitive tool and aid in formulating the code 
design  problem  as  a  LP  problem.  EXIT  charts  are  not  exact  because  of  the  inherent 
approximations.  Therefore, we  use  density  evolution  to  analyze  the  performance  of 
iv 
 
these  codes.  In  the Gaussian  case, we  show  that  for  asymptotic  lengths,  a  range  of 
designs of Rateless codes exists to choose from based on the required complexity and 
the overhead.  
Moreover,  under  this  framework,  we  can  design  incrementally  redundant 
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packets.  These  packets  are  routed  from  the  transmitter  to  the  receiver  via  many 
intermediate nodes. Based on  the  bandwidth,  traffic  and  throughput  of  the  channel 
and the router, packets are dropped at intermediate nodes. Many protocols have been 
developed to ensure reliable unicast (point‐to‐point) and multicast (transmitting same 
information  to  multiple  users)  communication  even  in  the  presence  of  such  packet 
losses.  In the point‐to‐point setting, there exist protocols based on Automatic Repeat 





they  have  to  request  retransmission  and  the  transmitter might  end  up  transmitting 
many copies of the same packet.  
Digital  fountain  codes  were  introduced  as  an  efficient  coding  scheme  for 
multicasting  the same data over  the network  to multiple users experiencing different 
packet  loss rates. The  idea  is to treat transmission of packets as transmission through 
an erasure  channel  and design  appropriate  coding  schemes  for  the erasure  channel. 












an endless stream of coded packets  from a  finite number of data  fragments and also 
achieve optimal performance for any erasure rate. Hence, design of such near optimal, 
rateless  and  low  complexity  coding  schemes  are of  great  importance  to  applications 
involving transmission of large files such as digital video broadcasts, etc., which cannot 
tolerate packet losses.  
The  concept  of  rateless  and  universal  codes  for  the  BIAWGN  Channel  has 
widespread applications  in physical  layer communications, especially,  in the broadcast 




are  maximum  distance  separable  codes  and  hence,  can  recover  the ݇ original  data 
packets  from any subset of ݇ packets of ݊ coded packets. However,  these codes have 
decoding  and  encoding  complexities  that  are  polynomial  in ݊,  thereby making  them 
impractical for large block lengths. Further, they cannot be made rateless. 
Recent  developments  in  Low Density  Parity  Check  (LDPC)  Codes  have  shown 
that  LDPC  codes  can  be  very  efficient  in  terms  of  complexity  and  memory 
requirements,  and  there  is  a  good  amount  of  literature  dealing  with  these  code 
constructions  [1],  [2],  [3],  [4]  and  hence,  are  a  viable  choice  for  the  multicast 
application. These codes are capacity achieving especially for the erasure channel and 
also have  linear  time encoding and decoding  requirements. The only disadvantage of 
these codes is that, they are not rateless. In other words, it is not possible to design low 
overhead LDPC codes that produce an infinite stream of coded bits on the fly. 
Luby Transform  (LT)  codes  [5],  [6] were  the  first  full  realization of  the Digital 






packets have been  received  for an arbitrarily  small ߳. Hence,  they are well  suited  for 
the multicast application. These codes are designed by borrowing  ideas from Random 
codes  and  LDPC  codes  and  incorporate  the  best  of  both  constructions.  The  only 
drawback  is  that  the  encoding  and  decoding  complexities  are ܱሺ݇ ln ݇ሻ  which  is 
somewhat large for large ݇. 
Raptor  codes  were  later  introduced  in  [7]  to  overcome  this  drawback  of  LT 
codes at  the expense of a slight  increase  in  the overhead. These codes are attractive 
because they have linear time encoding and decoding complexities like LDPC Codes. As 
a  result  of  simplicity  and  low  complexity  requirements  of  these  codes,  they  have 
already  found  applications  in many  current  practical  systems  including  3GPP,  [8].  A 
more detailed description of Raptor and LT codes will follow in section 2. 
The  universal  code  design  problem  has  not  been  solved  in  full  generality  for 




BIAWGN Channel and other BIMSCs  in  [9]. Their approach  involved designing a near 
optimal (minimal reception overhead) Raptor code for a particular channel given by its 
channel  parameter,  e.g.  Signal‐to‐Noise  Ratio, ܴܵܰௗ௘௦௜௚௡  in  BIAWGN  Channels  or 
crossover probability, ݌ௗ௘௦௜௚௡ in BSC Channels. However, this procedure resulted  in an 
overhead significantly larger than the design overhead for the receivers experiencing a 
different  channel  i.e.,  for ܴܵܰ ് ܴܵܰௗ௘௦௜௚௡ in  the  case  of  the BIAWGN  channel  and 
for ݌ ് ݌ௗ௘௦௜௚௡ in the BSC case.  
1.3 Contribution 






the  information  transfer  between  the  two  component  decoders.  We  analyze  the 
existing codes under this more general decoding structure. Our approach  involves the 
application of existing  tools  like EXIT Charts  [10] and Density Evolution  [2],  to design 









The  concept of  incrementally adding  redundancy using a  randomly generated 
inner code given an outer code for the erasure and BIAWGN Channels have widespread 







the erasure  case  to  the BIAWGN Channel  to help us obtain near optimal  codes. We 
have made an attempt to design codes that are almost optimal (require low overheads) 









A  code  is  said  to be  rateless  if  the number of  encoding  symbols  that  can be 
generated  from  the  information  bits  is  potentially  limitless.  Furthermore,  encoding 
symbols can be generated on the fly, for as few or as many as needed. Also, for  large 
lengths, with  high  probability  the  decoder  can  recover  the  original  information  bits 
from any set of the encoded symbols of size slightly more than the actual number of 
bits  required as per  the  capacity of  the  channel.  In other words,  if  the  length of  the 






subset  of  the  transmitted  packets  equal  in  length  to  the  total  source  data.  These 
packets resemble droplets of a fountain and hence, the term digital fountain is used to 












data  from  ሺ1 ൅ ߳ሻ݇/ܥ ׊ ܥ א ࣝ ,  where  ݇ is  the  number  of  information  bits.  For 
example, consider a  set of BIAWGN channels with different SNRs and  let ܥ஻௉ௌ௄ሺݏ݊ݎሻ 
denote the capacity of the binary input AWGN channel with ܴܵܰ ൌ  ݏ݊ݎ. Then, for any 





Each  check  node  can  be  thought  of  as  a  single  parity  code  with  the  data  bits 
corresponding  to  the bit nodes  that  are  connected  to  it.  Each  check node  therefore 
denotes a  linear combination (XOR) of a few bit node messages. An edge  in the graph 




          
         
          
         






















where, ܮ௜ represents  the  fraction  of  bit  nodes  of  degree ݅.  Similarly,  the  check  edge 
degree profile is given by, 




where, ߩ௜ represents  the  fraction  of  edges  that  are  connected  to  a  check  node  of 
degree ݅. The check node degree profile is given by, 


















































ଶ,௟ , … ݑ௖՜௕
௝ିଵ,௟, ݑ௖՜௕







ଶ,௟ , … , ݑ௕՜௖
௝ିଵ,௟, ݑ௕՜௖
௝ାଵ,௟, . . . , ݑ௕՜௖
ௗ೎,௟ ሻ  (2.9)
where, ݑ௟ are messages passed in the ݈ ‐th iteration. ݑ௖௛‐ channel input 
݄ and ݃ denote  the operations performed at  the check node and  the bit node 
respectively, and are dependent on the communication channel.  
 After sufficiently large iterations, the final value of the bit are computed as 
  ݑ௢௨௧ ൌ ݃ሺݑ௖՜௕
ଵ,ஶ , ݑ௖՜௕
ଶ,ஶ , … , ݑ௖՜௕
௝ିଵ,ஶ, ݑ௖՜௕

























In  the erasure channel,  the message passing algorithm  involves passing either 
an  erasure, ? or  the  value  i.e., 0 or 1.  Let ۩ denote  the XOR operation.  The message 
update rules are as follows: 
1. ݃ሺݑଵ, ݑଶ, … ሻ ൌ  ൜
? , ݂݅ ݑ௜ ൌ? ׊݅
ݑ௝, ݂݅ ׌ ݆ ׷ ݑ௝ ്?
 
2. ݄ሺݑଵ, ݑଶ, … ሻ ൌ  ൜
? , ݂݅ ݑ௜ ൌ?  for some ݅




1. ݃ሺݑଵ, ݑଶ, … ሻ ൌ ∑ ݑ௜௜  








Consider  the communication systems shown  in Fig.3. The message  is encoded 
using  a  LBC  that  can  be  represented  by  a  bipartite  graph.  The  coded  bits,  Ԧܺ are 
transmitted across the channel and  ሬܻԦ are received at the receiver.  In BIMSCs, the  log‐
likelihood ratio of each bit ܮ௜ is defined as,  
  ܮ௜ ൌ log
Pr ሾ ௜ܺ ൌ 0|ሬܻԦሿ
Pr ሾ ௜ܺ ൌ 1|ሬܻԦሿ
  (2.11)
Density  Evolution  is  a  technique  used  to  analyze  and  design  these  bipartite 
graph based codes  like LDPC, Raptor and LT codes. The channel  induces a probability 
density  function  on  these  LLR  values  depending  on  the  channel  parameter.  For  the 










the  performance  of  the  code  by  its  overhead, ߳. DE  is  used  to  obtain  the minimum 
overhead, ߳௧௛௥௘௦௛ that ensures complete decoding of the message ሺܲ݁ሺ߳ሻ ՜ 0ሻ i.e., 
  ߳௧௛௥௘௦௛ ൌ min௉೐ሺఢሻ՜଴
߳   (2.12)
The density of  the  incoming  channel ܮܮܴݏ is  symmetric  if  the  communication 
channel  is  symmetric with  respect  to  the  input bits. Hence,  for  a  LBC defined by  its 
degree  profiles, we  track  the  densities  along  the  edges  between  the  nodes  (bit  and 
check) under the assumption that the all­zero codeword was transmitted. 
It is not possible to compute the closed form expression of the densities at the 
output  of  the  check  nodes  because  the  operation  at  the  check  node  is  non‐trivial. 
Hence,  density  evolution  is  typically  performed  numerically  under  different 
assumptions like Gaussian approximation, discretized density evolution [2], etc.,  
2.4.1 Discretized Density Evolution 




In  the  BIAWGN  channel,  the  density  update  equations  corresponding  to  the 
messages used in section 2.3.1.2 are defined as follows:  
  ௖݂՜௕




















ٔ௜  ‐  denotes  the  convolution  operation  performed  with  itself ݅ times  and 
corresponds to the sum of densities followed by appropriate truncation and  




We  fix  the channel parameter, namely noise power  in  the Gaussian case, and 
initialize  all  the  densities  to  an  appropriate  function.  Usually,  ௖݂՜௕  and  ௕݂՜௖  are 
initialized to an impulse function around 0, and in the presence of channel observation, 
௖݂௛ is  initialized  to  the  density  of  the  channel ܮܮܴ.  We  then  begin  computing  the 
densities along the edges iteratively using the density update equations either until the 
density  of  LLR  tends  to  a  “point mass  at  infinity”, ߜሺ൅∞ሻ or  until  the  densities  stop 
evolving.  In the former case the probability of bit error  ௘ܲ ՜  0, however,  in the  latter 
the probability of error  is given as  the probability of  ௢݂௨௧ being non‐positive and  this 
quantity is bounded away from 0. The minimum threshold, ߳௧௛௥௘௦௛ obtained using DE is,  
  ߳௧௛௥௘௦௛ ൌ infሼ߳ ׷ ௢݂௨௧ஶ ሺ߳ሻ ՜ ߜሺ൅∞ሻሽ  (2.16)
2.4.2 Gaussian Approximation 
In  the  BIAWGN  channel,  tracking  densities  exactly  could  be  computationally 
complex  and  so,  to  simplify  the  analysis,  we  may  approximate  the  densities  by  a 
Gaussian pdf. Since the underlying communication channel  is a BIAWGN, the pdfs are 
symmetrical with respect to the input and can be described by one parameter i.e., the 










and  then  approximate  the  pdf  ݂ሺܮሻ  by  a  Gaussian  pdf  with  ߤ ൌ ߤ௅  such  that, 
ܬሺߤ௅ሻ ൌ ܫሺܮ; ܺሻ. With slight abuse of notations, we will denote the Gaussian densities 
of LLR by ࣨሺߤሻ to represent ࣨሺߤ, 2ߤሻ and the information corresponding to the pdf of 
LLR, ݂ሺܮሻ by ܫሺ݂ሻ to represent ܫሺܮ;  ܺሻ.  Then ܬሺߤ௅ሻ ൌ ܫሺࣨሺߤ௅ሻሻ. 
  ܬሺߤሻ ൌ 1 െ
1
2√ߨߤ








  ௖݂௛ ൌ ࣨ ൬
2
ߪଶ
൰ ൌ ࣨሺߤ௖௛ሻ  (2.19)
as the density induced by the channel.  
To  obtain  a Gaussian  pdf  corresponding  to  an  information  rate ܫ, we  define  the ܬିଵ 
function as a mapping from ܫ to a Gaussian pdf of mean, ߤ such that, ܫ ൌ ܬሺߤሻ. Hence,  









௟ ൌ ܬିଵ ൭෍ ߩ௜ܫ ቆࣨ ൬
2
ߪଶ












The  extrinsic  information  is  the  amount  of  additional  information  that  is 




ܲ൫ ௜ܺ ൌ 0|ሬܻԦ൯
ܲሺ ௜ܺ ൌ 1|ሬܻԦሻ
  (2.24)
  ܮா,௜ ൌ
ܲ൫ ௜ܺ ൌ 0| ~ܻపሬሬሬሬሬԦ൯
ܲሺ ௜ܺ ൌ 1| ~ܻపሬሬሬሬሬԦሻ
  (2.25)
  ܮ஺,௜ ൌ
ܲሺ ௜ܺ ൌ 0| ௜ܻሻ






  ܮா,௜ ൌ ܮ௜ െ ܮ஺,௜  (2.27)
2.5.1 EXIT Chart 
An  EXtrinsic  Information  Transfer  chart,  commonly  called  an  EXIT  chart,  is  a 







































































































































  ܫா ൌ ܫሺܮா; ܺሻ  (2.28)
  ܫா ൌ ܫሺܮ஺; ܺሻ  (2.29)
The EXIT chart  is obtained by plotting the ܫா vs ܫ஺ on a chart for both the  inner 
code and the outer code on an appropriate axis as shown in Fig.6. 
The  convergence  and  the  rate  of  the  overall  decoder  can  be  graphically 
perceived  using  the  EXIT  Chart.  The  path  indicates  the  typical  information  transfer 


























the 1 െ ܴܽݐ݁ of  the code. Fig.7  shows  the EXIT chart  for a  rate 0.5 convolution code 
decoded  using  a  BCJR‐MAP Decoder.  The  area  under  the  curve  is  precisely,  0.5  and 
hence, the convolution decoder under the BCJR Algorithm satisfies the Area theorem. 
Hence, the performance of any other decoder can be analyzed based on the area under 




More  importantly,  in  the  case  of  a  joint  decoder,  the  area  between  the  two 
curves  indicates  the  rate  loss  (with  respect  to  capacity). Hence,  this  is  an  important 
measure  of  the  efficiency  of  a  particular  design. We will  be  using  this  property,  to 
analyze  and design Raptor‐like  codes. This property  is  true even  for  codes  like  LDPC 

































These codes were  introduced by Luby  in  [6] as the  first class of rateless codes 
that are capacity achieving for all the erasure channels. 
2.6.1 Encoder 
         
         
         
         
         
         




symbols  according  to  a  degree  distribution,  Ωሺݔሻ ൌ  ∑ Ωௗݔௗௗ  where,  Ωௗ  is  the 
probability  of  the  encoding  symbol  being  degree ݀.  These  linear  combinations  are 





























Ωᇱሺ1ሻ ൎ lnሺ݇ሻ for large ݇. Hence, the number of edges in the graph is ൎ ݇ ln ݇.  
2.6.2 Decoder 
LT codes  in  the erasure channel can be viewed as  special class of LDPC codes 





However,  here  we  present  an  intuitive  explanation  of  how  the  LT  decoder 
works.  The  decoding  process  involves  decoding  each  input  symbol  in  an  iterative 
manner. An  input symbol can be recovered  if  it  is connected to a neighboring output 
symbol of degree 1, and  the value of  the  input symbol  is equal  to  that of  the output 
symbol. Whenever, an output symbol of degree 1  is encountered at any stage of  the 
decoding process, the input symbol is decoded and then all the edges connected to the 
input  symbol  are  removed  after  XORing  the  value  of  the  input  symbol  with  its 










However,  the  Ideal  Soliton  distribution works  poorly  in  practice  because  the 
distribution  was  created  with  the  average  behavior  in  mind.  Hence,  to  make  the 
decoding  process  more  robust  to  deviations  from  the  expected  behavior  and  to 
improve  the probability of decoding  success  for  finite  length  codes,  Luby  introduced 
the Robust Soliton distribution which is a slight modification of the Ideal Soliton to take 
into  account  the  probability  of  random  walk  of  length ݇ deviating  from  its  mean 
behavior. This  improvement  in  the performance  comes with a very  slight  increase  in 
overhead;  the  required  number  of  output  symbols  required  is  now  ܭ ൌ ݇ ൅
ܱሺlnଶ ቀ௞
ఋ




the  information  bits  into  intermediate  bits  and  an  inner  code  that  converts  the 
intermediate bits to an  infinite stream of coded bits as shown  in Fig.10. Typically, the 
outer code  is a LDPC code  [12] and  the  inner code  is similar  to a LT code. The outer 














We will assume  that ݇ information bits are encoded by  the LDPC code of  rate 
ݎ௅஽௉஼( 0 ൏ ݎ௅஽௉஼ ൑ 1)  to ݊ ൌ ݇/ݎ௅஽௉஼  bits  as  shown  in  Fig.11.  Similarly,  let  us define 
the rate of the inner LT code ሺݎ௅் ൒ 0ሻ as the fraction of the output bits received at the 
receiver  to  the  actual  number  of  input  bits.  Hence,  the  LT  process  encodes  the 




LT code as ݎ௅் though  in fact  it  is rateless. The overall overhead of the Raptor code  is  
߳ ൌ ܰ/݇ െ 1 and is an important measure of performance. 
                                                        ݊        
      ܰ                                           ݊ െ ݇ 
          
         
          
         





nodes  respectively.  Similarly,  let  us  define ߱ሺݔሻ and Ωሺݔሻ to  represent  the  edge  and 















The  output  symbol  degree  distribution  of  the  inner  LT  code  used  here  is  a 
































  ߬ሺݔሻ ൌ ݁ఈሺ௫ିଵሻ  (2.33)
where ߙ is the average degree of the input symbol. 














The Raptor encoded bits  that  are  sent  across  the  channel  are  formed  in  two 
stages. The first stage of the encoding process is the LDPC code generation that outputs 
the intermediate symbols from the actual data bits using the generator matrix of a very 
high  rate  LDPC  code, ݎ௅஽௉஼ ൌ ሺ1 ൅ ߳/2ሻ/ሺ1 ൅ ߳ሻ.  This  is  followed  by  the  inner  LT 
encoder which, follows on the same lines as the one described in section 2.6.1 and the 
output symbols are directly sent across the channel. Shokrollahi used a low degree bit 




At  the  receiver,  an  one‐shot  decoder  is  employed  as  soon  as  any ܰ output 
symbols have been received. The decoding follows logically from the encoder structure. 
First the inner LT decoder recovers at least ሺ1 െ ߳/ሺ4 ൅ 4߳ ሻሻ݊ of the intermediate bits 
using the decoding sequence described in 2.6.2. The remaining bits are recovered using 
the  inner  LDPC decoder using  the message passing decoder  for  the  erasure  channel 
(Section 2.3.1.1). 
The decoding complexity of  the LT code and  the LDPC code  is proportional  to 
the average number of edges of these codes and hence, the overall complexity  is the 
sum  of  the  edges  corresponding  to  the  two  component  codes.  Since  the maximum 
degree and the average degree of the input symbols are fixed and do not vary with the 








for  the  one‐shot  decoder  and  the  design  objective  is  to  decode  most  of  the 
intermediate bits and allow a very high rate LDPC code decoder to recover the bits that 






The  asymptotic  length  design  is  based  on  a  refined  Gaussian  approximation 
where the authors use the empirical mean (obtained by sampling the distribution many 
times) to approximate the mean of the messages from the output symbol nodes to the 
input  symbol  nodes.  The  objective  of  the  LT  code  design  is  to  obtain  the  minimal 
overhead for a particular channel with capacity given by ܥ, and a given average degree 











1. ׊ ߤ א ሺ0, ߤ଴ሻ ,    ׊ ݅ ൌ 0, … , ܰ െ 1  ׷    ߙ ∑ ߱ௗ ௗ݂ሺߤ௜ሻ஽ௗୀଵ ൐ ߤ௜ 
2. ∑ ߱ௗ ൌ 1஽ௗୀଵ        and      ׊ ݀ ൌ 1, … , ܦ ׷  ߱ௗ ൒ 0 
The  first  constraint  implies  that  the  mean  of  the  density  should  increase  at 
every  iteration until  it reaches a very high value close to ∞ but ് ∞ . This  is based on 












the  remaining  bits.  However,  the  authors  do  not  mention  any  particular  design  or 
technique  to design  these  inner codes  to suit a particular application  in  the Gaussian 













different  decoding  algorithm  than  the  one‐shot  decoder  considered  in  [7].  The 
proposed decoder  is a  joint decoder  that  iteratively passes messages between  the LT 
decoder  and  the  LDPC  decoder. Our  objective  is  to  develop  a  design  procedure  for 
optimizing  the  degree  profiles  described  by  ߣሺݔሻ, ߩሺݔሻ, ߬ሺݔሻ  and  ߱ሺݔሻ  under  the 
iterative  decoder  framework  instead  of  the  one‐shot  decoding  setup.  The  design  of 
such codes can be  intuitively understood using the  idea of EXIT Charts [10]. Using this 
































              
             
              
             
             
       LT Code                    LDPC Code 
Fig.13 Bipartite graph showing messages along the edges 
3.2.1 Decoding Schedule 


























We will  consider  a particular  implementation of  the  aforementioned decoder 
called  the  peeling  decoder  [14].  As  the  name  implies,  the  decoding  process  can  be 







In  the  erasure  case,  a  peeling  decoder  is  equivalent  to  a  message  passing 
decoder. The complexity of the peeling decoder is proportional to the number of edges, 
ߟ in  the  graph  on  which  the  decoder  works.  Hence,  the  overall  complexity, Δ of  a 
Raptor code is given by, 
  Δ ן ቆ
ܮᇱሺ1ሻ
ݎ௅஽௉஼
ቇ ൅ ൫Ωᇱሺ1ሻ ൈ ሺ1 ൅ ߳ሻ൯   (3.1)
In  [7], the LT code  is decoded until almost all the bits are recovered, then the 
LDPC  decoder  recovers  the  rest  of  the  bits. Hence,  the  decoder  eventually  removes 
almost  all  the  edges  in  both  the  LT  and  LDPC  graphs. Hence,  the  complexity  of  the 
proposed  decoder  is  comparable  to  the  existing  implementation  in  [7]  on  the  same 
graph.  
3.2.3 Reliability 
The  reliability  of  the  Raptor  code  in  [7]  is  analyzed  using  the  probability  of 
decoding failure. A decoding failure occurs when the receiver is not able to decode the 











is  that  the  erasure  channel  has  a  capacity  of 1 െ ݌௘௥௔௦ .  Hence,  without  loss  of 
generality, we can say that, any random rateless code design  that works  for  the case 
݌௘௥௔௦ ൌ 0 will work equally well for the ݌௘௥௔௦ ൐ 0 too. Hence, for the erasure channel, 
the EXIT chart and the density evolution equations are obtained by assuming that the 




which  no  check  nodes with  degree  one  are  available  to  sustain  the  process. At  this 
point, the decoder is said to have reached a fixed point and the decoder can no longer 
provide any more information to the other component decoder. 
For  a  given ߣሺݔሻ, ߩሺݔሻ,߬ሺݔሻ and ߱ሺݔሻ,  it  is  possible  to  obtain  the  fixed  point 
analytically. Let ݌஺ି௅் (݌஺ି௅஽௉஼) denote the apriori erasure probability of the LT (LDPC) 
decoder  from  the  LDPC  (LT)  decoder  and ݌ாି௅் ( ாܲି௅஽௉஼)  denote  the  corresponding 
extrinsic erasure probability at the end of the decoding process within one component 





th  iteration of  the LDPC decoder, which  is defined over  the  set  {0,1,?}. Under  the all 











  ݌ாି௅஽௉஼ ൌ ܮሺ݌௖՜௕
ஶ ሻ  (3.4)
where, ݌௖՜௕
ஶ  denotes  the probability of erasure on  reaching a  fixed point  that 
ends the iterations within the LDPC decoder.  
Let ݌௢՜௜
௟  denote  the  erasure  probability  of  the  output  node  to  input  node 
message ݑ௢՜௜
௟  at  the ݈‐th  iteration of  the LT decoder. The density evolution equations 
for the LT decoder are as follows: 
  ݌௢՜௜





  ݌ாି௅் ൌ ߬ሺ݌௢՜௜
ஶ ሻ  (3.7)
These above equations provide us the exact evolution of the erasure probability 




rates, ሺ1 െ ݌௘௥௔௦ሻ  i.e.,  ܫ஺ି௅்  vs.  ܫாି௅்  and ܫாି௅஽௉஼  vs. ܫ஺ି௅஽௉஼  on  the  same  plot  as 
shown  in Fig.14 and Fig.15.  In  the erasure  case,  the charts  can also plotted with  the 
erasure  probability  on  each  axis  i.e., ݌஺ି௅்  vs. ݌ாି௅்  and ݌ாି௅஽௉஼  vs. ݌஺ି௅஽௉஼ .  The 










ensemble  converges  to 0. However,  if  they are  too  far apart as  shown  in Fig.14,  the 









































• Due of  the  rate  loss of  the LDPC code as a  result of  the  sub‐optimality of  the 
iterative decoder.  
When  we  want  codes  which  perform  significantly  close  to  capacity,  we  are 
interested  in  finding  profiles  for  both  the  LT  and  LDPC  codes  such  that  the  overall 














































௟ିଵ  from  the other  component decoder  and  starting with all  the messages 
along the edges erased until a fixed point is reached. 
• Pass  the  extrinsic  information ܫாି஼ଵ௟  corresponding  to  the  fixed  point  to  the 
second component decoder. 
• Perform  MPA  within  the  second  component  decoder  with  the  apriori 
information ܫ஺ି஼ଶ
௟ ൌ ܫாି஼ଵ
































Our  objective  is  to  find  the  degree  profile ߱ሺݔሻ of  the  LT  code  for  a  fixed 
complexity ߙ that matches  closely with  the  LDPC  code  i.e., design a profile  such  that 
the EXIT curves of the LDPC and LT codes are as close to each other as possible.  
When  the  LDPC profiles  are  known,  the  LDPC EXIT  curve  is  available.  For  the 
rateless code to be successfully decoded, we need to ensure that at every point along 
the  LDPC  curve defined by ሺܫ஺ି௅஽௉஼, ܫாି௅஽௉஼ሻ,  a desired  LT profile  should be  able  to 
reduce  the  extrinsic  erasure  or  equivalently  provide more  extrinsic  information,  i.e., 
ܫாି௅்ሺܫ஺ି௅஽௉஼ሻ ൐ ܫ஺ି௅஽௉஼.  
3.5.1.1 ࣎ି૚ ࡲ࢛࢔ࢉ࢚࢏࢕࢔ 
Given ߩሺݔሻ, ߣሺݔሻ we can perform actual density evolution for an  input, ܫ஺ି௅஽௉஼  
and  obtain  the  extrinsic  information,  ܫாି௅஽௉஼ሺܫ஺ି௅஽௉஼ሻ ൌ ܫ஺ି௅்ሺܫ஺ି௅஽௉஼ሻ  and  thus 
obtain  the  EXIT  curve.  Each ݌஺ି௅஽௉஼ corresponds  to  an  output  node  to  input  node 
message  fixed  point  erasure  probability  in  the  previous  iteration  of  the  LT  decoder,  
݌௢՜௜
ஶି . The relation between ݌௢՜௜




௟ାଵ ൌ 1 െ ߱ ቀ1 െ ݌஺ି௅்߬൫݌௢՜௜
௟ ൯ቁ  (3.9)
  ݌ாି௅் ൌ ߬ሺ݌௢՜௜
ஶା ሻ  (3.10)
it is clear that the density evolution equations are linear in the coefficient of ߱ሺݔሻ for a 
given ݌௢՜௜ and ݌஺ି௅். However,  they cannot be expressed as a  linear  function of ߱௜’s 



















              
             
              
             
             
        
Fig.16 LDPC EXIT function (Erasure) 
Another efficient way of expressing the design problem using the LP framework 
is  to express  the density evolution equations  for  the LDPC code  in  terms of  the  fixed 
point  of  LT, ݌௢՜௜





























  ݌ாି௅஽௉஼ ൌ ܮሺ݌௖՜௕
ஶ ሻ ൌ ݌஺ି௅்  (3.15)
Hence, the LDPC function shown in Fig.16 defines a mapping ݌௢՜௜
ஶି  to ݌ாି௅஽௉஼/݌஺ି௅்  
  ݌஺ି௅் ൌ ܮܦܲܥா௑ூ்ሺ݌௢՜௜
ஶି ሻ  (3.16)
3.5.1.3 LP Formulation 












ݔ ൐ ෍ ߱௜൫1 െ ሺ1 െ ܫ஺ି௅்ሻ߬ሺ1 െ ݔሻ൯
௜ିଵ
௜
          
׊ݔ א ሾ0, 1 െ ߬ିଵሺ1 െ ܫாି௅்ሺܫ஺ି௅்ሻሻሿ  
׊ܫ஺ି௅் א ሾ0,1ሻ 
or using the LDPC EXIT function 
ݔ ൐ ෍ ߱௜൫1 െ ሺܮܦܲܥா௑ூ்ሺ݌௢՜௜
ஶି ሻሻ߬ሺ1 െ ݔሻ൯
௜ିଵ
௜
          
׊ݔ א ሾ0, 1 െ ݌௢՜௜
ஶି ሿ  
׊݌௢՜௜
ஶି א ሺ0,1ሿ 




3. 0 ൑ ߱௜ ൑ 1          ׊ ݅ א 0, 1, 2, … ߱௠௔௫ିௗ௘௚  
This objective  function ensures  that  the  resulting ߱ሺݔሻ has  the  least overhead 
requirements  i.e.,  minimizes ݎ௅்.  The  first  constraint  implies  that  the  resulting  LT 
process with ߱ሺݔሻ, does not reach a fixed point below the LDPC curve for all values of 
the apriori to the LT code. This constraint also implies that when the decoding process 
is  started  with  the  new  apriori  after  initializing  the  messages  along  the  edges  to 
erasures,  it does not have a  fixed point anywhere below  the  LDPC  curve and hence, 
produces a  larger extrinsic  information. This constraint  is usually enforced on a  finely 




with  the optimization.  If ߙ is chosen  to be  too  low  then  the constraint may not yield 
any  feasible  solution. Usually, ߙ is  chosen  large  enough  to  ensure  that we  obtain  a 
feasible solution and then appropriately adjusted to suit the complexity requirements. 
As  a  rule  of  thumb,  for  a  given  LDPC,  if ݌஺ି௅஽௉஼
௧௛௥௘௦௛  denotes  the  maximum ݌஺ି௅஽௉஼ 
(erasure probability) corresponding to an extrinsic information of 1, then  
  ߙ ൒ െln ሺ݌஺ି௅஽௉஼
௧௛௥௘௦௛ ሻ  (3.18)









LT  codes  are  as  close  as  possible.  The  average  degree  of  the  bit  node  and ݎ௅஽௉஼  
determine the complexity.  
When the LT profiles are known, the LT EXIT curve is available. For the rateless 
code  to be successfully decoded, we need  to ensure  that at every point along  the LT 
curve defined by ሺܫ஺ି௅், ܫாି௅்ሻ, a desired LDPC profile should be able to provide more 
extrinsic information or reduce the extrinsic erasure, i.e.,  ܫாି௅஽௉஼ሺܫ஺ି௅்ሻ ൐ ܫ஺ି௅்.  
3.5.2.1 ࡸି૚ ࡲ࢛࢔ࢉ࢚࢏࢕࢔ 
Given ߬ሺݔሻ, ߱ሺݔሻ we  can  perform  density  evolution  for  an  input, ܫ஺ି௅்  and 
obtain  the  extrinsic  information, ܫாି௅்ሺܫ஺ି௅்ሻ ൌ ܫ஺ି௅஽௉஼ሺܫ஺ି௅்ሻ and  thus  obtain  the 
EXIT curve. Each ݌஺ି௅் corresponds  to a  check node  to bit node message  fixed point 
erasure  probability  of  the  LDPC  decoder, ݌௖՜௕
ஶି  in  the  previous  iteration.  The  relation 
between ݌௖՜௕




௟ାଵ ൌ 1 െ ߩ ቀ1 െ ݌஺ି௅஽௉஼ߣ൫݌௖՜௕
௟ ൯ቁ  (3.19)








ߣሺݔሻ is  fixed  for  the  optimization  problem  and  hence, ܮሺݔሻ is  known  and we 
need to obtain ܮିଵሺݕሻ. Since ܮሺݔሻ is a polynomial, the desired mapping  ܮିଵሺݕሻ can be 
obtained  as  the  roots  of  the  polynomial ܮሺݔሻ ൌ ݕ.  However,  this  could  result  in 
multiple  roots,  but we  are  interested  only  in  roots א ሾ0,1ሿ.  Since ܮሺݔሻ has  only  non‐





ݔ ׊ ݔ א ሺ0,1ሻ. Hence, we can claim  there exists only one  solution  to ܮିଵሺݕሻ between 
ሺ0,1ሻ. Hence, for a given ݌஺ି௅் we have, 
  ݌௖՜௕












              
             
              
             
             
        
Fig.17 LT EXIT function (Erasure) 
























  ݌ாି௅் ൌ ߬ሺ݌௢՜௜
ஶ ሻ ൌ ݌஺ି௅஽௉஼   (3.24)
Hence, the LT function shown in Fig.17 defines a mapping ݌௖՜௕
ஶି  to ݌ாି௅்/݌஺ି௅஽௉஼  
















ݔ ൐ ෍ ߩ௜ሺ1 െ ሺ1 െ ܫ஺ି௅஽௉஼ሻߣሺ1 െ ݔሻሻ௜ିଵ
௜
     
׊ݔ א ሾ0,1 െ ܮିଵሺ1 െ ܫாି௅஽௉஼ሺܫ஺ି௅஽௉஼ሻሻሿ  
׊ܫ஺ି௅஽௉஼ א ሾ0,1ሻ        
       or Using LT EXIT function 
ݔ ൐ ෍ ߩ௜൫1 െ ሺܮ ாܶ௑ூ்ሺ݌௖՜௕
ஶି ሻሻߣሺ1 െ ݔሻ൯
௜ିଵ
௜
          
׊ݔ א ሾ0, 1 െ ݌௖՜௕
ஶି ሿ  
׊݌௖՜௕
ஶି א ሺ0,1ሿ 
2. ∑ ߩ௜௜ ൌ 1 
3. 0 ൑ ߩ௜ ൑ 1          ׊ ݅ א 0, 1, 2, … ߣ௠௔௫ିௗ௘௚  
This  objective  function  ensures  that  the  resulting ߩሺݔሻ maximizes  the  rate  of 














edge degree profile with high  average bit degree  is  chosen,  then  the  resulting  code 





































Good  profiles  are  designed  by  iteratively  optimizing  the  LDPC  and  LT  code 
profiles  until  they  stop  evolving  under  the  given  constraints.  It  appears  as  though 
optimizing  just  one  of  the  component  codes  to  suit  the  other  should  be  sufficient. 
However, from our simulations we observed that it is always not true that we will end 
up  finding  suitable  degree  profiles ߱ሺݔሻ or ߩሺݔሻ in  just  one  iteration  of  the  above 
optimization. One of the main reasons that we cannot achieve this in one step is that, 
we have a complexity constraint as well and a maximum degree constraint on both the 




Most  practical  communication  systems  have  an  existing  implementation  of  a 
code  that  is  usually memory  efficient  and  computationally  fast. More  precisely,  the 
amount of storage required at the decoder may impose a high cost on certain receivers 
and  hence,  LDPC  code  profiles  for  which  memory  efficient  decoders  [16]  can  be 
constructed are preferred. Also,  in order to make the system more robust to channel 
variations,  a  LT  code may be  required  that will use  the existing outer  code, without 
much modification.  
This  problem  of  designing  incrementally  redundant  schemes  given  an  inner 
code  can  be  by  and  large  solved  in  the  erasure  case with minimal  overhead  in  the 
current  framework. However, when we  refer  to overhead  in  this  setting,  it considers 














ฺ ߳௜௡௖௥ ൑ ߳௢௩௘௥௔௟௟ 
(3.28)
For a given LDPC code we may not always be able to find a close match by using 





















the  inner  and  the  outer  codes.  These  profiles  (A,B)  are  given  below  along with  the 
profile (C) from [7] : 
Profile A: Low complexity 
ߣሺݔሻ ൌ  ݔଶ 
ߩሺݔሻ ൌ 0.4219ݔସ ൅ 0.2647 ݔହ ൅ 0.0440ݔଶଷ ൅ 0.2694 ݔହ଴ 
߱ሺݔሻ ൌ 0.0001 ൅ 0.8044ݔ ൅ 0.1102ݔସ଴ ൅ 0.0853ݔଵ଴଴ 
߬ሺݔሻ ൌ  ݁ଵ.ହሺ௫ିଵሻ 
       ܥ݋݉݌݈݁ݔ݅ݐݕ, Δ ן 7.7230   ܱݒ݁ݎ݄݁ܽ݀, ߳ ൌ 0.02636    ݎ௅஽௉஼ ൌ 0.5932 
 
Fig.19 EXIT Chart for profile A 





























between  the  two  curves  contribute  to  the  overhead.  Also,  the  LDPC  code  that  we 
designed has an inherent rate loss due to iterative decoding. 
Profile B: Low overhead 
ߣሺݔሻ ൌ  0.4ݔଶ ൅ 0.6ݔଷ 
ߩሺݔሻ ൌ  0.1495ݔଷ ൅  0.2892ݔସ ൅  0.0365ݔ଻ ൅  0.2733ݔଵହ ൅  0.1581ݔଵ଴଴
൅  0.0934ݔଷ଴଴ 
߱ሺݔሻ ൌ 0.001 ൅ 0.8519ݔ ൅ 0.0735ݔଶ ൅ 0.0234ݔଵ଴ ൅  0.0501ݔ଺଼ 
߬ሺݔሻ ൌ  ݁ଵ.ଶଽሺ௫ିଵሻ 
ܥ݋݉݌݈݁ݔ݅ݐݕ, Δ ן 8.2953          ܱݒ݁ݎ݄݁ܽ݀, ߳ ൌ 0.0088          ݎ௅஽௉஼ ൌ 0.5810 
   
Fig.20 EXIT Chart for profile B 
































ߣሺݔሻ ൌ  0.4ݔ ൅ 0.6ݔଶ 
ߩሺݔሻ ൌ ݁ଵଷ଺.଺ଵଶሺ௫ିଵሻ 
Ωሺݔሻ  ൌ  0.0080ݔ ൅  0.4936ݔଶ ൅  0.1662ݔଷ ൅  0.0726ݔସ ൅  0.0826ݔହ ൅  0.0561ݔ଼
൅ 0.0372ݔଽ ൅ 0.0556ݔଵଽ ൅ 0.0250ݔ଺ହ ൅ 0.0031ݔ଺଺ 
߬ሺݔሻ  ൌ e଺.ଶ଴଺଻ሺ୶ିଵሻ 
ܥ݋݉݌݈݁ݔ݅ݐݕ, Δ ן 9    ܱݒ݁ݎ݄݁ܽ݀, ߳ ൌ 0.038     ݎ௅஽௉஼ ൌ 0.9817  
 
Fig.21 EXIT Chart for profile C 




























The  EXIT  Chart  of  Fig.21  clearly  shows  that  the  design  does  not  take  into 
account iterations because the curves are really flat and we gain not much by iterating.  
A quick  comparison  shows  that our profiles have  low  complexity  and  require 
low design overheads compared to the Profile C. However, it is important to note that 
we have not included the space requirements at the encoder in all of these cases. We 
have used a  constant  rate,  (ݎ௅஽௉஼ ൌ  0.6)  LDPC  code  in our designs which  takes 40% 
more space. 
3.7.2 Simulation  
We  simulated  the  Profile  A  and  Profile  C  to  see  if  they  match  with  our 
theoretical  results. We  ran  the encoding and decoding algorithm  for 1000  frames of 
size 65536 using these degree distributions and we obtained the probability of success 





































Profile  C.  However,  when  we  simulated  a  random  realization  of  the  Profile  A,  we 
observe that 4 out of the 1000 packets were not decoded even with overheads around 
0.0575.  We  notice  a  slight  deviation  from  the  design  overhead  as  we  have  not 
accounted for the finite length effects. 
From  these  results,  it  is  now  clear  that  there  are more  codes  than  the  ones 
provided in [7] that span these tradeoffs in the erasure case. 
 




































noise variance, ߪଶ (or, equivalently, by  the SNR). Our objective  is  to develop a design 
procedure  for optimizing  the degree profiles described by ߣሺݔሻ, ߩሺݔሻ and ߱ሺݔሻ under 
the  iterative decoder  framework  and design  codes  that  are near optimal  for  a wide 
range  of  channels  defined  by  the  SNRs.  We  use  Density  Evolution,  Gaussian 




to  decode  the  code  over  a  broad  range  of  channels  is  small  and  approximately  a 




other  words,  we  are  interested  in  designing  rateless  codes  for  a  class  of  channels 
instead of designing them for a particular channel (SNR) as in [9], [13].  
4.1.2 Decoding Structure 
The decoder used here  is  the  joint decoder  in which messages are  iteratively 













a particular noise  variance. However,  to  keep  things  simple we will  assume  that  the 
complexity to be dominated by the number of edges. Though this may not be exact, we 
will still use this as a measure of complexity to design codes.  
In  practical  communication  systems,  the  memory  required  to  store  the 
intermediate messages (messages along the edges) is also an important parameter that 
determines  the  cost  of  decoding.  In  our  case  the  number  of  edges,  determine  the 
number of intermediate messages and hence the memory required. 
Since we  are  designing  codes  for  a  class  of  channels,  the  number  of  output 
symbols  required  to decode  the  information bits varies depending on  the capacity of 
the channel. Hence, the complexity per  information bit of the overall code varies with 
the noise variance and is given by, 








Given  a ߩሺݔሻ, ߣሺݔሻ, ߱ሺݔሻ  and ߬ሺݔሻ ,  we  can  analyze  the  component  code 
decoders using DE as described  in section 3.3. DDE follows directly from the decoding 








The  pdf  along  the  edges  are  computed  for  the  approximate  (quantized)  decoder  by 
numerically performing the operations based on the type of the node. If the decoding 




              
             
              
             
             
























































DDE  proceeds  in  iterations  and  at  each  iteration,  the  pdfs  along  the  edges  are 
computed using the above update equations.  
The number of bits used for quantization of the pdf determines the accuracy of 








When DE  is performed on existing profiles of LDPC and LT,  the density of  the 





• Until we obtain complete  information at  the output of one of  the component 
decoders which corresponds to zero probability of error.  
• Or,  until we  reach  a  point where  further  iterations  between  the  component 
codes, result in no additional information being generated. At this point, the decoding 
process  is  said  to  have  reached  the  fixed  point  of  the  overall  code.  This  also 




closely  approximates  actual  DE,  it  provides  a  very  good  characterization  of  the 
performance of the given profiles for the range of channels (SNRs) under consideration. 













to  zero.  Let  the probability of error  for  a  given ܴܵܰ ൌ  ݏ݊ݎ be denoted  as ܾܲሺݏ݊ݎሻ. 




  ߳ሺݏ݊ݎሻ ൌ minPୠሺୱ୬୰ሻ՜଴
߳  (4.10)
This  is  computed  for  all  the  channels of  interest, ࣝ,  and  the overhead of  the 
code for the channels א ࣝ is  





Under  this  approximation  as  discussed  in  section  2.4.2,  the  density  of  the 
messages passed from one node to the other indicated in Fig.24 are approximated by a 
Gaussian pdf [1] and the mean of these pdfs are represented by replacing ݑ by ߤ.  It  is 
important  to  note  that ߬ሺݔሻ represents  a  Poisson  distribution  and  can  be  expressed 
using the Taylor’s series with all the coefficients being positive.  
GA will be used  in design and hence, from this perspective, we use a different 
decoding  schedule  that  simplifies  our  design,  where  we  perform  MPA  within  a 
component code until the densities stop evolving.  
4.5 Design Using EXIT Charts 
Our  objective  is  to  design  LT  and  LDPC  profiles  such  that  we  can  be 
simultaneously  near  optimal  for  a  range  of  SNR.  In  this  section,  we  will  assume  a 











the MPA  is performed on  the component code until a  fixed point  is  reached,  for  the 
same component code to produce more extrinsic information at the output of the next 
iteration,  the  apriori  information  should  have  increased.  In  other  words,  the  other 
component  decoder  should  be  able  to  produce  sufficient  extrinsic  information  to 
sustain  the  decoding  process.  To  be  more  precise, ܫாି௅஽௉஼
௟ାଵ ൐ ܫாି௅஽௉஼
௟  and ܫாି௅்௟ାଵ ൐
ܫாି௅்௟  until ܫாି௅஽௉஼ ൌ 1 or ܫாି௅் ൌ 1. These constraints on an EXIT chart  indicate  that 
the LDPC curve  should  lie  strictly about LT curve and vice versa. The EXIT curves are 
obtained using  the decoding  schedule discussed here  i.e., DDE  is performed  at each 
component decoder for a given apriori, ܫ஺ until we reach the fixed point and then the 
resulting  extrinsic  information,  ܫா  is  computed.  We  plot  the  ܫ஺ି௅்  vs.  ܫாି௅்ሺݏ݊ݎሻ  
׊ ݏ݊ݎ א ࣝ and ܫாି௅஽௉஼ vs. ܫ஺ି௅஽௉஼  as shown in Fig.25. 
 
Fig.25 EXIT Chart for various SNRs 

























LT Code σ 0






BIAWGN  Channel,  we  make  assumptions  on  the  densities  when  obtaining  the  EXIT 
charts and hence, do not necessarily reflect the actual performance. In order to obtain 
good designs that do not affect the analysis and the actual performance dramatically, 






to  find  the  degree  profiles ߱ሺݔሻ of  the  LT  code  for  a  fixed  complexity ߙ that  closely 






extrinsic  LLR,  we  assume  that  the  apriori  distribution  is  a  Gaussian  with  the  mean 
chosen suitably such that ܬሺߤ஺ሻ ൌ ܫ஺. Given ߩሺݔሻ and ߣሺݔሻ we can perform DDE for an 
input ܫ஺ି௅஽௉஼  to  obtain  the  extrinsic  information, ܫாି௅஽௉஼ ൌ ܫ஺ି௅் and  thus  plot  the 
EXIT curve.  
For  the  rateless  code  to  be  successfully  decoded, we  need  to  ensure  that  at 
every  point  along  the  LDPC  curve  defined  by ሺܫ஺ି௅஽௉஼, ܫாି௅஽௉஼ሻ,  a  desired  LT  profile 
should be able to provide more extrinsic  information  i.e., ܫாି௅்ሺܫ஺ି௅஽௉஼, ߪሻ ൐ ܫ஺ି௅஽௉஼  
for all ߪ א ࣝ. This condition ensures  that  the decoding continues until all  the bits are 


























                                             
     
              
             
              
             
             
        
Fig.26 LDPC EXIT function (Gaussian) 



































ஶି  to  ா݂ି௅஽௉஼/ ஺݂ି௅் 
  ஺݂ି௅் ൌ ܮܦܲܥா௑ூ்ሺܫ௢՜௜
ஶିሻ  (4.17)
4.5.1.2 LP Setup Using GA 
A  given  apriori  information  on  the  LDPC  decoder, ܫ஺ି௅஽௉஼  corresponds  to  an 
output  node  to  input  node  message  fixed  point  information  rate  in  the  previous 
iteration of the LT decoder, ܫ௢՜௜
ஶି  and the relation is given by,  
























߱ሺݔሻ given ܫ௢՜௜ and ܫ஺ି௅். However,  they cannot be expressed as a  linear  function of 







Since, we  fix ߙ for  the optimization problem and ߬ሺݔሻ is known,  the density of 
the output node to the input node message of the LT decoder can be approximated by 
a Gaussian with an appropriate mean using a ߬ିଵ function.  
The  map  between ܫ஺ି௅஽௉஼  and ܫ௢՜௜
ஶି  is  one‐to‐one,  we  can  obtain  an  inverse 
function ߬ିଵ which  returns ܫ௢՜௜
























It  is clear  that  the density evolution equations are  linear  in  the coefficients of 
߱ሺݔሻ given  ௢݂՜௜ and  ஺݂ି௅். However,  it  is  impossible  to enforce  this  constraint  for all 
possible pdfs  ௢݂՜௜ and  ஺݂ି௅். Hence, we  relax  the design problem by making a GA on 
௢݂՜௜
ஶା  and  ௢݂՜௜
ஶି  to  denote  the  densities  by  the  mean,  ߤ௢՜௜
ஶା ൌ ܬିଵ൫ܫሺ ௢݂՜௜
ஶାሻ൯  and 
ߤ௢՜௜
ஶି ൌ ܬିଵ൫ܫሺ ௢݂՜௜
ஶିሻ൯ respectively.  We  start  with  a  Gaussian  pdf  of  mean, ߤ௢՜௜
ஶି  and 
obtain  ஺݂ି௅஽௉஼  as given above. Then we use the LDPC EXIT function described in section 








௟ାଵ ൌ ෍ ߱௜ܫ ቀ ௖݂௛ ٛ ൫ٛ௜ିଵ ௜݂՜௢
௟ ൯ቁ
௜









௟ ሻሻ and  ௖݂௛ ൌ  ࣨሺߤ௖௛ሻ 
4.5.1.4 LP Formulation  

















൰ ٛ ቎ٛ௜ିଵ ࣨ ቌܬିଵሺܫ஺ି௅்ሻ ൅ ܬିଵ ൭෍ ߬௜ܬ൫ሺ݅ െ 1ሻܬିଵሺݔሻ൯
௜
൱ቍ቏ቑ    
                                                                 ׊ݔ א ሾ0, ߬ିଵሺܫ஺ି௅஽௉஼ሺܫ஺ି௅்ሻሻሿ        
׊ܫ஺ି௅் א ሺ0,1ሻ 
                                                                   ׊ߪ א ࣝ 
or using the LDPC EXIT function 
ݔ ൐ ෍ ߱௜ܫ ൝ࣨ ൬
2
ߪଶ
൰ ٛ ൥ٛ௜ିଵ ൭ܮܦܲܥா௑ூ்ሺܫ௢՜௜





                                                               ׊ݔ א ሾ0, ܫ௢՜௜
ஶିሿ 
                                                               ׊ܫ௢՜௜
ஶି א ሺ0,1ሻ 
                                                               ׊ߪ א ࣝ 
2. ∑ ߱௜௜ ൌ 1 




This objective  function ensures  that  the  resulting ߱ሺݔሻ has  the  least overhead 
requirements  i.e.,  minimizes ݎ௅்.  The  first  constraint  implies  that  the  resulting  LT 
process with ߱ሺݔሻ, does not reach a fixed point below the LDPC curve for all values of 
the apriori  to  the LT decoder and  for  the class of channels under consideration. This 
constraint is usually enforced on a finely sampled region below the LDPC curve. The last 




profiles ߩሺݔሻ of the LDPC code  for a  fixed ߣሺݔሻ that closely match the LT code  for the 




ܫ஺ vs. ܫா,  it does not  imply any underlying distribution on  the apriori or extrinsic  LLR. 
Hence, to obtain the extrinsic LLR, we assume that the apriori distribution is a Gaussian 
with  the  mean  chosen  suitably  such  that ܬሺߤ஺ሻ ൌ ܫ஺.  Given  a ߱ሺݔሻ and ߬ሺݔሻ we  can 
perform DDE  for an  input ܫ஺ି௅் and obtain  the extrinsic  information, ܫாି௅் ൌ ܫ஺ି௅஽௉஼ 
and thus plot the EXIT curve. 
For  the  rateless  code  to  be  successfully  decoded, we  need  to  ensure  that  at 
every point along the LT curve defined by ሺܫ஺ି௅், ܫாି௅்ሻ, a desired LDPC profile should 
be able to provide more extrinsic  information  i.e., ܫாି௅஽௉஼ሺܫ஺ି௅்ሻ ൐ ܫ஺ି௅் for all SNRs 
א ࣝ. This condition ensures that the decoding continues until all the bits are decoded 





















௟ାଵ ൌ ෍ ߱௜ ൬ࣨ ൬
2
ߪଶ






              
             
              
             
             
        
Fig.27 LT EXIT function (Gaussian) 






  ா݂ି௅் ൌ ෍ ߬௜ሺٔ௜ ௢݂՜௜




























ஶି , ߪሻ to  ா݂ି௅்/ ஺݂ି௅஽௉஼ 
  ஺݂ି௅஽௉஼ ൌ ܮ ாܶ௑ூ்ሺܫ௖՜௕
ஶି , ߪሻ  (4.33)
Since we would  like  to design  codes  that work with  a  range of  channels, we 
have to enforce the constraints  for each of these channels with different channel LLR 
means, ߪ א  ࣝ. 
4.5.2.2 LP Setup Using GA 
A  given  apriori  Information  on  the  LT  decoder, ܫ஺ି௅் corresponds  to  a  check 
node to bit node message fixed point  information rate  in the previous  iteration of the 
LDPC decoder, ܫ௖՜௕
ஶି  and the relation is given by,  





Using GA of  the densities within  the  LDPC,  the  information update equations 
are: 
  ߤ௕՜௖














It  is  clear  that  the density evolution equations are  linear  in  the  coefficient of 
ߩሺݔሻ given ܫ௖՜௕ and ܫ஺ି௅஽௉஼. However, they cannot be expressed as a linear function of 




transferred  from  the check node  to bit node at  the  fixed point density given by, ܫ௖՜௕
ஶି  
corresponding to ܫ஺ି௅் to formulate the design problem as a LP.  
Since,  we  fix ߣሺݔሻ and ܮሺݔሻ for  the  optimization  problem,  the  density  of  the 
check node  to  the bit node message of  the LDPC decoder can be approximated by a 
Gaussian with an appropriate mean using a ܮିଵ function.  
The map  between ܫ஺ି௅் and ܫ௖՜௕






wherever  possible.  Within  the  LDPC  decoder  we  obtain  the  following  information 
update equations,  


















It  is clear  that  the density evolution equations are  linear  in  the coefficients of 




ஶି  to  denote  the  densities  by  the  mean,  ߤ௖՜௕
ஶା ൌ ܬିଵ൫ܫሺ ௖݂՜௕
ஶାሻ൯  and 
ߤ௖՜௕












௟ାଵ ൌ ෍ ߩ௜ܫ൫ٛ௜ିଵ ௕݂՜௖
௟ ൯
௜























ݔ ൐ ෍ ߩ௜ܫ
௜
቎ٛ௜ିଵ ࣨ ቌܬିଵ൫ܫ஺ି௅஽௉஼ሺߪሻ൯ ൅ ܬିଵ ൭෍ ߣ௜ܬ൫ሺ݅െ1ሻܬିଵሺݔሻ൯
௜
൱ቍ቏    
                                                                 ׊ݔ א ൣ0, ܮିଵ൫ܫ஺ି௅்ሺܫ஺ି௅஽௉஼ሺߪሻሻ൯൧        
          ׊ܫ஺ି௅஽௉஼ሺߪሻ א ሺ0,1ሻ 
                                                                   ׊ߪ א ࣝ 
or using LT EXIT function 
ݔ ൐ ෍ ߩ௜ܫ ൥ٛ௜ିଵ ൭ܮ ாܶ௑ூ்ሺܫ௖՜௕





                                                   ׊ݔ א ሾ0, ܫ௖՜௕
ஶି ሿ 
                                                   ׊ܫ௖՜௕
ஶି א ሺ0,1ሻ 
                                                   ׊ߪ א ࣝ 




3. 0 ൑ ߩ௜ ൑ 1          ׊ ݅ א 0, 1, 2, … ߩ௠௔௫ିௗ௘௚  
This objective function ensures that the resulting ߩሺݔሻ maximizes the rate of the 
LDPC  i.e., maximizes ݎ௅஽௉஼.  The  first  constraint  implies  that  the  resulting  LDPC  code 
with ߩሺݔሻ, does not  reach a  fixed point below  the LT curves corresponding  to all  the 
SNRs of interest and for all values of the apriori to the LDPC decoder. This constraint is 




 We  designed  a  rateless  code,  Profile  A  i.e.,  LDPC  and  LT  profiles  using  LP 
Optimizations  with  the  Gaussian  approximation  described  in  sections  4.5.1.2  and 
4.5.2.2.  Profile  B  is  the  one  profile  of  the  Raptor  code  proposed  by    Etesami  and 
Shokrollahi. 
Profile A: Low complexity  
ߣሺݔሻ ൌ  0.3ݔଵ ൅ 0.55xଶ ൅ 0.15ݔଷ 
ߩሺݔሻ ൌ 0.2066ݔସ ൅ 0.6572 ݔହ ൅ 0.001ݔସଵ ൅ 0.1352 ݔସଶ 
߱ሺݔሻ ൌ 0.0001 ൅ 0.8044ݔ ൅ 0.1102ݔସ଴ ൅ 0.0853ݔଵ଴଴ 
߬ሺݔሻ ൌ  ݁ଵ.ହሺ௫ିଵሻ 
      ݎ௅஽௉஼ ൌ 0.5847 






Ωሺݔሻ ൌ 0.0060ݔଵ ൅ 0.4920ݔଶ ൅ 0.0339ݔଷ ൅ 0.2403ݔସ ൅ 0.0060ݔହ ൅ 0.0950ݔ଼
൅ 0.0490ݔଵସ ൅ 0.0180ݔଷ଴ ൅ 0.0356ݔଷଷ ൅ 0.0330ݔଶ଴଴ 
߬ሺݔሻ ൌ  ݁ଵଶ.଺ଵଶ଼ሺ௫ିଵሻ              
      ܱݒ݁ݎ݄݁ܽ݀, ߳஽ா ൌ  0.065 
Since  the  Profile  A  was  designed  using  GA,  the  design  overhead ߳ௗ௘௦௜௚௡ is 
different  from  the  actual  overhead  obtained  using  DDE.  The  actual  overhead  was 




















































































LT Code, σ = 0.3
LDPC 























































LT code σ = 0.7
LDPC Code





























We  simulated  the  above  profiles  for  a  block  length  of  65536  for  various 







































EXIT charts prove as a useful  tool  in analyzing  the performance and  the convergence 
behavior of Raptor‐like  codes.  From  the  simulation  results  in  section  3.7.2, we  have 
observed  that  our  designs  match  our  analytical  characterization.  There  is  a  slight 
deviation  from  the design parameters due  to  the  fact  that we have used asymptotic 
results to construct finite length codes.  
In  the  BIAWGN  channel,  we  show  that  it  is  possible  to  achieve  good 
performance  for a  range of SNRs without  losing significantly on  the overhead  for  the 
entire range. The interesting result is the much smaller complexity required to achieve 
almost  the  same performance  as  that of  existing designs  [9]. We  can  design  LT  and 
LDPC codes simultaneously for a range of SNRs using EXIT charts and density evolution 
using  LP as  shown  in 4.5.1 and 4.5.2.  Since  the designs  in  the Gaussian  case  involve 
some  unavoidable  approximations,  we  use  DDE  (section  4.3)  to  analyze  the 







distributions on  the  input degree and bit degree profiles.  In our work, we design  the 
degree distribution of the check node of the LDPC code. We would prefer to introduce 
a deterministic procedure  to design  the bit node degree profile of  the LDPC code.  In 






SNRS  lies within  the hull  created by  the EXIT  curves  corresponding  to maximum and 
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