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Résumé : En estimation bayésienne, les lois a posteriori ne sont pas toujours
accessibles, même par des méthodes de Monte-Carlo par Châıne de Markov.
Les méthodes bayésiennes variationnelles permettent de calculer directement
(et rapidement) une approximation déterministe des lois a posteriori. Ce papier
décrit le principe des méthodes variationnelles et leur application à l’inférence
bayésienne, fait le point sur les principaux résultats théoriques et présente deux
exemples d’utilisation en neuroimagerie.
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Variational Bayesian methods and their
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Abstract: Bayesian posterior distributions can be numerically intractable, even
by the means of Markov Chains Monte Carlo methods. Bayesian variational
methods can then be used to compute directly (and fast) a deterministic ap-
proximation of these posterior distributions. This paper describes the principle
of variational methods and their applications in the bayesian inference, surveys
the main theorical results and details two examples in the neuroimage field.
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1 Introduction
Le succès des méthodes variationnelles est du à leur facilité d’utilisation et
leur rapidité d’exécution dans des cas d’estimation qu’il peut être difficile de
traiter avec les outils classiques (méthodes de Monte Carlo par Châıne de Mar-
kov (MCMC) par exemple). Au lieu de calculer la grandeur exacte d’intérêt,
elles en maximisent un minorant, obtenant ainsi une valeur approchée mino-
rant la grandeur exacte à déterminer. Elle peuvent être utilisées dans le cadre
fréquentiste (pour approcher la vraisemblance), ou dans le cadre bayésien (pour
calculer l’évidence par exemple).
C’est la raison pour laquelle elles ont été récemment utilisées dans des ap-
plications de neuroimagerie avec des résultats prometteurs. Cependant, il est
nécessaire de calibrer leur fiabilité, en particulier en ce qui concerne la qualité
de l’approximation obtenue. Ce papier fait une revue des résultats obtenus sur
l’utilisation des méthodes variationnelles.
Les principes de l’approximation variationnelle sont présentés en section 2.
La section 3 expose l’étude théorique de la qualité de l’approximation dans
différents types de modèles, tandis que la section 4 présente son utilisation
en neuroimagerie par Friston et al [7] et Woolrich et Behrens [20]. La section
5 propose une discussion générale sur les résultats précédents. Des détails de
calculs sont reportés en annexe A.
2 L’approximation variationnelle
Un modèle statistique bayésien est constitué d’un modèle statistique pa-
ramétrique p(y|θ), et d’une loi a priori pour le paramètre π(θ), modélisant son




permet d’actualiser l’information sur θ en extrayant l’information contenue
dans l’observation y : p(θ|y) est la loi a posteriori du paramètre (consulter
par exemple le livre de Robert [12] pour une présentation détaillée du cadre
bayésien).
La présence de variables cachées x ajoute toujours un degré de complexité :
d’une part, par la présence de corrélations possibles entre les variables cachées





d’autre part, parce que les lois marginales a posteriori,
p(θ|y) =
∫
p(x, θ|y) dx ; p(x|y) =
∫
p(x, θ|y) dθ,
intègrent l’ensemble des combinaisons des états cachés, rendant les calculs di-
rects souvent inaccessibles. Des outils de calcul numérique comme les méthodes
de Monte Carlo par Châıne de Markov (MCMC) sont bien établis, mais leur uti-
lisation n’est pas toujours simple ; de plus, leur implémentation pratique peut
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s’avérer impossible à réaliser à cause de l’explosion calculatoire, en particulier si
la structure cachée est de grande dimension, ou présente des dépendances non
triviales.




p(x, θ, y) dx dθ =
∫
p(y|x, θ)p(x|θ)π(θ) dx dθ,
nécessaire pour l’évaluation de la constante de normalisation d’une loi a poste-
riori, ou pour le calcul du facteur de Bayes utilisé dans la sélection de modèles.
Dans ce cas en effet, une fois définies les probabilités p(m) des différents modèles
m, puis les lois a priori p(θ|m) des paramètres dans chacun des modèles, le choix
bayésien est basé sur la loi a posteriori des modèles [12]
p(m|y) ∝ p(m)p(y|m),
où l’on reconnâıt dans le terme p(y|m) la vraisemblance marginale
p(y|m) =
∫
p(y|x, θ, m)p(x|θ, m)π(θ, m) dx dθ.
La méthode variationnelle permet de transformer l’intégration précédente
en optimisation, en remarquant que l’évidence est un majorant d’une quantité
appelée énergie libre F(qx,θ), fonction d’une distribution libre qx,θ. En effet,
l’inégalité de Jensen permet d’écrire :
log p(y) ≥
∫
dθ dx qx,θ(x, θ) log
p(x, y, θ)
qx,θ(x, θ)
avec égalité pour qx,θ = p(x, θ|y).
Mais ceci ne simplifie pas le problème, puisque l’évaluation de la loi exacte
jointe a posteriori nécessite la connaissance de sa constante de normalisation,
l’évidence. L’approximation variationnelle permet de rechercher une forme ap-
prochée qx,θ(x, θ) de p(x, θ|y) dans un ensemble de fonctions dans lequel les
calculs sont aisés, et d’en déduire une approximation de l’évidence comme le
majorant de l’énergie libre sur cet ensemble de fonctions. L’erreur d’approxi-
mation entre l’évidence et l’énergie libre est la distance de Kullback entre la
distribution libre et la loi jointe a posteriori :
log p(y) =
∫





dθ dx qx,θ(x, θ) log
qx,θ(x, θ)
p(θ, x|y)
= F(qx,θ) + D(qx,θ||p(θ, x|y)). (1)
2.1 Approximation en champ moyen
Une approximation communément utilisée est l’approximation en champ
moyen, qui permet de rechercher une distribution libre factorisée, par exemple
en séparant les variables cachées des paramètres
qx,θ(x, θ) = qx(x)qθ(θ)
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L’algorithme bayésien variationnel maximise itérativement l’énergie libre F(qx, qθ)
par rapport aux distributions libres qx (étape VBE, estimation de la loi ap-
prochée des variables cachées) et qθ (étape VBM, maximisation pour obtenir
la loi a posteriori des paramètres). Le théorème général suivant (Beal [3]) four-
nit le cadre général des équations de mise à jour pour l’apprentissage bayésien
variationnel (VBEM) :
Théorème 2.1 Soit un modèle de paramètre θ, dont on observe un n-échantillon
i.i.d, y = {y1, . . . , yn}, avec des variables cachées correspondantes x = {x1, . . . , xn}.
Une borne inférieure de la vraisemblance marginale est
F(qx, qθ) =
∫
dθ dx qx(x)qθ(θ) log
p(x, y, θ)
qx(x)qθ(θ)
qui peut être optimisée itérativement en effectuant les mises à jour suivantes,
l’indice (t) indiquant le numéro d’itération :


































θ sont les constantes de normalisation. De plus, l’algorithme
converge vers un maximum local de F(qx, qθ).
Chaque étape garantit la croissance monotone du minorant de l’évidence :
l’évidence elle même ne change pas, c’est son minorant qui s’accrôıt. D’autre
part, puisque la fonction objectif n’est pas convexe, le processus peut ne conver-
ger que vers un maximum local ou un col.
Remarque 1 : Si les observations ne sont pas i.i.d., l’étape VBE s’écrit









θ (θ) log p(x, y|θ)
]
∀i,




Remarque 2 : L’approximation en champ moyen peut aussi être utilisée dans
un cadre non bayésien : il s’agit alors d’approcher la vraisemblance des données
l0(y|θ) par une fonction approchée l(y|θ) = F(qx, θ),
l0(y|θ) ≡ log
∫
dx p(y, x|θ) ≥
∫
dx qx(x) log{p(y, x|θ)/qx(x)} ≡ l(y|θ), (2)
où qx est sous la forme d’un produit de fonctions.
Quelle forme prendre pour qx et qθ ? On peut avoir besoin de faire d’autres
approximations sur la loi a posteriori que celle de la simple factorisation. Les
lois les plus couramment utilisées sont celles n’ayant que quelques statistiques
suffisantes, comme par exemple les lois gaussiennes ou de Dirichlet. Si on utilise
pour qθ la loi chargeant l’estimateur du maximum de vraisemblance, l’algo-
rithme précédent est l’algorithme EM.
2.2 Approximation de Laplace
Une autre méthode souvent utilisée pour calculer la vraisemblance margi-
nale ou l’énergie libre est l’approximation de Laplace : cette méthode approche
l’intégrale en utilisant un développement de Taylor du logarithme de la fonction
à intégrer autour de son maximum. En effet, soit g(θ) une densité non normalisée




Le développement de Taylor de log g(θ) autour du maximum θ∗ permet d’écrire
g(θ) ≃ g(θ∗) exp−
1
2
(θ − θ∗)′H(θ∗)(θ − θ∗)






Dans le cadre bayésien, g(θ) = p(θ)p(y|θ), et l’approximation de Laplace fait
une approximation gaussienne locale autour de l’estimateur du Maximum A
Posteriori (MAP)
θ∗ = θ̂MAP = argmax
θ
p(θ)p(y|θ).
La validité de cette approximation est basée sur des propriétés de comporte-
ment gaussien asymptotique de la loi de l’échantillon et quelques conditions de
régularité : la loi a posteriori ainsi approchée peut être mauvaise pour de petits
jeux de données ; de même, cette approximation peut être mauvaise pour des
paramètres bornés, contraints ou positifs, comme des proportions de mélange
ou des précisions ou si le maximum n’est pas proche de la masse principale de
la probabilité. De plus, la loi a posteriori peut ne plus être log-quadratique pour
des vraisemblances avec données cachées [3].
Les différents types d’approximation peuvent être combinés : une approxi-
mation en champ moyen pour factoriser la distribution libre, l’utilisation de
distributions libres gaussiennes pour pouvoir calculer l’énergie libre.
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3 Etude théorique de la qualité de l’approxima-
tion bayésienne variationnelle
L’approximation bayésienne variationnelle a donné cours à de nombreux tra-
vaux ces dernières années, et a été appliquée à différents modèles : modèles de
mélange (Wang et Titterington [14, 16, 17, 18]), modèles à espace d’états (Wang
et Titterington [15]), modèles graphiques (Attias [2], Jordan [10], Beal et Ghah-
ramani [4] ), réseaux de neurones (Titterington [13]) par exemple. Nous nous
focalisons ici sur les travaux portant sur l’étude de la qualité de l’approximation.
En effet, l’approche variationnelle permet de déterminer un minorant de
l’évidence, mais la qualité de ce minorant, définie par l’information de Kullback,
ne peut être prédite : si ceci était possible, on pourrait, dès le début, estimer
plus précisément la vraisemblance marginale. Cependant, il est possible d’étudier
théoriquement la qualité de l’approximation, par exemple dans certains cas où
la loi exacte a posteriori est accessible. Nous passerons en revue le modèle de
mélange, le modèle probit, le modèle markovien à données manquantes et le
modèle à espace d’états.
3.1 Modèle de mélange






pj = 1, pj > 0, J > 1,
de lois fj . Les pj sont appelés proportions, et sont le plus souvent inconnus. Dans
la plupart des cas, les fj sont paramétrés, chacun par un paramètre inconnu θj ,




Les modèles de mélanges sont des exemples typiques de modèles à observations
cachées (ou variables latentes) : en effet, l’échantillon y1, . . . yn peut être vu
comme une collection de sous-échantillons provenant chacun d’un groupe j de
loi fj = f(.|θj), quand la taille de chaque échantillon et la provenance de cha-
cune des observations sont à la fois inconnues.
Cette représentation par des observations cachées peut être utilisée comme un
moyen technique pour faciliter le calcul numérique. Par marginalisation, il est
toujours possible d’associer à une variable aléatoire yi du mélange (3) une se-
conde variable aléatoire finie xi telle que
yi|xi ∼ f(yi|θxi), p(xi = j) = pj .
La variable auxiliaire xi identifie la composante du mélange à laquelle l’obser-
vation yi appartient (Lee et coauteurs [11] pour une étude récente de l’inférence
bayésienne des modèles de mélange).
Titterington et différents coauteurs [14, 16, 17, 18] ont investigué les pro-
priétés de l’approximation bayésienne variationnelle dans le cas de modèle de
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où Θ regroupe les proportions du mélanges et les paramètres des fj. Ces auteurs
montrent que :
– Dans un modèle de mélange où les fj appartiennent à la famille exponen-
tielle, avec probabilité 1 quand n tend vers l’infini, la procédure itérative
VBEM (avec approximation en champ moyen) définit un Θ̃ qui converge
localement vers la vraie valeur Θ∗ des proportions du mélange. La loi de
Θ̃ est asymptotiquement normale à la vitesse O( 1√
n
) [14]
– Dans un modèle de mélange gaussien, Θ̃ converge localement vers l’esti-
mateur du maximum de vraisemblance ΘMV à la vitesse O(
1
n ) [16, 18],
mais la matrice de covariance de la loi limite de Θ̃ est inférieure à celle de
ΘMV : les intervalles de confiance des paramètres seront en général trop
étroits, en particulier quand les composantes du mélange ne sont pas bien
séparées [16],[17].
– Mais l’approche échoue à distance finie, dans le sens où la loi variation-
nelle approchée est non seulement plus simple que la vraie loi a posteriori,
mais aussi différente par essence. Par exemple, Humphreys et Titterington
[9] étudient un mélange simple à deux composantes connues et à propor-
tions inconnues, et montrent que la loi variationnelle de la proportion du
mélange est une simple loi Beta, alors que la vraie loi a posteriori est une
mélange compliqué de loi Beta (qui ne peut donc se réduire à une loi Beta).
Ces résultats montrent que dans les modèles de mélange, l’utilisation de la
forme factorisée qxqθ de la loi jointe a posteriori ne biaise pas l’estimation pour
les grands échantillons, parce que les corrélations viennent des lois a priori sur
les paramètres (choix du cadre bayésien), et non du modèle lui-même, comme
c’est le cas par exemple dans les modèles de châınes de Markov.
L’énergie libre pouvant être multimodale dans les modèles de mélanges à pa-
ramètres inconnus, l’algorithme VBEM peut converger vers des limites différentes
en fonction du point d’initialisation : ainsi, la convergence n’est que locale,
comme pour l’algorithme EM.
3.2 Modèle probit bayésien
Les résultats précédents ont également été constatés par Consonni et Ma-
rin [5] dans le cadre du modèle probit à variables latentes. Soient n variables
aléatoires continues latentes x1, . . . , xn telles que xi|θ ∼ N (v′iθ, 1), où vi ∈
IRp sont des covariables connues et v′ désigne la transposée de v. On observe
réellement les variables aléatoires binaires y1, . . . , yn définies par
yi = {
1 si xi > 0
0 sinon
INRIA
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Étant donné θ, les yi sont des variables indépendantes de loi de Bernoulli
Pr(yi = 1|θ) = Φ(v
′
iθ),
où Φ est la fonction de répartition de la loi gaussienne standard : c’est le modèle
probit.
Prenant comme loi a priori sur θ la loi gaussienne standard, p(θ) ∼ N (0p, Ip),
on peut établir que la loi a posteriori conditionnelle aux données complètes
s’écrit
p(θ|y, x) ∼ Np((Ip + V
′V )−1V ′x, (Ip + V
′V )−1),
où V = [v1| . . . |vp]. On en déduit la variance a posteriori de θ
var(θ|y) = IE(var(θ|y, x))+var(IE(θ|y, x)) = (Ip+V
′V )−1+var((Ip+V
′V )−1V ′x).
Le calcul exact de la loi a posteriori est infaisable. Elle peut être estimée par
un échantillonneur de Gibbs ou par la méthode variationnelle en champ moyen.









(x), (Ip + V
′V )−1).
L’estimateur bayésien variationnel obtenu θ̃ converge vers la vraie valeur de θ
avec probabilité 1, suivant les résultats de Wang et Titterington [14]. Mais la
variance de la loi a posteriori approchée est inférieure à celle de la loi a posteriori
exacte, la différence entre les deux étant une matrice définie négative.
Consonni et Marin illustrent ces résultats par des simulations dans le cas
d’une covariable θ = (α, β) sur un échantillon de n = 100 observations : la
convergence de l’estimateur variationnel θ̃ est très nettement plus rapide que
celle de l’estimateur de la loi exacte évalué par un schéma de Gibbs (facteur 200
dans le cas présenté), mais les approximations de θ̃ peuvent être mauvaises et
la précision très nettement mal estimée (facteur 10 à 50). Toutefois, on observe
bien une amélioration de la qualité de l’estimation avec n.
3.3 Modèle markovien à données manquantes
Hall, Humphreys et Titterington [8] comparent théoriquement et numérique-
ment la forme de la surface de la vraisemblance exacte l0(y|θ) à celle obtenue
après approximation variationnelle l(y|θ) dans le cas des modèles markoviens
comportant des observations manquantes (cf inéquation (2)). Il faut choisir la
distribution libre qx dans une classe de fonctions pour laquelle les calculs sont
aisés : typiquement, la forme de p(y, x) implique que le calcul de l(y|θ) est re-
lativement simple si on applique l’approximation en champ moyen pour qx, en
l’écrivant sous forme d’un produit de termes qx(x) =
∏
i qxi(xi) où xi est la
composante de x au site i. Mais il faut aussi que la borne inférieure l(y|θ) pro-
duite soit utilisable : ce n’est pas tant la distance entre l0(y|θ) et l(y|θ) qui est
intéressante, que la comparaison de la forme de ces deux surfaces : plus elles
sont similaires (en mode, et en courbure), meilleure sera l’approximation du lieu
du maximum de l’une par celui du l’autre.
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Si les indices des observations manquantes sont suffisamment éloignés les








où H est l’ensemble des indices des observations cachées, et yi le voisinage
markovien du site i. Alors, on peut prendre qxi = p(.|y
i) pour tout i ∈ H et
l0(y|θ) = l(y|θ).
Sinon, si deux observations se trouvent dans un voisinage markovien, elles ne
sont plus indépendantes. La densité jointe approchée est alors calculée en itérant
les deux étapes suivantes :
1. estimer, pour chaque observation manquante au site i, les observations
manquantes de son voisinage markovien (par moyenne sur les voisins en
initialisation, en calculant la moyenne de la loi approchée a posteriori de
l’étape 2 pour les itérations suivantes) ; on note ŷ0i, l’ensemble des valeurs
au voisinage de i, qu’elles soient observées ou estimées.






En notant p̄(x|y) l’approximation finale de p̂(x|y), et en prenant qx(x) = p̄(x|y),
on obtient une approximation en champ moyen de la vraisemblance, qui peut
améliorer de façon substantielle le temps d’exécution en comparaison d’ap-
proches exactes comme l’algorithme EM .
D’un point de vue théorique, Hall, Humphreys et Titterington [8] montrent
que pour un champ de Markov gaussien dont les sites sont les sommets d’une
treillis régulier de IRd, et pour lesquels les sites manquants forment t grappes
séparées de s sites chacune et de même configuration spatiale, si s est fixe,
mais n, t → ∞, avec t/n → 0, et sous quelques conditions de régularité, alors
l’estimateur θ̃ de θ maximisant la vraisemblance approchée par champ moyen a
un biais additionnel à distance finie par rapport à l’estimateur du maximum de
vraisemblance exacte θMV :




et ces deux estimateurs ont la même variance asymptotique.
Ces résultats sont illustrés par des simulations avec un processus AR(1) à
observations manquantes, pour lequel la vraisemblance exacte est calculable :
dans ce cas, la surface approchée est très similaire en forme à la surface exacte,
même dans une situation non asymptotique.
3.4 Modèles à espace d’états
Dans le cas du modèle précédent, une hypothèse forte pour l’obtention de
la consistance asymptotique est que la proportion de sites non observés tende
INRIA
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vers zéro quand n tend vers l’infini. cependant, cette condition suffisante n’est
pas satisfaite dans de nombreux cas.
Par exemple, Wang et Titterington [15] ont montré, pour les modèles à espace
d’états, que l’approximation en champ moyen est asymptotiquement efficace
quand les variances des variables de bruit sont suffisamment petites, mais que
l’estimateur de la vraisemblance approchée en champ moyen ou l’estimateur
bayésien variationnel ne sont pas toujours asymptotiquement consistants.
En effet, considérons le modèle à espace d’états suivant
Xi+1 = θXi + σWi, X1 ∼ N (µ0, σ
2)
Yi = αXi + σVi




i=1 sont des suites de
variables aléatoires indépendantes gaussiennes centrées réduites. Les paramètres
α, σ, µ0 sont connus et θ est le paramètre à estimer, |θ| < 1. Dans un premier
temps, l’approximation en champ moyen est utilisée pour calculer l’estimateur
du maximum de vraisemblance θMV : celui est approché par la valeur θ̃ qui







L’énergie libre est calculée avec une loi factorisée qx(x) =
∏n
k=1 qi(xi). En sup-
posant de plus que qi(xi) ∼ N (µi, σi) pour i = 1, . . . , n, Wang et Titterington
définissent les deux étapes de l’algorithme itératif. Comme la loi a posteriori
exacte p(x|y, θ) est connue analytiquement, ils calculent alors la distance de
Kullback D(qx(x)||p(x|y, θ)) et montrent que
– La distance de Kullback ne tend pas vers zéro, même si n tend vers l’infini
– La distance de Kullback est indépendante de σ : la loi a posteriori varia-
tionnelle ne devient pas la loi exacte, quelle que que soit la variance du
bruit
– La distance de Kullback tend vers zéro si θ tend vers 0 : l’approximation
en champ moyen donne alors une solution proche de la vraie loi si θ est
petit
– La distance de Kullback ne tend pas vers zéro, quel que soit α.
Ces résultats montrent l’impossibilité d’estimer la vraisemblance par l’énergie
libre, sauf si θ est petit. Cependant, si la variance du bruit σ tend vers zéro,
alors Wang et Titterington prouvent que l’estimateur θ̃ est consistant et asymp-
totiquement normal, même si la distance de Kullback ne tend pas vers zéro.
Cette propriété ne s’étend pas au cas où la variance du bruit ne tend pas vers
zéro : dans cette situation, en effet, θ̃ n’est pas consistant si θ 6= 0.
De même, l’estimateur bayésien variationnel de θ n’est pas consistant.
4 Deux exemples en neuroimagerie
La localisation des zones du cerveau réactives dépend du stimulus auquel
est soumis un individu. En imagerie par résonance magnétique fonctionnelle
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(IRMf), cette réaction est mesurée par l’augmentation de l’oxygénation du sang
dans la zone activée (signal BOLD), apportant le ”carburant” nécessaire à la
réaction. Il est ainsi possible de dresser des cartes d’activation cérébrale, enregis-
trant pour chaque volume élémentaire (voxel) l’intensité de la réponse BOLD
constatée lors du stimulus. Le but de l’analyse des cartes d’activation est de
détecter les zones activées lors d’un stimulus, de les comparer avec les zones
anatomiques, et de confronter ces résultats pour une meilleure connaissance du
cerveau. À terme, il est envisageable d’utiliser cette méthode pour prédire une
pathologie donnée.
L’IRMf pose le problème délicat de la sélection de variables en grande dimen-
sion. En effet, on observe en général quelques dizaines d’images 3D (scans), alors
qu’il y a des dizaines, voire des centaines de milliers de voxels. Nous présentons
ici deux études de données IRMf, ayant utilisé l’approximation bayésienne va-
riationnelle.
– Friston et coauteurs [7] utilisent un modèle Bayésien hiérarchique dans le-
quel les voxels sont regroupés dans des sous-ensembles successifs (peu nom-
breux) de poids croissants. Les loi a posteriori sont impossibles à calculer
explicitement et l’estimateur bayésien variationnel est calculé en utilisant
l’approximation en champ moyen et l’approximation de Laplace.
– Woolrich et Behrens [20] définissent un modèle de mélange spatial (mélange
de lois représentant l’activation, la désactivation et la non activation), et
approchent les labels discrets en chaque voxel par un vecteur de poids
continus, ce qui permet de poser un a priori sous forme d’un champ de
Markov gaussien. Ils montrent qu’il est alors possible de calculer adapta-
tivement le taux de régularisation spatiale. Des simulations comparent les
algorithmes MCMC et l’approximation variationnelle.
4.1 Modèle Bayésien hiérarchique de définition de pat-
terns (Friston et al. 2008)
A partir de s images 3D (scans) de résonance magnétique fonctionnelle
(IRMf) comportant n volumes élémentaires de mesure (voxels), Friston and
al [7] proposent le schéma suivant de décodage des états du cerveau :
WX = RY β + ζ
où X est un vecteur de dimension s représentant la mesure de l’état com-
portemental, perceptif ou cognitif pour chacun des s scans de l’expérience, Y
est une matrice de taille s × n représentant la mesure du flux de la réponse
hémodynamique en chaque voxel, W et R sont des matrices données et connues
de dimension s × s, β est un vecteur de dimension n représentant l’influence
de chaque voxel dans la mesure de l’état comportemental, et ζ est un vecteur
aléatoire corrélé de dimension n de covariance cov(ζ) = Σζ(λ) = exp(λζ)Q0.
Les paramètres à estimer sont ici β et λζ . En général, il y a peu de scans (de
l’ordre de la centaine), par rapport au nombre de voxels (plusieurs dizaines
de milliers) et le problème est mal posé. Ainsi, l’estimation de β nécessite des
contraintes ou des a priori, ce qui est traité en invoquant un second niveau
dans le modèle. Soit U la matrice d’une fonction de base spatiale (U peut
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éventuellement être l’identité), de dimension IRn×u, et η ∈ IRu les poids (in-
connus) des vecteurs de la base dans la définition de β :
β = Uη.
La contrainte de parcimonie est définie sur la covariance de η, qui est posée
diagonale et dont les coefficients de la diagonale ne peuvent prendre que m
valeurs distinctes :
cov(η) = Ση(λ) = exp(λη1)I
(1) + . . . + exp(ληm)I
(m).
Les matrices I(i) sont des matrices diagonales permettant de coder l’apparte-
nance du poids d’une colonne de U à un ensemble de poids de même variance,
formant une suite embôıtée de sous-ensembles de poids s(1) ⊃ s(2) ⊃ . . . ⊃ s(m)
de plus en plus petits regroupant des éléments de variance de plus en plus
grande. La variance du poids d’une colonne dans un sous-ensemble s(i) est tou-
jours supérieure à celle du poids d’une colonne dans sur-ensemble s(i−1).
Cette modélisation permet de séparer la spécification de l’a priori spatial,
codé par la base spatiale U , des variances codées comme un mélange de compo-
santes de covariance dans Ση(λ).
Le modèle est donc défini par :
WX = Lη + ζ
où
◦ ζ est un bruit gaussien inconnu corrélé, de loi normale p(ζ/λ) ∼ Ns(0, Σζ(λ))
◦ η est un effet aléatoire de loi normale p(η/λ) ∼ Nu(0, Ση(λ))
◦ λ = (λζ , λη1 , . . . , λ
η
m) est le paramètre à estimer de dimension m + 1, lar-
gement inférieure à s
Sous cette forme, les seules quantités inconnues sont les paramètres λ, contrôlant
la covariance Σ(λ) :




La loi a priori sur λ est choisie gaussienne Nm+1(π, Π−1), ses hyperparamètres
sont pris tels que π1 = . . . = πm+1 = −32, et Π =
1
256Im+1, ce qui permet
une loi a priori relativement peu informative (très grande variance) et de faible
espérance pour exp(λ).
Ni le calcul de la loi a posteriori p(λ|WX) = p(WX|λ)p(λ)p(WX) , ni le calcul
de l’évidence p(WX) =
∫
λ
p(WX, λ)dλ ne sont explicites à cause de la forme
de Σ(λ). De plus, on souhaite calculer une estimation des données cachées η
afin de déterminer progressivement la suite des sous-ensembles. Pour une suite
donnée de sous-ensembles (I(1), . . . , I(m)), on procède en deux étapes : d’abord
l’estimation des paramètres λ, puis l’estimation les données manquantes η. Les
résultats sont alors utilisés pour créer un nouveau sous-ensemble embôıté de




4.1.1 Calcul de l’évidence
Le logarithme de l’évidence est la somme de l’énergie libre F(qλ) et de la
distance de Kullback entre la loi a posteriori p(λ|WX) du paramètre et son
















= F(qλ) + D(qλ(λ)||p(λ|WX)).
La log évidence est approchée par l’énergie libre maximisée fonctionnellement
sur un ensemble des lois qλ. Cependant, l’énergie libre ne peut être calculée ici
quelle que soit la loi qλ. L’utilisation de l’approximation de Laplace permet de
résoudre cette difficulté, en approchant quadratiquement log p(WX, λ). Il est
alors naturel de considérer qλ gaussienne qλ ∼ N (µλ, Σλ), amenant à l’expres-




[(WX)′Σ(µλ)−1WX + log |Σ(µλ)| + w log(2π)
− log |ΣλΠ| + (µλ − π)′Π(µλ − π)].
Cette expression est celle qui est donnée par Friston à quelques signes près.
Les deux premiers termes reflètent la précision du modèle, les deux derniers
sa complexité, w log(2π) étant un terme constant. Cette expression dépend des
paramètres (donnés) de la loi a priori π, Π, et de ceux la loi a posteriori µλ, Σλ,
calculés par l’itération d’un schéma de Newton (M-Step de Friston). Soit Lλ et
Lλλ le gradient et le Hessien de l’énergie libre, les étapes suivantes sont répétées
jusqu’à la convergence (cf annexe A.2) :



















où Πi. est la i-ème ligne de Π.
4.1.2 Estimation de η
Étant données les espérances conditionnelles des hyper-paramètres obtenus
à l’étape précédente, il est maintenant possible d’obtenir analytiquement les
moyennes a posteriori des états cachés η (E-step de Friston). L’énergie libre
est maximum pour la loi jointe a posteriori P (η, λ|WX). L’hypothèse de champ
moyen permet de chercher une approximation factorisée en η et λ de la loi a
posteriori :
P (η, λ|WX) ≃ qλ(λ)qη(η)






dλqλ(λ) log P (WX, η|λ).
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On utilisant l’approximation de Laplace, on cherche qη sous forme d’une gaus-
sienne N (µη, Ση) dont on calcule explicitement l’espérance et la variance (cf.
annexe A.3) :
Ση = Ση(µλ) − Ση(µλ)L′Ση(µλ)−1LΣη(µλ)
µη = ΣηL′Σζ(µλ)−1WX
S’en déduisent immédiatement l’estimation des paramètres de l’approximation
de la loi a posteriori de β = Uη
Σβ = UΣηU ′
µβ = Uµη
On résout ainsi facilement le problème d’inférence dans un modèle mal condi-
tionné. Il reste cependant une difficulté à lever : le choix de la partition codée
par les matrices diagonales I(i)
4.1.3 Recherche des sous-ensembles de poids
La solution proposée est de faire une recherche progressive ascendante. Par-
tant de l’hypothèse d’égalité de variance I1 = I pour tous les poids, les espérances
conditionnelles des poids sont utilisées pour créer un sous-ensemble avec les plus
hauts poids (en prenant les poids du sous-espace précédent de |µη| supérieurs à
la médiane par exemple). Puis l’EM est ré-exécuté, et le sous-ensemble de plus
haut poids est à nouveau scindé. La procédure est répétée jusqu’à ce que la log-
évidence cesse de crôıtre. L’algorithme peut ne converger que vers un maximum
local.
4.1.4 Résultats
Friston et al illustrent d’abord leur méthode sur un jeu de données simulées.
Ils montrent qu’elle permet de distinguer un modèle nul (c’est à dire sans pattern
ni influence quelconque de voxels), d’un modèle défini avec un codage parcimo-
nieux. Cependant, seuls les voxels ayant un poids important sont bien récupérés.
Et il faudrait sans doute étudier l’influence du signal sur bruit sur ces résultats.
Dans le cas d’un jeu de données réelles (étude de l’attention dans un mou-
vement visuel), la distribution des poids pour le modèle optimum affirme bien
leur parcimonie. Cependant, le graphique de l’évidence en fonction du nombre
de partitions présente une croissance jusqu’à 4 partitions, puis une décroissance,
ce qui est en contradiction avec fait que l’énergie libre ne peut qu’augmenter
ou se stabiliser avec des composants supplémentaires (cf 4.1.3). Ceci est vrai-
semblablement du au fait que l’algorithme a convergé vers un minimum local
quand le nombre de partitions devient important. Enfin, la méthode est utilisée
pour comparer des modèles avec des codages spatiaux différents ou des régions
d’intérêt différentes. Les résultats sont positifs, mais effectués sur très régions
très différentes et demanderaient à être précisés.
4.2 Modèle de mélange avec régularisation spatiale (Wool-
rich et al.)
Les modèles de mélanges spatiaux sont utilisés dans le traitement d’image
pour effectuer une régularisation spatiale des observations. Ceci permet de pren-
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dre en compte la conviction que des voxels voisins dans une image sont suscep-
tibles de provenir de la même classe. Dans le cas de l’imagerie par résonance
magnétique fonctionnelle, on peut penser que des voxels voisins réagissent de
façon identique aux stimuli de l’expérience (ie, sont dans le même état : activé,
non-activé, désactivé par exemple).
Un a priori sous forme de champ de Markov discret pénalise simplement
les voxels voisins de classes différentes. Mais le niveau de pénalisation dépend
d’un paramètre de contrôle de granularité du champ, qu’il n’est pas possible de
calculer analytiquement. Woolrich, Behrens, Beckmann et Smith [19] proposent
d’approcher les labels discrets par un vecteur de poids continus. Les propriétés
imposées sur le vecteur de poids assurent que la nouvelle loi a posteriori est la
même que celle calculée avec les labels discrets. La loi a priori sous forme de
champ de Markov discret sur les labels est remplacée par un champ de Markov
gaussien continu sur les paramètres afférents aux poids continus, pour lequel il
est possible de calculer la constante de normalisation.
On considère des observations Y sur une grille spatiale régulière, où yi est
l’observation au voxel i, et i = 1, . . . , N . Il y a K classes dans le mélange (par
exemple, K = 3 pour les états activé, non-activé, désactivé). Les paramètres
des lois des classes sont représentés par le vecteur θ = {θk : k = 1, . . .K}. Les
labels des classes sont codés par X , où xi est le label au lieu i. En supposant
l’indépendance conditionnelle de la vraisemblance sachant les labels, la loi a
posteriori complète conditionnellement aux observations est
p(x = κ, θ, φx|y) ∝ {
n∏
i
p(yi|xi = κi, θki)} × p(x = κ|φx)p(φx)p(θ)
où κ est une configuration spécifique de la classe de labels x et la loi a priori sur
x est un champ de Markov discret :







1I[xi 6= xj ])
où Ni est le voisinage spatial de i, φx le paramètre de contrôle et f(φx) est la
fonction (de partition) que l’on ne sait pas calculer.
La loi a posteriori est approchée en replaçant les labels discrets xi par des
vecteurs de poids continus wi = {wik : k = 1, . . . , K}, w = {wi : i = 1, . . . , n},
de loi






wikp(yi|xi = k, θk)} × p(w|φw̃)p(φw̃)p(θ). (4)






γ est choisi pour permettre l’approximation sous forme de Dirac (γ = 0.5). La




p(w̃k|φw̃) ∼ Nn(0, (I − C)
−1M),
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où M = (1/φw̃)In, et C définit la dépendance spatiale.
Le bénéfice de cette modélisation est le calcul analytique de la constante de
normalisation de
f(φw̃) = (2π)




permettant la détermination adaptative du paramètre de contrôle φw̃. Le prior
sur φw̃ est une loi gamma conjuguée
φw̃|bw̃0 , cw̃0 ∼ Ga(bw̃0 , cw̃0)
dont on choisit les paramètres bw̃0 = 1000, cw̃0 = 0.001, pour rendre la loi fai-
blement informative (espérance 1, variance 1000). Dans le cas de trois classes
d’activation, les vraisemblances p(yi|xi = k, θk) sont choisies de la façon sui-
vante :




◦ loi gamma pour une classe activée : yi|xi = ka, θka ∼ Ga(aka , bka),
◦ lois gamma ”négative” pour une classe désactivée : yi|xi = kd, θkd ∼
Ga((−yi), akd , bkd).
4.2.1 Inférence
Le modèle ci-dessus peut être estimé en utilisant un algorithme MCMC, mais
les temps d’exécution sont parfois prohibitifs. Woolrich et Behrens [20] en ont
adapté une version bayésienne variationnelle.
Si θ est considéré comme connu, la loi a posteriori (4) s’écrit








p(yi|xi = k, θk)}.
On en cherche une approximation (en champ moyen) de la forme




avec qφw̃(φw̃ |y) ∼ Ga(bw̃, cw̃) et q(w̃i|y) ∼ Nk(mi, Λ
−1
i ). L’approximation en
champ moyen a permis la factorisation par voxel, alors que la loi exacte est
un mélange compliqué. De plus, considérer l’indépendance de la structure de
covariance de la loi posteriori permet de remplacer l’estimation de K matrices
de covariance de dimension n × n par n matrices de covariance de dimension
K × K. Mais cette invariance de la structure de covariance de la loi a poste-
riori n’empêche pas les espérances a posteriori mi des poids de dépendre de
l’information spatiale du champ de Markov.
La loi maximisant l’énergie libre est calculée itérativement en effectuant
successivement les deux étapes de mise à jour, par application du théorème 2.1
et de la remarque 1 :
qφw̃(φw̃|y) ∝ exp(IEqφw̃ [log p(w̃, φw̃ |y)])
qw(w̃i|y) ∝ exp(IEqw̃−iqφw̃ [log p(w̃, φw̃|y)])
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où IEqw̃−iqφw̃ indique que l’intégration est faite en φw̃ et sur tous les w̃j sauf
le i-ème. D’habitude, les espérances sont calculables en choisissant des lois a
priori conjuguées de la vraisemblance ; mais ici, le modèle a des composantes
non linéaires complexes contenues dans p(y|w̃), et il n’y a pas d’a priori conjugué
disponible. On procède alors au développement de Taylor au second ordre de
ce terme autour du mode courant des poids de classification mi (approximation
de Laplace) :
− log(p(yi|w̃i)) = f(w̃i)







où hi et Σi sont les dérivées premières et secondes de f par rapport à w̃i prises
en mi. Tous les calculs sont accessibles après cette approximation.
Il est possible d’inclure la loi des paramètres θ dans la mise à jour en in-
corporant un facteur qθ(θ) dans l’approximation de la loi a posteriori. Mais il
n’est pas besoin de marginaliser pour trouver le MAP de θ, comme c’était le cas
pour φw̃ : une simple estimation ponctuelle θ̂ de θ est suffisante, par exemple








p(yi|xi = k, θk).
4.2.2 Résultats
Woolrich et Behrens construisent des cartes d’activation spatiales à par-
tir des moyennes a posteriori de wik, ie IEwik(wik) pour les classes activées et
désactivées, seuillées à 0, 5. Leurs résultats sur des données simulées montrent
clairement le besoin d’estimer adaptativement le paramètre de régularisation
spatiale φw̃. Les différences entre la méthode variationnelle bayésienne et l’infé-
rence par MCMC sont faibles, avec un léger avantage pour les méthodes MCMC
en ce qui concerne l’erreur de classement, et une réelle amélioration de temps de
calcul pour la méthode VB (d’un rapport 15 pour un volume de 10 000 voxels).
Ces résultats s’observent également sur un jeu de données réelles qu’ils ont testé.
5 Discussion
L’approximation variationnelle est une méthode séduisante permettant de
remplacer une intégration coûteuse et souvent impossible à mener par l’opti-
misation d’une fonctionnelle sur un ensemble de fonctions pour lesquelles les
calculs sont aisés : c’est le cas en particulier pour les modèles comportant des
variables cachées. En fonction de l’étude, l’intérêt de la qualité de l’approxima-
tion se porte sur le lieu du maximum ou sur la valeur du maximum :
1. Si la quantité d’intérêt est le lieu du maximum (par exemple, recherche
de l’estimateur du Maximum A Posteriori), l’approximation est de bonne
qualité si les deux surfaces exacte et approchée ont la même forme (mode,
courbure) : dans le cas de modèle de mélange de lois de la famille expo-
nentielle, l’estimateur variationnel est asymptotiquement consistant, mais
la variance de la loi limite est inférieure à celle attendue : les intervalles
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de confiance calculés avec des lois variationnelles a posteriori seront trop
étroits. Pour le modèle markovien avec peu de données manquantes, l’esti-
mateur est consistant et de même variance que l’estimateur du maximum
de vraisemblance ; en revanche, il n’y pas consistance dans le modèle à
espace d’états.
2. Si la quantité d’intérêt est la valeur du maximum (au titre de la comparai-
son de modèle par exemple), il faut pouvoir quantifier la différence entre
l’énergie libre et l’évidence sous peine de biaiser le résultat. Par exemple,




= F − F ′ + D(q′(θ)||p(θ|y, m) − D(q(θ)||p(θ|y, m′)
On ne peut utiliser la différence des énergies libres F − F ′ en sélection de
modèle que si on suppose que la différence des distances de Kullback n’est
pas affectée en sens inverse...
À distance finie, même pour des exemples très simples (modèle de mélange
de deux lois connues), la loi approchée est différente de la loi exacte.
Dans le modèle à espace d’états, même asymptotiquement, la distance
de Kullback ne tend pas vers zéro. Ainsi, baser la comparaison de modèle
sur la différence des énergies libres est risqué.
L’approximation en champ moyen n’est souvent pas suffisante pour simplifier
le problème en neuroimagerie. La résolution cumule dans ce cas l’approxima-
tion en champ moyen (pour factoriser la loi a posteriori) et l’approximation de
Lapace (pour en calculer les facteurs). Ces deux approximations peuvent bien
sûr affecter l’estimation de l’évidence, et il faudrait étudier théoriquement leur
influence.
Les simulations de Woolrich et Behrens sur un modèle de mélange de régulari-
sation spatiale montrent peu de différence entre la méthode MCMC et la méthode
variationnelle, ce qui est encourageant ; mais il est possible que l’estimation
souffre des inconvénients énoncés ci-dessus (en particulier, variance trop petite,
voire non consistance, étant donnée la taille des données manquantes).
Friston et coauteurs utilisent l’énergie libre pour sélectionner un nombre de
composantes de variance, la recherche s’arrêtant quand l’énergie libre n’aug-
mente plus à l’ajout d’une composante : la solution est donc sensible à la varia-
tion de la proximité entre l’énergie libre et de l’évidence suivant les modèles. Des
simulations [6] comparant l’estimation de l’évidence par MCMC et par approxi-
mation de Laplace montrent le bon comportement de l’approche variationnelle
par rapport aux MCMC. Encore faudrait-il être sûr du fait que la simulation
par MCMC a elle-même convergé vers l’évidence, car il est souvent délicat de
savoir à quel moment arrêter une simulation MCMC.
Malgré des résultats théoriques parfois peu engageants, les simulations mon-
trent des résultats intéressants pour les méthodes variationnelles. Cette étude
renforce la conclusion qu’il faut pousser plus loin les investigations théoriques
et les tests afin de pouvoir préciser le cadre d’utilisation des méthodes varia-




A Détails de calcul de l’article de Friston
Les calculs n’étant pas détaillés dans [7], nous les reprenons ici. On rappelle
le modèle
WX = RY β + ζ
= Lη + ζ
β = Uη
Les lois a priori sur η et ζ sont gaussiennes, centrées et de variance respective






La loi de WX |λ est gaussienne, centrée, et de covariance









A.1 Calcul de l’énergie libre F(qλ)
Notons IEqλ l’espérance sous la loi qλ. L’énergie libre à maximiser est
F(qλ) = IEqλ(log p(WX, λ)) − IEqλ(qλ).
L’approximation de Laplace permet d’approcher quadratiquement la log-vraisemblance
complète log p(WX, λ) autour de son maximum µλ :
log P (WX, λ) ≃ log p(WX, µλ) −
1
2
(λ − µλ)′H(µλ)(λ − µλ)
où H(µλ) = −∂2λ=µλP (WX, λ) est l’opposé du hessien évalué en µ
λ.
Comme p(λ|WX) ∝ p(WX, λ), il est naturel de maximiser F en qλ sur l’en-
semble des gaussiennes N (µλ, Σλ). Alors, si qλ, est gaussienne, on a




(m + 1) log(2π) + log |Σλ| + m + 1
)
.
De plus, en utilisant le lemme A.1, on peut écrire
Eqλ((λ − µ
λ)′H(µλ)(λ − µλ)) = trace(H(µλ)Σλ),
d’où
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En utilisant les lemmes A.2 et A.3 pour dériver l’énergie libre par rapport à Σλ,
on obtient la forme de la covariance conditionnelle approchée
∂F(qλ)
∂Σλ
= −(Σλ)−1 + H(µλ) = 0 ⇔ Σλ = H(µλ)−1
d’où trace(ΣλH(µλ)) = m + 1. L’énergie libre se simplifie :





(m + 1) log(2π) + log |Σλ|
)
.
Enfin, soit w le rang de W , la loi de WX |λ est gaussienne centrée :




log |Σ(µλ)| + w log(2π) + (WX)′Σ(µλ)−1WX
)
,
tandis que la loi a priori de λ est gaussienne N (π, Π) :




log |Π−1)| + (m + 1) log(2π) + (µλ − π)′Π(µλ − π)
)
.
D’où l’approximation de la log-évidence log p(WX) par l’énergie libre cal-




[(WX)′Σ(µλ)−1WX + log |Σ(µλ)| + w log(2π)
− log |ΣλΠ| + (µλ − π)′Π(µλ − π)].
A.2 Eléments de calcul des étapes du M-step























De plus, en utilisant le lemme A.4, on en déduit l’expression suivante de la





′W ′ − Σ(λ))] − Πi.(λ − π) :
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La dérivée seconde s’obtient en utilisant le lemme A.2 et quelques manipulations


















trace(PiΣ(λ)PjΣ(λ)) − Πij .
A.3 Eléments de calcul de l’étape E-step
L’utilisation de l’approximation de Laplace
log P (WX, η|λ) = log P (WX, η|µλ) −
1
2
(λ − µλ)′H̃(µλ)(λ − µλ)
revient à prendre pour qη une gaussienne N (µη, Ση) telle que :






(λ − µλ)′H̃(µλ)(λ − µλ).
)
Or, l’expression dans l’espérance vaut trace(ΣλH̃(µλ)) et ne dépend pas de η.
D’autre part,






= (η − µη)′ (Ση)−1 (η − µη) + cte
avec µη = ΣηL′Σζ(µλ)−1WX , et en utilisant le lemme d’inversion matricielle





= Ση(µλ) − Ση(µλ)L′(Σζ(µλ) + LΣη(µλ)L′)−1LΣη(µλ)
= Ση(µλ) − Ση(µλ)L′Σ(µλ)−1LΣη(µλ).
A.4 Quelques résultats de calcul matriciel
Lemme A.1 Si X ∼ N (µ, V ), alors IE(X ′AX) = µ′Aµ + trace(AV )








Lemme A.4 Soit Pi =
∂
∂λi







log |Σ(λ)| = − trace(PiΣ(λ))
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Lemme A.5 Lemme d’inversion de Woodbury (voir par exemple l’annexe A
d’Anderson [1]). Soient les matrices A de dimension n × n, U de dimension





soit inversible. On a :
(A + UCV )−1 = A−1 − A−1U(C−1 + V A−1U)−1V A−1
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