The classical analysis of real-time systems tries to ensure that the instance of every task finishes before its absolute deadline (strict guarantee). The probabilistic approach tends to estimate the probability that it will happen. The deterministic timed behaviour is an important parameter for analysing the robustness of the system. Most of related works are mainly based on the determinism of time constraints. However, in most cases, these parameters are non-precise. The vagueness of parameters suggests the use of fuzzy logic to decide in what order the requests should be executed to reduce the chance of a request being missed. The choice of task parameters and numbers of rules in fuzzy inference engine influences directly generated outputs. Our main contribution is proposing a fuzzy approach to perform real-time scheduling in which the scheduling parameters are treated as fuzzy variables. A comparison of the results of the use of each parameter as linguistic variable is also given.
Introduction
Real time systems are present and vital in very diverse fields such as avionics, process control, air traffic control systems, and mission critical computations [1] . In the literature, these systems have been defined as: systems in which the correctness depends not only on the logical results of computation, but also on the time at which the results are delivered [2] . Real-time activities are traditionally characterized by temporal constraints, called deadlines [3] . Each task is a stream of jobs; each one has a time of release, it is characterized by a computation time, and must finish before its absolute deadline. Real-time task is said to be hard, soft, or firm depending on the criticity of the consequence of a deadline miss. For a hard task, no deadline miss accepted, since a single job of task finishes after its deadline could jeopardize the entire system [4] . A soft task tolerates jobs that finish after their deadlines, whereas a firm task can only tolerate some job failures. More precisely, a firm job must be firm job that misses its deadline is useless, though it does not jeopardize the system [5] . Because of their critical nature, hard real-time tasks must be guaranteed offline; a hard task is accepted only if it is guaranteed that every job is executed before its deadline. For firm tasks, admission tests are usually online, a job is activated only if it is certain that it will end its execution before its deadline, otherwise it will be rejected. A schedule is said to be feasible if all the tasks matched both their deadlines and any additional specified constraints [6] . Real-time scheduling can be classified in two categories: static [3] and dynamic [7] . A static real-time scheduling algorithm such as Rate Monotonic schedules all real-time tasks offline; this requires complete knowledge about tasks and system settings [8] . For dynamic scheduling, the feasibility of the algorithm is calculated online and tasks are invoked dynamically. These algorithms use dynamic parameters like deadline, latency and laxity [9, 10, 11] . However, the use of fuzzy logic to facilitate searching for a feasible schedule is motivated by several reasons. First, in a dynamic hard real-time system, not all the characteristics of tasks (e.g., precedence constraints, resource allocations ) are known a priori. For example, for aperiodic tasks, the arrival time for the next task is unknown. In particular, there is a wide uncertainty in hard real-time environment which will worsen scheduling problems (e.g. arbitrary arrival time, system load, and uncertain computation time). Furthermore, in overload case, we must slow down the execution of tasks while ensuring that the most important tasks are run first, thus allowing a ratio of flexibility in the scheduler under adverse conditions to determine which tasks are run and which are not [12] . The remaining of this paper is organized as follows. Section II describes scheduling algorithms, classic and fuzzy, and model tasks. Section III discusses the fuzzy inference engine.
In section IV, we present our model and the concept of Fuzzy Inference Engine with the difference between Mamdani and Sugeno types. Section V provides some concluding remarks.
Scheduling Model
2.1. Classical case. The scheduling in real time systems based on the use of the CPU time and other resources to execute all the tasks in question in order to meet the time constraints [2] . However, scheduling in real-time systems is more important than in classic systems [13, 14] . The real-time tasks must be performed correctly while respecting the deadline [15] . There are brief descriptions of the main scheduling algorithms: FCFS algorithm (First-Come-First-Served) selects the task with the earliest arrival time [16] . The release time of periodic tasks in the system will be considered, but this algorithm makes no efforts to consider task deadline, so it is not feasible for hard real time task. Rate Monotonic (RM) algorithm assigns priority according to period; A task with a shorter period has a higher priority [3] . This algorithm is an optimal static-priority scheduling [17] . Earliest Deadline First (EDF) algorithm always chooses the task with the earliest deadline [18] , a job with the earliest deadline is executed. Since it cannot consider priority and therefore cannot analyse it. This algorithm is optimal dynamic priority scheduling. Least Laxity First (LLF scheduling algorithm assigns higher priority to a task with the least laxity and has been proved to be optimal for uniprocessor systems [2] .
Fuzzy logic.
After at least two decades since its elaboration, fuzzy logic was finally accepted as the basis for an emerging technology, ranging from consumer products, to industrial process control, to automotive applications [19] . It is so closer to human brain thinking compared to conventional logical systems. Fuzzy logic is a multi-valued logic. It deals with approximation rather than exactness.
In contrast to classical sets (A classical set takes true or false values), fuzzy logic variables (also known as linguistic variables) can have a truth value that ranges into an floating interval between 0 (completely true) and 1 (completely false) [20] . The linguistic variable degree may be determined with a specific method [21] . Nowadays, fuzzy logic is largely used in real world issues, and it is also a research interest of a great number of researchers. It has been shown to be a strong methodology of design and analysis in control theory, enabling the implementation of advanced knowledge-based control methods for complex dynamic systems like those rising applications for systems and artificial biology [20] . Hiwarkar et al gave a large list of use cases of fuzzy logic in [21] . K.A. Verma et al discussed Type 1 fuzzy systems and the origin of type 2 fuzzy logic systems [22] and its application in the field of engineering, finance and medicine. Xia Feng et al designed a schedule for control of embedded systems based on fuzzy logic [23] . A priority scheduler has been developed for mobile by C. Gomathy et al in [24] .
2.3. Fuzzy alghorithms. The main conventional algorithms are based on binary logic; the new versions of these algorithms are introduced based on fuzzy logic. This logic is used in different conventional algorithms in the case of the highest-priority task, giving birth to fuzzy versions of these algorithms. In the literature, most of the work is about soft real-time systems. In what follows, we quote the most famous results: M. Sabeghi et al introduced a fuzzy algorithm for scheduling periodic tasks on multiprocessor soft realtime systems [25] . P. Vijayakumar et al presented a fuzzy EDF algorithm for soft real-time systems [26] , they used laxity and deadline as fuzzy parameters. Fuzzy inference rules include 15 fuzzy inference rules. The miss deadline ratio of the tasks will be reduced compared to the traditional EDF algorithm. V.Salmani et al proposed a new fuzzy-based algorithm for scheduling real-time tasks on uniform parallel machines in [27] . It is shown that the proposed approach ensured a performance close to that of EDF in non-overloaded conditions and it has supremacy over EDF in overloaded situations in many aspects. In [28] , Hamzeh et al proposed a new fuzzy scheduler. They use laxity, CPU time and deadline as a fuzzy parameter. This scheduler has low complexity due to the simplicity of fuzzy inference engine. Sheo Das et al have described the use of fuzzy logic to multiprocessor realtime scheduling [29] . They have showed that using deadline as a fuzzy parameter in multiprocessor real-time scheduling is more promising than laxity, and that this model is efficient when the system has heterogeneous tasks with different constraints. For embedded systems, T. Springer et al [30] presented a new scheduling approach for real-time tasks in an embedded system. The results are a demonstrated reduction in deadline misses for all tasks during periods of overload as compared to traditional fixed priority based scheduling mechanisms. In the case of hard real-time systems, publications on fuzzy logic are scarce. Very early John Yen et al introduced a Designing of a Fuzzy Scheduler for Hard Real-time Systems [31] . They worked on the scheduling problem as a search problem, using a set of fuzzy rules to guide the search for a feasible schedule, and the scheduler is triggered by a newly arrival task. In conclusion, most papers dealt with soft real-time systems, but not enough for hard real-time systems. Fuzzy versions of different conventional algorithms are given and showed that they are more promising than conventional ones. The choice of fuzzy parameters and the comparison of different results are studied in special cases, and research over the generalization is an open work.
Fuzzy Inference Engine
Fuzzy Inference Systems are conceptually very simple. They consist of an input, a processing, and an output stage [32] . The input stage receives inputs like deadline, execution time, laxity and so on, and maps these to appropriate membership functions and truth values. In the processing stage, each specific rule is invoked and the corresponding result is generated. Then results are combined so that it will be given as an input to the output stage. In output stage, the combined result is converted back into a specific value [33] . The membership function of a fuzzy set is a generalization of the indicator function in classical sets. In fuzzy logic, it represents the degree of truth as an extension of valuation. It can be expressed in the form of a curve that defines how each point in the input space is mapped to a membership value (or degree of membership) between 0 and 1. It can also have many forms (triangular, trapezoidal and Bell curves) [33] . The processing stage also called inference engine is based on a set of logical rules in the form of IF-THEN statements. An example of fuzzy IF-THEN rules is: IF Speed is Low AND Race is Dry THEN Braking is Soft, Where the IF part is called the "antecedent" and the THEN part is called the "consequent". The terms Speed, Race and Braking are linguistic variables, and Low, Dry and Soft are linguistic terms. Each linguistic term corresponds to a value of the membership function. Typically, Fuzzy Inference Systems have dozens of rules [32] . The inference engine processes the inputs and generates outputs based on the rules already defined. There are five steps in the fuzzy inference: -Fuzzify inputs, -Apply the fuzzy operator, -Apply the implication method, -Aggregate all outputs, -Defuzzify outputs. Below is a brief overview of these five steps. The first step is to take the inputs and determine the degree to which they belong to each of the appropriate fuzzy sets via membership functions. Fuzzification of the input amounts to either a table lookup or a function evaluation. After fuzzifying the inputs, we know then the degree to which each part of the antecedent has been fullfilled for each rule. So if the antecedent of a given rule has more than one part, the fuzzy operator is applied to obtain one number that represents the result of the antecedent for that rule. This number will then be applied to the output function. The number of inputs to the fuzzy operator is two or more membership values from fuzzified input variables. Whereas the output is a single truth value. The output fuzzy set has been modified by the implication function to the degree specified by the antecedent. Since decisions are based on the testing of all of the rules in the Fuzzy Inference Subsystem (FIS), the results from each rule must be combined in order to generate the final decision. Aggregation is the process by which the fuzzy sets that represent the outputs of each rule are combined into a single fuzzy set. It occurs only once for each output variable, just prior to the fifth and final step, defuzzification. The input for the defuzzification process is an aggregate output fuzzy set, and the output is a single number. At run-time, based on the parameter of tasks, the fuzzy scheduler selects the highest priority task that is ready for execution. Several parameters determine the priority of tasks: task deadline, task criticality, task execution time, laxity. The task deadline is the time before the task should be completed. The task criticality relates to the consequences of missing a deadline. The worst case execution time of task is his execution time. Laxity is the time that separates the task deadline and the worst case execution time of task. These parameters constitute the linguistics variables and then fuzzified. Fuzzy rules are then applied to the linguistic variables to compute the service value. The linguistic values for the chosen parameters are defined. The fuzzification is applied to the conclusion; the way in which this happens depends on the inference model. There are two common inference methods [33, 34] : Mamuzzy dani's finference method proposed in 1975 by Ebrahim Mamdani [35] and Takagi-Sugeno-Kang, method of fuzzy inference introduced in 1985 [36] . Mamdani's efforts are based on the work of Lotfi A. Zadeh on fuzzy algorithms for complex systems and decision processes [37] . The main difference between Mamdani-type FIS and Sugeno-type FIS resides in the way the crisp output is generated from the fuzzy inputs. While Mamdani-type FIS uses the technique of defuzzification of a fuzzy output, Sugeno-type FIS uses weighted average to compute the crisp output [39] , so the Sugenos output membership functions are either linear or constant but Mamdanis inference expects the output membership functions to be fuzzy sets. Furthermore, Sugeno method has better processing time since the weighted average replace the time consuming defuzzification process [39] .
The proposed Model
In the proposed model, the input stage consists of two linguistic variables. The first one is a priority; each task arrives in the system with its priority. This priority is assigned to the task from the outside world and its static. The other input variable can be one of other task parameters. This input can be tasks interval, laxity, wait time, or so on, for different scheduling algorithms. Each parameter may cause the system to react in a different way, since changing the input variables the corresponding membership functions may be changed accordingly. We will compare the impact of the change of the second parameter, while keeping the same task priority. Laxity and Priority. Laxity of a task at any time is defined as remaining time to deadline minus the amount of remaining execution. We choose this parameter as the second linguistic variable. A tasks priority shows the importance of the task, the notion of laxity is used in the proposed approach to facilitate the computation. The inputs of these parameters are justified. In our example, we choose task priority and laxity as inputs parameters. We considered 4 triangular membership functions for tasks priority. High, Normal, Low and Very low are these membership functions. Laxity membership function considered 3 and also triangular. Critical, Medium and sufficient are the name of these functions. Fuzzy rules try to combine these parameters as they are connected in real worlds. Some of these rules are mentioned here: If (T.Priority is High) and (Laxity is Critical), then (Priority is Very high). If (T.Priority is High) and (Laxity is Medium), then (Priority is high). If (T.Priority is High) and (Laxity is sufficient), then (Priority is Medium). To see the impact of changing the parameters of the tasks in the input stage on the final output priority, we choose the task deadline as second parameters in the input system. It is very important to remember that assigning priority to tasks according to their deadlines is a simple yet successful strategy for uniprocessor real-time scheduling. EDF (Earliest Deadline First) and DM (Deadline Monotonic) are shown as optimal dynamic-and static-priority policies for preemptive uniprocessor scheduling, although they are not in the case multiprocessor. We considered 3 triangular membership functions for tasks deadline. Low, medium and sufficient are these membership functions. 
Results analysis
To compare the external priority which is the priority assigned to the task from the outside world and a new priority based on fuzzy logic, we use this external priority as an input linguistic variable and we use separately two parameters, namely laxity and deadline, as second linguistic variable. Fuzzy rules compute the crisp value using centroid Defuzzification method of Mamdani inference, and an output priority of task is calculed. The output of the system is priority that determines which is used as a parameter for making a decision. Third step, we use both parameters at the same time in an input stage then we look and compare different results. The following figure shows the different results. The priority calculed in the third case is the least best. This can be explained by the fact that in this case the number of rules is very large, since we have three input linguistic variables. When we have more rules and member functions, it will directly affect the overall system accuracy, even though performance of the system can be made better when number of rules are reduce. For the other two cases, we have the same number of rules for the two linguistics variables, namely deadline and laxity. As it is depicted in the figure 4 , the simulation results show that the output priority based on deadline is much better than the output priority based on laxity, knowing that the initial priority is the same for the two cases. 
Conclusion
For scheduling, fuzzy logic is used in the different conventional algorithms with the choice of the highest-priority task, giving thus birth to fuzzy versions of these algorithms. This paper presents a comparison of fuzzy priorities based on deadline and priorities based on laxity. As results, we conclude that using deadline as a fuzzy parameter is more promising than laxity. The choice of parameters and numbers of rules in fuzzy inference engine influences directly generated outputs. Being based on Mamdani or Sugeno, Fuzzy Inference Systems (FIS) are still on-going research areas. As a future work, we plan to redo this work but based this time on Sugenotype FIS and to compare the results of the two models.
