Based on record data, prediction of the future records from the two-parameter Weibull distribution is studied. First we consider the sampling based procedure to compute the Bayes estimates and also to construct symmetric credible intervals. Secondly, we consider one-sequence and two-sequence Bayes prediction of the future records based on some observed records. The Monte Carlo algorithms are used to compute simulation consistent predictors and prediction intervals for future unobserved records. A numerical simulation study is conducted to compare the different methods and a real data set involving the annual rainfall recorded at Los Angeles Civic Center during 132 years is analyzed to illustrate the procedures developed here.
Introduction
The Weibull distribution is one of the most popular distributions used for analyzing skewed lifetime data. A detailed discussion on it has been provided by ( [16] , Chapter 21) . Because of the various shapes of the PDF and due to monotone (increasing/decreasing) property of the hazard function, it has been used as an alternative to the gamma or log-normal distribution. The Weibull distribution with the shape and scale parameters α and λ will be denoted by WE(α, λ ). Let X 1 , X 2 , ... be a sequence of independent and identically distributed (iid) random variables from two-parameter WE distribution. The two-parameter WE distribution has CDF F W E (x; α, λ ) = 1 − e −λ x α , for x > 0, (1.1) and the PDF f W E (x; α, λ ) = α λ x α−1 e −λ x α , for x > 0. (1.2) Here α > 0, λ > 0 are the shape and scale parameters, respectively.
Record statistics arise naturally in many practical problems, and there are several situations pertaining to meteorology, hydrology, sporting and athletic events wherein only record values may be recorded. For an elaborate treatment on records and their applications, one may refer to the books by [6] , [4] and [17] . For a detailed discussion on the Weibull records and associated inferences, one may refer to [22] . Prediction problems have received considerable attention in the last decades. Several real applications can be found in actuarial studies, warranty data analysis, rainfall extremes and highest water levels. For example, when setting up warranty period for a product, a manufacturer would use some of the known previous failure times to predict a suitable warranty period of the product. Extensive work on prediction can be found in the literature. [13] used conditional argument to develop prediction intervals for future Weibull order statistics. [5] also considered the Bayesian prediction problem for a large class of lifetime distributions. A numerical approach to Bayesian prediction for the twoparameter WE distribution was considered by [10] . They provided numerical Bayes predictor of the future observation, under the assumptions that the shape parameter has a uniform prior over a finite interval and the error is squared error. [14] presented Bayes prediction intervals for future observations are obtained in the one-and two-sample cases for Weibull model. Classical and Bayesian prediction of future observations based on hybrid censored samples from Weibull distribution are considered by [8] .
In the context of record data, [3] considered the problem of predicting the future records based on some observed ones when the observations are from the exponential distribution. [15] developed prediction bounds for future generalized exponential lower records by using Bayes and empirical Bayes techniques. [20] discussed the Bayesian analysis in the context of records from the twoparameter WE distribution through using a discrete prior for the shape parameter. Bayesian estimation and prediction for some life distributions based on record values, including Exponential, Weibull, Pareto and Burr type XII, are discussed in [2] . [21] obtained the best linear unbiased predictors of the next lower records based on observing the first n lower records from gamma distribution. [7] considered prediction of future record values from the exponentiated family of distributions from a Bayesian view point.
In the Bayesian analysis, the performance of the predictor depends on the prior distribution and also on the loss function chosen. For example, [19] used a continuous-discrete joint prior distribution. Another prior is a conjugate prior on λ and independent uniform prior on α. Some authors used independent uniform priors on both α and λ (see [10] ) in the respect. For estimating θ by a decision δ , the following loss functions can be considered. The first is the squared loss function defined as
The squared error loss is a symmetric function that penalizes overestimation and underestimation equally, and takes the value zero when the estimate is right on target.
There are many alternatives to the above loss function. Among them, the absolute loss function which is defined by
This loss function may be considered as a reasonable alternative to the squared loss function, but mathematically analysis based on absolute error is often substantially less tractable than that based on squared error. Both loss functions capture the basic idea that one is penalized, in a symmetric fashion, for the distance between an estimator and its target.
Other alternatives are to consider versions of asymmetric loss functions. One of the more widely used forms of asymmetric loss is the LINEX (or, "linear-exponential") loss function, the most common version of which is the one proposed by [23] and defined by
where a * is the shape parameter of the loss function. It controls the direction and degree of symmetry. When a * > 0, the LINEX loss function imposes a substantial penalty for overestimation. The mirror image of this symmetry may be achieved by setting a * < 0. Another loss function is called entropy loss function (L 4 ). It is a special case of the LINEX loss function and can be obtained by substituting a * = 1 [see [18] ].
In order to perform a Bayesian estimation of the parameters α and λ of Weibull distribution, the prior distribution of α and λ must be specified either when the shape parameter α known or unknown. When the shape parameter α is known, the prior on λ is the conjugate gamma prior. The prior distribution Gamma(a,b) of the scale parameter λ is given by
Here the hyper-parameters a > 0, b > 0. When both parameters are unknown, following the approach of [9] , it is assumed that λ has the same prior (1.3), the prior on α, π 2 (·) is independent of π 1 (λ ), and the PDF of π 2 (α) is log-concave on the support (0, ∞).
Our aim in this paper is to predict the future records based on some observed WE records. Here, we consider the one-sequence and two-sequence prediction problems for future WE records. The sample-based procedure is adopted in this current work to estimate the parameters and then estimate the predictive density of future WE records. The main additional difference between our work and the previous Bayesian works mentioned above is that the proposed priors are general ones. Further, we have chosen different error loss functions. In this context, we have used a Monte Carlo (MC) samples to compute the predictive density and then to compute the Bayes predictors (BPs) as well as the corresponding prediction intervals (PIs).
The rest of the paper is organized as follows. In Section 2, we provide sample-based estimates for the predictive density functions of the future records based on one-sequence prediction problem.
The two-sequence prediction problem is discussed in Section 3. Section 4 presents a data analysis to illustrate our results, and a MC simulation that compares the BPs under informative with those under non-informative priors. Finally, we conclude our work in Section 5.
One-sequence prediction problem
In this section, we consider the BPs of future records based on observed records under different loss functions. Here, the future record to be predicted comes from the same sequence of observed records and it is therefore correlated with the observed record data. Suppose that we observe only the first m upper records x ∼ = (x U(1) , x U(2) , ..., x U(m) ). Here, we obtain the BPs as well as constructing the PIs for the nth future upper record X U(n) under different loss functions, where 1 ≤ m < n. The posterior predictive density of X U(n) can be written as
where f X U(n) (y|x ∼ , α, λ ) is the conditional density function of X U(n) given the records data x ∼ . Using the fact that the record values satisfy Markov property, the conditional PDF of
where H(x) = − ln(1 − F(x)). Based on the PDF and CDF of Weibull distribution and the binomial expansion, the conditional PDF of X U(n) given X U(m) = x U(m) can be written as follows
The posterior predictive density of X U(n) at any point y > x U(m) is then
Under the squared error loss function L 1 , the BP of Y = X U(n) can be obtained as
By using MC samples {(α j , λ j ); j = 1, 2, ..., M} obtained using the algorithm in Appendix C and the PDF of the gamma distribution, a simulation consistent based predictorX
3)
The simulation consistent based predictor of the first unobserved record value can be obtained by setting n = m + 1 in Eq.(2.3) as follows:
Under the absolute error loss function L 2 , the corresponding BP of X U(n) , 1 ≤ m < n, denoted by X BP2 U(n) is the median of the posterior predictive density of X U(n) , Eq.(2.2), which is obtained by solving the following equation with respect to X
Based on the posterior predictive density of X U(n) , Eq.(2.2), Eq.(2.4) is equivalent to
Based on MC samples {(α j , λ j ); j = 1, 2, ..., M}, a simulation consistent based predictorX
can be found by solving the following nonlinear equation with respect toX
Under the LINEX loss function L 3 , the corresponding simulation BP X
Based on MC samples {(α j , λ j ); j = 1, 2, ..., M} and the PDF of the gamma distribution, a simulation consistent based predictorX
In particular, the simulation BPX BP3 U(m+1) of X U(m+1) can be obtained by setting n = m + 1 in Eq.(2.6) as follows :
To obtain prediction bounds on Y = X U(n) , 1 ≤ m < n, under different loss functions, we need to find the predictive survival function of Y = X U(n) at any point y > x U(m) . The predictive survival function is defined by
where
Using the Markovian property of the records, we have
By making the transformation v = H(z) − H(x U(m) ) and using the relation between the incomplete gamma function and sum of poisson probabilities, we have
The predictive survival function for Y = X U(n) , Eq.(2.7), becomes
Notice that Eq.(2.9) can't be expressed in a closed form and hence can't be evaluated analytically. By using the MC samples {(α i , λ i ); i = 1, 2, ..., M} and under the square error loss function L 1 , the simulation consistent based predictor of the predictive survival function for X U(n) will bê
Under the absolute error loss function L 2 , the simulation consistent based predictor of the predictive survival function for X U(n) , can be obtained by using the following algorithm:
• Step 3: The simulation consistent based predictor of the predictive survival function for X U(n) is given byŜ
Under the LINEX loss function L 3 , the simulation consistent based predictor of the predictive survival function for X U(n) can be obtained aŝ
A (1 − β )100% PI for X U(n) , 1 ≤ m < n, can be obtained by solving the non-linear equations (2.10) and (2.11) for the lower bound L and upper bound U :
Since Eqs. (2.10) and (2.11) can't be solved explicitly, a suitable numerical method should be used.
Two-sequence prediction problem
) be the first m observed records from a sequence from WE(α,λ ).
Let y U(1) , y U(2) , ... , y U(n) be the first n record values from another independent sequence from the same distribution. Based on the observed record sequence, we are interested in predicting the kth upper record value Y U(k) , 1 ≤ k ≤ n, of the future sequence, and obtaining PI of Y U(k) . The PDF of the kth upper record value Y U(k) [ [6] and [4] ] is given by
To obtain the Bayes predictive estimator of Y = Y U(k) , 1 ≤ k ≤ n, under different loss functions, we need the posterior predictive density of Y U(k) . The posterior predictive density of
and given by
Under the square error loss function L 1 , the Bayes predictive estimator of Y = Y U(k) can be obtained as
Based on MC samples {(α i , λ i ); i = 1, 2, ..., M} and by using the PDF of the gamma distribution, the simulation consistent based predictorŶ
Under the absolute error loss function L 2 , the corresponding BP of
, is the median of the posterior predictive density of Y U(k) , Eq.(3.2), which is obtained by solving the following equation with respect to Y
Based on MC samples {(α i , λ i ); i = 1, 2, ..., M}, the simulation consistent based predictorŶ
can be obtained by solving the following equation with respect toŶ
Under the LINEX loss function L 3 , the corresponding BP Y
To obtain prediction bounds on Y = Y U(k) , for 1 ≤ k ≤ n, we need the predictive distribution function of Y = Y U(k) , which depends on the distribution function of Y = Y U(k) . Based on Eq.(3.1), the PDF of Y U(k) , the distribution function of Y U(k) can be written using the incomplete gamma function as follows:
Arguments similar to those in subsection 3.1, the simulation consistent based predictor of the predictive distribution function of Y U(k) , G (k) (y|α, λ ) based on the squared error loss function L 1 is found to beĜ
Under the absolute error loss function L 2 , the following algorithm can be implemented to find the simulation consistent based predictor of G (k) (y|α, λ ).
Algorithm 2:
•
• Step 3 The simulation consistent based predictor for G (k) (y|α, λ ) is given bŷ
Under the LINEX loss function L 3 and Based on MC samples {(α i , λ i ); i = 1, 2, ..., M}, the simulation consistent based predictor of G (k) (y|α, λ ) is readily obtained aŝ 
As before, we need a suitable numerical method to solve these non-linear equations.
Numerical experiments and data analysis
In this section we conduct a simulation study to compute the different BPs of future records using one-sequence and two-sequence prediction problems. In both cases, we have assumed α = 2, λ = 1 to generate record data from WE(α, λ ). The first m observed records were generated by using the transformation:
where {e(i), i ≥ 0} is a sequence of i.i.d Exp(1) [see [6] , p.20]. We compute the BPs for the Weibull records, with respect to different loss functions: squared error (Sq. err.) (L 1 ), absolute error (Abs. err.) (L 2 ) and LINEX (L 3 ) with different choices of a * : 0.1, 0.5, 1. The prior π 2 (α) on α can take any log-concave density on the support (0, ∞). Here, we consider that the prior of α, has a gamma density function with the shape and scale parameters c and d, respectively. For the computations of BPs, we consider two types of prior for both α and λ : first prior is the non-informative prior, i.e a = b = c = d = 0, we call this prior as Prior 0, second prior is the informative prior, namely
we call this prior as Prior 1. We have computed the PIs for the future Weibull records.
In Table 2 , we present the simulated point predictors and PIs for the future nth record X U(n) , 1 ≤ m < n for the following cases of sample sizes m = 6, m = 9, and m = 12 and for all different loss functions L 1 , L 2 and L 3 with different choices of a * : 0.1, 0.5, 1.0. Based on MC samples {(α i , λ i ), i = 1, 2, ..., M} with M = 1000 computed using the algorithm in Appendix C, the simulated predictors for the future nth record X U(n) , 1 ≤ m < n, were computed by using the equations (2.3), (2.5) and (2.6), respectively. The 95% lower bound L and upper bound U of the PI for the future nth record were computed by solving the equations (2.10) and (2.11) with respect to L and U, respectively. In this table, the first three future nth records after the last observed record are only predicted. The mean square errors (MSEs) of the resulting predictors using Prior 0 and Prior 1 are reported in Table 3 based on = 1000 runs are computed. The MSE of any BP (say δ (x ∼ )) of the nth record, X U(n) is defined by
is the predicted value of X U(n) based on the ith replicate.
In Table 4 , we present the simulated predictors and PIs for the unobserved kth record Y U(k) , k = 1, ..., n, based on observed record sample of size m, and for all different loss functions. Based on MC samples {(α i , λ i ), i = 1, 2, ..., M} and M = 1000, the simulated predicted values for the unobserved kth record Y U(k) , were computed under different loss functions, by using the equations (3.3), (3.4) and (3.5), respectively. The 95% lower bound L and upper bound U of the PI for the unobserved kth record Y U(k) were computed by solving the equations (3.7) with respect to L and U, respectively. In this table the smallest, middle or around, and the largest unobserved kth record Y U(k) are only predicted. The MSEs of these simulated predictors are also computed and presented in Table 5 .
From Tables 2 and 4 , it can be checked that the 95% PI for future record gets wide whenever the record to be predicted moves away. This is an expected observation since the variation of future record becomes high as it moves away. It is also observed from Table 2 , the BP based on LINEX loss function provides shortest PIs comparing with the ones based on squared and absolute loss functions. Table 4 shows that the 95% Bayes PIs based on L 3 are almost similar. That is, the Bayes PIs based on two-sequence prediction case are robust with respect to the parameter a * involved in LINEX loss function. For both prediction problems, it is also evident from Tables 3 and 5 the BPs obtained by using Prior 1 (informative prior) perform well comparing with the corresponding ones obtained by using Prior 0 (non-informative prior).
Example (real data):
In this example we analyze the total seasonal annual rainfall (in inches) recorded at Loss Angeles Civic Center during 132 years, from 1878 to 2009 (season July 1 -June 30). The data set can be obtained from the loss Angeles Civic Website: http://www.laalmanac.com/weather/we13.htm. For the complete data set, we have computed the MLEs of α and λ and they are 2.2438 and 0.0018, respectively. From the observed data, it is also possible to estimate the shape of the hazard function. A tool called scaled TTT transform and its empirical version are considered in this context. If a family has a survival function S(y) = 1 − F(y), then the scaled TTT transform is g(u) =
S(y) dy. The empirical version of the scaled TTT transform is given by
where X i:n is the ith order statistic from a sample of size n. It has been shown by [1] the scaled TTT transform is convex (concave) if the hazard rate is decreasing (increasing) and for bathtub (unimodal) shaped hazard rate, the scaled TTT transform is first convex (concave) and then concave (convex). In this example, the scaled TTT transform of the rainfall data presented in Fig. 1 , shows the scaled TTT transform is almost concave; we therefore conclude that the hazard function is increasing function. This indicates that the WE model may provide a reasonable fit to the above data. Now, we compute the BEs with respect to different loss functions: squared error (Sq. err.), absolute error (Abs. err.) and LINEX function with different choices of a * : 0.1, 0.5, 1.0 when Prior 1 is used. The BEs of λ and α are computed and presented as follows: All the estimates are quite close to each other. We obtain the 95% credible intervals for α and λ and they are (1.7187, 1.8592) and (0.0045, 0.0206), respectively. Also, we consider the prediction of the 9th, 10th and 11th future records. The simulated predictors and the 95% PIs of the 9 th , 10 th and 11 th future records are presented in Table 6 . It is observed that all predicted values, with respect to different loss functions, are all ordered and fall in their corresponding predictive intervals.
To study the sensitivity of our results to variations in the specification of prior parameters, further MC simulations were performed using two additional proper priors and two improper priors. For the first proper prior (π 1 ), we assume that the prior mean of α is equal to 2 and its standard deviation is equal to 1, and that for λ , the prior mean is 1 with a standard deviation of 0.33. This corresponds to a = 4, b = 2, c = 9, and d = 9. For the second proper prior (π 2 ),we assume that only small amount of prior information is available and assign small integer values to a, b, c, and d. Table 7 shows the MC based BEs for α and λ , and the PIs for the next record statistic X U (9) . It is evident from Table 7 that our results are not very sensitive to the assumed values of the prior parameters. Note that PIs corresponding to all four priors include the predicted value of the next record statistic, X U(9) .
Conclusions
Motivated by the importance of the prediction problem of future observations, various inferential methods have been discussed in the literature. We have proposed a Bayesian approach to predict the future records based on some observed ones in one-sequence and two-sequence prediction problems. In Bayesian analysis, the so obtained predictors depends on the prior distribution and also on the error loss function chosen. For this, our proposed priors are quite flexible in nature and Jeffrey's prior can be obtained as a special case of the proposed priors. Additionally, we have used different error loss functions. We opt for sampling simulation procedures, namely, the Monte Carlo samplers to generate samples from the predictive distributions and then obtain different BPs as well as PIs of the future records. In this context, these prediction problems are not considered previously in the literature. Our methods of prediction were simple and quite useful since they allow us to assume priors with general set-up and different error loss functions. The simulation algorithm by [11] and [12] can be used effectively for generating random variates with a log-concave density. In the sense of prediction interval length, it is observed that the BPs under the LINEX loss function perform well when compared to the BPs under other loss functions. Moreover, it is evident that, the BPs are not very sensitive to the assumed values of the prior parameters (Prior 0 and Prior 1). Published by Atlantis Press Copyright: the authors Table 2 . Simulated predictors and PIs for future records X U(n) based on m observed records (n ≥ m + 1). 
0.3135 0.2281 Table 4 . Simulated predictors and PIs for unobserved records Y U(k) , k = 1, ..., n, based on another independent observed record sample of size m. 
0.3107 0.1133 of this sample [see [6] and [4] ] is L(α, λ |data) = α n λ n e −λ x α
First, consider the case when the shape parameter α is known. By (A.1) and the prior density Eq. (1.3) , the posterior density of λ given α and data is Gamma(a + n, b + x α U(n) ) which has the form Under the LINEX loss function L 3 and for any given a * < a + n, the BEλ B 3 of λ can be obtained by using the PDF of the gamma distribution as follows: 
