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Abstract
To each finitely aligned higher-rank graph Λ and each T-valued 2-cocycle on Λ, we associate
a family of twisted relative Cuntz-Krieger algebras. We show that each of these algebras
carries a gauge action, and prove a gauge-invariant uniqueness theorem. We describe an
isomorphism between the fixed point algebras for the gauge actions on the twisted and un-
twisted relative Cuntz-Krieger algebras. We show that the quotient of a twisted relative
Cuntz-Krieger algebra by a gauge-invariant ideal is canonically isomorphic to a twisted rel-
ative Cuntz-Krieger algebra associated to a subgraph. We use this to provide a complete
graph-theoretic description of the gauge-invariant ideal structure of each twisted relative
Cuntz-Krieger algebra.
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Chapter 1
Introduction
1.1 Background
A directed graph E = (E0, E1, r, s) consists of a set E0 of vertices, a set E1 of edges and
maps r, s : E1 → E0. We visualise the vertices as dots or points and the edges e ∈ E1
as arrows pointing from s(e), called its source, to r(e), called its range. A C∗-algebra is
a closed subspace of the bounded linear operators on a Hilbert space that is closed under
multiplication and adjoints. We construct a C∗-algebra in the set of bounded linear operators
on a Hilbert space H from E as follows. To vertices v ∈ E0 we associate projections Pv of
H onto mutually orthogonal subspaces PvH. To every edge e ∈ E1 we associate a partial
isometry Se that takes Ps(e)H isometrically into Pr(e)H and vanishes on (1 − Ps(e))H. We
require that whenever r−1(v) is nonempty and finite, the subspaces SeH with r(e) = v
are mutually orthogonal and span Hv. Such a collection {Pv, Se : v ∈ E0, e ∈ E1} is called a
Cuntz-Krieger E-family. By taking the closure of all linear combinations of all finite products
of Pv and Se and their adjoints, we generate a C
∗-subalgebra of the bounded linear operators
on H.
Every Cuntz-Krieger E-family generates a C∗-algebra. Different Cuntz-KriegerE-families
can generate nonisomorphic C∗-algebras, but there is a unique universal C∗-algebra C∗(E)
generated by a universal Cuntz-Krieger E-family {pv, se : v ∈ E0, e ∈ E1}. Loosely speak-
1
CHAPTER 1. INTRODUCTION 2
ing, by “universal” we mean that C∗(E) is biggest C∗-algebra generated by a Cuntz-Krieger
E-family: C∗(E) contains all the complexities of any other C∗-algebra generated by a Cuntz-
Krieger E-family. One can use the universal property to show that there is a group action
γ of the unit circle T ⊂ C on C∗(E) such that γz(se) = zse and γz(pv) = pv for each e ∈ E1,
v ∈ E0 and z ∈ T. This action is called the gauge action.
Kumjian, Pask, Raeburn and Renault introduce Cuntz-Krieger algebras of directed graphs,
also known as graph algebras, in [9] following on from the seminal work of Cuntz and Krieger
in [3] and Enomoto and Watatani in [5]. The sustained interest in graph algebras is mo-
tivated by the elegant relationships that exist between the connectivity and loop structure
of the graph and the structure of the resulting graph algebra. For example, the ideals of
C∗(E) that are invariant for the gauge action γ can be described in terms of subsets of E0:
Bates, Hong, Raeburn and Szyman´ski in [1] describe sets H of vertices, which they call satu-
rated hereditary sets. They show that for each such H, the elements {pv : v ∈ H} generate a
gauge-invariant ideal IH of C
∗(E). Using a version of an Huef and Raeburn’s gauge-invariant
uniqueness theorem ([6], Theorem 2.3), they show that C∗(E)/IH is canonically isomorphic
to the Cuntz-Krieger algebra of what they call the quotient graph E/H. They then show
that the gauge-invariant ideals of the Cuntz-Krieger algebra are indexed by pairs (H,B),
where H is a saturated hereditary set and B is a collection of so-called breaking vertices.
Robertson and Steger [17] introduce a class of higher-rank Cuntz-Krieger algebras arising
from actions of Zk on buildings. In [7], Kumjian and Pask introduce higher-rank graphs and
their Cuntz-Krieger algebra as a common generalisation of both Robertson and Steger’s
higher-rank Cuntz-Krieger algebras and graph algebras. Kumjian and Pask focus on Cuntz-
Krieger algebras arising from row-finite higher-rank graphs with no sources: these are the
higher-rank analogue of graphs in which a nonzero, finite number of edges enters every vertex.
Raeburn, Sims and Yeend [16] extend the analysis of Kumjian and Pask by associating Cuntz-
Krieger algebras to finitely aligned higher-rank graphs, a more general class than row-finite
higher-rank graphs with no sources.
In [18], Sims defines a class of relative Cuntz-Krieger algebras ([18], Definition 3.2) associ-
ated to a finitely aligned higher-rank graph, which includes the usual Cuntz-Krieger algebras
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as a special case. As in [1], Sims identifies pairs of saturated hereditary sets and satiated
([18], Definition 4.1) sets, and associates to each such pair a gauge-invariant ideal. Due the
complex combinatorial nature of higher-rank graphs, it is no longer clear how to realise the
quotient of the Cuntz-Krieger algebra as the Cuntz-Krieger algebra of a quotient graph. In-
stead, Sims shows that the quotient of the Cuntz-Krieger algebra by a gauge-invariant ideal
associated to a saturated hereditary and satiated pair is canonically isomorphic to a rela-
tive Cuntz-Krieger algebra of a subgraph ([19], Corollary 5.2). Using this observation, Sims
generalises the results of [1] for graph algebras to Cuntz-Krieger algebras of finitely aligned
higher-rank graphs; that is, he classifies all the gauge-invariant ideals in the Cuntz-Krieger
algebra of a higher-rank graph ([18], Theorem 5.5).
In [8] and [10], Kumjian, Pask and Sims introduce a cohomology theory for higher-rank
graphs. They show how to twist the defining relations for a higher-rank graph C∗-algebra
by a circle valued 2-cocycle ([10], Definition 5.2). They use this to define the twisted Cuntz-
Krieger algebra C∗(Λ, c) ([10], Proposition 5.3) associated to a higher-rank graph and a
T-valued 2-cocycle c. The class of twisted Cuntz-Krieger algebras contains many interesting
examples, including all of the noncommutative tori ([8], Example 7.9) and the quantum
spheres of [2]. Both [8] and [10], consider row-finite locally convex ([15], Definition 3.9)
higher-rank graphs, rather than arbitrary finitely aligned higher-rank graphs. Kumjian,
Pask and Sims produce a gauge-invariant uniqueness theorem ([10], Corollary 7.7) using
groupoid methods, and provide a criterion for simplicity ([10], Corollary 8.2), but they do
not address the broader question of ideal structure.
In this thesis we avoid groupoid methods in preference for a more elementary and direct
analysis, similar to that of [16]. This direct approach leads to sharper and more general
results with cleaner arguments. Theorem 5.5 in [19] gives a complete description of gauge-
invariant structure of the Cuntz-Krieger algebra associated to a finitely aligned higher-rank
graph. The aim of this thesis is to extend this result to all twisted relative Cuntz-Krieger
algebras: this is a new result even for the untwisted case. This aim is achieved with Theo-
rem 5.3.2.
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1.2 Overview
This section gives a detailed account of the material contained in this thesis. We highlight
definitions and results contained in each chapter, discuss their importance and connect them
with the previous work of others.
In Chapter 2 we recall the definition of a k-graph (higher-rank graph) and develop the
standard notation to deal with them. Each path λ in a k-graph Λ has a source s(λ) and
a range r(λ) in Λ0, the set of vertices. Unlike directed graphs, a k-graph Λ not only con-
sists of edges and vertices but all possible paths in the graph. There is a natural partial
multiplication on Λ given by concatenation; given paths λ, µ in Λ such that s(λ) = r(µ),
λµ is another path in Λ. Each path λ ∈ Λ has degree, or shape, d(λ) ∈ Nk, where k is the
k in k-graph; degree is a higher-dimensional analogue of length. Each k-graph satisfies the
factorisation property: if λ has degree m + n, then there exist unique paths µ and ν in Λ
such that d(µ) = m, d(ν) = n and λ = µν. If E is a directed graph, then the set E∗ of all
paths in E is a 1-graph where the degree function d : E∗ → N measures the length of a path.
Note that the factorisation property for 1-graphs is automatic. So k-graphs generalise the
notion of a directed graph.
Given a finitely aligned k-graph Λ, each finite collection E of paths with a common
range determines a “gap projection” QE in the twisted Toeplitz algebra (see Section 3.4) of
Λ. Each twisted relative Cuntz-Krieger algebra of Λ is a quotient of the twisted Toeplitz
algebra by an ideal generated by such gap projections; so in each twisted relative Cuntz-
Krieger algebra some, but typically not all, of the gap projections are zero. In Chapter 3 we
construct a spatial representation of the twisted Toeplitz algebra, and use it to characterise
exactly which gap projections are nonzero in any given relative Cuntz-Krieger algebra.
In Section 3.1, for a finitely aligned k-graph Λ, we define a T-valued 2-cocycle and the
associated twisted Toeplitz algebra. A 2-cocycle is a map
c : {(λ, µ) ∈ Λ× Λ : s(λ) = r(µ)} → T
that satisfies:
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(1) c(λ, µ)c(λµ, ν) = c(µ, ν)c(λ, µν) whenever s(λ) = r(µ) and s(µ) = r(ν); and
(2) c(λ, s(λ)) = c(r(λ), λ) = 1 for all λ ∈ Λ.
The first relation is called the 2-cocycle identity. We write Z2(Λ,T) for the set of all T-valued
2-cocycles. The inspiration for this definition comes from the work of Kumjian, Pask and
Sims in [8] and [10] in developing a cohomology theory for k-graphs and their definition of a
Cuntz-Krieger (Λ, c)-family ([10], Definition 5.2), where c is a 2-cocycle in the cohomology
theory. Kumjian, Pask and Sims show there is a universal C∗-algebra C∗(Λ, c), called the
twisted Cuntz-Krieger algebra, generated by a Cuntz-Krieger (Λ, c)-family {sλ : λ ∈ Λ}. This
C∗-algebra is said to be ‘twisted’ due to the 2-cocycle appearing in the relation
sλsµ = c(λ, µ)sλµ (1.1)
whenever s(λ) = r(µ). The 2-cocycle identity guarantees that the multiplication in (1.1) is
associative.
We wish to extend the analysis of Kumjian, Pask and Sims to finitely aligned k-graphs.
A Toeplitz-Cuntz-Krieger (Λ, c)-family is a collection {tλ : λ ∈ Λ} of partial isometries in a
C∗-algebra satisfying:
(TCK1) {tv : v ∈ Λ0} is a set of mutually orthogonal projections;
(TCK2) tµtν = c(µ, ν)tµν whenever s(µ) = r(ν);
(TCK3) t∗λtλ = ts(λ) for all λ ∈ Λ; and
(TCK4) tµt
∗
µtνt
∗
ν =
∑
λ=µµ′=νν′
d(λ) minimal
tλt
∗
λ.
In Definition 2.5 of [16], Raeburn, Sims and Yeend define a Cuntz-Krieger Λ-family for a
finitely aligned k-graph Λ. Here we note how our definition of a Toeplitz-Cuntz-Krieger
(Λ, c)-family differs from a Cuntz-Krieger Λ-family of [16] and how the 2-cocycle is incorpo-
rated. Relation (TCK1) already appears in Definition 2.5 of [16]. Relation (ii) in Definition
2.5 of [16] is
tλtµ = tλµ
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whenever s(λ) = r(µ). Relation (TCK2) incorporates the 2-cocycle into the above relation,
as in (1.1). Relation (iii) in Definition 2.5 of [16] is
t∗λtµ =
∑
λα=µβ
d(λα) minimal
tαt
∗
β
for all λ, µ ∈ Λ. It turns out that the equivalent relation in the 2-cocycle setting is
t∗λtµ =
∑
λα=µβ
d(λα) minimal
c(λ, α)c(µ, β)tαt
∗
β (1.2)
for all λ, µ ∈ Λ. Since it is unclear why this is the correct relation, we remove it from the
definition of a Toeplitz-Cuntz-Krieger (Λ, c)-family. We replace it by the familiar relations
(TCK3), seen in Lemma 2.7 of [16], and (TCK4), seen in Remark 2.6 of [16]. Lemma 3.1.5
shows that replacing (TCK3) and (TCK4) by (1.2) would give us an equivalent definition of
a Toeplitz-Cuntz-Krieger (Λ, c)-family. Relation (iv) in Definition 2.5 of [16],∏
λ∈E
(tv − tλt∗λ) = 0 for all E ∈ FE(Λ), (1.3)
does not appear in the definition of Toeplitz-Cuntz-Krieger (Λ, c)-family, as in Definition
3.1.1 of [20]. The reason for this is explained below in the overview of Section 3.3.
In Section 3.2 we show that there is a unique universal C∗-algebra generated by a Toeplitz-
Cuntz-Krieger (Λ, c)-family {sT (λ) : λ ∈ Λ} (Theorem 3.2.3), we call this C∗-algebra the
twisted Toeplitz algebra of Λ and denoted it T C∗(Λ, c). Universal means that if {tλ : λ ∈ Λ}
is any other Toeplitz-Cuntz-Krieger (Λ, c)-family in a C∗-algebra B, then there is a homomor-
phism pi : T C∗(Λ, c) → B such that pi(sT (λ)) = tλ for each λ ∈ Λ. In Proposition 3.1.7 we
show there is a Toeplitz-Cuntz-Krieger (Λ, c)-family {Tλ : λ ∈ Λ} in B(`2(Λ)). The universal
property of T C∗(Λ, c) determines a homomorphism piTT : T C∗(Λ, c) → B(`2(Λ)) satisfying
piTT (sT (λ)) = Tλ for each λ ∈ Λ. This representation piTT of the twisted Toeplitz algebra on
B(`2(Λ)) will be an invaluable tool throughout the thesis.
In Section 3.3, for a vertex v ∈ Λ0 and finite E ⊂ vΛ := {λ ∈ Λ : r(λ) = v}, we define
the gap projection
Q(t)E :=
∏
λ∈E
(tv − tλt∗λ)
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(Definition 3.3.2). Relation (TCK4) implies that the range projections {tλt∗λ : λ ∈ Λ} pair-
wise commute, so that the gap projection Q(t)E is well-defined (Lemma 3.1.3(2)). Defini-
tion 3.3.1 defines the collection FE(Λ) of finite exhaustive sets of Λ, as in Definition 2.4
of [16]. Each element E ∈ FE(Λ) is finite and every path has a common range vertex v,
so that E ⊂ vΛ. Similar to Definition 3.2 of [18], given E ⊂ FE(Λ) we define a relative
Cuntz-Krieger (Λ, c; E)-family to be a Toeplitz-Cuntz-Krieger (Λ, c)-family {tλ : λ ∈ Λ} that
satisfies
(CK) Q(t)E = 0 for all E ∈ E .
Relation (CK) can be thought of as weaker version of (1.3). We call a relative Cuntz-Krieger
(Λ, c; FE(Λ))-family a Cuntz-Krieger (Λ, c)-family. The map
1 : {(λ, µ) ∈ Λ× Λ : s(λ) = r(µ)} → T
given by 1(λ, µ) = 1 for λ, µ ∈ Λ is a T-valued 2-cocycle. The relative Cuntz-Krieger
(Λ, 1; FE(Λ))-families are precisely the Cuntz-Krieger Λ-families of ([16], Definition 2.5).
When Λ is row-finite and locally convex, these are precisely the Cuntz-Krieger Λ-families of
[7]. This assertion is nontrivial: we refer the reader to Appendix A of [16] for a detailed
explanation of Cuntz-Krieger relations associated to different classes higher-rank graphs and
their equivalence.
Given E ⊂ FE(Λ), Theorem 3.3.7 shows that there is a unique universal C∗-algebra
C∗(Λ, c; E) generated by a relative Cuntz-Krieger (Λ, c; E)-family {sE(λ) : λ ∈ Λ}. By defi-
nition, C∗(Λ, c; E) = T C∗(Λ, c)/JE and sE(λ) = sT (λ) + JE for each λ ∈ Λ, where JE is the
smallest closed ideal containing the collection of gap projections
{
Q(sT )E : E ∈ E
}
.
The reason for using relative Cuntz-Krieger (Λ, c; E)-families will become apparent when we
classify the gauge-invariant structure of C∗(Λ, c; E).
In Section 3.4 we establish two results concerning C∗(Λ, c; E). Firstly, we show that
the projections associated to vertices are all nonzero; that is, sE(v) 6= 0 for each v ∈ Λ0.
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Secondly, we identity the collection E of finite exhaustive sets containing E and such that
for E ∈ FE(Λ),
E ∈ E if and only if Q(sE)E = 0. (1.4)
The collection E is called the satiation of E , and is, by definition, the smallest satiated set
containing E (see Definition 4.1 and Definition 5.1 of [18]). Theorem 3.4.16 establishes (1.4).
This result is needed throughout the thesis, including in the proof of the gauge-invariant
uniqueness theorem (Theorem 4.6.1). In [18], Sims outlines a method for constructing the
satiation E of E . In doing so, proves the “only if” direction of (1.4) in ([18], Corollary 5.6).
In this thesis we adopt the same method (Proposition 3.4.8). The “if” direction of (1.4)
is much more involved. In Definition 4.3 of [18], Sims defines the collection ∂(Λ; E) of E-
compatible boundary paths; such paths are analogues of infinite paths in a k-graph with a
range but no source, which satisfy a property relating to E . In [18], Sims proves the “if”
direction of (1.4) in Corollary 4.9 of [18] using a concrete representation {SE(λ) : λ ∈ Λ}
([18], Definition 4.5) of C∗(Λ; E) on B(`2(∂(Λ; E))). It seems that this representation cannot
be extended to general twisted relative Cuntz-Krieger algebras. Each of the SE(λ) in [18]
are determined by
SE(λ)ξx := δs(λ),r(x)ξλx (1.5)
where x denotes an E-compatible boundary path and {ξx : x ∈ ∂(Λ; E)} denotes the canonical
basis for `2(∂(Λ; E)). The reader should compare (1.5) with the representation of T C∗(Λ, c)
on B(`2(Λ)) given in Definition 3.1.7. In order for the family {SE(λ) : λ ∈ Λ} to satisfy
(TCK2) and be a representation of C∗(Λ, c; E), we would need to make sense of a 2-cocycle
evaluated at an E-compatible boundary path. There seems to be no canonical way to do
this. Instead, to prove (1.4) we need a different analysis.
As we do not have a concrete representation of C∗(Λ, c; E), we analyse the structure of the
ideals JE ⊂ T C∗(Λ, c) in order to understand the quotients T C∗(Λ, c)/JE = C∗(Λ, c; E). By
analysing these ideals, we distinguish between those gap projections associated to E and those
associated to FE(Λ) \ E . Using this, we show the “if” direction of (1.4) in Theorem 3.4.16.
CHAPTER 1. INTRODUCTION 9
Chapter 4 contains an analysis of the fixed point algebra of the gauge-action, called the
core of C∗(Λ, c; E) and denoted C∗(Λ, c; E)γ. The gauge-action is a strongly continuous group
action γ : Tk → Aut(C∗(Λ, c; E)) determined by
γz(sE(λ)) = zd(λ)sE(λ), (1.6)
where zd(λ) :=
∏k
i=1 z
d(λ)i
i . To see there is an action, given z ∈ Tk note that{
zd(λ)sE(λ) : λ ∈ Λ
}
is a relative Cuntz-Krieger (Λ, c)-family. Thus the universal property implies that there is
a homomorphism γz : C
∗(Λ, c; E) → C∗(Λ, c; E) satisfying (1.6). One checks that γz is an
inverse for γz, so that each γz is an automorphism.
The main result of Chapter 4 is the gauge-invariant uniqueness theorem (Theorem 4.6.1).
If {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ, c; E)-family, this theorem characterises when
the homomorphism piEt : C
∗(Λ, c; E) → C∗ ({tλ : λ ∈ Λ}) given by the universal property is
injective.
Section 4.1 outlines standard results in the literature concerning strongly continuous
group actions and faithful conditional expectations. Section 4.2 constructs the gauge action
determined by equation (1.6). We prove several standard results concerning the gauge ac-
tion. For example, in Lemma 4.2.2 we show the gauge-action is strongly continuous and in
Lemma 4.2.3 we prove that
C∗(Λ, c; E)γ = span {sE(λ)sE(µ)∗ : λ, µ ∈ Λ, d(λ) = d(µ)} .
Due to this characterisation of the core, it has become standard in the context of graph
algebras to study the subalgebra
span
{
tλt
∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
}
(1.7)
of C∗ {(tλ : λ ∈ Λ}). Given another relative Cuntz-Krieger (Λ, c; E)-family {t′λ : λ ∈ Λ}, we
want to establish conditions under which
span
{
tλt
∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
} ∼= span{t′λt′∗µ : λ, µ ∈ Λ, d(λ) = d(µ)} . (1.8)
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The idea is to show that (1.7) is an increasing union of finite-dimensional subalgebras of
the form span
{
tλt
∗
µ : λ, µ ∈ E, d(λ) = d(µ)
}
where E ⊂ Λ is finite. We do this in Sec-
tions 4.3 and 4.4. Almost all the content of these sections is taken from the work of Raeburn
and Sims in [14] and Raeburn, Sims and Yeend in [16]. Most of the proofs are changed
only by the presence of the 2-cocycle. In Section 4.5, we give conditions under which (1.8)
holds; even when {t′λ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ, b; E)-family, for a 2-cocycle
b ∈ Z2(Λ,T), possibly with b 6= c.
Section 4.6 gives a statement of the gauge-invariant uniqueness theorem. This theorem
says that if piEt |C∗(Λ,c;E)γ is injective and C∗ ({tλ : λ ∈ Λ}) carries a group action β : Tk →
Aut (C∗ ({tλ : λ ∈ Λ})) that behaves similar to the gauge-action, then piEt is injective. This
theorem is the main tool used to classify the gauge-invariant ideals in C∗(Λ, c; E).
Chapter 5 concerns the gauge-invariant ideal structure of C∗(Λ, c; E). Section 5.1 starts
with the definition of a hereditary and relatively saturated set H of vertices. The definition
of hereditary is standard, see Definition 3.1 in [19]. The notion of a relatively saturated
set, rather than the standard saturated set, is needed as we want to classify the gauge-
invariant ideals of all twisted relative Cuntz-Krieger algebras, not just the twisted Cuntz-
Krieger algebras. In Section 5.1 given an ideal I ⊂ C∗(Λ, c; E), we find a relatively saturated
and hereditary set HI and a satiated set BI . In Section 5.2, given a relatively saturated
and hereditary subset H and a satiated set B, we construct a gauge-invariant ideal IH,B.
We show that the quotient C∗(Λ, c; E)/IH,B is canonically isomorphic to a twisted relative
Cuntz-Krieger algebra of a subgraph of Λ. In Section 5.3 we show that every gauge-invariant
ideal has the form IH,B; that is, we give a complete graph-theoretic description of the gauge-
invariant ideals in C∗(Λ, c; E).
1.3 Main results
The first major result, as was mentioned in (1.4), is Theorem 3.4.16: for E ∈ FE(Λ) we have
E ∈ E if and only if Q(sE)E = 0.
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Let b, c ∈ Z2(Λ,T). If {tλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ, b; E)-family and if
{t′λ : Λ ∈ Λ} is a relative Cuntz-Krieger (Λ, c; E)-family. Then Theorem 4.5.9 gives us con-
ditions under which
span
{
tλt
∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
} ∼= span{t′λt′∗µ : λ, µ ∈ Λ, d(λ) = d(µ)} .
This Theorem is crucial in the proof of the gauge-invariant uniqueness theorem, although in
the proof we only need the situation where b are c are identical. The case where b 6= c has
found application in computing the K-theory of twisted Cuntz-Krieger algebras associated
to k-graphs [11].
Theorem 4.6.1 is a version of an Huef and Raeburn’s gauge-invariant uniqueness theorem
for twisted relative Cuntz-Krieger algebras. It is an essential tool in giving a graph-theoretic
description of the gauge-invariant ideals of twisted relative Cuntz-Krieger algebras. The
proof of this theorem for relative algebras is more difficult than the non-relative case (see
[18]), and even more so in the twisted relative case. The main technical result needed is
Theorem 3.4.16 discussed above.
In Chapter 5 we present our main result, a complete graph-theoretic description of the
gauge-invariant ideal structure of each twisted relative Cuntz-Krieger algebra. This result
extends the corresponding result of ([19], Theorem 5.5) for the Cuntz-Krieger algebra in two
ways: here we consider all relative Cuntz-Krieger algebras, which includes the Cuntz-Krieger
algebra; and we also incorporate the 2-cocycle.
Chapter 2
Higher-rank graphs
In this chapter we recall the definition of a k-graph (higher-rank graph). We establish the
standard notation for dealing with k-graphs.
2.1 Basic category theory
Higher-rank graphs are defined using the language of categories. The following two definitions
are taken from [12].
Definition 2.1.1. A small category C is a sextuple (Obj(C),Mor(C), dom, cod, id, ◦) con-
sisting of:
(1) sets Obj(C) and Mor(C), called the object and morphism sets;
(2) the domain and codomain functions dom, cod : Mor(C)→ Obj(C);
(3) the identity function id : Obj(C)→ Mor(C); and
(4) the composition function ◦ : Mor(C) ×Obj(C) Mor(C) → Mor(C), where Mor(C) ×Obj(C)
Mor(C) = {(f, g) ∈ Mor(C)2 : dom(f) = cod(g)} is the set of composable pairs in
Mor(C);
and satisfying
12
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(1) dom (id(a)) = a = cod (id(a)) for all a ∈ Obj(C);
(2) dom(f ◦ g) = dom(g) and cod(f ◦ g) = cod(f) for all (f, g) ∈ Mor(C)×Obj(C) Mor(C);
(3) the unit law, id (cod(f)) ◦ f = f = f ◦ id (dom(f)) for all f ∈ Mor(C); and
(4) associativity, (f ◦ g) ◦ h = f ◦ (g ◦ h).
We say the category C is countable if Mor(C) is countable.
Since the unit law implies that dom and cod are surjective, if C is countable, then Obj(C)
is also countable.
Definition 2.1.2. A covariant functor T from a category C to a category B is a pair of
functions (both denoted T ); an object function T : Obj(C) → Obj(B), and a morphism
function T : Mor(C)→ Mor(B) satisfying:
(1) dom (T (f)) = T (dom(f)) and cod (T (f)) = T (cod(f)) for all f ∈ Mor(C);
(2) T (id(a)) = id (T (a)) for all a ∈ Obj(C); and
(3) T (f) ◦ T (g) = T (f ◦ g) for all (f, g) ∈ Mor(C)×Obj(C) Mor(C).
We regard the morphisms of a category as arrows connecting their domain object to
their codomain object. Composition of morphisms then becomes concatenation of arrows.
Informally, a covariant functor is a map between the arrows of one category to the arrows
of another category that preserves connectivity. There is also a notion of a contravariant
functor. Here we will only be dealing with covariant functors, and so we will just refer to
them as functors.
Throughout this thesis N denotes the set {0, 1, 2, 3, 4, · · · }. We will write N \ {0} for the
usual set of natural numbers. If A and B are sets, we write A ⊂ B if each element of A is a
member of B; we write A ( B if A is strictly contained in B.
Example 2.1.3. A monoid (S, e, ·) can be regarded as the morphisms of a category C with
a single object a0; that is Obj(C) = {a0}, Mor(C) = S, dom(s) = cod(s) = a0 for all s ∈ S,
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id(a0) = e, and s ◦ t = s · t for all s, t ∈ S. For us, the most important category arising from
a monoid is Nk under addition for k ∈ N \ {0}.
2.2 Definitions and notation
In this section we recall the definition of a k-graph (higher-rank graph) and establish the
standard notation for dealing with them.
We regard Nk as a monoid under addition, with additive identity 0. We define a partial
order ≤ by n ≤ m if and only if m−n ∈ Nk. We write n < m if m−n ∈ Nk \{0}. Fix m,n ∈
Nk. We write ni for the ith coordinate of n. We write m ∨ n for the coordinate maximum
of m and n and m ∧ n for there coordinate minimum; that is, (m ∨ n)i = max {mi, ni} and
(m ∧ n)i = min {mi, ni}.
Definition 2.2.1 ([7], Definition 1.1). A k-graph (or higher-rank graph) is a pair (Λ, d) that
consists of a countable category Λ and a functor d : Λ→ Nk, which satisfies the factorisation
property: for every λ ∈ Mor (Λ) and n,m ∈ Nk with d(λ) = m+n, there are unique elements
µ, ν ∈ Mor (Λ) such that λ = µν and d(µ) = m, d(ν) = n.
Suppose λ ∈ Mor(Λ) and d(λ) = l. If 0 ≤ n ≤ m ≤ l, then two applications of
the factorisation property ensure there are unique morphisms µ, ν, τ ∈ Mor(Λ) such that
λ = µντ and d(µ) = n, d(ν) = m − n, d(τ) = l −m. We write λ(0, n) for µ, λ(n,m) for ν
and λ(m, l) for τ .
Let (Λ, d) be a k-graph. We claim that
{λ ∈ Mor(Λ) : d(λ) = 0} = {id(v) : v ∈ Obj(Λ)} . (2.1)
To see this, recall that d is a functor and Nk has just one object ao. Thus, for each v ∈ Obj(Λ)
we have d(id(v)) = id(d(v)) = id(ao) = 0. This shows the “ ⊃ ” containment in (2.1). Fix
λ ∈ Mor(Λ) with d(λ) = 0. Write v for cod(λ). As 0 + 0 = 0, the factorisation property
implies that there exist unique morphisms µ, ν ∈ Mor(Λ) such that d(µ) = d(ν) = 0 and
λ = µν. Both µ = id(v), ν = λ and µ = λ, ν = id(dom(λ)) provide such factorisations. The
uniqueness of factorisations implies that λ = id(v), showing the “ ⊂ ” containment in (2.1).
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Due to (2.1), we regard Obj(Λ) as a subset of Mor(Λ) and we regard Λ as consisting
entirely of its morphisms; that is, we write λ ∈ Λ for λ ∈ Mor(Λ).
For n ∈ Nk, we write
Λn = {λ ∈ Λ : d(λ) = n} .
In particular, Λ0 = {λ ∈ Λ : d(λ) = 0}, which we regard as the collection of vertices via (2.1).
We write s : Λ→ Λ0 for the domain function dom, and r : Λ→ Λ0 for the codomain function
cod. Given λ ∈ Λ, we call s(λ) the source of λ and r(λ) the range of λ. For λ ∈ Λ and
E ⊂ Λ, we write λE for {λµ : µ ∈ E, s(λ) = r(µ)} and Eλ for {µλ : µ ∈ E, s(µ) = r(λ)}. We
generally reserve lower-case Greek letters (λ, µ, ν, σ, τ, ζ, η, ...) for paths in Λ \ Λ0. Notable
exceptions include: δ, which we use for the Kronecker delta; ξ, which we use for basis elements
of Hilbert spaces; and γ, which we use for the gauge-action (see Section 4.2). Lower-case
English letters (u, v, w, ...) typically denote elements of Λ0.
Definition 2.2.2. Let (Λ, d) be a k-graph. For µ, ν ∈ Λ we define
Λmin(µ, ν) := {(α, β) ∈ Λ× Λ : µα = νβ and d(µα) = d(µ) ∨ d(ν)} .
A k-graph (Λ, d) is said to be finitely aligned if the set Λmin(µ, ν) is finite for each µ, ν ∈ Λ.
Definition 2.2.3. Let (Λ, d) be a k-graph. For µ, ν ∈ Λ, define the set of minimal common
extensions of µ and ν, denoted MCEΛ(µ, ν), to be collection of λ ∈ Λ such that λ = µµ′ = νν ′
for some µ′, ν ′ ∈ Λ with d(λ) = d(µ) ∨ (ν). If the k-graph Λ is clear from context, we write
MCE for MCEΛ. Fix v ∈ Λ0. For E ⊂ vΛ and µ ∈ vΛ we define
Ext(µ;E) :=
{
α : (α, β) ∈ Λmin(µ, λ) for some λ ∈ E} .
Proposition 2.2.4. Let (Λ, d) be a finitely aligned k-graph and suppose µ, ν ∈ Λ. The map
φ : Λmin(µ, ν)→ MCE(µ, ν)
given by φ(µ′, ν ′) = µµ′ is a bijection. In particular, MCE(µ, ν) is finite for all µ, ν ∈ Λ.
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Proof. Fix λ ∈ MCE(µ, ν). Let N = d(µ)∨d(ν). Then (λ(d(µ), N), λ(d(ν), N)) ∈ Λmin(µ, ν),
and φ (λ(d(µ), N), λ(d(ν), N)) = µλ(d(µ), N) = λ. So φ is surjective. To see that it is
injective suppose φ(µ′, ν ′) = φ(µ′′, ν ′′). The factorisation property implies that µ′ = µ′′.
Now as νν ′ = µµ′ = µµ′′ = νν ′′, another application of the factorisation property shows
that (µ′, ν ′) = (µ′′, ν ′′). So φ is injective and hence a bijection. Since Λ is finitely aligned,
|MCE(µ, ν)| = |Λmin(µ, ν)| <∞ for all µ, ν ∈ Λ.
2.3 Graph morphisms
For each m ∈ (N ∪ {∞})k, we define a k-graph Ωk,m. For a k-graph (Λ, d), we define graph
morphisms x : Λ → Ωk,m, which we regard as potentially-infinite paths in Λ. We use such
paths for our analysis of the ideal structure of T C∗(Λ, c) in Section 3.4.
Example 2.3.1 ([7], Examples 1.7(ii)). Let k ∈ N \ {0} and m ∈ (N ∪ {∞})k. Define
Obj(Ωk,m) :=
{
n ∈ Nk : ni ≤ mi for all i
}
,
Mor(Ωk,m) := {(n1, n2) ∈ Obj(Ωk,m)×Obj(Ωk,m) : n1 ≤ n2} ,
cod((n1, n2)) := n1 and dom((n1, n2)) := n2.
For n1 ≤ n2 ≤ n3 ∈ Obj(Ωk,m), we define id(n1) := (n1, n1) and (n1, n2)◦ (n2, n3) = (n1, n3).
Then Ωk,m is a countable category. Define d((n1, n2)) := n2 − n1. The pair (Ωk,m, d) is a
k-graph.
Definition 2.3.2. Let (Λ1, d1) and (Λ2, d2) be a k-graphs. A graph morphism is a functor
x : Λ1 → Λ2 such that d2 ◦ x = d1. We define
Λ∗ =
{
x : Ωk,m → Λ : m ∈ (N ∪ {∞})k, x is a graph morphism
}
.
For x ∈ Λ∗, we write r(x) for x(0) and d(x) for m.
For m ∈ Nk, there is a bijection between Λm and the set of graph morphisms x : Ωk,m →
Λm: if d(λ) = m, set xλ(p, q) = λ(p, q) (see the paragraph following Definition 2.2.1). The
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uniqueness clause in factorisation property implies that xλ(p, q) well-defined. If m contains
some infinite coordinates, then graph morphisms x : Ωk,m → Λm are thought of as partially
infinite paths in Λ.
Chapter 3
Twisted relative Cuntz-Krieger
algebras
For each finitely aligned k-graph Λ and each T-valued 2-cocycle c on Λ, we investigate col-
lections of partial isometries indexed by Λ called Toeplitz-Cuntz-Krieger (Λ, c)-families. We
show that there is a universal C∗-algebra T C∗(Λ, c), called the twisted Toeplitz algebra, gen-
erated by a Toeplitz-Cuntz-Krieger (Λ, c)-family {sT (λ) : λ ∈ Λ}. For each finite exhaustive
set E ⊂ vΛ, where v ∈ Λ0, we define the associated gap projection Q(sT )E in T C∗(Λ, c).
For a collection E of finite exhaustive sets, we investigate the associated twisted relative
Cuntz-Krieger algebra C∗(Λ, c; E). By definition, C∗(Λ, c; E) is the quotient of T C∗(Λ, c) by
the smallest closed ideal JE containing all the gap projections associated to elements of E .
We define relative Cuntz-Krieger (Λ, c; E)-families, which are Toeplitz-Cuntz-Krieger (Λ, c)-
families satisfying an additional relation, and show that C∗(Λ, c; E) is universal for such a
family {sE(λ) : λ ∈ Λ}. The gap projections associated to elements of E are, by definition of
JE , zero in C∗(Λ, c; E). Using a concrete representation of T C∗(Λ, c) on `2(Λ), we determine
for which E the converse is true; that is, for which E we have if Q(sE)E ∈ JE then E ∈ E .
18
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3.1 Toeplitz-Cuntz-Krieger (Λ, c)-families
We recall the notion of a T-valued 2-cocycle on a k-graph Λ. We identity collections of partial
isometries indexed by Λ called Toeplitz-Cuntz-Krieger (Λ, c)-families, and study their basic
properties. We construct a Toeplitz-Cuntz-Krieger (Λ, c)-family in B(`2(Λ)).
Definition 3.1.1. Let (Λ, d) be a k-graph. A T-valued 2-cocycle on Λ is a map
c : {(λ, µ) ∈ Λ× Λ : s(λ) = r(µ)} → T
that satisfies:
(C1) c(λ, µ)c(λµ, ν) = c(µ, ν)c(λ, µν) whenever s(λ) = r(µ) and s(µ) = r(ν); and
(C2) c(λ, s(λ)) = c(r(λ), λ) = 1 for all λ ∈ Λ.
We call (C1) the 2-cocycle identity. We write Z2(Λ,T) for the set of all T-valued 2-cocycles
on Λ.
Definition 3.1.2. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). A subset
{tλ : λ ∈ Λ} of a C∗-algebra is a Toeplitz-Cuntz-Krieger (Λ, c)-family if:
(TCK1) {tv : v ∈ Λ0} is a set of mutually orthogonal projections;
(TCK2) tµtν = c(µ, ν)tµν whenever s(µ) = r(ν);
(TCK3) t∗λtλ = ts(λ) for all λ ∈ Λ; and
(TCK4) tµt
∗
µtνt
∗
ν =
∑
λ∈MCE(µ,ν)
tλt
∗
λ for all µ, ν ∈ Λ.
The following lemma lists some direct consequences of Definition 3.1.2.
Lemma 3.1.3. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Suppose that
{tλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger (Λ, c)-family. Then:
(1) t∗λtµ =
∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(µ, β)tαt
∗
β for all λ, µ ∈ Λ;
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(2) the range projections {tλt∗λ : λ ∈ Λ} pairwise commute;
(3) if s(µ) 6= s(ν) then tµt∗ν = 0;
(4) if s(µ) = s(ν) and s(ζ) = s(η) then
tµt
∗
νtηt
∗
ζ =
∑
(ν′,η′)∈Λmin(ν,η)
c(η, η′)c(µ, ν ′)c(ν, ν ′)c(ζ, η′)tµν′t∗ζη′ ;
(5) C∗({tλ : λ ∈ Λ}) = span{tµt∗ν : µ, ν ∈ Λ, s(µ) = s(ν)};
(6) {tλt∗λ : d(λ) = n} is a set of mutually orthogonal projections for each n ∈ Nk; and
(7) For λ ∈ Λ, tλ 6= 0 if and only if ts(λ) 6= 0.
Proof. For (1), fix λ, µ ∈ Λ. We calculate
t∗λtµ = t
∗
λtλt
∗
λtµt
∗
µtµ since tλ and tµ are partial isometries
= t∗λ
 ∑
σ∈MCE(λ,µ)
tσt
∗
σ
 tµ by (TCK4)
= t∗λ
 ∑
(α,β)∈Λmin(λ,µ)
tλαt
∗
µβ
 tµ by Proposition 2.2.4
= t∗λ
 ∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(µ, β)tλtαt
∗
βt
∗
µ
 tµ by (C1)
=
∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(µ, β)ts(λ)tαt
∗
βts(µ) by (TCK3)
=
∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(µ, β)c(s(λ), α)c(s(µ), β)ts(λ)αt
∗
s(µ)β by (TCK2)
=
∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(µ, β)tαt
∗
β by (C2).
Since MCE(λ, µ) = MCE(µ, λ) for all λ, µ ∈ Λ, statement (2) is a consequence of (TCK4).
For (3), fix µ, ν ∈ Λ such that s(µ) 6= s(ν). It follows from (TCK1) that tλt∗µ = tλt∗λtλt∗µtµt∗µ =
tλts(λ)ts(µ)t
∗
µ = 0, giving (3).
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For (4), fix µ, ν, η, ζ ∈ Λ such that s(µ) = s(ν) and s(ζ) = s(η). Then
tµt
∗
νtηt
∗
ζ = tµ
 ∑
(ν′,η′)∈Λmin(ν,η)
c(ν, ν ′)c(η, η′)tν′t∗η′
 t∗ζ by part (1)
=
∑
(ν′,η′)∈Λmin(ν,η)
c(ν, ν ′)c(η, η′)tµtν′(tζtη′)∗
=
∑
(ν′,η′)∈Λmin(ν,η)
c(µ, ν ′)c(η, η′)c(ζ, η′)c(ν, ν ′)tµν′t∗ζη′ by (C1).
We now show (5). We have
X := span{tµt∗ν : µ, ν ∈ Λ, s(µ) = s(ν)} ⊂ C∗({tλ : λ ∈ Λ}),
and so it suffices to prove that X is a C∗-algebra. For this we need only prove that X is
closed under multiplication and taking adjoints. Since (tµt
∗
ν)
∗ = tνt∗µ for each µ, ν ∈ Λ, the
subspace X is closed under adjoints. Part (4) implies that X is closed under multiplication.
Fix λ ∈ Λ. We have (tλt∗λ)2 = tλts(λ)t∗λ = c(λ, s(λ))tλt∗λ = tλt∗λ = (tλt∗λ)∗, so tλt∗λ is
a projection. So for (6), it suffices to show that for each n ∈ Nk the projections tλt∗λ,
d(λ) = n are mutually orthogonal. Fix n ∈ Nk. Suppose that d(µ) = d(ν) = n. We
show that MCE(µ, ν) = {µ} if µ = ν and MCE(µ, ν) = ∅ otherwise. To see this suppose
λ ∈ MCE(µ, ν). There exist µ′, ν ′ ∈ Λ such that λ = µµ′ = νν ′. Since λ ∈ MCE(µ, ν) we
have d(λ) = d(µ)∨d(ν) = n. The factorisation property therefore implies that µ′ = ν ′ = s(µ),
so λ = µ = ν as claimed. Now (TCK4) gives tµt
∗
µtνt
∗
ν = δµ,νtµt
∗
µ. For (7), the C
∗-identity
implies that for λ ∈ Λ
‖ts(λ)‖ = ‖t∗λtλ‖ = ‖tλ‖2.
So for λ ∈ Λ, tλ 6= 0 if and only if ts(λ) 6= 0.
Remark 3.1.4. If {tλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger (Λ, c)-family, then tλt∗µ 6= 0 if
and only if s(λ) = s(µ) and ts(µ) 6= 0. To see this we first need a calculation. Suppose that
s(λ) = s(µ), two applications of the C∗-identity gives
‖tλt∗µ‖2 = ‖tµts(λ)t∗µ‖ = ‖t∗µ‖2 = ‖tµ‖2. (3.1)
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Suppose tλt
∗
µ 6= 0. Lemma 3.1.3(3) implies that s(λ) = s(µ). Equation (3.1) implies that tµ 6=
0, and so ts(µ) 6= 0 by Lemma 3.1.3(7). Suppose s(λ) = s(µ) and ts(µ) 6= 0. Lemma 3.1.3(7)
implies that tµ 6= 0. Equation 3.1 implies that tλt∗µ 6= 0.
The following Lemma shows that replacing (TCK3) and (TCK4) in Definition 3.1.2 by
the relation in Lemma 3.1.3(1) would result in an equivalent definition of a Toeplitz-Cuntz-
Krieger (Λ, c)-family.
Lemma 3.1.5. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Suppose
that {tλ : λ ∈ Λ} is a collection of partial isometries in a C∗-algebra satisfying (TCK1) and
(TCK2). Then {tλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger (Λ, c)-family if and only if
t∗λtµ =
∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(µ, β)tαt
∗
β (3.2)
for all λ, µ ∈ Λ.
Proof. Suppose that {tλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger (Λ, c)-family. Relation (3.2)
follows from Lemma 3.1.3(1). Suppose that (3.2) holds. We show (TCK3). Fix λ ∈ Λ.
Equation (3.2) implies that
t∗λtλ =
∑
(α,β)∈Λmin(λ,λ)
c(λ, α)c(λ, β)tαtβ
= c(λ, s(λ))c(λ, s(λ))ts(λ)t
∗
s(λ)
= ts(λ) by (TCK1).
So {tλ : λ ∈ Λ} satisfies (TCK3). We now show (TCK4). Fix λ, µ ∈ Λ. Then
tλt
∗
λtµt
∗
µ = tλ
 ∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(µ, β)tαt
∗
β
 t∗µ by (3.2)
=
∑
(α,β)∈Λmin(λ,µ)
c(λ, α)c(λ, α)c(µ, β)c(µ, β)tλαt
∗
µβ by (TCK2)
=
∑
σ∈MCE(λ,µ)
tσt
∗
σ by Proposition 2.2.4.
So {tλ : λ ∈ Λ} satisfies (TCK4), and hence is a Toeplitz-Cuntz-Krieger (Λ, c)-family.
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To construct a Toeplitz-Cuntz-Krieger (Λ, c)-family in B(`2(Λ)), we need a technical
lemma.
Lemma 3.1.6. Let H be a separable Hilbert space with basis {ξα : α ∈ I}. Suppose T ∈ B(H)
and that S : span{ξα : α ∈ I} → span{ξα : α ∈ I} is linear and satisfies 〈ξα | Sξβ〉 = 〈Tξα |
ξβ〉 for all α, β ∈ I. Then S is bounded with ‖S‖ ≤ ‖T‖, and the unique extension of S to
H is T ∗, the adjoint of T .
Proof. Fix h ∈ span {ξα : α ∈ I} and k ∈ H. There is finite F ⊂ I such that h =
∑
α∈F hαξα.
We calculate
〈k | Sh〉 =
〈∑
β∈I
〈k | ξβ〉ξβ
∣∣∣ Sh〉 by the reconstruction formula
=
∑
β∈I
〈k | ξβ〉〈ξβ | Sh〉
=
∑
β∈I
〈k | ξβ〉
〈
ξβ
∣∣∣ S(∑
α∈F
hαξα
)〉
=
∑
β∈I
∑
α∈F
〈k | ξβ〉hα〈ξβ | Sξα〉 as S is linear
=
∑
β∈I
∑
α∈F
〈k | ξβ〉hα〈Tξβ | ξα〉 by hypothesis
= 〈Tk | h〉 since T is linear and continuous. (3.3)
Hence
‖Sh‖ = sup
‖k‖=1
〈Sh | k〉
= sup
‖k‖=1
〈h | Tk〉 by (3.3)
≤ sup
‖k‖=1
‖Tk‖‖h‖ by the Cauchy-Schwarz inequality
≤ ‖T‖‖h‖.
So S is bounded with ‖S‖ ≤ ‖T‖. Denote the unique extension of S to H by S. Now (3.3)
gives
〈k | Sh〉 = 〈Tk | h〉 for all h ∈ span{ξα : α ∈ I} and k ∈ H. (3.4)
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For fixed k ∈ H, the maps h 7→ 〈k | Sh〉 and h 7→ 〈Tk | h〉 on H are continuous, and by
(3.4) agree on a dense subset of H. Therefore they agree on all of H; that is, 〈h | Sk〉 =
〈Th | k〉 for all h, k ∈ H. By the uniqueness of adjoints we have S = T ∗.
Proposition 3.1.7. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). For
λ ∈ Λ, let ξλ : Λ → C be the point mass function for λ. Consider the Hilbert space
`2(Λ) = span {ξα : α ∈ Λ} with the usual inner product. For each λ ∈ Λ, there is a unique
bounded linear operator Tλ on `
2(Λ) such that
Tλξα =
c(λ, α)ξλα if s(λ) = r(α)0 otherwise (3.5)
for all α ∈ Λ. The set {Tλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger (Λ, c)-family in B (`2(Λ)).
Proof. To see that (3.5) defines a bounded linear operator Tλ on span {ξα : α ∈ Λ} for each
λ ∈ Λ, we will show that Tλ is a partial isometry and hence ‖Tλ‖ = 1. Fix λ, α, β ∈ Λ. Then
〈Tλξα | Tλξβ〉 =
〈c(λ, α)ξλα | c(λ, β)ξλβ〉 if s(λ) = r(α) = r(β)0 otherwise
=
c(λ, α)c(λ, β)〈ξλα | ξλβ〉 if s(λ) = r(α) = r(β)0 otherwise
=
c(λ, α)c(λ, β) if s(λ) = r(α) = r(β) and α = β0 otherwise
=
c(λ, α)c(λ, β)〈ξα | ξβ〉 if s(λ) = r(α) = r(β)0 otherwise.
So if s(λ) = r(α) we have ‖Tλξα‖2 = 〈Tλξα | Tλξα〉 = c(λ, α)c(λ, α)〈ξα | ξα〉 = ‖ξα‖2 = 1. So
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if h =
∑n
i=1 aiξαi ∈ span{ξα : s(λ) = r(α)} then,
‖Tλh‖2 =
n∑
i,j=1
aiaj〈Tλξαi | Tλξαj〉
=
n∑
i,j=1
c(λ, αi)c(λ, αj)aiaj〈ξλαi | ξλαj〉
=
n∑
i=1
c(λ, αi)c(λ, αi)aiai by the factorisation property
=
n∑
i=1
aiai
=
n∑
i,j=1
aiaj〈ξαi | ξαj〉
= 〈h | h〉
= ‖h‖2.
If h =
∑n
i=1 aiξαi ∈ span{ξα : s(λ) = r(α)}⊥ = span{ξα : s(λ) 6= r(α)} then Tλh = 0. So Tλ
is a partial isometry and is bounded with ‖Tλ‖ ≤ 1. The calculation ‖Tλξs(λ)‖ = ‖ξλ‖ = 1
shows that ‖Tλ‖ = 1. By continuity, Tλ extends uniquely to a partial isometry in B (`2(Λ)).
We now will show that for each λ ∈ Λ the unique linear extension Sλ : span {ξα : α ∈ Λ} →
span {ξα : α ∈ Λ} of
ξα 7→
c(λ, α
′)ξα′ if α = λα′
0 otherwise
extends by continuity to the adjoint of Tλ. By Lemma 3.1.6 it suffices to show that 〈Tλξα |
ξβ〉 = 〈ξα | Sλξβ〉 for all α, β ∈ Λ. That is,
〈Tλξα | ξβ〉 =
c(λ, β
′)〈ξα | ξβ′〉 if β = λβ′
0 else.
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Fix λ, α, β ∈ Λ and we calculate,
〈Tλξα | ξβ〉 =
∑
x∈Λ
(Tλξα)(x)ξβ(x)
=

∑
x∈Λ c(λ, α)ξλα(x)ξβ(x) if r(α) = s(λ)
0 otherwise
=
c(λ, α) if β = λα0 otherwise
=
c(λ, β
′) if β′ = α and β = λβ′
0 otherwise
=
c(λ, β
′)〈ξα | ξβ′〉 if β = λβ′
0 otherwise.
Now we will establish the relations (TCK1)-(TCK4) for {Tλ : λ ∈ Λ}. By linearity and
continuity it suffices to check these relations on basis vectors. For (TCK1) we show that
T 2s(λ) = Ts(λ) = T
∗
s(λ) and Ts(µ)Ts(ν) = 0 for each λ, µ, ν ∈ Λ with s(µ) 6= s(ν), so that
{Ts(λ) : λ ∈ Λ} is a set of mutually orthogonal projections. Fix λ, α ∈ Λ. Since c(r(α), α) = 1
for all α ∈ Λ,
T 2s(λ)ξα =
c(s(λ), α)Ts(λ)ξα if s(λ) = r(α)0 otherwise
=
c(r(α)), α)
2ξα if s(λ) = r(α)
0 otherwise
=
ξα if s(λ) = r(α)0 otherwise
= Ts(λ)ξα
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and
T ∗s(λ)ξα =
c(s(λ), α)ξα if s(λ) = r(α)0 otherwisec(r(α), α)ξα if s(λ) = r(α)0 otherwise
= Ts(λ)ξα.
So {Ts(λ) : λ ∈ Λ} is a set of projections. To see that they are mutually orthogonal fix
µ, ν, α ∈ Λ with s(µ) 6= s(ν). Then
Ts(µ)Ts(ν)ξα =
Ts(µ)ξα if s(ν) = r(α)0 otherwise
=
ξα if s(µ) = s(ν) = r(α)0 otherwise
= 0.
This establishes (TCK1). For (TCK2) we must show that TµTν = c(µ, ν)Tµν for all
µ, ν ∈ Λ with s(µ) = s(ν). Fix µ, ν ∈ Λ with s(µ) = r(ν). Then
TµTνξα =
c(ν, α)Tµξνα if να ∈ Λ0 otherwise
=
c(ν, α)c(µ, να)ξµνα if να ∈ Λ0 otherwise
=
c(µ, ν)c(µν, α)ξµνα if να ∈ Λ0 otherwise
= c(µ, ν)Tµνξα.
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This establishes (TCK2). For (TCK3) we must show T ∗λTλ = Ts(λ) for all λ ∈ Λ. Fix λ ∈ Λ.
Using (C1), we have
T ∗λTλξα =
c(λ, α)T
∗
λξλα if s(λ) = r(α)
0 otherwise
=
c(λ, α)c(λ, α)ξα if s(λ) = r(α)0 otherwise
=
c(s(λ), α)ξα if s(λ) = r(α)0 otherwise
= Ts(λ)ξα.
This establishes (TCK3). For (TCK4) we must show that TµT
∗
µTνT
∗
ν =
∑
λ∈MCE(µ,ν)
TλT
∗
λ for
all µ, ν ∈ Λ. It will be helpful to consider the following calculation. Fix λ, α ∈ Λ. Then
TλT
∗
λξα =
c(λ, α
′)Tλξα′ if α = λα′
0 otherwise
(3.6)
=
c(λ, α
′)c(λ, α′)ξλα′ if α = λα′
0 otherwise
=
ξα if α = λα
′
0 else.
We will now show that for any µ, ν ∈ Λ, 〈TµT ∗µTνT ∗ν ξα | ξβ〉 = 〈
∑
σ∈MCE(µ,ν)
TσT
∗
σξα | ξβ〉 for
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all α, β ∈ Λ and hence TµT ∗µTνT ∗ν =
∑
σ∈MCE(µ,ν)
TλT
∗
λ . Fix µ, ν, α, β ∈ Λ. Using (3.6) we have,
〈TµT ∗µTνT ∗ν ξα | ξβ〉 = 〈TνT ∗ν ξα | TµT ∗µξβ〉
=
〈ξα | ξβ〉 if β = µβ
′ and α = να′
0 otherwise
=
1 if β = µβ
′ = α = να′
0 otherwise
=
1 if β = α = σα
′′ for some σ ∈ MCE(µ, ν)
0 otherwise
=
〈ξα | ξβ〉 if α = σα
′′ for some σ ∈ MCE(µ, ν)
0 else.
If α = σα′ for some σ ∈ MCE(µ, ν) then the factorisation property ensures that there is
exactly one such σ. So
〈TµT ∗µTνT ∗ν ξα | ξβ〉 =
〈ξα | ξβ〉 if α = σα
′′ for some σ ∈ MCE(µ, ν)
0 otherwise
=
〈 ∑
σ∈MCE(µ,ν)
TσT
∗
σξα | ξβ
〉
,
establishing (TCK4).
3.2 The twisted Toeplitz algebra
We show there is a unique universal C∗-algebra T C∗(Λ, c), called the twisted Toeplitz alge-
bra, generated by a Toeplitz-Cuntz-Krieger (Λ, c)-family {sT (λ) : λ ∈ Λ} in Theorem 3.2.3.
First we need some technical results.
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Lemma 3.2.1. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let {Tλ :
λ ∈ Λ} ⊂ B(`2(Λ)) be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. Then
{TµT ∗ν : µ, ν ∈ Λ, s(µ) = s(ν)} are linearly independent.
Proof. Let F be a finite subset of {(µ, ν) : µ, ν ∈ Λ and s(µ) = s(ν)}. Let {ξλ : λ ∈ Λ}
be the usual basis of `2(Λ). We show that {TµT ∗ν : (µ, ν) ∈ F} are linearly independent.
The proof is by induction on |F |. Suppose that ∑(µ,ν)∈F aµ,νTµT ∗ν h = 0 for all h ∈ `2(Λ). If
|F | = 1, let (µ0, ν0) be the unique pair such that (µ0, ν0) ∈ F . Then
0 = aµ0,ν0Tµ0T
∗
ν0
ξν0
= aµ0,ν0c(ν0, s(ν0))Tµ0ξs(ν0)
= aµ0,ν0c(µ0, s(ν0))ξµ0
= aµ0,ν0ξµ0 .
Hence aµ0,ν0 = 0. As an inductive hypothesis suppose that {TµT ∗ν : (µ, ν) ∈ F} is linearly
independent whenever |F | ≤ l. Suppose |F | = l+ 1. Fix (µ0, ν0) ∈ F such that ν0 6= σν ′0 for
all (ρ, σ) ∈ F \ {µ0, ν0}. There is such a pair (µ0, ν0) since F is finite. Then
0 =
∑
(µ,ν)∈F
aµ,νTµT
∗
ν ξν0
=
∑
(µ,ν0)∈F
aµ,ν0c(ν0, s(ν0))Tµξs(ν0)
=
∑
(µ,ν0)∈F
aµ,ν0c(µ, s(ν0))ξµ
=
∑
(µ,ν0)∈F
aµ,ν0ξµ.
As the ξλ are linearly independent with have aµ,ν0 = 0 for each (µ, ν0) ∈ F . Let
G := {(µ, ν) ∈ F : ν 6= ν0}.
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By the inductive hypothesis {TµT ∗ν : (µ, ν) ∈ G} is linearly independent. So
0 =
∑
(µ,ν)∈F
aµ,νTµT
∗
ν
=
∑
(µ,ν)∈G
aµ,νTµT
∗
ν
implies that aµ,ν = 0 for all (µ, ν) ∈ G. Thus aµ,ν = 0 for all (µ, ν) ∈ F .
Proposition 3.2.2. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Let Λ∗sΛ =
{(λ, µ) ∈ Λ × Λ : s(λ) = s(µ)} and let A0 be the complex vector space Cc(Λ ∗s Λ) =
{f : Λ ∗s Λ → C : f has finite support} under pointwise addition and scalar multiplication.
For each (µ, ν) ∈ A0, let ξ(µ,ν) be the point mass function for (µ, ν). There is a unique
multiplication on A0 satisfying
ξ(µ,ν)ξ(η,ζ) =
∑
(ν′,η′)∈Λmin(ν,η)
c(η, η′)c(µ, ν ′)c(ν, ν ′)c(ζ, η′)ξ(µν′,ζη′) (3.7)
for all (µ, ν), (η, ζ) ∈ Λ ∗s Λ. There is an involution ∗ : A0 → A0 given by a∗(µ, ν) = a(ν, µ).
Under these operations A0 is a *-algebra.
Proof. We check:
(1) that ∗ determines a self-inverse conjugate-linear map;
(2) that the multiplication uniquely extends bilinearly to all of A0;
(3) that this multiplication is associative and commutes with scalar multiplication; and
(4) that (ab)∗ = b∗a∗ for all a, b ∈ A0.
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For (1), fix a, b ∈ A0, ω ∈ C and (µ, ν) ∈ Λ ∗s Λ. We calculate.
(a+ ωb)∗(µ, ν) = (a+ ωb)(ν, µ)
= a(ν, µ) + (ωb)(ν, µ)
= a(ν, µ) + ωb(ν, µ)
= a(ν, µ) + ω¯b(ν, µ)
= a∗(µ, ν) + ω¯b∗(µ, ν)
= (a∗ + ω¯b∗)(µ, ν)
So ∗ is conjugate linear. The map ∗ is self-inverse since complex conjugation is, establishing
(1). The ξµ,ν are linearly independent and span A0, so each a ∈ A0 has the unique expression
a =
∑
(η,ζ)∈Λ∗sΛ
aη,ζξ(η,ζ).
For (2), the formula
(ab)(µ, ν) =
 ∑
(η,ζ)∈Λ∗sΛ
aη,ζξ(η,ζ)
 ∑
(ρ,σ)∈Λ∗sΛ
bρ,σξ(ρ,σ)
 (µ, ν)
=
∑
(η,ζ),(ρ,σ)∈Λ∗sΛ
aη,ζbρ,σ(ξ(η,ζ)ξ(ρ,σ))(µ, ν)
=
∑
(η,ζ),(ρ,σ)∈Λ∗sΛ
∑
(ζ′,ρ′)∈Λmin(ζ,ρ)
c(ρ, ρ′)c(η, ζ ′)c(ζ, ζ ′)c(σ, ρ′)aη,ζbρ,σξ(ηζ′,σρ′)(µ, ν)
=
∑
(η,ζ),(ρ,σ)∈Λ∗sΛ
∑
(ζ′,ρ′)∈Λmin(ζ,ρ)
µ=ηζ′,ν=σρ′
c(ρ, ρ′)c(η, ζ ′)c(ζ, ζ ′)c(σ, ρ′)a(η, ζ)b(ρ, σ) (3.8)
extends multiplication to all of Cc(Λ ∗s Λ). Multiplication is bilinear as the vector space
operations are pointwise, establishing (2).
For (3), it suffices to check ξ(µ,ν)(ξ(η,ζ)ξ(ρ,σ)) = (ξ(µ,ν)ξ(η,ζ))ξ(ρ,σ) and that ξ(µ,ν)(zξ(η,ζ)) =
z(ξ(µ,ν)ξ(η,ζ)) for all (µ, ν), (η, ζ), (ρ, σ) ∈ Λ ∗s Λ and z ∈ C, the latter follows from (3.7).
Fix (µ, ν), (η, ζ), (ρ, σ) ∈ Λ∗sΛ. To show associativity, we use our Toeplitz-Cuntz-Krieger
(Λ, c)-family {Tλ : λ ∈ Λ} in B (`2(Λ)) and Lemma 3.2.1. Define φ : Cc(Λ ∗s Λ)→ B (`2(Λ))
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by φ
 ∑
(µ,ν)∈Λ∗sΛ
aµ,νξ(µ,ν)
 = ∑
(µ,ν)∈Λ∗sΛ
aµ,νTµT
∗
ν . This is well-defined since the ξ(µ,ν) are
linearly independent. The map φ is linear by definition of the vector space operations in
Cc(Λ ∗s Λ) and B (`2(Λ)). We claim that φ also preserves multiplication. As φ is linear and
multiplication is bilinear, it suffices to show that φ
(
ξ(µ,ν)ξ(η,ζ)
)
= φ
(
ξ(µ,ν)
)
φ
(
ξ(η,ζ)
)
. We
have
φ
(
ξ(µ,ν)ξ(η,ζ)
)
= φ
 ∑
(ν′,η′)∈Λmin(ν,η)
c(η, η′)c(µ, ν ′)c(ν, ν ′)c(ζ, η′)ξ(µν′,ζη′)

=
∑
(ν′,η′)∈Λmin(ν,η)
c(η, η′)c(µ, ν ′)c(ν, ν ′)c(ζ, η′)Tµν′T ∗ζη′
= TµT
∗
ν TηT
∗
ζ by Lemma 3.1.3(4)
= φ
(
ξ(µ,ν)
)
φ
(
ξ(η,ζ)
)
.
We also claim that φ is injective. Fix
∑
(µ,ν)∈Λ∗sΛ
aµ,νξ(µ,ν) ∈ Cc(Λ ∗s Λ). Then
φ
 ∑
(µ,ν)∈Λ∗sΛ
aµ,νξ(µ,ν)
 = 0 =⇒ ∑
(µ,ν)∈Λ∗sΛ
aµ,νTµT
∗
ν = 0.
Lemma 3.2.1 implies that aµ,ν = 0 for all (µ, ν) ∈ Λ ∗s Λ. Hence
∑
(µ,ν)∈Λ∗sΛ aµ,νξ(µ,ν) = 0.
We can now use the map φ to show that the multiplication in Cc(Λ ∗s Λ) is associative. As
multiplication in B (`2(Λ)) is associative, we have
φ
(
ξ(µ,ν)
(
ξ(η,ζ)ξ(ρ,σ)
))
= φ
(
ξ(µ,ν)
)
φ
(
ξ(η,ζ)ξ(ρ,σ)
)
= TµT
∗
ν
((
TηT
∗
ζ
)
(TρT
∗
σ )
)
=
(
(TµT
∗
ν )
(
TηT
∗
ζ
))
TρT
∗
σ
= φ
(
ξ(µ,ν)ξ(η,ζ)
)
φ
(
ξ(ρ,σ)
)
= φ
((
ξ(µ,ν)ξ(η,ζ)
)
ξ(ρ,σ)
)
.
Since φ is injective we have
(
ξ(µ,ν)ξ(η,ζ)
)
ξ(ρ,σ) = ξ(µ,ν)
(
ξ(η,ζ)ξ(ρ,σ)
)
, establishing (3). For
(4), it suffices to check that
(
ξ(µ,ν)ξ(η,ζ)
)∗
= ξ∗(η,ζ)ξ
∗
(µ,ν) for all (µ, ν), (η, ζ) ∈ Λ ∗s Λ. Fix
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(µ, ν), (η, ζ) ∈ Λ ∗s Λ. We have
(
ξ(µ,ν)ξ(η,ζ)
)∗
=
 ∑
(ν′,η′)∈Λmin(ν,η)
c(η, η′)c(µ, ν ′)c(ν, ν ′)c(ζ, η′)ξ(µν′,ζη′)
∗
=
∑
(η′,ν′)∈Λmin(η,ν)
c(ν, ν ′)c(ζ, η′)c(η, η′)c(µ, ν ′)ξ(ζη′,µν′)
= ξ(ζ,η)ξ(ν,µ)
= ξ∗(η,ζ)ξ
∗
(µ,ν).
We can now construct the twisted Toeplitz algebra T C∗(Λ, c).
Theorem 3.2.3. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). There exists
a C∗-algebra T C∗(Λ, c) generated by a Toeplitz-Cuntz-Krieger (Λ, c)-family {sT (λ) : λ ∈ Λ}
that is universal in the sense that for each Toeplitz-Cuntz-Krieger (Λ, c)-family {tλ : λ ∈ Λ}
in a C∗-algebra B, there exists a homomorphism piTt : T C∗(Λ, c)→ B such that piTt (sT (λ)) =
tλ for all λ ∈ Λ. The C∗-algebra T C∗(Λ, c) is unique in the sense that if B is a C∗-algebra
generated by a Toeplitz-Cuntz-Krieger (Λ, c)-family {tλ : λ ∈ Λ} satisfying the universal
property, then there is an isomorphism of T C∗(Λ, c) onto B such that sT (λ) 7→ tλ for all
λ ∈ Λ. We call T C∗(Λ, c) the twisted Toeplitz algebra of Λ.
Proof. For this proof, we abbreviate Toeplitz-Cuntz-Krieger by TCK and write t is a TCK
(Λ, c)-family for {tλ : λ ∈ Λ} is a TCK (Λ, c)-family.
First we show that each TCK (Λ, c)-family induces a homomorphism of Cc(Λ ∗s Λ). Fix
a TCK (Λ, c)-family t. Define a map pi0t : Cc(Λ ∗s Λ)→ C∗({tλ : λ ∈ Λ}) by
pi0t (a) =
∑
(µ,ν)∈Λ∗sΛ
a(µ, ν)tµt
∗
ν .
We claim pi0t is a homomorphism. One easily checks that pi
0
t is linear. Fix a, b ∈ Cc(Λ ∗s Λ).
CHAPTER 3. TWISTED RELATIVE CUNTZ-KRIEGER ALGEBRAS 35
There are finite F,G ⊂ Λ∗sΛ such that a =
∑
(µ,ν)∈F aµ,νξµ,ν and b =
∑
(η,ζ)∈G bη,ζξη,ζ . Then
pi0t (ab) = pi
0
t
 ∑
(µ,ν)∈F
(η,ζ)∈G
∑
(ν′,η′)∈Λmin(ν,η)
c(η, η′)c(µ, ν ′)c(ν, ν ′)c(ζ, η′)aµ,νbη,ζξ(µν′,ζη′)
 by (3.8)
=
∑
(µ,ν)∈F
(η,ζ)∈G
∑
(ν′,η′)∈Λmin(ν,η)
c(η, η′)c(µ, ν ′)c(ν, ν ′)c(ζ, η′)aµ,νbη,ζtµν′t∗ζη′
=
∑
(µ,ν)∈F
(η,ζ)∈G
aµ,νbη,ζtµt
∗
νtηt
∗
ζ by Lemma 3.1.3(4)
=
 ∑
(µ,ν)∈F
a(µ, ν)tµt
∗
ν
 ∑
(η,ζ)∈G
b(η, ζ)tηt
∗
ζ

= pi0t (a)pi
0
t (b),
and
pit(a
∗) = pit
 ∑
(µ,ν)∈F
aµ,νξν,µ

=
∑
(µ,ν)∈F
aµ,νtνt
∗
µ
=
 ∑
(µ,ν)∈F
aµ,νtµt
∗
ν
∗
= pit(a)
∗.
So pi0t is a homomorphism.
For each a ∈ Cc(Λ ∗s Λ), we claim that
{‖pi0t (a)‖ : t is a TCK (Λ, c)-family}
is bounded. Fix a ∈ Cc(Λ ∗s Λ) and a TCK (Λ, c)-family t. There is finite F ⊂ Λ ∗s Λ such
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that a =
∑
(µ,ν)∈F aµ,νξµ,ν . For each µ, ν ∈ Λ, we have
‖pi0t (ξµ,ν)‖2 = ‖pi0t (ξµ,ν)∗pi0t (ξµ,ν)‖
= ‖pi0t (ξν,µ)pi0t (ξµ,ν)‖
= ‖tνt∗µtµt∗ν‖
= ‖c(ν, s(µ))c(µ, s(µ)c(ν, s(µ))c(µ, s(µ))tνs(µ)t∗νs(µ)‖ by Lemma 3.1.3(4)
= ‖t∗νtν‖
= ‖ts(ν)‖.
As ts(ν) is a projection it has norm 0 or 1, and the same is true of pi
0
t (ξµ,ν). We have
‖pi0t (a)‖ ≤
∑
(µ,ν)∈F
|a(µ, ν)|‖pi0t (ξµ,ν)‖
≤
∑
(µ,ν)∈F
|a(µ, ν)|,
which establishes our claim.
For each a ∈ Cc(Λ ∗s Λ), define
N(a) := sup{‖pi0t (a)‖ : t is a TCK (Λ, c)-family}.
The function N is a *-algebra seminorm on Cc(Λ ∗s Λ) since it is defined as the supremum
of a collection of seminorms. For each TCK (Λ, c)-family t, the kernel of pi0t is a two-sided
*-ideal in Cc(Λ ∗s Λ). So
I := ker(N) =
⋂
{kerpi0t : t is a TCK (Λ, c)-family}
is also a two-sided *-ideal in Cc(Λ ∗s Λ). Let A := Cc(Λ ∗s Λ)/I. Define ‖ · ‖ : A → R by
‖a+ I‖ = N(a); this is well defined. To see this suppose that b ∈ I. Then
N(a+ b) = sup
{‖pi0t (a+ b)‖ : t is a TCK (Λ, c)-family}
= sup
{‖pi0t (a) + pi0t (b)‖ : t is a TCK (Λ, c)-family}
= sup
{‖pi0t (a)‖ : t is a TCK (Λ, c)-family} .
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The calculations
‖(a+ I)∗(a+ I)‖ = ‖a∗a+ I‖
= N(a∗a)
= sup
{‖pi0t (a∗a)‖ : t is a TCK (Λ, c)-family}
= sup
{‖pi0t (a)‖2 : t is a TCK (Λ, c)-family}
= N(a)2
= ‖a+ I‖2,
and
‖(a+I)(b+ I)‖ = ‖ab+ I‖
= N(ab)
= sup
{‖pi0t (ab)‖ : t is a TCK (Λ, c)-family}
≤ sup{‖pi0t (a)‖ : t is a TCK (Λ, c)-family} sup{‖pi0t (b)‖ : t is a TCK (Λ, c)-family}
= N(a)N(b)
= ‖a+ I‖‖b+ I‖
show that ‖·‖ is a Banach *-algebra norm and satisfies the C∗-identity. Denote the completion
of A by T C∗(Λ, c), which is a C∗-algebra by construction.
For λ ∈ Λ, define sT (λ) := ξλ,s(λ) + I ∈ T C∗(Λ, c). We claim that {sT (λ) : λ ∈ Λ} is a
TCK (Λ, c)-family that generates T C∗(Λ, c). If v ∈ Λ0, then
sT (v)2 = ξv,vξv,v + I = ξv,v + I = sT (v) = ξ∗v,v + I = sT (v)
∗
If v, w ∈ Λ0 with v 6= w then sT (v)sT (w) = ξv,vξw,w + I = 0. This gives (TCK1). If µ, ν ∈ Λ
with s(µ) = r(ν), then
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sT (µ)sT (ν) = ξµ,s(µ)ξν,s(ν) + I
=
∑
(s(µ)′,ν′)∈Λmin(s(µ),ν)
c(ν, ν ′)c(µ, s(µ)′)c(s(µ), s(µ)′)c(s(ν), ν ′)ξ(µs(µ)′,s(ν)ν′) + I
= c(ν, s(ν))c(µ, ν)c(s(µ), ν)c(s(ν), s(ν))ξ(µν,s(ν)s(ν)) + I
= c(µ, ν)ξ(µν,s(µν)) + I
= c(µ, ν)sT (µν),
establishing (TCK2). For λ ∈ Λ, we have
sT (λ)∗sT (λ) = ξ∗(λ,s(λ))ξλ,s(λ) + I
= ξ(s(λ),λ)ξλ,s(λ) + I
= ξ(s(λ),s(s(λ))) + I
= sT (s(λ)).
This gives (TCK3). For (TCK4), fix µ, ν ∈ Λ. We have
sT (µ)s∗T (µ)sT (ν)s
∗
T (ν) = ξ(µ,s(µ))ξ
∗
(µ,s(µ))ξ(ν,s(ν))ξ
∗
(ν,s(ν))
= ξ(µ,s(µ))ξ(s(µ),µ)ξ(ν,s(ν))ξ(s(ν),ν)
= ξ(µ,µ)ξ(ν,ν) by (3.7)
=
∑
(µ′,ν′)∈Λmin(µ,ν)
c(ν, ν ′)c(µ, µ′)c(µ, µ′)c(ν, ν ′)ξ(µµ′,νν′) by (3.7)
=
∑
σ∈MCE(µ,ν)
ξ(σ,σ)
=
∑
σ∈MCE(µ,ν)
ξ(σ,s(σ))ξ
∗
(σ,s(σ))
=
∑
σ∈MCE(µ,ν)
sT (σ)s∗T (σ).
This gives (TCK4). If µ, ν ∈ Λ with s(µ) = s(ν), then as
sT (µ)sT (ν)∗ = ξ(µ,s(µ))ξ∗(ν,s(ν)) + I = ξ(µ,ν) + I,
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the TCK (Λ, c)-family {sT (λ) : λ ∈ Λ} generates T C∗(Λ, c). We must now check that
T C∗(Λ, c) and {sT (λ) : λ ∈ Λ} have the universal property. Fix a TCK (Λ, c)-family t. For
a ∈ Cc(Λ ∗s Λ), we have
‖pi0t (a)‖ ≤ sup
{‖pi0t′(a)‖ : t is a TCK (Λ, c)-family} = N(a). (3.9)
Hence if b ∈ I then pi0t (b) = 0, and so I ⊂ ker(pi0t ). Hence there is a well-defined linear map pit :
A→ C∗({tλ : λ ∈ Λ}) given by pit(a+ I) = pi0t (a). This pit is a homomorphism by definition
of the operations in the quotient A and because pi0t is homomorphism. Equation (3.9) implies
that for a+ I ∈ A, we have ‖pit(a+ I)‖ = ‖pi0t (a)‖ ≤ N(a) = ‖a+ I‖. So the homomorphism
pit is continuous, and hence extends to the desired homomorphism pit : T C∗(Λ, c)→ C∗({tλ :
λ ∈ Λ}).
For the final statement, suppose B is a C∗-algebra generated by TCK (Λ, c)-family t
satisfying the universal property. As T C∗(Λ, c) is universal there is a homomorphism piTt :
T C∗(Λ, c) → B such that pit (sT (λ)) = tλ for each λ ∈ Λ. As B is universal there is a
homomorphism ψ : B → T C∗(Λ, c) such that ψ(tλ) = sT (λ) for each λ ∈ Λ. Since piT ◦ ψ
and ψ ◦ piT are the identity maps on the generators of B and T C∗(Λ, c) respectively, piT and
ψ are mutually inverse and hence isomorphisms.
3.3 Relative Cuntz-Krieger (Λ, c; E)-families
This section introduces the twisted relative Cuntz-Krieger algebras associated to finitely
aligned k-graph Λ. For each c ∈ Z2(Λ,T) and each collection E of finite exhaustive sets, the
twisted relative Cuntz-Krieger algebra C∗(Λ, c; E) is the universal C∗-algebra generated by
a Toeplitz-Cuntz-Krieger (Λ, c)-family {sE(λ) : λ ∈ Λ} satisfying∏
λ∈E
(sE(r(E))− sE(λ)sE(λ)∗) = 0
whenever E ∈ E . When E = ∅, the associated twisted relative Cuntz-Krieger algebra
C∗(Λ, c; ∅) is the Toeplitz algebra T C∗(Λ, c) studied in the last section. When 1 ∈ Z2(Λ,T)
denotes the identity 2-cocycle, we obtain the relative Cuntz-Krieger algebra C∗(Λ; E) studied
CHAPTER 3. TWISTED RELATIVE CUNTZ-KRIEGER ALGEBRAS 40
in [18]. When E is the collection of all finite exhaustive sets FE(Λ) [16], we obtain the
twisted Cuntz-Krieger algebra C∗(Λ, c) := C∗(Λ, c; FE(Λ)). The twisted relative Cuntz-
Krieger algebras C∗(Λ, c; E) interpolate between the Toeplitz algebra T C∗(Λ, c), and the
Cuntz-Krieger algebra C∗(Λ, c; FE(Λ)). More precisely, for each E ⊂ FE(Λ) there is an ideal
JE ⊂ T C∗(Λ, c) such that
C∗(Λ, c; E) = T C∗(Λ, c)/JE ,
and, in particular, there is JFE(λ) such that
C∗(Λ, c) = T C∗(Λ, c)/JFE(Λ).
Definition 3.3.1 ([16], Definition 2.4). Let (Λ, d) be a k-graph and let v ∈ Λ0. A subset
E ⊂ vΛ is said to be exhaustive if for every µ ∈ vΛ there exists a λ ∈ E such that
Λmin(λ, µ) 6= ∅. Define FE(Λ) := {E ⊂ vΛ : E is finite and exhaustive and v /∈ E}.
Definition 3.3.2. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Let {tλ :
λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Suppose that v ∈ Λ0 and that E ⊂ vΛ is
nonempty and finite. We write r(E) for the unique v ∈ Λ0 such that E ⊂ vΛ. We call the
product
Q(t)E :=
∏
λ∈E
(tr(E) − tλt∗λ)
the gap projection of t associated to E.
Remark 3.3.3. The product ∏
λ∈E
(tr(E) − tλt∗λ)
is well-defined as the projections {tλt∗λ : λ ∈ Λ} pairwise commute. Hence for v = r(E) and
λ, µ ∈ E,
(tv − tλt∗λ)(tv − tµt∗µ) = t2v − tvtµt∗µ − tλt∗λ + tλt∗λtµt∗µ
= t2v − tvt∗vtµt∗µ − tλt∗λtvt∗v + tλt∗λtµt∗µ
= t2v − tµt∗µtvt∗v − tvt∗vtλt∗λ + tµt∗µtλt∗λ by Lemma 3.1.3(2)
= t2v − tvtλt∗λ − tµt∗µtv + tµt∗µtλt∗λ
= (tv − tµt∗µ)(tv − tλt∗λ).
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An induction argument over |E| therefore shows that ∏λ∈E(tr(E) − tλt∗λ) is independent of
the order of multiplication.
The following definition is ([18], Definition 3.2) but with the 2-cocycle incorporated.
Definition 3.3.4. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂
FE(Λ). A relative Cuntz-Krieger (Λ, c; E)-family is a Toeplitz-Cuntz-Krieger (Λ, c)-family
{tλ : λ ∈ Λ} that satisfies
Q(t)E = 0 for all E ∈ E . (CK)
When E = FE(Λ), we call the resulting relative Cuntz-Krieger (Λ, c; E)-family a Cuntz-
Krieger (Λ, c)-family.
Note that every Toeplitz-Cuntz-Krieger (Λ, c)-family is a relative Cuntz-Krieger (Λ, c; ∅)-
family and every relative Cuntz-Krieger (Λ, c)-family is a Toeplitz-Cuntz-Krieger (Λ, c)-
family.
Definition 3.3.5. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂
FE(Λ). Define JE ⊂ T C∗(Λ, c) to be the intersection of all closed ideals containing{
Q(sT )E : E ∈ E
}
.
Lemma 3.3.6. Let A,B be C∗-algebras and let X ⊂ A. Let IX denote the intersection of
all closed ideals containing X. Then IX is the smallest ideal containing X and
IX = span{bxc : b, c ∈ A, x ∈ X}.
We call IX the ideal generated by X. Suppose pi : A → B is a homomorphism such that
pi(x) = 0 for all x ∈ X. Then pi(a) = 0 for all a ∈ IX . There is a unique homomorphism
p˜i : A/IX → B satisfying p˜i(a+ IX) = pi(a) for all a ∈ A.
Proof. It is routine to check that an arbitrary intersection of closed ideals containing X is a
closed ideal containing X. The ideal IX is the intersection of all closed ideals containing X
and hence the smallest closed ideal containing X. The set I := span{bxc : b, c ∈ A, x ∈ X}
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is a closed ideal. Let (eλ)λ∈Λ be an approximate identity for A. Then eλxeλ → x for each
x ∈ X. So I contains X. Since every closed ideal that contains X must contain I, we have
I ⊂ IX . Since IX is the smallest closed ideal containing X, we have I = IX . Suppose that
b, c ∈ A and that x ∈ X. We have
pi(bxc) = pi(b)pi(x)pi(c) = 0.
So pi(a) = 0 for all a ∈ span{bxc : b, c ∈ A, x ∈ X}. By continuity, we have pi(a) = 0 for all
a ∈ IX .
To see that the map p˜i is well-defined, suppose that a + IX = b + IX . Then a = b + n
for some n ∈ IX , and so pi(a) = pi(b + n) = pi(b). Since a closed ideal in a C∗-algebra
is automatically self-adjoint, there is a well-defined involution ∗ : A/IX → A/IX satisfying
(a+IX)
∗ = a∗+IX for all a ∈ A. That p˜i is a homomorphism then follows from the definitions
of the operations in the quotient A/IX and that pi is a homomorphism.
Theorem 3.3.7. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
There exists a C∗-algebra C∗(Λ, c; E) generated by a relative Cuntz-Krieger (Λ, c; E)-family
{sE(λ) : λ ∈ Λ} that is universal in the sense that if {tλ : λ ∈ Λ} is a relative Cuntz-Krieger
(Λ, c; E)-family in a C∗-algebra B, then there exists a homomorphism piEt : C∗(Λ, c; E) → B
such that piEt (sE(λ)) = tλ for all λ ∈ Λ. The C∗-algebra C∗(Λ, c; E) is unique in the sense
that, if B is a C∗-algebra generated by a relative Cuntz-Krieger (Λ, c; E)-family {tλ : λ ∈ Λ}
satisfying the universal property, there is an isomorphism of C∗(Λ, c; E) onto B such that
sE(λ) 7→ tλ for all λ ∈ Λ. We call C∗(Λ, c; E) the twisted relative Cuntz-Krieger algebra of
Λ.
Proof. Let C∗(Λ, c; E) := T C∗(Λ, c)/JE and let sE(λ) := sT (λ) + JE . To prove that {sE(λ) :
λ ∈ Λ} is a relative Cuntz-Krieger (Λ, c; E)-family, we only need to show that Q(sE)E = 0 for
each E ∈ E . If E ∈ E , then Q(sT )E ∈ JE by definition, so Q(sE)E = Q(sT )E + JE = 0 + JE .
We will now construct the homomorphism piEt . Fix a relative Cuntz-Krieger (Λ, c; E)-
family {tλ : λ ∈ Λ} in a C∗ algebra B. Let piTt : T C∗(Λ, c)→ B be the homomorphism from
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Theorem 3.2.3. If E ∈ E , then
piTt
(
Q(sT )E
)
= Q(t)E = 0. (3.10)
Lemma 3.3.6 implies that piTt (a) = 0 for all a ∈ JE , and that there is a homomorphism
piEt : T C∗(Λ, c)/JE → B satisfying piEt (a + JE) = piTt (a) for all a ∈ T C∗(Λ, c). Fix λ ∈ Λ.
Then piEt (sE(λ)) = pi
E
t (sT (λ) + JE) = pi
T
t (sT (λ)) = tλ. The proof that C
∗(Λ, c; E) is unique is
identical to the proof that T C∗(Λ, c; E) is unique in Theorem 3.2.3.
3.4 Gap projections and boundary paths
For a collection E ⊂ FE(Λ), we recall the definition of the satiation E of E from [18] in
Definition 3.4.7. We show that for each collection E ⊂ FE(Λ), the gap projection Q(sE)E in
C∗(Λ, c; E) associated to a finite exhaustive set E is zero if and only if E ∈ E .
For v ∈ Λ0, we wish to know precisely which finite subsets E of vΛ satisfy
Q(sE)E 6= 0. (3.11)
The following remark says that if v ∈ E then Q(sE)E = 0. If E ⊂ vΛ\{v} is not exhaustive,
Lemma 3.4.2 implies that Q(sE)E 6= 0. So in order to find out precisely which finite subsets
E of vΛ satisfy (3.11), we only need to consider the case when E ⊂ vΛ \ {v} is exhaustive;
that is, E ∈ FE(Λ).
Remark 3.4.1. Suppose that F ⊂ vΛ is finite and that v ∈ F . Then since tvt∗v = tv, we
have
Q(t)F =
∏
µ∈F
(
tv − tµt∗µ
)
= (tv − tvt∗v)
∏
µ∈F\{v}
(
tv − tµt∗µ
)
= 0
for all Toeplitz-Cuntz-Krieger (Λ, c)-families {tλ : λ ∈ Λ}.
Lemma 3.4.2. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Let v ∈ Λ0
and suppose that {tλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger (Λ, c)-family. Suppose that F ⊂
vΛ \ {v} is finite and is not exhaustive. Then
Q(t)F =
∏
µ∈F
(
tv − tµt∗µ
) 6= 0
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whenever tw is nonzero for all w ∈ Λ0.
Proof. Since F is not exhaustive there exists λ ∈ r(F )Λ such that for all µ ∈ F we have
MCE(µ, λ) = ∅. By (TCK4) we have tµt∗µtλt∗λ = 0 for all µ ∈ F . As tλt∗λ is a projection
tλt
∗
λ = (tλt
∗
λ)
|F |. Since tλt∗λ commutes with (tv − tµt∗µ) for each µ ∈ F , we have[∏
µ∈F
(
tv − tµt∗µ
)]
tλt
∗
λ =
∏
µ∈F
(
tvtλt
∗
λ − tµt∗µtλt∗λ
)
= (tvtλt
∗
λ)
|F |
= (c(v, λ)tλt
∗
λ)
|F |
= tλt
∗
λ.
Since ts(λ) 6= 0, Remark 3.1.4 implies that tλt∗λ 6= 0, and so
∏
µ∈F
(
tv − tµt∗µ
) 6= 0.
The next lemma shows that in the twisted Toeplitz algebra the gap projections associated
to F ⊂ vΛ \ {v} are all nonzero.
Lemma 3.4.3. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Let {Tλ : λ ∈ Λ}
be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. For all λ ∈ Λ and all finite
F ⊂ s(λ)Λ \ {s(λ)}, we have ∏
µ∈F
(
TλT
∗
λ − TλµT ∗λµ
) 6= 0.
The same is true for the family {sT (λ) : λ ∈ Λ}.
Proof. Fix λ ∈ Λ and finite F ⊂ s(λ)Λ \ {s(λ)}. We prove by induction on |F | that∏
µ∈F
(
TλT
∗
λ − TλµT ∗λµ
)
ξλ = ξλ.
If |F | = 1, say F = {µ}, then
(
TλT
∗
λ − TλµT ∗λµ
)
ξλ = c(λ, s(λ))Tλξs(λ) = c(λ, s(λ))ξλ = ξλ.
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Suppose
∏
µ∈F
(
TλT
∗
λ − TλµT ∗λµ
)
ξλ = ξλ whenever |F | = k. Then for |F | = k + 1 and any
µ0 ∈ F , we have[∏
µ∈F
(
TλT
∗
λ − TλµT ∗λµ
)]
ξλ =
 ∏
µ∈F\{µ0}
(
TλT
∗
λ − TλµT ∗λµ
) (TλT ∗λ − Tλµ0T ∗λµ0) ξλ
=
 ∏
µ∈F\{µ0}
(
TλT
∗
λ − TλµT ∗λµ
) ξλ
= ξλ.
Hence by induction
∏
µ∈F
(
TλT
∗
λ − TλµT ∗λµ
)
ξλ = ξλ for all finite F ⊂ s(λ)Λ \ {s(λ)}. In
particular
∏
µ∈F
(
TλT
∗
λ − TλµT ∗λµ
) 6= 0. By Theorem 3.2.3 there is a unique homomor-
phism piTt : T C∗(Λ, c) → B (`2(Λ)) satisfying piTt (sT (µ)) = Tµ for all µ ∈ Λ. Hence∏
µ∈F (sT (λ)sT (λ)
∗ − sT (λµ)sT (λµ)∗) 6= 0.
The next few Lemmas involve technical calculations concerning the algebraic manipula-
tion of gap projections. Recall from Definition 2.2.3, that for E ⊂ vΛ and µ ∈ vΛ, we may
form the collection Ext(µ;E) ⊂ s(µ)Λ.
Lemma 3.4.4. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ}
be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E ⊂ FE(Λ). Then for µ ∈ r(E)Λ, we have
Q(t)Etµ = tµQ(t)
Ext(µ;E).
Proof. Suppose that µ ∈ r(E)Λ. Since tµ is a partial isometry,
Q(t)Etµ =
(∏
λ∈E
(
tr(E) − tλt∗λ
))
tµt
∗
µtµ
=
(∏
λ∈E
(
tr(E)tµt
∗
µ − tλt∗λtµt∗µ
))
tµ.
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Applying (TCK2) and (TCK4) gives
Q(t)Etµ =
∏
λ∈E
c(r(µ), µ)tr(µ)µt∗µ − ∑
(α,β)∈Λmin(λ,µ)
tµβt
∗
µβ
 tµ
=
∏
λ∈E
tµs(µ)t∗µ − ∑
(α,β)∈Λmin(λ,µ)
c(µ, β)c(µ, β)tµtβt
∗
βt
∗
µ
 tµ
=
∏
λ∈E
c(µ, s(µ)tµts(µ)t∗µ − ∑
(α,β)∈Λmin(λ,µ)
tµtβt
∗
βt
∗
µ
 tµ.
Factorising gives
Q(t)Etµ =
∏
λ∈E
tµ
ts(µ) − ∑
(α,β)∈Λmin(λ,µ)
tβt
∗
β
 t∗µ
 tµ.
For each β ∈ s(µ)Λ such that there is α ∈ s(λ)Λ with (α, β) ∈ Λmin(λ, µ) we have d(β) =
d(λ) ∨ d(µ) − d(λ). Lemma 3.1.3(6) implies that {tβt∗β : (α, β) ∈ Λmin(λ, µ)} is a set of
mutually orthogonal projections. Hence
Q(t)Etµ =
∏
λ∈E
tµ
 ∏
β∈s(µ)Λ s.t
∃α∈s(λ)Λ s.t (α,β)∈Λmin(λ,µ)
(
ts(µ) − tβt∗β
) t∗µ

 tµ.
Using the definition of Ext(µ;E) and (TCK3) we have
Q(t)Etµ = tµ
 ∏
β∈Ext(µ;E)
((
ts(µ) − tβt∗β
)
ts(µ)
)
= tµ
 ∏
β∈Ext(µ;E)
(
ts(µ)ts(µ) − tβt∗βts(µ)
)
= tµ
 ∏
β∈Ext(µ;E)
(
t2s(µ) − c(s(µ), β)tβt∗s(µ)β
)
= tµ
 ∏
β∈Ext(µ;E)
(
tr(Ext(µ;E)) − tβt∗β
) .
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Lemma 3.4.5. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Let {tλ : λ ∈ Λ}
be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Suppose that v ∈ Λ0, that λ ∈ vΛ and that E ⊂
s(λ)Λ is finite. Then
tv − tλt∗λ = tv
∏
ν∈E
(tv − tλνt∗λν)− tλQ(t)Et∗λ.
Proof. As tλµt
∗
λµ ≤ tλt∗λ for all µ ∈ s(λ)Λ, we have
(tv − tλt∗λ)(tv − tλνt∗λν) = tv − tλt∗λ
for all ν ∈ E. The range projections pairwise commute by Lemma 3.1.3(2). Since E is finite,
it follows that
(tv − tλt∗λ)
∏
ν∈E
(tv − tλνt∗λν) = tv − tλt∗λ.
We have
tv − tλt∗λ = (tv − tλt∗λ)
∏
ν∈E
(tv − tλνt∗λν)
= tv
∏
ν∈E
(tv − tλνt∗λν)− tλt∗λ
∏
ν∈E
(tv − tλνt∗λν)
= tv
∏
ν∈E
(tv − tλνt∗λν)− tλt∗λ
∏
ν∈E
(
tv − c(λ, ν)c(λ, ν)tλtνt∗νt∗λ
)
by (TCK2).
Since tλt
∗
λ is a projection, we have
tv − tλt∗λ = tv
∏
ν∈E
(tv − tλνt∗λν)−
∏
ν∈E
(tλt
∗
λtv − tλt∗λtλtνt∗νt∗λ)
= tv
∏
ν∈E
(tv − tλνt∗λν)−
∏
ν∈E
(
tλ
(
ts(λ) − tνt∗ν
)
t∗λ
)
= tv
∏
ν∈E
(tv − tλνt∗λν)− tλ
[∏
ν∈E
(
ts(λ) − tνt∗ν
)]
t∗λ,
since t∗λtλ = ts(λ)
Lemma 3.4.6. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Then:
(1) if G ∈ E and E ⊂ r(G)Λ \ Λ0 is finite with G ⊂ E, then Q(t)E = Q(t)GQ(t)E\G;
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(2) if G ∈ E with r(G) = v and if µ ∈ vΛ \GΛ, then Q(t)Ext(µ;G) = t∗µQ(t)Gtµ;
(3) if G ∈ E, 0 < nλ ≤ d(λ) for each λ ∈ G and E := {λ(0, nλ) : λ ∈ G}, then Q(t)E ≤
Q(t)G.
Proof. For (1), suppose that G ∈ E and that E ⊂ r(G)Λ \ Λ0 is finite with G ⊂ E.
The range projections {tλt∗λ : λ ∈ Λ} pairwise commute by Lemma 3.1.3(2). It follows that
Q(t)E = Q(t)GQ(t)E\G.
For (2), suppose that G ∈ E satisfies r(G) = v and that µ ∈ vΛ \ GΛ. Lemma 3.4.4
implies that tµQ(t)
Ext(µ;G) = Q(t)Gtµ. Multiplying both sides on the left by t
∗
µ gives
Q(t)Ext(µ;G) = ts(µ)Q(t)
Ext(µ;G) = t∗µtµQ(t)
Ext(µ;G) = t∗µQ(t)
Gtµ.
For (3), suppose that G ∈ E and that 0 < nλ ≤ d(λ) for each λ ∈ G. Set E :=
{λ(0, nλ) : λ ∈ G}. Since
tr(E) − tλ(0,nλ)t∗λ(0,nλ) ≤ tr(G) − tλt∗λ
for all λ ∈ G. It follows that Q(t)E ≤ Q(t)G.
Given a collection E ⊂ FE(Λ), we recall the definition of E , the satiation of E , from [18].
Definition 3.4.7 ([18], Definition 4.1). Let (Λ, d) be a finitely aligned k-graph. We say that
a subset E of FE(Λ) is satiated if it satisfies:
(S1) if G ∈ E and E ⊂ r(G)Λ \ Λ0 is finite with G ⊂ E then E ∈ E;
(S2) if G ∈ E with r(G) = v and if µ ∈ vΛ \GΛ then Ext(µ;G) ∈ E;
(S3) if G ∈ E and 0 < nλ ≤ d(λ) for each λ ∈ G, then {λ(0, nλ) : λ ∈ G} ∈ E; and
(S4) if G ∈ E , G′ ⊂ G and G′λ ∈ s(λ)E for each λ ∈ G′, then
(
(G \G′) ∪ (⋃λ∈G′ λG′λ)) ∈ E.
The smallest collection of subsets of Λ which contains E and satisfies (S1)-(S4) is denoted E
and called the satiation of E.
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Let Λ be a finitely aligned k-graph and E ⊂ FE(Λ). Definition 5.2 of [18] defines maps
Σ1,Σ2,Σ3,Σ4 : FE(Λ)→ FE(Λ) given by
Σ1(E) :=
{
F ⊂ Λ \ Λ0 : F is finite, and there exists E ∈ E with E ⊂ F} ,
Σ2(E) := {Ext(µ;E) : E ∈ E , µ ∈ r(E)Λ \ EΛ} ,
Σ3(E) := {{λ(0, nλ) : λ ∈ E} : E ∈ E , 0 < nλ ≤ d(λ) for all λ ∈ E} , and
Σ4(E) :=
{
(E \ F ) ∪
(⋃
λ∈F
λFλ
)
: E ∈ E , F ⊂ E,Fλ ∈ s(λ)E for all λ ∈ F
}
.
Note that Lemma 5.3 of [18] implies that E ⊂ Σi(E) for each i = 1, 2, 3, 4.
The following summarises some properties of E .
Lemma 3.4.8. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ, c; E)-family. Then:
(1) the satiation E of E is a subset of FE(Λ);
(2) if E ∈ E then Q(t)E = 0; and
(3) the ideals JE and JE of T C∗(Λ, c) are equal.
Moreover, C∗(Λ, c; E) = C∗(Λ, c; E).
Proof. Part (1): Let Σ = Σ4 ◦Σ3 ◦Σ2 ◦Σ1. Fix F ⊂ FE(Λ). Lemma 5.3 of [18] implies that
Σ(F) ⊂ FE(Λ). Write Σn(F) for
n terms︷ ︸︸ ︷
Σ ◦ Σ ◦ . . .Σ(F).
We have
⋃∞
n=1 Σ
n(F) ⊂ FE(Λ). Proposition 5.5 of [18] implies that F = ⋃∞n=1 Σn(F) ⊂
FE(Λ). This gives part (1).
Part (2): Since E = ⋃∞n=1 Σn(E) and since F ⊂ Σi(F) for all F ⊂ FE(Λ) and i = 1, 2, 3, 4,
by induction it suffices to show that if Q(t)G = 0 for all G ∈ F , where F ⊂ FE(Λ), then
Q(t)E = 0 for all E ∈ Σi(F) for each i = 1, 2, 3, 4.
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Fix F ⊂ FE(Λ) such that Q(t)G = 0 for all F ∈ F . We consider the cases i = 1, 2, 3, 4
separately. Suppose that i = 1. Fix E ∈ Σi(F). Then G ⊂ E for some G ∈ F . Lemma 3.4.6
implies that Q(t)E = Q(t)GQ(t)E\G = 0. Suppose that i = 2. Fix E ∈ Σi(F). Then
E = Ext(µ;G) for some G ∈ F and µ ∈ r(G)Λ \ GΛ. Lemma 3.4.6 implies that Q(t)E =
t∗µQ(t)
Gtµ = 0. Suppose that i = 3. Fix E ∈ Σi(F). Then E = {λ(0, nλ) : λ ∈ G} for
some G ∈ F where 0 < nλ ≤ d(λ) for each λ ∈ Λ. Lemma 3.4.6 implies that Q(t)E =
Q(t)EQ(t)G = 0. Suppose that i = 4. Fix E ∈ Σi(F). Then
E =
(
(G \G′) ∪
(⋃
λ∈G′
λG′λ
))
for some G ∈ F , G′ ⊂ G and G′λ ∈ s(λ)F for each λ ∈ G′. Lemma 3.4.5 implies that for
each λ ∈ G′, we have
tr(G) − tλt∗λ = tr(G) − tλt∗λ + tλQ(t)G
′
λt∗λ =
∏
µ∈G′λ
(
tr(G) − tλµt∗λµ
)
.
Hence
Q(t)E = Q(t)G\G
′ ∏
λ∈G′
∏
µ∈G′λ
(
tr(G) − tλµt∗λµ
)
= Q(t)G\G
′ ∏
λ∈G′
(
tr(G) − tλt∗λ
)
= Q(t)G
= 0.
For part (3), since JE ⊂ JE it suffices to show the reverse containment. Suppose E ∈ E . By
part (2), we have Q(sE)E = 0. Hence Q(sT )E ∈ JE . So JE contains all the generators of JE ,
hence JE = JE .
The main goal for the rest of this chapter is to show that the converse of Lemma 3.4.8(2)
holds in the C∗-algebra C∗(Λ, c; E); that is, for E ∈ FE(Λ), Q(sE)E = 0 implies that E ∈ E .
This is achieved with Theorem 3.4.16. First we need several technical lemmas on boundary
paths and the structure of the ideals JE .
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Lemma 3.4.9. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ}
be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E ⊂ FE(Λ). Suppose E ∈ E. Then:
(1) if µ ∈ EΛ ∪ (Λ \ r(E)Λ) then
Q(t)Etµ = 0; and (3.12)
(2) if µ ∈ r(E)Λ \ EΛ then
Q(t)Etµ = tµQ(t)
Ext(µ;E). (3.13)
Proof. Suppose that µ ∈ EΛ. There exists λ ∈ E and α ∈ Λ such that µ = λα. Then
(α, s(µ)) ∈ Λmin(λ, µ) and hence s(µ) ∈ Ext(µ;E). As EΛ ⊂ r(E)Λ, Lemma 3.4.4 implies
that (∏
λ∈E
(
tr(E) − tλt∗λ
))
tµ = tµ
 ∏
β∈Ext(µ;E)
(
ts(µ) − tβt∗β
) = 0,
since ts(µ) − ts(µ)t∗s(µ) = 0. Suppose µ ∈ Λ \ r(E)Λ. Then as r(µ) 6= r(E), using (TCK1) we
have,(∏
λ∈E
(
tr(E) − tλt∗λ
))
tµ =
(∏
λ∈E
(
tr(E) − c(r(E), λ)tλt∗λtr(E)
))
c(r(µ), µ)tr(µ)tµ (3.14)
=
(∏
λ∈E
(
tr(E)tr(µ) − tλt∗λtr(E)tr(µ)
))
tµ
= 0.
Hence if µ ∈ EΛ ∪ (Λ \ r(E)Λ) then Q(t)Etµ = 0, establishing part (1) of the Lemma. Part
(2) is Lemma 3.4.4.
We can now write down spanning elements for the ideals JE .
Lemma 3.4.10. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Let E ⊂ FE(Λ).
Then
JE = span{sT (µ)Q(sT )EsT (ν)∗ : E ∈ E , µ, ν ∈ Λ and s(µ) = s(ν)}.
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Proof. Let
I := span{sT (µ)Q(sT )EsT (ν)∗ : E ∈ E , µ, ν ∈ Λ and s(µ) = s(ν)}.
Fix E ∈ E and µ, ν, α, β ∈ Λ such that s(µ) = s(ν) and s(α) = s(β). We calculate,
sT (α)sT (β)∗sT (µ)Q(sT )EsT (ν)∗ (3.15)
= sT (α)
 ∑
(η,ζ)∈Λmin(β,µ)
c(β, η)c(µ, ζ)sT (η)sT (ζ)∗
Q(sT )EsT (ν)∗
by Lemma 3.1.3(1)
=
∑
(η,ζ)∈Λmin(β,µ)
c(β, η)c(µ, ζ)c(α, η)sT (αη)sT (ζ)∗Q(sT )EsT (ν)∗
=
∑
(η,ζ)∈Λmin(β,µ)
c(β, η)c(µ, ζ)c(α, η)sT (αη)
(
Q(sT )EsT (ζ)
)∗
sT (ν)∗
=
∑
(η,ζ)∈Λmin(β,µ):
ζ∈r(E)Λ\EΛ
c(β, η)c(µ, ζ)c(α, η)sT (αη)
(
sT (ζ)Q(sT )Ext(ζ;E)
)∗
sT (ν)∗
by Lemma 3.4.9
=
∑
(η,ζ)∈Λmin(β,µ):
ζ∈r(E)Λ\EΛ
c(β, η)c(ν, ζ)c(µ, ζ)c(α, η)sT (αη)Q(sT )Ext(ζ;E)sT (νζ)∗.
Since E is satiated, each sT (αη)Q(sT )Ext(ζ;E)sT (νζ)∗ ∈ I, and hence
sT (α)sT (β)∗sT (µ)Q(sT )EsT (ν)∗ ∈ I.
Suppose that a ∈ span{sT (α)sT (β)∗ : s(α) = s(β)} and b ∈ I. Since multiplication is
bilinear, equation (3.15) implies that ab ∈ I. Taking adjoints of both sides of (3.15) shows
that ba ∈ I. We show that I is an ideal. Fix a ∈ T C∗(Λ, c) and b ∈ I. By Lemma 3.1.3(5)
there is a sequence an ∈ span{sT (α)sT (β)∗ : s(α) = s(β)} such that an → a as n → ∞.
Similarly, there is a sequence bn ∈ I such that bn → b as n → ∞. As multiplication in a
C∗-algebra is jointly continuous we have anbn → ab and bnan → ba as n → ∞. The above
argument shows that anbn, bnan ∈ I for each n and hence ab, ba ∈ I. Hence I is a closed
ideal in T C∗(Λ, c). Since I ⊂ JE and JE is closed, I ⊂ JE . The set I contains all the gap
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projections associated to E . As JE is the smallest closed ideal that contains all the gap
projections associated to E , we have I = JE .
For a k-graph Λ, recall from Definition 2.3.2 the collection Λ∗ of graph morphisms x :
Λ→ Ωk,m.
Definition 3.4.11 ([18], Definition 4.3). Let (Λ, d) be a finitely aligned k-graph, and let E
be a subset of FE(Λ). We say that x ∈ Λ∗ is an E-relative boundary path of Λ if for every
n ∈ Nk such that n ≤ d(x), and every E ∈ E such that r(E) = x(n), there exists λ ∈ E such
that x(n, n + d(λ)) = λ. We denote the collection of all E-relative boundary paths of Λ by
∂(Λ; E).
Let {Tλ : λ ∈ Λ} be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. The
next few technical lemmas use E-relative boundary paths to characterise when, for E ∈
FE(Λ), the gap projection Q(T )E belongs to the C∗-algebra piTT (JE) ⊂ B (`2(Λ)). This
charactisation enables us to prove Theorem 3.4.16, the main result of this section.
Lemma 3.4.12. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Let {Tλ : λ ∈ Λ} be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. Suppose
that x ∈ ∂(Λ; E) and that µ, ν ∈ Λ satisfy s(µ) = s(ν). If E ∈ E satisfies r(E) = s(µ),
then there exists p ∈ Nk with p ≤ d(x) such that TµQ(T )ET ∗ν ξx(0,q) = 0 for all q such that
p ≤ q ≤ d(x).
Proof. We consider two cases: d(x)  d(ν) and then d(x) ≥ d(ν). Suppose first that
d(x)  d(ν). Fix q ≤ d(x). Then q  d(ν), so x(0, q) does not have the form νν ′. Hence
T ∗ν ξx(0,q) = 0. So p = 0 does the job.
Suppose that d(x) ≥ d(ν). First suppose that x(0, d(ν)) 6= ν. Fix d(ν) ≤ q ≤ d(x). The
factorisation property implies that x(0, q) does not have the form νν ′. So p = d(ν) does the
job.
Now suppose that d(x) ≥ d(ν) and x(0, d(ν)) = ν. Set n = d(ν). As x is an E-relative
boundary path and r(E) = s(ν) = x(n), there exists λ0 ∈ E such that x(n, n+ d(λ0)) = λ0.
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Put p = n+ d(λ0) and fix q such that p ≤ q ≤ d(x). Then(
Tr(E) − Tλ0T ∗λ0
)
T ∗ν ξx(0,q) = c(ν, x(n, q))
(
Tr(E) − Tλ0T ∗λ0
)
ξx(n,q)
= c(ν, x(n, q))
(
Tr(E)ξx(n,q) − Tλ0T ∗λ0ξλ0x(p,q)
)
= c(ν, x(n, q))
(
ξx(n,q) − ξx(n,q)
)
by (3.6)
= 0.
Hence
TµQ(T )
ET ∗ν ξx(0,q) = TµQ(T )
E
(
Tr(E) − Tλ0T ∗λ0
)
T ∗ν ξx(0,q)
= 0.
Lemma 3.4.13. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Let {Tλ : λ ∈ Λ} be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. For each
a ∈ span{TµQ(T )ET ∗ν : s(µ) = s(ν) and E ∈ E} there exists p ∈ Nk with p ≤ d(x) such that
aξx(0,q) = 0 whenever p ≤ q ≤ d(x).
Proof. Fix a ∈ span{TµQ(T )ET ∗ν : s(µ) = s(ν) and E ∈ E}, say, a = ∑Nn=1 TµnQ(T )EnT ∗νn
where µn, νn ∈ Λ, s(µn) = s(νn) and En ∈ E for each n. For each n, Lemma 3.4.12 implies
that there exists pn ∈ Nk such that TµnQ(T )EnTνnξx(0,q) = 0 for all pn ≤ q ≤ d(x). Put
p = max{p1, ..., pn}. Then aξx(0,q) = 0 for all p ≤ q ≤ d(x).
Lemma 3.4.14. Let (Λ, d) be a finitely aligned k-graph, c ∈ Z2(Λ,T) and E ⊂ FE(Λ).
Let {Tλ : λ ∈ Λ} be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. For all
x ∈ ∂(Λ; E), if a ∈ piTT (JE) then limq→d(x) ‖aξx(0,q)‖ = 0.
Proof. Fix  > 0 and a ∈ piTT (JE). There exists b ∈ JE such that a = piTT (b). By Lemma 3.4.10,
there exists
c ∈ span{sT (µ)Q(sT )EsT (ν)∗ : E ∈ E , µ, ν ∈ Λ and s(µ) = s(ν)}
such that ‖b− c‖ < . Since piTT is a homomorphism
piTT (c) ∈ span
{
TµQ(T )
ET ∗ν : E ∈ E , µ, ν ∈ Λ and s(µ) = s(ν)
}
.
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By Lemma 3.4.13 there exists p ∈ Nk such that whenever p ≤ q ≤ d(x) we have piTT (c)ξx(0,q) =
0. Then whenever p ≤ q ≤ d(x) we have
∥∥aξx(0,q)∥∥ = ∥∥aξx(0,q) − piTT (c)ξx(0,q)∥∥
=
∥∥piTT (b)ξx(0,q) − piTT (c)ξx(0,q)∥∥
=
∥∥(piTT (b)− piTT (c)) ξx(0,q)∥∥
≤ ∥∥piTT (b)− piTT (c)∥∥ since ∥∥ξx(0,q)∥∥ = 1
≤ ∥∥piTT (b− c)∥∥ .
Since homomorphisms between C∗-algebras are norm decreasing, we have
∥∥aξx(0,q)∥∥ ≤ ∥∥piTT (b− c)∥∥ ≤ ‖b− c‖ < .
Hence limq→d(x)
∥∥aξx(0,q)∥∥ = 0.
Recall from Lemma 4.7 of [18] that if (Λ, d) is a finitely aligned k-graph, E ⊂ FE(Λ),
and v ∈ Λ0, then for each F ∈ FE(Λ) \ E , both r(F )∂(Λ, E) \ F∂(Λ; E) and v∂(Λ; E) are
nonempty.
Lemma 3.4.15. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Let {Tλ : λ ∈ Λ} be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. If F ∈
FE(Λ) \ E, there exists x ∈ ∂(Λ; E) such that ‖Q(T )F ξx(0,q)‖ = 1 for all q ≤ d(x).
Proof. By ([18], Lemma 4.7), there exists x ∈ r(F )∂(Λ; E) \ F∂(Λ; E). Fix q ≤ d(x) and
λ ∈ F . We have x(0, d(λ)) 6= λ. By the factorisation property x(0, q) 6= λλ′ for any q ≤ d(x).
Hence
(
Tr(F ) − TλT ∗λ
)
ξx(0,q) = ξx(0,q).
Hence
∥∥Q(T )F ξx(0,q)∥∥ = 1.
Theorem 3.4.16. Let (Λ, d) be a finitely aligned k-graph and let c ∈ Z2(Λ,T). Let E ⊂
FE(Λ). We have
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(1) sE(v) 6= 0 for all v ∈ Λ0; and
(2) for G ∈ FE(Λ), Q(sE)G = 0 if and only if G ∈ E.
Proof. For (1), fix v ∈ Λ0. By ([18], Lemma 4.7) there exists x ∈ v∂(Λ; E). Let {Tλ : λ ∈ Λ}
be the Toeplitz-Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. For any q ≤ d(x) we have
Tvξx(0,q) = ξx(0,q). Lemma 3.4.14 implies that Tv /∈ piTT (JE). Since JE = JE by Lemma 3.4.8, we
have sT (v) /∈ JE = JE and thus sE(v) = sT (v)+JE 6= 0. For (2), suppose that G ∈ FE(Λ)\E .
By Lemma 3.4.15 there is x ∈ ∂(Λ; E) such that limp→d(x)
∥∥Q(T )Gξx(0,q)∥∥ = 1. Lemma 3.4.14
implies that Q(T )G /∈ piTT (JE). Hence Q(sT )G /∈ JE = JE and thus Q(sE)G = Q(sT )G+JE 6= 0.
If G ∈ E then Q(sT )G ∈ JE = JE . So Q(sE)G = 0.
Chapter 4
Analysis of the core
In this chapter we establish the existence of a strongly continuous group action γ of Tk
on C∗(Λ, c; E). We call γ the gauge action. Averaging over γ gives a faithful conditional
expectation of C∗(Λ, c; E) onto the fixed point algebra for γ, which we call the core. We show
that the core C∗(Λ, c; E)γ is the closed linear span of elements of the form sE(λ)sE(µ)∗ where
d(λ) = d(µ). We show that C∗(Λ, c; E)γ is AF. If {tλ : λ ∈ Λ} is a relative Cuntz-Krieger
(Λ, b; E)-family, we provide conditions under which
C∗(Λ, c; E)γ ∼= span{tλt∗µ : λ, µ ∈ Λ : d(λ) = d(µ)} .
If b ≡ c and there is an action β : Tk → Aut (C∗ ({tλ : λ ∈ Λ})) such that piEt is equivariant
for γ and β, we show that piEt is injective. This generalisation of an Huef and Raeburn’s
gauge-invariant uniqueness theorem is the main result of the chapter.
4.1 Group actions and faithful conditional expectations
This section presents standard results associated to groups actions and faithful conditional
expectations. These results may be recovered, somewhat nontrivially, from [4]. Many can
also be found in [21]. For the most part, we do not give proofs, but just recall the results we
will need later.
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Definition 4.1.1. Let A be a C∗-algebra and let G a compact abelian group. A group action
is a homomorphism
α : G→ Aut(A), written g 7→ αg,
that is strongly continuous; that is, whenever gn → g as n→∞ in G we have αgn(a)→ αg(a)
as n→∞ in A for each a ∈ A.
Definition 4.1.2. Let A be a C∗-algebra and let G a compact abelian group. We write Ĝ
for the dual group of G; that is, the group of homomorphisms φ : G → T with pointwise
multiplication. We define
Aα := {a ∈ A : αg(a) = a for all g ∈ G} ,
and for φ ∈ Ĝ we define
Aφ := {a ∈ A : αg(a) = φ(g)a for all g ∈ G} .
Note that Aα = A1ˆ where 1ˆ ∈ Ĝ is given by 1ˆ(g) = 1 for all g ∈ G.
Lemma 4.1.3. Let A be a C∗-algebra, let G a compact abelian group and let α : G→ Aut(A)
be a group action. Then:
(1) Aφ is a closed subspace for each φ ∈ Ĝ;
(2) Aα is a C∗-subalgebra of A;
(3) A = span
{
Aφ : φ ∈ Ĝ
}
; and
(4) Aφ · Aψ = Aφψ for all φ, ψ ∈ Ĝ.
Definition 4.1.4. Let A be a C∗-algebra and let B be a C∗-subalgebra of A. A map Φ :
A→ B is called a faithful conditional expectation if:
(1) Φ is linear;
(2) Φ is bounded with ‖Φ‖ = 1;
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(3) Φ2 = Φ; and
(4) a 6= 0 =⇒ Φ(a∗a) > 0.
Lemma 4.1.5. Let A and B be C∗-algebras and let pi : A→ B be a homomorphism. Let A0
and B0 be C
∗-subalgebras of A and B respectively. Suppose there are a faithful conditional
expectation Φ : A→ A0 and a linear map Ψ : B → B0 such that the diagram
A B
A0 B0
pi
pi|A0
Φ Ψ
commutes. Then pi is injective if and only if pi0 is injective.
Proof. Let pi0 := pi|A0 . If pi is injective then so is pi0. Suppose pi0 is injective. Then
pi(a) = 0 =⇒ pi(a)∗pi(a) = 0
=⇒ pi(a∗a) = 0 since pi is a homomorphism
=⇒ Ψ (pi(a∗a)) = 0 since Ψ is linear
=⇒ pi0 (Φ(a∗a)) = 0 since the above diagram commutes
=⇒ Φ(a∗a) = 0 since pi0 is injective
=⇒ a = 0 since Φ is a faithful conditional expectation.
As pi is linear it follows that pi is injective.
Lemma 4.1.6. Let A be a C∗-algebra, let G a compact abelian group and let α : G→ Aut(A)
be a group action. Let µ denote the normalised Haar measure on G. Then Φα : A→ A given
by
Φα(a) =
∫
G
αg(a)dµ(g)
CHAPTER 4. ANALYSIS OF THE CORE 60
is a faithful conditional expectation onto Aα. Moreover,
Φα(a) =
a if a ∈ A
α
0 if a ∈ Aφ for some φ ∈ Ĝ \
{
1ˆ
}
.
4.2 The gauge action
This section establishes the existence of the gauge action. We show that the gauge action
is strongly continuous and study its fixed point algebra. We study properties of the faithful
conditional expectation obtained by averaging over the gauge action.
Let (Λ, d) be a finitely aligned k-graph. For λ ∈ Λ and z ∈ Tk, define
zd(λ) :=
k∏
i=1
z
d(λ)i
i ∈ T.
Lemma 4.2.1. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E be a subset
of FE(Λ). Fix z ∈ Tk. There is an automorphism γz of C∗(Λ, c, E) such that γz (sE(λ)) =
zd(λ)sE(λ) for all λ ∈ Λ.
Proof. We show that
{zd(λ)sE(λ) : λ ∈ Λ} (4.1)
is a Cuntz-Krieger (Λ, c; E)-family in C∗(Λ, c; E). Theorem 3.3.7 will then imply that there
is a homomorphism γz : C
∗(Λ, c; E) → C∗(Λ, c; E) such that γz (sE(λ)) = zd(λ)sE(λ) for all
λ ∈ Λ. Then we show that γz ◦ γz = γz ◦ γz = id so that γz is an automorphism.
First we show (TCK1). Fix v ∈ Λ0. Since zd(v) = 1, we have zd(v)sE(v) = sE(v). So
(TCK1) for
{
zd(v)sE(v) : v ∈ Λ0
}
follows from (TCK1) for {sE(v) : v ∈ Λ0}.
For each λ ∈ Λ, (zd(λ)sE(λ)) (zd(λ)sE(λ))∗ = sE(λ)sE(λ)∗ and (zd(λ)sE(λ))∗ (zd(λ)sE(λ)) =
sE(λ)∗sE(λ). So (TCK3), (TCK4) and (CK) for
{
zd(λ)sE(λ) : λ ∈ Λ
}
follows from (TCK3),
(TCK4) and (CK) for {sE(λ) : λ ∈ Λ}. So it remains to show (TCK2). Fix µ, ν ∈ Λ such
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that s(µ) = r(ν). Then
(
zd(µ)sE(µ)
) (
zd(ν)sE(ν)
)
= zd(µ)zd(ν)sE(µ)sE(ν)
= zd(µ)+d(ν)c(µ, ν)sE(µν)
= c(µ, ν)
(
zd(µν)sE(µν)
)
,
which establishes (TCK2). So {zd(λ)sE(λ) : λ ∈ Λ} is a Cuntz-Krieger (Λ, c; E)-family in
C∗(Λ, c; E).
By Theorem 3.3.7 there is a homomorphism γz : C
∗(Λ, c; E) → C∗(Λ, c; E) such that
γz (sE(λ)) = zd(λ)sE(λ) for all λ ∈ Λ. Fix µ ∈ Λ. We have
(γz ◦ γz)(sE(µ))
= γz(z
d(µ)sE(µ)
= zd(µ)zd(µ)sE(µ)
= sE(µ).
By Theorem 3.3.7 the collection {sE(λ) : λ ∈ Λ} generates C∗(Λ, c; E). Since γz ◦ γz is a
homomorphism, we have γz ◦γz = id. The same calculation but with z replaced with z gives
γz ◦ γz = γz ◦ γz = id. So γz is an automorphism.
Lemma 4.2.2. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E be a
subset of FE(Λ). Then z 7→ γz is a homomorphism from Tk to Aut(C∗(Λ, c; E)). This
homomorphism is strongly continuous in the sense that if zn → z as n → ∞ in Tk then
γzn(a) → γz(a) as n → ∞ in C∗(Λ, c; E) for every a ∈ C∗(Λ, c; E). The map γ : z 7→ γz is
called the gauge action.
Proof. First we show that z 7→ γz is a homomorphism from Tk to Aut(C∗(Λ, c; E)). For each
z ∈ T, Lemma 4.2.1 implies that γz is an automorphism. So it suffices to show that z 7→ γz is
a homomorphism. To see this, fix z, ω ∈ Tk and µ ∈ Λ. Since γz and γω are homomorphisms
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we have
γzω (sE(µ)) = (zω)
d(µ) sE(µ)
= zd(µ)ωd(µ)sE(µ)
= ωd(µ)γz (sE(µ))
= γz
(
ωd(µ)sE(µ)
)
= γz (γω (sE(µ)))
= (γz ◦ γω) (sE(µ)).
Since γzω and γz ◦ γω are homomorphisms, we deduce that z 7→ γz is a homomorphism.
We will now show that this homomorphism is strongly continuous. Fix  > 0, a ∈
C∗(Λ, c; E), z ∈ Tk and a sequence (zn)∞n=1 in T such that zn → z as n→∞. The case where
a = 0 is trivial since γzn(0) = 0 for all n, so we assume that a 6= 0. Since
C∗(Λ, c; E) = span{sE(µ)sE(ν)∗ : µ, ν ∈ Λ, s(µ) = s(ν)},
there is nonempty and finite F ⊂ Λ ∗s Λ and b =
∑
(µ,ν)∈F bµ,νsE(µ)sE(ν)
∗ with ‖a− b‖ < 
3
where bµ,ν 6= 0 for all (µ, ν) ∈ F . Now
‖γzn(b)− γz(b)‖ =
∥∥∥∥∥∥
∑
(µ,ν)∈F
bµ,νγzn (sE(µ)sE(ν)
∗)−
∑
(µ,ν)∈F
bµ,νγz (sE(µ)sE(ν)∗)
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
(µ,ν)∈F
bµ,νz
d(µ)
n z
d(ν)
n sE(µ)sE(ν)∗ −
∑
(µ,ν)∈F
bµ,νz
d(µ)zd(ν)sE(µ)sE(ν)∗
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
(µ,ν)∈F
bµ,νz
d(µ)−d(ν)
n sE(µ)sE(ν)
∗ −
∑
(µ,ν)∈F
bµ,νz
d(µ)−d(ν)sE(µ)sE(ν)∗
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
(µ,ν)∈F
bµ,ν
(
zd(µ)−d(ν)n − zd(µ)−d(ν)
)
sE(µ)sE(ν)∗
∥∥∥∥∥∥
≤
∑
(µ,ν)∈F
|bµ,ν |
∣∣zd(µ)−d(ν)n − zd(µ)−d(ν)∣∣ ‖sE(µ)‖‖sE(ν)‖
≤
∑
(µ,ν)∈F
|bµ,ν |
∣∣zd(µ)−d(ν)n − zd(µ)−d(ν)∣∣ since ‖sE(µ)‖, ‖sE(ν)‖ ≤ 1.
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For ω ∈ Tk, the map ω 7→ ωd(µ)−d(ν) is continuous for each (µ, ν) ∈ F . Hence zd(µ)−d(ν)n →
zd(µ)−d(ν) as n → ∞ in Tk. So for each (µ, ν) ∈ F , there is Nµ,ν ∈ N such that if n ≥ Nµ,ν
then
∣∣∣zd(µ)−d(ν)n − zd(µ)−d(ν)∣∣∣ < 3|bµ,ν ||F | . So whenever n ≥ N := max {Nµ,ν : (µ, ν) ∈ F}, the
above calculation shows that
‖γzn(b)− γz(b)‖ ≤
∑
(µ,ν)∈F
|bµ,ν |
∣∣zd(µ)−d(ν)n − zd(µ)−d(ν)∣∣
<
∑
(µ,ν)∈F
|bµ,ν | 
3|bµ,ν ||F |
=

3
.
Since homomorphisms of C∗-algebras are norm decreasing, when we have n ≥ N
‖γz(a)− γzn(a)‖ ≤ ‖γz(a)− γz(b)‖+ ‖γz(b)− γzn(b)‖+ ‖γzn(b)− γzn(a)‖
≤ ‖a− b‖+ ‖γz(b)− γzn(b)‖+ ‖b− a‖
<

3
+

3
+

3
= .
So γzn(a)→ γz(a) as n→∞ in C∗(Λ, c; E) for every a ∈ C∗(Λ, c; E).
Lemma 4.2.3. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E be a
subset of FE(Λ). Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ, c; E)-family generating a
C∗-algebra B. Suppose that there is an action β : Tk → Aut(B) such that βz(tλ) = zd(λ)tλ
for all λ ∈ Λ. We have
Bβ = span {tµt∗ν : µ, ν ∈ Λ and d(µ) = d(ν)} .
Proof. We claim that
Φβ(tµt
∗
ν) = δd(µ),d(ν)tµt
∗
ν (4.2)
for all µ, ν ∈ Λ, where δ denotes the Kronecker delta function. Recall that each m ∈ Zk deter-
mines a character ωm ∈ T̂k by ωm(z) = zm for each z ∈ Tk: in fact, m 7→ ωm is isomorphism,
although we do not need this. Fix µ, ν ∈ Λ. If d(µ) = d(ν), then ωd(µ)−d(ν) = 1ˆ. Now suppose
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d(µ) 6= d(ν). There exists i such that d(µ)i 6= d(ν)i. Fix ζ ∈ T such that ζd(µ)i−d(ν)i 6= 1,
and define z ∈ Tk by zi = ζ and zj = 1 for j 6= i. Then ωd(µ)−d(ν)(z)i = ζd(µ)−d(ν) 6= 1,
demonstrating that ωd(µ)−d(ν) 6= 1ˆ. To show (4.2), it now suffices by Lemma 4.1.6 to show
that tµt
∗
ν ∈ Bωd(µ)−d(ν) for each µ, ν ∈ Λ. For this, we calculate
γz (tµt
∗
ν) = γz (tµ) γz (tν)
∗
=
(
zd(µ)tµ
) (
zd(ν)tν
)∗
= zd(µ)zd(ν)tµt
∗
ν
= zd(µ)−d(ν)tµt∗ν
= ωd(µ)−d(ν)(z)tµt∗ν ,
establishing (4.2). Lemma 4.1.6 implies that Φβ (B) = Bβ. This, together with (4.2), gives
Bβ = Φβ(B)
= span
{
Φβ (tµt
∗
ν) : µ, ν ∈ Λ
}
since Φβ is linear and continuous
= span {tµt∗ν : µ, ν ∈ Λ and d(µ) = d(ν)} .
Definition 4.2.4. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂
FE(Λ). Applying Lemma 4.2.3 to the gauge-action γ on C∗(Λ, c; E) we obtain
C∗(Λ, c; E)γ = span {sE(µ)sE(ν)∗ : µ, ν ∈ Λ and d(µ) = d(ν)} ,
we call this the core of C∗(Λ, c; E).
Proposition 4.2.5. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂
FE(Λ). Let γ : Tk → Aut(C∗(Λ, c; E)) be the gauge action. Suppose that {tλ : λ ∈ Λ} is a
relative Cuntz-Krieger (Λ, c; E)-family in a C∗-algebra B and that there exists a group action
β : Tk → Aut(B) such that βz(tλ) = zd(λ)tλ for all λ ∈ Λ and z ∈ Tk. Write pi := piEt for the
homomorphism C∗(Λ, c; E) → B given by the universal property. If pi|C∗(Λ,c;E)γ is injective
then pi is injective.
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Proof. By Lemma 4.1.6 there are faithful conditional expectations Φγ : C∗(Λ, c; E) →
C∗(Λ, c; E)γ and Φβ : B → Bβ. By Lemma 4.2.3, Φγ and Φβ satisfy
Φγ(sE(µ)sE(ν)∗) =
sE(µ)sE(ν)
∗ if d(µ) = d(ν)
0 otherwise,
and
Φβ(tµt
∗
ν) =
tµt
∗
ν if d(µ) = d(ν)
0 otherwise.
If µ, ν ∈ Λ satisfy d(µ) = d(ν), then
Φβ (pi(sE(µ)sE(ν)∗)) = Φβ(tµt∗ν) = tµt
∗
ν .
So pi restricts to a homomorphism from C∗(Λ, c; E)γ to Bβ by linearity and continuity. We
have
(
pi|C∗(Λ,c;E)γ ◦ Φγ
)
(sE(µ)sE(ν)∗) =
tµt
∗
ν if d(µ) = d(ν)
0 otherwise
=
(
Φβ ◦ pi) (sE(µ)sE(ν)∗) .
So Φγ ◦ pi|C∗(Λ,c;E)γ) = pi ◦ Φβ on the spanning elements of C∗(Λ, c; E) and hence on all of
C∗(Λ, c; E). Thus, the diagram
C∗(Λ, c; E) B
C∗(Λ, c; E)γ Bβ
pi
pi|C∗(Λ,c;E)γ
Φγ Φβ
commutes. Lemma 4.1.5 implies that if pi|C∗(Λ,c;E)γ is injective then pi is injective.
CHAPTER 4. ANALYSIS OF THE CORE 66
4.3 Orthogonalising range projections
We want to establish conditions under which the canonical homomorphism piEt determined by
a relative Cuntz-Krieger (Λ, c; E)-family {tλ : λ ∈ Λ} restricts to an isomorphism of the core.
Our strategy is to show that span
{
tλt
∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
}
is an increasing union of
finite-dimensional subalgebras. To find matrix units for these finite dimensional subalgebras,
we first “orthogonalise” the generators of span
{
tλt
∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
}
. We begin by
concentrating on the “diagonal” subalgebra span
{
tµt
∗
µ : µ ∈ Λ
}
.
Definition 4.3.1. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ}
be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Suppose that E is a finite subset of Λ. For λ ∈ Λ,
we define
Q(t)Eλ := tλt
∗
λ
∏
λα∈E
d(α)>0
(tλt
∗
λ − tλαt∗λα) .
Remark 4.3.2. (1) Lemma 3.1.3(2) shows that for a finite set E ⊂ Λ, the product Q(t)Eλ
is both well-defined and a projection for each λ ∈ E.
(2) By convention, when a formal product in a C∗-algebra A is indexed by the empty set, it
is taken to be equal to the unit of the multiplier algebra of A. In particular, if λ ∈ E is
such that there exists no ν ∈ Λ \Λ0 with λν ∈ E, then Q(t)Eλ = tλt∗λ · 1M(C∗({tλ:λ∈Λ})) =
tλt
∗
λ.
Definition 4.3.3. Let (Λ, d) be a finitely aligned k-graph. A subset E of Λ is said to be
closed under minimal common extensions if
λ, µ ∈ E =⇒ MCE(λ, µ) ⊂ E.
The main result of this section is the following Proposition.
Proposition 4.3.4 (cf. [16], Proposition 3.5). Let (Λ, d) be a finitely aligned k-graph, let
c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E be a finite
subset of Λ that is closed under minimal common extensions. Then
{
Q(t)Eλ : λ ∈ E
}
is a
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collection of mutually orthogonal (possibly zero) projections such that
tv
∏
λ∈vE
(tv − tλt∗λ) +
∑
λ∈vE
Q(t)Eλ = tv (4.3)
for each v ∈ r(E).
In order to prove Proposition 4.3.4 we reduce to the case where E ⊂ vΛ for some v ∈ Λ0,
and E contains v.
Lemma 4.3.5. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ}
be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let v ∈ Λ0. Suppose that E is a finite subset of vΛ,
that v ∈ E and that E is closed under minimal common extensions. Then {Q(t)Eλ : λ ∈ E}
is a collection of mutually orthogonal (possibly zero) projections such that∑
λ∈E
Q(t)Eλ = tv. (4.4)
Using Lemma 4.3.5 we prove Proposition 4.3.4.
Proof of Proposition 4.3.4. The following argument is taken from the work of Raeburn, Sims
and Yeend in [16]. The difference here being that we must account for the 2-cocycle, but it
turns out that this plays little roˆle.
Remark 4.3.2 shows that Q(t)Eλ is projection for each λ ∈ E. Then since each tv is a
projection for each v ∈ r(E), equation (4.4) shows that they are mutually orthogonal. So
we are left to prove (4.3).
First, suppose that F ⊂ vΛ is closed under minimal common extensions. The case where
v ∈ F is exactly Lemma 4.3.5, so suppose that v /∈ F . We must show that F satisfies (4.3).
Let E := F ∪{v}. Since MCE(v, λ) = {λ} for each λ ∈ F , the set E is closed under minimal
common extensions, contains v ∈ E and is a subset of vΛ. Hence Lemma 4.3.5 gives
tv =
∑
λ∈E
Q(t)Eλ = Q(t)
E
v +
∑
λ∈E\{v}
Q(t)Eλ = tv
∏
λ∈F
(tv − tλt∗λ) +
∑
λ∈F
Q(t)Fλ
= tv
∏
λ∈vF
(tv − tλt∗λ) +
∑
λ∈vF
Q(t)Fλ .
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Now suppose E ⊂ Λ is finite and closed under minimal common extensions. Fix v ∈ r(E).
We will show that E and v satisfy (4.3). Notice that for all λ ∈ E with r(λ) = v,
Q(t)Eλ = tλt
∗
λ
∏
λν∈E
d(ν)>0
(tλt
∗
λ − tλνt∗λν) = tλt∗λ
∏
λν∈vE
d(ν)>0
(tλt
∗
λ − tλνt∗λν) = Q(t)vEλ . (4.5)
Let F := vE. Then F = vE ⊂ vΛ is finite and if λ, µ ∈ F then MCE(λ, µ) ⊂ vE = F ; that
is, F is closed under minimal common extensions. It follows from (4.5) and the previously
considered special case that
tv = tv
∏
λ∈vF
(tv − tλt∗λ) +
∑
λ∈vF
Q(t)Fλ
= tv
∏
λ∈vE
(tv − tλt∗λ) +
∑
λ∈vE
Q(t)Eλ .
The rest of this section is devoted to establishing Lemma 4.3.5. We therefore fix, for
the duration of this section, a finitely aligned k-graph (Λ, d); a 2-cocycle c ∈ Z2(Λ,T); a
Toeplitz-Cuntz-Krieger (Λ, c)-family {tλ : λ ∈ Λ}; v ∈ Λ0; and a finite subset E of vΛ.
Definition 4.3.6. Given F ⊂ Λ, we define
MCE(F ) :=
{
λ ∈ Λ : d(λ) =
∨
α∈F
d(α) and λ(0, d(α)) = α for all α ∈ F
}
,
and
∨
F :=
⋃
G⊂F MCE(G).
The next two Lemmas are from [14].
Lemma 4.3.7 ([14], Lemma 8.4). If v ∈ E then:
(1) E ⊂ ∨E;
(2) ∨E is finite;
(3) G ⊂ ∨E implies that MCE(G) ⊂ ∨E; and
(4) λ ∈ ∨E implies that d(λ) ≤ ∨µ∈Ed(µ).
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Lemma 4.3.8 ([14], Lemma 8.7). Suppose that v ∈ E, λ ∈ E \{v} and G := E \{λ}. Then
for each µ ∈ ∨E \ ∨G, there exists a unique ξµ ∈ ∨G such that
(1) d(µ) ≥ d(ξµ) and µ(0, d(ξµ)) = ξµ; and
(2) ξ ∈ ∨G and µ(0, d(ξ)) = ξ imply d(ξ) ≤ d(ξµ).
Furthermore, µ ∈ MCE(ξµ, λ) for each µ ∈ ∨E.
Lemma 4.3.9 ([14], Lemma 8.8). Suppose that v ∈ E, λ ∈ E \ {v} and G := E \ {λ}. Let
µ ∈ ∨E \ ∨G and ξµ ∈ ∨G be the maximal subpath of µ provided by Lemma 4.3.8. Then
Q(t)∨Eµ = Q(t)
∨G
ξµ tµt
∗
µ. (4.6)
Proof. First we show that Q(t)∨Eµ ≤ Q(t)∨Gξµ . Since µ(0, d(ξµ)) = ξµ, we have tµt∗µ ≤ tξµt∗ξµ .
Hence
Q(t)∨Gξµ Q(t)
∨E
µ = tµt
∗
µ
 ∏
ξµν∈∨G
d(ν)>0
(
tξµt
∗
ξµ − tξµνt∗ξµν
)Q(t)∨Eµ .
We will show that tµt
∗
µ
(
tξµt
∗
ξµ
− tξµνt∗ξµν
)
Q(t)∨Eµ = Q(t)
∨E
µ whenever ξµ ∈ ∨G with d(ν) > 0.
Fix ξµ ∈ ∨G with d(ν) > 0. Then
tµt
∗
µ
(
tξµt
∗
ξµ − tξµνt∗ξµν
)
= tµt
∗
µtξµt
∗
ξµ − tµt∗µtξµνt∗ξµν
= tµt
∗
µ −
∑
σ∈MCE(µ,ξµν)
tσt
∗
σ since tµt
∗
µ ≤ tξµt∗ξµ
= tµt
∗
µ −
∑
(α,β)∈Λmin(µ,ξµν)
tµαt
∗
µα by Proposition 2.2.4
=
∏
(α,β)∈Λmin(µ,ξµν)
(
tµt
∗
µ − tµαt∗µα
)
by Lemma 3.1.3(6). (4.7)
Now suppose that (α, β) ∈ Λmin(µ, ξµν). We claim µα ∈ ∨E and d(α) > 0. We have
(µα)(0, d(ξµν)) = ξµν ∈ ∨G,
and so Lemma 4.3.8(2) shows that d(ξµα) ≥ d(ξµν) > d(ξµ). Hence µα 6= µ, so d(α) > 0.
We have ξµν ∈ ∨G ⊂ ∨E and µ ∈ ∨E by assumption, so µα ∈ MCE(µ, ξµν) ⊂ ∨E by
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Lemma 4.3.7(4). Establishing our claim. Thus, each term in (4.7) is a factor in Q(t)∨Eµ , so
tµt
∗
µ
(
tξµt
∗
ξµ − tξµνt∗ξµν
)
Q(t)∨Eµ = Q(t)
∨E
µ .
Next we show that if µν ∈ ∨E with d(ν) > 0, then Q(t)∨Gξµ tµνt∗µν = 0. Fix µν ∈ ∨E
with d(ν) > 0. The last statement in Lemma 4.3.8 implies that d(µν) = d(ξµν) ∨ d(λ)
and d(µ) = d(ξµ) ∨ d(λ). Since d(ν) > 0 we have d(ξµ) 6= d(ξµν), and so ξµ 6= ξµν . Since
(µν)(0, d(ξµ)) = µ(0, d(ξµ)) = ξµ ∈ ∨G, Lemma 4.3.8(2) implies that d(ξµν) > d(ξµ). Hence
ξµν = ξµτ for some τ with d(τ) > 0. Since ξµν ∈ ∨G, we have
Q(t)∨Gξµ tµνt
∗
µν = tξµt
∗
ξµ
∏
ξµρ∈∨G
d(ρ)>0
(
tξµt
∗
ξµ − tξµρt∗ξµρ
)
tµνt
∗
µν
= tξµt
∗
ξµ
∏
ξµρ∈∨G
d(ρ)>0
(
tξµt
∗
ξµ − tξµρt∗ξµρ
)(
tξµt
∗
ξµ − tξµτ t∗ξµτ
)
tµνt
∗
µν
= tξµt
∗
ξµ
∏
ξµρ∈∨G
d(ρ)>0
(
tξµt
∗
ξµ − tξµρt∗ξµρ
)(
tξµt
∗
ξµ − tξµν t∗ξµν
)
tµνt
∗
µν
which vanishes since tξµt
∗
ξµ
, tξµν t
∗
ξµν
≥ tµνt∗µν .
Since Q(t)∨Eµ = Q(t)
∨G
ξµ
Q(t)∨Eµ and µν ∈ ∨E with d(ν) > 0 implies that Q(t)∨Gξµ tµνt∗µν = 0,
we have
Q(t)∨Eµ = Q(t)
∨G
ξµ tµt
∗
µ
∏
µν∈∨E
d(ν)>0
(
tµt
∗
µ − tµνt∗µν
)
= Q(t)∨Gξµ
∏
µν∈∨E
d(ν)>0
(
tµt
∗
µ − tµνt∗µν
)
= Q(t)∨Gξµ tµt
∗
µ.
Proof of Lemma 4.3.5. Fix v ∈ Λ0 and finite E ⊂ vΛ that is closed under minimal common
extensions. Suppose that v ∈ E. As E is closed under minimal common extensions, induction
on |G| shows that G ⊂ E implies that MCE(G) ⊂ E. Hence ∨E ⊂ E. Lemma 4.3.7(1)
implies that E = ∨E. Therefore it suffices to show that Q(t)∨Eλ Q(t)∨Eµ = δλ,µQ(t)∨Eλ for all
λ, µ ∈ ∨E, and that tv =
∑
λ∈∨E Q(t)
∨E
λ .
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Fix λ, µ ∈ ∨E with λ 6= µ. Suppose that d(λ) = d(µ). We Q(t)∨Eλ ≤ tλt∗λ and Q(t)∨Eµ ≤
tµt
∗
µ. Lemma 3.1.3(2) implies that Q(t)
∨E
λ Q(t)
∨E
µ ≤ tλt∗λtµt∗µ. Lemma 3.1.3(6) implies that
tλt
∗
λtµt
∗
µ = 0, giving Q(t)
∨E
λ Q(t)
∨E
µ = 0.
Now suppose that d(λ) 6= d(µ). Then d(λ) ∨ d(µ) is strictly larger than one of d(λ) or
d(µ); say d(λ)∨ d(µ) > d(λ). Hence (α, β) ∈ Λmin(λ, µ) implies that d(α) > 0 and λα ∈ ∨E.
Then
Q(t)∨Eλ Q(t)
∨E
µ
= tλt
∗
λtµt
∗
µQ(t)
∨E
λ Q(t)
∨E
µ
=
 ∑
(α,β)∈Λmin(λ,µ)
tλαt
∗
λα

 ∏
λν∈∨E
d(ν)>0
(tλt
∗
λ − tλνt∗λν)
Q(t)∨Eµ
=
∑
(α,β)∈Λmin(λ,µ)
tλαt∗λα
(tλt∗λ − tλαt∗λα) ∏
λν∈∨E
d(ν)>0
(tλt
∗
λ − tλνt∗λν)

Q(t)∨Eµ
= 0.
It remains to show that
∑
λ∈∨E Q(t)
∨E
λ = tv. We proceed by induction on |E|. Suppose
that |E| = 1. Since v ∈ E, we have ∨E = E = {v}. We have ∑λ∈∨E Q(t)∨Eλ = Q(t){v}v = tv,
giving the base case.
Now suppose that |E| = n ≥ 2 and that the result holds whenever |E| ≤ n − 1. Since
|E| > 1, there exists λ ∈ E \ {v}. Set G := E \ {λ}. Fix µ ∈ ∨G. We have
Q(t)∨Eµ = tµt
∗
µ
 ∏
µν∈∨E
d(ν)>0
(
tµt
∗
µ − tµνt∗µν
)
= tµt
∗
µ
 ∏
µν∈∨G
d(ν)>0
(
tµt
∗
µ − tµνt∗µν
)
 ∏
µσ∈∨E\∨G
(
tµt
∗
µ − tµσt∗µσ
) . (4.8)
Suppose that µσ ∈ ∨E \ ∨G and ξµσ 6= µ. Lemma 4.3.8(2) ensures that ξµσ = µα for some
α with d(α) > 0. Since µα = ξµσ ∈ ∨G, the projection (tµt∗µ− tξµσt∗ξµσ) is a factor in Q(t)∨Gµ .
Since tµt
∗
µ− tξµσt∗ξµσ ≤ tµt∗µ− tµσt∗µσ, we have (tµt∗µ− tµσt∗µσ)Q(t)∨Gµ = Q(t)∨Gµ . Equation (4.8)
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then implies that
Q(t)∨Eµ = Q(t)
∨G
µ
 ∏
µσ∈∨E\∨G
ξµσ=µ
(
tµt
∗
µ − tµσt∗µσ
) . (4.9)
Lemma 4.3.8 ensures that if µσ ∈ ∨E \ ∨G, then µσ ∈ MCE(ξµσ, λ); in particular, when
ξµσ = µ, we have d(µσ) = d(µ) ∨ d(σ). Hence if µσ, µσ′ ∈ ∨E \ ∨G satisfy ξµσ = µ = ξµσ′ ,
then d(µσ) = d(µσ′). Lemma 3.1.3(6) implies that tµσt∗µσtµσ′t
∗
µσ′ = δσ,σ′tµσt
∗
µσ. So∏
µσ∈∨E\∨G
ξµσ=µ
(
tµt
∗
µ − tµσt∗µσ
)
= tµt
∗
µ −
∑
µσ∈∨E\∨G
ξµσ=µ
tµσt
∗
µσ.
Equation (4.9) implies that for all µ ∈ ∨G, we have
Q(t)∨Eµ = Q(t)
∨G
µ
tµt∗µ − ∑
µσ∈∨E\∨G
ξµσ=µ
tµσt
∗
µσ
 . (4.10)
Substituting (4.10) for those terms in
∑
σ∈∨E Q(t)
∨E
σ for which σ belongs to ∨G, we obtain∑
σ∈∨E
Q(t)∨Eσ =
∑
µ∈∨G
Q(t)∨Eµ +
∑
τ∈∨E\∨G
Q(t)∨Eτ
=
∑
µ∈∨G
Q(t)∨Gµ
tµt∗µ − ∑
µσ∈∨E\∨G
ξµσ=µ
tµσt
∗
µσ

+ ∑
τ∈∨E\∨G
Q(t)∨Eτ . (4.11)
Lemma 4.3.8 ensures that for τ ∈ ∨E \ ∨G, the path ξτ ∈ ∨G is uniquely determined by τ .
Hence we can rewrite (4.11) as
∑
σ∈∨E
Q(t)∨Eσ =
∑
µ∈∨G
Q(t)∨Gµ
tµt∗µ − ∑
µσ∈∨E\∨G
ξµσ=µ
tµσt
∗
µσ
+ ∑
τ∈∨E\∨G
ξτ=µ
Q(t)∨Eτ
 .
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Lemma 4.3.9 allows us to replace each Q(t)∨Eτ with Q(t)
∨G
ξτ
tτ t
∗
τ , yielding
∑
σ∈∨E
Q(t)∨Eσ =
∑
µ∈∨G
Q(t)∨Gµ
tµt∗µ − ∑
µσ∈∨E\∨G
ξµσ=µ
tµσt
∗
µσ
+ ∑
τ∈∨E\∨G
ξτ=µ
Q(t)∨Eξτ tτ t
∗
τ

=
∑
µ∈∨G
Q(t)∨Gµ
tµt∗µ − ∑
µσ∈∨E\∨G
ξµσ=µ
tµσt
∗
µσ
+ ∑
τ∈∨E\∨G
ξτ=µ
Q(t)∨Gµ tτ t
∗
τ

=
∑
µ∈∨G
Q(t)∨Gµ

tµt∗µ − ∑
µσ∈∨E\∨G
ξµσ=µ
tµσt
∗
µσ
+ ∑
τ∈∨E\∨G
ξτ=µ
tτ t
∗
τ

=
∑
µ∈∨G
Q(t)∨Gµ .
By the inductive hypothesis, we have
∑
µ∈∨GQ(t)
∨G
µ = tv.
Corollary 4.3.10 ([16], Corollary 3.7). If E is closed under minimal common extensions
then
tµt
∗
µ =
∑
µν∈E
Q(t)Eµν
Proof. Let v := r(µ). By Proposition 4.3.4, we have
tµt
∗
µ = tµt
∗
µ
(∏
λ∈vE
(tv − tλt∗λ) +
∑
λ∈vE
Q(t)Eλ
)
.
Since µν ∈ E implies that tµt∗µ ≥ Q(t)Eµν , we need only show that:
(1) tµt
∗
µ
∏
λ∈vE(tv − tλt∗λ) = 0; and
(2) tµt
∗
µQ(t)
E
λ = 0 for all λ ∈ E \ µΛ.
Since µ ∈ vE, we have
tµt
∗
µ
∏
λ∈vE
(tv − tλt∗λ) = tµt∗µ(tv − tµt∗µ)
∏
λ∈vE
(tv − tλt∗λ) = 0.
This establishes (1).
CHAPTER 4. ANALYSIS OF THE CORE 74
For (2), fix σ ∈ E \ µE. If MCE(µ, σ) = ∅, then tµt∗µQ(t)Eσ ≤ tµt∗µtσt∗σ = 0, by (TCK4).
If MCE(µ, σ) 6= ∅, then r(σ) = r(µ) = v, and
tµt
∗
µQ(t)
E
σ = tµt
∗
µtσt
∗
σQ(t)
E
σ
=
∑
(α,β)∈Λmin
tσβt∗σβ ∏
σν∈E
d(ν)>0
(tσt
∗
σ − tσνt∗σν)
 . (4.12)
Fix (α, β) ∈ Λmin(µ, σ). Since E is closed under minimal common extensions, we have
σβ ∈ E and, since σ /∈ µΛ, d(β) > 0. Hence
tσβt
∗
σβ
∏
σν∈E
d(ν)>0
(tσt
∗
σ − tσνt∗σν) = tσβt∗σβ(tσt∗σ − tσβt∗σβ)
∏
σν∈E
d(ν)>0
(tσt
∗
σ − tσνt∗σν) = 0.
Applying this to each term in (4.12) gives (2).
4.4 Matrix units for the core
Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ, c; E)-family. For each finite E ⊂ Λ, we iden-
tify a finite-dimensional subalgebra M tΠE of C
∗ ({tλt∗µ : λ, µ ∈ Λ, d(λ) = d(µ)}) . We describe
matrix units for M tΠE.
Lemma 4.4.1 and Corollary 4.4.2 can be deduced from Appendix A of [13].
Lemma 4.4.1. Let A be a C∗-algebra. Let I a finite set. Suppose that E := {ei,j : i, j ∈ I} ⊂
A satisfies:
(M1) e∗i,j = ej,i for all i, j ∈ I; and
(M2) ei,jek,l = δj,kei,l for all i, j, k, l ∈ I.
Suppose that ei,j 6= 0 for each i, j ∈ I. Then spanE is a C∗-subalgebra of A that is universal
in the sense that if B is a C∗-algebra and F = {fi,j : i, j ∈ I} ⊂ B satisfies (M1) and (M2)
then there exists a homomorphism φ : spanE → B such that φ(ei,j) = fi,j.
If {ei,j : i, j ∈ I} satisfy (M1) and (M2), we call the ei,j a matrix units.
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Corollary 4.4.2. Let A and B be C∗-algebras. Let I be a finite set. Suppose that E :=
{ei,j : i, j ∈ I} ⊂ A and F := {fi,j : i, j ∈ I} ⊂ B both satisfy (M1) and (M2). If ei,j 6= 0
and fi,j 6= 0 for all i, j ∈ I, then there is an isomorphism
span {ei,j : i, j ∈ I} → span {fi,j : i, j ∈ I}
taking ei,j to fi,j for each i, j ∈ I.
Let I be a finite set. Let MI(C) := {f : I × I → C}. For f, g ∈ MI(C), define f ∗, fg ∈
MI(C) by f ∗(i, j) = f(j, i) and (fg)(i, j) =
∑
k∈I f(i, k)g(k, j). These operations mimic
the usual adjoint and multiplication of matrices. Each f ∈ MI(C) determines a linear map
Tf : CI → CI by
(Tfv)(i) =
∑
j∈I
f(i, j)v(j).
Define ‖f‖ to be the operator norm of Tf with respect to the `2 norm on CI . With this norm
MI(C) becomes a C∗-algebra. For each i, j ∈ I, define ξi,j ∈ MI(C) by ξi,j(k, l) = δi,kδj,l
for all k, l ∈ I, where δ denotes the Kronecker delta. Then {ξi,j : i, j ∈ I} is a collection
of nonzero matrix units and MI(C) = span {ξi,j : i, j ∈ I}. Corollary 4.4.2 implies that if
{ei,j : i, j ∈ I} ⊂ A is a collection of nonzero matrix units in a C∗-algebra A, then MI(C) ∼=
span {ei,j : i, j ∈ I}.
Definition 4.4.3. Let (Λ, d) be a finitely aligned k-graph. For a subset E of Λ we define
E ×d,s E := {(λ, µ) ∈ E × E : d(λ) = d(µ) and s(λ) = s(µ)} .
Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-
Cuntz-Krieger (Λ, c)-family. Given a finite E ⊂ Λ, we show there is a finite ΠE ⊂ Λ such
that
span
{
tλt
∗
µ : (λ, µ) ∈ ΠE ×d,s ΠE
}
is closed under multiplication, and hence is a finite-dimensional C∗-subalgebra of
C∗ ({tλ : λ ∈ Λ}) .
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Lemma 4.4.4 ([16], Lemma 3.2). Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T)
and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E ⊂ Λ be finite. There
exists a finite set F ⊂ Λ that contains E and satisfies
(λ, µ), (σ, τ) ∈ F ×d,s F =⇒
{
λα, τβ : (α, β) ∈ Λmin(µ, σ)} ⊂ F. (4.13)
Moreover, for any finite F ⊂ Λ that contains E and satisfies (4.13),
M tF := span
{
tλt
∗
µ : (λ, µ) ∈ F ×d,s F
}
is a finite-dimensional C∗-subalgebra of C∗
({
tλt
∗
µ : λ, µ ∈ Λ
})
.
Proof. The first statement is the first statement of Lemma 3.2 in [16]. For the second
statement, suppose that F ⊂ Λ is finite contains E and satisfies (4.13). Then M tF is a
finite-dimensional, and hence norm-closed, subspace of C∗ ({tλ : λ ∈ Λ}), which is closed
under adjoints. It remains to show that M tF is closed under multiplication. Let tλt
∗
µ and
tσt
∗
τ be generators of M
t
F . Then d(λ) = d(µ), d(σ) = d(τ), s(λ) = s(µ) and s(σ) = s(τ). By
Lemma 3.1.3 part (4) we have
tλt
∗
µtσt
∗
τ =
∑
(α,β)∈Λmin(µ,σ)
c(σ, β)c(λ, α)c(µ, α)c(τ, β)tλαt
∗
τβ.
As F satisfies (4.13) we have λα, τβ ∈ F for each (α, β) ∈ Λmin(µ, σ) and hence tλt∗µtσt∗τ ∈
M tF . The result then follows since multiplication is bilinear.
The intersection of all sets containing E and satisfying (4.13) also contains E and satisfies
(4.13), and so we make the following definition.
Definition 4.4.5. Let (Λ, d) be a finitely aligned k-graph. Let E ⊂ Λ be finite. Define
ΠE :=
⋂
{F ⊂ Λ : E ⊂ F and F satisfies (4.13)} .
The following properties of ΠE will be important.
Lemma 4.4.6 ([16], Remark 3.4). Let (Λ, d) be a finitely aligned k-graph. Let E ⊂ Λ be
finite. Then
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(1) ΠE is finite;
(2) for ρ, ζ ∈ ΠE with d(ρ) = d(ζ) and s(ρ) = s(ζ), and for all ν ∈ s(ρ)Λ,
ρν ∈ ΠE if and only if ζν ∈ ΠE; and
(3) ΠE is closed under minimal common extensions.
Proof. For (1), the set ΠE is an intersection of finite sets and hence is finite itself. For (2),
the “if” direction follows from (4.13) with λ = ρ, µ = ζ, and σ = τ = ζν. The “only if”
directions follows from (4.13) with λ = µ = ρν, σ = ρ, and τ = ζ. For (3), suppose that
ρ, ζ ∈ ΠE and that (α, β) ∈ Λmin(ρ, ζ). Then (4.13) with λ = µ = ρ and σ = τ = ζ gives
ρα = ζβ ∈ ΠE; that is, ΠE is closed under minimal common extensions.
Definition 4.4.7. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ}
be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E be a finite subset of Λ. For (λ, µ) ∈
ΠE ×d,s ΠE, define
Θ(t)ΠEλ,µ := Q(t)
ΠE
λ tλt
∗
µ.
Proposition 4.4.8 (cf. [16], Proposition 3.9). Let (Λ, d) be a finitely aligned k-graph, let
c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E be a finite
subset of Λ. The set {
Θ(t)ΠEλ,µ : (λ, µ) ∈ ΠE ×d,s ΠE
}
is a collection of matrix units for M tΠE.
Before we prove Proposition 4.4.8 we need the following Lemma.
Lemma 4.4.9 (cf. [16], Lemma 3.10 and 3.11). Let (Λ, d) be a finitely aligned k-graph, let
c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E be a finite
subset of Λ. If (λ, µ) ∈ ΠE ×d,s ΠE then:
Θ(t)ΠEλ,µ = tλ
 ∏
λν∈ΠE
d(ν)>0
(
ts(λ) − tνt∗ν
) t∗µ = tλt∗µQ(t)ΠEµ ; and (4.14)
tλt
∗
µ =
∑
λν∈ΠE
c(λ, ν)c(µ, ν)Θ(t)ΠEλν,µν . (4.15)
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Proof. For equation (4.14) we calculate
Θ(t)ΠEλ,µ = Q(t)
ΠE
λ tλt
∗
µ
= tλt
∗
λ
 ∏
λν∈ΠE
d(ν)>0
(tλt
∗
λ − tλνt∗λν)
 tλt∗µ
= tλt
∗
λ
 ∏
λν∈ΠE
d(ν)>0
(
c(λ, s(λ))tλts(λ)t
∗
λ − c(λ, ν)c(λ, ν)tλtνt∗νt∗λ
) tλt∗µ
= tλt
∗
λ
 ∏
λν∈ΠE
d(ν)>0
(
tλ
(
ts(λ) − tνt∗ν
)
t∗λ
) tλt∗µ
= tλ
 ∏
λν∈ΠE
d(ν)>0
(
ts(λ) − tνt∗ν
) t∗µ since t∗λtλ = ts(λ).
This establishes the first equality. For the second equality in equation (4.14), we continue
to calculate
Θ(t)ΠEλ,µ = tλ
 ∏
µν∈ΠE
d(ν)>0
(
ts(λ) − tνt∗ν
) t∗µ by Lemma 4.4.6(2)
=
tµ
 ∏
µν∈ΠE
d(ν)>0
(
ts(µ) − tνt∗ν
) t∗λ

∗
=
(
Q(t)ΠEµ tµt
∗
λ
)∗
by the first equality
= tλt
∗
µQ(t)
ΠE
µ .
For equation (4.15) we calculate
tλt
∗
µ = tλt
∗
µtµt
∗
µ
= tλt
∗
µ
( ∑
µν∈ΠE
Q(t)ΠEµν
)
by Corollary 4.3.10 and Lemma 4.4.6(4).
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For each ζ ∈ ΠE we have Θ(t)ΠEζ,ζ = Q(t)ΠEζ tζt∗ζ = Q(t)ΠEζ , since Q(t)ΠEζ ≤ tζt∗ζ . So
tλt
∗
µ =
∑
µν∈ΠE
tλt
∗
µΘ(t)
ΠE
µν,µν
=
∑
µν∈ΠE
tλt
∗
µtµν
 ∏
µνα∈ΠE
d(α)>0
(ts(µν) − tαt∗α)
 t∗µν by (4.14)
=
∑
µν∈ΠE
c(µ, ν)tλts(µ)tν
 ∏
µνα∈ΠE
d(α)>0
(ts(µν) − tαt∗α)
 t∗µν
=
∑
µν∈ΠE
c(λ, s(µ))c(µ, ν)tλs(µ)tν
 ∏
µνα∈ΠE
d(α)>0
(ts(µν) − tαt∗α)
 t∗µν
=
∑
µν∈ΠE
c(λ, ν)c(µ, ν)tλν
 ∏
µνα∈ΠE
d(α)>0
(ts(µν) − tαt∗α)
 t∗µν
=
∑
µν∈ΠE
c(λ, ν)c(µ, ν)Θ(t)ΠEλν,µν by (4.14).
Proof of Proposition 4.4.8. By equation (4.15) the Θ(t)ΠEλ,µ span M
t
ΠE. Fix (λ, µ), (σ, τ) ∈
ΠE ×d,s ΠE. We need to show that(
Θ(t)ΠEλ,µ
)∗
= Θ(t)ΠEµ,λ
and
Θ(t)ΠEλ,µΘ(t)
ΠE
σ,τ = δµ,σΘ(t)
ΠE
λ,τ .
Since Q(t)ΠEλ is a projection we have(
Θ(t)ΠEλ,µ
)∗
=
(
Q(t)ΠEλ tλt
∗
µ
)∗
= tµt
∗
λQ(t)
ΠE
λ = Θ(t)
ΠE
µ,λ by (4.14).
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Θ(t)ΠEλ,µΘ(t)
ΠE
σ,τ = tλt
∗
µQ(t)
ΠE
µ Q(t)
ΠE
σ tσt
∗
τ by (4.14)
= δµ,σtλt
∗
µQ(t)
ΠE
µ tσt
∗
τ by Proposition 4.3.4
= δµ,σQ(t)
ΠE
λ tλt
∗
µtµt
∗
τ by (4.14)
= c(λ, s(µ))δµ,σQ(t)
ΠE
λ tλs(µ)t
∗
τ
= δµ,σQ(t)
ΠE
λ tλt
∗
τ
= δµ,σΘ(t)
ΠE
λ,τ .
Proposition 4.4.10 (cf. [16], Proposition 3.13). Let (Λ, d) be a finitely aligned k-graph,
let c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E ⊂ Λ
be finite. Suppose that tv 6= 0 for every v ∈ Λ0 and suppose that (λ, µ) ∈ ΠE ×d,s ΠE. If
T (λ) := {v ∈ s(λ)Λ \ Λ0 : λν ∈ ΠE} is not exhaustive, then Θ(t)ΠEλ,µ 6= 0. Otherwise, if T (λ)
is exhaustive, then Θ(t)ΠEλ,µ = 0 if and only if∏
λν∈ΠE,d(ν)>0
(
ts(λ) − tνt∗ν
)
= 0.
Proof. First suppose that tv 6= 0 for every v ∈ Λ0, (λ, µ) ∈ ΠE×d,s ΠE and that T (λ) is not
exhaustive. There exists ξ ∈ s(λ)Λ such that Λmin(ξ, ν) = ∅ for all ν ∈ T (λ). So for each
ν ∈ T (λ) we have,
tλξt
∗
λξ (tλt
∗
λ − tλνt∗λν) = tλξt∗λξtλt∗λ − tλξt∗λξtλνt∗λν
= c(λ, ξ)tλξt
∗
ξt
∗
λtλt
∗
λ −
∑
σ∈MCE(λξ,λν)
tσt
∗
σ
= c(λ, ξ)tλξt
∗
ξt
∗
s(λ)t
∗
λ since Λ
min(λξ, λν) = Λmin(ξ, ν) = ∅
= c(λ, ξ)c(s(λ), ξ)tλξt
∗
s(λ)ξt
∗
λ
= tλξt
∗
λξ.
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Hence
tλξt
∗
λξΘ(t)
ΠE
λ,µ = tλξt
∗
λξ
 ∏
λν∈ΠE
d(ν)>0
(tλt
∗
λ − tλνt∗λν)
 tλt∗µ
= tλξt
∗
λξtλt
∗
µ
= c(λ, ξ)tλξt
∗
ξt
∗
λtλt
∗
µ
= c(λ, ξ)tλξt
∗
ξt
∗
s(λ)t
∗
µ
= c(λ, ξ)c(s(λ), ξ)tλξt
∗
s(λ)ξt
∗
µ
= c(λ, ξ)c(ν, ξ)tλξt
∗
µξ.
Since tλξt
∗
µξtµξ = tλξ 6= 0 by Lemma 3.1.3(7), we have tλξt∗µξ 6= 0. Since the 2-cocycle takes
values in the unit circle, we have Θ(t)ΠEλ,µ 6= 0.
Now suppose that T (λ) is exhaustive. By Lemma 4.4.9 we have
Θ(t)ΠEλ,µ = tλ
 ∏
λν∈ΠE
d(ν)>0
(
ts(λ) − tνt∗ν
) t∗µ,
and ∏
λν∈ΠE
d(ν)>0
(
ts(λ) − tνt∗ν
)
= t∗λΘ(t)
ΠE
λ,µtµ = 0,
and the final assertion follows.
4.5 Isomorphisms of the core
In this section we show how each finite-dimensional subalgebra M tΠE decomposes into a direct
sum of matrix algebras. For E ⊂ G, we write down the inclusion map M tΠE ↪→ M tΠG. If
{tλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ, b; E)-family and {t′λ : λ ∈ Λ} is a relative Cuntz-
Krieger (Λ, c; E)-family, we provide conditions under which
C∗
({
tλt
∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
}) ∼= C∗ ({t′λt′∗µ : λ, µ ∈ Λ, d(λ) = d(µ)}) .
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Definition 4.5.1 ([20], Definition 3.6.1). Let (Λ, d) be a finitely aligned k-graph, let c ∈
Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E ⊂ Λ be finite
and suppose that n ∈ Nk and that v ∈ Λ0 are such that (ΠE)v ∩ Λn = ∅. Define M tΠE(n, v)
to be the subalgebra
M tΠE(n, v) := span
{
Θ(t)ΠEλ,µ : λ, µ ∈ (ΠE)v ∩ Λn
}
of M tΠE. Define T
ΠE(n, v) to be the set
TΠE(n, v) :=
{
ν ∈ vΛ \ Λ0 : λν ∈ ΠE for λ ∈ (ΠE)v ∩ Λn}
of nontrivial tails which extend paths in (ΠE)v ∩ Λn to larger elements of ΠE.
Lemma 4.5.2 ([20], Lemma 3.6.2). Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T)
and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E ⊂ Λ be finite. Then
M tΠE =
⊕
v∈s(ΠE)
n∈d((ΠE)v)
M tΠE(n, v).
For fixed v ∈ s(ΠE) and n ∈ d((ΠE)v),
M tΠE(n, v)
∼=
{0} if
∏
v∈TΠE(n,v) (tv − tνt∗ν) = 0
M(ΠE)v∩Λn(C) otherwise.
(4.16)
Proof. Suppose that (λ, µ) ∈ ΠE ×d,s ΠE. Then d(λ) = d(µ) and s(λ) = s(µ) and so
Θ(t)ΠEλ,µ ∈ M tΠE(d(λ), s(λ)). Also Θ(t)ΠEλ,µ /∈ M tΠE(m,w) whenever d(λ) 6= m or s(λ) 6= w.
Hence each of the spanning elements Θ(t)ΠEλ,µ of M
t
ΠE belong to exactly one of the matrix
algebras M tΠE(n, v). Suppose that (λ, µ), (ν, τ) ∈ ΠE ×d,s ΠE, say s(λ) = v, d(λ) = n and
s(ν) = w, d(ν) = m. If
Θ(t)ΠEλ,µΘ(t)
ΠE
ν,τ 6= 0,
then µ = ν by Proposition 4.4.8, and hence v = w and n = m. So if n 6= m or v 6= w then
M tΠE(n, v)M
t
ΠE(m,w) = {0} . Hence
M tΠE =
⊕
v∈s(ΠE)
n∈d((ΠE)v)
M tΠE(n, v).
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We will now prove (4.16). Fix v ∈ s(ΠE) and n ∈ d((ΠE)v). Suppose that∏
ν∈TΠE(n,v)
(tv − tνt∗ν) = 0.
Then Proposition 4.4.10 implies that Θ(t)ΠEλ,µ = 0 for all λ, µ ∈ (ΠE)v ∩ Λn. Hence
M tΠE(n, v) = {0}. Now suppose that∏
ν∈TΠE(n,v)
(tv − tνt∗ν) 6= 0.
Then Proposition 4.4.8 and Proposition 4.4.10 imply that{
Θ(t)ΠEλ,µ : λ, µ ∈ (ΠE)v ∩ Λn
}
is family of nonzero matrix units which span M tΠE(n, v). Lemma 4.4.1 therefore implies that
M tΠE(n, v)
∼= M(ΠE)v∩Λn(C).
Lemma 4.5.3 (cf. Lemma 3.6.3, [20]). Let (Λ, d) be a finitely aligned k-graph, and let E ⊂ Λ
be finite. Suppose that λ ∈ Λ \ ΠE and that there exists n ≤ d(λ) such that λ(0, n) ∈ ΠE.
Then there is a unique path ιEλ ∈ ΠE such that:
(1) λ(0, d(ιEλ )) = ι
E
λ ; and
(2) if µ ∈ ΠE and λ(0, d(µ)) = µ, then d(µ) ≤ d(ιEλ ).
Proof. Let N := ∨{n ≤ d(λ) : λ(0, n) ∈ ΠE} and let ιEλ = λ(0, N). Then ιEλ ∈ ΠE because
ΠE is closed under minimal common extensions. We have λ(0, d(ιEλ )) = ι
E
λ by definition. If
µ ∈ ΠE and λ(0, d(µ)) = µ, then d(ιEλ ) = N ≥ d(µ) by definition.
Definition 4.5.4 (cf. [20], Definition 3.6.4). Let (Λ, d) be a finitely aligned k-graph, and
let E be a finite subset of Λ. For those λ ∈ Λ \ ΠE such there exists n ≤ d(λ) for which
λ(0, n) ∈ ΠE, the path ιEλ is defined by Lemma 4.5.3. For all other λ ∈ Λ, we define ιEλ := λ.
For λ ∈ Λ, we define κEλ = λ(d(ιEλ ), d(λ)).
Lemma 4.5.3 and Definition 4.5.4 are similar to Lemma 3.6.3 and Definition 3.6.4 in [20].
The difference is that here ιEλ is defined for all λ ∈ Λ, whereas in [20] it is only defined for
λ ∈ G where G is finite and E ⊂ G. That ιEλ is defined for all λ ∈ Λ is crucial in the
statement of Proposition 4.5.11 and in the proof of Lemma 4.5.12.
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Lemma 4.5.5 (cf. [20], Lemma 3.6.5). Let (Λ, d) be a finitely aligned k-graph, and let
E,G ⊂ Λ be finite with E ⊂ G. Suppose that (λ, µ) ∈ ΠE ×d,s ΠE, that λν ∈ ΠG and that
ιEλν = λ. Then µν ∈ ΠG and ιEµν = µ.
Proof. Since ΠE ⊂ ΠG, we have µν ∈ ΠG by Lemma 4.4.6(2). Suppose for contradiction
that ιµν 6= µ. Since (µν)(0, d(µ)) = µ and µ ∈ ΠE, Lemma 4.5.3(2) ensures that ιµν = µµ′
for some µ′ ∈ Λ \ Λ0. Lemma 4.4.6(2) implies that λµ′ ∈ ΠE. Since d(λ) = d(µ), we have
d(λµ′) > d(λ) = d(ιλν). Since ιµν = µµ′, we have (µν)(0, d(µµ′)) = µµ′, and the factorisation
property implies that ν = µ′ν ′ for some ν ′ ∈ Λ. Another application of the factorisation
property gives (λν)(0, d(λµ′)) = λµ′. We have shown that λµ′ ∈ ΠE, that d(λµ′) > d(ιλν),
and that (λν)(0, d(λµ′)) = λµ′. This contradicts Lemma 4.5.3(2).
Lemma 4.5.6 (cf. [20], Lemma 3.6.6). Let (Λ, d) be a finitely aligned k-graph, let c ∈
Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E,G ⊂ Λ be
finite with E ⊂ G. Then for each (λ, µ) ∈ ΠE ×d,s ΠE,
Θ(t)ΠEλ,µ =
∑
λν∈ΠG
ιE
λν
=λ
c(λ, ν)c(µ, ν)Θ(t)ΠGλν,µν .
Proof. We first show that
λ ∈ ΠG and µ ∈ ΠE implies that Q(t)ΠEµ Q(t)ΠGλ = διλ,µQ(t)ΠGλ . (4.17)
First suppose that ιλ 6= µ. We consider two cases:
Case 1: suppose that λ /∈ µΛ. Then (α, β) ∈ Λmin(λ, µ) implies that d(α) > 0. For each
(α, β) ∈ Λmin(λ, µ), (tλt∗λ − tλαt∗λα) is a factor in Q(t)ΠGλ . Hence
Q(t)ΠEµ Q(t)
ΠG
λ ≤ tµt∗µQ(t)ΠGλ
= tµt
∗
µtλt
∗
λQ(t)
ΠG
λ
≤
∑
(α,β)∈Λmin(λ,µ)
tλαt
∗
λαQ(t)
ΠG
λ
= 0.
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Case 2: suppose that λ ∈ µΛ. Since ιλ 6= µ, Lemma 4.5.3(2) implies that ιλ = µα where
d(α) > 0. In particular µα ∈ ΠE, and so
Q(t)ΠEµ Q(t)
ΠG
λ ≤ (tµt∗µ − tµαt∗µα)tλt∗λ.
As µα is an initial segment of λ, we have MCE(λ, µα) = {λ} = MCE(λ, µ). So (TCK4)
gives
Q(t)ΠEµ Q(t)
ΠG
λ ≤ tλt∗λ − tλt∗λ = 0.
We have established that ιλ 6= µ implies that Q(t)ΠEµ Q(t)ΠGλ = 0. Now suppose that ιλ = µ.
Then
Q(t)ΠEµ Q(t)
ΠG
λ = tµt
∗
µ
∏
µν∈ΠE
d(ν)>0
(
tµt
∗
µ − tµνt∗µν
)
Q(t)ΠGλ . (4.18)
Suppose that µν ∈ ΠE with d(ν) > 0. Since ιλ = µ, the maximality of ιλ implies that
λ /∈ µνΛ. So (α, β) ∈ Λmin(λ, µν) implies that d(α) > 0. Fix (α, β) ∈ Λmin(λ, µν). Then
(tλt
∗
λ − tλαt∗λα) is a factor Q(t)ΠGλ . Hence tλαt∗λαQ(t)ΠGλ = 0. Since tλt∗λ ≥ Q(t)ΠEλ , we have
(tµt
∗
µ − tµνt∗µν)Q(t)ΠEλ
= tµt
∗
µtλt
∗
λQ(t)
ΠE
λ − tµνt∗µνtλt∗λQ(t)ΠEλ
= tµt
∗
µtλt
∗
λQ(t)
ΠE
λ −
∑
(α,β)∈Λmin(λ,µν)
tλαt
∗
λαQ(t)
ΠE
λ by (TCK4)
= tµt
∗
µtλt
∗
λQ(t)
ΠE
λ .
Since tλt
∗
λ ≤ tµt∗µ, we conclude that (tµt∗µ − tµνt∗µν)Q(t)ΠEλ = Q(t)ΠEλ . Applying this to
each factor on the right-hand side of (4.18) gives Q(t)ΠEµ Q(t)
ΠG
λ = Q(t)
ΠG
λ . We have estab-
lished (4.17).
Fix (λ, µ) ∈ ΠE ×d,s ΠE. We have Θ(t)ΠEλ,µ = tλt∗λQ(t)ΠEλ tλt∗µ. An application of Corol-
lary 4.3.10 gives
Θ(t)ΠEλ,µ =
∑
λν∈ΠG
Q(t)ΠGλν Q(t)
ΠE
λ tλt
∗
µ.
Applying (4.17) to each term in this sum gives
Θ(t)ΠEλ,µ =
∑
λν∈ΠG
ιλν=λ
Q(t)ΠGλν tλt
∗
µ. (4.19)
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Fix λν ∈ ΠG with ιλν = λ. Since Q(t)ΠGλν ≤ tλνt∗λν ,
Q(t)ΠGλν tλt
∗
µ = Q(t)
ΠG
λν tλνt
∗
λνtλt
∗
µ
= c(λ, ν)Q(t)ΠGλν tλνt
∗
νt
∗
λtλt
∗
µ
= c(λ, ν)c(µ, ν)Q(t)ΠGλν tλνt
∗
µν
= c(λ, ν)c(µ, ν)Θ(t)ΠGλν,µν .
Definition 4.5.7 ([20], Definition 3.6.7). Let (Λ, d) be a finitely aligned k-graph, let c ∈
Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E,G ⊂ Λ be
finite with E ⊂ G. Suppose that n ∈ Nk and that v ∈ Λ0 are such that M tΠE(n, v) is
nontrivial. We define
IGE (n, v) :=
{
ν ∈ Λ : λν ∈ ΠG and ιEλν = λ for λ ∈ (ΠE)v ∩ Λn
}
.
For λ ∈ ΠE, we write IGE (λ) for IGE (d(λ), s(λ)) for convenience.
Corollary 4.5.8 (cf. [20], Corollary 3.6.8). Let (Λ, d) be a finitely aligned k-graph, let
c ∈ Z2(Λ,T) and let {tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E,G ⊂ Λ be
finite with E ⊂ G. The inclusion map M tΠE ↪→M tΠG is given by
Θ(t)ΠEλ,µ 7→
⊕
v∈s(IG
E
(λ))
n∈d(IG
E
(λ)v)
∑
ν∈IGE (λ)v∩Λn
c(λ, ν)c(µ, ν)Θ(t)ΠGλν,µν .
Proof. The result is a direct consequence of Lemma 4.5.2 and Lemma 4.5.6.
Theorem 4.5.9. Let (Λ, d) be a finitely aligned k-graph and let b, c ∈ Z2(Λ,T). Let E be a
subset of FE(Λ). Suppose that {tλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ, b; E)-family and
that {t′λ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ, c; E)-family. Suppose that
(1) tv 6= 0 and t′v 6= 0 for all v ∈ Λ0, and that
(2)
{
E ∈ FE(Λ) : Q(t)E = 0} = E = {E ∈ FE(Λ) : Q(t′)E = 0}.
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Then there is an isomorphism pit,t′ : C
∗ ({tλt∗µ : d(λ) = d(µ)})→ C∗ ({t′λt′∗µ : d(λ) = d(µ)})
satisfying pit,t′(tλt
∗
λ) = t
′
λt
′∗
λ for all λ ∈ Λ. If b ≡ c, then pit,t′(tλt∗µ) = t′λt′∗µ for all λ, µ ∈ Λ
with d(λ) = d(µ). We have
C∗(Λ, b; E)γ ∼= C∗(Λ, c; E)γ.
Before proving Theorem 4.5.9, we need to establish several technical results.
Lemma 4.5.10. Let I be a finite set. Let {ei,j : i, j ∈ I} be a set of matrix units in a
C∗-algebra A. Let z : I × I → T satisfy:
(T1) z(i, j) = z(j, i) for all i, j ∈ I; and
(T2) z(i, j)z(j, k) = z(i, k) for all i, j, k ∈ I.
Then {z(i, j)ei,j : i, j ∈ I} is a collection of matrix units and
span {ei,j : i, j ∈ I} = span {z(i, j)ei,j : i, j ∈ I} .
Moreover, if w : I × I → T satisfies properties (T1) and (T2), then zw : I × I → T defined
by (zw)(i, j) = z(i, j)w(i, j) for all i, j ∈ I also satisfies (T1) and (T2).
Proof. Fix i, j, k, l ∈ I. We show that (z(i, j)ei,j)∗ = z(j, i)ej,i and (z(i, j)ei,j) (z(k, l)ek,l) =
δj,kz(i, l)ei,l. This shows (M1) and (M2). Firstly, (T1) and then (M1) imply that
(z(i, j)ei,j)
∗ = z(i, j)e∗i,j = z(j, i)e
∗
i,j = z(j, i)ej,i,
and secondly, (M2) and then (T2) give
(z(i, j)ei,j) (z(k, l)ek,l) = δj,kz(i, j)z(k, l)ei,l = δj,kz(i, j)z(j, l)ei,l = δj,kz(i, l)ei,l.
So {z(i, j)ei,j : i, j ∈ I} is a collection of matrix units. It is clear that
span {ei,j : i, j ∈ I} = span {z(i, j)ei,j : i, j ∈ I}
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since z takes values in the circle. For the final statement, let w : I × I → T satisfy (T1) and
(T2). Then for i, j, k,∈ I we have,
(zw)(i, j) = z(i, j)w(i, j)
= z(j, i)w(j, i) by (T1)
= (zw)(j, i),
and
(zw)(i, j)(zw)(j, k) = z(i, j)z(j, k)w(i, j)w(j, k)
= z(i, k)w(i, k) by (T2)
= (zw)(i, k).
So zw satisfies (T1) and (T2).
Proposition 4.5.11. Let (Λ, d) be a finitely aligned k-graph, let b, c ∈ Z2(Λ,T) and let
{tλ : λ ∈ Λ} be a Toeplitz-Cuntz-Krieger (Λ, c)-family. Let E,G ⊂ Λ be finite with E ⊂ G,
v ∈ Λ0 and let n ∈ Nk. Then ωb, ωc : Λ× Λ→ T defined by
ωb(λ, µ) = b(ι
E
µ , κ
E
µ )b(ι
E
λ , κ
E
λ ) and ωc(λ, µ) = c(ι
E
λ , κ
E
λ )c(ι
E
µ , κ
E
µ )
satisfy (T1) and (T2). If z : Λ× Λ→ T satisfies (T1) and (T2) then
{
z(λ, µ)ωb(λ, µ)ωc(λ, µ)Θ(t)
ΠG
λ,µ : (λ, µ) ∈ ΠG×d,s ΠG
}
is a collection of matrix units which span M tΠG.
Proof. For (λ, µ), (µ, ν) ∈ Λ× Λ, the calculations
ωb(λ, µ) = b(ι
E
µ , κ
E
µ )b(ι
E
λ , κ
E
λ ) = b(ι
E
µ , κ
E
µ )b(ι
E
λ , κ
E
λ ) = b(ι
E
λ , κ
E
λ )b(ι
E
µ , κ
E
µ ) = ωb(µ, λ)
and
ωb(λ, µ)ωb(µ, ν) = b(ι
E
µ , κ
E
µ )b(ι
E
λ , κ
E
λ )b(ι
E
ν , κ
E
ν )b(ι
E
µ , κ
E
µ ) = b(ι
E
ν , κ
E
ν )b(ι
E
λ , κ
E
λ ) = ωb(λ, ν)
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show that ωb satisfies (T1) and (T2). A similar calculation shows that ωc also satisfies (T1)
and (T2). By Proposition 4.4.8
{
Θ(t)ΠGλ,µ : (λ, µ) ∈ ΠG×d,s ΠG
}
is a collection of matrix units which span M tΠG. The last statement is then a direct conse-
quence of Lemma 4.5.10.
Since Λ is countable, we can write Λ = {λ0, λ1, λ2, ...}. Put Ei := {λj : 0 ≤ j ≤ i}. Then
Ei ⊂ Ei+1 for each i ∈ N and
⋃∞
i=0Ei = Λ. So there exists a family {Ei : i ∈ N} of finite
subsets of Λ such that Ei ⊂ Ei+1 for each i ∈ N and
⋃∞
i=0Ei = Λ.
Lemma 4.5.12. Let (Λ, d) be a finitely aligned k-graph and let b, c ∈ Z2(Λ,T). Let E
be a subset of FE(Λ). Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ, b; E)-family and let
{t′λ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ, c; E)-family such that:
(1) tv 6= 0 and t′v 6= 0 for all v ∈ Λ0; and
(2)
{
E ∈ FE(Λ) : Q(t)E = 0} = E = {E ∈ FE(Λ) : Q(t′)E = 0}.
Fix a family {Ei : i ∈ N} of finite subsets of Λ such that Ei ⊂ Ei+1 for each i ∈ N and⋃∞
i=0Ei = Λ. For each i ∈ N and each λ ∈ Λ, let ιiλ := ιEiλ and let κiλ := κEiλ as in
Definition 4.5.4. Define ω0 : Λ× Λ→ T by
ω0(λ, µ) = 1 (4.20)
for all λ, µ ∈ Λ. For each i ∈ N define ωi+1 : Λ× Λ→ T by
ωi+1(λ, µ) = ωi(ι
i
λ, ι
i
µ)b(ι
i
µ, κ
i
µ)c(ι
i
λ, κ
i
λ)b(ι
i
λ, κ
i
λ)c(ι
i
µ, κ
i
µ) (4.21)
for all λ, µ ∈ Λ. Then for each i ∈ N there is a unique isomorphism ψi : M tΠEi → M t
′
ΠEi
satisfying
ψi
(
Θ(t)ΠEiλ,µ
)
= ωi(λ, µ)Θ(t
′)ΠEiλ,µ (4.22)
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for each (λ, µ) ∈ ΠEi ×d,s ΠEi. The diagram
M tΠE0 M
t
ΠE1
M tΠE2 · · ·
M t
′
ΠE0
M t
′
ΠE1
M t
′
ΠE2
· · ·
φb0 φ
b
1
φc0 φ
c
1
φb2
φc2
ψ0 ψ1 ψ2
(4.23)
commutes, where the inclusion maps φbi and φ
c
i for i ∈ N are given by Lemma 4.5.8.
Proof. We claim that ωi satisfies (T1) and (T2) for each i ∈ N. We proceed by induction.
The map w0 satisfies (T1) and (T2) because w0(λ, µ) = 1 for each λ, µ ∈ Λ. Suppose that
ωk satisfies (T1) and (T2). Then
wk+1(λ, µ) = wk(ι
i
λ, ι
i
µ)b(ι
k
µ, κ
k
µ)c(ι
k
λ, κ
k
λ)b(ι
k
λ, κ
k
λ)c(ι
k
µ, κ
k
µ).
Proposition 4.5.11 implies that ωk+1 also satisfies (T1) and (T2).
We will now construct the maps ψi : M
t
ΠEi
→M t′ΠEi . Fix i ∈ N. By Lemma 4.5.2 we have
M tΠEi =
⊕
v∈s(ΠEi)
n∈d((ΠEi)v)
M tΠEi(n, v),
where each M tΠEi(n, v) is spanned by the elements{
Θ(t)ΠEiλ,µ : λ, µ ∈ (ΠEi)v ∩ Λn
}
.
The same holds for the family {t′λ : λ ∈ Λ}. Hence there is at most one linear map ψi :
M tΠEi →M t
′
ΠEi
satisfying (4.22).
Fix n ∈ Nk and v ∈ Λ0. We claim Q(t)TΠEi (n,v) = 0 if and only if Q(t′)TΠEi (n,v) = 0. We
consider the three cases:
(1) TΠEi(n, v) ∈ E
(2) TΠEi(n, v) ∈ FE(Λ) \ E ; and
(3) TΠEi(n, v) /∈ FE(Λ).
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For case (1), suppose that TΠEi(n, v) ∈ E . Then Q(t)TΠEi (n,v) = 0 and Q(t′)TΠEi (n,v) = 0 by
(CK) and Lemma 3.4.8. For (2), suppose that TΠEi(n, v) ∈ FE(Λ)\E . Then Q(t)TΠEi (n,v) 6= 0
and Q(t′)T
ΠEi (n,v) 6= 0 by hypothesis. For case (3), suppose that TΠEi(n, v) /∈ FE(Λ). Since
TΠEi(n, v) ⊂ vΛ \ Λ0 by definition, and since tv, t′v 6= 0, Lemma 3.4.2 implies that both
Q(t)T
ΠEi (n,v) and Q(t′)T
ΠEi (n,v) are nonzero.
Lemma 4.5.2 implies that M tΠiE(n, v) = {0} = M t
′
ΠEi
if TΠEi(n, v) ∈ E , and M tΠEi(n, v) ∼=
Mv(ΠEi)∩Λn(C) ∼= M t′ΠEi(n, v) if TΠEi(n, v) /∈ E . It follows from Proposition 4.5.11 that
whenever TΠEi(n, v) /∈ E , {
Θ(t)ΠEiλ,µ : λ, µ ∈ (ΠEi)v ∩ Λn
}
and {
ωi(λ, µ)Θ(t
′)ΠEiλ,µ : λ, µ ∈ (ΠEi)v ∩ Λn
}
are collections of nonzero matrix units which span M tΠEi(n, v) and M
t′
ΠEi
(n, v) respectively.
By Corollary 4.4.2 there is an isomorphism ψn,vi : M
t
ΠEi
(n, v)→M t′ΠEi(n, v) taking Θ(t)ΠE0λ,µ 7→
wi(λ, µ)Θ(t
′)ΠEiλ,µ for each λ, µ ∈ (ΠEi)v ∩ Λn such that TΠEi(n, v) /∈ E . For each (n, v) with
TΠEi(n, v) ∈ E , ψn,vi = 0 : {0} → {0} is an isomorphism. Define
ψi =
⊕
v∈s(ΠEi)
n∈d((ΠEi)v)
ψn,vi . (4.24)
We now check that for each i ∈ N the diagram
M tΠEi M
t
ΠEi+1
M t
′
ΠEi
M t
′
ΠEi+1
φbi
φci
ψi ψi+1
commutes so that the diagram (4.23) commutes. Fix i ∈ N and (λ, µ) ∈ ΠEi ×d,s ΠEi.
Applying the inclusion map given by Lemma 4.5.6 we have
(ψi+1 ◦ φbi)
(
Θ(t)ΠEiλ,µ
)
= ψi+1
( ⊕
v∈s(IEi+1
Ei
(λ))
n∈d(IEi+1
Ei
(λ)v)
∑
ν∈IEi+1Ei (λ)v∩Λ
n
b(λ, ν)b(µ, ν)Θ(t)
ΠEi+1
λν,µν
)
.
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By definition of I
Ei+1
Ei
(λ), we have ν ∈ IEi+1Ei (λ)v ∩ Λn implies that ιiλν = λ and κiλν = ν.
Then Lemma 4.5.5 implies that ιiµν = µ and κ
i
µν = ν. Using (4.24), we have
(ψi+1 ◦ φbi)
(
Θ(t)ΠEiλ,µ
)
=
⊕
v∈s(IEi+1
Ei
(λ))
n∈d(IEi+1
Ei
(λ)v)
∑
ν∈IEi+1Ei (λ)v∩Λ
n
b(ιiλν , κ
i
λν)b(ι
i
µν , κ
i
µν)ψ
n,v
i+1
(
Θ(t)
ΠEi+1
λν,µν
)
.
Since each ψn,vi+1 takes Θ(t)
ΠEi+1
η,ζ to wi(η, ζ)Θ(t
′)ΠEi+1η,ζ whenever η, ζ ∈ (ΠEi+1)v∩Λn, we have
(ψi+1 ◦ φbi)
(
Θ(t)ΠEiλ,µ
)
=
⊕
v∈s(IEi+1
Ei
(λ))
n∈d(IEi+1
Ei
(λ)v)
∑
ν∈IEi+1Ei (λ)v∩Λ
n
b(ιiλν , κ
i
λν)b(ι
i
µν , κ
i
µν)ωi+1(λν, µν)Θ(t
′)ΠEi+1λν,µν .
Applying (4.21) gives
(ψi+1 ◦ φbi)
(
Θ(t)ΠEiλ,µ
)
=
⊕
v∈s(IEi+1
Ei
(λ))
n∈d(IEi+1
Ei
(λ)v)
∑
ν∈IEi+1Ei (λ)v∩Λ
n
b(ιiλν , κ
i
λν)b(ι
i
µν , κ
i
µν)ωi(ι
i
λν , κ
i
µν)b(ι
i
µν , κ
i
µν)
· c(ιiλν , κiλν)b(ιiλν , κiλν)c(ιiµν , κiµν)Θ(t′)ΠEi+1λν,µν .
We continue,
(ψi+1 ◦ φbi)
(
Θ(t)ΠEiλ,µ
)
=
⊕
v∈s(IEi+1
Ei
(λ))
n∈d(IEi+1
Ei
(λ)v)
∑
ν∈IEi+1Ei (λ)v∩Λ
n
c(ιiλν , κ
i
λν)c(ι
i
µν , κ
i
µν)ωi(λ, µ)Θ(t
′)ΠEi+1λν,µν
= φci
(
ωi(λ, µ)Θ(t
′)ΠEiλ,µ
)
= (φci ◦ ψi)
(
Θ(t′)ΠEiλ,µ
)
.
Proof of Theorem 4.5.9. Pick a family {Ei : i ∈ N} of finite subsets of Λ such that Ei ⊂ Ei+1
for each i ∈ N and ⋃∞i=0Ei = Λ. By Lemma 4.4.4 we have
span
{
tλt
∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
}
=
∞⋃
i=0
M tΠEi
and
span
{
t′λt
′∗
µ : λ, µ ∈ Λ, d(λ) = d(µ)
}
=
∞⋃
i=0
M t
′
ΠEi
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For each i ∈ N, let ψi : M tΠEi → M t
′
ΠEi
be the isomorphism given by Lemma 4.5.12, which
satisfies ψi
(
Θ(t)ΠEiλ,µ
)
= ωi(λ, µ)Θ(t
′)ΠEiλ,µ for each (λ, µ) ∈ ΠEi ×d,s ΠEi. Since the dia-
gram (4.23) commutes, there is a well-defined homomorphism pit,t′ :
⋃∞
i=0 M
t
ΠEi
→ ⋃∞i=0M t′ΠEi
such that pit,t′|MtΠEi = ψi. As each ψi is injective on the C
∗-algebra M tΠEi , each ψi isometric.
Hence pit,t′ is isometric on
⋃∞
i=0M
t
ΠEi
. By continuity pit,t′ extends to an isometric homomor-
phism on
⋃∞
i=0 M
t
ΠEi
. Since pit,t′ is a homomorphism between the C
∗-algebras
⋃∞
i=0M
t
ΠEi
and
⋃∞
i=0 M
t′
ΠEi
, the image pit,t′
(⋃∞
i=0M
t
ΠEi
)
is closed. Since pit,t′
(⋃∞
i=0M
t
ΠEi
)
is dense in⋃∞
i=0M
t′
ΠEi
, the homomorphism pit,t′ surjective and hence an isomorphism.
We claim that for all (λ, µ) ∈ Λ×d,s Λ there is i ∈ N such that
pit,t′(tλt
∗
µ) =
∑
λν∈ΠEi
c(λ, ν)c(µ, ν)ωi(λν, µν)Θ(t
′)ΠEiλν,µν . (4.25)
To see this, fix (λ, µ) ∈ Λ×d,s Λ. Choose i ∈ N such that (λ, µ) ∈ ΠEi ×d,s ΠEi. By (4.15)
we have
tλt
∗
µ =
∑
λν∈ΠEi
c(λ, ν)c(µ, ν)Θ(t)ΠEiλν,µν .
Since pit,t′ |MtΠEi = ψi, we have
pit,t′(tλt
∗
µ) = ψi
( ∑
λν∈ΠEi
c(λ, ν)c(µ, ν)Θ(t)ΠEiλν,µν
)
=
∑
λν∈ΠEi
c(λ, ν)c(µ, ν)ωi(λν, µν)Θ(t
′)ΠEiλν,µν ,
as claimed. Now fix λ ∈ Λ. Condition (T1) of Lemma 4.5.10 implies that wi(α, α) = 1 for
all α ∈ Λ. Hence equation (4.25) implies that
pit,t′(tλt
∗
λ) =
∑
λν∈ΠEi
c(λ, ν)c(λ, ν)ωi(λν, λν)Θ(t
′)ΠEiλν,λν
=
∑
λν∈ΠEi
Θ(t′)ΠEiλν,λν
= t′λt
′∗
λ by (4.15).
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Fix λ, µ ∈ Λ and suppose that b ≡ c. Then ωi(α, β) = 1 for all α, β ∈ Λ. Hence (4.25) gives
pit,t′(tλt
∗
µ) =
∑
λν∈ΠEi
c(λ, ν)c(µ, ν)Θ(t′)ΠEiλν,µν
=
∑
λν∈ΠEi
b(λ, ν)b(µ, ν)Θ(t′)ΠEiλν,µν
= t′λt
′∗
µ by (4.15).
By Theorem 3.4.16, we have C∗(Λ, b; E)γ ∼= C∗(Λ, c; E)γ.
4.6 The gauge-invariant uniqueness theorem
We state the main result of this chapter.
Theorem 4.6.1 (an Huef and Raeburn’s gauge-invariant uniqueness theorem). Let (Λ, d)
be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ). Suppose that {tλ : λ ∈ Λ}
is a relative Cuntz-Krieger (Λ, c; E)-family. The homomorphism
piEt : C
∗(Λ, c; E)→ C∗({tλ : λ ∈ Λ})
satisfying piEt (sE(λ)) = tλ for all λ ∈ Λ is injective on C∗(Λ, c; E)γ if and only if
(1) tv 6= 0 for each v ∈ Λ0; and
(2) Q(t)E 6= 0 for all E ∈ FE(Λ) \ E.
Furthermore, piEt is injective on C
∗(Λ, c; E) if and only if both (1) and (2) hold and addition-
ally,
(3) there exists a group action θ : Tk → Aut (C∗ {tλ : λ ∈ Λ}) satisfying θz(tλ) = zd(λ)tλ
for all λ ∈ Λ.
Proof. Suppose that piEt is injective on C
∗(Λ, c; E)γ. Then (1) and (2) follow from Theo-
rem 3.4.16. Now suppose that (1) and (2) hold. Then Lemma 3.4.8 shows that for E ∈ FE(Λ)
we have Q(t)E = 0 if and only in E ∈ E . So by Theorem 3.4.16 we have
Q(t)E = 0 if and only if Q(sE)E = 0.
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Theorem 3.4.16 implies that sE(v) 6= 0 for each v ∈ Λ0, and so by Theorem 4.5.9, piEt is
injective on C∗(Λ, c; E)γ.
Now suppose that piEt is injective on C
∗(Λ, c; E). Then setting θ := piEt ◦ γ establishes
(3) and Theorem 3.4.16 implies both (1) and (2). Finally, suppose that (1), (2) and (3)
hold. Then piEt is injective on C
∗(Λ, c; E)γ by the preceding paragraph. It then follows from
Proposition 4.2.5 and (3) that pitE is injective on C
∗(Λ, c; E).
Corollary 4.6.2. Let (Λ, d) be a finitely aligned k-graph. Let {Tλ : λ ∈ Λ} be the Toeplitz-
Cuntz-Krieger (Λ, c)-family of Proposition 3.1.7. Then piTT is injective on T C∗(Λ, c)γ.
Proof. Fix v ∈ Λ0. The calculation Tvξv = ξv shows that Tv 6= 0. We have Q(T )E 6= 0 for
all E ∈ FE(Λ) by Lemma 3.4.3. The result then follows from Theorem 4.6.1.
Chapter 5
Gauge-invariant ideals
In this chapter we provide a graph-theoretic description of the gauge-invariant ideal structure
of C∗(Λ, c; E).
5.1 From ideals to hereditary sets
For each ideal I ⊂ C∗(Λ, c; E), we construct a hereditary and relatively saturated subset HI
of vertices and a satiated subset BI of a subgraph Λ \ ΛH.
Definition 5.1.1. Let (Λ, d) be a finitely aligned k-graph. Let E ⊂ FE(Λ). Define a relation
≤ on Λ0 by v ≤ w if and only if vΛw 6= ∅.
(1) A set H ⊂ Λ0 is hereditary if v ∈ H, w ∈ Λ0 and v ≤ w imply w ∈ H.
(2) A set H ⊂ Λ0 is saturated relative to E if E ∈ E and s(E) ⊂ H implies that r(E) ∈ H.
Lemma 5.1.2 (cf. [19], Lemma 3.3). Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T)
and let E ⊂ FE(Λ). Suppose that I ⊂ C∗(Λ, c; E) is an ideal. Define
HI :=
{
v ∈ Λ0 : sE(v) ∈ I
}
.
Then HI is hereditary and saturated relative to E.
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Proof. To see that HI is hereditary suppose that v ∈ HI and w ∈ Λ0 with v ≤ w. There is
λ ∈ Λ such that s(λ) = w and r(λ) = v. As sE(v) ∈ I, we have
sE(w) = sE(λ)∗sE(λ) = sE(λ)∗sE(r(λ))sE(λ) = sE(λ)∗sE(v)sE(λ) ∈ I.
So HI is hereditary.
To see that HI is saturated relative to E , suppose that E ∈ E satisfies s(E) ⊂ HI . We
will show that r(E) ∈ HI . The set ∨E ⊂ r(E)Λ \ Λ0 is finite and satisfies E ⊂ ∨E by
Lemma 4.3.7. So ∨E ∈ E by (S1). By Lemma 3.4.8 we have Q(sE)∨E = 0. As ∨E is closed
under minimal common extensions, by Definition 4.3.6, it follows from Proposition 4.3.4 that
sE(r(E)) = sE(r(∨E)) = Q(sE)∨E +
∑
λ∈∨E
Q(sE)∨Eλ =
∑
λ∈∨E
Q(sE)∨Eλ . (5.1)
Since I is an ideal, it suffices to show that λ ∈ ∨E implies Q(sE)∨Eλ ∈ I. Fix λ ∈ ∨E. Then
λ = µµ′ for some µ ∈ E and hence s(µ) ≤ s(λ). SinceHI is hereditary and s(µ) ∈ s(E) ⊂ HI ,
it follows that s(λ) ∈ HI . So sE(s(λ)) ∈ I. Then
Q(sE)∨Eλ = sE(λ)sE(s(λ))sE(λ)
∗ ∏
λλ′∈∨E
d(λ′)>0
(sE(λ)sE(λ)∗ − sE(λλ′)sE(λλ′)∗)
belongs to I. Now (5.1) implies that r(E) ∈ HI .
Lemma 5.1.3 ([19], Lemma 4.1). Let (Λ, d) be a finitely aligned k-graph and let E ⊂ FE(Λ).
Let H ⊂ Λ0 be hereditary. Then (Λ \ ΛH, d|Λ\ΛH) is a finitely aligned k-graph.
Proof. First we check the factorisation property for (Λ \ ΛH, d|Λ\ΛH). Fix λ ∈ Λ \ ΛH and
suppose that d(λ) = m + n. By the factorisation property for Λ, there are unique µ, ν ∈ Λ
such that d(µ) = m, d(ν) = n and λ = µν. Since s(ν) = s(λ) /∈ H we have ν ∈ Λ \ ΛH. As
H is hereditary and r(ν) ≤ s(ν) /∈ H we have r(ν) /∈ H. But s(µ) = r(ν) /∈ H, which implies
that µ ∈ Λ \ ΛH. Hence Λ \ ΛH has the factorisation property. To see that the k-graph
Λ \ΛH is finitely aligned note that (Λ \ΛH)min(λ, µ) ⊂ Λmin(λ, µ) for all λ, µ ∈ Λ \ΛH.
Definition 5.1.4. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂
FE(Λ). Let H ⊂ Λ0 and I ⊂ C∗(Λ, c; E) be an ideal. Define
EH :=
{
E \ EH : E ∈ E and r(E) /∈ H}
CHAPTER 5. GAUGE-INVARIANT IDEALS 98
and
BI :=
{
E ∈ FE(Λ \ ΛHI) : Q(sE)E ∈ I
}
.
Lemma 5.1.5. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Suppose that H ⊂ Λ0 is hereditary and saturated relative to E. Then EH ⊂ FE(Λ \ ΛH).
Proof. Suppose that E ∈ EH . Since E ∈ EH , there exists F ∈ E such that E = F \ FH and
r(F ) /∈ H. We need to show that E ∈ FE(Λ \ ΛH). Since H is saturated relative to E , we
have s(F ) * H, which implies that E = F \ FH 6= ∅. Fix µ ∈ r(E)Λ \ ΛH. We will show
that ExtΛ\ΛH(µ;E) 6= ∅.
We claim ExtΛ(µ;F ) \ ΛH = ExtΛ\ΛH(µ;E). If λ ∈ ExtΛ\ΛH(µ;E), then λ = µµ′ = νν ′
for some ν ∈ E where (µ′, ν ′) ∈ Λmin(µ, ν) and s(λ) /∈ H. As H is hereditary and s(ν) ≤ s(λ),
we have s(ν) /∈ H. Hence ν ∈ F , and so λ ∈ ExtΛ(µ;F ) \ΛH. For the reverse containment,
suppose λ ∈ ExtΛ(µ;F )\ΛH. Then λ = µµ′ = νν ′ for some ν ∈ F where (µ′, ν ′) ∈ Λmin(µ, ν)
and s(λ) /∈ H. As H is hereditary and s(ν) ≤ s(λ), we have s(ν) /∈ H. Hence ν ∈ E, and so
λ ∈ ExtΛ\ΛH(µ;E).
So it suffices to show ExtΛ(µ;F ) \ ΛH 6= ∅. If µ ∈ FΛ, then s(µ) ∈ ExtΛ(µ;F ) \ ΛH,
and so ExtΛ(µ;F ) \ ΛH 6= ∅. So suppose µ /∈ FΛ. By (S2), we have ExtΛ(µ;F ) ∈ E ,
and ExtΛ(µ;F ) 6= ∅. Since H is saturated relative to E and r (ExtΛ(µ;F )) = s(µ) /∈ H,
we have s (ExtΛ(µ;F )) * H; that is, there is λ ∈ ExtΛ(µ;F ) with s(λ) /∈ H. Hence
ExtΛ(µ;F ) \ ΛH 6= ∅.
Lemma 5.1.6. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Suppose that I ⊂ C∗(Λ, c; E) is an ideal. Then BI ⊂ FE(Λ \ ΛHI) is satiated.
Proof. Let Γ := Λ \ ΛHI . To see that BI is satiated we will repeatedly apply Lemma 3.4.6
and use that I is an ideal. For (S1), suppose that G ∈ BI and E ⊂ r(G)Γ \ Γ0 is finite with
G ⊂ E. Then as Q(sE)G ∈ I, we have
Q(sE)E = Q(sE)GQ(sE)E\G ∈ I.
So E ∈ BI . For (S2), suppose that G ∈ BI with r(G) = v and µ ∈ vΓ \ GΓ. Lemma 3.4.6
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implies that
Q(sE)Ext(µ;G) = sE(µ)∗Q(sE)GsE(µ) ∈ I.
So Ext(µ;G) ∈ BI . For (S3), suppose that G ∈ BI , 0 < nλ ≤ d(λ) for each λ ∈ G. Set
E = {λ(0, nλ) : λ ∈ G}. Then Lemma 3.4.6 implies that Q(sE)E ≤ Q(sE)G. Hence
Q(sE)E = Q(sE)EQ(sE)G ∈ I.
So E ∈ BI . For (S4), suppose that G ∈ BI , G′ ⊂ G and G′λ ∈ s(λ)BI for each λ ∈ G′. Put
E = (G \G′)∪ (⋃λ∈G′ λG′λ). We need to show that Q(sE)E ∈ I. Lemma 3.4.5 implies that
for each λ ∈ G′, we have
sE(r(G))− sE(λ)sE(λ)∗ + sE(λ)Q(sE)G′λsE(λ)∗ =
∏
µ∈G′λ
(sE(r(G))− sE(λµ)sE(λµ)∗) . (5.2)
Let qI : C
∗(Λ, c; E)→ C∗(Λ, c; E)/I be the quotient map. For each λ ∈ G′ we have G′λ ∈ BI
and so Q(sE)G
′
λ ∈ I. Applying the quotient map to (5.2) gives
qI (sE(r(G))− sE(λ)sE(λ)∗) = qI
∏
µ∈G′λ
(sE(r(G))− sE(λµ)sE(λµ)∗)

for each λ ∈ G′. The definition of E implies that
qI
(
Q(sE)E
)
= qI
(
Q(sE)G\G
′
) ∏
λ∈G′
qI
∏
µ∈G′λ
(sE(r(G)− sE(λµ)sE(λµ)∗)

= qI
(
Q(sE)G\G
′
) ∏
λ∈G′
qI (sE(r(G))− sE(λ)sE(λ)∗)
= qI
(
Q(sE)G
)
= 0,
since Q(sE)G ∈ I. So Q(sE)E ∈ I and hence E ∈ BI .
Lemma 5.1.7. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Suppose that I ⊂ C∗(Λ, c; E) is an ideal. Then EHI ⊂ BI .
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Proof. Suppose that E ∈ EHI . By Lemma 5.1.5 we have E ∈ FE(Λ \ΛHI), and so it suffices
to show that Q(sE)E ∈ I. By definition of EHI , there is F ∈ E such that E = F \ FHI and
r(F ) /∈ HI . Since F ∈ E we have Q(sE)F = 0, and so
0 = Q(sE)F = Q(sE)EQ(sE)FHI = Q(sE)E
∏
λ∈FHI
(sE (r(FHI))− sE(λ)sE(λ∗)) . (5.3)
Let qI : C
∗(Λ, c; E) → C∗(Λ, c; E)/I be the quotient map. Note that λ ∈ FHI implies
s(λ) ∈ HI , which in turn implies that sE(s(λ)) ∈ I, by definition of HI . Hence for λ ∈ FHI
we have
qI(sE(λ)sE(λ)∗) = qI (sE(λ)sE(s(λ))sE(λ)∗) = 0.
Applying the quotient map qI to (5.3) we have
0 = qI
(
Q(sE)E
) ∏
λ∈FHI
(qI (sE (r(FHI)))− qI (sE(λ)sE(λ∗)))
= qI
(
Q(sE)E
)
qI (sE (r(FHI)))
= qI
(
Q(sE)EsE (r(FHI))
)
= qI
(
Q(sE)E
)
since r(FHI) = r(E).
So Q(sE)E ∈ ker qI = I.
5.2 Quotients of twisted relative Cuntz-Krieger alge-
bras
Given a hereditary and relatively saturated subset H and a satiated subset B ⊂ FE(Λ\ΛH),
we construct a gauge-invariant ideal IH,B. Using the gauge-invariant uniqueness theorem, we
show that C∗(Λ, c; E)/IH,B is a canonically isomorphic to a twisted relative Cuntz-Krieger
algebra of a subgraph.
Definition 5.2.1. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂
FE(Λ). Let H ⊂ Λ0 be hereditary and let B ⊂ FE(Λ \ ΛH). We define IH,B to be the ideal
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in C∗(Λ, c; E) generated by
{sE(v) : v ∈ H} ∪
{
Q(sE)E : E ∈ B
}
.
Observe that if Γ is a k-subgraph of Λ and if c ∈ Z2(Λ,T), then c|Γ∗2 is a 2-cocycle for
Γ, where Γ∗2 = {(λ, µ) ∈ Γ× Γ : s(λ) = r(µ)}; that is, c|Γ∗2 ∈ Z2(Γ,T). For convenience we
write c for c|Γ∗2 .
Lemma 5.2.2. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Let H ⊂ Λ0 be hereditary and saturated relative to E. Suppose that B ⊂ FE(Λ \ ΛH) is
satiated and satisfies EH ⊂ B. Suppose that {tλ : λ ∈ Λ \ ΛH} is a relative Cuntz-Krieger
(Λ \ ΛH, c;B)-family. For λ ∈ Λ \ ΛH, let sλ = tλ, and for λ ∈ ΛH, let sλ = 0. Then
{sλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ, c; E)-family. There is a unique homomorphism
pi : C∗(Λ, c; E)→ C∗(Λ \ ΛH, c;B) determined by
pi(sE(λ)) =
sB(λ) if λ ∈ Λ \ ΛH0 if λ ∈ ΛH. (5.4)
We then have
v ∈ H if and only if sE(v) ∈ kerpi; and (5.5)
E ∈ B if and only if Q(sE)E ∈ kerpi. (5.6)
Proof. We check axioms (TCK1) to (TCK4) and (CK) for {sλ : λ ∈ Λ}. The set{
tv : v ∈ (Λ \ ΛH)0
}
is a collection of mutually orthogonal projections and 0 is a projection satisfying 0tv = 0
for any v ∈ Λ0. So {sv : v ∈ Λ0} is a collection of mutually orthogonal projections. This
gives (TCK1).
For (TCK2) we show
sλsµ = c(λ, µ)sλµ whenever s(λ) = r(µ). (5.7)
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Fix λ, µ ∈ Λ satisfying s(λ) = r(µ). If s(µ) ∈ H then both sides of (5.7) are zero. So suppose
s(µ) /∈ H. Since H is hereditary and s(λ) ≤ s(µ) we have s(λ) /∈ H. So
sλsµ = tλtµ = c(λ, µ)tλµ = c(λ, µ)sλµ.
For (TCK3), if λ ∈ Λ \ ΛH then s∗λsλ = t∗λtλ = ts(λ) = ss(λ). If λ ∈ ΛH then s(λ) ∈ ΛH.
Thus, s∗λsλ = 0 = ss(λ).
For (TCK4) we must check that sλs
∗
λsµs
∗
µ =
∑
σ∈MCEΛ(λ,µ) sσs
∗
σ for each λ, µ ∈ Λ. Suppose
that λ ∈ ΛH or that µ ∈ ΛH. Then sλs∗λsµs∗µ = 0. As H is hereditary, σ ∈ MCEΛ(λ, µ)
implies σ ∈ ΛH. Hence ∑σ∈MCE(λ,µ) sσs∗σ = 0. Now suppose that λ, µ ∈ Λ \ ΛH. Then
sλs
∗
λsµs
∗
µ = tλt
∗
λtµt
∗
µ =
∑
σ∈MCEΛ\ΛH(λ,µ)
tσt
∗
σ =
∑
σ∈MCEΛ\ΛH(λ,µ)
sσs
∗
σ =
∑
σ∈MCEΛ(λ,µ)
sσs
∗
σ.
This gives (TCK4).
We check (CK). Suppose that E ∈ E ; we must show that Q(s)E = 0. If r(E) ∈ H, then
Q(s)E = sr(E)Q(s)
E. So suppose that r(E) /∈ H. Then
Q(s)E =
∏
λ∈E
(
sr(E) − sλs∗λ
)
=
∏
λ∈E\EH
(
tr(E) − tλt∗λ
) ∏
µ∈EH
(
tr(E) − 0
)
= Q(t)E\EH (5.8)
Since E \ EH ∈ EH ⊂ B, (5.8) implies that Q(s)E = 0.
We now show there is a unique homomorphism pi : C∗(Λ, c; E) → C∗(Λ \ ΛH, c;B)
satisfying (5.4). Write {sB(λ) : λ ∈ Λ \ ΛH} for the universal generating family of C∗(Λ \
ΛH, c;B). For λ ∈ Λ \ ΛH, let sλ = sB(λ), and for λ ∈ ΛH, let sλ = 0. The first part
of the Lemma implies that {sλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ, c; E)-family. By the
universal property for C∗(Λ, c; E) there is a unique homomorphism
piEs : C
∗(Λ, c; E)→ C∗ ({sλ : λ ∈ Λ}) = C∗(Λ \ ΛH, c;B)
satisfying piEs (sE(λ)) = sλ for each λ ∈ Λ. So the homomorphism pi := piEs satisfies (5.4).
We now check (5.5). If v ∈ H then pi(sE(v)) = 0 by (5.4). Conversely, if v /∈ H then
Theorem 3.4.16 implies that pi(sE(v)) = sB(v) 6= 0. We now check (5.6). If E ∈ FE(Λ \ΛH)
then
pi
(
Q(sE)E
)
= Q(sB)E.
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Theorem 3.4.16 implies that for E ∈ FE(Λ \ ΛH) we have E ∈ B if and only if Q(sB)E = 0,
and (5.6) follows.
Lemma 5.2.3. Let A be a C∗-algebra and let X ⊂ A. Let IX denote the ideal generated by
X, as in Lemma 3.3.6. Suppose that G is a compact abelian group and that α : G→ Aut(A)
is a group action. If αg(x) = x for all x ∈ X and g ∈ G, then αg(IX) = IX for each g ∈ G;
that is, IX is α-invariant.
Proof. By Lemma 3.3.6 IX = span{bxc : b, c ∈ A, x ∈ X}. For any b, c ∈ A, g ∈ G and
x ∈ X, we have αg(bxc) = αg(b)xαg(c) ∈ IX . Since αg is linear and continuous, we have
αg(IX) ⊂ IX for each g ∈ G. Since IX = αg (αg−1(IX)) ⊂ αg(IX), we have IX = αg(IX).
Theorem 5.2.4. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
Let H ⊂ Λ0 be hereditary and saturated relative to E. Suppose that B ⊂ FE(Λ \ ΛH) is
satiated and that EH ⊂ B. Then {sE(λ) + IH,B : λ ∈ Λ \ ΛH} is a relative Cuntz-Krieger
(Λ \ ΛH, c;B)-family in C∗(Λ, c; E)/IH,B. The canonical homomorphism
piBsE+IH,B : C
∗(Λ \ ΛH, c;B)→ C∗(Λ, c; E)/IH,B
is an isomorphism.
Proof. First we check axioms (TCK1) to (TCK4) and (CK) for {sE(λ) + IH,B : λ ∈ Λ \ ΛH}.
Relations (TCK1),(TCK2) and (TCK3) follow immediately since the quotient map q :
C∗(Λ, c; E)→ C∗(Λ, c; E)/IH,B is a homomorphism. For (TCK4), fix λ, µ ∈ Λ\ΛH. We have
q (sE(λ)) q (sE(λ))
∗ q (sE(µ)) q (sE(µ))
∗ =
∑
σ∈MCEΛ(λ,µ)
q (sE(σ)) q (sE(σ)∗) .
If σ ∈ MCEΛ(λ, µ) \MCEΛ\ΛH(λ, µ) then s(σ) ∈ H. So sE(s(σ)) ∈ IH,B, which implies that
sE(σ)sE(σ)∗ = sE(σ)sE(s(σ))sE(σ)∗ ∈ IH,B. Hence
q (sE(λ)) q (sE(λ))
∗ q (sE(µ)) q (sE(µ))
∗ =
∑
σ∈MCEΛ\ΛH(λ,µ)
q (sE(σ)) q (sE(σ)∗) .
It remains to check (CK). If E ∈ B then Q(sE)E ∈ IH,B. Hence Q(sE)E + IH,B = 0. We have
shown that {sE(λ) + IH,B : λ ∈ Λ \ ΛH} is a relative Cuntz-Krieger (Λ \ ΛH, c;B)-family in
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C∗(Λ, c; E)/IH,B. We now aim to use the gauge-invariant uniqueness theorem, Theorem 4.6.1,
to see that piBsE+IH,B is an isomorphism.
Let γ denote the gauge action on C∗(Λ, c; E). For v ∈ H and E ∈ B, we have γz(sE(v)) =
sE(v) and γz(Q(sE)E) = Q(sE)E for each z ∈ Tk. Lemma 5.2.3 implies that IH,B ⊂ C∗(Λ, c; E)
is invariant under the gauge action. Hence there exists an action θ of Tk on C∗(Λ, c; E)/IH,B
satisfying θz (sE(λ) + IH,B) = zd(λ)sE(λ) + IH,B for each z ∈ Tk. We claim that
(1) sE(v) + IH,B 6= 0 for each v ∈ (Λ \ ΛH)0 = Λ0 \H, and
(2) Q(sE)E + IH,B 6= 0 for each E ∈ FE(Λ \ ΛH) \ B.
Let pi : C∗(Λ, c; E)→ C∗(Λ \ΛH, c;B) be the homomorphism from Lemma 5.2.2. Equations
(5.5) and (5.6) imply that
{sE(v) : v ∈ H} ∪
{
Q(sE)E : E ∈ B
} ⊂ kerpi.
Lemma 3.3.6 implies IH,B ⊂ kerpi. If v /∈ H, then (5.4) and (5.5) imply that sB(v) =
pi (sE(v)) 6= 0. If E ∈ FE(Λ\ΛH)\B then (5.4) and (5.6) imply that Q(sB)E = pi
(
Q(sE)E
) 6=
0.
Since B is satiated, the gauge-invariant uniqueness theorem, Theorem 4.6.1, implies that
piBsE+IH,B is an isomorphism.
5.3 Gauge-invariant ideals of the twisted relative Cuntz-
Krieger algebras
Definition 5.3.1. Let (Λ, d) be a finitely aligned k-graph and let E ⊂ FE(Λ). Let SHE × S(Λ)
be set of all pairs (H,B) where H ⊂ Λ0 is hereditary and saturated relative to E, and
B ⊂ FE(Λ \ ΛH) is satiated with EH ⊂ B.
Theorem 5.3.2. Let (Λ, d) be a finitely aligned k-graph, let c ∈ Z2(Λ,T) and let E ⊂ FE(Λ).
The map (H,B) 7→ IH,B is a bijection between SHE × S(Λ) and the gauge-invariant ideals of
C∗(Λ, c; E).
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Proof. First we check that (H,B) 7→ IH,B is surjective. Fix a gauge-invariant ideal I ⊂
C∗(Λ, c; E). We claim IHI ,BI = I. We have IHI ,BI ⊂ I by definition. Hence there is a
well-defined homomorphism pi from C∗(Λ, c; E)/IHI ,BI onto C∗(Λ, c; E)/I such that sE(λ) +
IHI ,BI 7→ sE(λ) + I for each λ ∈ Λ. The set HI is hereditary and saturated relative to
E by Lemma 5.1.2. The set BI ⊂ FE(Λ \ ΛHI) is satiated by Lemma 5.1.6 and satisfies
EHI ⊂ BI by Lemma 5.1.7. Theorem 5.2.4 implies that ρ := piBIsE+IHI,BI : C
∗(Λ\ΛHI , c;BI)→
C∗(Λ, c; E)/IHI ,BI is an isomorphism. Since
(pi ◦ ρ) (sBI (λ)) = sE(λ) + I (5.9)
for each λ ∈ Λ \ΛHI , {sE(λ) + I : λ ∈ Λ \ ΛHI} is a relative Cuntz-Krieger (Λ \ΛHI , c;BI)-
family. The uniqueness clause in Theorem 3.3.7 implies that piBIsE+I = pi ◦ ρ.
Suppose v ∈ Λ satisfies sE(v)+I = 0. Then sE(v) ∈ I and so v ∈ HI by definition. Thus,
v ∈ (Λ \ ΛHI)0 implies sE(v) + I 6= 0. Suppose E ∈ FE(Λ \ ΛHI) satisfies Q(sE)E + I = 0.
Then Q(sE)E ∈ I and so E ∈ BI by definition. Hence, E ∈ FE(Λ \ ΛHI) \ BI implies
Q(sE) + I 6= 0.
Since I is gauge-invariant, there exists an action θ on C∗(Λ, c; E)/I satisfying θz : sE(λ)+
I 7→ zd(λ)sE(λ)+I for each λ ∈ Λ\ΛHI and z ∈ Tk. The gauge-invariant uniqueness theorem,
Theorem 4.6.1 implies that piBIsE+I = pi ◦ ρ is an isomorphism. Hence pi : C∗(Λ, c; E)/IHI ,BI →
C∗(Λ, c; E)/I is an isomorphism and the diagram
C∗(Λ, c; E)
C∗(Λ, c; E)/IH,BI C∗(Λ, c; E)/I
q1 q2
pi
commutes, where q1 and q2 denote the quotient maps. If a ∈ ker q1 then q2(a) = pi (q1(a)) = 0.
So ker q1 ⊂ ker q2. A similar calculation shows the reverse containment. So IH,BI = ker q1 =
ker q2 = I.
Now we check that (H,B) → IH,B is injective. Fix (H,B) ∈ SHE × S(Λ). We will show
that H = HIH,B and B = BIH,B . The containments H ⊂ HIH,B and B ⊂ BIH,B follow by
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definition.
If v ∈ HIH,B then sE(v) ∈ IH,B. The map piBsE+IH,B : C∗(Λ \ ΛH, c;B) → C∗(Λ, c; E)/IH,B
is an isomorphism by Theorem 5.2.4. It follows that sB(v) = 0. Since B is satiated Theo-
rem 3.4.16 implies sB(v) 6= 0 for all v ∈ (Λ \ ΛH)0. Hence v ∈ H. So H = HIH,B .
Now suppose that E ∈ BIH,B ⊂ FE(Λ\ΛHIH,B) = FE(Λ\ΛH). Then Q(sE)E ∈ IH,B. We
have piBsE+IH,B
(
Q(sB)E
)
= Q(sE)E + IH,B = 0. As pisE+IH,B is injective Q(sB)
E = 0. Since B
is satiated, Theorem 3.4.16 implies that E ∈ B. So B = BIH,B .
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