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Abstract With the recent advance in parallel processing computers, it is important to develop a
library of computational procedures which can be applied one after the other to obdurate problems
in an adaptive fashion. The methods of differential and integral quadrature are discussed and are
shown to be such powerful computational procedures. To illustrate the approach, these methods.
combined with other numerical procedures such as spline, are applied to system identification and
radiative transfer.
I. INTRODUCTION
It is essential in many areas of science to be able to obtain numerical solutions of equations.
Only in this way can one test hypotheses against observations.
Since numerical solution is never routine, it is important to develop a library of methods
which can be applied one after the other to obdurate problems in adaptive fashion. With
the new parallel processing computers it is reasonable to think of applying them simul-
taneously, with one reinforcing the other. All of this, in the vein of computing as a control
process, is discussed by Bellman[l, 2].
In addition to developing powerful procedures of universal applicability which can be
used and developed by professional mathematicians, we need to create methods which
work well in carefully selected domains, and which can be readily learnt and used by pro-
fessionals in other fields, such as physicists, engineers, economists, biologists, etc.
We wish to show in the following that methods of this type do exist. Quadrature tech-
nique, both integral and differential, is one example. The application of these techniques
to some problems in radiative transfer and some questions of identification of systems will
be discussed. Further details will be found in the references listed at the end of the article.
2. I N VA RIANT 1M BEDDING A NO RADIATION TRANSFER
The linear Boltzmann equation for radiative transfer through a plane parallel
with isotropic scattering properties takes the form
aN CflIl a + oN = - N(x, 11') du',x 2 -I
slab
(I)
with typical boundary conditions
N( - b, 11) = g(Il),
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Despite its linearity and deceptive simplicity, the equation poses considerable analytic
and computational obstacles: see for example Wing[3].
For a number of reasons, both mathematical and astrophysical, there are advantages to
introducing the function
Riu, 1I, x) = the flux reflected from a plane-parallel slab at an angle cos- 1 v due (1)
to an incident unit intensity at angle cos - I 1I. -
(4)
__I r·.Rx + (~ + ~} RJ = [I},(x) U u
A straightforward invariant imbedding argument shows that R satisfies the nonlinear
partial differential-integral equation
If 1 dll 'J [If' tlV']+ - Ri ».u', .v) r: x I + - R(v', 1I, x ) - -;- ,
2 0 1I 2 0 F
with the initial value condition
Ri», 1I, 0) = O. (5)
In order to obtain an equation amenable to the digital computer, we use a quadrature
technique which we will discuss in Section 3.
Once the reflection function R is computed we can easily calculate the diffuse reflected
intensity from the slab for any incident parallel beam.
The plane slab may be bounded at the bottom by a reflector of the Lambert law type. In
that case the reflection function obeys a differential equation which is the same as equat ion
(4). However, the initial condition (5) is altered as
R(v. u : x: A) = 4n AlIU, (6 )
where A is the albedo of the reflector. It is demonstrated by Bellman et al.[4] that we can
write down a zero initial value equation for R( l' , u:x: A) which is related to the total flux
R as
_ (I I)Rir;« : x ; A) = Rio.u :« ; A) + 4 Alir exp - x - + ~
V II
R(v, 1I : x : A) satisfies the equation
(7)
oR (I ')-:i-(v.lI: x : A)+ - + - R(v:lI : x: A)
uX v u
[ If 1 - til"]= A(X) 1 + 2 Au e- x /"E2(x ) + 2 0 Rio', II : X: A) 7
(8)
[
I If I - dU']x 1 + 2 A l' e- U E 2(x ) + ? R(v,lI' : x : A ) - -;-
- 0 1I _
with the initial condition
R(v.1I:0 :A ) = o. (9)
If a medium of optical thickness X l ' is adjoined to a medium of thickness X2 at the
bottom, and if the reflection function of the second medium given by R 2(v. 1I : x 2 ) is known.
then the reflection of the composite slab of thickness (x 1 + xJ can be obtained by solving
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an integro-differential equation of the Riccati type with a non-zero initial condition. How-
ever, as detailed in Ref. [5J, we split the total reflection function into two parts and write
(10)
The first-term on the right-hand side of equation (10) refers to the beam that suffers no
scatterings at all in the position x I of the medium. The second R satisfies the equation




In employing this method we are integrating over a range of thickness from 0 to Xl and
we need not know the transmission function relating to the first medium, as is necessary




where it is either impossible or impractical to obtain an explicit evaluation in terms of
standard functions of analysis. The classic problem is that of calculating an approximate
value for the integral in terms of a set of values of the integrand {f(x)}, i = 1,2, ... , N.
There are at least two problems here, dependent upon whether the values Xi are fixed in
ad vance or can be selected.
It is desirable to maintain the linearity of the functional and seek a formula of the type
II No f(x) dx ~ i~l wJ(xd,
where the coefficients WI' W 2, ... , WN are chosen expeditiously. Discussions of the choices
of the Xi and the Wi may be found in the literature. For a number of reasons the Gauss
quadrature formula is often used.
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4. ORDINARY DIFFERENTIAL EQUATIONS FOR R(I';.ul'x)
Returning to (I) and using the quadrature points r j . 1Ij • we obtain the approximate system
of ordinary differential equations for I;lx) = Riu]. I'j. .v), namely
I [d (1 1) l [ I \' w.. -][ 1 N W l
-.- - Ijlx) + -- + -:-- IJx) = I + )' I! IJx). 1 + - I _:k J~lx)
J.(x) dx 1Ij I j ~k=1 11k _ 2 k = l l k
with the initial condition
(16)
This method works extremely well in practice with N = 7.9, or 1L and yields good results
even for N = 5. See the Discussion and Tables in Ref. [6].
In the case of the homogeneous slab more elegant analysis. according to Chandrasekhar
[7J. provides a simpler and quicker procedure. In his book and other writings. Chandrasek-
har made extensive use of quadrature techniques and very effectively publicized this power-
ful procedure.
Let us point out that the "order-of-interaction,. analysis of Bellrnan-Ueno-Vasudevan
also provides a quicker approach in many cases. such as problems in radiation dosimetry
[8].
In many situations in radiation dosimetry. the passage of radiation through the human
body is governed by the transfer equation (see Ref. [-2, Vol. IJ). The internal intensities can
be computed by obtaining the reflection and transmission functions. For low energy
radiations passing through low atomic number material the number of scatterings the beam
suffers inside the medium may be small. especially if the thickness of the medium is small.
Motivated by these facts, we concentrate on the reflection function Ri», 11; x ; n) which
corresponds to the beam that has suffered exactly II scatterings inside the material. This
finite order of interaction function satisfies the differential equation
aR(r.1I;x;lI) (1 1)--~--.--~ + - +- Ri». 11: x : II)
ax I' 11
= A[i)(II. I) +IJ' R(r, 11'; .x: II _ I) ~l~'
2 () 11
If' d.:' I 1/- 2 J" du'
+)' R(r', 11: .v; II -- 1) -; + - I R(t,: u: x ; 11 - III - 1) ;-
_ () r 4 /lie I () U
I' d']X 0 R(r';1I;1Il)7
with the initial conditions
R(r.1I;x;lI) = 0 for 11 = 0,
(17)
(18)
R(r.u;O;II) = 0 for any II.
The equations (17) for any given number of II values can simultaneously be solved on the
computer. Also. one should note that each equation is linear. The total reflection function
is given by
I
Ri»: 11; x) = I R(r.1I; x: 11).
11=1
(19)
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(20)
However, in practical situations it is found adequate if we compute the order of interaction
functions up to small maximum value of n. For numerical results see Ref. [9].
5. TIME-DEPENDENT CASE
In a number of applications of transport theory, say astrophysics, nuclear engineering
and radiation dosimetry, it is important to study the corresponding time-dependent
process of which the foregoing represents the steady-state version.
The associated equation is rather awe-inspiring,
gx + (u- 1+ v- 1)(g, + g)
[
H(t) III , du' III, ,
= A - + - g(v, U , x, t) - + - g(v , u, x, t) dv
4v 2 0 u 2v 0
+ f drf g(v,u', x, t') dv,{l g,(v,u', x, t - r') d~I],
with typical boundary conditions
H(t) = 0, t < 0,
= I, t > O.
(21)
The time-derivative and the convolution term suggest the use of the Laplace transform.
If we set
[t». u, x, s) = 4vL(g),
we obtain the equation
Ix + (s + I)(u- l + v-1)fI 1II du' If 1 dv'
=..1. -+- f(v,u',x,S)-, +- f(v',u,x,s)--;-
s 2 0 u 2 0 V
SJ1f1 dV'dU'}+ "4 0 0 f(v', u, x, s)f(v, u', x, s)-;;; 7 '
(22)
(23)
with [i», U, 0, s) = O.
The original problem has thus been partitioned into two parts, the numerical solution
of the steady-state equation and a numerical inversion of the Laplace transform.
6. NUMERICAL INVERSION OF THE LAPLACE TRANSFORM
We anticipate a serious challenge in deriving a numerical procedure for the numerical
inversion of the Laplace transform since it is easy to see that the Laplace inverse is an
unstable linear operator (as discussed in Ref. [10]). In general, even in apparently simpler
situations, e.g. linear algebraic equations and linear differential equations with constant
coefficients, we encounter formidable roadblocks, "ill-conditioning" and "stiffness".
Actually, all these phenomena are closely related.
(24)
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In many important cases the instability of the inverse operation can be reduced by a
smoothing technique, such as that accorded to Tychonov (see Ref. [IIJ). The basic idea is
an important one. It is that of using a prior knowledge of the solution to simplify the
numerical solution. This also ties in with the concept of computing as an adaptive control
process.
There are many existing methods for numerical inversion. This is to be expected, since
we know in advance that no single method can work uniformly well. We shall present one
which has worked out well in a number of cases, and is quite easy to use.
Introduce a new variable of integration, x = ('-I. Then the integral equation L(u) = v(s)
becomes
fa' x'-lu(-logx)dx = v(s).
Writing g(x) = u( -log x), we may consider then that we begin with the deceptively simple
integral equation
fa' x'-lg(x)dx = v(s).
Applying the quadrature formula of (16.10.1), this leads to the approximate relation
v




If we now let s assume N different values, say s = L 2, ... , N, we obtain a linear system of
N equations for the N unknowns, g(xil, i = 1,2, ... , N,
IV
I Wi:<~(.X:;) = v(k + I),
i> 1
k = 0, L ... , N - I. (27)
Presumably, we can now employ a standard program for solving linear algebraic equa-
tions, say Gaussian elimination combined with a pivoting policy. We can anticipate,
however, serious difficulties. The instability of the Laplace inverse should manifest itself in
the ill-condition of the matrix (xn. It is clear that we can take w;g(x;) as the fundamental
variable so that the matrix of interest is (x7), a Vandermonde matrix.
7. EXPLICIT INVERSE Of (.\t)
The efficacy of the methods sketched above is greatly improved by the fact that we can
readily determine the inverse of the Vandermonde matrix (x7) in this case. Let us employ
for this a classical device due to Jacobi.
Consider the system of equations
N
I X7Yi = (lk'
i> 1
k = 0, I, 2, ... , N - L (28)
(29)
Multiply the kth equation by qk' a parameter as yet unspecified, and then add. The result is
I y;(Nf)qk(X7) = Nf (lkqk'
l ~ I k~O k=O
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Hence, setting
lV-I




I yJ(xJ = I ukqk·
i ~ 1 k= 0
The polynomial f(x) of degree N - I will be chosen expeditiously later.




f(xJ = 0, i#j, (32)
an orthogonality condition. With the qk == 4kj determined in this fashion, we have
lV-I
Yj = I Gk4kj·
k=O
(33)
Let us do this for each j. Then (qk) is the inverse of the matrix (xn. This method will
clearly work for any Vandermonde matrix. Unfortunately, the determination of the
required test polynomials, via the Lagrange interpolation formula, for example, and then
of the Qkj' can introduce a great amount of numerical inaccuracy which may destroy the
efficacy of the method.
In the present case, the fact that the Xi are the zeroes of the shifted Legendre polynomials
p~ means that the Lagrange interpolation formula assumes a particularly simple form,
namely
P~(x)
Ox) = )Pl*( )(x - Xl lV Xl




Until now we have considered integral equations which can be approximated by linear
algebraic or ordinary differential equations by the use of quadrature techniques. Let us
now indicate how the same general approach can be used to convert partial differential
equations into either algebraic or ordinary differential equations.
We can also use quadrature techniques to eliminate derivatives. Our aim is to replace a
derivative f'(x i) by a linear combination of the values f(x),j = 1,2, ... , N,
lV
f'(xJ = I wiJ(x).
j= 1
This approximation is called differential quadrature of order N and is valid for the case
where the function fIx) is a sufficiently smooth function of the variable x[2, 13]. In analogy
to the above approximation, we can also write similar approximate relations for a linear
differential operator L.
The coefficient matrix: W ij 1may be obtained in various ways. In general, the problem of
the determination of these coefficients can be stated as follows: given the N abscissas Xi and
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the corresponding values f(x i) in a finite interva l, d. write the relation
N
L f = I \\'J (x J + R f.
i = 1
(36)
where the remainder R] is a linear functional. Then find the constants \\" i j = II) X) in such
a way that the sum should approximate LI " best" in a certa in sense.
Let us now discuss two different procedures we can use to choose the coefficients. Firstly.
we can use the classical procedure which requires that the above formula be exact (i.e.
R] = 0) for any polynomi al f ix) of degree less than or equal to (N - I ). We can make use
of man y different polynom ials, depending on the function f (x), the bounda ry conditions
of the problem and the regions of interest. For example, in analog y to Lagrange inter-
pol ation we can consider a test function
(37)
where P~(x) is the shifted Legendre polynomial of order N . and Xi is a given root of this
function[12]. In other words. the above test function has the property that u i( x ) = 6i j .
Secondly. we can use the generalized approach ofSard in order to find the " best" approxi -
mat ion of order M to the function I (x) or to its der ivat ives, where I :::; M < N. The best
interpolation formula in the sense of Sard is the spline interpolation formula[ 14]. The
spline has pro ved to be an effect ive tool in the processes of interpolation and approxima te
integration. As a result of the stro ng convergence properties of these functions, we were
able to use them quite effectively in numerical differentiat ion.
The spline function S(x) can be defined as
and
i = 1... . . N, (38)
f [S(M)(X)]2 d.x = minimum.d (39)
where S(M)(X) is the A'/th derivative of the spline function S(x). For example. in different ial
quadrature techniques we can consider a complete set of unit cubic splines u;(.x) with M = 2.
and u;(.x) = bij' as a test function. The coefficients of unit spline in each subinterval can
be found recursively by dynamic programming[ 13. 15].
Having defined a test function ui(x) by one of the above procedures. the function f ix ) can
be expressed in the form
N
fix ) = I I lx;lU,(x).
i= 1
Therefore. the approxi mate formula (36) leads to
N N N




j = 1 j = 1 i = 1
(42)
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To test the efficiency of the above approach, we carried out a number of computational
experiments as listed in Refs. 112, 13, 16, 17]. Among those was the well known Burger's
equation
I; > 0, (43)
(43)
with a given initial condition which possesses an exact analytic solution. Both procedures
using polynomials and cubic splines resulted in moderately accurate results[12, 13]. How-
ever, the advantage of this method lies in the simplicity of the algorithms and the speed of
computation, especially in dealing with a highly nonlinear and difficult partial differential
equation. For example, this procedure produced excellent results for the Hodgkin-Huxley
equations of neurophysiology[17]. The results have opened the possibility of computer
experimentation in this field, where the actual laboratory experiments are very involved
and complex.
9. SYSTEM IDENTIFICATION
One important problem in applied mathematics is the identification or estimation of
parameters in functional equations. Consider the equation
dx
-d = [ix, p)t .
with initial condition
x(o) = c. (44)
Let us assume that although the above equations represent a certain physical system,
the parameters p and the initial conditions c are not known exactly and must be determined
from experimental data. In most practical situations, only x or a certain combination of
x at various t can be measured. Let the measured values be represented by
.:(t) = h(x, t) + (experimental errors). (45)
By using these experimental values, we wish to determine the unknown parameters p and
the exact initial values c. The least squares criterion can be used for the estimation. The
problem is to obtain the values of p and c so that the following least squares expression is
minimized
(46)
Since generally the parameters cannot be measured directly and the differential equations
cannot be solved analytically in most practical situations, it is not a simple matter to
estimate these parameters. Furthermore, even if the differential equation can be solved in
closed form, the solution is frequently nonlinear in the parameters. The estimation of
parameter from a set of nonlinear algebraic equations is not simply done.
Recently, techniques have been developed to estimate the parameters directly from the
differential equations. Some of these techniques are the use of quasilinearization, the use of
invariant imbedding, the use of differential quadrature, and the use of the various optimiza-
tion techniques[18-23]. Since the exact values for x can also be estimated, this problem
can also be treated as a problem in nonlinear filtering.
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One technique used frequently in the literature is quasilinearization. Here the estimation
problem is treated as a two-point or multi-point boundary-value problemj l S] The re-
sulting set of differential equations of the boundary-value type can be solved by quasi-
linearization. One difficulty of this approach is that the problem is frequently ill-conditioned
and cannot be solved. In the following we shall discuss a technique which overcomes this
ill-conditioned problem and appears to be a very powerful estimation technique. This
technique is based on the use of invariant imbedding and the method of characteristics [20],
For simplicity, let us assume that equations (43-45) are scalar equations. Furthermore,
let us define
(47)
Then equation (46) with hand: as scalars becomes
y(C j ) = J.
(48)
(49)
Using invariant imbedding, an expression for the final missing condition y(tj) can be
obtained. Let
y(a) = ric, a) (50)
(51)
where r(e, a) represents the missing final condition where the process ends at C = a and
x(a) = c. The invariant imbedding equation can be obtained easily
eric, a). or(e,a) 2
--- + [i«, a,p)---;;;~ = [hie, a) - :(a)] .
aa oc





fi;(~':~;)-=- z(a)J2 ' (52)
Integrating the left-side equation of equation (52), we have
c: = g(a j , p, h) (53)
where b is the integration constant. The right-side equation of equation (52) can also be
integrated and we obtain
r
a
ric, a) = Jo rh(e, a') - :(a')F da'. (54)
Combining equations (53) and (54), an equation with p as the only unknown is obtained.
Observe that the minimization of equation (54) is equivalent to the minimization of equa-
tion (46). Thus, by the use of a suitable search technique, the optimal estimate of p can be
obtained by integrating the resulting integral equation, Obviously, this approach can also
be extended to multidimensional cases. For a detailed discussion see Ref [20],
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