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Abstract
Evolutionary algorithms are applied as problem-independent optimization algorithms. They are
quite efficient in many situations. However, it is difficult to analyze even the behavior of simple
variants of evolutionary algorithms like the (1 + 1) EA on rather simple functions. Nevertheless,
only the analysis of the expected run time and the success probability within a given number of steps
can guide the choice of the free parameters of the algorithms. Here static (1 + 1) EAs with a fixed
mutation probability are compared with dynamic (1+1) EAs with a simple schedule for the variation
of the mutation probability. The dynamic variant is first analyzed for functions typically chosen
as example-functions for evolutionary algorithms. Afterwards, it is shown that it can be essential
to choose the suitable variant of the (1 + 1) EA. More precisely, functions are presented where
each static (1 + 1) EA has exponential expected run time while the dynamic variant has polynomial
expected run time. For other functions it is shown that the dynamic (1 + 1) EA has exponential
expected run time while a static (1 + 1) EA with a good choice of the mutation probability has
polynomial run time with overwhelming probability.
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The design and analysis of problem-specific optimization algorithms is a well-
established subject. Many tools for the analysis of deterministic or randomized algorithms
have been presented and applied. General randomized search heuristics (like simulated
annealing or evolutionary algorithms) are problem-independent optimization algorithms.
The idea is to design optimization algorithms, which are robust, i.e., they have a good,
although not optimal behavior for many of the “typical problems”. Nevertheless, it is quite
obvious that a problem-specific algorithm will outperform a problem-independent search
heuristic. Therefore, it is useful to add problem-specific modules to search heuristics when
applying them to problems with a known structure.
However, some people underestimate the need for randomized search heuristics. In the
following two scenarios, randomized search heuristics are a good choice. If a company
has to solve an optimization problem where no problem-specific algorithm is known, there
are often not enough resources (time, money, experts) to design a problem-specific algo-
rithm and it is better to apply a randomized search heuristic. The second scenario is called
black-box optimization. This is the case in many engineering applications. There is no full
information about the problem instance since, e.g., some parameters are unknown. This
excludes problem-specific algorithms but randomized search heuristics are applicable in
this scenario. For details of this scenario see Droste et al. [7].
Hence, we claim that it is necessary to analyze the behavior of randomized search
heuristics on selected problems in order to understand their advantages and disadvantages.
We do not claim that these randomized search heuristics in their pure form outperform
problem-specific algorithms. We concentrate on the maximization of discrete or pseudo-
Boolean functions f : {0,1}n →R and we analyze the dynamic (1+1) EA which is defined
in the following way.
Algorithm 1. Dynamic (1 + 1) EA for functions f : {0,1}n →R.
1. Choose a sequence pt(n) ∈ (0,1/2) called mutation probabilities for step t .
2. Choose x ∈ {0,1}n uniformly at random. Set t = 1.
3. Let y be the result of flipping each bit in x independently with probability pt(n) (mu-
tation).
4. If f (y) f (x), set x := y (selection).
5. Increase t by 1.
6. Stop if some stopping criterion is fulfilled. Otherwise, continue at step 3.
We do not specify a stopping criterion since we investigate the dynamic (1 + 1) EA as
infinite stochastic process which never stops. The dynamic (1 + 1) EA can be generalized
to a dynamic (μ+ λ) EA. Then μ search points are stored. In order to create λ new search
points (called children) we have to choose λ parents from the μ existing search points
(with possible repetitions). Since there are many selection procedures for this step, we do
not describe the dynamic (μ + λ) EA in detail. In any case, the λ best search points of
the multiset of parents and children are chosen to be stored (to build the next generation).
There has to be a rule to break ties.
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size 1. Since a new string y replaces the old string x only if f (y) f (x), the (1 + 1) EA
can be viewed also as a randomized hill-climber. However, the (1 + 1) EA uses mutation
as its search procedure. Then each string has a positive probability of being created and the
(1 + 1) EA cannot get stuck in a local optimum.
Let Xf be the random variable describing the first point of time where the current
search point x is optimal with respect to f . The expected run time is the mean E(Xf )
of Xf and the success probability Prob(Xf  t) describes the probability of having found
the optimum within t steps. If Prob(Xf  q1(n)) 1/q2(n) for polynomials q1 and q2 and
E(Xf ) grows exponentially, the multi-start variant of the (1 + 1) EA where polynomially
many runs of the (1 + 1) EA are performed independently in parallel has a good behavior.
If pt (n) does not depend on t , the (1 + 1) EA is called static. The special case where
pt (n) = 1/n has been investigated intensively by Mühlenbein [12] for ONEMAX (the
functions are defined later), Rudolph [13] for many functions, Garnier, Kallel, and Schoe-
nauer [9] for the function which is constant with the exception of a unique global opti-
mum, Droste, Jansen, and Wegener [6] for all linear functions, Wegener and Witt [15] for
quadratic functions, and Droste, Jansen, and Wegener [4] for LO (Leading Ones) and path
functions.
The analysis of the dynamic (1+1) EA is more difficult, since different mutation proba-
bilities offer new possibilities to approach the optimum or to get trapped. Dynamic variants
have been investigated in the case of functions f :Rn →R (Beyer [3], Rudolph [13]) where
it seems to be necessary to decrease the length of steps when approaching the optimum.
More general schedules to change the mutation probability are discussed by Bäck [1,2].
The following schedule for the mutation probabilities will be analyzed in this paper. We
assume that n 3.
Definition 2. The schedule of mutation probabilities (pt (n))t1 is defined by pt (n) :=
2t∗/n where t∗ ≡ (t − 1) mod (logn − 1).
We do not claim that our schedule is in some sense optimal. However, it is a reasonable
choice. Its analysis offers the possibility to consider all positive and negative effects of
dynamic (1 + 1) EAs and this is the main purpose of our paper.
The choice of the schedule is motivated as follows. The mutation probability 1/n has
the property that the expected number of flipping bits equals 1. Much smaller mutation
probabilities imply that in many steps no bit flips. For the mutation probability 1/2 a ran-
dom string is created and for larger mutation probabilities the expected number of flipping
bits is larger than 1/2. Hence, it makes sense to choose pt(n) ∈ [1/n,1/2). The motivation
for our geometric schedule is the experience that small mutation probabilities are more
useful.
This paper is based on the conference papers [5] and [11]. The result in Section 5 is
new and the result in Section 6 is proved for simpler functions. In Section 2, we define the
functions investigated in the Sections 2, 3, and 4 and prove some simple upper bounds on
the expected run time of the dynamic (1 + 1) EA.
In Section 3, we investigate the behavior of the dynamic (1 + 1) EA on a function
where the simple methods from Section 2 lead to bounds which are far from optimal. The
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obtain good bounds it is necessary to prove that these steps are wasted, but do not have too
many bad implications. In Section 4, we present some lower bounds proving that several
of our upper bounds are asymptotically optimal. In the remaining two sections we discuss
extreme examples.
In Section 5, we present functions where the expected run time of each static (1 + 1)
EA is exponential and the expected run time of the dynamic (1 + 1) EA is polynomi-
ally bounded. In Section 6, we prove that the dynamic (1 + 1) EA can get trapped. More
precisely, we present functions where the expected run time of the dynamic (1 + 1) EA
is exponential and where the success probability of the static (1 + 1) EA with mutation
probability 1/n is polynomially bounded with overwhelming probability.
2. Simple upper bounds
First we introduce the functions considered in the Sections 2, 3, and 4. A function
f : {0,1}n →R is a degree-k function with N non-zero terms if it can be represented as
f (x) =
∑
1iN
wi
∏
j∈Bi
xj ,
where wi ∈ R \ {0} and the sizes of the sets Bi ⊆ {1, . . . , n} are bounded above by k.
Degree-1 functions are called linear. We consider two special linear functions namely
ONEMAX(a) = a1 + · · · + an where all weights wi are equal to 1 and BIN (binary value)
defined by
BIN(a) = a12n−1 + a22n−2 + · · · + an
which has extremely different weights, i.e., bit i is more important than all the follow-
ing ones. Nevertheless, flipping an arbitrary bit changes the value of BIN. Therefore, LO
(leading ones) defined by
LO(a) = max{i | a1 = · · · = ai = 1 and (i = n or ai+1 = 0)}
is of interest. Again bit i is more important than all the following ones. As long as xi = 0
a bit j > i has no influence on the function value.
In order to define the class of unimodal functions we need some notation. The Hamming
distance H(a, b), a, b ∈ {0,1}n, equals the number of indices i where ai 	= bi . The string a
is a Hamming neighbor of b if H(a, b) = 1. A function f : {0,1}n →R is called unimodal
if it has a unique global optimum aopt and each a 	= aopt has a Hamming neighbor with a
larger function value (usually called fitness). We discuss a subclass of unimodal functions.
A path p starting at a ∈ {0,1}n is defined by a sequence of points p = (p0, . . . , pl) where
p0 = a and H(pi,pi+1) = 1. A function f : {0,1}n → R is called a path function with
respect to the path p if f (pi+1) > f (pi) for 0  i  l − 1 and f (b) < f (a) for all b
outside the path, and f is unimodal on {0,1}n.
The following theorem summarizes simple upper bounds on the expected run time of
our dynamic (1 + 1) EA.
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(1 + 1) EA:
• 4n · logn for arbitrary functions,
• e · n · (lnn + 1) · logn for ONEMAX,
• e · n2 · logn for all linear functions among them BIN,
• e · nk · N · logn for all degree-k functions with N non-zero weights, such that all the
weights are positive,
• e · n2 · logn for LO,
• e · n · l · logn for path functions on paths of length l if the search starts on the path,
• e · n · N · logn for all unimodal functions taking at most N + 1 different values.
We describe a simple upper bound technique which is based on the fact that (1+1) EAs
do not accept strings with a smaller fitness.
Definition 4. For f : {0,1}n →R and A,B ⊆ {0,1}n the relation A <f B holds if f (a) <
f (b) for all a ∈ A and b ∈ B . A partition A1, . . . ,Am of {0,1}n is called a <f -partition if
A1 <f A2 <f · · · <f Am and all a ∈ Am have the same fitness.
Lemma 5. Let A1, . . . ,Am be a <f -partition, let r(Ai) be the probability that a randomly
chosen search point belongs to Ai , and let s(q, a) be the probability that for the mutation
probability q the mutant of a ∈ Ai belongs to Ai+1 ∪ · · · ∪ Am.
(i) Let si(q) = min{s(q, a) | a ∈ Ai}. The run time Xq-statf of the static (1 + 1) EA with
mutation probability q has the property that its expected value can be estimated by
E(X
q-stat
f )
∑
1im−1
r(Ai)
(
s−1i (q) + · · · + s−1m−1(q)
)
 s−11 (q) + · · · + s−1m−1(q).
(ii) Let Si = max{min{s(q, a) | a ∈ Ai} | q = 2j /n and 0  j  logn − 2}. The run
time Xdynf of the dynamic (1 + 1) EA has the property that its expected value can be
estimated by
E(X
dyn
f )
∑
1im−1
r(Ai)(S
−1
i + · · · + S−1m−1) logn
 (S−11 + · · · + S−1m−1) logn.
Proof. When starting in Ai , the expected time of the static (1 + 1) EA to leave Ai is
bounded above by s−1i (q) and we only have to leave some of the sets Ai, . . . ,Am−1 once.
For the dynamic (1 + 1) EA we consider phases of logn − 1 < logn steps where we
try all considered mutation probabilities and estimate the probability of leaving Ai by the
success probability of the best considered mutation probability. 
Despite of its simpleness, this bound leads often to good results. It is crucial to choose
an appropriate <f -partition.
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as the set of all not optimal points. For a ∈ A1, let d(a) be the Hamming distance to the
closest optimal point. If q  1/2,
s(q, a) qd(a)(1 − q)n−d(a)  qn.
The dynamic (1 + 1) EA uses a mutation probability from [1/4,1/2) implying that
S1  (1/4)n and the expected run time is bounded above by 4n logn.
For ONEMAX, let Ai contain all points with i ones, 0  i  n. For a ∈ Ai there are
n − i 1-bit mutations leading to Ai+1. Hence,
Si  s(1/n, a) (n − i) · 1
n
·
(
1 − 1
n
)n−1
 e−1 · (n − i) · 1
n
and
S−10 + · · · + S−1n−1  e · n ·
(
1 + 1
2
+ · · · + 1
n
)
 e · n · (lnn + 1)
leading to an upper bound of the expected run time of the dynamic (1+1) EA of e ·n(lnn+
1) logn.
The function LO counts the number of leading ones. In order to increase the fitness it
is necessary that the leftmost zero flips. Let Ai contain all a where LO(a) = i. For a ∈
Ai, i < n, there is a 1-bit mutation leading to Ai+1. Hence, Si  s(1/n, a)  e−1 · (1/n)
and we obtain the upper bound e · n2 · logn for the dynamic (1 + 1) EA.
For a unimodal function f let w(f ) be the size of the image I (f ) = {f (a) | a ∈ {0,1}n}
of f . Then we obtain a <f -partition into w(f ) sets containing only points of the same
fitness. The definition of unimodality implies Si  e−1 · (1/n) and an upper bound of
e · n · (w(f ) − 1) logn on the expected run time of the dynamic (1 + 1) EA on f .
If the unimodal function f is a path function with respect to the path p, and we restrict
the EA so that the initial point is a point pk on p, then we can analyze the expected run
time as follows: Let A1 := {x ∈ {0,1}n | f (x)  f (pk)} and Ai := {pk+i−2}, 2  i 
l−k+2, then we obtain a <f -partition with at most l+2 sets. The search starts in A2. Then
following the same arguments as for unimodal functions, we obtain the bound claimed.
Finally, we consider degree-k functions with N non-zero weights such that all the
weights are positive. This is the first situation where the choice of the <f -partition is
not trivial. We number the N positive weights in non-increasing order w1  w2  · · · 
wN > 0. Then we use the <f -partition A0, . . . ,AN where
Ai =
{
x | w1 + · · · + wi  f (x) < w1 + · · · + wi+1
}
for 0 i N − 1 and
AN =
{
x | f (x) = w1 + · · · + wN
}
.
For a ∈ Ai there is some j ∈ {1, . . . , i + 1} such that the wj -term is not activated, i.e., not
all bits belonging to Bj are equal to 1. The mutation where exactly all 0-bits belonging
to Bj flip activates the wj -term. Since all weights are positive, this increases the fitness
by at least wj+1  wi+1 and we leave Ai . Moreover, Si  s(1/n, a)  e−1(1/n)k and
S−1i  e · nk leading to an upper bound on the expected run time of the dynamic (1 + 1)
EA of e · nk ·N · logn. For linear functions, negative weights can be replaced with positive
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constant) and without changing the behavior of the (1 + 1) EAs. Hence, we obtain the
upper bound e · n2 · logn for the dynamic (1 + 1) EA on all linear functions. 
For BIN, the bound obtained by the general consideration of linear functions is much
better than the bound obtained by the general consideration of unimodal functions. We
have decreased the number of sets in the <f -partition without decreasing the “success
probabilities”. For ONEMAX, the special investigations at the beginning have led to a
better success probability than in the consideration of general linear functions.
For the static (1 + 1) EA with a well-chosen mutation probability we obtain better
bounds.
For arbitrary functions f : {0,1}n → R and the mutation probability q < 1/2 the proof
of Theorem 10 contains the proof of the upper bound (1/q)n for the expected run time of
the static (1 + 1) EA. This leads to an upper bound of cn for each c > 2.
For all other functions or classes of functions considered in Theorem 3 we investigate
the static (1 + 1) EA with mutation probability 1/n. We claim upper bounds on the ex-
pected run time which are by a factor of logn better than the bounds of Theorem 3. This
follows from the proof of Theorem 3 where we only have investigated the steps with muta-
tion probability 1/n and have used the factor logn as upper bound on the length of a phase
containing a step with mutation probability 1/n. Some of these results for the static (1+1)
EA were known before (Mühlenbein [12] for ONEMAX, Droste, Jansen, and Wegener [6]
for BIN, Droste, Jansen, and Wegener [4] for LO, unimodal functions, and path functions).
3. An improved upper bound for the binary value function
Linear functions seem to be the simplest functions essentially depending on all vari-
ables. A robust search heuristic should find the optimum of such functions efficiently
(without knowing that the considered function is linear). However, it is not easy to analyze
the behavior of (1 + 1) EAs on linear functions. Droste, Jansen, and Wegener [6] proved
an old conjecture that the (1 + 1) EA with mutation probability 1/n has an expected run
time of (n logn) on arbitrary linear functions with non-zero weights. We prove that the
dynamic (1 + 1) EA has an expected run time of (n log2 n) on ONEMAX and BIN. The
lower bounds are proved in Section 4 and the upper bound for ONEMAX is contained in
Theorem 3. Here we prove the upper bound for BIN. The analysis of the dynamic (1 + 1)
EA on BIN has several interesting features:
• if there is a not too short block of leading ones, large mutation probabilities lead to
wasted steps, since it is very likely that one of the leading ones flips and the mutant is
not accepted,
• larger mutation probabilities than 1/n lead in the beginning to good chances for ac-
cepted steps, i.e., in the extreme case of a leading 0 the acceptance probability is at
least as large as the mutation probability,
• accepted steps with larger mutation probabilities than 1/n can be “dangerous”, since
many ones can flip to zeros.
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and risks. This implies that we have to deal with all essential aspects of the dynamic (1+1)
EA.
Theorem 6. The expected run time of the dynamic (1 + 1) EA on BIN is bounded above
by O(n log2 n).
Proof. We split the runs of the dynamic (1 + 1) EA into phases of length logn − 1 <
logn, where the mutation probabi lities 2j /n, j = 0, . . . , logn−2, are used in this order.
It is sufficient to prove that the expected number of phases of the dynamic (1 + 1) EA on
BIN is bounded above by O(n logn).
The proof strategy is based on the fact that, for BIN, the number of leading ones of the
current search point x is not decreasing with respect to time. This follows since the bit
position i has a weight of 2n−i which is larger than the total weight 2n−i − 1 of all bit
positions i + 1, . . . , n. Hence, we can partition the search for the optimal search point into
periods:
– Period 0 is finished if x has at least n1/2 leading ones,
– Period t , 1 t  t∗ := log1+ε n1/2 for some constant ε > 0 chosen appropriately, is
finished if x has at least min{n, (1 + ε)t · n1/2} leading ones.
By definition of t∗, we have (1 + ε)t∗−1 · n1/2 < n (1 + ε)t∗ · n1/2. Hence, the search is
finished at the end of Period t∗. Period 0 plays a special role. It is easy to prove (Claim 7)
that the expected number of phases in Period 0 is bounded by O(n). Afterwards, we can
assume that we have at least n1/2 leading ones implying that steps with large mutation
probabilities create search points y which do not replace x with overwhelming probability.
The other periods are defined in a way such that the number of leading ones falls into a
short interval. This implies that we can analyze all steps of one period in almost the same
way. The most difficult part is the proof that the expected number of successful phases of
Period t is bounded by O((1 + ε)t−1 · n1/2). Claim 8 contains this result as special case.
Afterwards, it is easy to prove (Claim 9) that the expected number of all phases of Period t
is bounded by
O
(
(1 + ε)t−1 · n1/2 · log((1 + ε)t−1n1/2))= O((1 + ε)t−1 · n1/2 · logn).
Altogether, the expected number of phases in all periods is bounded by
O(n) +
∑
1tt∗
O
(
(1 + ε)t−1 · n1/2 · logn)= O(n logn).
The last equality follows since the geometric series of all (1+ε)t−1, 1 t  t∗, is bounded
by O((1 + ε)t∗) which, by definition of t∗, equals O(n1/2). Hence, it is sufficient to prove
the Claims 7, 8 and 9.
Claim 7. The expected number of phases in Period 0 is bounded by O(n).
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the probability of a step increasing the block of leading ones equals (1 − p)lp. For l  4,
the dynamic (1 + 1) EA uses a mutation probability in the interval [1/l,2/l). Hence, the
probability that a phase increases the length of the block of leading ones is bounded below
by (1/l). For l < 4, we consider the mutation probability in [1/4,1/2) and obtain a lower
bound of a positive constant on the success probability of a phase. Hence, the expected
number of phases until the number of leading ones is at least n1/2 can be bounded above
by
O
(
1 + · · · + n1/2)= O(n). 
Claim 8. Let l  n1/2 and r = min{(1+ε)l, n}. A step is called successful if y replaces
x and y differs from x in the prefix of length r . A phase is called successful if it contains a
successful step. Let the initial string x have at least l but not r leading ones. There exists a
constant ε > 0 such that the expected number of phases until the number of ones at the bit
positions l + 1, . . . , r has been increased by at least 1 is bounded by O(1).
Proof. We can ignore what happens with the bits at the positions r + 1, . . . , n, since they
do not influence the first r bits of the selected search point x.
The difficulty is that the probability of a successful step does not depend only on the
number of leading ones but also on the mutation probability and the other bits at the posi-
tions l+1, . . . , r . We investigate the dynamic (1 + 1) EA on BIN and measure the progress
by the potential function counting the ones in the block B of the bit positions l + 1, . . . , r .
We have to prove an O(1) bound on the expected number of successful phases until the po-
tential function has been increased by at least 1. For this purpose, we investigate a Markov
process which is provably slower than the dynamic (1 + 1) EA on BIN.
An unsuccessful phase does not change x. A successful phase contains at least one
successful step. We only count one 0 flipping into a 1 in the first successful step of a
successful phase. However, we bound from above the expected number of B-ones flipping
into zeros during all successful steps of a successful phase. Our aim is to obtain an upper
bound which is a constant d < 1. Then the expected increase of the potential function is
bounded below by the positive constant 1 − d . Applying Wald’s identity [8] the expected
number of successful phases until the potential function has been increased by 1 is bounded
above by 1/(1 − d) = O(1).
We estimate the number of flipping B-ones in successful steps of a successful phase
in two steps. First, we estimate the number of flipping B-ones in all steps of one phase
where none of the l leading bits flips. However, this does not include the condition that
the considered phase is successful. Hence, we additionally estimate the number of flipping
B-ones in the first successful step of a successful phase. For the mutation probability 2j /n,
the probability that none of the l leading bits flips equals (1−2j /n)l . The expected number
of flipping B-ones is bounded above by (r − l − 1) · 2j /n  εl · 2j /n, since B contains
at least a 0-bit. Let bj := (1 − 2j /n)l · εl · 2j /n. We have to estimate the sum of all bj ,
0 j  logn−2. For the sum of all bj where 2j /n 1/l, we estimate (1−2j /n)l by 1
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εl ·
(
1
l
+ 1
2l
+ 1
4l
+ · · ·
)
= O(ε).
Now, we consider the mutation probabilities p = 2j /n > 1/l. The function (1 − p)lp is
decreasing with respect to p in this region. Let j∗ be the smallest number where 2j∗/n >
1/l. Then 2j∗+k/n > 2k/n and the sum of all bj where 2j /n > 1/l can be estimated above
by
∑
0k<∞
(1 − 2k/ l)l · εl · 2k/ l  ε ·
∑
0k∞
e−2k 2k = O(ε).
Finally, we have to estimate the number of flipping ones during the first successful step
in a successful phase. Let x be the search point at the beginning of the phase. Then the
prefix of x of length r does not change before the first successful step. Let l1, . . . , lk be the
positions of the zeros of x in B . The probability that a step with mutation probability p is
successful on x equals q(p) := (1 − p)l1−1 · p + (1 − p)l2−1 · p + · · · + (1 − p)lk−1 · p
since the first flipping bit has to be a zero in B . In such a case we estimate the expected
number of flipping B-ones by εlp. Let Q be the sum of all q(2j /n), 0 j  logn − 2.
Then the probability that the step with mutation probability 2j /n is the first successful step
in a successful phase equals q(2j /n)/Q and we have to estimate the sum of all
q(2j /n)
Q
· εl · 2
j
n
.
For all j where 2j /n 2/l, this sum can be estimated above by 2ε. Let p be the mutation
probability of the dynamic (1 + 1) EA where 2/l < p  4/l. Then, for each l′ ∈ {l +
1, . . . , r},
(1 − p) · e−l′p · p  (1 − p)l′p  e−l′p · p.
Moreover, l′p > 2. Hence, (1 −p)l′p2 is multiplicated by a factor of at most 4/e2 < 1 if p
gets doubled. Hence, the remaining sum is dominated by a geometric series with a factor
of at most 4/e2. This sum contributes O(ε) since the first term is of this order.
Altogether, we have estimated the expected number of flipping B-ones in all successful
steps of a successful step by O(ε). Choosing ε appropriately, we obtain an upper bound of
a constant d < 1 as claimed. 
Claim 9. For the parameters and the constant ε > 0 from Claim 8 the expected number of
phases until the number of leading ones is increased from l to r is bounded by O(l log l).
Proof. By Claim 8, the expected number of successful phases in order to increase the
number of B-ones by at least 1 is bounded by O(1). This is equivalent to decreasing the
number of B-zeros by at least 1. If x has i B-zeros, it has at least i B-zeros until it has for
the first time less than i B-zeros. The success probability of a phase is larger than the suc-
cess probability of the step whose mutation probability p is in the interval [1/l,2/l). This
success probability is bounded below by i(1 − p)l+r−1p = (i/ l). Hence, the expected
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by O(l/i). The number of B-zeros has to decrease from at most r − l to 0. Hence, the
expected number of phases until we have obtained r leading ones is bounded by the sum
of all O(l/i), 1 i  r − l, and, therefore, by O(l log l). 
4. Lower bounds
To obtain a good lower bound we have to estimate how many levels of different fitness
values the dynamic (1+1) EA typically passes until it reaches the optimum. The following
result for the leading ones function LO shows that the dynamic (1+1) EA has to pass with
overwhelming probability through (n) of the n + 1 fitness levels.
Theorem 10. There exists a constant ε > 0 such that the success probability of the dynamic
(1 + 1) EA on LO after εn2 logn steps is exponentially small. The expected run time of the
dynamic (1 + 1) EA on LO equals (n2 logn).
Proof. The upper bound on the expected run time is already contained in Theorem 3.
The lower bound on the expected run time follows from the upper bound on the success
probability.
The initial point is chosen uniformly at random. Obviously, the probability to have at
least n/4 leading ones in the initial point is exponentially small. In the following, we work
under the assumption of less than n/4 leading ones in the initial point.
Let i be the number of leading ones of the current search point x produced by the
dynamic (1 + 1) EA. If i = n, we are done. Otherwise, x1 = · · · = xi = 1 and xi+1 = 0.
The substring (xi+2, . . . , xn) is a random string from {0,1}n−(i+1). This holds for the initial
string. A new string y is accepted iff none of the first i bits has flipped. Then the string
behind the first zero is the mutation of a random string. Independently of the mutation
probability this again is a random string.
Now we consider the next fitness increasing step. If the fitness increases from i to i +
1 + k, we have k so-called free-riders. For 0 k  n− i − 2, we have exactly k free-riders
if after the mutation the bits xi+2, . . . , xi+k+2 are all 1 and xi+k+3 is 0. For k = n − i − 1
the 1-bits are not followed by a 0-bit. We see that the probability of exactly k free-riders
equals (1/2)k+1 for 0  k  n − i − 2 and (1/2)k for k = n − i − 1. We increase the
number of free-riders by assuming that the probability of k free-riders during one step
increasing the fitness of the current string is exactly (1/2)k . The number of free-riders
is independent from the mutation probability. Hence, we can use the results of Droste,
Jansen, and Wegener [4] for the mutation probability 1/n. The probability of at least 2δn
free-riders among δn successful steps is exponentially small for constant δ.
Let t be the first point of time where the number of leading ones is larger than n/2. The
probability that the number of leading ones at this point of time is larger than (1/2 + γ )n
is exponentially small for each constant γ > 0.
Let i  n/2 be the number of leading ones of the current search point x. Let s(i,p)
be the probability that a step with mutation probability p is a success, i.e., increases the
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s(i,p) = (1 − p)ip  (1 − p)n/2p.
Let S(i) be the probability that a phase of logn− 1 consecutive steps contains a success.
Then
S(i)
∑
0jlogn−2
s(i,2j /n)
∑
0jlogn−2
2j
n
(
1 − 2
j
n
)n/2
 1
n
∑
0j<∞
2j e−2j−1  c · 1
n
for some constant c < 2.1.
By our arguments on free-riders we need, with a probability exponentially close to 1, at
least (1/3)(1/2−γ )n successful steps after the point of time t . We choose γ small enough
such that (1/3)(1/2 − γ ) 1/7.
We consider the following stochastic process based on the dynamic (1 + 1) EA for LO.
After each successful step we include logn − 1 steps with success probability 0. The
number of steps of this new process until the optimal string is created is at most by an
additive term of n(logn− 1) larger than the number of steps of the dynamic (1 + 1) EA.
We consider εn2 phases of the new process. Each phase contains at most one successful
step. This follows from the definition of the new process. The success probability of each
phase is still bounded above by c · (1/n). Hence, the probability of at least n/7 successful
phases is exponentially small if ε = 1/(14c), e.g., for ε = 1/30. Hence, the probability
that the new process needs less than εn2(logn − 1) steps is exponentially small. The
probability that the dynamic (1 + 1) EA needs less than (εn2 − n)(logn − 1) steps is
also exponentially small. 
In Sections 5 and 6 we investigate functions which partly are path functions. Therefore,
we analyze here a simple path function SP (short path), where
SP(a) =
{
n + i if a = 1i0n−i ,
n − ONEMAX(a) otherwise.
Theorem 11. The expected run time of the dynamic (1 + 1) EA on SP equals (n2 logn).
Proof. The upper bound follows from Theorem 3. Now we prove the lower bound. With
a probability exponentially close to 1, the initial search point has less than (3/4)n ones.
The O(n log2 n) upper bound for ONEMAX holds for arbitrary starting points. Hence,
with a probability exponentially close to 1, the path is reached within O(n2) steps. Then at
most O(n2) points with i ones, 1 i  (3/4)n, are reached until the current search point
belongs to the path. Each point with i ones has for n − ONEMAX the same chance to be
reached. The fraction of all points with i ones, n/8  i  3n/4, which have a Hamming
distance of less than n/16 to one of the path points is exponentially small. This is easy to
see: Each a ∈ {0,1}n has exactly ∑ (n) neighbors with Hamming distance at0hn/16 h
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(n + 1)
n/16∑
h=0
(
n
h
)
< n2
(
n
n/16
)
points have Hamming distance at most n/16 to the path. There are
(
n
i
)
points with i ones.
For n/8  i  3n/4 the fraction of points with i ones having Hamming distance at most
n/16 to the path is less than n2
(
n
n/16
)
/
(
n
n/8
)
and thus exponentially small. Moreover, for
each mutation probability p  1/2 and each pair of points (a, b) where H(a, b)  n/16,
the probability that the mutant of a is b equals pH(a,b)(1 −p)n−H(a,b)  (1/2)n/16. Hence,
with a probability exponentially close to 1, the path is reached at some point with at most
3n/4 ones. Due to the definition of SP the path is never left and the number of ones in the
current search point cannot decrease.
The probability that the mutant of the path point a is its j th successor equals
pj (1 − p)n−j 
(
j
n
)j(
1 − j
n
)n−j
.
Since p < 1/2, the probability to obtain the j th successor for some j  4 can be
bounded by O(1/n4). Hence, the probability of such a step within O(n2 logn) steps is only
O((logn)/n2). In the cases without such a step we pessimistically assume that each step on
the path has length 3. We need at least n/12 of these steps. We consider εn2(logn − 1)
steps of the dynamic (1 + 1) EA. Let Xk be the random variable taking the value 1 if the
kth step leads to a better path point and taking the value 0 otherwise. The expected value
of the sum of all Xk is bounded by
εn2
∑
1jn
∑
0ilogn−2
(
2i
n
)j(
1 − 2
i
n
)n−j
 ε · n2 · c · 1
n
for some constant c. We choose ε = 1/(24c). Then, by Chernoff bounds, the probability of
reaching the optimum within εn2 phases is exponentially small. 
Horn, Goldberg, and Deb [10], Rudolph [14], and Droste, Jansen, and Wegener [4] have
considered functions based on longer paths. The methods of the proof of Theorem 11 can
be applied to obtain asymptotically matching upper and lower bounds on the expected run
time of those path functions where it is likely to reach the path not close to the end, where
path points have for some large d for all d ′  d only one path successor in Hamming
distance d ′, and where the path is sparse enough, i.e., each path point has also for d ′ > d
not too many path successors in Hamming distance d ′.
For ONEMAX, one expects that the O(n log2 n) upper bound is asymptotically exact,
since steps with large mutation probabilities are wasted if the number of ones is already
quite large. This conjecture can be proved.
Theorem 12. The expected run time of the dynamic (1 + 1) EA on ONEMAX equals
(n log2 n).
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For the lower bound, we only investigate the final time interval I of the dynamic (1+1)
EA starting with the first search point with at least n − n1/2 ones. It is easy to prove that
with high probability the number of ones of the current search point is less than n−n1/2/2.
The idea is that within I only small mutation probabilities help.
First, we investigate steps with high mutation probability p = 2i/n  n−3/4. Then we
expect at least (n − n1/2)p flipping ones and, by Chernoff bounds, the probability of less
than np/2 flipping ones is exponentially small. If p  2n−1/2, the probability of increasing
the number of ones is exponentially small. If n−3/4  p  2n−1/2, the expected number of
flipping zeros is at most n1/2p. Again by Chernoff bounds, the probability of at least np/2
flipping zeros is exponentially small. If a step in the time interval I with such a high
mutation probability is successful, we estimate the run time below by 0.
If p  n−3/4, the probability of at least 5 flipping zeros is bounded above by(
n1/2
5
)
(n−3/4)5  n−5/4.
Also if such a step happens in the time interval I , we estimate the run time below by 0.
If the above considered events do not happen, we estimate the probability that a phase
contains at least one step increasing the number of ones. If the number of zeros equals N ,
this success probability is bounded above by
∑
0j<i4
∑
0m(1/4) logn
(
N
i
)(
2m
n
)i (
n − N
j
)(
2m
n
)j(
1 − 2
m
n
)n−i−j
,
since more zeros than ones have to flip and p = 2m/n  n−3/4 is equivalent to m 
(1/4) logn. By standard calculations, this probability can be estimated by cN/n for some
constant c. Hence, the expected number of full phases until the number of ones is larger
than N is at least (c−1n/N) − 1. Optimistically, we assume that the number of ones is
always increased by 4. The expected number of phases in I is for the largest multiple r
of 4 smaller than n1/2/2, at least
c−1n
(
1
4
+ 1
8
+ 1
12
+ · · · + 1
r
)
= (n logn).
The lower bound follows, since with probability 1 − o(1) we are in a situation where the
expected number of phases is (n logn). 
Corollary 13. The expected run time of the dynamic (1+1) EA on BIN equals (n log2 n).
Proof. The upper bound has been proved in Theorem 6. The lower bound is not a corollary
to Theorem 12, but its proof follows the same pattern. For BIN, we also may accept steps
where the number of ones decreases. If we measure the progress with respect to the poten-
tial function ONEMAX, we can prove a lower bound ignoring such steps. For BIN, also
not all steps increasing the number of ones are accepted. For the potential function ONE-
MAX, this slows down the progress. Hence, the lower bound for ONEMAX also holds for
BIN. 
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5. The dynamic (1+ 1) EA can beat each static (1+ 1) EA drastically
Jansen and Wegener [11] have presented an example where the dynamic (1 + 1) EA is
by a small polynomial factor faster than each static one. Here we present an example where
the dynamic (1 + 1) EA has a polynomial expected run time while each static (1 + 1) EA
has within polynomial many steps only an exponentially small success probability.
Definition 14. The function PTJ (path to jump) is defined by
PTJ(a) =
⎧⎨
⎩
n + i if a = 1i0n−i ,
3n if a ∈ I,
n − ONEMAX(a) otherwise,
where I is the island of globally optimal points containing all points a with ONEMAX(a) ∈
[(3/4)n, (7/8)n] and H(a, b) n/16 for all b = 1i0n−i , 0 i  n (see Fig. 1).
Theorem 15. The expected run time of the dynamic (1 + 1) EA on PTJ is bounded above
by O(n2 logn).
Proof. For the first phases we can apply results from Theorem 3. The expected time to
reach the path or the island is bounded by O(n log2 n). Afterwards, the expected time to
reach 1n or the island is O(n2 logn). It remains to prove that the expected time to reach the
island from 1n is not too large. Let s(k) be the fraction of strings in I among all strings
with exactly k ones. We postpone the proof that s(k) = 1 − o(1) if k ∈ [(3/4)n, (7/8)n].
The dynamic (1 + 1) EA uses a mutation probability within [1/8,1/4]. The probability
that for the current search point 1n and this mutation probability the number of flipping
ones is contained in [(1/8)n, (1/4)n] is at least 1/2 − o(1) and in the positive case the
probability of obtaining a search point from I is 1 − o(1). Hence, the expected number of
phases until reaching the island from 1n is O(1).
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by
s(k) = |{a | ONEMAX(a) = k, a ∈ I }|(n
k
) .
The claim can be shown by the following random experiment. Let a = 1i0n−i , i = αn
where 11/16  α  15/16. These are the only path points which have a Hamming dis-
tance of at most (1/16)n from points b with βn ones, 3/4 β  7/8. Choose b randomly
among the points with βn ones. The expected Hamming distance between a and b equals
(α + β − 2βα)n  (7/64)n. The Hamming distance is the sum of two hypergeometri-
cally distributed variables. The hypergeometric distribution is more concentrated around
its mean than the corresponding binomial distribution. Hence, adapting Chernoff bounds,
the probability of a Hamming distance less than (1/16)n is exponentially small. 
Theorem 16. The expected run time of each static (1 + 1) EA on PTJ is exponential. The
success probability for a polynomial number of steps is exponentially small.
Proof. The initial search point has with a probability which is exponentially close to 1 at
most (5/8)n ones. In order to reach some point from I it is necessary that, in one step, at
least n/16 bits flip simultaneously. This follows, since each search point a /∈ I with a better
fitness than a point with at most (5/8)n ones has a Hamming distance of at least n/16 to
each point from I . If the mutation probability is less than 1/32, the probability of at least
n/16 flipping bits is exponentially small and the result follows.
We still have to consider the case of a mutation probability p ∈ [1/32,1/2). Let a be
the current search string. If a has at most (5/8)n ones, the probability that the mutant
has at least (3/4)n ones is exponentially small. Without such steps only strings with at
most (5/8)n ones or strings on the path are accepted. The probability of reaching a point
on the path with at least n/2 ones is also exponentially small. If the static (1 + 1) EA
reaches the path at some 1i0n−i , i  n/2, the probability to reach another point on the path
is exponentially small. This proves the theorem. 
6. The dynamic (1+ 1) EA can get trapped
The dynamic (1+1) EA would be a robust alternative to static (1+1) EAs if we would
never lose more than the O(logn) factor proved in the earlier sections for several functions.
Here we present an example where the static (1 + 1) EA with the mutation probability 1/n
is very efficient while the dynamic (1 + 1) EA is very inefficient.
Definition 17. The function PWT (path with trap) is defined by
PWT(a) =
⎧⎪⎨
⎪⎩
3n if a = 1n,
n + i if a = 1i0n−i , i 	= n,
2n if a ∈ T ,
n − ONEMAX(a) otherwise,
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where T is the trap containing all a with k ones, (1/4)n k  (3/4)n, such that the Ham-
ming distance to some path point 1i0n−i is in the interval [n/12, n/6] and the Hamming
distance to each path point is at least n/24 (see Fig. 2).
Theorem 18. The success probability of the (1 + 1) EA with mutation probability 1/n on
PWT within O(n2) steps is exponentially close to 1.
Proof. The success probability of the static (1 + 1) EA on n − ONEMAX within O(n2)
steps obviously is exponentially close to 1. Within this time the (1 + 1) EA visits O(n2)
search points with i ones, for each i ∈ [n/4,3n/4]. Because of symmetry each point with i
ones has the same probability of being visited. We claim that, the probability of reaching T
on PWT before reaching the path is exponentially small. The proof of this claim is similar
to estimating the size of the fraction of the search space covered by I in the proof of
Theorem 15. Due to the definition of T , the Hamming distance between any point in T and
any path point is bounded below by n/12. Thus, the probability of reaching T from a path
point with mutation probability 1/n is at most n−n/12. Therefore the probability that this
occurs in 2en2 steps is still exponentially small. A step from a point on the path a 	= 1n
is called a success if a successor on the path is reached. The success probability is at least
1/(en). By Chernoff bounds, the probability of less than n successes within 2en2 steps is
exponentially small, but n successes are sufficient to reach the global optimum 1n. 
Theorem 19. The probability that the dynamic (1 + 1) EA needs an exponential number
of steps on PWT is exponentially close to 1.
Proof. Assume that we have x ∈ T for the current search point x of the (1 + 1) EA at
some point of time during a run. Then, the global optimum can only be reached by a
direct mutation from a current search point belonging to T since only the global optimum
and points in T can replace x as current search point. The probability for such an event is
bounded above by pn/4 which is exponentially small for all mutation probabilities p < 1/2.
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close to 1.
The success probability of the dynamic (1 + 1) EA on n − ONEMAX within n2 steps
is exponentially close to 1. Similarly to the proof of Theorem 18, we can conclude for the
dynamic (1 + 1) EA that it reaches within n2 steps with a probability exponentially close
to 1 either T or the path at some point with at most n/4 ones.
Either the dynamic (1 + 1) EA has for a time interval of length n1/2 current search
points of the type 1i0n−i , n/4  i  3n/4, or it finds during one step a path successor in
a distance of at least n1/2/2 or it gets trapped. The probability for the second possibility
in one step is bounded above by some pk(1 − p)n−k where p < 1/2 and k  n1/2/2 and
therefore exponentially small. If the current search point is of type 1i0n−i , n/4 i  3n/4,
and the mutation probability is contained in [1/12,1/6], the probability of reaching T is
1/2 − o(1). This can be proved as follows. The probability of obtaining a mutant in Ham-
ming distance d ∈ [n/12, n/6] is 1/2 − o(1) by Chernoff bounds. Only an o(1)-fraction
of these points has a Hamming distance of less than n/24 to some path point. If the cur-
rent search point is for n1/2 consecutive steps of type 1i0n−i , n/4 i  3n/4, there are at
least n1/2/ logn steps with a mutation probability in [1/12,1/6]. Hence, the probability of
reaching the trap is exponentially close to 1. 
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