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1. INTRODUCTION 
The purpose of this note is to give a global existence theorem, Theorem 
2.1, for an ordinary differential equation with values in R*. As a special case 
it will give the following somewhat extended version of Caratheodory’s 
existence theorem. 
THEOREM 1.1. Let I be the closed interval [- 1, 11. The function 
I x R 3 (x, y) + f (x, y) E R is such that x + f (x, y) is measurable for each y  
in R and y  + f (x, y) is continuous for each x in I. I f  there is an M E L1(I, R) 
such that 
IfGTY)l < w4 (1 + I Y I), (x,Y) ~1 x R 
then there exists an absolutely continuous function u(x) such that 
44 = JOzf (s, u(s)) ds, XEI. (1.1) 
For a direct proof of this theorem see [lo, p. 94, Theorem 3.21. 
In order to get local existence of (1.1) around x = 0 we do as follows. Let 
f(x, y) be defined in a neighborhood V of (0,O). We choose a continuous 
real valued function g which has compact support in V and which is equal to 
one in a neighborhood of (0,O). Let fi = gf on the support of g and let it be 
zero elsewhere. If then fi satisfies the hypothesis of Theorem 1.1 then we get a 
solution of (1.1) in some subinterval of I. 
A function f  (x, y) defined on some open subset Vof a product of to normed 
spaces with values in another normed space is said to be d-continuous on V 
if for an arbitrary point (x, y) E V the following is true. For a sequence 
((x, , m)) from V chosen such that x, + x and such that for some C > 0 
and all n 
IYn-YI<CIXn--XI, 
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we always have 
f(Xn 9 %I) -ffb Y) for n-+ Co. 
Let R x R” 3 (x, y) +f(~, y) E R” be A- continuous in a neighborhood of 
(x, y) = (0, 0). In [7] Peetre and Persson proved that for such an f there exists 
a continuously differentiable function ZJ solving 
U’(X) = f (x, +)), u(0) = 0, 
in some neighborhood of x = 0. In [7] there is also an example showing the 
existence of A-continuous functions which do not satisfy the hypothesis of 
Theorem 1.1 even after the procedure of localization described above. 
The example with A-continuous functions shows the main idea behind 
Theorem 2.1 below. We require regularity off along the solution curves of 
(1.1) and not in full neighborhoods. The result in [7] turns out to be a special 
case of a theorem by Marchaud [5, Theorem V]. However, an example in 
Section 3 shows that Theorem 2.1 is not included in this result by Marchaud. 
We shall state and prove our results in Section 2. Here we have borrowed 
the fundamental idea from the proof in [7]. This idea can be described as 
follows. We generate a sequence of functions converging towards a solution 
of (1.1). In proving this uniform convergence we use translations of the 
functions in the sequence and not the functions themselves. The translation is 
proportional to the maximal difference between the function and the limit 
function. This we do in order to use the regularity off along the solution 
curves. In Section 2 we do not follow this scheme directly since we use 
Schauder’s fixed point theorem. Since the results in [7] originally were 
proved by the use of sequences generated by the Tonelli method we also 
think that the results of this paper can be proved by this more elementary 
method. Then it should be possible to argue as above. In Section 3 we give 
an example to relate Theorem 2.1 with earlier results. There we also give 
some references to papers which may serve as a starring point for generaliza- 
tions of Theorem 2.1. 
2. NOTATION AND RESULTS 
On R” we use the norm 1 y  1 x / y1 j + ... + 1 y”’ ) when y  = (yl,..., J+‘). 
Otherwise we use standard notation. Let I be the closed interval [--b, 61 for 
some b > 0 and let u, -+ II in C(I, R”). Here we use the topology of uniform 
convergence on C(l, R’“). Let 
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and define 
xn = x - d,, sign x, x E I. (2.1) 
If f(x, y) satisfies the hypothesis of Theorem 1.1 then we have 
f(x, u,(x)) -)f(x, U(X)) pointwise on I. 
We shall also prove that 
f(xn, u,(x”)) -tf(x, u(x)) in measure on I. (2.2) 
If f is d-continuous then (2.2) is true pointwise under the additional 
hypothesis that all u, are Lipschitz continuous with the same Lipschitz 
constant. The regularity we shall require from f is that (2.2) is true for all 
sequences picked from a certain convex compact subset of C(I, R”). In order 
to formalize the whole thing we make some definitions. 
DEFINITION 1. Let b > 0, I = [A, b], and let h’,..., h”, P ,..., K” EL(I, R). 
The set G(h, K) is defined by 
G(h, k) = {g; g eLl(I, R”), hi(x) d gi(x) < @(ix>, x ~1, 1 \cj d ~21. (2.3) 
We often write G instead of G(h, k). 
It is clear that G(h, K) is a convex set. 
DEFINITION 2. Let G = G(h, k) be given by (2.3). Let f: I x Rm -+ Rm 
be such that 
f(x, jzg(s)ds) EG forallgEG. 
0 
Thenf is said to be G-integrable on I. 
DEFINITION 3. Letf be G-integrable on I and let g E G. Let the sequence 
u,(x) = l:gJs) ds, g, E G, be such that u, tends uniformly to u(x) = cg(s) 
ds on I. Let xn be defined by (2.1). If now for each such sequence of func- 
tions (2.2) is true then we say that f is G-regular on I. 
DEFINITION 4. If G = G(h, K) and MEG(R) is such that 1 h(x)1 < M(x) 
and 1 k(x)1 < M(x) for all x E I then G is said to be dominated by M. 
THEOREM 2.1. Let b > 0 and let I = [-b, b]. Let f be G-regular on I. 
Then there exists at least one absolutely continuous u fu&lling (1.1). 





W.4 = Ioz f  (s, u(s)) ds, u E lc 
We know that Tu E K since f is G-integrable. We now choose a lower semi- 
continuous M EL~(I, R) dominating G. This is always possible. Since M 
dominates G every function in the closure of K must be absolutely continuous 
and it is not hard to prove that it must be in K itself. It follows in the same 
way that K is compact. If we can show that T is continuous then we can apply 
Schauder’s fixed point theorem and we are through. 
Let u, + U, u, E K. We shall prove that Tu, + Tu. We shall do this by 
proving that it is always possible to pick out a subsequence of Tu, that con- 
verges to Tu. Let x’a be defined by (2.1). 
In order to simplfy the notation we always assume that the subsequence is 
the sequence itself. It follows from Fatou’s lemma that 
I cc !~ITJ (M(sn) - f  j(sn, u@))) ds 0 
< lim 
I 
oz (M(P) - f  j(sn, u,(sn))) ds, 1 Sj<?Z. 
when x > 0. Let D,(S) = fj(s”, u ,( sn )). It follows from [I 1, p. 92, Proposi- 
tion 171 and the simplified notation described above that we may assume that 
w,(s) tends to o(s) = f(s, u(s)) a.e. The lower semicontinuity of M gives us 
that M(s) < lim M(s”). We also have 
lim lo’ M(s”) ds = lim 6 M(s”) ds = Iz M(s) ds. 
0 
Then we have proved that 
ii& I s 5 4s) ds < w(s) ds. 0 0 
We apply Fatou’s lemma to the same subsequence with the minus signs 
replaced by plus signs. Repeating the procedure and also using the result 
already obtained we at last get 
lim Jz W,(S) ds = I5 V(S) ds. 
0 ‘0 
(2.4) 
500 JAN PERSSON 
For an x < 0 we just reverse the integral limits and end up with the same 
result. It is clear that K is equicontinuous since M dominates G. 
Then the convergence of this subsequence of Tu, to T, must even be 
uniform. So T is continuous. Now we apply Schauder’s fixed point theorem 
[12] and the proof is completed. 
We shall now prove some assertions connecting Theorem 2.1 with earlier 
results. First we need another definition. 
DEFINITION 5. Let f  be G-integrable on I. Let ICI = max(l h [ , / k I). 
For every g in G the following condition is satisfied. For almost all x in I 
the following holds. Given any sequence ((xn , m)), x, E 1 and JJ~ E R” such 
that x, + x and 
then 
fkn 3 m> -f (~9 ~‘g(s) ds) . 
Such an f is called G-continuous on I. 
PROPOSITION. If f is G-continuous then it is G-regular. 
Proof. Let u, + u in K as in the proof of Theorem 2.1. Then we have 
I %(X”> - 491 < I %(X”) - %(X)1 + I u,(x) - 44 
By that the proposition is proved, 
We can now prove the theorem in [7] using Theorem 2.1 and the proposi- 
tion above. We restate it as a theorem. 
THEOREM 2.2. Iff is A-continuous in some nezihbourhood of (0,O) E R x Rm 
with values in Rm then (1.1) has an absolutely continuous solution in some 
neighborhood of x = 0. This solution is even in Cl. 
Proof. Let -hj(x) = C(x) = 1 fi(O, O)l + 1, 1 6 j < m, and let 
M(x) = If (0,O)l + m. Then G defined by h and k is dominated by M on 
every finite interval. Since f is A-continuous around (0, 0) it follows that 
x --+ f (x, Jig(s) ds), g E G, is continuous in some common neighborhood of 
x = 0. It is clear that we can choose b > 0 in I = [--6, b] so small that f is 
G-integrable. Then it is also G-continuous. The proposition tells us that it 
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is even G-regular. An application of Theorem 2.1 completes the first part of 
the theorem. The last part is obvious. The proof is completed. 
We shall now prove that Caratheodory’s theorem is included in Theorem 
2.1. 
THEOREM 2.3. The function f: I x R’” 3 (x, 1’) +f(x, y) f R”” satis$es 
lf(.~,Y)l < fw (1 + I Y I), (x, y) E Z x R”‘, (2.5) 
for some K E Ll(I, R). I f  we also know that I3 x + f (x, y) is measurable for 
every Jixed y E Rm and that RnL 3 y --f f (x, y) is continuous for every jixed 
x E I then there exists a G(h, k) such that f is G-regular on I. 
Proof. Let b > 0 and I = [-b, b]. If u E C(I, R”) then it is well known 
that x -+ f (x, U(X)) is measurable on I. We then define 
K,(x) = max(K((x), K(-x)), O<x:b, 
and 
-h’(x) = kj(x) = 2K,(I x [) exp (2m I’“’ K,(s) ds) , 
We use these h and k in the definition of G(h, k). 
If g E G then by (2.5) we get 
< K(X) ( 1 + 2m i fz Kl(I s I) exp (2m jo'^' Kl(t) dt) ds I) 
0 
= K(x) (1 + exp (2m h” K,(s) ds) - 1) 
G 2K,(( x 1) exp (2m jo'z' K,(S) ds) . 
This shows that f is G-integrable on I. 
We let 
L = s 
1 k(s)\ ds. 
I 
We now look at f (x, y) restricted to I x {y; j y / < L}. Then it is possible to 
find a compact set B C I such that the restriction off to B x {y; I y j -< L} 
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is continuous and such that the measure of the points of I not in B is smaller 
than any preassigned positive value. See [13]. Let 
uniformly on I, g, E G, g E G. Then it follows from the remark above that 
f(x”, Us) -ff(x, U(X)) in measure on I. 
Theorem 2.3 is proved. 
The idea in the definition of G in the proof above is a variant of exponential 
majorization. For related applications see Chu and Diaz [I] or Persson [8] 
and [9]. 
3. COMMENTS 
A simple example shows how Theorem 2.1 is related to earlier results. 
EXAMPLE. Let I = [-2,2], m = 1, and define f&y) by 
, (x,y)~IxR. 
Choose h(x) = 1, K(X) = 3 and G = G(h, K). It is obvious that f is G-inte- 
grable. It is also G-continuous. So it is G-regular by the proposition. 
Looking at this example one sees that f is not d-continuous, it does not 
satisfy the hypothesis of Theorem 1.1 and it is not covered by the result by 
Marchaud [5, Theorem v]. 
Viktorovskii [14] has proved a theorem which is somewhat stronger than 
Theorem 1.1 when m = 1. Of course Theorem 1 .l can be stated for an 
arbitrary finite m. Viktorovskii uses the condition 
where M(x) is integrable, h(t) > 1, h(t) increasing and jr (h(t))-l dt = CCL 
The proof is based on Perron’s modification of Peano’s original idea. The 
same idea has been used by Goodman [3] in a proof of the original 
CarathCodory theorem. K. Kartak [4] has given an abstract treatment of the 
Caratheodory theory with respect to other kinds of integration than the 
ordinary Lebesgue one. For questions closely related to the content of this 
note we further refer the reader to Whyburn [15], Zaremba [16], Filippov [2] 
and Matrosov [6] and especially to the references of the last paper. 
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Note added in proof. After submitting this note for publication I got a letter from 
Mrs. M. Wienholtz showing that independently she has proved a theorem very 
similar to the main theorem here. It has also been noticed that my definition of G- 
regularity is equivalent to one with X” replaced by x itself. I thank Professor E. 
Wienholtz for this remark. The new definition makes the proof of Caratheodory’s 
theorem easier. But then it is harder to prove that G-continuity implies G-regularity. 
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