As a newly emerging unsupervised learning paradigm, self-supervised learning (SSL) recently gained widespread attention, which usually introduces a pretext task without manual annotation of data. With its help, SSL effectively learns the feature representation beneficial for downstream tasks. Thus the pretext task plays a key role. However, the study of its design, especially its essence currently is still open. In this paper, we borrow a multi-view perspective to decouple a class of popular pretext tasks into a combination of view data augmentation (VDA) and view label classification (VLC), where we attempt to explore the essence of such pretext task while providing some insights into its design. Specifically, a simple multi-view learning framework is specially designed (SSL-MV), which assists the feature learning of downstream tasks (original view) through the same tasks on the augmented views. SSL-MV focuses on VDA while abandons VLC, empirically uncovering that it is VDA rather than generally considered VLC that dominates the performance of such SSL. Additionally, thanks to replacing VLC with VDA tasks, SSL-MV also enables an integrated inference combining the predictions from the augmented views, further improving the performance. Experiments on several benchmark datasets demonstrate its advantages.
Introduction
Due to the powerful learning representation ability, deep convolutional neural networks (CNNs) [LeCun et al., 1998 ] have made breakthroughs in such areas as computer vision and natural language processing. At present, training a powerful CNNs often requires a large number of annotated/labeled instances, however, collecting such data in numerous practical tasks is time-consuming and expensive. In contrast, unlabeled data is cheap and easily accessible. Therefore, research on the effective use of such data is already a hot issue [Denton and Birodkar, 2017] . In recent years, a new learning paradigm that automatically generates supervisory signals according to some attributes of data to guide feature learning-self-supervised learning (SSL) [Tung et al., 2017] is receiving increasingly more attention.
In SSL, a pretext with pseudo labels is first designed for CNNs to solve, where the pseudo labels are automatically generated based on some attributes of data without manual annotation. After the pretext task finished, the learned feature representation can be further transferred to downstream tasks as pre-trained models, making them obtain better starting points of solution [Jing and Tian, 2019] . Thus the pretext task plays a key role. Currently, many pretext tasks have been proposed such as in-painting [Pathak et al., 2016] , patch context and jigsaw puzzles [Doersch et al., 2015; Noroozi and Favaro, 2016] , rotation [Gidaris et al., 2018] , color permutation [Lee et al., 2019] , and so on. In particular, due to the easy implementation and computational efficiency, the rotation pretext task has been widely extended to multiple learning scenarios like domain adaptation [Sun et al., 2019] , generative adversarial networks (GANs) [Chen et al., 2019] , out-of-distribution detection [Hendrycks et al., 2019] .
It is generally believed that the process of solving the pretext task captures the feature representation beneficial for downstream tasks. However, it is a fact that the pseudo labels of pretext tasks are usually not explicitly associated with the supervised lable/signal of downstream tasks. Thus a natural question is: how does it work effectively? As the study of its design, especially its essence currently is still open [Noroozi et al., 2018] . In this paper, we borrow the multi-view perspective to explore the essence of a class of popular pretext tasks (e.g., rotation) as an attempt, where we decouple such pretext tasks into a combination of view data augmentation (VDA) and view label classification (VLC). Taking the rotation as an example, such a pretext task essentially (1) first performs a rotation transformation {0 • , 90 • , 180 • , 270 • } on the corresponding data, so as to generate multiple groups of transformed data, each group of data can be regarded as oneview data generated from original data, all the groups form so-called augmented multi-view data; (2) then predicts the rotation transformation of these data, i.e., view labels.
Specifically, a simple multi-view learning framework is specially designed (SSL-MV) as shown in Figure 1 , which assists the feature learning of original view/data by the same supervised learning on the different augmented views. Such a learning framework focuses on the VDA part while abandons the VLC part. To better explore this issue and as a contrast, we also provide a multi-task learning framework of SSL (SSL-MT), which focuses on both VDA and VLC. Furthermore, as a preliminary exploration, though we here mainly carry out experimental studies based on both rotation and color permutation, some drawn conclusions give insights of the essence of SSL. Our main contributions can be highlighted as follows:
1. For such SSLs, we empirically uncover that it is VDA rather than generally considered VLC that dominates their performance, which inspires us to further improve the performance of SSL by generating richer view data, such as through transform composition. 2. Thanks to replacing VLC with VDA tasks, SSL-MV actually also enables an integrated inference combining the predictions from the different augmented views as a byproduct, consequently further improving the performance. 3. Experimental results on several benchmark datasets demonstrate the advantages of this framework. The rest of this paper is organized as follows. Section 2 simply reviews the recent SSL works. In Section 3, we focus on a class of popular pretext tasks (such as rotation, color permutation), which can be decoupled into a combination of view data augmentation (VDA) and view label classification (VLC) from a multi-view perspective. Then a simple multiview learning framework is specially designed to help us explore the essence of such pretext tasks. Experimental results and analyses on several benchmark datasets are reported in Section 4. Section 5 is a brief discussion, while Section 6 concludes this paper.
Related Work
As mentioned in Section 1, the key to SSL is the design of the pretext task. A wide variety of pretext tasks without hu-man annotation have been proposed, which can be roughly into two categories, i.e., image-based and video-based pretext tasks. For image-based pretext tasks, its idea is that the pretext task can be constructed automatically from images alone. In-painting [Pathak et al., 2016] , patch context and jigsaw puzzles [Doersch et al., 2015; Noroozi and Favaro, 2016] , geometry [Dosovitskiy et al., 2015] , counting [Noroozi et al., 2017] , clustering [Caron et al., 2018] , rotation [Gidaris et al., 2018] , color permutation [Lee et al., 2019] , etc, fall into this category. As for video-based pretext tasks, it often adopts temporal information as the self-supervised signal, which contains temporal-context [Misra et al., 2016] , optical-flow [Gan et al., 2018] , audio-video alignment [Arandjelovic and Zisserman, 2017] , transformation between frames [Agrawal et al., 2015] , etc. For more details, we refer the reader to [Jing and Tian, 2019] Recently, some scholars further explored SSL from different perspectives. From the perspective of CNNs' structure, Kolesnikov et al. [Kolesnikov et al., 2019] studied the combination of multiple CNNs' structures and multiple SSL pretext tasks, where they obtained some enlightening empirical conclusions. For example, they found that unlike supervised learning, the performance of SSL tasks depends significantly on the structure of CNNs used. Hendrycks et al. [Hendrycks et al., 2019] revisited SSL from the robust learning perspective, where they empirically found that SSL can improve robustness in a variety of ways, such as robustness to adversarial examples, label corruption, common input corruptions, and so forth.
Further, as the closest work to ours, [Lee et al., 2019] rethought SSL from the data augmentation perspective, where they mainly regarded SSL as a data augmentation technique and modeled the joint distribution of the original and selfsupervised labels. Note that unlike [Lee et al., 2019] , we here pay more attention to exploring the essence of SSL from Figure 2 : Overview of SSL-MV (taking the rotation as an example), where VLC in the pretext task is replaced with VDA tasks. The pink module represents the shared feature extractor f (x) and the remaining network branches denote the individual classifiers φi(·). Additionally, such a framework also enables an integrated inference combining the predictions from the different augmented views.
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the multi-view perspective, thus providing some complementary and unique insights for its subsequent development. Additionally, though the modeling in [Lee et al., 2019] does effectively address the distribution drift problem caused by such augmented data, the potentially unfavorable competition between the original and self-supervised labels still exists.
Proposed Frameworks
With the help of pretext tasks, the feature representation learned by SSL benefits the downstream tasks. Currently, most of the SSL methods focus on the design of pretext tasks. However, to our best knowledge, few works pay attention to the study of their essence, which is also critical, especially that this can feed back their design. Therefore, this paper attempts to borrow a multi-view perspective to decouple a class of popular pretext tasks into a combination of view data augmentation (VDA) and view label classification (VLC), so as to explore whether VDA or VLC dominates the performance of such SSL, thus expecting to provide some unique insights of the essence of SSL. Specially, two implementation pipelines of SSL, i.e., SSL-MT and SSL-MV, are designed, respectively, where SSL-MT focused on both VDA and VLC, while SSL-MV concentrates only on VDA. The more details about them will be provided in the following part.
.., K} is the corresponding label and K is the number of classes. Let f (x) represent the shared feature extractor, L CE be the cross-entropy loss function, and φ i (·) be the individual classifier. Furthermore, let x (j) denote the augmented sample using a transformation T j (selfsupervision label), where j = 0, 1, 2, ..., M , and T 0 denotes the identical transformation.
Multi-task pipeline of SSL
Most existing SSL methods usually adopt the two-step strategy, where they first solve a pretext task, i.e., predicting which transformation T j (self-supervised/view label) is applied to the original sample x, then transfer the learned feature representation to downstream tasks. However, since the selfsupervised label is usually not explicitly associated with the supervised label of downstream tasks, thus the performance of such implementation pipeline currently lags behind fully supervised training, as reported in recent literature [Gidaris et al., 2018; Hendrycks et al., 2019] . Therefore, to better explore the essence of SSL, we here adopt a multi-task pipeline to implement SSL. Specifically, we formulate the loss function as follows, where the first term of the RHS of the equality (1) denotes the downstream task loss, while the second term is the pretext task loss. Many recent SSL works almost all adopted such a pipeline [Sun et al., 2019; Chen et al., 2019] .
Multi-view pipeline of SSL
With the multi-view perspective, we here decouple a class of popular image-based pretext tasks as the combination of VDA and VLC as an attempt of exploring the essence of SSL. Such a decoupling allows us to further analyze whether VDA or VLC dominates the performance of such SSL. Concretely, a simple multi-view learning framework is specially designed as shown in Figure 2 , which assists the feature learning of downstream tasks (original view) through the same supervised learning on the augmented views (VDA Tasks). Further, we define the following loss function:
Different from SSL-MT which focuses on both VDA and VLC, SSL-MV only pays attention to VDA. Furthermore, from the multi-task perspective, SSL-MV essentially replaces the VLC in SSL-MT with VDA tasks. Note that, intuitively, such tasks are more helpful for the feature learning of downstream tasks, since they are closer to the downstream task compared to the VLC tasks (the). Additionally, SSL-MV actually also enables an integrated inference combining the predictions from the different augmented views, consequently further improving the performance as validated in our experiments below. Training Details. For all benchmark datasets, we use SGD with learning rate 0.1, momentum 0.9. For CIFAR10/100, we set weight decay to 5 × 10 −4 , and train for 200 epoches with batch size of 128. For Tiny-ImageNet, we set weight decay of 10 −4 , and train for 100 epoches with batch size of 64 (limited by the GPU capacity). For MIT67, we set weight decay of 5×10 −4 , and train for 180 epoches with batch size of 32 as suggested by [Lee et al., 2019] . We decay the learning rate by the constant factor of 0.1 at 50% and 75% epoches. Furthermore, for SDA+AI, SDA+AG and the standard supervised learning, we follow the same settings in [Lee et al., 2019] .
Choices of pretext tasks. As we use image classification as the downstream task, where using the entire image as input is important. Therefore, similar to [Lee et al., 2019] , we here only focus on two pretext tasks of such SSL, i.e., rotation and color permutation. For rotation, we adopt four commonly used transformations, i.e., {0 • , 90 • , 180 • , 270 • }, while six transformations for color permutation, i.e., {RGB, RBG, GRB, GBR, BRG, BGR} as visualized in Figure 3 .
Shared block experiment
Generally, the shallow layers of CNNs can capture general low-level features like edges, corners, etc, while deeper layers capture task-related high-level features [Jing and Tian, 2019] . This subsection reports the impact of sharing different numbers of blocks on performance. Taking CIFAR100 as an example, Figure 4 shows the corresponding results. For SSL-MT, its performance is negatively correlated with the number of shared blocks, which is consistent with the previous general conclusion. However, for SSL-MV(s), its performance of sharing two blocks is at least equal to that of sharing one block, which is probably because the VDA tasks in SSL-MV are closer to downstream tasks than the VLC task in SSL- MT. Additionally, for color permutation, though sharing more layers improves the performance of SSL-MV(s) (67.99% vs 69.09%), on the other hand, the performance of SSL-MV(e) decreases (76.32% vs 75.11%). For the sake of fairness, all experiments in this paper share the first block of the corresponding CNNs.
Main Results
In this part, we attempt to experimentally uncover whether VDA or VLC dominates the performance of such SSL, where we focus most on the comparison between SSL-MT and SSL-MV. For SSL-MV, it has a single inference (SSL-MV(s)) and an aggregated inference (SSL-MV(e)). In order to further demonstrate the advantages of SSL-MV, we also respectively report their comparison with SDA + SI (a single inference) and SDA + AG (an aggregated inference) in [Lee et al., 2019] . Moreover, we report the results of the standard supervised learning as a baseline. Table 2 shows the results. Observation 1: Compared to the standard supervised learning, SSL-MT and SSL-MV achieve significant performance improvements on almost all datasets, which demonstrates that such pretext tasks indeed benefit the feature learning for the downstream task.
Observation 2: No matter whether it is rotation or color permutation, SSL-MV(s) achieves at least comparable performance to SSL-MT on all benchmark datasets, which fully indicates that it is VDA rather than generally considered VLC that dominates the performance of such SSL, since it has been replaced by the VDA tasks. This also inspires us to further improve the performance of SSL by generating richer data views, such as using transform composition, which will be discussed in subsection 4.5. Besides, compared with the corresponding results reported in [Lee et al., 2019] , SSL-MV(s) (or SSL-MV(e)) also performs better than SDA+AI (or SDA+AG), which seems to validate our previous conjecture, i.e., there may be potentially unfavorable competition between the original and self-supervised labels in such a modeling of [Lee et al., 2019] . Note that, although the VDA tasks also compete with the downstream tasks, the resulting competition has eased due to the closeness between these tasks.
Observation 3: Compared to the single inference, our aggregated inference (SSL-MV(e)) achieves the best performance on all datasets. This demonstrates that the transforms from such pretext tasks indeed enrich the diversity of the original data, which in turn leads to the diversity of the classifiers, consequently further improving the performance [Krawczyk et al., 2017] .
Observation 4: The performance of SSL-MV(s) lags behind the standard supervised learning on CIFAR100, and we conjecture that some view(s) of VDA may confuse the shared feature extractor. In other words, some augmented view(s) may introduce severe distribution drift. As shown in Figure  3 , taking the bird as an example, the newly generated GBR and BRG images have visually shifted greatly from the original RGB images. Especially, when these images have largely color overlap with other kinds of birds, it is easy to confuse the classifiers. To verify our conjecture, we further conduct the color permutation experiments in subsection 4.4.
Remark. Note that, this paper focuses on the exploration of the essence of a class of popular SSL methods. To better study this issue, we specially design such a simple multiview learning framework. Although the single inference, especially aggregated inference of this framework has achieved impressive performance as reported above, this framework currently is not scalable and difficult to be directly deployed into practical applications.
Color permutation experiment
In this subsection, we specifically perform the color permutation experiments to verify our claims in subsection 4.3, and the results are reported in Table 3 . As we conjectured, SSL-MV(s) lags behind the standard supervised learning when the augmented views GBR and BRG are used to assist the feature learning of the downstream task. In contrast, when GRB and BGR are used, the performance of SSL-MV(s) is significantly better than that of the standard supervised learning, indicating that the distribution drift on the latter is smaller than the former. Similarly, SSL-MV(s) performs slightly better than SSL-MT when using GRB and BGR, whereas it lags behind SSL-MT when using GBR and BRG, which also indicates that VLC is necessary when the samples are sensitive to the corresponding transformation (color permutation here). Interestingly, though the distribution drift of some augmented view data interferes with the feature learning of downstream tasks to some extent, the performance of aggregated inference (SSL-MV(e)) is positively correlated with the number of augmented views.
Composed transformations
As mentioned in subsection 4.3, VDA dominates the performance of such SSL discussed in this paper, which inspires us to further improve the performance of SSL by generating richer data views, such as through transform composition. As a preliminary exploration, an extended experiment on the composed transformations containing rotation and an image enhancement transformation, i.e., Sharpness(γ), is carried out in this subsection. The parameter γ controls the sharpness of an image, where γ = 0 returns a blurred image, while γ = 1 returns the original image. Specifically, we adopt γ = 0, 0.5, 1, 1.5 four transformations, and the corresponding results are reported in Table 4 . For SSL-MV(s), although its performance improves with the increase of augmented view data, it is not positively correlated to the number of the augmented views. One possible reason is that some augmented views of VDA drift too much and confuse the shared feature extractor as discussed above. Nonetheless, such augmented view data greatly increase the diversity of the original data, making our aggregated inference (SSL-MV(e)) achieve better performance.
Discussion
From a multi-view perspective, this paper revisits a class of popular SSL methods as an attempt to preliminarily explore the essence of SSL, our finding is the VDA rather than generally considered VLC plays more crucial role in boosting performance for downstream tasks. Different from traditional data augmentation, SSL also considers the attached self-supervised labels. Furthermore, to our best knowledge, there is still a lack of relevant theories to guide the design of SSL. Thus, with such a perspective, we believe that we can further learn from the existing multi-view learning theory [Wang and Zhou, 2017] to compensate this shortcoming of SSL and expand it by the following typical strategies: 1. Generate more diverse self-supervised signals/labels. For example, through richer transformation compositions: composed/nested/hierarchical operations on data examples.
2. In addition to the data level, SSL can also be developed at the model level (such as the model disturbance ), the optimization algorithm level, the task level, etc. 3. Establish a unified learning framework of multi-view learning and self-supervised learning.
Therefore, many interesting works are worth looking forward to.
Conclusion
In this paper, we revisit SSL from the multi-view perspective as an attempt to explore its essence, where we decouple a class of popular pretext tasks into a combination of view data augmentation (VDA) and view label classification (VLC), empirically revealing that it is VDA rather than generally considered VLC that dominates the performance of such SSL. Furthermore, we also give some insights about SSL, hoping to benefit the researchers in this community.
