Fluctuating asymmetry refers to small random deviations from perfect symmetry in any character of a bilaterally symmetrical organism (Van Valen 1962; Palmer & Strobeck 1986; Parsons 1990) . Since fluctuating asymmetry often correlates with individual fitness components and/or with environmental stresses (see Parsons 1990; Møller 1996, 1997 for reviews), there has been a growing interest in the use of fluctuating asymmetry data in ecological and evolutionary studies. However, several recent papers have underlined that analyses of fluctuating asymmetry data require a particular rigour to be correct (Palmer & Strobeck 1986; Swaddle et al. 1994; Pomory 1997; Gangestad & Thornhill, in press) . Finding an appropriate test for comparing values from different groups of individuals is one of these problems. Typically, for fluctuating asymmetry indices based on the unsigned left-minus-right character value, distributions of fluctuating asymmetry are halfnormal, or truncated at zero (i.e. highly skewed to the right) and samples may be heteroscedastic (i.e. with unequal variances; Palmer & Strobeck 1986). Because conditions for parametric tests (t-test, parametric ANOVA) are likely to be violated in these situations, parametric tests are considered incorrect for fluctuating asymmetry analyses (Palmer & Strobeck 1986; Swaddle et al. 1994, but see Gangestad & Thornhill, in press ). Data transformations, such as (Y+a 1 ) a2 (Polak, 1997) , can help meet the assumptions of parametric analyses by reducing skewness (Aitken et al. 1989; Swaddle et al. 1994) . Whether transformed data, however, meet the assumptions for parametric tests needs to be verified and, unless sample sizes are reasonably large, true departures from a normal distribution or differences between variances remain difficult to detect (Palmer & Strobeck 1986 ). Because of these statistical problems, the majority of studies that have compared fluctuating asymmetry between groups have used non-parametric statistical methods (Mann-Whitney test, non-parametric Kruskal-Wallis ANOVA; Sokal & Rohlf 1981; Siegel & Castellan 1988) . Non-parametric approaches do not require data to be normally distributed and their use is thus correct for comparisons of fluctuating asymmetry data. However, non-parametric methods are well known to be less powerful than parametric tests because the statistic is derived from the ranks of data instead of data themselves, and some information is consequently lost (Winer et al. 1991; Gangestad & Thornhill, in press) . Given that differences in fluctuating asymmetry between groups are generally subtle when they exist, non-parametric tests, like classical parametric tests, are probably not the ideal tool for such analyses.
Increasingly, statistical tests based on re-sampling methods are used by biologists and recommended by statisticians (Johnston & Johnson 1989; Manly 1991; Crowley 1992; Adams & Anthony 1996; Thomas et al. 1996) . These tests do not make distributional assumptions and are often more powerful than traditional nonparametric approaches because they use actual data rather than their ranks (Manly 1991) . For these reasons, we think that they are particularly appropriate for analyses of fluctuating asymmetry data, especially for group comparisons when sample sizes are small and variances are unequal (Manly 1991 
