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ОЦЕНКА ЭФФЕКТИВНОСТИ КОМПЬЮТЕРНОЙ СЕТИ С 
ПОТОКОМ ГРУППОВЫХ ЗАЯВОК И НЕОГРАНИЧЕННОЙ  
ОЧЕРЕДЬЮ 
 
 
У роботі запропоновано методику оцінки ефективності компьютерної мережі, на вхід якої 
подається суперпозиція потоків групових заявок. Із використанням марковської моделі 
функціонування системи було отримано аналітичні співвідношення для розрахунку імовірностей 
станів системи. Розглянуто зразок використання методу. 
 
Введение. Анализ литературы. Во многих реальных корпоративных 
компьютерных системах передача данных от периферийных узлов к 
центральному организована путем последовательного установления сеансов 
связи при поочередном их опросе. При этом количество сообщений, 
накопленных для передачи в каждом интеллектуальном узле к моменту 
опроса, является случайным. В соответствии с этим случайными являются 
продолжительности сеансов, а также моменты поступления возникающих 
«групповых заявок» на центральный узел. Если интенсивности передачи 
данных от разных оконечных узлов приблизительно одинаковы, то, в 
соответствии с  известной теоремой Гермейера [1], можно считать, что поток 
групповых заявок является пуассоновским с некоторой интенсивностью, 
рассчитываемой суммированием интенсивностей потоков, образующих 
суперпозицию. 
Корректный математический анализ систем обслуживания с групповым 
поступлением заявок в известной нам литературе не проводился. Поэтому 
представляет теоретический и практический интерес разработка модели, 
описывающей процесс функционирования такой системы с целью оценки ее 
эффективности. 
Постановка задачи. Рассмотрим одноканальную систему 
обслуживания, на вход которой поступает пуассоновский поток групповых 
заявок с известной интенсивностью и известным распределением числа 
заявок в группе. Если в момент поступления групповой заявки канал системы 
обслуживания свободен, то он начинает обслуживание одной из заявок, а 
остальные становятся в очередь. Если же канал занят, то все заявки в группе 
становятся в очередь, в которой ждут начала обслуживания. 
Введем необходимые обозначения. Пусть 
 
  - интенсивность пуассоновского потока групповых заявок, 
поступающего на вход одноканальной системы; 
27 
  - интенсивность обслуживания. 
Зададим распределение числа заявок в группе    ,...,...,, 21 kk pppp  , 
kp - вероятность того, что в группе ровно k  заявок. 
Основные результаты. Введем )(tQ  - число требований в системе в 
момент t . Опишем эволюцию )(tQ  марковской цепью с непрерывным 
временем, граф состояний которой приведен на рисунке. 
 
Граф состояний и переходов системы с групповыми заявками 
 
Интенсивности переходов в этой системе определяются соотношением 
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Используя уравнения А.Н. Колмогорова [2], получим систему линейных 
алгебраических уравнений относительно стационарного распределения  k  
вероятностей состояний системы: 
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Уравнения полученной системы удобно переписать следующим 
образом: 
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Понятно, что характер искомого распределения  k  определяется 
видом распределения  kp . Для получения решения в общем случае введем 
производящую функцию [3] 

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k
k zzP  . Коэффициенты разложения этой 
функции по степеням z  есть искомые вероятности k , ,...2,1,0k  
Умножим левую и правую части уравнений (1) на kz  так, чтобы 
показатель степени k  был равен номеру уравнения, и просуммируем их. При 
этом в результате суммирования слева получим 
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Результат суммирования правых частей уравнений системы (1) имеет 
вид: 
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Преобразуем выражение (3). 
Во-первых, 
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Кроме того, легко видеть, что если изменить порядок суммирования, то 
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Далее введем новый переменный индекс суммирования iks  . Тогда 
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Теперь, объединяя (2) – (5), получим 
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Решим уравнение (6) относительно )(zP : 
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Соотношение (7) дает аналитическое выражение для производящей 
функции )(zP .  Разлагая )(zP  в ряд Тейлора по степеням z , получим 
искомый набор }{ k , ,...2,1,0k . Ясно, что численные значения 
вероятностей k , ,...2,1,0k  зависят от )(zR , то есть от распределения }{ kp , 
,...2,1k . Вместе с тем, легко убедиться, что важнейшая характеристика 
эффективности рассматриваемой одноканальной системы – вероятность того, 
что система в произвольный момент времени свободна, не зависит от 
распределения }{ kp , а определяется только средним числом требований в 
группе. Покажем это. 
В соответствии с условием нормировки 
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Так как  
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то при 1z  в выражении (8) возникает неопределенность типа 
0
0
. 
Раскрывая ее по правилу Лопиталя, получим 
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С другой стороны, так как 
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есть среднее число требований в группе, то, обозначив его через т , после 
преобразования (9) имеем 
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Полученный результат важен сам по себе. Вместе с тем, подставляя (10) 
в (7), получим окончательное выражение для производящей функции: 
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Рассмотрим простой пример использования (11) для расчета 
распределения вероятностей состояний системы. Пусть распределение  kp  
числа требований в группе имеет вид 
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При этом 
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Разложение (12) в ряд Тейлора относительно точки 0z  дает искомые 
вероятности состояний системы: 
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Проведем необходимые расчеты: 
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Далее, опуская несложные, но трудоемкие выкладки, получим 
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Расчеты последующих коэффициентов разложения могут быть 
выполнены аналогично. Заметим, что для практических целей это разложение 
проще и удобнее реализовать численно. 
Выводы. В работе предложена методика оценки эффективности 
компьютерной сети, на вход которой поступает суперпозиция потоков 
групповых заявок. С использованием марковской модели функционирования 
системы получены аналитические соотношения для расчета распределения 
вероятностей состояний системы. Рассмотрен пример применения метода.  
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МАРКОВСКИЕ МОДЕЛИ СМО С НЕМАРКОВСКИМ 
ВХОДЯЩИМ ПОТОКОМ 
 
 
Розглянуто методику марковського опису функціонування системи обслуговування з 
немарковським вхідним потіком, для апроксимації якого використовується потік Ерланга. 
 
1. Введение. Анализ литературы. Эффективность аналитического 
исследования систем массового обслуживания в значительной мере 
определяется качеством моделей распределений случайных величин, 
определяющих параметр функционирования системы. При выборе моделей 
этих распределений руководствуются, в основном, двумя следующими 
соображениями. Во-первых, модель должна адекватно отображать реальные 
процессы, протекающие в системе. Во-вторых, эта модель должна быть 
простой в той мере, чтобы используемые ею соотношения обеспечивали 
возможность проведения исследования и получения результатов в замкнутой 
форме. Для многих реальных систем идеальной моделью распределения 
случайных величин, удовлетворяющей обоим требованиям, является 
экспоненциальное распределение, приводящее к хорошо и всесторонне 
изученным марковским моделям. К сожалению, для других реальных систем 
эта модель не является адекватной. Так, например, многочисленные 
