Abstract. We prove local well-posedness for the initial-boundary value problem (IBVP) associated to the Schrödinger-Korteweg de Vries system on right and left half-lines. The results are obtained in the low regularity setting by using two analytic families of boundary forcing operators, being one of these family developed by Holmer to study the IBVP associated to the Korteweg-de Vries equation (Communications in Partial Differential Equations, 31 (2006)) and the other family one was recently introduced by Cavalcante (Differential and Integral Equations (2017)) in the context of nonlinear Schrödinger with quadratic nonlinearities.
Introduction
The Schrödinger-Korteweg-de Vries (NLS-KdV) system is given by the coupled equations: for (x, t) ∈ R × (0, T ),
u(x, 0) = u 0 (x), v(x, 0) = v 0 (x) for x ∈ R, where u = u(x, t) is a complex-valued function, v = v(x, t) is a real valued function and α, β, γ are real constants. More precisely, the system consists in a non-linear coupling of the classical cubic nonlinear Schrödinger (NLS) and Korteweg-de Vries (KdV) equations. For a didactic introduction to both models we refer the books [19] and [22] . From the physical point of view the NLS-KdV system governs the interactions between short-wave, u = u(x, t), and long wave, v = v(x, t), in dispersive media. For or example, the interactions described by (1.1) can arises in some phenomena of fluid mechanics as well as plasma physics. We refer the works [9] , [13] , [16] and [21] for a better description of these applications. Recently, the authors of the works [8, 20] ensure that NLS-KdV system can not be deduced from the water wave equations.
The central theme of this paper is the local well-posedness theory for the NLS-KdV system on the half-line. In order to motivate our main results, we recall some known theorems in the line. M. Tsutsumi (see [23] ) showed that for data (u 0 , v 0 ) ∈ H s+1/2 (R) × H s (R), with s ∈ Z + , the system (1.1) is globally well-posed. The resonant case (β = 0) was considered by Guo and Miao in [11] and they have proved global well-posedness for data in H s (R)×H s (R) with s ∈ Z + . In [1] , Bekiranov, Ogawa and Ponce showed local well-posedness in the space H s (R) × H s−1/2 (R), with s ≥ 0, by using the Fourier restriction method and Corcho and Linares (see [7] ) refined the technique employed in [1] . Later, Wu (see [24] ) improved the results obtained in [7] ; more precisely, he proved local well-posedness in H s (R) × H k (R) for the IVP (1.1) with s ≥ 0, − 3 4 < k < 4s and s − 2 < k < s + 1 for any β ∈ R and also, when β = 0 he obtained similar results in H s (R) × H k (R), with − 3 4 < k < 4s and s − 2 < k < s + 1. In [12] , Guo and Wang showed local-well posedness in the space L 2 (R) × H −3/4 (R), which is seen as the end-point regularity when β = 0.
1.1. The model on the half-line. For the initial-boundary value problem (IBVP) as far as we know the well-posedness theory of the NLS-KdV system on the half-line is unknown. We shall study two formulations of the IBVP for the NLS-KdV system. Firstly we study the model on the right half-line R + = (0, +∞), namely
for (x, t) ∈ (0, +∞) × (0, T ),
u(x, 0) = u 0 (x), v(x, 0) = v 0 (x) for x ∈ (0, +∞), u(0, t) = f (t), v(0, t) = g(t) for t ∈ (0, T ).
The second formulation studied in this work is the case of the left half-line R − = (−∞, 0), given by the following model: for (x, t) ∈ (−∞, 0) × (0, T ),
for (x, t) ∈ (−∞, 0) × (0, T ), u(x, 0) = u 0 (x), v(x, 0) = v 0 (x) for x ∈ (−∞, 0), u(0, t) = f (t), v(0, t) = g(t), ∂ x v(0, t) = h(t) for t ∈ (0, T ).
The presence of one boundary condition in the right half-line problem (1.2) versus two boundary conditions in the left half-line problem (1.3) for the KdV-component of the system can be motivated by integral identities on smooth solutions to the linear KdV equation ∂ t v + ∂ So, assuming v(x, 0) = 0 for x > 0 and v(0, t) = 0 for 0 < t < T , we can conclude from (1.4) that v(x, t) = 0 for all x > 0. However, the existence of v(x, t) = 0 for x < 0 such that v(x, 0) = 0 for x < 0 and v(0, t) = 0 for 0 < t < T is not precluded by (1.5); indeed, such nonzero solutions do exist as can be seen in Subsection 3.5. On the other hand, (1.5) does show that assuming v(x, 0) = 0 for x < 0 and v(0, t) = ∂ x v(0, t) = 0 for 0 < t < T forces v(x, t) = 0 for x < 0 and 0 < t < T .
1.2.
Functional spaces for the initial-boundary data. Now we discuss appropriate functional spaces for the initial and boundary data, examining again the behavior of solutions of the linear problem on R as motivation.
On the line R, we define the L 2 -based inhomogeneous Sobolev spaces H s (R) with the norm φ H s (R) = ξ s φ(ξ) L 2 (R) , where ξ = 1 + |ξ| and φ denotes the Fourier transform of φ.
The operators e x can be found in [18] . More specifically, we have the following estimates:
and
where ψ(t) is a smooth cutoff function. This smoothing effects suggest that for data in the IBVP (1.2) is natural to consider the following hypothesis: firstly we simplify the notation by defining
then we take 
Our goal in studying IBVPs (1.2)-(1.8) and (1.3)-(1.9) is to obtain low regularity results.
Main results.
We are in position to enunciate the main results of this work. We begin by establishing the results regarding the IBVP (1.2), which reads as follows: Theorem 1.1 (Local theory for right half-line). Let the sets of index (see Figure 1 ), defined by
and consider the IBVP (1.2) with the condition (1.8), where
Then, there exists a local solution u(t), v(t) , on the sense of distributions, such that
Moreover, the map (u 0 , v 0 , f, g) −→ (u(t), v(t)) is Lipschitz-continuous from the space given in (1.8) into the class
Remark 1.1. Note that the best result obtained in Theorem 1.1 is for data (u 0 , v 0 ) in the Sobolev space
, that is the regularity attained in the work [7] , which can be seen as the almost sharp regularity when β = 0 (except for the end point (s, k) = (0, − 3 4 )). We notice that in next result the smallness assumptions on data for KdV are required. Theorem 1.2 (Local theory for right half-line and small data). Let the sets of index (see Figure  1 ), defined by
Assume in addition that
with δ small enough. Then, there exists a local solution u(t), v(t) , on the sense of distributions, such that
For the IBVP on the left half-line (1.3) we obtained the following results.
Theorem 1.3 (Local theory for left half-line).
Let the sets of index (see Figure 2 ), defined by
and consider the IBVP (1.3) with conditions (1.9), where
Moreover, the map (u 0 , v 0 , f, g, h) −→ (u(t), v(t)) is Lipschitz-continuous from the space given in (1.9) into the class
Our final result is concerning local well-posedness under smallness assumptions for data of the KdV equation. Figure 1 . Regions of local well-posedness achieved in Theorems 1.1 and 1.2. For the regions painted in gray the local theory is developed with smallness assumption on the data for the KdV-component of the system. Theorem 1.4 (Local theory for left half-line and small data). Let the sets of index (see Figure  2 ), defined byẼ
with δ small enough. Then, there exists a local solution u(t), v(t) , on the sense of distributions such that
is Lipschitz-continuous from the space given in (1.9) into the class 
About the technique.
The approach used to proof the main results is based on the arguments developed in [5] , [6] , [14] and [15] . The main idea to solve the IBVP (1.2) -(1.8) is the construction of an auxiliary forced IVP in the line R, analogous to the (1.1); more precisely:
where T 1 e T 2 are distributions supported in R − ,ũ 0 ,ṽ 0 are nice extensions of u 0 and v 0 in R and the boundary forcing functions h 1 , h 2 are selected to ensure thatũ(0, t) = f (t) andṽ(0, t) = g(t) on the interval (0, T ). Upon constructing the solution (ũ,ṽ) of IVP (1.16), we obtain a distributional solution of IBVP (1.2) by restriction, that is
In the same way, to construct solutions for the IBVP (1.3)-(1.9) we need to solve the forced IVP (1.17)
where T 1 , T 2 and T 3 are distributions supported in R + ,ũ 0 ,ṽ 0 are nice extensions of u 0 and v 0 in R and the boundary forcing functions h 1 , h 2 and h 3 are selected to ensure thatũ(0, t) = f (t),ṽ(0, t) = g(t) and ∂ xũ (0, t) = h(t) in (0, T ).
For both IVPs, (1.16) and (1.17), the solution is constructed using the classical Fourier restriction norm method used in [7] , [24] and the inversion of a Riemann-Liouville fractional integration operator. An important point in this work is that the Boundary forcing operators force us to work with Bourgain spaces X s,b and Y k,b , associated for the Schrödinger and KdV equations, with b < 1 2 , then we need to obtain the nonlinear estimates for b < 1 2 , while in [7] and [24] the nonlinear estimates were obtained for b > 1 2 . We do not explore here the uniqueness of solutions obtained in this work. Actually we have uniqueness in the sense of Kato (see [17] ) only for a reformulation of the IBVP (1.2) and (1.3) as an integral equation posed in R, such that solves (1.2) and (1.3), respectively. As there are many ways to transform the IBVP into an integral equation, we do not have uniqueness in the strong sense. We believe that the method given by Bona, Sun and Zhang in [2] can be applied here. These authors introduced the concept of mild solutions, to treat the question of uniqueness for the Korteweg-de-Vries equation on the half-line. In [3] the same authors applied this method to get uniqueness of the solutions for the classical nonlinear Schrödinger equation, with nonlinearity |u| λ−1 u on the half-line and on the bounded interval.
Remark 1.3. Unlike the single NLS and KdV equations, systems (1.16) and (1.17) are not invariant under scaling, nevertheless we eliminate the smallness conditions on the initial data making some refined localized time estimates. This was only possible for regularity of the initial data in the regions D, D 0 , E and E 0 indicated in figures 1 and 2. For the remaining regularities where the local theory is established we were only able to remove the smallness assumption on the initial datum of the NLS component, the smallness assumption on the initial datum of the KdV component being still necessary. 1.5. Structure of the paper. This work is organized as follow: in the next section, we discuss some notation, introduce some important function spaces and review the definition and basic properties of the Riemann-Liouville fractional integral. Sections 3 and 4 are devoted to establish preliminary estimates for the linear group, the Duhamel boundary forcing operators and for the classes of the Duhamel boundary forcing operators associated to linear Schrödinger and KdV equations. Also, similar estimates are established for the inhomogeneous solution operators associated to both equations. In Section 5, the crucial bilinear estimates will be deduced. Finally, in Section 6 is exhibited the proof of the main results about the local theory established in this work for the IBVPs (1.2) and (1.3).
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Preliminaries
Here we introduce some notations and function spaces as well as the operator Riemann-Liouville fractional integral.
u(x, t)dxdt denotes its space-time Fourier transform, F x u(ξ, t) its space Fourier transform and F t u(x, τ ) its time Fourier transform. For any real number we put ξ := 1 + |ξ| and f (ξ, τ ) g(ξ, τ ) means that there is a constant
α in the sense of distributions. The characteristic function of an arbitrary set A is denoted by χ A .
Function Spaces. For s
and R * = R \ {0}. The following results summarize useful properties of the Sobolev spaces. For the proofs we refer the reader [6] .
with s ∈ R, we then have 
where F is a nonlinear function, φ is a measurable real-valued function and φ(−i∂ x ) is the multiplication operator by φ(ξ) via Fourier transform, that is,
The corresponding integral formulation is given by
where W φ (t) = e −itφ(−i∂x) is the unitary group that solves the linear part of (2.1). We denote by X s,b (φ) the so called Bourgain space associated to (2.1); more precisely, X s,b (φ) is the completion of S ′ (R 2 ) with respect to the norm
Ginibre, Tsutsumi and Velo in [10] while establishing local well-posedness results for the Zakharov system showed the following important estimate:
Here we work with the Bourgain spaces associated to the Schrödinger and Airy groups and for these spaces we use, respectively, the following notation:
. To obtain our results we also need define the following auxiliary modified Bougain spaces. Let W s,b , U s,b and V α the completion of S ′ (R 2 ) with respect to the norms:
2.3. Riemman-Liouville fractional integral. The tempered distribution
is defined as a locally integrable function for Re α > 0, that is
For Re α > 0, integration by parts implies that
for all k ∈ N. This expression allows to extend the definition, in the sense of distributions, of
Integrating over an appropriate contour yields
Thus, when Re α > 0,
and notice that
The following results state important properties of the Riemman-Liouville fractional integral operator. The proof of them can be found in [15] .
Lemma 2.7. If 0 ≤ α < ∞, s ∈ R and ϕ ∈ C ∞ 0 (R), then we have
2.4. Elementary 1d-integral estimates. The next inequalities will be used to estimate the nonlinear terms in Section 5.
Lemma 2.8. The following integral estimates are valid:
where the constants c only depend on b.
Proof. The details of the proof can be found in [1] .
We finish with another versions of the estimates given in Lemma 2.9.
Lemma 2.10. The following integral estimate is valid:
where the constant c only depends on b.
Proof. See Lemma 5.13 in [15] .
3. Linear Versions for R + and R
−
In this section we shall obtain explicit solutions for the following linear versions of the IBVP associated to the liner part of the system; more precisely, we study the IBVP for linear Schrödinger equation:
For linear version of KdV equation we study the following ones:
for t > 0.
For this purpose, we will use the approach given in [5] , [6] , [14] and [15] , i.e., we solve forced problems in R. More precisely, for the Schrödinger case we solve the problems:
and for KdV the following ones:
whereũ 0 andṽ 0 are nice extensions of u 0 and v 0 in R, T 1 and T 3 are distributions supported in R − , T 2 , T 4 and T 5 are distributions supported in R + and h i (i = 1, . . . , 5) are suitable boundary forced functions. Consequently, the solutions of IBVPs (3.1), (3.2), (3.3) and (3.4) are given, respectively, by the restriction of the solutions obtained for the problems (3.5), (3.6), (3.7) and (3.8).
Remark 3.1. The technique introduced by Colliander and Kenig in [6] to solve the IVP (3.7) in the context of generalized-KdV equation was based on the delta-distribution δ 0 (x). Holmer [14] studied the IBVP (3.5) also using the delta-distribution in order to study the IBVP associated to nonlinear schrödinger equation and later, in [15] , he solved the IVPS (3.7) and (3.8) by considering a more general family of distributions, namely Γ(λ) with λ ∈ C, which was necessary to obtain results in low regularity for the IBVP associated to the KdV equation on the half-line. Recently, following the Holmer's ideas, Cavalcante [5] solved the linear IBVP (3.1) by using the distributions
, with λ ∈ C, in order to solve IBVP associated to some quadratic nonlinear Schrödinger equations for data with low regularity.
3.1.
Linear estimates for the free propagator of the Schrödinger equation. We define the linear group e
associated to the linear Schrödinger equation as
Proof. The assertion in (a) follows from properties of group e it∂ 2 x , (b) was obtained in [18] and the proof of (c) can be found in [10] .
The Duhamel boundary forcing operator associated to the linear Schrödinger equation.
We now introduce the Duhamel boundary forcing operator introduced in [14] . For f ∈ C ∞ 0 (R + ), define the boundary forcing operator
The equivalence of the two equalities is clear from the formula
From this definition it follows that (3.10)
The next result is concerning the properties of continuity of the operator Lf (x, t).
, then Lf (x, t) verifies the following properties.
(a) For a fixed time t, Lf (x, t) is continuous with respect to the spatial variable x ∈ R and ∂ x Lf (x, t) is continuous for all x = 0. Furthermore,
(b) For N, k nonnegative integers and fixed x, ∂ k t Lf (x, t) is continuous in t for all t ∈ R + . Moreover, we have pointwise estimates on the interval [0, T ] given by
where c = c(f, N, k, T ).
Proof. See Lemma 6.1 in [14] .
If we set u(x, t) = e
, then by Lemma 3.2-(a) u(x, t) is continuous in x and also u(0, t) = f (t). Hence, u(x, t) solves, in the sense of distributions, the IBVP (3.11)
for t ∈ (0, T ).
This would suffice to solve the linear analogue problem on the half-line.
3.3.
The Duhamel boundary forcing operator classes associated to linear Schrödinger equation. Now we introduce the Duhamel boundary forcing operator classes associated to the linear Schrödinger equation used in [5] .
For λ ∈ C such that Re λ > −2 and f ∈ C
,
, and
These definitions imply
and (3.13)
in the sense of distributions. If Re λ > 0, then
f (y, t)dy,
If Re λ > −2, using (3.10) we obtain
Notice that
and by (3.16) and (3.17) we have L 
We finish this section with some estimates for the Duhamel boundary forcing operators class.
Lemma 3.4. Let s ∈ R and f ∈ C ∞ 0 (R + ). The following estimates are valid:
whenever s− 
The next estimates were proven in [15] .
Lemma 3.5. Let k ∈ R and 0 < b < 1. If φ ∈ H s (R), then we have
Remark 3.2. The spaces V α introduced in [15] give us useful auxiliary norms of the classical Bourgain spaces in order to validate the nonlinear estimates associated to the KdV equation.
3.5.
The Duhamel boundary forcing operator associated to the linear KdV equation. Now we give the properties of the Duhamel boundary forcing operator introduced in [15] , that is 20) defined for all g ∈ C ∞ 0 (R + ) and A denotes the Airy function
From the definition of V it follows that
The proof of the results exhibited in this section were shown in [15] .
Lemma 3.6. Let g ∈ C ∞ 0 (R + ) and consider a fixed time t ∈ [0, 1]. Then, (a) the functions Vg(·, t) and ∂ x Vg(·, t) are continuous in x for all x ∈ R. Moreover, they satisfy the spatial decay bounds
Vg(x, t) is continuous in x for all x = 0 and has a step discontinuity of size
from (3.20) we have that Vg(0, t) = g(t). Thus, if we set
x φ x=0 (x, t), then u solves the linear problem
for t ∈ (0, +∞), in the sense of distributions, and then this would suffice to solve the IBVP on the right half-line associated to linear KdV equation. For the linear IBVP on the left half-line associated to the KdV equation, which has two boundary conditions, it is considered the second boundary forcing operator associated to the linear KdV equation:
From Lemma 3.6, for all g ∈ C ∞ 0 (R + ) the operator V −1 g(x, t) is continuous in x on x ∈ R; moreover using that A
we get the relation V −1 g(0, t) = −g(t).
Also, the definition of V −1 g(x, t) allows us to ensure that
in the sense of distributions. Furthermore, the Lemma 3.6 implies that the function ∂ x Vf (x, t) is continuous in x for all x ∈ R and, since
g(x, t) is continuous in x for x = 0 and has a step discontinuity of size 3I 
then from Lemma 3.6 -(b) we have
g(t) and lim
On the other hand, given h 1 (t) and h 2 (t) belonging to C ∞ 0 (R + ) we have the relations:
For given v 0 (x), g(t) and h(t) we assigned
for t ∈ R, lim
in the sense of distributions.
The Duhamel Boundary Forcing Operator Classes associated to linear KdV equation.
Consider λ ∈ C with Re λ > −3 and g ∈ C ∞ 0 (R + ). Define the operators
. Then, using (3.21) we have that
Lemma 3.7 (Spatial continuity and decay properties for V λ ± g(x, t)). Let g ∈ C ∞ 0 (R + ) and fix t ≥ 0. Then, we have
± g(x, t) has a step discontinuity of size 3g(t) at x = 0, otherwise for x = 0, V 
The details of the proof of Lemmas 3.7 and 3.8 can be seen in [15] .
Now we shall solve the IVP forced (3.8) with the distributions 
. By Lemma 3.7, u(x, t) is continuous in x and Lemma 3.8 implies
Also, by Lemma 3.7, ∂ x v(x, t) is continuous in x and Lemma 3.8 gives us that
Therefore, we have (3.30)
.
Notice that the determinant of the 2 × 2 matrix in (3.30) is given by the expression √ 3 sin π 3 (λ 2 − λ 1 ) , which is nonzero if λ 1 − λ 2 = 3n for n ∈ Z. Thus, for any −1 < λ 1 , λ 2 < 1, with λ 1 = λ 2 we set
. and hence v(x, t) solves (3.8).
We finish this section with further useful estimates, proved in [15] , for the operators V λ ± . Lemma 3.9. Let k ∈ R. The following estimates are ensured:
for all −2 < λ < 1.
for all −1 < λ < 2.
and 0 ≤ b < 1 2 .
The Duhamel Inhomogeneous Solution Operators
The Duhamel inhomogeneous solution operator S associated with Schrödinger equation is define by
The corresponding inhomogeneous solution operator K associated to the KdV equation is given by
thus we have
Now we summarize some useful estimates for the Duhamel inhomogeneous solution operators S and K that will be used later in the proof of the main results.
The following lemma is due to Cavalcante and its proof can be seen in [5] .
Lemma 4.1. Let s ∈ R. The following estimates are ensured:
Similar results for KdV equation were obtained by Holmer in [15] , which read as follows: Lemma 4.2. For all k ∈ R we have the following estimates:
Remark 4.1. We note that the time-adapted Bourgain spaces W s,d1 and U k,d2 used in lemmas 4.1-(b) and 4.2-(c), respectively, are introduced in order to cover the full values of regularity s and k.
Nonlinear Estimates
Now we prove the main estimates for the nonlinear terms that are needed in the proof of our main results.
5.1. Known nonlinear estimates. We begin by recall previous nonlinear estimates obtained in the works [4] and [15] .
We begin with the trilinear estimate for the nonlinear term of the classical cubic-NLS equation, deduced by Bourgain in [4] .
and s ≥ 0. Then, for all 0 < a < 1 2 we have that
Next nonlinear estimates, in the context of the KdV equation, for b < 1 2 , was derived by Holmer in [15] .
Remark 5.1. The purpose of introducing the space V α (low frequency correction factor) was done by Holmer in [15] to validate the bilinear estimates above for b < 1 2 . Recall that the need to take b < 1 2 appears in Lemma 3.9-(d).
5.2.
Bilinear estimates for the coupling terms. We finish this section deriving new bilinear estimates for the interaction terms of the system. 
Remark 5.2. In the above estimate the hypothesis s ≤ 2a is sufficient to cover the set s < 1. Moreover, is sufficient s > 1/2 since for the case s ≤ 1/2 the implementation of the space W s,b is not needed in the estimate (b) of Lemma 4.1. Now we show the proofs of the statements above. We follow closely the arguments in [7] .
5.3. Proof of Proposition 5.1. Arguing as in the proof of Lemma 3.1 of [7] we need to show the following boundedness:
Here we refine the regions given in [7] . More precisely, first we define the set
and then we put R 1 := R 11 ∪ R 12 ∪ R 13 , with
The two remaining regions are defined as follows:
Before starting with the estimations we observe that obviously R 1 ∪ R 2 ∪ R 3 = R 4 and notice that the points of the set R 12 verify the following inequality:
Also we note that the hypotheses Now we proceed to obtain (5.2). Combining the inequality ξ 2s ≤ ξ − ξ 1 2s ξ 1 2|s| with Lemma 2.9 we get (5.7)
since b > 1/4 and a > 0. Next we estimate the (5.7) in each one of the sub-regions R 11 , R 12 and R 13 .
Region R 11 . The boundedness of the right-hand side of (5.7) follows easily taking into account that the region of integrations is bounded. Region R 13 . We use |ξ 1 | > 2 and |ξ 1 | 3 |τ + ξ 2 | to obtain from (5.7) the estimate
Thus, we obtain
Hence, Lemma 2.6 allows control the last integral, once that b > 1 3 . Region R 12 . Is the most complicated case. The triangular inequality yields that
and consequently
where we have used (5.6). Now, making the change of variables
and using the description of R 12 combined with (5.5) we obtain from (5.8) the following inequalities:
The last integral converges if k − |s| ≥ 2 − 6b. This complete the estimate in R 1 . Region R 2 . In this case we have
The change of variables η = τ 1 − ξ
Since a + b > 1/2 we apply Lemma 2.9, combined with (5.10) and the relation |ξ 1 | > 2 =⇒ |ξ 1 | ∼ ξ 1 , to obtain the following estimates:
Therefore, using (5.9) and that 1 3 < a < b implies 2a + 4b − 2 > 6a − 2 > 0, we get
which is bounded once that k − |s| > −9a + Then, the proof of Proposition 5.1 is completed. 
is bounded. In order to estimate w(ξ, τ ) we consider two cases. Case 1: k ≥ 0. Using that s, k are nonnegative and Lemmas 2.8 and 2.9 we see that
where we have used that s ≤ 2a and b > 1 3 . Case 2: k < 0. We treat separately the cases |ξ 1 | ≤ 2|ξ − ξ 1 | and 2|ξ
where we have used that s ≤ 2a, k + s ≥ 0 and b > 
This completes the proof of Proposition 5.2.
Proof of Proposition 5.3. Let
. Following the argument of [7] and [24] we need to show that (5.11)
Dividing the domain of integration we write the left hand side of (5.11) as (5.12)
, where
Region R 1 . We integrate first in ξ and τ and we use the Cauchy-Schwarz inequality to obtain
Using the facts s ≥ 0, a ≤ b and Lemma 2.9 we obtain
that is limited by Lemma 2.6 provided
. For the estimates of Z 2 , Z 3 and Z 4 we will use the following algebraic relation We subdivide R 2 in R 2 = R 21 ∪ R 22 ∪ R 23 , where 
since |ξ| > 10. Therefore the estimate can be done by separating in three cases, like in Z 2 . Region R 4 . Finally, we estimate Z 4 . We subdivide R 4 = R 41 ∪ R 42 , where
In R 41 we have |ξ 2 | ≤ |ξ 2 − ξ + 2ξ 1 | + |2ξ 1 − ξ| ≤ 6|ξ 1 |. Then we need to show that the function
is bounded. Using a < b, |ξ 1 | ∼ |ξ 2 | and Lemma 2.9 we get
Using 4a − 1 < 2b and triangular inequality we obtain
It follows that
where we have used that k ≤ 4s + 2a − 3/2 and a > 
provided |ξ| > 10. Therefore, (5.20) is limited by
for k ≤ 4s + 2a − 1. Now we estimate Z 4 in the set R 42 . In this case we use the algebraic relation (5.13) to subdivide R 42 in following cases:
In each cases above we split our analysis in the situations:
Initially we assume max {|σ|, |σ 1 |, |σ 2 |} = |σ| and |ξ| 2 ≤ 10|ξ 1 |.
In this case we have
Now, we change the variables η = 2ξξ 2 − ξ 3 − τ − 2ξ 2 . Then dη = 2ξdξ 2 and |η| ≤ c|σ|. Thus, the right hand side of (5. 
that is limited provided a > 1,
where we have used that k ≤ 2s + 6b + 3a − 
Proof of part (b).
Arguing as in the proof of Proposition 5.3 and using k ≤ 0 we need to show that the functions w 1 (ξ 1 , τ 1 ) = τ .
Arguing as in the proof of part (a) we can control the right hand side of (5.28) by |ξ| 2s+1−6a , that is limited provided s ≤ 3a − 1 2 , which proves the proposition.
Proof of the Main Results
Here we show the proof of the main results annunciated of this work. .
Using (3.9), (3.12), (3.19), (3.21), (4.1) and (4.2) we need to obtain a fixed point for the operator Λ = (Λ 1 , Λ 2 ), given by Λ 1 (u, v) = ψ(t)e , where λ 1 = λ 1 (s) and λ 2 = λ 2 (k) will be choosing later, so that Lemmas 3.4 and 3.9 are to be valid. We consider Λ in the Banach space Z = Z(s, k) = Z 1 × Z 2 , where
(R t ) ∩ X s,b and
Initially, we will show that the functions L . Let λ 1 = λ 1 (s), λ 2 = λ 2 (k) and λ 3 = λ 2 (k) such that Lemmas 3.4 and 3.9 are valid. By (4.1) and (4.2) we need to obtain a fixed point to operator Λ = (Λ 1 , Λ 2 ), given by
