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We conduct a diagnostic analysis of ozone chemistry simulated by four different conﬁgurations of a
Global Climate-Chemistry Model (GCCM), the Community Earth System Model (CESM) with detailed
tropospheric chemistry. The purpose of this study is to evaluate the ability of GCCMs to simulate future
ozone chemistry by evaluating their ability to simulate present-day chemistry. To address this we chose
four conﬁgurations of the CESM that differ in their meteorology (analyzed versus simulated meteoro-
logical ﬁelds), number of vertical levels, and the coupling of the ice and ocean models. We apply mixed
model statistics to evaluate these different conﬁgurations against CASTNET ozone observations within
different regions of the US by using various performance metrics relevant to evaluating future ozone
changes. These include: mean biases and interannual variability, the ozone response to emission changes,
the ozone response to temperature changes and ozone extreme values. Using these metrics, we ﬁnd that
although the conﬁguration using analyzed meteorology best simulates temperatures it does not
outperform a conﬁguration with simulated meteorology in other metrics. All conﬁgurations are unable to
capture observed ozone decreases and the ozone north-south gradient over the eastern US during 1995
e2005. We ﬁnd that the conﬁguration with simulated meteorology with 56 vertical levels is markedly
better in capturing observed ozone-temperature relationships and extreme values than a conﬁguration
that is identical except that it contains 26 vertical levels. We recommend caution in the use of GCCMs in
simulating surface chemistry as differences in a variety of model parameters have a signiﬁcant impact on
the resulting chemical and climate variables. Isoprene emissions depend strongly on surface temperature
and the resulting ozone chemistry is dependent on isoprene emissions but also on cloud cover,
photolysis, the number of vertical levels, and the choice of meteorology. These dependencies must be
accounted for in the interpretation of GCCM results.
© 2014 Published by Elsevier Ltd.rnell University, Ithaca, NY
ner).1. Introduction
General Circulation Models (GCMs) like the Community Earth
Systems Model (CESM) are constantly evolving models with ge-
nealogies stretching back several decades (Masson and Knutti,
B. Brown-Steiner et al. / Atmospheric Environment 101 (2015) 134e148 1352011). Global Climate-Chemistry Models (GCCMs), such as the
CESM Community Atmosphere Model with Chemistry (CAM-
Chem) (Lamarque et al., 2012; hereafter referred to as L2012), are
comparatively recent advancements with their genealogical roots
stretching back only to the chemical transport models (CTMs) of
the 1990s (Rasch et al., 1997, Brasseur et al., 1998, Hauglustaine
et al., 1998, Emmons et al., 2010 (hereafter referred to as E2010)).
Consequently, much of the framework upon which GCCMs operate
has been designed, parameterized, and tuned towards the domain
of GCMs (e.g. the simulation of surface air temperature, precipita-
tion, sea level pressure, top-of-atmosphere radiative balance)
rather than a domain more appropriate for GCCMs (e.g. the simu-
lation of the chemical composition of the atmosphere) (R€ais€anen,
2007; Mauritsen et al., 2012). Generally, model framework and
design are intended to reproduce physical aspects of a known
climate by combining physical theory, observational evidence, and
results from other models (Mauritsen et al., 2012). Invariably this
necessitates making a sequence of choices that ultimately inﬂuence
the behavior of the model (R€ais€anen, 2007) and its chemistry.
While GCCMs are able to simulate synoptic meteorological patterns
that impact ozone chemistry, patterns which are expected to
change under a warming climate (Weaver et al., 2009; Doherty
et al., 2013), it is becoming increasingly clear that the highly
localized, rapid, and non-linear nature of atmospheric chemistry
and dynamics provide a challenge in simulations of atmospheric
chemistry (Wild and Prather, 2006). Out of necessity GCCMs must
be used to predict ozone and other air pollutants and precursors
under future climate scenarios. In an effort to evaluate the ability of
GCCMs to simulate future chemical conditions, this study evaluates
four conﬁgurations of the CESM CAM-Chem against observations:
three with simulated meteorology and one driven by analyzed
meteorological ﬁelds.
Ozone chemistry is harmful to plants, infrastructure, and people,
and as a result ozone is a regulated pollutant with the United States
Environmental Protection Agency (EPA) promulgating a National
Ambient Air Quality Standard (NAAQS) of 75 ppb (for the fourth
highest Daily-Maximum 8-Hour ozone value (DM8H O3)) (US EPA,
2008). In 1998, the EPA promulgated the NOx State Implementation
Plan (SIP) Call, which called upon states in the Eastern US to reduce
NOx emissions through emissions budgeting as a means of reducing
ground-level ozone exceedances (US EPA, 1998). Power plant NOx
emissions have decreased up to 50% since 1990 in the eastern US
despite increases in electrical power over the same time period
(Kim et al., 2006; Frost et al., 2006; Cooper et al., 2012) with a
concurrent decrease in ozone exceedances (Bloomer et al., 2010),
extreme ozone events (Rieder et al., 2013a) and the slope of the
ozone-temperature relationship (Bloomer et al., 2009).
In the US, background levels of ground level ozone are typically
20e60 ppb, and are generally higher in the Western US than the
Eastern US (Wang et al., 2009; Steiner et al., 2010; Chan and Vet,
2010) due in part to stronger inﬂuences from Asian emissions
(Reidmiller et al., 2009; Brown-Steiner and Hess, 2011; Lin et al.,
2012b) and stratospheric intrusions (Langford et al., 2009; Lin et al.,
2012a). Ozone is highly correlated with temperature within a
temperature range of 295e312 K (Dawson et al., 2007; Jacob and
Winner, 2009; Steiner et al., 2010). Summertime DM8H O3 events
in the US occasionally exceed 100 ppb (e.g. Lai et al., 2012) and
regularly exceed 60 ppb. The ozone production rates are largely
inﬂuenced by secondary effects of increased temperatures on
chemical kinetics (e.g. Murazaki and Hess, 2006; Jacob andWinner,
2009) such as an increased rate of peroxyacetylnitrate (PAN)
decomposition into NOx (Sillman and Samson, 1995; Racherla and
Adams, 2008) and increased emission of isoprene and increased
concentrations of its photochemical byproducts, many of which are
known ozone precursors (Roberts et al., 2006) particularly in theEastern US summer (Guenther, 1997; Lam et al., 2011; Guenther
et al., 2012). A warming climate not only changes surface chemis-
try through changes in temperature, but through changes in at-
mospheric dynamics (Jacob and Winner, 2009; Hegglin and
Shepherd, 2009; Lang and Waugh, 2011; Hu et al., 2012; Barnes
and Fiore, 2013; Doherty et al., 2013; Turner et al., 2013; Lin et al.,
2014). Under a warming climate, the net effect of both chemical
and dynamical changes is to increase the number of NAAQS
exceedances in the U.S (Murazaki and Hess, 2006; Jacob and
Winner, 2009).
This study examines the physical and chemical factors that can
impact ozone chemistry under present-day climate conditions in a
particular GCCM. We compare four conﬁgurations of the CESM
CAM-Chem for a present-day climate (1995e2005) in order to
highlight and explore both the model's overall ability to simulate
the chemical climate of the present day and the impact of various
model conﬁgurations on the simulated chemical climate. The
impact of model resolution on surface chemistry has been largely
limited to studies examining the impact of changes in horizontal
resolution in GCCMs (e.g. Wild and Prather, 2006; Lin et al., 2008)
or limited to CTMs (e.g. Lin et al., 2009; Huang et al., 2013). The
main objective of this study is to answer the question: is the
meteorology simulated in this particular GCCM, which is tuned for
GCM climate parameters rather than GCCM chemistry parameters,
adequate for simulations of future climate and chemistry?
We focus our analysis on metrics of present day ozone that are
particularly pertinent to the forecast of future ozone concentration
in the CESM CAM-Chem. First, we look at temperature and ozone
biases since temperature is an important driver of ozone formation
(Jacob and Winner, 2009) and biases may impact our ability to
accurately forecast future ozone levels. Secondly, we examine the
interannual variability (IAV) of ozone over the 11-year simulation
period in order to characterize themodel's ability to simulate ozone
chemical weather (i.e. interannual variations). We also examine the
response of simulated ozone to anthropogenic emission changes as
well as the ozone-temperature relationship using a metric called
the climate penalty factor or the climate change penalty (Dawson
et al., 2007; Wu et al., 2008; Bloomer et al., 2009; Avise et al.,
2012; Rasmussen et al., 2012). This metric is deﬁned as the slope
of the ozone-temperature relationship (mO3-T). Finally, we examine
the model's ability to simulate extreme ozone events as it is usually
the highest ozone events that garner the attention of regional and
national municipalities.
Section 2 of this paper describes the CESM CAM-Chem and the
different model conﬁgurations used in this study, as well as the
sources and descriptions of emissions, the criteria used to select the
CASTNET sites for observational comparison, adjustments made to
the surface layer ozone to better match the height of the CASTNET
observational stations, and thedetails of theMixedModelingweuse
for statistical analysis. The results are found in Section 3. Section 3.1
examines the DM8H O3 and Daily Maximum Temperature (DMT)
biases and IAV, Section 3.2 looks at the response to anthropogenic
emission changes. Section 3.3 examines the ozone and temperature
relationship (mO3-T),while Section 3.4 uses ExtremeValue Theory to
further explore the CESM CAM-Chem capabilities. Section 4 con-
tains a discussion of the results and compares climatological vari-
ables from each of the four conﬁgurations. Section 5 draws
conclusions based on the above stated criteria.
2. Methods
2.1. Description of simulation
In order to understand the impact of model conﬁgurations on
the modeled climate-chemistry system, four CESM 1.0 CAM-Chem
Fig. 1. Time series for the total monthly NOx emissions (TgNO/year) for each region
(See Fig. 2) in all conﬁgurations.
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using speciﬁed meteorology (typically called an ofﬂine conﬁgura-
tion) or with interactive meteorology (L2012), either with speciﬁed
sea surface temperatures and sea ice or with the atmospheric
component fully coupled with the ocean and ice components (both
of these are typically called online conﬁgurations). The ofﬂine
conﬁguration reads in winds, surface and air temperatures, surface
pressure, heat ﬂuxes and wind stresses from an input meteoro-
logical dataset (L2012). Since the same model framework can be
run in either an online or ofﬂine mode using the same physical
parameterizations and the same chemistry the CESM is an ideal
choice in comparing online and ofﬂine meteorology and chemistry.
Online climate runs in the CESM are typically run with a vertical
resolution of 26 levels as dictated by the CAM4 physics (L2012)
while simulations with speciﬁed meteorology are typically run
with 56 levels so as to match the resolution of the input meteo-
rological dataset. Vertical interpolation of ofﬂine winds can pro-
duce severe dynamical noise in the model simulation.
All simulations are from 1994 to 2005, with the ﬁrst year used
for chemical spin-up and not analyzed. CAM-Chem consists of the
Community Atmosphere Model (CAM) with fully implemented
Model for Ozone and Related chemical Tracers, version 4 (MOZART-
4) chemistry with 85 gas phase species, a bulk-aerosol component
with 12 species, 39 photolysis reactions and 157 gas phase reactions
(E2010, L2012). Long-lived species, such as CH4, H2, N2O and CO2
are speciﬁed at the surface as boundary conditions. The standard
resolution is 1.9 latitude by 2.5 longitude. For a full description of
CAM-Chem see L2012. For this paper, we chose the Modern-Era
Retrospective Analysis for Research and Applications (MERRA)
meteorological dataset (Rienecker et al., 2011) to drive the ofﬂine
simulation. In all cases, CAM is coupled with the Community Land
Model (CLM), the CESM landmodel. CAM-Chem has been evaluated
extensively on a global scale, although with limited evaluation
against surface ozone measurements (L2012).
Table 1 summarizes the model conﬁgurations analyzed here.
Speciﬁcally, the simulations include: the CTM_56, a fully ofﬂine 56-
level simulation with speciﬁed MERRA meteorology, ocean sea
surface temperatures (SSTs) and sea ice; the AMIP_56, a partially
online simulation with 56 vertical levels where meteorology is
simulated online but with speciﬁed SSTs and ice components that
are cycled annually; the AMIP_26, which is identical to the
AMIP_56 except that 26 vertical levels are speciﬁed; and the
CCM_26, a 26-level simulation that includes an interactive ocean
(using the POP2 ocean model) and an interactive ice component.
These conﬁgurations allow us to examine: (1) the effects of GCM
computed meteorology on the chemical system instead of using
meteorological ﬁelds from a meteorological analysis; (2) the dif-
ferences between 26-level conﬁgurations and 56-level conﬁgura-
tions; and (3) the impact of running an interactive ocean model
compared to using speciﬁed sea surface temperatures. As part of
the standard release of the 26-level GCM a number of meteoro-
logical parameters have been tuned so as to better reproduce the
Earth's climate in the year 2000, but not necessarily its simulation
of chemistry. The 56-level conﬁgurations have not been explicitlyTable 1
Summary of conﬁgurations for the four CESM simulations. All simulations are runwith CE
interactive biogenic emissions model MEGAN 2.1.
Vertical levels (total/below 800 hPa) Met
CTM _56 (fully ofﬂine) 56/13 MER
AMIP_56 (partially ofﬂine, 56 levels) 56/13 Sim
AMIP_26 (partially ofﬂine, 26 levels) 26/4 Sim
CCM_26 (fully online) 26/4 Sim
a Chemistry set to be radiatively passive since meteorology is forced.retuned, but instead use the tuning parameters developed for the
26-level conﬁgurations. Below 800 hPa, the 26-level conﬁgurations
have 4 levels while the 56-level conﬁgurations have 13 levels
(Table 1). As a result, boundary layer processes are expected to be
more highly resolved when the 56-level resolution is used. The
thickness of the bottom layer (approximately 50m at themidpoint)
is roughly the same in both resolutions (the difference between the
56-level and 26-level vertical gridding always being less than 1% in
the summertime).
Except for these explicit differences, we attempted, as much as
possible, to keep the differences between various conﬁgurations to
a minimum. All four conﬁgurations are driven with the same
anthropogenic and biomass burning emissions (see below) and use
the same biogenic emissions model, the Model of Emissions of
Gases and Aerosols from Nature, version 2.1 (MEGAN 2.1)
(Guenther et al., 2012). Note that MEGAN responds interactively to
surface temperature and solar radiation, so the actual biogenic
emissions will vary depending on each conﬁguration's surface
temperature ﬁelds and simulated cloudiness. All four conﬁgura-
tions utilize the same standard conﬁgurations of radiation param-
eters and aerosol parameterizations (see E2010 and L2012).
2.2. Description of emissions
2.2.1. Anthropogenic emissions
Emissions for the years 1994e2005 were obtained from the
MACCity emissions, an extension of ACCMIP (Lamarque et al., 2010).
Emissions for 2005 over the United States (225e320 E, 24e60
N) were replaced with the EPA NEI 2005 emissions, interpolated
from the standard 4 4 km resolution to 1 1 and respeciated to
the MOZARTv4 species (available at ftp://aftp.fsl.noaa.gov/
divisions/taq/emissions_data_2005). The seasonality found in
MACCity was applied to the EPA estimates and linear interpolation
between the years 2000 and 2005 was used to estimate US emis-
sions for 2001e2004.
The NOx emissions used in this study decrease by roughly 20%
between 2001 and 2005 (Fig. 1) matching the timing of NOx
emissions decreases noted by the US EPA starting after 2002 which
lead to reductions in ozone levels beginning in 2003 (US EPA,
2005). However, the reduction in NOx emissions is less thanSM version 1.0 with identical anthropogenic and biomass burning emissions and the
eorology Sea surface temperatures CESM compset
RA reanalyzed windsa Data ocean F_SD_CAMCHEM_CN
ulated online Data ocean F_SD_CAMCHEM_CN
ulated online Data ocean F_SD_CAMCHEM_CN
ulated online POP2 ocean model B_2000_TROP_MOZART
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NOx emissions from power plants in the Northeastern US between
1999 and 2003; Kim et al. (2006) ﬁnd NO2 columns decreasing by
up to 33% over some urban centers in the Northeastern US between
2000 and 2005; Hilboll et al. (2013) show EDGARv4 NOx emissions
in the Central-Eastern US decrease by more than 10% and NOx
columns decreasing by nearly 20% from 2000 to 2005. After 2005,
NOx emissions contributed to decrease with NO2 columns from
satellite retrievals decreasing, especially around urban centers, by
up to 50% from 2005 to 2011 (Russell et al., 2012).
2.2.2. Biomass burning emissions
Biomass burning emissions were obtained from the RETRO
(Schultz et al., 2008) and GFEDv2 (http://daac.ornl.gov/
VEGETATION/guides/global_ﬁre_emissions_v2.html) inventories
for the years 1994e1996 and 1997e2005, respectively. Species not
included in the RETRO inventory, but included in GFEDv2, were
estimated by scaling to the RETRO biomass burning emissions of
CO. The scaling coefﬁcient was determined using the GFEDv2
inventory.
2.2.3. Natural emissions
Emissions of isoprene, lumped monoterpenes, methanol,
acetone, ethene, propene, ethanol, acetaldehyde, ethane, and pro-
pane are calculated online using the updated MEGAN 2.1 (Guenther
et al., 2012) and are described in E2010. Heald et al. (2008) estimate
global isoprene emissions of 496 Tg C yr1. The four conﬁgurations
have average global annual isoprene emissions of 392, 381, 469, and
529 Tg C yr1 for the CTM_56, AMIP_56, AMIP_26, and CCM_26
conﬁgurations, respectfully. Global NOx lightning emissions are
estimated to be in the range of 5 ± 3 Tg N/year (Schumann and
Huntrieser, 2007) while the model simulations give average
annual emissions of 5.69, 5.27, 3.5, and 3.5 Tg N/year for CTM_56,
AMIP_56, AMIP_26, and CCM_26, respectfully.
2.2.4. CASTNET site selection and ﬁltration criteria
We compare model results to the US EPA's Clean Air Status and
Trends Network (CASTNET) (CASTNET, 2013a). The rural location of
the CASTNET sites minimizes the local impact of urban areas andFig. 2. Correlation between 1995 and 2005 DM8H O3 and DMT at each of the 38
CASTNET sites for the summer months (JJA). There are 1012 data points in the time
series at each site, which leads to any correlation greater than r ¼ 0.06 to be signiﬁcant
at the p < 0.05 level. All sites, therefore, have signiﬁcant correlations. The boxes
indicate the boundaries of the regional deﬁnitions that are used in this paper.therefore is an appropriate database for comparison with the
relatively coarse resolution of the CESM. For this study, there are 38
sites (Table S4) that have continuous, hourly ozone and tempera-
ture data from 1995e2005 with at least 80% complete hourly data
for the summertime months (June, July, and August) after ﬁltering
the raw CASTNET data to remove all data marked as invalid. Only
one site from each corresponding model grid cell was chosen.
Where there were two sites within one grid cell, the site with the
largest level of complete hourly datawas chosen. The above criteria
result in 10 sites in the western US and 28 sites in the Eastern US.
Different ozone-temperature correlations are evident between the
Northeastern and Southeastern US (see Fig. 2).We can attribute this
to the temperature controls on ozone over the Northeastern US and
the humidity controls on ozone over the Southeastern US (Camalier
et al., 2007; Jacob andWinner, 2009). For this reason the Eastern US
is divided (at roughly 36.5 N latitude, Fig. 2) into Northeastern
region (21 sites) and a Southeastern region (7 sites).
2.3. Correction of simulated ozone to the surface
The CASTNET sites measure surface ozone at 10 m and tem-
perature at 2 m heights (CASTNET, 2013b), which has necessitated
the conversion of grid-layer ozone to 10 m ozone. Since ozone is a
secondary pollutant with no surface emissions, we would expect a
lower ozone mixing ratio at 10 m compared to the approximate
52mmodel bottom grid mid-point as a result of dry deposition and
other surface process. Dingenen et al. (2009) utilized an approach
based on Tuovinen et al. (2007) and the LRTAP Convention (2004),
which uses a resistance analogy to estimate ozone at crop height
(roughly 2e5 m) from model output at the mid-point of their
bottom grid-box (roughly 30 m). The method incorporates wind
speed, canopy height, surface roughness, and surface ﬂuxes to es-
timate a neutral stability proﬁle for ozone near the surface. A full
description of this approach can be found in the Supplementary
Material.
Dingenen et al. (2009) found that 1 m ozone levels estimated
with this method were reduced, on average by 50 ± 20% of 30 m
ozone, but the seasonal mean daytime ozone concentrations were
only reduced to 90 ± 10% of the 30 m ozone. Applying the method
to CESM output reduced hourly 10 m ozone values, on average, by
~1 ppb, or roughly 2% on average. These results are consistent with
observations of ozone in the bottommeters of the atmosphere (e.g.
Kramm et al., 1991). For the remainder of this paper, reported
surface ozone values are the calculated 10 m ozone concentrations.
2.4. Mixed modeling
Comparing the 38 sites analyzed in this paper to measurements
presents a challenge in that the ozone chemistry at each individual
site is likely to have high day-to-day variability and individual
characteristics, yet we have some expectation that sites within a
particular region will have similar behaviors. For instance North-
eastern (see Fig. 2) stations would be expected to be the most
impacted by the promulgation of the 1998 NOx SIP plan (US EPA,
1998) which primarily impacted NOx levels over the Northeastern
US. In addition the chemical regimes of the Northeastern and
Southeastern US are controlled by fundamentally different physical
drivers (Camalier et al., 2007; Jacob and Winner, 2009), which
themselves are different from the chemical regime of the Western
US.
A site-by-site analysis is useful but cumbersome (see
Supplementary Tables S4 and S5) while simple averaging of each
site within a region tends to smooth out sub-regional variability
(e.g. temperature decreases with increasing latitude). In light of this
expectation of both regional patterns and high variability at
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tical approach. This approach allows us to determine if a particular
model conﬁguration is signiﬁcantly different from the CASTNET
observations for any particular region and any particular time
period as well as identify statistically signiﬁcant differences be-
tween each of the four conﬁgurations. MM is a set of theoretical
statistical models and tools that separate the input variables (or
effects) into two categories: ﬁxed effects and random effects. Fixed
effects are variables that are consistent throughout a given dataset
under and for which hypothesis testing is performed. Random ef-
fects are variables that are included to account for repeated mea-
surements at the site level.
For simplicity, we conduct a MM analysis on each region (i.e.
Northeastern, Southeastern, andWestern US) and each time period
(1995e2000 or pre-SIP and 2001e2005 or post-SIP) independently.
In this analysis we classify each dataset (CASTNET, CMT_56,
AMIP_56, AMIP_26, CCM_26) as a ﬁxed effect and the data from the
individual sites within a time period, region, and dataset as the
random effects. This way we can determine if a particular model
conﬁguration is signiﬁcantly different from the CASTNET observa-
tions or any of the other conﬁgurations for any particular region
and any particular time period. By conducting this analysis inde-
pendently for each region and each time period, we keep the
analysis simple and easy to interpret. By treating the sites as the
random effect, or as repeated measurements drawn from the same
dataset, we are able to determine conﬁdence intervals and conduct
signiﬁcance testing in a straightforward manner without averaging
out the variation within each region. This is particularly useful
given the high site-to-site variability of all of the variables we
analyze in this paper.
3. Results
In this section, we primarily use the MM approach to determine
signiﬁcant (p < 0.05) differences between the CASTNET observa-
tions and each of the model conﬁgurations, and then differences
between the conﬁgurations themselves. In particular, the followingTable 2
Summary of the DM8HO3 and DMT biases for the four conﬁgurations (columns) and three
ﬁrst calculated at each site and then are averaged among each region using MM modeli
Green values indicate no signiﬁcant bias calculated using Mixed Model results (see Sectio
increasing bias while cool values (blue) indicate a signiﬁcant low bias. Differences in colo
conﬁgurations. Conversely, if two conﬁgurations have the same color for a particular reg
urations.pairs of simulations are compared in order to isolate: (1) differences
in analyzed versus simulated meteorology (CTM_56 versus
AMIP_56); (2) differences in vertical resolution (AMIP_56 versus
AMIP_26), and (3) differences in speciﬁed sea surface temperatures
or simulated sea surface temperatures (AMIP_26 versus CCM_26).
3.1. Mean ozone and temperature biases and interannual variability
Consistent with other studies (e.g. Murazaki and Hess, 2006;
Fiore et al., 2009; Reidmiller et al., 2009; L2012) all four conﬁgu-
rations have signiﬁcant DM8H O3 and DMT biases in the North-
eastern US (Table 2, Figs. 3 and 4). Note that DMT is biased in the
CTM_56 conﬁguration even though the surface temperature is
taken from large-scale analyzed meteorological data. In the
Southeastern US all sites in all four conﬁgurations have a signiﬁcant
DM8H O3 bias but only the 26-level models have signiﬁcant DMT
biases. In theWestern US the only model without signiﬁcant bias in
either DM8H O3 or DMT is the CTM_56 conﬁguration.
When comparing the DMT biases from each conﬁguration to
each other we ﬁnd that, in general, the 26-level conﬁgurations
perform worse than the 56-level conﬁgurations and that the
CTM_56 generally outperforms all other conﬁgurations. In the
Northeastern and Southeastern US both the 56-level conﬁgurations
capture DMT signiﬁcantly better than the 26-level conﬁgurations.
In contrast, the DM8H O3 bias in the CTM_56 is only signiﬁcantly
better than the AMIP_56 in the Western US, but performs equally
well in the Southeastern and Northeastern US. The 26-level con-
ﬁgurations have the highest DMT biases (from 6 to 8 K) and the
highest DM8H O3 biases (except for the Western US). Rasmussen
et al. (2012) found comparable monthly averaged temperature
biases (of around 5 K) in online simulations of the Northeastern US.
They attributed 5e15 ppb of the DM8H O3 bias to this temperature
bias.
Figs. 3 and 4 also show the interannual variability (IAV) of the
four conﬁgurations relative to the CASTNET observations. In the
Northeastern US, all conﬁgurations show more DM8H O3 IAV than
CASTNET except for the AMIP_56 conﬁguration (Fig. 3b). For theregions (rows) for the summertimemonths (JJA). Biases and conﬁdence intervals are
ng. Results for each site can be found in the Supplemental Material (Tables S4eS5).
n 2.4). Warm values (yellow, orange, red) indicate a signiﬁcant high bias in order of
rs between each conﬁguration indicate that signiﬁcant differences exist between the
ion and variable than there are no signiﬁcant differences between the two conﬁg-
Fig. 3. Mean biases and interannual standard deviation of summertime DM8H O3 during the summertime (JJA) for each model conﬁguration sampled at the CASTNET sites: (a)
CTM_56, (b) AMIP_56, (c) AMIP_26, and (d) CCM_26, as compared with observations. The color scale indicates the DM8H O3 bias [ppb] while the size and shape indicate the
standard deviation of JJA averaged ozone over the 11-year period divided by the average CASTNET standard deviation at that site (e.g. an upward facing triangle indicates the
conﬁguration has a larger standard deviation than CASTNET, while a circle indicates a smaller, or equal, standard deviation). See Table 2 for a summary of this Figure. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 4. Same as Fig. 3 but for the average DMT Bias [K]. See Table 2 for a summary of this Figure.
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DMT IAV (Fig. 4a,b) while the two 26-level conﬁgurations over-
estimate the DMT IAV (Fig. 4c,d). Both DM8H O3 and DMT IAV is
realistically simulated in the Southeastern US while in the Western
US all conﬁgurations show less DM8H O3 and DMT IAV than
CASTNET except for the CTM_56 conﬁguration's DM8H O3 IAV
(Fig. 3a).
3.2. Ozone response to changes in anthropogenic emissions
Table 3 summarizes the DM8HO3 SIP difference (deﬁned here as
the difference between the mean summertime DM8H O3 average
from the post-SIP period to the pre-SIP period) for CASTNET ob-
servations and the four conﬁgurations. Fig. 5 plots the DM8H O3 SIP
difference for each site for the CASTNET observations and for the
four conﬁgurations. The CASTNET observations show a signiﬁcantdecrease in DM8H O3 over the Northeastern and Southeastern US
during the between the post-SIP and pre-SIP periods and a signif-
icant increase in DM8H O3 over the Western US. The decreased
DM8H O3 in the Northeastern US has been ascribed to changes in
NOx emissions (Frost et al., 2006; Kim et al., 2006). It is more
difﬁcult to ascribe the changes over the Western US to changes in
US emissions but decadal ozone changes can be simply caused by
climate variability and associated shifts in atmospheric circulation
patterns (Lin et al., 2014).
The EPA ﬁnds that NOx emissions decreased signiﬁcantly after
2002 and reductions in ozone levels began in 2003 (US EPA, 2005).
The NOx emissions in these simulations began to decrease in 2001
(see Supplemental Material and Fig. 1) due to the linear interpo-
lation between the years 2000 and 2005 using in our input emis-
sion datasets. The fact that all four conﬁgurations fail to accurately
simulate the observed decrease in DM8H O3 in the Eastern US is
Table 3
Summary of the difference (ppb) inmean summertime (JJA) DM8HO3 from the pre-SIP (1995e2000) to the post-SIP (2001e2005) period for CASTNETand the four simulations
including 95% conﬁdence intervals in brackets, calculated using linearMixedModel results (see Section 2.4). Colorsmatch those in Table 2. The differences are ﬁrst calculated at
each site and then are averaged among each region. Asterisks indicate a difference that is statistically different from zero.
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emissions show reductions of roughly 20% over the simulated time
period while other studies ﬁnd a larger decrease of up to 50% (see
Section 2.2.1). It is also possible that our simulated NOx decrease is
not sufﬁcient to overcome the simulated DM8H O3 variability or
that the CESM CAM-Chem does not properly simulate the ozone
sensitivity to NOx emissions, perhaps due to the simulated NOx-VOC
emissions ratio (e.g. Duncan et al., 2010).
3.3. Climate penalty factor
The ozone-temperature relationship (alternatively the climate
penalty factor, climate change penalty, or mO3-T), typically deﬁned
as the slope of the ozone-temperature relationship with units of
ppb O3 K1, has been utilized in many recent studies (Dawson et al.,
2007; Wu et al., 2008; Bloomer et al., 2009, 2010; Steiner et al.,
2010; Avise et al., 2012; Rasmussen et al., 2012) to characterize
the complex ozone climate-chemistry system and to diagnose
chemistry model capabilities. The mO3-T is a useful metric for
examining the overall nature of ozone-temperature interactions
but is unable to explain any of the individual causal linkages that
cumulate to create the total mO3-T (Weaver et al., 2009; RasmussenFig. 5. The difference [ppb] between the mean DM8H O3 values from the post-SIP period (20
sites and the corresponding grid cells for (b) CTM_56, (c) AMIP_56, (d) AMIP_26, and (e) Cet al., 2012). Thus while mO3-T is at best an uncertain predictor in a
future climate (Weaver et al., 2009) it is still a useful diagnostic tool
when examining the overall ozone-temperature relationship.
Here, we deﬁne mO3-T only for the summer months (JJA), as is
done in most other studies, and use daily values (DM8H O3 and
DMT) to calculate mO3-T. The slope of the ozone-temperature
relationship is calculated using Ordinary Least Squares (OLS)
regression as the uncertainty in measured temperature is signiﬁ-
cantly less than the uncertainty in ozone. This is themethod used in
the majority of other studies. Using Reduced Major Axis (RMA)
regression to deﬁne mO3-T (e.g. Rasmussen et al., 2012) is likely to
systematically estimate a larger slope than OLS regression (Smith,
2009). We ﬁnd daily mO3-T to be in the range of 0e6 ppb K1
(Fig. 6, Table 4), which is within the range of other studies although
details of the sampling frequency and geographical averaging tend
to differ in each of these studies: Bloomer et al. (2009) used hourly
ozone and temperature measurements in the Eastern US and found
a summertime mO3-T range from 2.4 to 3.3 ppb K1; Steiner et al.
(2010) used 1 h maximum ozone and temperature measurements
and found mO3-T of 2e8 ppb K1; Avise et al. (2012) modeled daily
maximum ozone and temperature and found summertime values
throughout the US in the range of 0.12e2.65 ppb K1; Rasmussen01e2005) and the pre-SIP period (1995e2000) for each site at (a) each of the CASTNET
CM_26 conﬁgurations.
Fig. 6. Average daily (DM8H O3 and DMT) summertime (JJA) mO3-T at (a) each of the CASTNET sites and the corresponding grid cells for (b) CTM_56, (c) AMIP_56, (d) AMIP_26, and
(e) CCM_26 conﬁgurations. The color scale indicates the mO3-T [ppb K1] and the size of each circle indicates the daily standard deviation of the mO3-T. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
B. Brown-Steiner et al. / Atmospheric Environment 101 (2015) 134e148 141et al. (2012) analyzed monthly averaged DM8H O3 and DMT
CASTNET measurements using RMA and found mO3-T ranging from
3 to 6 ppb K1 in the summertime Northeastern US.
Interestingly, AMIP_56 matches the CASTNET mO3-T in the pre-
SIP period (not shown) and in the Northeastern and Southeastern
US post-SIP period (Table 4) while CTM_56 over predicts the
observed mO3-T in all regions. In the Southeastern US, the CTM_56
post-SIP mO3-T is roughly double the CASTNET mO3-T (Table 4).
CASTNET observations show the mean mO3-T is smaller in the
Southeastern US than in the Northeastern US (Table 4). The two 56-
level conﬁgurations show little difference between these two re-
gions and the 26-level conﬁgurations show higher values in the
Southeastern US than in the Northeastern US, the opposite of
observed mO3-T (Fig. 6, Table 4). A noticeable discrepancy with
measurements is also observed over the far Northeastern US in the
CTM_56 conﬁguration.Table 4
Summary of summertime (JJA) statistics accompanying Figs. 2 and 6. The top row contai
second row gives the post-SIP mO3-T (in ppb/K) with the 95% conﬁdence intervals in bracke
shown since we ﬁnd no signiﬁcant difference between pre-SIP and post-SIP mO3-T. ColorFig. 7 demonstrates rather subtle differences do occur at indi-
vidual sites when sampling on hourly, daily, or seasonally averaged
timescales. On hourly timescales mO3-T will capture the short term
relationship between ozone and temperature (such as the diurnal
cycle) while on daily or seasonal timescales mO3-T should better
capture the synoptic changes in ozone and temperature. For
CASTNET (Fig. 7a) little difference is apparent between an hourly
deﬁnition of mO3-T and a daily deﬁnition of mO3-T (black and red
lines, respectfully), with differences typically less than 2 ppb K1. In
contrast, some sites show a large difference between the seasonally
averaged deﬁnition of mO3-T (blue line) and the other two deﬁni-
tions. Site-by-site analysis shows maximum differences between 3
and 4 ppb K1 with the outlier sites for the seasonal deﬁnition of
mO3-T located in the western US (data not shown). Moreover, the
sites where ozone is most sensitive to seasonal changes in tem-
perature do not appear to be the most sensitive sites to hourly orns the R2 values between DM8H O3 and DMT (all of which are signiﬁcant), and the
ts obtained through theMixedModel results (see Section 2.5). Only post-SIP mO3-T is
s match those in Table 2.
Fig. 7. Different time-scales of deﬁnition for mO3-T for: (a) CASTNET, (b) CTM_56, (c) AMIP_56, (d) AMIP_26, and (e) CCM_26. For each plot, the sites are sorted from lowest to
highest daily mO3-T (the solid black line) for the summer months (JJA). The red dashed line is the hourly mO3-T and the blue dotted line is the seasonal (JJA) mO3-T. Note that among
the plots, the sorted sites are not the same (i.e. site 1 for CASTNET does not correspond to site 1 for CTM_56). Also note that CASTNET (a) and AMIP_56 (b) each have one anomalous
site, BFT142 and SUM156, respectfully, that drops below the bottom axis with values of 2.36 ppb/K and 3.49 ppb/K, respectfully. These sites are not shown for reasons of clarity.
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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temperature relationship is controlled by different factors at
different time scales in the data.
None of the model conﬁgurations reproduce the measured
relationship on the seasonal timescale between ozone and tem-
perature (Fig. 7bee). In all simulations the qualitative behavior of
the hourly and daily slopes appear similar to the CASTNET mea-
surements with hourly and daily slopes following the same curve
and with similar magnitudes to those measured. However, the
seasonal slopes are different from the CASTNET slope. In the case of
online simulations, the seasonal slopes are comparable to the daily
and hourly slopes and the sensitivity of the individual sites is
approximately the same. In contrast, the CTM_56 shows much
lower seasonal sensitivities by almost 5 ppb K1 at many sites
(Fig. 7b). These anomalous sites for the CTM_56 conﬁguration are
exclusively in the Northeastern US (data not shown), implying that
the ofﬂine meteorology is likely driving the model-measurement
discrepancy in seasonal mO3-T in the Northeastern US.
3.4. Extreme value theory analysis
Several recent studies (Frossard et al., 2013; Rieder et al., 2013a,
2013b) have utilized extreme value theory (EVT) to characterize
DM8H O3 distributions since they are generally positively skewed
(i.e. have long right-hand tails) and since state and federal agencies
are particularly concerned with characterizing and controlling high
ozone exceedances. Due to this positively skewed distribution the
Generalized Pareto Distribution (GPD) (see Pickands, 1975) can
match DM8H O3 distributions better than the normal Gaussian
distribution (Rieder et al., 2013a). We chose the threshold param-
eter of the GPD distribution to match the NAAQS for ozone at
75 ppb (see Rieder et al., 2013a). The size and shape parameter are
ﬁt with the maximum likelihood method and the return interval
(below) are calculated using the R (www.r-project.org) Points-
Over-Threshold (POT) Package (Ribatet, 2012).For more details on EVT, POT, and the methods by which we
calculate the return interval see Rieder et al. (2013a) and Ribatet
(2012). Note that for the following analysis, for each of the con-
ﬁgurations, the mean DM8H O3 biases are removed. This corrects
for the magnitude of the mean biases (and allows for concordant
comparisons of a set threshold), and thus only differences in the
shape of the distributions are accounted for here. This is a simple
preliminary EVT analysis and a more advanced analysis is beyond
the scope of this current study.
Fig. 8 plots the mean Return Interval and Table 5 summarizes
the Return Interval and Skewness MM statistical analysis. CAST-
NET and all four conﬁgurations show high heterogeneity for the
calculated return interval. The return interval for a 100 ppb
DM8H O3 event generally ranges from roughly every 3 years in
the far Western US and in the Southeastern US to nearly every 5
years in the Northeastern US. The interior Western US generally
has lower ozone levels, and therefore fewer events where ozone
exceeds 75 ppb. In all simulations there are only a few (1e3)
events in the interior Western US where bias corrected ozone
exceeds 100 ppb. For this reason, we focus on the Eastern US
return intervals for the rest of this analysis. The return intervals
are generally well simulated for all conﬁgurations in the South-
eastern US. In the Northeastern US only the AMIP_56 conﬁgura-
tion accurately reproduces the return interval; the other
conﬁgurations over estimate the return interval and thus un-
derestimate the frequency of high ozone events. This may be
related to the underestimation of the skewness parameter
(Table 5), although the relationship is not simple. Skewness is
related to the overall shape of the distribution while the extreme
values relate to the tails of the distribution. The CASTNET ob-
servations for the Northeastern and Southeastern US have posi-
tive skewness (i.e. a long high ozone tail). All of the
conﬁgurations underestimate this positive skewness in the
Northeastern US. This translates to an overestimation of the
100 ppb return interval for all conﬁgurations except for the
Fig. 8. The estimated return interval for a 100 ppb daily ozone event (in years) for JJA for (a) the CASTNET sites and the corresponding grid cells for (b) CTM_56, (c) AMIP_56, (d)
AMIP_26, and (e) CCM_26 conﬁgurations. A white circle indicates that there was not enough data to determine a return interval for a threshold parameter of 75 ppb.
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ness parameter while accurately simulating the return intervals
in the Northeastern US. Signiﬁcant differences are noted between
the 56-level conﬁgurations and the 26-level conﬁgurations, with
the 56-level conﬁgurations underestimating the observed skew-
ness by roughly 50% and the 26-level conﬁgurations predicting
less than 25% of the observed skewness (Table 5). All conﬁgura-
tions capture the Southeastern US skewness.
4. Discussion
In order to clarify both the differences and the similarities
among the four conﬁgurations we now interpret the above results
in the context of the following questions: (1) How do differences in
forced or simulated meteorology (i.e. CTM_56 versus AMIP_56)
impact the summertime ozone chemistry over the US? (2) How do
differences in vertical resolution and/or model tuning (i.e. AMIP_56
versus AMIP_26) impact the summertime ozone chemistry? (3)Table 5
Statistical Summary of Return Interval (accompanying Fig. 8) and Skewness for the mean
Table 2. Return Interval signiﬁcance testing is omitted forWestern US since only 2 siteswit
the 100 ppb Return Interval.How do differences in forced sea surface temperatures or simulated
sea surface temperatures (i.e. AMIP_26 versus CCM_26) impact the
simulated chemistry?
Table 6 summarizes the results from Section 3 while Fig. 9
shows a comparison of select surface layer climatological vari-
ables (temperature, percent cloud cover, the photolysis rate of NO2,
net ozone chemical production, emissions of isoprene and bound-
ary layer height) that are expected to have a large impact on ozone
chemistry. The photolysis rate of NO2 acts as a proxy for the amount
of radiation that can penetrate to the surface layer in the model.
Note that many of these variables are not well characterized
through measurements.
We begin by examining the online conﬁguration (CTM_56) with
respect to the ofﬂine conﬁguration (AMIP_56). This comparison
allows us to examine the extent to which meteorological biases
inherent in online versus ofﬂine conﬁgurations introduce biases in
the chemical ﬁelds. All temperature biases are higher in the
AMIP_56 conﬁguration than in the CTM_56 conﬁguration.values and standard deviations of all sites within each region. Colors match those in
hin the region had DM8HO3 values high enough to draw conclusive results regarding
Table 6
A Summary Table for CASTNET and the simulation conﬁgurations for all of the metrics used in this paper for different regions for the summertime (JJA). Green colors (with a 0)
indicate no statistical difference between the conﬁguration and CASTNET observations. Warmer colors (with þ symbol) indicate that the conﬁguration over predict compared
to CASTNET, while cooler colors (withe symbol) indicate the conﬁgurations under predict compared to CASTNET. Different colors (and number of symbols) indicate a grouping
of the conﬁgurations based on statistical differences. For instance, all conﬁgurations over predict the DM8H O3 in the Northeastern US (warm colors); the two 56-level
conﬁgurations (yellow with þ) are not statistically different from one another and the two 26-level conﬁgurations (orange with þþ) are not statistically different from
one another, but each pair is statistically different from the other pair.
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not outperform the AMIP_56 conﬁguration. For example over the
Northeastern US the CTM_56 outperforms the AMIP_56 in simu-
lation of temperature, but does not do as well in the simulation of
IAV (temperature and ozone), mO3-T, and return interval. A similar
conclusion can be drawn for a variety of metrics for the South-
eastern and Western US (Table 6).Fig. 9. Surface layer variables from all four model conﬁgurations (CTM_56 (red), AMIP_56
Error bars are the 95% conﬁdence intervals for the average summertime (JJA) values for e
chemistry. The rate of NO2 photolysis we use as a proxy for insolation. The O3 net chemistry
(left) and three sub regions: the Western US, the Northeastern US, and the Southeastern US (
is referred to the web version of this article.)Differences in maximum daily planetary boundary layer height
(PBLH) are apparent in most regions when comparing CTM_56 and
AMIP_56 conﬁgurations (Fig. 9uex). Except in the Southeastern US
the CTM_56 conﬁguration is anomalously low. The boundary layer
in the AMIP_56 conﬁguration is comparable to that in the simula-
tions with 26-levels, suggesting that the height of the boundary
layer is not simply related to the number of vertical levels. By(blue), AMIP_26 (green), and CCM_26 (orange)) for the 1995e2005 summertime (JJA).
ach region. The variables plotted are chosen for their likely impact on surface ozone
is the net production minus destruction of ozone. The plots are for the contiguous US
See Fig. 2). (For interpretation of the references to color in this ﬁgure legend, the reader
B. Brown-Steiner et al. / Atmospheric Environment 101 (2015) 134e148 145looking at summertime mean daily maximum PBLH we see that
AMIP_56, AMIP_26, and CCM_26 are all within 10% of each other.
Satellite retrievals over the US ﬁnd afternoon PBLH of
1500e2000m in the summerwith higher PBLH in the Southeastern
than in the Northeastern (roughly 2000 meters and 1700 meters,
respectfully) (McGrath-Spangler and Denning, 2013). All conﬁgu-
rations match observations in the Northeast, but underestimate
PBLH in the Southeastern by approximately 50%. The ofﬂine
simulation appears to most dramatically underestimate the PBLH,
suggesting that in some aspects ofﬂine simulations can create
biases not inherent in the online simulations. The ofﬂine boundary
layer is highly dependent on the input temperature and moisture
input ﬂuxes to the ofﬂine model. The fact that these ﬁelds are only
input every 3 hours with linear interpolation of the variables be-
tween these input times may not allow the boundary layer to
realistically evolve in the ofﬂine model. Further investigation of this
aspect of forcedmeteorology and simulatedmeteorology is needed.
Hess and Mahowald (2009) recommended that reanalysis meteo-
rological data be used with caution as they found that climate
models are sometimes able to outperform reanalysis data in
capturing some long-term meteorological trends.
Over the Southeastern US the AMIP_56 conﬁguration has
signiﬁcantly more clouds, reduced NO2 photolysis and reduced
ozone production than the CTM_56 and the 26-level conﬁgura-
tions. Somewhat surprisingly, these differences are not apparent
when comparing the DM8H O3 and DMT statistics between the
CTM_56 and AMIP_56 conﬁgurations (Table 6). We suspect the
large cloudiness fraction produced by AMIP_56 over the South-
eastern US is due to a coupling of the high vertical resolution and
the land surface ﬂuxes of temperature and moisture in AMIP_56. In
the CTM_56 conﬁgurations the surface ﬂuxes are input from
meteorological analysis, while in the 26 level versions the surface
ﬂuxes are calculated from the GCCM (as in AMIP_56).
Comparisons between AMIP_56 and the AMIP_26 conﬁgura-
tions reﬂect differences in the number of vertical levels as well as in
model tuning: the 26-level conﬁgurations have been globally tuned
while the 56-level conﬁgurations have not (L2012). Mauritsen et al.
(2012) demonstrate how the unavoidable practice of model tuning
can obscure a variety of compensating errors within GCMs. Since
the CESM CAM-Chem has been globally tuned only for 26-levels
(L2012), the decision to switch to 56 vertical levels without addi-
tional tuning is expected to draw out biases or errors that may have
previously been left malignant during the previous tuning process.
We do not know if tuning of the 56-level conﬁgurations will reduce
these biases and errors.
The AMIP_56 conﬁguration generally outperforms the AMIP_26
conﬁguration, particularly over the Northeastern US. The AMIP_26
conﬁguration has less cloud cover than AMIP_56 conﬁguration in
all regions (Fig. 9), higher temperatures, higher NO2 photolysis and
higher isoprene emissions. Taken together these could lead to
higher ozone production. The combination of these factors is
consistent with the larger ozone biases in AMIP_26 conﬁguration
than in the AMIP_56 conﬁguration (Tables 2 and 6). In addition, the
high DMT biases in the 26-level conﬁgurations may distort the
ozone-temperature relationship. For example, high DMT biases in
the 26-level conﬁgurations may occasionally be simulating tem-
peratures outside of the 295e312 K temperature range where a
linear increase in ozone production with temperature is noted
(Steiner et al, 2010), which could alter the simulated mO3-T. The
analysis above suggests that at least over the US simple changes in
model formulation (i.e. the number of vertical levels) may have
signiﬁcant impacts on simulated ozone chemistry.
The comparison between the two 26-level model conﬁgura-
tions, one driven by interactive ocean (CCM_26) and the other by
speciﬁed SST (AMIP_26), suggests little difference in the twosimulations. The AMIP_26 may outperform the CCM_26 in the
Northeastern US, but the CCM_26 shows a slight edge over the
Southeastern US. In all aspects the surface layer climatology of
these two simulations is similar. Thus, our simulations suggest,
that the use of an ocean model does not signiﬁcantly degrade
simulations of ozone chemistry during the summer months over
the US.
5. Conclusion
We have conducted a diagnostic analysis of ozone chemistry
simulated by the CESM CAM-Chem with MOZART-4 chemistry, a
Global Climate-Chemistry Model, during the summer months over
the US from 1995 to 2005. The purpose of this study was to
determine whether the CESM CAM-Chem is appropriate for simu-
lations of future climate and chemistry. In particular, we wanted to
determine the extent to which meteorological biases in the CESM
act to distort its ability to simulate surface ozone. We compared the
following four conﬁgurations: (1) CTM_56, with forced meteo-
rology, speciﬁed sea ice and ocean temperatures, and 56 vertical
levels; (2) AMIP_56, with simulated meteorology, speciﬁed sea ice
and ocean temperatures, and 56 vertical levels; (3) AMIP_26, with
simulated meteorology, speciﬁed sea ice and ocean temperatures,
and 26 vertical levels; and (4) CCM_26, with simulated meteo-
rology, simulated sea ice and ocean temperatures, and 26 vertical
levels.
We examined a number of metrics to distinguish the model
simulations and compare them to CASTNETobservations: (1) ozone
and temperature biases, (2) ozone and temperature interannual
variability; (3) ozone changes from 1995 to 2005; (4) the slope of
the ozone-temperature relationship (mO3-T); and (5) return interval
of a 100 ppb DM8H O3 event.
We have used Mixed Modeling (MM) to evaluate the model
results. This is a procedure for statistically combining station re-
cords regionally to more clearly isolate model-measurement dif-
ferences. We believe this technique can be valuably pursued in
future comparisons between models and observations to provide a
more nuanced statistical analysis. As with most statistical methods,
larger datasets will invariably increase the statistical power of these
results.
Most model-measurement comparisons have simply compared
ozone in the ﬁrst model layer with surface ozone measurements.
We evaluated the validity of this practice by extrapolating simu-
lated ozone to 10 meters using wind speed, canopy height, surface
roughness, and surface ﬂuxes and assuming a neutral stability
proﬁle for ozone near the surface (see Supplementary Material). In
the simulations analyzed here this has little impact on the model-
measurement ozone comparisons, although we do not always
expect this to be the case. Further analysis of surface layer dynamics
and their parameterizations in GCCMs is recommended.
Our analysis has clariﬁed some of the reasons for the signiﬁcant
differences in mO3-T reported in the literature. First, use of the
Reduced Major Axis (RMA) to diagnose the temperature-ozone
slope produces a signiﬁcantly larger slope. We have used Ordi-
nary Least Squares (OLS) in our analysis. Second, caremust be taken
when deﬁning the time-scale of ozone-temperature metrics as
ozone-temperature interactions span a range of time scales, with
potentially different slopes. Finally, care must be taken when
combining measurements from individual sites within a region so
as to avoid confounding the geographical and temporal relationship
between ozone and temperature (see also the analysis of
Rasmussen et al., 2012).
All simulations capture some aspects of the measured metrics
correctly (Table 6), especially in the Western and Southeastern US.
However there were also some notable biases in all simulations.
B. Brown-Steiner et al. / Atmospheric Environment 101 (2015) 134e148146First, consistent with other studies, we have found high DM8H O3
biases of 15e35 ppb over the Eastern US under all conﬁgurations.
We also found signiﬁcant DMT biases of 1e8 K in the Eastern US
under all conﬁgurations. Even the simulation using analyzed
meteorology (CTM_56) has a positive DMT bias. The DMT biases,
however, are not sufﬁcient to explain the very large bias in simu-
lated DM8H O3 over the Northeastern US. Val Martin et al. (2014)
shows that modiﬁcations in the parameterization for the dry
deposition of ozone can alleviate some, but not all, of the surface
bias in simulated ozone.
None of the simulations capture the clear decrease in ozone be-
tween 1995e2000 and 2001e2005 over the Northeastern US
captured in the CASTNET measurements. The measured ozone
reduction has been attributed to reductions in NOx emissions due to
the EPA 1998 NOx SIP call (US EPA, 1998). While this may indicate a
potential problem in the simulated response to NOx emission de-
creases (i.e. ozone formationsensitivitychangesnoted inDuncanetal.
(2010)), it is more likely that the lack of expected ozone response is
due to the 20% decrease in NOx emissions used in these simulations
instead of the nearly 50% decrease as seen in the observations.
We ﬁnd daily mO3-T (DM8H O3 and DMT) to be in the range of
0e6 ppb K1 (Fig. 6, Table 4), which is within the range of other
studies. CASTNET observations show a lower mO3-T in the South-
eastern US than in the Northeastern US that is not captured by any
of the conﬁgurations. In addition, none of the conﬁgurations pro-
duced the correct mO3-T when using a seasonal deﬁnition. This
suggests that while simulations of short-term chemistry (i.e. days
to months) may have the correct response to temperature changes,
simulations of long-term chemistry (i.e. years to decades) should be
treated cautiously.
This was one of the ﬁrst applications of extreme value analysis
to simulated results. Our simulations capture the observed return
intervals in the Southeastern and Western US. The CASTNET ob-
servations suggest the return interval for a 100 ppb DM8H O3 event
is highest over the Northeastern US. Our conﬁgurations do simulate
a higher return interval in the Northeastern US, but with the
exception of the AMIP_56 conﬁguration, which matches the CAT-
NET observations, the return interval is overestimated. In addition,
the DM8H O3 distribution skewness is well simulated in all regions
except the Northeastern US, where all conﬁgurations underesti-
mate the observed skewness. Additional EVT analysis, especially in
the Northeastern US, is recommended.
Our analysis has one primary question at its core: Is the
meteorology simulated in GCMs adequate for simulations of future
chemistry and climate in GCCMs? Overall the answer is yes
although care must be taken, as the simulated chemistry is sen-
sitive to a variety of model parameters. As discussed above, if
Global Climate-Chemistry Models (GCCMs) perform as well as
models using input meteorology (CTMs), then the inherent
meteorological biases in GCCMs may be within tolerable bounds.
We have shown the AMIP_56 conﬁguration performs better than
the CTM_56 conﬁguration in a number of metrics (Table 6). This is
particularly notable in the response ozone to temperature,
particularly on long time scales. We hypothesize the forced
meteorology in the ofﬂine CTM_56 conﬁguration has introduced
biases and errors pertaining to ozone chemistry, particularly in the
simulation of the boundary layer. This may have important im-
plications in the interpretation of hindcast simulations as well as
the response of ofﬂine simulations to heat waves, stagnation
events, and synoptic jet stream meteorology. Thus the differences
between CTM and GCCM simulations (here CTM_56 and AMIP_56
conﬁgurations) should not be attributed solely to differences in
GCCM meteorology but also to subtle differences in model
formulation. The consistent formulation of model dynamics in the
GCCMs may lead to more consistent results.The largest simulation differences are between versions of the
CESM with 56 vertical levels and versions with 26 vertical levels.
The 56-level versions have not been tuned for climate applications
while the 26-level versions have been tuned. However, our working
hypothesis is that the results are more sensitive to the number of
levels than the climate tuning. Support for this hypothesis is that
for many variables the two 56-level models are more alike than the
two 26-level models (Table 6 and Fig. 9). However, additional
simulations are needed to better understand the impact of climate
tuning on atmospheric chemistry.
Based on these simulation results we would strongly recom-
mend the models with higher vertical resolution be used in simu-
lations of future (and present) atmospheric chemistry. We found
that the number of vertical levels has a large impact on ozone
chemistry. The online simulation with 56 vertical levels (AMIP_56)
produced simulations that are markedly better that the online
simulation using 26 vertical levels (AMIP_26) in simulating surface
ozone, surface temperature, and ozone trends, but not better in
capturing the ozone-temperature relationship (mO3-T). One of the
largest differences between the conﬁgurations are the DMT biases,
namely that the 26-level conﬁgurations simulate statistically
signiﬁcantly higher DMT biases than the 56-level conﬁgurations.
We ﬁnd this DMT bias is correlated to many other simulated pa-
rameters including, but not limited to, sunlight, cloud cover, and
biogenic emissions (Fig. 9). In all regions, the 26-level conﬁgura-
tions show up to 200% higher surface isoprene emissions than the
56-level conﬁgurations reﬂecting higher temperature biases in the
26-level conﬁgurations (Fig. 7).
Studies examining the impact of model resolution on surface
chemistry in GCCMs have been largely limited to the impact of
changes in horizontal resolution (e.g. Wild and Prather, 2006; Lin
et al., 2008). Wild and Prather (2006) found that moving from
coarse to ﬁne horizontal resolution simulations does reduce model
biases, it does not appear to do so at statistically signiﬁcant levels.
Lin et al. (2009) and Huang et al. (2013) have examined the impact
of changes in vertical resolution on surface chemistry for regional
chemical transport models. Consistent with our results they
found that increased vertical resolution improves the simulation of
surface ozone chemistry largely due to better representation of the
near-surface meteorology.
The performance of the conﬁguration with interactive ocean
and sea ice (CCM_26) did not produce simulations that were
markedly different from the conﬁguration with forced sea surface
temperatures and sea ice (AMIP_26). Models with interactive
oceans may increase model biases and results taken from such
simulations must be treated with caution.
Nevertheless some biases persist in the AMIP_56 conﬁgurations.
Therefore we recommend caution in the use of GCCMs in simu-
lating surface chemistry. We have shown that meteorological
changes due to different model conﬁgurations can have strong
impacts on the simulated chemistry. Over the Northeastern US the
differences in the temperature, cloudiness, photolysis, isoprene
emissions and ozone production are closely related in the different
simulations. Generally, cloud cover is highest in simulations with
the coldest temperatures. These simulations also have relatively
low photolysis rates of NO2, low isoprene emissions and relatively
low net ozone production. Over the Southeastern US anomalous
cloud cover in the AMIP_56 simulation has a clear impact on the
chemistry terms. These types of errors must be accounted for in the
interpretation of GCCM results.
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