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C U R R E N T R E S E A R C H 
Anmerkungen zur Faktorenanalyse 
Jörg Blasius* 
Abstract: T h e article gives an overview on the m e t h o d of 
factor analysis as a statistical tool for data reduct ion within • 
t he context of historical social research. P rob l ems of the 
in te rp re ta t ion of latent var iables and other pa rame te r s , fac-
tor ro ta t ion , and criteria for the extract ion of factors are 
discussed. 
1. Einleitung 
Fak to renana lyse ist ein Oberbegriff für eine Vielzahl von Techniken zur 
S t ruk tu r i e rung von mul t ivar ia ten Daten . In dieser Arbei t werden die 
wichtigsten Verfahren vorgestellt , sowie Mögl ichkei ten u n d P rob leme bei 
deren A n w e n d u n g diskut ier t . Die g rund legende A n n a h m e bei der Fakto-
renanalyse ist, daß verschiedene Meßope ra t ionen , die einen g e m e i n s a m e n 
Kontext b i lden , auf eine dr i t te , n icht direkt m e ß b a r e ( latente) G r ö ß e zu-
rückzuführen s ind. Das Ziel ist, diese G r ö ß e , die übl icherweise als Faktor , 
D imens ion oder Achse beze ichnet wird, zu isolieren und mit Hilfe von 
beobach tba ren (manifes ten) Variablen zu beschre iben . 
Die ersten Anfänge der Fak to renana lyse reichen ins vorige J a h r h u n d e r t 
zu rück . So war Ga l ton (1869) insbesondere an der Klassifikation u n d De-
t e rmina t ion von Typen interessiert . Er und ebenso Spencer d iskut ier ten 
die Exis tenz von al lgemeinen und speziellen Fäh igke i ten . Erste weiter-
gehende Über legungen s t a m m e n von Pearson (1901) und Spea rman 
(1904). S p e a r m a n entwickel te die »2 - Fak to ren theo r i e« für die Messung 
von Intel l igenz, dem klassischen Beispiel für die Verwendung der Fakto-
renanalyse in der empir i schen Sozialforschung. Seiner Theor i e zufolge 
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für Empirische Sozialforschung, Bachemer Str. 40, D-5000 Köln 41. 
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gibt es e inen a l lgemeinen und einen testspezifischen Fak to r , die u n k o r r e -
liert z u e i n a n d e r sind. Die erste a lgebraische Dars te l lung der H a u p t k o m -
p o n e n t e n a n a l y s e - dieses Verfahren ist meis tens gemein t , wenn von Fak-
to renana lyse gesprochen wird - gab Hote l l ing (1933), der ein auf m Fak-
to ren ve ra l lgemeine r t e s Model l vorstel l te . 
Die von Hote l l ing als »pr inc ipa l c o m p o n e n t s « beze ichne ten H a u p t k o m -
p o n e n t e n lassen sich n ich t d i rek t e rheben , sondern lediglich mit Hilfe 
geeigneter I n d i k a t o r e n beschre iben . Die Auswahl der Ind ika to ren sollte 
auf j eden Fall theoriegelei te t erfolgen, da es sonst zu inha l t l i chen Artef-
fakten k o m m e n k a n n . Mit der H a u p t k o m p o n e n t e n a n a l y s e k a n n geprüft 
werden , welche Variablen den gleichen Kontext messen, d.h. mi t welcher 
H a u p t k o m p o n e n t e ( D i m e n s i o n , Achse) sie korre l ieren (diese Korre la t ion 
von Variablen mi t den Achsen wird in der Fak to renana lyse als » laden« 
bzw. » L a d u n g « beze ichne t ) u n d wieviele dieser D i m e n s i o n e n exis t ieren. 
Bei p rak t i schen A n w e n d u n g e n , wie z.B. der A u s w e r t u n g von Intelli-
genztests , soll aus e iner großen Anzah l von Variablen (z.B. Fragen zum 
m a t h e m a t i s c h e n u n d küns t l e r i schen Vers tändnis) he rausgefunden werden , 
ob e ine Person eher m a t h e m a t i s c h e , na turwissenschaf t l iche , sprachl iche 
oder küns t l e r i sche Fäh igke i ten besitzt . Fe rne r wird dabei überprüf t , wel-
che Variablen sich als Ind ika to ren e iner g e m e i n s a m e n D imens ion erwei-
sen, im Fall des Intel l igenztestes mi t welchen Variablen welche Fähigkei-
ten gemessen we rden . Al lgemein ausgedrückt : Mit der Fak to renana lyse 
soll e ine Vielzahl von Variablen auf wenige Fak to ren reduzier t werden , 
mit denen d a n n eine Beschre ibung der »Rea l i t ä t« mögl ich ist. Dies Prin-
zip der D a t e n r e d u k t i o n gilt auch für ande re mul t iva r ia te Verfahren. 
2 . Anwendungsbeispiele 
Bei der F ak to r enana ly se gibt es sowohl explora t ive als auch k o n f i r m a t o -
rische Verfahren . Sind ke ine oder n u r vage Vermutungen d a r ü b e r vorhan-
den, welche Variablen z u s a m m e n h ä n g e n und wie die en t sp rechenden Fak-
toren kor re l i e ren , wird von explora t iver Analyse gesprochen - dies heißt 
j edoch n ich t , daß die Auswah l der Variablen wi l lkür l ich erfolgen k a n n . 
K ö n n e n Hypothesen übe r den Z u s a m m e n h a n g von Variablen und über die 
Kor re la t ionen der Fak to r en angegeben werden , so k ö n n e n diese Hypo-
thesen mit Hilfe der konf i rma to r i schen Fak to renana lyse getestet werden . 
Da be ide Vorgehensweisen e inande r n ich t ausschl ießen, ist es n icht unüb-
lich mit Hilfe der explora t iven Fak to renana lyse he rauszuf inden , welche 
Variablen eine g e m e i n s a m e D i m e n s i o n beschre iben , da raus ein Kausal-
model l abzulei ten und dieses dann mi t der konf i rmator i schen Faktoren-
analyse a n h a n d e ines wei teren Datensa tzes zu testen. 
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F ü r alle Verfahren der Fak to renana lyse gilt, daß auf keinen Fall bel ie-
big viele Variablen gleichzeit ig in die Analyse e ingehen sollten, in der 
Hoffnung, daß sich schon i rgendwelche Dimens ionen ablei ten lassen wer-
den. Das trifft zwar fast i m m e r zu, doch k ö n n e n auch solche Variablen auf 
e inen g e m e i n s a m e n F a k t o r laden, die lediglich durch Zufall hoch mite in 
a n d e r kor re l ie ren , o h n e j edoch einen gemeinsamen inha l t l i chen Bezug zu 
h a b e n . Diese Nonsensko r r e l a t i onen führen u .U. zu einem weiteren Feh-
ler: »Ech te« v o r h a n d e n e S t ruk turen werden n ich t entdeckt , da diese durch 
s tä rkere » u n e c h t e « S t ruk tu ren über lager t werden. Genere l l gilt für alle 
Ar t en der Fak to renana lyse die B e m e r k u n g von Mulaik (1986, S. 24), der 
darauf hinweis t , daß mit b l inder Explora t ion unin te l l igente Ergebnisse 
produz ie r t werden . 
Best (1986) ve rwende t die H a u p t k o m p o n e n t e n a n a l y s e zur Untersu-
c h u n g des A b s t i m m u n g s v e r h a l t e n s von Pa r l amen ta r i e rn aus Deu t sch l and 
u n d F r a n k r e i c h in den Jah ren 1848/49. Als E ingabe in format ion benutz t er 
die Kor re la t ionsmat r i zen von 98 (Frankfur te r N a t i o n a l v e r s a m m l u n g ) u n d 
86 (Assemblee Na t iona le Cons t i tuan te ) A b s t i m m u n g e n ( j a / n e i n ) in dem 
g e n a n n t e n Z e i t r a u m . D a m i t un te r such t er, ob es bei den Abgeordne ten 
b e s t i m m t e A b s t i m m u n g s m u s t e r gibt. Als ein Ergebnis erhäl t Best ein deut-
l iches L inks - Rech ts - Schema auf der ersten Achse. A n z u m e r k e n sei an 
dieser Stelle j edoch , daß die Verwendung von d icho tomen Daten bei der 
Fak to renana lyse p rob lemat i sch ist, da die Eingabedaten met r i sches Ska-
lenn iveau haben müssen . Diese A n n a h m e gilt zwar - wenn auch mit 
deut l ichen E i n s c h r ä n k u n g e n - für d i cho tome Daten (Mi t te lwer te können 
z.B. als p rozen tua l e Ante i le der beiden Var iab lenausprägungen interpre-
t iert w e r d e n ) , doch k o m m t es insbesondere bei schiefen Vertei lungen zu 
s tarken Verzerrungen der Ergebnisse (vgl. etwa Denz 1982). 
Ein relativ häufiger Anwendungsfa l l der Fak to renana lyse ist in der Fak-
tor ia lökologie zu f inden, wo viele verschiedene M e r k m a l e (Al te rss t ruk tur , 
Erwerbs tä t igkei t , E thn ien , Bildung, ...) in sozialen R ä u m e n (i.d.R. O r t s -
oder Stadttei le) zu wenigen Fak to ren zusammengefaß t werden . So findet 
H a m m (1979) bei seiner Analyse der Stadt Bern (164 statist ische Quar t i e re , 
64 Variablen) vier für ihn re levante E inhe i ten , die er a n h a n d der auf den 
en t sp rechenden Achsen ladenden Variablen beschreibt . Den ersten Fak tor , 
auf den insgesamt 14 Variablen laden, beze ichnet H a m m (1979, S. 193) als 
»Segregat ion der Un te r sch i ch t« . Auf diesen laden posit iv u.a . die Variab-
len »Antei l von un te ren Anges te l l ten« , »Antei l von B e a m t e n « , »Besuch 
e iner höhe ren Schule« und »Antei l von Beschäftigten im ter t iären Sektor« , 
w ä h r e n d die Variablen »Antei l von Arbe i t e rn« , »Antei l von un - u n d 
ange le rn ten A r b e i t e r n « , »Antei l von A u s l ä n d e r n « u n d »Ante i l von Pri-
mar schu l absch lüs sen« negat iv darauf laden. Rein formal bedeute t dies 
u.a., d a ß in den stat ist ischen Quar t i e ren von Bern, in denen der Antei l der 
Arbe i t e r hoch ist, der Antei l der un te ren Angestell ten u n d der Beamten 
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n ied r ig ist - u n d u m g e k e h r t . Dieses, als formal zu b e z e i c h n e n d e , Ergeb-
nis ist j e d o c h tautologisch u n d k a n n schon aus der Be t rach tung der ein-
fachen b ivar ia ten Kor re l a t ionen bzw. a n h a n d von Plaus ib i l i tä tsüber legun-
gen abgeleitet werden : In den Geb ie t en , in denen eine G r u p p e (z.B. Ar-
be i te r ) s tark ve r t r e t en ist, m u ß eine dazu k o m p l e m e n t ä r e (z.B. Angestel l te 
oder Beamte ) schwach ver t re ten sein, da sich die Ante i le der e inzelnen 
G r u p p e n (alle Variablen der Berufskategor is ierung) sich zu h u n d e r t addie-
ren . D o c h ist dies m i tn i ch t en das e igent l iche Ergebnis der Analyse . Inhalt-
lich re levant ist z.B., daß der »Ante i l der Arbe i t e r« mi t dem »Ante i l der 
A u s l ä n d e r « auf demse lben Abschn i t t derselben Achse lädt , beide G r u p p e n 
also in den g le ichen Teilgebieten der Stadt relat iv häufig bzw. relat iv selten 
zu f inden s ind. F e r n e r lädt auf derselben Achse , aber auf der anderen 
Seite, also negat iv mi t den be iden G r u p p e n korre l ier t , die Variable »Ante i l 
von B e a m t e n « . D a r a u s läßt sich able i ten, daß diese G r u p p e von Personen 
in a n d e r e n s ta t is t ischen Qua r t i e r en ih re Präferenzen hat als Arbe i te r u n d 
A u s l ä n d e r . Laden zwei Variablen auf un te r sch ied l i chen Achsen , so sind sie 
v o n e i n a n d e r u n a b h ä n g i g . Hier für ein k le ines Beispiel: H a m m s Ergebnis-
sen zufolge lädt auf der zweiten Achse die Variable »Ante i l der j ungen 
E r w a c h s e n e n « , w ä h r e n d auf der ersten Achse die Variable »Ante i l der 
A r b e i t e r « lädt . D ie j u n g e n Erwachsenen sind also etwa gleich häufig in 
den Geb ie t en zu f inden , in denen der Antei l der Arbe i t e r überdurch-
schni t t l ich hoch ist, als auch in den Geb ie t en , in denen der Antei l der 
Arbe i t e r u n t e r d u r c h s c h n i t t l i c h ist. 
Blotevogel (1979) ve rwende t die H a u p t k o m p o n e n t e n a n a l y s e zur Ana-
lyse der Wir t schaf t s t ruk tur deu tscher G r o ß s t ä d t e nach der Berufszäh lung 
von 1907. In e inem ersten Schrit t ex t rah ie r t Blotevogel aus 105 eingege-
b e n e n Berufsvar iab len in 37 Städten sieben für ihn re levan te F a k t o r e n . Im 
zweiten Schri t t o rdne t er, mi t te ls der A u s p r ä g u n g e n der Städte in den 
la ten ten Var iablen , die 37 Städte den e inze lnen F a k t o r e n zu, um zu be-
schre iben , we lche Städte ähn l i che S t r u k t u r m e r k m a l e aufweisen und wel-
che sich v o n e i n a n d e r un te r sche iden . 
E ine als kon f i rma to r i s che Fak to r enana ly se zu b e z e i c h n e n d e Schätztech-
nik ve rwenden Fa l t e r e t al. (1983) in ih re r U n t e r s u c h u n g zum Z u s a m m e n -
h a n g von En t s t ehungsbed ingungen des Nat iona lssoz ia l i smus u n d Arbeits-
losigkeit . N a c h d e m sie mögl i che la ten te Fak to ren und die darauf l adenden 
Variablen theore t i sch hergelei tet haben , b e s t i m m e n sie die Kor re la t ionen 
zwischen den la ten ten , sowie zwischen den la tenten u n d manifes ten Va-
r iab len . Als Ergebnis e rha l t en sie ein P f a d d i a g r a m m (Fal ter et al. 1983, S. 
548), welches sie a n h a n d der d i rekten u n d ind i rek ten Pfade - u n d den 
dazugehör igen Pfadkoeff iz ienten - in te rp re t i e ren . 
In den b i she r g e n a n n t e n Anwendungsbe i sp ie l en wird die Faktoren-
analyse p r i m ä r als Verfahren zur D imens ionsana ly se ve rwende t , d.h. es 
wird getestet, we lche Variablen eine g e m e i n s a m e D i m e n s i o n b i lden . Als 
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Faustregel läßt sich zu diesem Vorgehen angeben , daß mindes t ens drei bis 
vier Variablen auf einer Achse laden müssen , bevor im Sinne einer Di-
mens ionsana lyse von » D i m e n s i o n « gesprochen werden k a n n . 
P r i m ä r als Da t en reduk t ionsve r f ah ren ve rwenden Blasius & Dangscha t 
(1988) die H a u p t k o m p o n e n t e n a n a l y s e . F ü r die E r k l ä r u n g von Segregation 
nach Bi ldungsgruppen , dargestell t am Fallbeispiel Warschau, ve rwenden 
sie Variablen wie »Ante i le von Hausha l t sg rößen« oder »Ante i le von 
Al t e r sg ruppen« . Da sich die jeweil igen Ante i le zu 100 Prozent add ie ren , 
k ö n n e n diese wegen ihrer l inearen Abhäng igke i t en (Mul t iko l l inear i t ä t ) 
n icht z u s a m m e n in ein Pfadmodel l e inbezogen werden . Mit tels der Haupt-
k o m p o n e n t e n a n a l y s e werden jewei ls m e h r e r e manifes te Variablen (z.B. 
die p rozen tua len Ante i le der versch iedenen Al te r sg ruppen) zu einer oder 
zwei la ten ten zusammengefaß t , die dann als e rk l ä r ende Variablen in das 
Modell e inbezogen werden . Die inha l t l iche Bedeutung, also welche Va-
r iablen eine g e m e i n s a m e D i m e n s i o n b i lden , ist bei dieser U n t e r s u c h u n g 
lediglich von sekundä re r Bedeutung . 
Wie aus den angeführ ten Beispielen schon ersichtl ich wurde , gibt es eine 
Vielzahl von z.T. recht un te r sch ied l ichen Mögl ichkei ten mi t te ls der Fak-
torenana lyse Da ten zu s t ruk tu r i e ren und zu reduzieren . Da aber letztl ich 
die meis ten Verfahren auf die H a u p t k o m p o n e n t e n a n a l y s e zu rückzu füh ren 
sind u n d diese auch der Regelfall bei der empi r i schen A n w e n d u n g ist (u.a. 
Voreinstel lung bei SPSSX), wird dieser Ansa tz s c h w e r p u n k t m ä ß i g vorge-
stellt. 
3. Das Hauptkomponentenmodell 
Ausgangspunk t ist ein Gle ichungssys tem, indem m - Variablen durch 
k - Fak to ren (k < = m) rep roduz ie rba r s ind. Da alle Variablen s tandardi-
siert in die Analyse e ingehen sollen, die absolu te H ö h e ihrer Ausprägun-
gen somit unberücks ich t ig t bleibt , werden sie z - t r ans formier t . Vorausset-
zung für e ine derar t ige Transformat ion ist met r i sches M e ß n i v e a u aller ver-
wende ten Variablen, die zudem normalver te i l t sein müssen . Das allgemei-
ne Model l der H a u p t k o m p o n e n t e n a n a l y s e kann als l ineares Gle ichungs-
system dargestell t werden : 
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Hierbe i sind die a 1 1 bis a m m die ( s t andard i s ie r ten) Regressionskoeff izien-
ten der Variablen auf den Achsen . Sie werden in diesem Model l als Kor-
re la t ionen in te rp re t i e r t u n d üb l icherweise als » L a d u n g e n « beze ichne t . D ie 
z 1 b i s z m sind Z e i l e n v e k t o r e n mi t n (= A n z a h l der U n t e r s u c h u n g s e i n h e i -
ten , S t i c h p r o b e n u m f a n g ) K o m p o n e n t e n . Die bis sind ebenfal ls Zei-
l envek to ren mit je n K o m p o n e n t e n . Diese en t sp rechen den A u s p r ä g u n g e n 
der l a ten ten , also den n ich t - b e o b a c h t b a r e n Variablen der e inze lnen Un-
t e r s u c h u n g s e i n h e i t e n . Die Q u a d r a t e der a 1 1 b i s a m m en t sp rechen der du rch 
die jewei l igen F a k t o r e n e rk lä r t en Var ianz der Var iablen, im Fall der voll-
s tändigen Lösung ist die Z e i l e n s u m m e der Eins . Diese a u f s u m m i e r t e n 
erk lär ten Var ianzen der Zei len werden als K o m m u n a l i t ä t e n beze ichne t . 
Hie r ist abzulesen , wieviel Var ianz der e inze lnen Variablen durch die be-
rücks ich t ig ten k - F a k t o r e n erk lär t wird . Schre iben wir obiges Gle ichungs -
system in M a t r i x f o r m , so ist: 
(1) Z = A • F 
A wird üb l i cherweise als L a d u n g s m a t r i x u n d F als F a k t o r w e r t e m a t r i x be 
ze ichnet . In diesem l inearen Gle ichungssys tem k a n n es m a x i m a l soviele 
Fak to r en geben , wie Variablen v o r h a n d e n sind; im Fall von k = m ist das 
Model l vol ls tändig du rch die e r r echne ten F a k t o r e n de t e rmin ie r t . D a s steht 
a l le rd ings im Gegensa t z zu dem Ziel , mi t mögl ichs t wenigen Fak to ren 
(k = m i n i m a l ) die D a t e n op t imal zu r ep roduz ie ren . Werden lediglich die 
ersten k - F a k t o r e n berücks ich t ig t , so ist: 
(2) Z = Ak • F k + V 
wobei V der Feh l e r t e rm ist, d.h. der Antei l der Variablen, der n ich t du rch 
die ersten k - Fak to r en erklär t wird. 
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4. Die Korrelationsmatrix 
Die Korre la t ion zwischen zwei z - t r ans formier ten Variablen k a n n formal 
als 1/n • z'z beschr ieben werden , wobei n die Anzah l der Un te r suchungs -
e inhe i ten ist. Die Kons tan te 1/n entspr icht dem mit t le ren Abweichungs-
quadra t des Ska la rp roduk te s . (Als Ska la rp roduk t wird der Wert bezeich-
net , der sich aus der Mul t ip l ika t ion eines Ze i l envek tors mit e inem Spalten-
vek to r ergibt, wobei be ide Vektoren die gleiche Anzah l von K o m p o n e n t e n 
- z.B. U n t e r s u c h u n g s e i n h e i t e n - haben müssen. ) Die Kor re la t ionen in 
e inem Set von Variablen k ö n n e n dargestellt werden als: 
(3) R = 1/n • Z 'Z 
Da bei der Kor re la t ion e iner Variablen mit sich selbst i m m e r E ins heraus-
k o m m t , s tehen in der Haup td iagona len der Kor re la t ionsmat r ix R n u r 
Einsen . Bei m - Variablen ist die Spur (die S u m m e der E lemen te in der 
H a u p t d i a g o n a l e n ) dieser Matr ix m. Der (max ima le ) Rang e iner Mat r ix 
(Anzah l der l inear u n a b h ä n g i g e n Z e i l e n / Spal ten) en tspr ich t dem Mini-
m u m von Zeilen (Un te r suchungse inhe i t en ) oder Spal ten (Variablen) , wo-
bei i m m e r die A n z a h l der Un te r suchungse inhe i t en deutl ich größer sein 
m u ß als die A n z a h l der Variablen. Ist, wie z.B. bei Blotevogel (1979), die 
A n z a h l der U n t e r s u c h u n g s e i n h e i t e n k le iner als die Anzah l der Variablen, 
so kann es zwar rein rechner i sch soviele Fak to ren wie Variablen geben, 
j edoch sind mindes t ens (m - n) Fak to ren i r re levant . A u c h inhal t l ich k a n n 
diese Vorgehensweise zu ke inen s innvol len Ergebnissen führen , da Fak-
toren be rechne t we rden , die ü b e r h a u p t ke ine Un te r suchungse inhe i t (bei 
Blotevogel ke ine Stadt) beschre iben k ö n n e n . (Im Extremfal l , also dort wo 
die Anzah l der Variablen gleich der Un te r suchungse inhe i t en ist, kann eine 
la ten te Variable genau e ine Un te r suchungse inhe i t beschre iben , sie wäre 
prak t i sch das n u m e r i s c h e Gegens tück , die exakte Beschre ibung. ) 
Mit dem H a u p t k o m p o n e n t e n m o d e l l soll durch den ersten la ten ten Fak-
tor ein M a x i m u m der G e s a m t v a r i a n z erk lär t werden . D e r zweite soll von 
dem verb le ibenden Rest der zu e rk lä renden G e s a m t v a r i a n z wiede rum ein 
M a x i m u m e rk lä ren , dabei aber unkor re l i e r t (o r thogonal ) zu dem ersten 
F a k t o r sein. Der dr i t te F a k t o r soll ebenfalls wieder ein M a x i m u m der 
verb l iebenen Res tva r i anz e rk lä ren und or thogonal zu den beiden anderen 
F a k t o r e n sein. Das gleiche gilt für alle nachfo lgenden F a k t o r e n , sie sollen 
jewei ls ein M a x i m u m der Res tvar ianz e rk lä ren und unkor re l i e r t zu den 
jewei l s anderen sein. Die Unkor re l i e r the i t der Fak to ren läßt sich grafisch 
als 90 - G r a d Winkel (der Korrelat ionskoeff iz ient en tspr ich t dem Kosinus 
des Winkels zwischen zwei Achsen , cos (90°) = 0) darstel len, in dem die 
e inze lnen Achsen sich zue inande r bef inden . D u r c h diese Unkor re l i e r the i t 
der Fak to ren gilt im Fall der vol ls tändigen Lösung: 
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(4) 1/n . F F « I, 
wobei I die E i n h e i t s m a t r i x ist. (In der H a u p t d i a g o n a l e n s tehen die Kor-
re l a t ionen der F a k t o r e n mi t sich selber, also lau ter Einsen, in den übr igen 
Fe lde rn die Kor re l a t i onen zwischen den F a k t o r e n , die laut M o d e l l a n a h m e 
alle Nul l s ind.) Da weniger Fak to r en berücks ich t ig t werden sollen als zu 
e ine r vol l s tändigen Lösung des Gle i chungssys t ems no twend ig sind, soll die 
K o r r e l a t i o n s m a t r i x (die u r sp rüng l i chen Var iablen) mit den re levanten 
F a k t o r e n opt imal r eproduz ie r t we rden . 
5. D ie Kanonische Zerlegung 
F ü r j e d e symmet r i s che Mat r ix gilt, daß sie in die Mat r ix ih re r Eigenvek-
t o r e n (E) u n d in e ine D i a g o n a l m a t r i x ihrer E igenwer te ( ) wie folgt zer-
l egbar ist: 
In der D i a g o n a l m a t r i x der E igenwer te sind die K o m p o n e n t e n , also die 
E igenwer te zu den jewei l igen Achsen , der G r ö ß e nach geordne t . Die Sum-
me der E igenwer te ist gleich der Spur der Mat r ix R, bei e iner Korre la t ions-
ma t r ix somit gleich der A n z a h l der Variablen. D a m i t diese Opera t ion 
n a c h v o l l z i e h b a r wird, haben wir die Kor re l a t i onsma t r ix (E ingabeda ten) 
sowie die Matr ix der E igenwer te und der E igenvek to ren angeführ t . 
Als Beispiel wähl ten wir e ine Kor re l a t i onsma t r ix , die wir der Studie von 
H e i l a n d (1982, S.254) e n t n a h m e n . He i l and überp rü f t e mit e iner Pfadana-
lyse, ob es e inen Z u s a m m e n h a n g von Indus t r i ep roduk t ion ( I N D P R O D K ) , 
Lebensha l t ungskos t en ( L H K I N D E X ) , dem durchschn i t t l i chen j ä h r l i c h e n 
E i n k o m m e n aller Erwerbs tä t igen ( J E I N K E R W ) , dem Ante i l von Aus-
w a n d e r e n u n d Arbei t s losen ( A U S - A R B Q ) , dem pr iva ten Verbrauch von 
N a h r u n g s m i t t e l n ( V B N A H R G M ) und der H ö h e der wegen e infachen 
Diebs t ah le s f e s t g e n o m m e n Per sonen ( E I N F D B S T ) gibt. F ü r seine Analy-
sen v e r w e n d e t e H e i l a n d t r endbere in ig te Ze i t re ihen (zur Notwendigke i t 
u n d der p rak t i s chen A u s f ü h r u n g dieser Bere in igung siehe z.B. Schli t tgen 
& Stre i tberg 1987) aus den Jah ren 1882 bis 1936, wobei er die Werte aus 
den J a h r e n des ersten Weltkr ieges n ich t be rücks ich t ig te . Ziel seiner Arbei t 
ist es, den schon von Berg (1902) beschr i ebenen Z u s a m m e n h a n g von ein-
fachem Diebs tahl u n d Lebensmi t t e lp re i sen in e iner e twas k o m p l e x e r e n 
Weise, vor al lem aber mit e iner statistisch ausgereif teren M e t h o d e zu 
ü b e r p r ü f e n . 
Wie aus den nach fo lgenden Da ten (siehe Da ten 1) ers icht l ich wird, exi-
st ieren genausovie le E igenwer te u n d E igenvek to ren wie Variablen. Die 
S u m m e der sechs Eigenwer te ergibt , wie bere i t s e r läu ter t , die Spur der 
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DATEN 1 
KORRELATIONSMATRIX DER EINGABEDATEN 
EIGENVEKTOREN VON A 
E 1.FAKTOR 2.FAKTOR 3.FAKTOR 4.FAKTOR 5.FAKTOR 6.FAKTOR 
R0W1 0.3331 -0.2386 0.7316 -0.0222 -0.2654 0.4753 
R0W2 -0.3963 -0.0332 0.3521 -0.8004 0.1427 -0.2385 
R0W3 0.3928 0.5200 -0.1748 -0.3713 -0.6278 -0.1130 
R0W4 -0.4904 0.1561 0.3832 0.4431 -0.4724 -0.4109 
R0W5 0.4921 0.3337 0.3856 0.1455 0.4802 -0.4960 
R0W6 -0.3082 0.7320 0.1211 0.0594 0.2478 0.5381 
ERKLAERTE VARIANZ DER ACHSEN 
4 
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A INDPRODK LHKINDEX JEINKERW AUS-ARBQ VBNAHRGH EINFDBST 
INDPRODK 1.000 -0.003 0.046 -0.072 0.497 -0.346 
LHKINDEX -0.003 1.000 -0.244 0.295 -0.335 0.248 
JEINKERW 0.046 -0.244 1.000 -0.397 0.423 0.118 
AUS-ARBQ -0.072 0.295 -0.397 1.000 -0.310 0.480 
VBNAHRGH 0.497 -0.335 0.423 -0.310 1.000 0.055 
EINFDBST -0.346 0.248 0.118 0.480 0.055 1.000 
ERVAR COLI 
1.FAKTOR 0.3697 
2.FAKTOR 0.2188 
3.FAKTOR 0.1924 
4.FAKTOR 0.1277 
5.FAKTOR 0.0677 
6.FAKTOR 0.0237 
N COLI 
1.FAKTOR 2.2182 
2.FAKTOR 1.3128 
3.FAKTOR 1.1545 
4.FAKTOR 0.7659 
5.FAKTOR 0.4061 
6.FAKTOR 0.1425 
EIGENWERTE VON A 
K o r r e l a t i o n s m a t r i x , sie ist gleich der Anzah l der Var iablen. Das P r o d u k t 
der e inze lnen Spa l t envek to ren mit sich selbst ergibt in allen sechs Fäl len 
Eins (So für den ersten Fak to r : 0 ,3331 2 + - 0 ,3963 2 + 0 ,3928 2 + 
- 0 ,4904 2 + 0 ,4921 2 + - 0,3082 2 = 1), das P r o d u k t zweier unterschied-
l icher Spa l t envek to ren i m m e r Nul l . (So für den ersten und zweiten Fak to r : 
0,3331 • - 0,2386 + - 0,3963 • - 0,0332 + 0,3928 • 0,52 + - 0,4904 . 
0,1561 + 0,4921 • 0,3337 + - 0,3082 • 0,732 = 0). 
Die Werte der E igenvek to ren haben lediglich eine geomet r i sche Bedeu-
tung aber ke inen inha l t l i chen Bezug. Mit tels der E igenwer te k a n n der 
Ante i l der e inze lnen Achsen du rch die e rk lä r t e Varianz b e s t i m m t werden , 
um dami t zu ü b e r p r ü f e n , wieviele D i m e n s i o n e n exis t ieren. Hie r fü r wer-
den die e inze lnen E igenwer te du rch die S u m m e aller E igenwer te dividier t . 
F ü r den ersten Eigenwer t ergibt sich demzufolge ein Wert von 0,3697, d.h 
die dazugehör ige erste Achse erklär t 36,97 Prozen t der G e s a m t v a r i a n z ; die 
zweite Achse e rk lä r t wei tere 21,88 Prozen t . Wird n o c h die Var ianz der 
dr i t ten Achse h inzuadd i e r t , so e rk lä ren diese drei fast achtzig Prozen t der 
Var ianz der sechs mani fes ten Variablen. E ine inha l t l i che Diskuss ion übe r 
die Anzah l der v o r h a n d e n D i m e n s i o n e n soll an dieser Stelle j e d o c h un-
te rb le iben , da hierfür zu wenig Variablen in die Analyse a u f g e n o m m e n 
w u r d e n . 
6. Best immung der Ladungsmatrix 
Wir ha t ten definier t , daß 
(6) Z = A • F u n d daß 
(7) R = 1/n • Z Z ' ist. 
Setzen wir in G l e i c h u n g (7) für Z die rechte Seite von G l e i c h u n g (6) ein, so 
e rha l t en wir: 
(8) R = 1/n • A F F 'A ' 
Da 1/n • F F = 1 ist, folgt 
(9) R = A A ' 
G l e i c h u n g (9) wird als F u n d a m e n t a l t h e o r e m der Fak to renana lyse bezeich-
net . Da ebenso R = E E' gilt, ergibt sich für die B e r e c h n u n g der La-
d u n g s m a t r i x : 
( 1 0 ) A = E 
Um die Ma t r ix der Kor re la t ionen zwischen den la tenten und den beobach 
teten Variablen (A, in der Dars te l lung als L A D U N G beze ichne t ) zu er-
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hal ten , m u ß die Matr ix der Eigenwerte radiziert und mit der Mat r ix der 
E igenvektoren mult ipl iz ier t werden . Im Fall der n ich t - vol ls tändigen Lö-
sung werden die zu den nicht - berücks ich t ig ten F a k t o r e n dazugehör igen 
Eigenwer te auf Null gesetzt, d.h. in der Haup td iagona len der Matr ix 
s tehen an den en t sp rechenden Stellen Nul len . D a r a u s folgt, daß die ent-
sp rechenden Spal ten der Ladungsma t r ix ebenfalls Null s ind. Im folgenden 
ist die Matr ix der Korre la t ionen zwischen manifes ten u n d la tenten Variab-
len für den Fall der vollständigen Lösung angegeben. 
DATEN 2 
LADUNGSMATRIX 
Aus der Ladungsma t r ix ( L A D U N G ) (siehe Daten 2) wird ers icht l ich, 
daß auf dem ersten Fak to r alle Variablen laden. Es existiert ein posi t iver 
Z u s a m m e n h a n g zwischen der Indus t r i ep roduk t ion ( I N D P R O D K ) , dem 
durchschn i t t l i chen J a h r e s e i n k o m m e n aller Erwerbstä t igen ( J E I N K E R W ) 
u n d dem Verbrauch an Lebensmi t te ln ( V G N A H R G M ) . In den J ah ren , in 
denen die Werte dieser Variablen hoch sind, sind n iedr ige Werte bei dem 
Lebensha l tungskos ten index ( L H K I N D E X ) , der Arbei ts losen - u n d Aus-
w a n d e r u n g s q u o t e (AUS - A R B Q ) , sowie bei wegen e infachen Diebs tahles 
verhaf te ten Personen (E INFDBST) zu verze ichnen . W ä h r e n d Hei land in 
seiner mul t iva r i a t en Analyse keinen Z u s a m m e n h a n g zwischen Lebens-
ha l tungskos ten index u n d E i n k o m m e n sowie zwischen dem A u s m a ß der 
Indus t r i ep roduk t ion und der Arbe i t s - und Auswande rungsquo te feststell-
te, sind be ide Korre la t ionen unseren Ergebnissen zufolge negativ: In Jah-
ren h o h e r K o n j u n k t u r ist die Arbei ts losen - und Auswande rungsquo te 
n iedr ig und in den Jah ren , in denen das j äh r l i che E i n k o m m e n aller Er-
werbstät igen hoch ist, ist der Lebensha l tungskos ten index niedr ig - u n d 
u m g e d r e h t . 
F e r n e r e rmi t t e ln wir im Gegensa tz zu Hei land negat ive Z u s a m m e n h ä n -
ge zwischen der Anzah l der wegen einfachen Diebs tah les verhafteten Per-
sonen und dem E i n k o m m e n aller Erwerbstä t igen sowie dem pr iva ten Nah-
rungsmi t t e lve rb rauch , al lerdings n u r bezogen auf die erste D imens ion . 
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LADUNG 1.FAKTOR 2.FAKTOR 3.FAKTOR 4.FAKTOR 5.FAKTOR 6.FAKTOR 
INDPRODK 0.4961 -0.2734 0.7861 -0.0194 -0.1691 0.1794 
LHKINDEX -0.5903 -0.0380 0.3783 -0.7005 0.0910 -0.0900 
JEINKERW 0.5850 0.5959 -0.1878 -0.3249 -0.4000 -0.0426 
AUS-ARBQ -0.7303 0.1789 0.4118 0.3878 -0.3010 -0.1551 
VBNAHRGH 0.7330 0.3823 0.4143 0.1274 0.3060 -0.1872 
EINFDBST -0.4591 0.8387 0.1302 0.0520 0.1579 0.2031 
D e m e n t g e g e n exist iert auf der zweiten Achse ein posi t iver Z u s a m m e n -
h a n g zwischen diesen drei Variablen, insbesondere zwischen dem jähr l i -
chen E i n k o m m e n u n d der A n z a h l der wegen Diebs tah les verhaf te ten Per-
sonen . Um zu p rü fen , auf welcher Achse die Variablen n u n ta tsächl ich 
laden , die n a c h der H a u p t k o m p o n e n t e n a n a l y s e mi t un te r sch ied l i chen 
F a k t o r e n kor re l i e r t s ind, kann eine F a k t o r e n r o t a t i o n (s. Kapitel 10) durch-
geführ t w e r d e n . 
Wird das F u n d a m e n t a l t h e o r e m der Fak to renana lyse , R = A A\ ledig-
lich auf zwei Variablen bezogen, so ist: 
also das S k a l a r p r o d u k t zwischen den L a d u n g s v e k t o r e n a i u n d a 1 (sum-
mier t übe r j = 1 b i s k) , gleich dem Korre la t ionskoeff iz ienten zwischen den 
Variablen i u n d 1. W u r d e das vol ls tändige F a k t o r e n m o d e l l (k = m) gewähl t , 
so en t sp rechen die z u r ü c k g e r e c h n e t e n Korre la t ionskoeff iz ienten den ur-
sp rüng l i chen . 
Bei spa l tenweiser A u f s u m m i e r u n g der quadr i e r t en Ladungen (die 
quadr ie r t en Kor re l a t i onen der Variablen mit den F a k t o r e n ) ergeben sich 
die E igenwer te der F a k t o r e n . Bei Zeilen weiser A u f s u m m i e r u n g der 
quadr i e r t en Ladungen ergeben sich die K o m m u n a l i t ä t e n der e inzelnen 
Var iablen, d.h. der Ante i l der Varianz, der d u r c h die berücks ich t ig ten er-
sten k - F a k t o r e n e rk lä r t wird . Um dies anschau l i ch zu zeigen, wählen wir 
die Lösung, in der drei Fak to r en berücks ich t ig t w u r d e n . 
F ü r den ersten Spa l t envek to r der L a d u n g s m a t r i x » L A D U N G « (siehe 
D a t e n 3) ergibt sich bei S u m m a t i o n der Q u a d r a t e seiner K o m p o n e n t e n der 
erste Eigenwer t . (So ist 0 ,4961 2 + - 0 ,5903 2 + 0 ,585 2 + - 0 J 3 0 3 2 + 
0 ,733 2 + - 0 ,4591 2 = 2,2182.) Bei A u f s u m m i e r u n g der quadr i e r t en Kom-
p o n e n t e n des ers ten Ze i l envek to r s ergibt sich die e rk lä r t e Varianz (Kom-
m u n a l i t ä t ) der ers ten Variablen ( I N D P R O D K ) u n t e r Berücks ich t igung der 
ers ten drei A c h s e n . (So ist 0 ,4961 2 + - 0 ,2734 2 + 0 ,7861 2 - 0,9388) An-
h a n d des Vektors der K o m m u n a l i t ä t e n wird ers icht l ich , daß die Variable 
» L e b e n s h a l t u n g s k o s t e n i n d e x ( L H K I N D E X ) « lediglich zu 49,3 Prozent 
du rch die ersten drei Achsen de te rmin ie r t wird , w ä h r e n d die Variable »In-
d u s t r i e p r o d u k t i o n « zu 93,88 Prozent e rk lä r t wi rd . 
Im nachfo lgenden Abschn i t t wird demons t r i e r t , wie durch eine schritt-
weise Berücks ich t igung der Fak to r en sich die, aus dem Produk t A k • A k ' 
z u r ü c k r e c h e n b a r e , Kor re l a t i onsma t r ix der u r sp rüng l i chen a n n ä h e r t . Bei 
A u f n a h m e aller m - F a k t o r e n ist die Differenz aus der E ingabemat r ix u n d 
der z u r ü c k g e r e c h n e t e n Kor re l a t ionsmat r ix die N u l l m a t r i x . Es läßt sich 
somit zeigen, daß die H a u p t k o m p o n e n t e n a n a l y s e n ich t s wei ter ist als e ine 
du rch die F a k t o r e n e rk lä r t e Kor re l a t ionsmat r ix zuzüglich einer Residual-
ma t r ix . Bei Berücks ich t igung lediglich des ersten F a k t o r s ergeben sich die 
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DATEN 3 
LADUNGSNATRIX 
INDPRODK 
LHKINDEX 
JEINKERW 
AUS-ARBQ 
VBNAHRGM 
EINFDBST 
0.4961 
-0.5903 
0.5850 
-0.7303 
0.7330 
-0.4591 
-0.2734 
-0.0380 
0.5959 
0.1789 
0.3823 
0.8387 
0.7861 
0.3783 
-0.1878 
0.4118 
0.4143 
0.1302 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
KOMMUNALITAETEN 
KOMHU COLI 
INDPRODK 0.9388 
LHKINDEX 0.4930 
JEINKERW 0.7326 
AUS-ARBQ 0.7349 
VBNAHRGM 0.8551 
EINFDBST 0.9311 
nachfo lgenden 3 Matr ixen u n d der Vektor der K o m m u n a l i t ä t e n (siehe 
Da ten 4). 
Je h ö h e r die Variablen auf der ersten Achse laden, desto besser ist deren 
zu rückge rechn t e r Wert. So ist nach diesem Schri t t die Variable »Verbrauch 
von N a h r u n g s m i t t e l n « schon zu 53,73 Prozent (0 ,733 2 = 0,5373) deter-
min ie r t , wie sich an der Haup td i agona l e (5.Stelle) der Mat r ix » K O R « ab-
lesen läßt . (Die Werte in der Haup td i agona l en sind gleich den berei ts er-
w ä h n t e n K o m m u n a l i t ä t e n . ) An dieser Stelle läßt sich auch leicht zeigen, 
daß die ( zu rückgerechne ten) Korre la t ionen sich aus den Ladungen best im-
men lassen: So entspr icht der Korrela t ionskoeff iz ient zwischen den Va-
r iablen I N D P R O D K und L H K I N D E X dem Produk t der ersten beiden 
Ze i l envek to ren , also 0,4961 • - 0,5903 + 0 . 0 + ... = - 0,2929. Wird die 
zu rückge rechne t e Kor re la t ionsmat r ix von der e ingegebenen Korrelat ions-
ma t r ix sub t rah ie r t , ergibt sich die Di f fe renzmat r ix . Nach der A u f n a h m e 
des letzten Fak to r s ist die zu rückge rechne te Kor re la t ionsmat r ix gleich der 
e ingegebenen u n d die Di f fe renzenmat r ix die Nu l lma t r ix . Von diesen wei-
teren Schr i t ten soll j edoch n u r noch die A u f n a h m e des zweiten Fak to r s 
d o k u m e n t i e r t werden. Bei Berücks icht igung der ersten beiden Fak toren 
ve r ände rn sich die in Daten 4 aufgeführten Mat r ixen u n d der Vektor der 
K o m m u n a l i t ä t e n fo lgendermaßen (siehe Daten 5). 
Mit diesen zwei Fak to ren werden nun insgesamt 58,85 Prozent des Ge-
samtmode l l s e rk lär t . Durch diese zusätzl iche A u f n a h m e steigt u.a. die e r 
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LADUNG 1.FAKTOR 2.FAKTOR 3.FAKTOR 4.FAKTOR 5.FAKTOR 6.FAKTOR 
DATEN 4 
LADUNGSMATRIX 
LADUNG 1.FAKTOR 2.FAKTOR 3.FAKTOR 4.FAKTOR 5.FAKTOR 6.FAKTOR 
INDPRODK 0.4961 0.0000 0.0000 0.0000 0.0000 0.0000 
LHKINDEX -0.5903 0.0000 0.0000 0.0000 0.0000 0.0000 
JEINKERW 0.5850 0.0000 0.0000 0.0000 0.0000 0.0000 
AUS-ARBQ -0.7303 0.0000 0.0000 0.0000 0.0000 0.0000 
VBNAHRGN 0.7330 0.0000 0.0000 0.0000 0.0000 0.0000 
EINFDBST -0.4591 0.0000 0.0000 0.0000 0.0000 0.0000 
KOMMUNALITAETEN 
KOMMU COLI 
INDPRODK 0.2462 
LHKINDEX 0.3484 
JEINKERW 0.3422 
AUS-ARBQ 0.5334 
VBNAHRGM 0.5373 
EINFDBST 0.2108 
ZURUECKGERECHNETE KORRELATIONSMATRIX 
KOR INDPRODK LHKINDEX JEINKERW AUS-ARBQ VBNAHRGM EINFDBST 
INDPRODK 0.2462 -0.2929 0.2902 -0.3623 0.3637 -0.2278 
LHKINDEX -0.2929 0.3484 -0.3453 0.4311 -0.4327 0.2710 
JEINKERW 0.2902 -0.3453 0.3422 -0.4272 0.4288 -0.2686 
AUS-ARBQ -0.3623 0.4311 -0.4272 0.5334 -0.5353 0.3353 
VBNAHRGM 0.3637 -0.4327 0.4288 -0.5353 0.5373 -0.3365 
EINFDBST -0.2278 0.2710 -0.2686 0.3353 -0.3365 0.2108 
DIFFERENZ: AUSGANGSMATRIX-ERRECHNETER KORRELATIONSMATRIX 
DIFF INDPRODK LHKINDEX JEINKERW AUS-ARBQ VBNAHRGM EINFDBST 
INDPRODK 0.7538 0.2899 -0.2442 0.2903 0.1333 -0.1182 
LHKINDEX 0.2899 0.6516 0.1013 -0.1361 0.0977 -0.0230 
JEINKERW -0.2442 0.1013 0.6578 0.0302 -0.0058 0.3866 
AUS-ARBQ 0.2903 -0.1361 0.0302 0.4666 0.2253 0.1447 
VBNAHRGM 0.1333 0.0977 -0.0058 0.2253 0.4627 0.3915 
EINFDBST -0.1182 -0.0230 0.3866 0.1447 0.3915 0.7892 
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DATEH 5 
LADUNGSMATRIX 
KOMMUNALITAETEN 
KOMMU COLI 
INDPRODK 0.3209 
LHKINDEX 0.3499 
JEINKERW 0.6973 
AUS-ARBQ 0.5654 
VBNAHRGM 0.6835 
EINFDBST 0.9142 
ZURUECKGERECHNETE KORRELATIONSMATRIX 
KOR INDPRODK LHKINDEX JEINKERW AUS-ARBQ VBNAHRGM EINFDBST 
INDPRODK 0.3209 -0.2825 0.1274 -0.4112 0.2591 -0.4570 
LHKINDEX -0.2825 0.3499 -0.3680 0.4243 -0.4472 0.2391 
JEINKERW 0.1274 -0.3680 0.6973 -0.3207 0.6566 0.2312 
AUS-ARBQ -0.4112 0.4243 -0.3207 0.5654 -0.4669 0.4853 
VBNAHRGM 0.2591 -0.4472 0.6566 -0.4669 0.6835 -0.0158 
EINFDBST -0.4570 0.2391 0.2312 0.4853 -0.0158 0.9142 
DIFFERENZ: AUSGANGSMATRIX-ERRECHNETER KORRELATIONSMATRIX 
DIFF INDPRODK LHKINDEX JEINKERW AUS-ARBQ VBNAHRGM EINFDBST 
INDPRODK 0.6791 0.2795 -0.0814 0.3392 0.2379 0.1110 
LHKINDEX 0.2795 0.6501 0.1240 -0.1293 0.1122 0.0089 
JEINKERW -0.0814 0.1240 0.3027 -0.0763 -0.2-336 -0.1132 
AUS-ARBQ 0.3392 -0.1293 -0.0763 0.4346 0.1569 -0.0053 
VBNAHRGM 0.2379 0.1122 -0.2336 0.1569 0.3165 0.0708 
EINFDBST 0.1110 0.0089 -0.1132 -0.0053 0.0708 0.0858 
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LADUNG 1.FAKTOR 2.FAKTOR 3.FAKTOR 4.FAKTOR 5.FAKTOR 6.FAKTOR 
INDPRODK 0.4961 -0.2734 0.0000 0.0000 0.0000 0.0000 
LHKINDEX -0.5903 -0.0380 0.0000 0.0000 0.0000 0.0000 
JEINKERW 0.5850 0.5959 0.0000 0.0000 0.0000 0.0000 
AUS-ARBQ -0.7303 0.1789 0.0000 0.0000 0.0000 0.0000 
VBNAHRGM 0.7330 0.3823 0.0000 0.0000 0.0000 0.0000 
EINFDBST -0.4591 0.8387 0.0000 0.0000 0.0000 0.0000 
klä r te Var ianz der sechsten Variablen ( E I N F D B S T ) von 21,08 Prozen t auf 
91,42 Prozen t . Werden die K o m p o n e n t e n der Di f fe renzenmat r ixen ( D I F F ) 
in der sechsten Z e i l e / Spal te nach dem ersten u n d dem zweiten Schri t t 
m i t e i n a n d e r verg l ichen , so fällt auf, daß sich deren absolute Beträge wes-
ent l ich ver r inger t h a b e n : Die Anpassung an die e ingegebene Korre la t ions-
ma t r ix ist deut l ich besser geworden . 
7. Best immung der Faktorenzahl 
Die B e s t i m m u n g der A n z a h l der in die Analyse a u f z u n e h m e n d e n Fakto-
ren k a n n auf vielfält ige Weise erfolgen, ein a l lgemein verwende tes Krite-
r ium exist iert n i ch t . So w u r d e bei SPSSX als Voreinstel lung gewähl t , daß 
die d u r c h e inen F a k t o r e rk lä r t e Varianz größer Eins sein m u ß , d.h die 
d u r c h e ine l a ten te Variable e rk lä r t e Varianz soll g rößer sein, als die du rch 
e ine mani fes te Variable zu e rk lä rende . Dieses von Kaiser & D i e k m a n n 
(1959) vorgesch lagene Verfahren ist gewiß ein plausibler Ansatz , doch ist 
er zugleich auch wi l lkür l i ch : So wird etwa ein F a k t o r dann berücks ich t ig t , 
w e n n der dazugehör ige Eigenwert 1,0001 ist; ein anderer , dessen Eigen-
wert lediglich 0,9999 ist, h ingegen nicht . 
E ine ande re Mögl ichkei t hat Catell (1966) vorgeschlagen. Seinem als 
Scree - Test beze i chne ten Verfahren zufolge sollen soviele Fak to ren aufge-
n o m m e n werden , b is es e inen Sprung im E igenwer td i ag ramm (vgl. Abbil-
dung) gibt. Doch ist auch dieses Vorgehen eher als D a u m e n r e g e l zu be-
ze ichnen , da dieses Kr i t e r ium oft nicht so e indeut ig ist, wie es in der Ab-
b i l d u n g erschein t . 
Ein wei terer - ähn l i ch oft p rakt iz ie r te r - Vorschlag bezieht sich auf 
die In t e rp re t i e rba rke i t der F a k t o r e n . Soviele Fak to ren wie (für den j ewei -
ligen Forscher ) i n t e rp re t i e rba r sind, werden a u f g e n o m m e n . 
Neben diesen rein sub jek t iven Kri ter ien gibt es einen von Barlett (1951) 
en twicke l ten , auf der Ch i - Quadra t - Vertei lung bas ie renden Test, mit 
dessen Hilfe die s igni f ikante Anzah l von Fak to ren geschätzt werden k a n n . 
Jedoch ist dieser Test lediglich approx ima t iv gültig (vgl. Ost 1984) u n d 
zudem abhäng ig vom S t i chp robenumfang . Da uns ferner keine p rak t i sche 
A n w e n d u n g dieses Verfahrens b e k a n n t ist, haben wir auf eine e ingehende 
Dar s t e l lung verz ich te t . 
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Eigenwertdiagramm 
8. Weitere Probleme 
Bei der Fak to renana lyse sind die Ladungsmat r ix » L A D U N G « und die 
Fak to rwer t ema t r i x » F « empir i sch k a u m überprüfbar , da es sich den Mo-
d e l l a n a h m e n zufolge um la tente - also nicht (direkt) m e ß b a r e Variablen 
u n d deren Kor re la t ionen hande l t . D a h e r sind inhal t l iche Ergebnisse oft 
n u r schwer nachvo l l z i ehba r . Zudem sind die latenten Variablen quanti ta-
tiv skaliert , d.h. es wird ein K o n t i n u u m unterstel l t , welches vielleicht gar 
n icht existieren k a n n . 
Ein weiteres Problem ist die unters te l l te A n n a h m e , daß sich die mani-
festen Variablen als L i n e a r k o m b i n a t i o n von la tenten Variablen - zuzüg-
lich eines vernachläss igbaren Feh le rs - darstellen lassen. D a ß diese Li-
n e a r i t ä t s a n n a h m e , die keineswegs n u r für die Fak to renana lyse charak-
terist isch ist, zu verzerr ten Ergebnissen führen kann , zeigt McD o n a l d 
(1986). Er führ te schon in den 60er Jahren (McDona ld : 1967a, 1967b) ein 
fak torenana ly t i sches Modell ein, das nicht auf dieser L i n e a r i t ä t s a n n a h m e 
b e r u h t - e ine sozialwissenschaft l iche A n w e n d u n g dieses Verfahrens ist 
uns j e d o c h nicht b e k a n n t . 
Da bei der Fak to renana lyse in der Regel Korre la t ionsmat r izen als Ein-
gabe in fo rma t ionen ve rwende t werden (es ist aber du rchaus zulässig, auch 
Varianz - Kova r i anzma t r i z en e inzulesen) , fehlt das absolute Niveau der 
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A u s p r ä g u n g e n , was zur Folge hat , daß ein d i rek ter Vergleich von Ergeb-
nissen selten inha l t l i ch s innvol l ist. A n d e r s ausgedrück t : Die Fak torena-
na lyse ist b e z u g s g r u p p e n a b h ä n g i g . So k ö n n e n sich, z.B. bei Einstel lung-
stests, M ä n n e r u n d F rauen h ins icht l ich des absoluten Niveaus bei der Be 
a n t w o r t u n g von Fragen (Mi t te lwer te ) e rhebl ich un t e r sche iden , wobei die 
g e t r e n n t e n I n t e r k o r r e l a t i o n s m a t r i z e n - u n d dami t auch die e rmi t te l ten 
l a t en ten F a k t o r e n - j edoch wei tgehend identisch sind. Das gleiche Pro-
b l em k a n n auch bei e iner Messung übe r Zeit auf t re ten: Eins te l lungen kön-
n e n e x t r e m e r werden , o h n e daß dies e ine Ä n d e r u n g der F a k t o r e n s t r u k t u r 
zur Folge ha t . Somit ist e ine un te r suchungsspez i f i sche Objek t iv i t ä t der 
Messung n ich t gewährle is te t , die Fak to renana lyse für die E n t w i c k l u n g von 
M e ß s k a l e n n u r bedingt b r a u c h b a r . 
9. Weitere Verfahren der Faktorenanalyse 
N e b e n der H a u p t k o m p o n e n t e n a n a l y s e ist die von T h u r s t o n e (1947) ent-
wickel te Haup t f ak to r enana ly se in der empi r i schen Sozial forschung weit 
verbre i te t . Im Unte r sch ied zur H a u p t k o m p o n e n t e n a n a l y s e wird bei die-
sem Verfahren davon ausgegangen, daß neben den g e m e i n s a m e n Fak toren 
auch spezif ische Fak to ren exis t ieren. Letz tere en t sp rechen den Antei len 
der Var ianz, die n u r für die e inzelnen Variablen re levant s ind, d.h. es exi-
s t ieren genausovie le spezifische Fak to ren wie Var iablen . D a s Model l der 
H a u p t f a k t o r e n a n a l y s e läßt sich darstel len als: 
(12) Z = A • F + V, 
wobe i V e ine Mat r ix ist, in der die Ante i le der e inze lnen Variablen s tehen, 
die n i ch t d u r c h die g e m e i n s a m e n Fak to ren erk lär t werden . F ü r die Zer-
legung der Kor re l a t i onsma t r ix (R) bedeute t dies, daß n ich t m e h r diese 
zerlegt wi rd , sonde rn eine um die F e h l e r t e r m e reduz ie r te Korrela t ions-
ma t r i x (R - U) . In der H a u p t d i a g o n a l e n von U steht der (geschätzte) 
Ante i l der Var ianz der m Variablen, der im Fall der vol ls tändigen Lösung 
n ich t du rch die m g e m e i n s a m e n Fak to ren erklär t wird . Die Matr ix U ist 
e ine D i a g o n a l m a t r i x , in der die s tandard is ie r ten E inze lva r i anzen der Feh-
l e r t e r m e s tehen , alle ande ren K o m p o n e n t e n sind Nul l . (Von Null ver-
sch iedene Werte k ö n n e n in der vol ls tändigen Lösung n ich t s tehen , da diese 
als g e m e i n s a m e Kor re l a t ionen von Variablen auf e iner der Achsen laden 
w ü r d e n . ) 
F ü r die Schä tzung der K o m m u n a l i t ä t e n bedeute t dies, daß die Zei-
l e n s u m m e der quadr ie r t en Ladungen ( K o m m u n a l i t ä t der jewei l igen Va-
r iable) im Fall der vol ls tändigen Lösung n ich t m e h r Eins ergibt , sondern 
daß v o n diesen Werten die Feh l e rva r i anzen der Variablen sub t rah ie r t wer-
den müssen . Beim rechner i schen Vorgehen werden im ersten Schri t t diese 
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Feh le rva r i anzen geschätzt (In der Regel wird in der ersten Schätzung der 
mul t ip l e Korrela t ionskoeff iz ient der e inzelnen Variablen be rechne t , des-
sen Q u a d r a t gebildet u n d von E ins sub t rah ie r t . Dieser Wert entspr icht dem 
Ante i l der n ich t - e rk lär ten Varianz der Variablen.) und die Differenz 
(R - U) b e s t i m m t , ansch l ießend wird diese reduzier te Mat r ix d a n n zer-
legt, so daß: 
Diese be iden Schri t te der Haup t f ak to renana lyse lassen sich i terat iv wie-
de rho len bis eine zufr iedens te l lende Schätzung der Ladungsma t r i x 
( L A D U N G ) u n d der K o m m u n a l i t ä t e n bzw. der Res idua lmat r ix (U) er-
reicht w u r d e (zum Schä tza lgory thmus siehe z.B. Arminge r , 1979; Ost, 
1984). Die Mat r ix (R - U) ist zwar reell u n d symmetr i sch , aber da die 
A n z a h l der theore t i sch e r r echenba ren F a k t o r e n (k + m; im Fall der voll-
s tändigen Lösung ist k = m) größer als die Anzah l der Variablen ist, 
k ö n n e n negat ive Eigenwer te abgeleitet werden , was ma thema t i s ch wenig 
s innvol l ist; die dazugehör igen Fak to ren sind n ich t in te rpre t ie rbar . Da 
ferner die K o m m u n a l i t ä t e n geschätzt u n d nicht e r rechne t werden , die 
S u m m e der Eigenwer te somit im Gegensa tz zur H a u p t k o m p o n e n t e n a n a -
lyse n ich t analyt isch be s t immt ist, von ihnen aber letztlich auch die An-
zahl der Fak to r en u n d deren geomet r i schen Lage im Raum abhängen , ist 
e ine gewisse Wil lkür l ichkei t bei diesem Verfahren v o r h a n d e n . 
Die einzige, im eigent l ichen S inne statistische Me thode der Faktorena-
nalyse, ist die von Lawley u n d Maxwel l (1971) entwickel te ML - Fakto-
renanalyse . Mi t Hilfe der M a x i m u m - Like l ihood - M e t h o d e werden die 
Pa rame te r ( insb . die Ladungsma t r i x und der Vektor des Feh l e r t e rms ) der-
art b e s t i m m t , daß die S t ichprobe (oder genauer , die bei diesem Verfahren 
analysier te K o v a r i a n z m a t r i x ) , aus der die genann ten Pa rame te r geschätzt 
werden , eine m a x i m a l e Wahrsche in l ichke i t sd ich te aufweist. Da dieser Me-
thode eine relat iv komplexe Schätzstat ist ik zug runde liegt und zudem bis-
her in der sozialwissenschaft l ichen F o r s c h u n g n u r selten angewand t wur-
de, soll dieses Verfahren hier n ich t explizit vorgestellt we rden ; eine ein-
füh rende Dars te l lung geben z.B. A r m i n g e r (1979) u n d Ost (1984). 
10. Faktorenrotation 
Keine wei teren Verfahren der Fak to renana lyse , sondern lediglich Techni-
ken zu r U m s t r u k t u r i e r u n g der e rha l t enen Fak to ren sind Faktorro ta t io-
nen , die in der Regel im A n s c h l u ß an eine Fak to renana lyse gemach t wer-
den. Bereits in den vierziger J a h r e n stellte T h u r s t o n e (1947, S. 335) einen 
Fo rde rungska t a log bezügl ich der E in fachs t ruk tu r von F a k t o r e n auf. Dem-
zufolge besi tzt e ine Fak to r lösung Einfachs t ruk tur , wenn sie möglichst ein-
122 
fache, d.h. theore t i sch spa r same Erk l ä rungen der Variablen mi t te l s der 
F a k t o r e n e rmögl ich t . Dies ist i m m e r dann der Fall , wenn ein Teil der 
L a d u n g e n N a h e Null (keine Kor re la t ion) und der ande re Teil der L a d u n 
gen N a h e Eins (hohe Kor re la t ion) liegt. Mit Hilfe von F a k t o r r o t a t i o n e n 
wird versuch t , dieser F o r d e r u n g n a h e zu k o m m e n , oder ande r s ausge-
d rück t : R o t a t i o n e n werden verwendet , um die Fak to ren opt imal mi t te ls 
der Variablen in te rpre t ie ren zu k ö n n e n . Bezogen auf unser Beispiel bedeu-
tet dies, daß wir u.a. feststellen wollen, auf weichser Achse die Variablen 
» j äh r l i ches E i n k o m m e n aller Erwerbs tä t igen« und »wegen e infachen 
Diebs t ah l s verur te i l t en Pe r sonen« laden . 
Bei der F a k t o r e n r o t a t i o n wird das Ziel aufgegeben, daß der erste F a k t o r 
ein M a x i m u m an Varianz erk lären soll, der zweite dann wieder ein Ma-
x i m u m der ve rb le ibenden Res tvar ianz usw., sondern die F a k t o r e n sollen 
» o p t i m a l « die Var iab lens t ruk tu r abbi lden und mögl ichst einfach (eindeu-
tig) in t e rp re t i e rba r sein. Der für die Ident i f ika t ion der Achsen wicht ige 
I n d i k a t o r »Ante i l der e rk lä r t en Var ianz« wird dabe i i r re levant . Im folgen-
den sollen kurz die wicht igsten Rota t ionsver fahren vorgestell t we rden , für 
e ine aus führ l i che Dars te l lung , insbesondere auch der a lgebraischen Her-
le i tungen , s iehe A r m i n g e r (1979), Ho lm (1976) oder Über la (1971). 
Am verbrei te ts ten dürfte die von Kaiser (1958) vorgeschlagene 
V A R I M A X - Rota t ion sein. Ausgehend von den e r rechne ten H a u p t k o m -
p o n e n t e n werden alle Achsen um einen ( i m m e r den gle ichen) Winkel ( a ) 
gedreh t , so daß die Var ianz der quadr ie r t en Ladungen auf den Achsen 
m a x i m a l wird , d.h. die Un te r sch i ede in den quadr i e r t en Ladungen auf den 
F a k t o r e n sollen m a x i m a l sein. Im Falle e iner op t imalen Lösung wären alle 
Kor re l a t i onen zwischen den manifes ten und den la tenten Variablen n a h e 
Nul l bzw. Eins , wobei die Or thogona l i t ä t der Fak to r en erha l ten ble ib t . Im 
fo lgenden sind die n ich t - quadr ie r t en Ladungen auf den rot ier ten Fak-
toren angegeben . F ü r diese Rota t ion w u r d e n die ersten drei F a k t o r e n ver-
wende t , da deren E igenwer te größer E ins sind. 
Nach dieser Rota t ion laden z.B. die Variablen I N D P R O D K u n d 
E I N F D B S T n ich t m e h r auf der ersten Achse , w ä h r e n d die Variable 
J E I N K E R W n u n ausschl ießl ich auf dieser Achse lädt ; en t sp rechend dem 
Kr i t e r ium vom T h u r s t o n e ist die F a k t o r e n s t r u k t u r e infacher geworden 
(s iehe Da ten 6). D a ß die e rk lä r te Varianz der Variablen ( K o m m u n a l i t ä t ) 
e rha l t en ble ibt , k a n n leicht nachge rechne t w e r d e n , indem die Q u a d r a t e 
der K o m p o n e n t e n der Ze i l envek to ren addier t werden . Entgegen der 
n ich t - ro t ier ten Lösung ergeben die spal tenweise A u f s u m m i e r u n g e n der 
quadr i e r t en E l emen te aber nicht m e h r die Eigenwer te . 
Werden diese Ergebnisse inhal t l ich in te rpre t ie r t , so lassen sich auch hier 
- wie bei der un ro t i e r t en Lösung - die posi t iven Z u s a m m e n h ä n g e von 
» L e b e n s h a l t u n g s k o s t e n i n d e x « u n d » A u s w a n d e r u n g s - bzw. Arbei ts losen-
quote« sowie vom » E i n k o m m e n aller Erwerbs tä t igen« u n d dem » V e r -
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DATEN 6 
INDPRODK 
LHKINDEX 
JEINKERW 
AUS-ARBQ 
VBNAHRGM 
EINFDBST 
LADUNGSMATRIX NACH VARIMAX-ROTATION 
1.FAKTOR 2.FAKTOR 3.FAKTOR 
.06346 
.54410 
.85319 
.50793 
.64085 
.19686 
.16409 
.44032 
.05162 
.69057 
.04877 
.92318 
.95283 
.05525 
.04440 
-.00677 
.66485 
-.20019 
b r a u c h von N a h r u n g s m i t t e l n « auf der ersten Achse nachweisen . D e r po-
sitive Z u s a m m e n h a n g der be iden e rs tgenannten Variablen mit der Variab-
le » A n z a h l wegen e infachen Diebs tah ls verur te i l te Pe r sonen« wird auf der 
zweiten Achse ers icht l ich, der von » I n d u s t r i e p r o d u k t i o n « und »Verbrauch 
von N a h r u n g s m i t t e l n « auf der dr i t ten Achse . W ä h r e n d es in der unrot ier -
ten Lösung sowohl einen posi t iven als auch einen negat iven Z u s a m m e n -
h a n g der Variablen E I N F D B S T u n d J E I N K E R W gibt, s ind n a c h der 
V A R I M A X - Rota t ion beide Variablen unkor re l i e r t ; sie laden auf ver-
schiedenen Achsen . Somit gibt es in dem Un te r suchungsze i t r aum weder 
e inen posi t iven noch einen negat iven Z u s a m m e n h a n g zwischen dem jähr -
l ichen E i n k o m m e n aller Erwerbs tä t igen u n d der A n z a h l der wegen ein-
fachen Diebs tah l s verur te i l ten Pe r sonen ; beide Variablen sind vone inan-
der u n a b h ä n g i g . 
Ein anderes Rota t ionsver fahren ist die schiefwinklige O B L I M I N - Ro-
ta t ion . Im Unte r sch ied zur V A R I M A X - Rota t ion wird hierbei die Unkor -
rel ier thei t der Fak to r en aufgegeben, w o d u r c h es zu Kor re la t ionen zwi-
schen den e inzelnen la tenten Variablen (Fak to ren ) k o m m t , die inha l t l ich 
in te rpre t ie r t werden k ö n n e n . Die Ladungen sind n a c h der O B L I M I N -
Rota t ion aber n ich t m e h r als Kor re la t ionen zwischen la tenten u n d mani -
festen Variablen in te rp re t i e rba r und auch im Fall der vol ls tändigen Lö-
sung ist die S u m m e der quadr ie r t en Ladungen der e inzelnen Variablen 
ungle ich Eins . Bei dieser Art der fak torenana ly t i schen A n w e n d u n g wer-
den in der Regel n ich t erst die Fak to ren e r rechne t , um sie ansch l i eßend 
schiefwinklig zu ro t ieren , sondern Berechnung u n d Rota t ion erfolgen si-
m u l t a n . 
Am häufigsten benutz t für diese Art der konf i rmator i schen Fak toren-
analyse sind die LISREL (l inear s t ructurel - re lat ions) - Model le ( Jöreskop 
1967, 1969, 1970). Weniger b e k a n n t , aber pr inzipiel l ähn l i ch , ist die von 
L o h m ö l l e r (1979, 1984) besch r i ebene u n d von Fal ter et al. (1983) ver-
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w e n d e t e M e t h o d e der » la tent var iables path analysis wi th par t ia l least -
Square e s t ima t ion« (LVPLS). Da LVPLS und L I S R E L , sowie einige a n d e r e 
h ier n i ch t g e n a n n t e Ana lysepake te wie R A M oder C O S A N , sich letztend-
lich ledigl ich im Schätzver fahren bzw. bei der Mode l lb i l dung un te r sche i 
den , soll darauf n ich t wei ter e ingegangen werden , zur Dif ferenzierung die-
ser P r o g r a m m e siehe z.B. L o h m ö l l e r (1988). 
11. Alternative Verfahren 
Wir h a b e n einige P r o b l e m e bei der A n w e n d u n g u n d In te rp re ta t ion der 
F a k t o r e n a n a l y s e dargestel l t , im absch l i eßenden Kapi te l sollen zwei al ter 
na t i v e Verfahren ku rz vorgestel l t werden . Das wohl g röß te H i n d e r n i s zur 
A n w e n d u n g der Fak to renana lyse ist, das - in der Regel benöt ig te -
me t r i s che D a t e n n i v e a u . G e r a d e d a r ü b e r wird aber in der empi r i schen So-
z ia l fo rschung relat iv selten verfügt. 
Diese E i n s c h r ä n k u n g gilt n ich t für das exp lora t ive Verfahren der Kor-
r e s p o n d e n z a n a l y s e ; diese M e t h o d e kann sogar bei relat iv k le inem Stich-
p r o b e n u m f a n g zur mul t iva r ia ten Analyse n a h e z u bel iebig vieler (katego 
r ia ler) Variablen ve rwende t werden (siehe Blasius 1987, Blasius & Rohlin-
ger 1988). Bei der Kor respondenzana lyse hande l t es sich p r i m ä r um ein 
Verfahren zur grafischen Dars te l lung von Zeilen u n d Spal ten einer (meh 
re re r ) zwe id imens iona len Kont ingenz tabe l l e (n ) . Mit Zweid imens iona l i t ä t 
ist geme in t , d a ß alle Kreuz tabe l len der » a b h ä n g i g e n « mit den » u n a b h ä n -
gigen« Variablen (»abhäng ig« u n d » u n a b h ä n g i g « werden n ich t im kau-
salen S inne ve r s t anden , sondern d ienen zur U n t e r s c h e i d u n g von Zeilen -
u n d Spa l t enva r i ab l en ) u n t e r e i n a n d e r geschr ieben werden . Dies hat den 
Vortei l , daß es bei der mul t iva r i a t en A n w e n d u n g ke ine P r o b l e m e mit der 
F r e q u e n z der Ze l lenbese tzung gibt, wie dies z.B. bei der log - l inearen 
Ana lyse der Fall ist. 
Wie bei der H a u p t k o m p o n e n t e n a n a l y s e gibt es e inen Satz von ortho-
gonal a u f e i n a n d e r s t ehenden Vektoren , die e inen n i ede rd imens iona l en 
R a u m a u f s p a n n e n . Die inha l t l i che In te rp re ta t ion dieser Achsen erfolgt bei 
der Kor re spondenzana lyse aber n icht mit te ls der darauf l adenden Variab-
len, sonde rn a n h a n d der darauf l adenden Var i ab lenausp rägungen . Neben 
der Mögl ichke i t qual i ta t ive Da ten mul t iva r i a t auswer ten zu k ö n n e n , liegt 
der g röß t e Vorteil der Kor respondenzana lyse da r in , daß als Eingabeinfor-
m a t i o n e n R o h d a t e n verwendet we rden k ö n n e n , es also nicht erst zu einer 
U m r e c h n u n g in Korre la t ionskoeff iz ienten k o m m t , wobei schon ein Teil 
der I n f o r m a t i o n e n (z.B. das absolute Niveau) ver lo ren gehen k a n n . 
Ein wei teres a l te rna t ives Verfahren zur F a k t o r e n a n a l y s e ist die Mul t i -
d i m e n s i o n a l e Ska l ie rung (MDS) , die zur Besch re ibung von S t ruk turen 
zwischen Variablen (oder Pe r sonen) ve rwende t wird . Als Eingabedaten 
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werden Ähn l i chke i t sda ten (in der Regel Paarverg le ichsda ten) verwendet , 
was eine spezielle Art des Unte r suchungsd i sgn erfordert . Dies soll an ei-
nem kle inen Beispiel - Ähn l i chke i t von Berufen, nach Ansicht von Be-
fragten - er läuter t werden . Bei der Fak to renana lyse wird den Befragten 
eine Liste von I t ems vorgelegt a n h a n d derer sie angeben sollen, inwieweit 
die e inze lnen Berufe e inem ( m e h r e r e n ) M e r k m a l ( e n ) (z.B. »körper l i ch an-
s t r engend«) en t sp rechen . Aus diesen Daten wird dann eine Korre la t ions-
mat r ix e r rechne t , die als E ingabe in fo rmat ion für die Fak to renana lyse ver-
wendet wird. F ü r die Mul t id imens iona le Skal ierung müssen die Befragten 
die e inze lnen Berufe (jeweils zwei) in Bezug auf ihre Ähn l i chke i t ( U n ä h n -
l ichkei t ) h ins icht l ich eines ( m e h r e r e r ) Merkmale ( s ) m i t e i n a n d e r verglei-
chen ; diese Mat r izen der Ähnl ichke i t en der Berufe b i lden dann das Ein-
gabemate r ia l . Da aber auch Korrela t ionskoeff iz ienten - wenn auch mit 
gewissen E i n s c h r ä n k u n g e n - als Ä h n l i c h k e i t s m a ß ( U n ä h n l i c h k e i t s m a ß ) 
zwischen zwei Variablen angesehen werden k ö n n e n , ist ein spezielle Art 
der E r h e b u n g für die Mul t id imens iona le Skal ierung n ich t unbed ing t er-
forder l ich . 
Ä h n l i c h wie bei der Fak to renana lyse u n d der Kor respondenzana lyse die 
e rk lä r te Varianz der e inzelnen Achsen ein gutes M a ß für die Bedeutung 
der Fak to ren ist, gibt es bei der M D S einen Stresswert , a n h a n d dessen sich 
die G ü t e der (zweid imens iona len) Präsenta t ion angeben läßt. Ebenso wie 
die Fak to renana lyse u n d die Kor respondenzana lyse ist die M D S ein Ver-
fahren zur D a t e n r e d u k t i o n , wobei im Unte rsch ied zu den beiden anderen 
Ana lyse techn iken die inha l t l iche Bedeutung der Fak to ren relativ unwich-
tig ist - en tsche ident ist h ier die inhal t l iche N ä h e der Variablen. Je n ä h e r 
zwei Variablen be i e inande r liegen, desto ähn l i che r sind sie. 
Ein »Nach te i l« der Mul t id imens iona len Skal ierung bes teht dar in , daß 
die Dis tanzen zwischen den Variablen - ähnl ich wie bei der Clus te rana-
lyse - auf vielfache Ar t und Weise be s t immt werden k ö n n e n . Da er-
ha l t ene Ergebnisse stark von der gewähl ten Di s t anzmet r ik abhäng ig sind, 
ist deren Wahl - u n d insbesondere deren Begründung - ein zent ra les 
Problem bei der A n w e n d u n g der M D S . Dies ist ein P rob lem, was weder 
bei der Fak to renana lyse noch bei der Kor respondenana lyse existiert . 
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