In this paper, we propose a general write channel model for bit-patterned media recording by adding physically justifiable noise and feedback to the previously studied model. First, we study the noisy writing process by discussing several sources of errors causing some extra disturbances during the write process, in addition to data-dependent write synchronization errors that were studied before. Then, for this generalized model with various input and state distributions, we obtain information rate lower and upper bounds including the previous bounds as special cases. Second, a simplified feedback in the proposed channel is considered which stems from the special features of writing, and the behavior of this channel is analyzed in response to the feedback and compared mathematically and numerically with the situation, at which the feedback is ignored.
I. INTRODUCTION

M
AGNETIC recording channels are the utilizable media for data storage owing to their capability of highdensity recording. There are a number of technologies for magnetic data recording, particularly 2-D magnetic recording [1] - [3] , heat-assisted magnetic recording [4] , microwaveassisted magnetic recording [5] , and bit-patterned media recording (BPMR) [6] . BPMR, as the recent technology for magnetic data storage, offers some extra merits to the writing process such as high-density recording beyond 1 Tb/in 2 as a result of its improved thermal stability [7] . However, some errors exclusive to patterned media are always a matter of concern particularly in improving the performance of read channel [8] . There are a number of different factors causing write errors, especially in BPMR. One of the most common causes of write errors is the problem of writing synchronization errors [7] , which necessitates the write pulses to be synchronized with the discrete and predetermined position of bits [9] . Consequently, if such a synchronization is not satisfied, the writing channel performance is disrupted.
In [10] , write failure analysis was presented on the basis of two main sources of errors occurring in bit-patterned media. It was proved that written-in errors could stem from exceeding shift of writing window because of increasing switching field of the grain, and the poor head field which is lower than the required switching field. Although the former results in a data-dependent error, the latter contributes to a random error without any dependence on the last written data. Therefore, it is expected to confront an extra failure error during the writing process, which does not just depend on the last written bit as in the channel proposed in [11] . In [9] and [12] , the binary symmetric channel was proposed as the write channel, where the inserted random bit is considered as a source of error. In [13] , an incorporation of two independent subchannels, including a write channel with written-in errors and a partial-response read channel with the addition of intertrack interference was proposed, at which the random substitution errors due to the writing failure and dead islands, were introduced as one of the main types of errors. In addition, in one of the recent models proposed in [14] , the authors again studied the BSC, at which the current grain is replaced by two random bits with probability P i .
Paper Organization: The remaining parts of this paper are organized as follows. The model and its physical justification are explained in Section II. In Sections III and IV, the Bernoulli state channel and the Markov state channel with their main results are presented. Finally, Section V provides concluding remarks.
II. MODEL DESCRIPTION
In this section, first, the notations are explained and the proposed model is justified physically. Then, we describe our proposed mathematical model of the channel, and finally, the numerical values for the parameters contributing in the model are presented.
Notations: In this paper, all random variables are shown in capital letters X, Y, Z , and W , which are defined as channel input, output, state, and noise, respectively. We also show random vectors as
The alphabets, on which the random variables are defined, are shown as X, Y, Z, W, and we consider the binary set {0, 1} for the alphabet of all random variables. For simplicity, we definē p = 1 − p,ᾱ = 1 − α, andβ = 1 − β as the complements of real numbers p, α, and β, respectively, and h 2 (.) denotes the binary entropy function [15] .
A. Physical Justification for the Proposed Model
The characteristics of magnetic materials necessitate some special features to be considered. According to the high coercivity of some magnetic materials, a strong magnetic field is needed to record data on the disk. On the other hand, when 0018-9464 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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data is recorded, the amount of magnetization that remains after the magnetic field is removed, would be important to ensure the stability of recording data on the disk. Therefore, if these requirements are not met, such errors are expected to be confronted during write process. The insufficient head field is one of the most important factors involved in write errors [16] . Before writing the desired bits on the prepatterned media, there are recorded data [9] , and the magnetic field of the current written bit must be large enough to dominate the reversal field of the bit intended to be written on the next place. On the other hand, the head field must be small enough to avoid remagnetization of the last written bit. Specifically, when the previous written bit is influenced by the head field of the next bit, its polarity could become reversed and because adjacent magnetic domains could have opposite polarities, the flux reversal might occur while moving from one domain to the next, and may finally result in a few write errors, which can be a random error that is not explained by the model proposed in [11] .
Another description of written-in errors is presented in [17] , at which the sources of error are mainly because of two important reasons. One is the higher switching field requirement that cannot be satisfied with the applied head field resulting in random errors, which is not satisfied with the model presented in [11] . The other source of error is related to the mismatching of write window causing data-dependent errors which has been completely responded by the model introduced in [11] .
The noise in magnetic recording can occur at any stage of this process, because the technology of fabricating medium structure for BPMR brings new challenges in the writing process [14] . Important factors contributing to noise creation are heads, electronics, and media. Magnetic head could make random noise as any other electrically resistive component does. For instance, the new write head design and the fabrication of new recording media cause some extra errors in writing channel, resulting in random errors. Another source of error is due to the media and the impurities in magnetic material and the variation in the particle size. In addition, during the write process if the magnetic properties of the material are poor, then the permanent errors could be seen. This type of error does not have any dependency on the last written data.
Because of all the aforementioned phenomena, the extra random noise is needed to be considered in comparison with the last proposed model in [11] .
As it was mentioned in [18] , when the head field is applied to a specific dot, it may be influenced by the surrounding dots and ultimately, the applied head field alters according to the polarity of its adjacent dots. As a result, the opposite polarity of these dots will change the applied head field and this could be considered as a feedback in such channels. We know that the polarity state of input stems from the head field, so when the head field fluctuates owing to the last output, it can be considered as a feedback in magnetic recording channels.
In summary, it seems necessary to consider an extra source of error. Particularly, when the applied head field is smaller than the switching field of the current grains, this bit will be missed and hence, the prerecorded bit or the last written bit will be recorded in the current position. Therefore, an error could be occurred in writing a bit on a specific dot. In addition, as it was described before, the feedback can be determined in the process of writing data in such channels. Hence, this new write channel model will be a more general version of write channel model in [11] with an extra random error and feedback. In a particular case, if we eliminate the effect of the extra binary noise and the feedback, the model in [11] is achieved.
Our Work: Considering the aforementioned justifying explanations, in this paper, we study a general write channel model by investigating an extra binary noise and feedback. Then, we attempt to find information-rate bounds for this channel according to the proposed rule of writing.
B. Mathematical Model of Write Channel
As it was mentioned in [11] , a write channel model was proposed which reflected two main types of errors including insertion-deletion errors and substitution-like errors. To clarify these two kinds of errors in one closed relation, the rule of writing was introduced by the following expression:
There are three random variables in this model, input (X), output (Y ), and state (Z ). It is clear that if Z i = 1, then Y i = X i−1 so that the output stems from the previous input, which might produce an error. In our model, we add a binary noise to (1) , to describe the random error explained in Section I. Therefore, the model is expressed as
where W i is the binary noise resulting in an extra write error. For considering feedback in this write channel model, the input could be defined as
where U i determines an initial input without any effect of surrounding dots. In particular, assuming that head field just depends on the last written dot indicated by Y i−1 , it can be simplified. Likewise, some relations can be obtained for bounds depending on the type of input distribution.
C. Some Justifications for the Parameters of the Proposed Model
In this section, we attempt to find numerical values for the parameters contributing in our model to achieve more reasonable results. As we described clearly in the last part, because of the media deflections and the challenges of designing write head, it is possible to confront a random error in addition to the data-dependent errors. Furthermore, owing to the insufficient head field that cannot switch the grains and the prepatterning characteristic of these media [9] , [10] , the writing process results in random errors. Consequently, the binary noise added to the model of (1), can satisfy the random feature of errors in write channel model.
As mentioned in [7] , written-in errors mainly occur owing to the fluctuations of magnetic properties of the media and dot location variations. These sources of errors are categorized in two groups to derive numerically the probability of error. The first group of errors named timing error occurs with the probability P t , given by
where B is the bit length and σ x is the standard deviation of all distributions related to timing error as follows:
The first term contributing in (5) stems from the variation of switching field applied to a dot. This variation leads to a fluctuation of the location of writing. Thus, this term is related to the last proposed model in [11] and the relevant parameter of that model can be numerically calculated through this component.
The second term of (5) results from the interaction fields among the surrounding dots. In other words, during the writing process, there are a number of dots under the head field which are intended to be magnetized. These dots can create a demagnetizing field to weaken the write head field. So, by assuming the prepatterned media, it is much more likely for the dots not to be magnetized properly and the prerecorded bit is revealed at that location. This event will result in a random error discussed in our proposed model shown in (2) .
The third term of (5) simply caused by the deviations of dot position in each direction. This behavior is completely responded by the model proposed in [11] , because the model is related to the data-dependent characteristics of the writing process in a bit-patterned media.
The second category of write error is relevant to insufficient applied field to switch all dots. Thus, another probability of error is defined as follows:
where H H max and H sw0 are the maximum applied head field and the average switching field, respectively, and σ H is defined as the following relation:
Equations (6) and (7) reflect the probability of both random errors and data-dependent errors. In [7] , it was also shown that BER t = P t /2 and BER w = P w /2. Thus, the total error rate is defined as
To sum up, the approximated portion of random error in BER t and BER w is 1/3 and 1/2, respectively. So, by assuming that both error rates have the same contribution in making errors, as it is expressed in (8), the portion of the binary noise of our proposed model in BER tot is 5/12. Finally, we can derive the following relations to compute the value of the defined parameters in our proposed model:
Using (9) and referring to [7, Table I ], Table I illustrates some possible values of parameters contributing in our proposed model. Note that (9) and Table I are derived because W i and Z i have the Bernoulli distributions with parameters α and p, respectively. It is worth mentioning that Table I is derived according to the specific assumptions of head field, magnetic parameters, dimensions, which has been used in design scenarios for BPMR medium, shown in [7, Table I ]. We used those values of BER to find the reasonable numerical values for the parameters contributing in our model.
III. BERNOULLI STATE CHANNEL
In the first step, we consider the Bernoulli distribution for the state random variable and attempt to find the informationtheoretical properties of this type of channel.
A. Information Theoretic Properties for the Write Channel Model With Noise
At this stage, for seeking simpler results, we just focus on the rule of writing introduced in (2) without assuming the feedback illustrated in (3). Then in part E and F, the feedback is added to the model. Now, we consider the Bernoulli state channel and attempt to find bounds for the information rate of channel according to our proposed model. As shown in Fig. 1 , for computing any probability of output value, we need to deal with some different cases on the basis of the values of random variables W i , Z i and X i . Here, it is assumed that state and noise random variables have Bernoulli distributions with parameter p and α, respectively, and the input X i , the state Z i and the noise W i are independent of each other. Then, some informational-theoretical properties of the channel are proved. Because this channel has memory, we define its capacity as
Consider
where ( * ) is obtained from the rule of writing introduced in (2 
After computing each entropy function in (12) , and putting them in (11) , the ultimate expression is derived as follows:
B. Information Rate Lower Bound for the Write Channel Model With Noise 1) Independent and Identically Distributed Input Process:
Lower bounds for information rate can be found by making an assumption about the probability distribution for input. Therefore, at this stage we assume that input is an independent and identically distributed (i.i.d.) process, and consider input distribution as a uniform distribution. Because the input is such an i.i.d process with the binary alphabet, the corresponding rate derived with this assumption is known as symmetric information rate (SIR).
If the data dependence of the noise in such a channel is ignored, a lower bound can be derived for the SIR by considering the channel as a BSC with error probability as
Using (14) and referring to Fig. 1 , as it shows the uniform distribution for output, we are able to find a straight lower bound for SIR as follows:
To find a tighter lower bound, we prove the following lemma.
Lemma 1: For the channel model in (2), the following lower bound is obtained:
By starting with (13) and conditioning the entropy of output we have
Equation (17) is derived because conditioning does not increase the entropy. Now according to (2) 
By computing and
and substituting the results in (18), the lemma is proved. Corollary 1: If we put α = 0 in (16), the lower bound presented in [11] is obtained.
Corollary 2: As a comparison, Fig. 2 shows the variations of lower bound for some values of α. As shown in Fig. 2 , the lower bound shown in (16) is smaller than the corresponding lower bound presented in [11] with regard to the independent and uniformly distributed (i.u.d.) input, because we add an extra noise to this new model so that the lower bound decreases. In addition, as α increases, the difference between these two different lower bounds grows. On the other hand, if α = 0, then these two lower bounds coincide.
2) First-Order Markov Input Process:
As is evident, the channel has memory by nature. So, at this part we consider a symmetric first-order binary Markov process for input by X ∼ M 1 (2) (β) and define it as
Lemma 2: As a result, by starting with 13 and mentioning the first-order Markov input, a lower bound for the symmetric Markov-1 rate (M1R) is derived as follows: when X i−1 is known. So, by starting with 18, we need to compute the following relation:
For instance, considering the first term of (22) and referring to Fig. 1 , the following result is derived:
and, the proof is completed. Corollary 3: By substituting α = 0 in (23), the lower bound proposed in [11] is obtained.
Corollary 4:
The lower bound in (23) can be compared with the lower bound obtained in [11] according to the last write channel model. For this aim, let us refer to Fig. 3 , as it shows the rate of variation in lower bounds of these two write channel models. From Fig. 3 it is obvious that in the same values of p and α, this new model results in a smaller lower bound because of considering the extra source of error. 
C. Information Rate Upper Bound for the Write Channel Model With Noise
1) i.i.d Input Process:
Because the value of entropy function is not higher than unity, we can achieve one of the straight upper bounds for the SIR, implied by (13) as follows:
A tighter upper bound is proved on the basis of the following lemma.
Lemma 3:
The further upper bound of SIR for the channel model in (2) is obtained as follows:
Proof: Refer to Appendix A. Corollary 5: Choosing α = 0 in (25), the upper bound presented in [11] is achieved.
Corollary 6: As a comparison between these two models in terms of upper bound, Fig. 4 shows how the upper bounds vary by changing the values of α in these models. According to Fig. 4 , it can be observed that this new model offers the smaller upper bound for SIR, which is more close to the SIR. This is mainly due to considering an extra source of error in this channel. The graph also indicates that as α increases, the upper bound diminishes. On the other hand, if α = 0, the upper bound of these two models are the same. Thus, in practice the smaller values of α are considered to achieve a more reliable channel. It is obvious that, although we encounter the smaller lower bound, which is not desired to come close to the SIR, this model can bring smaller upper bound to approach the SIR.
2) First-Order Markov Input Process: Again, because the entropy function is not more than unity, a straight forward upper bound is derived as follows: Another upper bound is obtained according to the following lemma.
Lemma 4:
The further upper bound is as follows:
Proof: Refer to Appendix B. Corollary 7: Choosing α = 0, in (26) and (27), the upper bound proposed in [11] according to the first-order Markov input distribution is achieved.
Corollary 8: As a comparison between the corresponding upper bounds of these two write channel models, we can refer to Fig. 5 , as it describes the differences between upper bounds derived in these models. From Fig. 5 , it is obvious that the upper bound obtained in the new model is always smaller than the upper bound of the last model. This result is achieved owing to the extra noise adding to the new model.
D. Gap Between Lower and Upper Bounds of the Write Channel Model With Noise
According to our proposed model, the gap between these lower and upper bounds for i.u.d. input is derived as Likewise, the gap between corresponding upper and lower bounds of the previously proposed model in [11] , is as follows:
As shown in Fig. 6 , the gap is widening as p increases, because a larger value of p results in a higher probability of error, as this parameter presents the probability of dependency of each bit on its previously written bit, which acts as a source of error in such a channel.
To explore the advantages that this new channel model offers, we can refer to Fig. 6 as it shows that in spite of the smaller lower bound, this new write channel model can lead to become closer to the SIR, due to the smaller gap. By using this new write channel model, we are able to estimate an expression for SIR in terms of lower and upper bounds with a lower probability of error. It can be clearly seen that in practice, when p grows, the model offers better advantages by decreasing the gap and approaching the SIR.
E. Lower Bound of Information Rate in the Write Channel Model With Noise and Feedback
In this section, we consider a feedback for this model, because the applied head field of each bit depends on the surrounding dots [18] . As proposed in [19] , the feedback analysis to explore its impact on the channel capacity is always a matter of concern, especially in the channels with memory. It is well known that feedback does not change the capacity of discrete-alphabet and memory-less channel; however, it may change the capacity or the achievable rate of discrete-alphabet channel with memory. Thus, we define the improved write channel model as (2) , where the input is described in (3). Likewise, new possible bounds may be derived according to the type of input distribution.
1) i.u.d. Input Process:
In this section, we focus on the i.u.d. input process; however, Markov process can be applied to this channel as well, but for simplicity we just concentrate on the results of the i.u.d. input process. Therefore, the i.u.d. process is assumed for U i , by considering the Bernoulli distributions for Z i and W i with parameters p and α, respectively.
By extending (11) for this type of input distribution and using the Markov chain among inputs and outputs like
, the following relations are obtained.
Lemma 5:
The lower bound of the SIR for a write channel with feedback and noise is
Proof: Formal proof is presented in Appendix C.
F. Upper Bound of Information Rate for the Write Channel Model With Noise and Feedback
1) i.i.d Input Process:
Lemma 6: By assuming the i.u.d input and using the model of writing presented in (2) and (3), the following upper bound is derived:
p). (31) Note that the indices named f b stands for feedback.
Proof: Complete proof is presented in Appendix D. From Fig. 7 , it is evident that when we consider feedback in bit-patterned media, the upper and lower bounds increase. Consequently, the gap between these bounds diminishes and approaches the practical information rate. As we expect, by increasing the value of α and p, this gap grows because these two parameters reflect the error probability in writing process.
IV. MARKOV STATE CHANNEL
In this section, we attempt to consider the Markov state channel because the source of the phase mismatch between the head field and BPMR dot location may come from both mechanical and process variation [10] , where the former has been discussed to be like a correlated process, that is, once it happens, there will be a higher chance to happen in the subsequent dot stream. For this aim, we assume that the state has Markov-1 distribution, defined as
Likewise, the capacity of Markov state channel is introduced as
By using this introduced distribution and considering the first-order Markov input process, the bounds are found for M1R as follows. 
A. Lower Bound of Markov-1 Rate
Lemma 7: The lower bound for M1R is defined as
(33) where the initial state of Z is assigned with the probability of 0.5.
Proof: As given in (33), the lower bound does not depend on the values of δ, in other words by starting with (12) , the following relation is obtained:
Again, by using the fact that in such a channel there is no dependency between Y i and Y i−1 1 when X i−1 is known, the process similar to the one shown in (22) and (23) is performed and the lemma will be proved.
B. Upper Bound of Markov-1 Rate
Lemma 8: The upper bound of M1R according to the Markov state channel model is defined as
(34) Proof: The upper bound is derived based on the following relation:
and Thus, with the results in (35) and (36) and referring to Appendix B, the lemma can be proved.
To explore the differences between Bernoulli state channel and Markov state channel, we refer to Fig. 8 . As it is obvious in this figure, the gap between bounds in Markov state channel is higher in comparison with the Bernoulli state channel. This result stems because the Markov state channel is closer to the reality and in practice there is still a wide difference between these lower and upper bounds.
V. CONCLUSION We proposed a general write channel model for BPMR by adding physically justifiable noise and feedback to the previous model in [11] . Then, we analyzed lower and upper bounds for the information rate in this model, and it was shown that the gap between these bounds is smaller compared with the previous model. The studied model is a channel with memory, where the impact of feedback on the achievable rate is an important topic in the literature. We have shown that, owing to the causality considered in the writing process, feedback increases the SIR.
APPENDIX A PROOF OF LEMMA 3 Consider
where
Likewise, we do the similar process, as the one that we did for investigating the lower bound, to obtain an expression for two entropy functions in (38) in terms of p and α. For continuing this computation, we refer to Fig. 1 as it shows the rule of writing with details. One of the involved terms in (38) is P(Y i = 1 | Y i−1 = 1), therefore, we can expand it as follows:
wherep = 1 − p. As a result, continuing this process for each term of (38), the upper bound in (25) is obtained.
APPENDIX B PROOF OF LEMMA 4
For computing the expressions in (41), we need to find the values of entropy functions in terms of α, β, and p. For instance, consider the first entropy function in (41). This function consists of two probability density functions as follows:
The first term in (42) is derived as follows:
where the numerator of this relation is expanded through the following relation:
If we assume that P(X i = 1) = q and P(X i = 0) = 1 − q, and the distribution of input X is time invariant, we can find the value of P(Y i = 0) as follows:
By substituting the results of (43) and (44) into (42), the lemma is proved. APPENDIX C PROOF OF LEMMA 5 According to the Markov chain mentioned before, the first term of (30) can be written as
One of the contributing terms of the first entropy function of (45) is computed as (46), shown at the bottom of the page. 
Note that for the sake of computational and mathematical simplicity, the causality of P ( First, we start with finding the contributing functions in (37) and (38).
For computing P(Y i = 0), assuming that P(X i−1 = 0) = q, so we need to find the value of q as follows: 
For instance, one of the contributing terms of (38) is computed as follows: Similarly, by computing each term of (38), the lemma will be proved. 
