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SUMMARY
For high Reynolds number flows, wall modeling is essential for performing large eddy
simulation at a reasonable computational cost. In this work, a novel low-cost ODE-based
non-equilibrium wall model is introduced for wall shear stress modeling in LES. Using
polynomial approximations of the pressure gradient and convective terms obtained from in-
terpolation of the LES solution, as opposed to direct evaluation of these gradients within the
wall model, the governing wall model equations reduce from coupled PDEs to uncoupled
ODEs that do not require an embedded wall model grid within the LES grid. Additionally,
the steady form of the wall model equations was utilized, feasible due to the spatial de-
coupling of the wall model equations, and the effects of the temporal evolution on the wall
shear stress were modeled. The effects of polynomial degree on the accuracy of the wall
shear stress predictions were explored, and an empirical lag model was built to model the
unsteady effects without requiring the solution of a time-stepping problem. Wall resolved
large eddy simulations of separated flow around the NASA wall mounted hump and an iced
NACA 63A213 airfoil were performed and used as a reference for the comparison of the
non-equilibrium wall model to a commonly used equilibrium wall model. The proposed
non-equilibrium wall model was able to predict separated flow and laminar flow regions
in much better agreement with the wall resolved results than the equilibrium wall model.
Underpredictions in the skin friction coefficient in non-equilibrium flow regimes were re-
duced from 20-50% to less than 10% between the equilibrium and the non-equilibrium wall
modeled approaches. Minor improvements in the pressure coefficient predictions were ob-
served with the non-equilibrium model in the separated flow region of the iced airfoil.
The results suggest that the proposed wall model can offer better predictions of separated





It is well known that the nonlinear multi-scale nature of turbulence makes the computa-
tional cost of large eddy simulation (LES) prohibitive at high Reynolds numbers. This is
particularly true for wall bounded flows since the length scales within the inner boundary
layer get progressively smaller with increasing Reynolds number whereas the outer flow
length scales are nearly independent. To adequately resolve the inner boundary layer, the
grid resolution must scale with the viscous length scale, which is infeasible for many en-
gineering applications. Therefore, for high Reynolds numbers, it is preferable to resolve
only the outer boundary layer and model the inner boundary layer. For this approach; i.e.,
wall modeled LES (WMLES), the grid resolution scales with the boundary layer thickness
instead of the viscous length scale [1]. As such, the number of grid points in WMLES
can be one to three orders of magnitude less than wall resolved LES (WRLES). Paired
with the significantly larger computational time step possible on this coarser grid, it is clear
why WMLES is of practical importance to applications with wall bounded flows at high
Reynolds numbers.
The approach for WMLES generally falls within one of two categories: (1) methods
that attempt to predict the wall shear stress τw directly, and (2) methods that switch to a
Reynolds-Averaged Navier-Stokes (RANS) formulation within the inner boundary layer.
Although both methods are able to predict the wall shear stress accurately to within 5 −
15% in canonical boundary layer flows, a mismatch in the predicted velocity profile in the
logarithmic layer plagues both methods, albeit for different reasons, and prevents more
accurate predictions of wall shear stress [2]. This is of particular importance for more
complex flows with separation since the predicted point of separation is dependent on the
state of the upstream boundary layer, which is dependent on the upstream wall shear stress.
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Figure 1.1: Schematic of the wall shear stress modeling approach [3].
The objective of this work is to explore the method of predicting the wall shear stress
directly. For this approach, the grid is not resolved well enough to accurately predict the
wall shear stress with a no-slip boundary condition. Instead, the wall model predicts the
wall shear stress based on the LES solution at some height hwm above the wall (the wall
model height). The framework of this method is shown in the schematic in Figure 1.1.
The wall model equations are solved by enforcing the no-slip condition at the wall and
matching the LES velocity uLES (and temperature, if required) at a given wall model height
hwm. This height is generally set at several grid points away from the wall since, as shown
by Kawai & Larsson, input from the LES solver at the first grid point is not well enough
resolved to yield accurate predictions of the wall shear stress [2]. The calculated wall shear
stress τw (and heat flux, if required) from the wall model solution is then fed back to the
LES solver as a Neumann boundary condition.
1.1 Wall Shear Stress Modeling: History
Initial attempts of near wall modeling originated as approximate boundary conditions. In
1970, Deardorff attempted to perform large eddy simulation of a channel flow on a sig-
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nificantly underresolved grid due to the computing power at the time. He matched the
wall normal second derivative of the velocity to the log law values, which yielded poor
results [4]. Subsequently in 1975, Schumann modified this approach and introduced the
method now commonly known as wall shear stress modeling [5]. For a similar channel
flow, as well as annular flows, Schumann attempted to model the effects of the near wall
turbulence by applying boundary conditions for the wall parallel velocity derivative instead
of the no-slip condition. Using known values of the mean wall shear stress and velocity, he
modeled the instantaneous wall shear stress as the product of the mean stress (< τw >) and
the ratio of the instantaneous velocity (u1) to the mean velocity (< u1 >) at the first cell as
τw(x, z) =< τw(x, z) >
u1(x, z)
< u1(x, z) >
. (1.1)
This model resulted in notable improvements over the underresolved no-slip condition,
and showed that for underresolved grids, the method of applying the wall shear stress as a
boundary condition was sufficient to model the near wall effects.
Developments beyond these early works were initially constrained to algebraic models
based on the law of the wall due to constraints in computational power. Grötzbach modified
the method of Schumann by using the instantaneous fit of the log-law velocity profile, and
further improvements were made by Piomelli et al. to account for the various effects of
tilting of eddies and bursts near the wall [6, 7]. These methods assume that the near-wall














where τw denotes the wall shear stress, uτ the friction velocity, κ ≈ 0.41 the von Karman
constant, and B ≈ 5. This approximation includes the assumptions of incompressible flow
with no pressure gradients and the interface between the LES solver and the wall model is
within the log-layer. Generalizations of this profile can be extended to compressible flows
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using Van Driest transformations. Further generalizations of this algebraic wall model
were performed by Shih et al. for flows with pressure gradients and for interfaces within
the viscous sublayer and buffer layer [8]. Alternative approaches based on power law
representations have been investigated (e.g., Werner and Wengle [9]), which do not produce
significantly different results.
A different approach approximating the wall shear stress is based on modeling fluc-
tuations. For simple flows, where the mean velocity and wall shear stress are known a
priori, the fluctuations in the wall shear stress can be modeled by assuming they are pro-
portional to fluctuations in the near wall velocity [6]. This approach was generalized by
Wu and Squires by using a steady-state RANS solution near the wall to determine the mean
velocity and shear stress, and then applying the fluctuations as mentioned, with moderate
improvements [10]. However, this approach is limited by the accuracy of the method used
to obtained the mean quantities, and as such is susceptible to the drawbacks of RANS
methods.
Although algebraic law of the wall models are attractive due to their low computational
cost, their assumptions are heavily constrained. For many complex flows, such as those
involving separation or transition, the velocity profile does not obey the law of the wall.
Accurate prediction of the wall shear stress for a broader range of flows requires more
detailed models. Such models are typically based on the boundary layer equations.
Initial work based on boundary layer equation wall modeling was performed by Hoff-
man and Benocci in 1995 [11]. Using an algebraic turbulence model, they integrated the
unsteady boundary layer equations analytically to calculate the wall shear stress. Results
using this approach were in good agreement with wall resolved LES and experimental data
of a channel flow, indicating that the boundary layer equation method was a viable option
for near wall modeling. This approach was extended by Wang in 1999 to simulate aeroa-
coustic effects over the trailing edge of an airfoil, with and without the pressure gradient
term [12]. Good predictions of the wall shear stress were obtained for regions of the flow
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where the pressure gradient was favorable or zero. However, poor results in both the wall
shear stress and pressure fluctuations were obtained in regions where the pressure gradi-
ent was adverse. These collective observations laid the foundation for the most common
method in wall shear stress modeling used presently called “the zonal approach.”
1.2 Zonal Approaches
Zonal approaches use a separate set of equations near the wall, either through use of a
separate grid, known as the Two-Layer Method (TLM), or through the use of a single grid
with a change in the turbulence model, known as Detached Eddy Simulation (DES). The
latter is classified under hybrid-RANS/LES methods and is outside the scope of this work.
The TLM was introduced by Balaras and Benocci in 1994, and subsequently improved in
1996, and is the basis for most modern wall modeled approaches presently [13, 14]. This
method uses an inner grid embedded within the LES grid near the wall that is only refined
in the wall normal direction. Within this inner grid, simplified versions of the governing
flow equations are solved with the assumption that the interactions between the inner and
outer flow regions are weak.





















where n denotes the wall normal direction, i denotes the wall parallel directions, j = 1, 2, 3,
and νt is an algebraic “Smagorinsky-like” turbulent eddy viscosity with near wall damping.
Boundary conditions were applied to enforce the no-slip condition at the wall and the LES
velocity at the first grid point. This approach was applied to a channel flow at varying
Reynolds numbers as well as flow in a square duct and a rotating channel. For the channel
flow, the results did not differ much from the algebraic approach of Schumann. However,
for the latter two flows, due to the presence of secondary flows which deviate significantly
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from the log-law, the TLM showed significant improvements over the algebraic models, in
good agreement with DNS and experiments.
The TLM has been the subject of many studies in subsequent years for flows such as a
backward-facing step and an airfoil trailing edge [15, 16, 17]. Results have demonstrated
that solving the TBLE explicitly results in more accurate predictions of the wall shear
stress and flow dynamics compared to algebraic representations of the law of the wall.
Most recently, the TLM has evolved into two distinct methods of wall modeling within
the community: non-equilibrium and equilibrium models. The principle of momentum
conservation in a nearly parallel shear flow is the basis for both of these approaches. The
treatment of the left-hand side terms of Eq. (1.3) dictates how these models are segregated.
1.2.1 Non-Equilibrium Wall Models
Similar to the original TLM, non-equilibrium models retain all of the terms on left hand
side. Within the wall model layer, the unsteady TBLE for both wall parallel momentum
components are solved with updated boundary conditions from the LES solver at each time
step. Wall parallel derivatives are evaluated for both the pressure gradient and convective
terms. Many wall models make the assumption that the pressure gradient does not vary in
the wall normal direction within the wall model region, and therefore can be imposed for
the outer LES solution [18, 3]. No assumptions on variations of the wall parallel derivatives
for the convective terms are made. Thus, these must be evaluated within the wall region.
Since the governing equations for non-equilibrium models are explicitly defined, re-
search efforts have been focused on other issues. A notable improvement over the original
TLM was made by Wang and Moin in 2002 [17]. They found that the inclusion of the
convective terms carries some of the unresolved shear stress, and therefore the eddy vis-
cosity must be lowered to account for that. The eddy viscosity was scaled to match the LES
eddy viscosity at the interface location, lowering it by roughly a factor of 2. This approach
yielded significantly better results for the previously attempted airfoil trailing edge in terms
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of predicted wall shear stress, separation, and lower-order velocity statistics. Further im-
provements of this model were introduced by Kawai and Larsson in 2013 [2], where they
reasoned that the eddy viscosity scaling parameter was not independent of wall distance,
as assumed by Wang and Moin. This resulted in a Reynolds number dependency on the
accuracy of the wall shear stress prediction. It was shown that a large change in the ra-
tio of resolved and unresolved shear stresses is present in the wall normal direction, and
therefore the eddy viscosity scaling parameter should vary accordingly. Thus, Kawai and
Larsson used the original scaling parameter values near the wall, and decreased them in
a quadratic fashion to match the LES eddy viscosity moving away from the wall, which
resulted in significantly better predictions of shock-boundary layer interactions.
1.2.2 Equilibrium Wall Models
In the equilibrium wall model approach, the pressure gradient, time derivative, and con-
vective terms are assumed to balance exactly, such that the left-hand side of Eq. (1.3) is
zero. Additionally, the flow within the wall model region is assumed to be parallel to the
wall and in-plane, such that a single wall-parallel momentum equation can be used. This
reduces the system of coupled PDEs to a single steady ODE in the wall normal direction.
Although the equilibrium assumption is insufficient for non-equilibrium flows, it is not as
restrictive as it might appear since there is a physical relation between the pressure gradient
and convective terms in the momentum equation. Adverse pressure gradients result in flow
deceleration, and vice versa. Thus, although these terms might be of non-negligible mag-
nitude in non-equilibrium flows, their sum should be approximately zero above the viscous
sublayer [18, 19]. Mathematically, it can be shown that above the viscous sublayer in the
limit of vanishing viscosity, integration of the boundary layer equations along a stream-
line reduces to the Bernoulli equation [3]. Therefore, even for non-equilibrium flows, the
near-wall equilibrium assumption is not necessarily ill-posed (i.e., see for example the wall
modeled simulations of shock boundary layer interactions by Bermejo-Moreno et al. [20]).
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1.2.3 Equilibrium versus Non-Equilibrium Models: Advantages and Disadvantages
A comparison of the equilibrium and non-equilibrium modeling approaches can be per-
formed for three metrics: accuracy, computational cost, and complexity.
Accuracy
For equilibrium flows (i.e. flows without large pressure gradients or separation), the near-
wall equilibrium assumption is well-posed. Numerous numerical studies have been per-
formed with the equilibrium model for these flows with good results [21, 22, 23, 24]. Like-
wise, for flows with mild non-equilibrium effects, equilibrium models still perform well
owing to the reasoning for the equilibrium assumption previously stated. However, non-
equilibrium models are noteably more accurate in flows with: (1) strong separation, and/or
(2) laminar regimes. For flows with strong separation, the assumption that the pressure
gradient matches the convective term does not hold as well and inflections in the veloc-
ity profile within the wall model region cannot be captured by equilibrium models since
their solution is monotonic. For laminar flows, viscous and pressure gradient effects are
dominant in comparison to the convective term and therefore can be more accurately re-
solved by non-equilibrium wall models [25]. These two cases are shown in Figure 1.2 for
instantaneous flow over an iced airfoil with contours of the sum of the pressure gradient
and convective terms. Over the upper surface the flow is strongly separated. Over the lower
surface the flow is laminar. Within the wall model region, outlined in white, many instances
of a nonzero sum are observed. Therefore, wall models that include the non-equilibrium
effects are potentially more accurate for a broader range of flows compared to equilibrium
wall models [25, 26, 27].
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Figure 1.2: Instantaneous non-equilibrium terms nondimensionalized by the freestream
velocity and chord length in flow over an iced airfoil in stall with the wall model height
outlined in white.
Computational Cost
There is a large difference in computational cost between equilibrium and non-equilibrium
models. For equilibrium models, a nonlinear one-dimensional boundary value problem
must be solved for each wall surface cell. This is generally done numerically and iteratively,
although some analytic equilibrium models exist. As a result, the overall computational
cost of an equilibrium wall model can be up to 30% of the LES solution per time step. In
comparison, non-equilibrium wall models have to solve a time-stepping problem within the
wall model, which is much cheaper to solve per time step in comparison to the nonlinear
one-dimensional boundary value problem of the equilibrium wall model. However, by
solving a time-stepping problem on the wall model grid, the LES solver must abide by
the CFL constraints of the wall model solution. The minimum grid spacing within the
non-equilibrium wall model grid can be one to two orders of magnitude smaller than the
wall model height. Thus, severe time step restrictions must typically be applied to the
LES solver [18]. Even with the smaller computational cost per time step to solve the non-
equilibrium equations, the overall cost due to the decreased time step can be multiple times
the cost of an LES solution with an equilibrium wall model.
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Attempting to remove the CFL constraints of non-equilibrium wall models by neglect-
ing or modeling the time derivative and treating the equations as a boundary value problem
results in an even more computationally difficult problem. This is due to the coupling
caused by the wall parallel derivatives. The domain of the boundary value problem must
not only span the wall model height in the wall normal direction (as in equilibrium wall
models), but also along the entire wall surface, which results in a nonlinear three dimen-
sional boundary value problem. Paired with the iterative solution technique required of this
type of nonlinear problem, the computational cost of a non-equilibrium wall model without
the time derivative would be orders of magnitude higher than one with the term included.
Thus, potential improvements in the computational cost of non-equilibrium models can be
obtained if the solutions are decoupled and the time derivative is neglected. This is the
basis of this work, as outlined in Sections 1.3 and 1.4.
Complexity
Between the two methods, the complexity of implementation varies significantly. For the
equilibrium approach, only the LES solution at the wall model height above each wall grid
point is required to solve the wall shear stress. Once the wall shear stress is calculated,
the current wall model solution does not need to be stored. Additionally, since there is
no dependence on the adjacent wall model solutions, calculating the wall shear stress can
be done extremely efficiently in parallel. For the non-equilibrium approach, an embedded
grid must be generated near the wall. For structured solvers, this does not pose much of a
problem since the first LES cell can be refined in the wall normal direction to the desired
resolution. However, for complex geometries and unstructured solvers, generating this near
wall grid can be a tedious task. Parallelization also becomes more difficult since the wall
model must exchange information in between adjacent cells and the LES solver.
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In summary, the computational cost and complexity of equilibrium wall models is no-
tably less than non-equilibrium wall models and can provide accurate results for many types
of flows. However, non-equilibrium wall models have been shown to be more accurate for
a broader range of flows. In particular, non-equilibrium wall models are generally more
robust and widely applicable for complex flows with separation or locally laminar regimes,
albeit at a significantly higher computational cost and complexity.
1.3 Development of Approximate Non-Equilibrium Wall Models
Given the observations above, it is beneficial to consider wall models that treat the non-
equilibrium terms while only requiring the solution of ODEs in the wall normal direction
to maintain optimal computational efficiency. In recent years, efforts have been focused
on developing these approximate ODE-based non-equilibrium wall models, with particular
emphasis placed on modeling the convective term since the pressure gradient term is gen-
erally constant within the wall model region. Hickel et al. [18] first attempted to model the
convective term as a function of the velocity to some power, which resulted in poor predic-
tions of the wall shear stress when using the LES solution at the wall model height. Their
second attempt used a linear convective term profile that matched the pressure gradient at
the wall model height and decreased linearly to zero at the wall. This approximation gave
better results, but the approximation that the convective term matches the pressure gradient
term at the wall model height introduced unnecessary errors since the convective term is
evaluated by the LES solver and should be used as the matching condition instead. Another
attempt by Yang et al. [28] used a parametric shape function for the velocity and analyti-
cally integrated the momentum equation within the wall model region by matching the LES
solution with reasonable results. However, this integral method relies on the assumption
that the velocity profile can be represented by the chosen shape functions (i.e. profiles with
logarithmic and linear regions), which can be ill-posed for separated flows.
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In both of these works, the wall model solution is treated as a time stepping problem
since the inclusion of the convective term without the time derivative is not physically
consistent. Additionally, neglecting the time derivative results in elliptic governing equa-
tions. The solution of these equations can lead to erroneous over-predictions of the wall
shear stress in comparison to equations that include the time derivative since the changes in
the LES solution are instantaneously propagated throughout the wall model solution [11,
29]. However, significant improvements in the computational cost can be obtained if the
time derivative is neglected. Just like the approximation of the convective terms, the non-
equilibrium wall model equations will then become spatially decoupled into one dimen-
sional domains like the equilibrium wall model approach.
To maintain physical consistency and reduce the errors in the wall shear stress pre-
diction due to neglecting the time derivative, the effects of the temporal evolution of the
flow must be accounted for. Research into modeling the temporal evolution within the wall
model region is currently very sparse since equilibrium models neglect the time deriva-
tive and “exact” non-equilibrium models suffer a large computational cost increase from
neglecting this term. Some insight can be gained from early works in wall shear stress mod-
eling that use analytic formulations, particularly by Hoffmann and Benocci in 1995 [11].
In this work, they did not solve the unsteady boundary layer equations but accounted for
the time derivative. For attached turbulent flows, they showed that the bulk time derivative
can be approximated well using the time derivative of the LES velocity at the wall model
height scaled by the ratio of the wall model velocity to the LES velocity. However, for
flows where the velocity gradients at the wall are not high (e.g., near a separation point),
this assumption does not hold and produces inaccurate results. If an appropriate model for
the time derivative can be obtained for non-equilibrium flows, paired with the decoupled
non-equilibrium model approach introduced by Hickel et al., a wall model that includes the
effects of the pressure gradient and convective terms can be constructed with a computa-
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tional cost and complexity rivaling that of an equilibrium wall model while also providing
accurate predictions in strong non-equilibrium flows.
1.4 Present Work
Following the developments above, the objective of the present work is to approximate the
non-equilibrium (convective and pressure gradient terms) and time derivative through de-
velopment of a low-cost ODE-based non-equilibrium wall model. This is accomplished by
extending the work of Hickel et al. [18] using high-order polynomials to approximate the
convection profile of the non-equilibrium terms. The approximation of the non-equilibrium
terms is performed by a polynomial interpolation of the LES solution. Thus, it does not
require an embedded resolved grid within the wall model region that is required by most
non-equilibrium models. This significantly reduces the complexity of the implementation
and memory requirements of the model. Additionally, because the solutions are decou-
pled (as enabled by the approximation of the non-equilibrium terms), the direct solution
of the time derivative of the non-equilibrium wall model can be neglected and the effects
of the temporal evolution of the flow are instead approximated using an empirically built
lag model based on the degree of non-equilibrium of the flow. As a result, this model does
not suffer from increased time step restrictions of traditional non-equilibrium wall mod-
els, which results in a computational cost several times less than that of traditional non-
equilibrium wall models. The overall cost is similar to that of an equilibrium wall model.
This set of approximations enables the first TBLE based non-equilibrium wall model that
neglects solving the time derivative without producing an over-prediction in the wall shear
stress for flows with strong non-equilibrium effects.
To assess this model compared to the current state-of-the-art approaches, wall resolved
LES were run on two cases with strong non-equilibrium effects. The first is the NASA Wall
Mounted Hump (Re = 936, 000,M = 0.1). The second is an iced NACA 63A213 Airfoil
(Re = 250, 000,M = 0.2). Results from the first case were used to build an empirical lag
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model that accounts for the absence of the time derivative. The wall model equations were
then solved on coarser implementations of the instantaneous flow fields from both cases to
provide details on the effects of the parameters of the wall models over a wider range of
conditions. Results showed that a higher-order interpolation of the non-equilibrium terms
did not yield notably more accurate predictions of the skin friction, but the choice of wall
model eddy viscosity formulation did. Formulations of the eddy viscosity that account for
the fact that the approximation of the convective terms resolves a portion of the unresolved
shear stresses gave better predictions of the skin friction.
The proposed non-equilibrium wall model was implemented alongside the commonly
used equilibrium wall model of Kawai & Larsson (which is comparable in terms of com-
putational cost). In addition, WMLES using these two models with highly underresolved
grids were run on both the wall mounted hump and the iced airfoil and compared to the
wall resolved LES results of the same cases. The new non-equilibrum wall model was able
to predict the separation at the trailing edge of the wall mounted hump with much better
agreement to the wall resolved LES flow field. Additionally, a significantly better predic-
tion of the skin friction coefficient was obtained with the non-equilibrium wall model. For
the iced airfoil, both the separated flow region and the laminar flow region were better
predicted by the non-equilibrium wall model in terms of the mean flow field and the skin
friction coefficient. Slight improvements in the predicted pressure coefficient were also
observed. Results showed strong indication that the proposed non-equilibrium wall model
can offer better predictions of non-equilibrium flows with negligible computational cost





2.1 Large Eddy Simulation
The compressible continuity and momentum equations for Large Eddy Simulation; e.g., as

















(σij − ρτ rij) (2.2)
where (·) denotes the Reynolds-averaged filtering operation, (̃·) denotes the Favre-averaged
filtering operation [31], σij is the shear stress tensor, and τij is the residual stress tensor,
defined as
τij = ˜uiuj − ũiũj. (2.3)







Here, ∆ denotes filter width, taken as the cube root of the cell volume, and Cs denotes the
Smagorinsky constant. The Smagorinsky constant is calculated using the dynamic model
of Germano et al. [33].
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2.2 Thin Boundary Layer Equations
Based on an order of magnitude analysis of the Navier-Stokes equations near the wall, the




















where n denotes the wall normal direction, i denotes the wall parallel directions, and j =
1, 2, 3. In comparison to the Navier-Stokes equations, only the wall-normal diffusion term
is retained. However, the unsimplified TBLE require the solution of derivatives in both
wall parallel directions and time. Computationally, this poses a challenge in terms of both
cost and complexity. Various simplifications can be made to the above equations, resulting
in wall model formulations that retain or neglect the time derivative and/or wall parallel
derivatives.
2.3 Equilibrium WMLES
For the equilibrium wall model (EQWM) approach introduced by Kawai & Larsson [2],
the pressure gradient, convective, and time derivative terms are assumed to balance exactly,
such that the left hand side of Eq. (2.5) reduces to zero. Additionally, the flow is assumed
to remain in-plane and parallel to the wall throughout the wall model region. Without loss
of generality, using a coordinate transform to wall parallel and wall normal coordinates and








= 0, 0 ≤ y ≤ hwm. (2.6)
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The no-slip boundary condition is applied at the wall and the LES velocity is applied at the
wall model height, hwm; i.e.,




The wall model eddy viscosity µt is given by a mixing length formula with Van Driest near
wall damping such that
µt = µκρy
+D, D =[1− exp(−y+/A+)2]. (2.8)
Here, the damping constant A+ is generally taken as 17. Integrating Eq. (2.6) shows that
the shear stress is constant within the wall model, which is the so-called “stress balance”
model. In the limit of vanishing viscosity (i.e. high Reynolds number), the velocity profile
given by Eq. (2.6) reduces to the instantaneous log-law model. This wall model does not
require the evaluation of derivatives in time or the wall parallel direction. Thus, it can be
solved numerically at a low computational cost and complexity, generally by iteratively
solving the governing equations until convergence. Since the solution depends only on the
LES velocity at the wall model height and does not need to be retained after the wall shear
stress is calculated, it has very low memory requirements and is straightforward to program
on modern parallel computer architectures.
2.4 Unsteady Non-Equilibrium WMLES
For non-equilibrium wall models (NEQWM), the wall parallel TBLE are solved exactly,
including wall parallel derivatives and time derivative, without assumptions on the direction
of the flow within the wall model region (0 ≤ y ≤ hwm). This results in the following












































These equations are evolved in time with the boundary condition at the wall model height
updated by the LES solver at each time step. To evaluate the wall parallel gradients, an
embedded grid within the LES solver is required. This grid is typically designed with
approximately 30-100 wall normal grid points, which poses significant challenges for cal-
culations that involve complex geometries. Additionally, by solving the unsteady form of
the TBLE, the CFL constraints for the LES solver are generally dictated by the CFL con-
straint of the wall model grid since the grid spacing within the wall model can be orders
of magnitude smaller than the wall model height. This significantly increases the overall
computational cost compared to equilibrium wall models due to the decreased time step of
the LES solver. In addition, no savings in computational cost can be obtained by using the
steady form of the TBLE with wall parallel gradients since it would require the solution of
a nonlinear boundary value problem whose domain spans the entire near wall region. This
instead creates a significantly more difficult problem.
To reduce the complexity of an embedded grid within the LES solver, Hickel et al.
proposed an approximate form of the pressure and gradient terms. The pressure gradient
was assumed constant in the wall model region, dictated by the pressure gradient of the
LES solver at the wall model height. The convective term was then modeled as zero at the











































This formulation requires only derivatives in the wall normal direction and time, which
significantly reduces the complexity of the wall model. However, the computational cost is
still significantly higher than an equilibrium wall model due to the CFL restrictions of the
time derivative. Additionally, the errors introduced by assuming that the convective term
matches the pressure gradient term outside the viscous sublayer can be significant since
this assumption does not necessarily hold for non-equilibrium flows. This assumption is
also ill-posed if the wall model height is not within the log-layer, which can easily occur
when simulations are performed on flows without a priori knowledge of the flow field.
2.5 Steady Non-Equilibrium WMLES
In the proposed non-equilibrium wall model approach, an approximate form of the wall
parallel TBLE is solved. Likewise to the equilibrium wall model, the flow is assumed to be
parallel and in-plane, such that the TBLE can be reduced to a single equation for the wall
parallel momentum with the appropriate coordinate transform. The governing equation for
this model does not directly include the time derivative, convective, and pressure gradient








= F (y), 0 ≤ y ≤ hwm, (2.13)
where











The treatment of the time derivative is described in Section 2.5.2.
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The forcing term in Eq. (2.13) is approximated to spatially decouple the wall model
equations and eliminate the need to evaluate wall parallel derivatives. The following char-
acteristics are desired for a suitable approximation of F (y):
• It should include the effects of both the pressure gradient and convective terms.
• It should not require matching of the pressure gradient and convective terms in any
particular region.
• At the wall model height, the forcing term of the wall model should match the con-
vective and pressure gradient terms of the LES solver.
• At the wall, the forcing term of the wall model should match the pressure gradient of
the LES solver.
Since the wall model interface location is generally several grid points above the wall (e.g.,
for reasons outlined by Larsson et al. [3]), an appropriate method of modeling the forcing
term that meets the desired characteristics is by interpolating the corresponding LES values
at these grid points. This is accomplished using an n-th order polynomial interpolation of
the pressure gradient and convective terms given by the LES solution at the wall normal
















Reasonable values of n range from 1 to 4. The lower bound is given under the reasoning
that no additional work is required for a first-order approximation compared to no approxi-
mation since the gradients are already evaluated by the LES solver at the wall and the wall
model interface point. The upper bound is given under the reasoning that the wall model
height is taken at generally 3 to 5 grid points away from the wall.
In this work, the effects of the interpolation order on the accuracy of the shear stress
prediction is explored to see if benefits over the linear profile of Hickel et al. can be
gained. A first order approximation is then implemented, such that within the wall model
layer, the forcing approximation matches the LES pressure gradient at the wall and linearly
increases/decreases to the sum of the LES pressure gradient and convective terms at the
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wall model height, correcting the unnecessary assumption by Hickel et al. that the pressure
gradient and convective term balance at the wall model height. For further generality, the
approximation does not assume that the pressure gradient is constant within the wall model
layer, but instead relies on the evaluation of the sum of both the pressure gradient and
convective terms.
2.5.1 Eddy Viscosity
Since a portion of the subgrid-scale shear stresses are resolved by the approximation of
the convective terms, the eddy viscosity must be modified to account for this effect [1].
Several works in wall modeling have formulated eddy viscosity models with the effects
of the pressure gradient included. However, as stated by Larsson et al. [3], including the
pressure gradient while neglecting the convective term is physically inconsistent, and as
such, models that include only the pressure gradient must be modified. In the proposed
NEQWM approach, the wall model eddy viscosity is calculated using the formulation by
Duprat et al. [34], but with modifications to include the effects of the convective terms and
the variation of these terms within the wall model layer since the original formulation only
included the pressure gradient. A forcing velocity, uf , analogous to the pressure velocity,
up, by Simpson [35], is defined as
uf (y) =
∣∣∣∣µρF (y)
∣∣∣∣ 13 . (2.16)
A modified inner velocity scale ufτ can then be defined as the vector sum of the forcing
velocity and the friction velocity uτ ; i.e.,
ufτ (y) =
√




Given the modified inner velocity scale, the nondimensional velocity U∗ and wall distance








which remain well defined at the point of flow separation in contrast to the traditional
nondimensional velocity u+ and wall distance y+. Note that this scaling is consistent with
the formulation by Manhart [36] since at the wall the no-slip condition reduces the forc-










∈ [0, 1], (2.19)
which quantifies the degree of equilibrium that the flow is in. A value of α = 1 corresponds
to a zero pressure gradient and convection-free flow. A value of α = 0 corresponds to a
separation point. The modified Duprat eddy viscosity is then defined as
νt = νκy






Spatially decoupling the convective terms in the non-equilibrium wall model equations by
approximating them instead of direct evaluation provides an opportunity for dramatically
lowering the computational cost of the model. In addition, neglecting the time derivative
reduces the governing equation to a set of decoupled nonlinear boundary value problems in
one dimension, similar to the equilibrium wall model equations. Prior to the forcing term
approximation, the steady form of the non-equilibrium equations is considerably more ex-
pensive to solve than the unsteady form since the coupling caused by the wall parallel gra-
dients requires the solution of a single nonlinear three dimensional boundary value problem
over the entire near wall region. By neglecting the time derivative, the wall model solution
is not subject to CFL constraints, and the time step of the LES solver is not limited by
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the wall model grid, which is the case for traditional non-equilibrium wall models. There-
fore, the computational cost and memory requirements of solving this non-equilibrium wall
model are essentially identical to solving an equilibrium wall model, which can be over an
order of magnitude less than a time-dependent non-equilibrium wall model while still re-
solving the non-equilibrium effects.
Despite the potential benefits, there are also several potential limitations that must be
considered. By neglecting the time derivative, the governing NEQWM equation becomes
a boundary value problem (BVP) with time-dependent boundary conditions. In contrast,
the physics dictate that the flow should be treated as an initial value problem (IVP) with
time-dependent boundary conditions since maintaining the convective term but neglecting
the time derivative violates the fact that fluid accelerations are Lagrangian in nature [3].
Attempts to model the time derivative in the wall model region are very sparse in the liter-
ature, owing to the fact that neglecting the term dramatically increases the computational
cost of traditional time-dependent non-equilibrium wall models while introducing addi-
tional errors. Some insight can be gained from early works in wall modeling since analytic
wall model formulations neglect the time derivative. Hoffmann and Benocci [11] showed
that the effect of the time derivative was to increase the wall shear stress with decreasing
velocity and vice versa. They attempted to model the time derivative as a source term in a
BVP solution by scaling the wall model velocity by the time derivative of the velocity of










Here, U(y) denotes the wall model velocity, uLES denotes the velocity of the LES solution
at the wall model height, and the subscript n denotes the current time step. This approxi-
mation worked well for attached flows, but performed poorly for flows where the velocity
gradients at the wall were not high such as near separation points. For the latter class of
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flows, no suitable approximation has been found to treat the time derivative because of their
highly unsteady nature. The general consensus in the wall modeling community is that the
non-equilibrium wall model equations must be solved as a time-stepping problem, both for
physical consistency and due to their simplicity in solving for traditional non-equilibrium
wall modeling approaches [3]. Non-equilibrium wall models that retain terms such as the
pressure gradient but neglect the time derivative show overpredictions in the wall shear
stress [29]. This can be attributed to the compounding nature of the wall shear stress er-
ror. Overpredictions in the wall shear stress cause higher velocity gradients near the wall,
which increase the magnitude of the convective term and subsequently causes higher pre-
dictions of the wall shear stress. This effect is less severe for underpredictions since for a
zero convective term magnitude a finite wall shear stress is still obtained.
To obtain a significant increase in time step by treating the problem as steady instead
of unsteady, a suitable model for the time derivative that is valid for non-equilibrium flows
must be derived. In this work, a novel way of treating the time derivative is proposed.
Instead of modeling the effect of the time derivative on the solution of the wall model
equations, and thus the wall shear stress as attempted by Hoffmann and Benocci, the effect
of the time derivative on the changes in the wall shear stress between time steps is modeled.
As a result, the proposed non-equilibrium model does not require the solution of a time
stepping problem but still resolves the effects of the unsteady term on the wall shear stress
even in separated flows. This is accomplished while retaining the computational benefits of
solving a one dimensional BVP. The physical basis of this model comes from the difference
in the solutions of IVP and BVP problems, as highlighted in the following example.
Example Diffusion Problem
For a BVP, changes in the boundary conditions propagate throughout the entire solution
at infinite speed, whereas for an IVP the changes propagate at a finite speed. Thus, the
IVP solution “lags” behind the BVP solution. As a result, a BVP-based wall model over-
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predicts the changes in the wall shear stress in comparison to an IVP-based wall model.
This corroborates the findings of Hoffmann and Benocci, which show the effect of the time
derivative is to increase the wall shear stress with decreasing velocity and vice versa. This
error must be accounted for, and the forcing term has an effect on this error.
The differences in the IVP and BVP solutions can be illustrated in the following exam-
ple. Consider diffusion with a forcing term, F , and time-dependent boundary conditions













The boundary conditions are also specified similarly to the wall model equations; i.e., zero
at the wall and matching some function g(t) at a height h:
u(0, t) = 0, u(h, t) = g(t). (2.24)
For a given value of g(t), the steady-state solution of the IVP (uIV P ) is equivalent to the
solution of the BVP (uBV P ). However, if not given enough time to attain steady-state, uIV P
lags behind uBV P as it retains some information from its previous state. The amount of lag
can be quantified by the ratio of the time derivatives of the boundary condition (∂g/∂t) and
the solution (∂u/∂t). If the IVP solution advances much faster than the boundary condition
changes (i.e. |∂u/∂t| >> |∂g/∂t|), then the IVP solution has sufficiently attained steady-
state and the BVP approximation should be valid. If the IVP solution does not advance
much faster than the boundary condition changes, then the IVP solution has not sufficiently
attained steady-state but instead lies in between the solution at the previous time step and
the BVP solution at the current time step.
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Figure 2.1: BVP approximation error with respect to the forcing term magnitude.
Since the ∂u/∂t term contains F , the forcing term can be used to quantify the lag
between the IVP and BVP solutions. For large values of |F |, the steady-state assumption
holds and the BVP solution can be used, whereas for small |F |, steady-state is not attained.
As previously mentioned, the unsteady solution to the IVP at the current time step lies
somewhere between the solution of the previous time step and the steady state solution.
Therefore, the IVP solution at the current time step can instead be approximated as some
combination of the BVP solution at the current time step and the solution at the previous
time step. Let the ratio R be defined as
R =
τn0(BV P ) − τ
n−1
0(IV P )




where τ0 denotes the gradient at the wall of the IVP and BVP solutions, respectively, and
the superscripts n and n − 1 denote the current and previous time steps. The ratio R
shows the error of the BVP approximation for predicting the temporal evolution of the IVP
solution. As the forcing term becomes large, R converges to unity indicating that the BVP
approximation is valid for large F . The changes are overpredicted for small values of F ,
as shown in Figure 2.1.
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The desired property of the proposed wall model is to predict the unsteady evolution of
the wall shear stress as a function of steady state solutions. Thus, the overprediction must
be accounted for. This is achieved by blending the previous solution and the current steady
state solution. A reduction factor, ζ , is introduced as some function of the forcing term F ,




ζ = 1. (2.27)
Assuming that the gradient at the wall at the previous time step was approximated correctly,
the gradient at the current time is approximated as a blending of the previous gradient and
the current BVP gradient,
τn0 = (1− ζ)τn−10 + ζτn0(BV P ) ≈ τn0(IV P ). (2.28)
The desired behavior of ζ is such that as the forcing term gets larger, the predicted wall
shear stress tends toward the steady state solution, and vice versa. This reduction factor
is the basis for the proposed BVP-based NEQWM, which neglects the time derivative but
corrects for the overpredictions in the wall shear stress.
2.5.3 Reduction Factor
Since the desired behavior of the reduction factor is for it to tend towards zero or one
as the flow tends towards equilibrium or non-equilibrium, the reduction factor must be a
function of some quantitative representation of the non-equilibrium of the flow. A suitable
representation of this is the term β, which is defined as the complement of the average
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value of α across the wall model layer and given by






(uf )2 + u2τ
. (2.29)
For regions of the flow dominated by non-equilibrium effects, β approaches one, whereas
β approaches zero in equilibrium regions. The ideal reduction factor is assumed to be β




The wall shear stress τw at a given wall grid point is then given as
τnw = (1− ζ)τn−1w + ζτnw(wm), (2.31)
where n and n − 1 denotes the current and previous time step and τw(wm) denotes the




3.1 Geometry and Flow Conditions
Two cases were chosen for the optimization and validation of the NEQWM. The first case,
the NASA wall mounted hump, was used to find the optimal parameters for the NEQWM,
while the second case, an iced NACA 63A213 airfoil, was used to validate the empirically
built NEQWM against a distinctly different flow. The former is a high Reynolds number
flow with turbulent separation, whereas the latter is a flow with laminar separation and
transition at a moderate Reynolds number.
3.1.1 Wall Mounted Hump
Figure 3.1: NASA wall mounted hump geometry.
The NASA wall mounted hump consists of a smooth extruded hump profile within a
wind tunnel, as shown in Figure 3.1, operating at a Reynolds number of 936,000 and a
Mach number of 0.1 [37]. Since the flow contains strong favorable and adverse pressure
gradients, as well as separation and reattachment, it serves as a suitable test case for the
NEQWM. An inlet profile is used with a boundary layer thickness of δ = 8.3% of the hump
chord. The inlet profile is specified at x/c = −2.14 using a 1/7th power law boundary layer
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(1− ψ) + ψ, ψ = 1
2
tanh(25(y − δ) + 1). (3.1)
3.1.2 Iced Airfoil
Figure 3.2: NACA 63A213 geometry with horn-shaped ice protrusion (red).
The second geometry is a NACA 63A213 airfoil with a “horn-shaped” ice profile pro-
truding from the leading edge, as shown in Figure 3.2. The ice profile is generated using
a reduced-order Proper Orthogonal Decomposition (POD) mode reconstruction [38]. The
angle of attack is 9◦ to create separation at the iced leading edge and subsequent stall.
A Reynolds number of 250,000 was chosen to include both laminar and turbulent flow
regimes, and a freestream Mach number of 0.2 was chosen to minimize the effects of tem-
perature boundary conditions on the flow.
3.2 Computational Approach
3.2.1 Solvers
Because of the large computational cost of performing wall-resolved simulations, WRLES
were performed using PyFR, a GPU-accelerated higher-order flux reconstruction solver [39].
However, since the implementation of wall models is ill suited for higher-order solvers,
WMLES were performed using RAPTOR, an in-house, staggered-grid, finite-volume solver.
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A comparison of the two solvers are shown in the following subsections. For both solvers,
the compressible Navier-Stokes equations were solved for 10 nondimensional time units,
corresponding to 10 flows over chord. Solving was performed on the Hydra cluster at the
Partnership for an Advanced Computing Environment (PACE) at Georgia Institute of Tech-
nology. RAPTOR was run on 625 cores with an estimated peak computing power of 1.75
TFLOPs while PyFR was run on 16 nVidia V100 GPUs with an estimated peak computing
power of 76 TFLOPs.
WRLES/PyFR
A fourth-order discontinuous Galerkin method with flux reconstruction was utilized with
the Roe-FDS and LDG schemes [40, 41]. A wall resolved implicit LES approach was used
with no turbulence modeling, and an explicit four-stage Runge-Kutta method was used for
time stepping. Anti-aliasing by means of the L2 projection of the divergence flux with a
quadrature degree of 9 was used for stabilizing.
WMLES/RAPTOR
The dynamic Smagorinsky LES approach was used with dual-time stepping utilizing a
four-stage Runge-Kutta method. The wall model equations were solved by iteratively solv-
ing the tridiagonal system of equations using 40 unevenly spaced points until 9 orders of
magnitude of residual reduction in the wall shear stress was observed.
RAPTOR-PyFR Validation
Wall-resolved LES were run using RAPTOR and PyFR on the wall mounted hump at a
Reynolds number of 60,000 and Mach number of 0.2. The time-averaged streamwise ve-
locity fields computed by RAPTOR and PyFR are shown in Figure 3.3 and 3.4, respec-
tively, showing relatively good agreement between the two solvers. Good agreement in the
time-averaged streamwise skin friction coefficient was also observed, but some peaks were
31
Figure 3.3: Time-averaged streamwise velocity contours for low Reynolds number wall
mounted hump solved by RAPTOR.
Figure 3.4: Time-averaged streamwise velocity contours for low Reynolds number wall
mounted hump solved by PyFR.
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Figure 3.5: Time-averaged streamwise skin friction coefficient for the low Reynolds num-
ber wall mounted hump.
overpredicted in magnitude by PyFR in comparison to RAPTOR, as shown in Figure 3.5.
The solvers also showed excellent agreement in the predicted pressure coefficient prior to
the separation point with some underprediction by PyFR in comparison to RAPTOR aft of
the separation point, as shown in Figure 3.6.
3.2.2 Meshes
For both the wall mounted hump and the iced airfoil, two dimensional meshes were gen-
erated and extruded to create three dimensional periodic meshes. Between the WRLES
and WMLES approaches, the wall parallel grid spacing was kept constant while the wall
normal grid spacing was varied. The number of grid points (N ) and grid spacing at the
surface (∆+) are shown in Table 3.1 and Table 3.2, with the scripts x, y, and z denot-
ing the chordwise, wall normal, and spanwise directions, respectively. The grid spacing
is nondimensionalized by the viscous length scale of a flat plate with identical length and
flow conditions. The wall model height h+wm was taken at the 4th grid point normal to the
surface.
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Figure 3.6: Time-averaged pressure coefficient for the low Reynolds number wall mounted
hump.
Wall Mounted Hump
A highly-orthogonal mesh was generated by extruding the hump profile in the normal di-
rection. For the WMLES approaches, the entire mesh was structured, whereas for the
WRLES approach, an unstructured mesh was used after extruding the hump profile for
20% of the chord. Velocity inlet and pressure outlet boundary conditions were used, and an
adiabatic, slip boundary condition was applied to the top surface of the wind tunnel. For the
hump surface, an adiabatic boundary condition was specified. The extent of the spanwise
direction was 1.2% of the chord.
Table 3.1: Grid metrics for wall resolved and wall modeled approaches for the wall
mounted hump.
Method Nx Ny Nz Ntotal ∆x+min ∆y+ ∆z+ h+wm
WRLES 1250 200 20 5 · 106 30 1 30 140
WMLES 1250 100 20 2.5 · 106 30 30 30 140
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Iced Airfoil
O-type grids were generated for both the wall modeled and wall resolved approaches by
extruding the airfoil profile normal to the surface for 50 chord lengths. The airfoil surface
was given an adiabatic boundary condition while the farfield was given a characteristic
Riemann invariant boundary condition. The extent of the spanwise direction was 15% of
the chord.
Table 3.2: Grid metrics for wall resolved and wall modeled approaches for the iced airfoil.
Method Nx Ny Nz Ntotal ∆x+min ∆y+ ∆z+ h+wm
WRLES 1024 128 50 6.55 · 106 30 1 30 160
WMLES 1024 64 50 3.28 · 106 30 30 30 160
3.3 Wall Model Verification and Parameter Optimization
Initial verification and comparison of the wall modeled approaches was performed by in-
terpolating instantaneous WRLES flow fields to the coarser wall model grid and solving
the wall model equations to find the next instantaneous wall shear stress distribution. This
calculated wall shear stress was then compared to the WRLES shear stress. Parameter op-
timization for the NEQWM was performed by minimizing the L2 norm of the wall shear
stress error using a gradient descent method across 100 instantaneous flow fields and wall
model heights (h∗wm) of 30, 50, and 120. The optimal parameters were determined from
only the wall mounted hump flow fields, and these parameters were then used for sim-
ulating the iced airfoil to determine if the empirical parameters were suitable for highly
dissimilar flows.
3.4 Post-Processing
After 5 time units of the wall mounted hump, and 2 time units of the iced airfoil, the flow
was assumed to be fully developed. Statistical quantities were then acquired and analyzed
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until 10 time units with 200 instantaneous flow fields acquired per flow over chord. Averag-
ing was performed over time and along the spanwise direction. For simulations performed
using the discontinuous Galerkin method, a centered reconstruction was performed along
coincident solution points prior to spanwise averaging. Comparison between the wall-
resolved and wall-modeled approaches was performed with respect to the mean flow field,




4.1 Wall Model Optimization
4.1.1 Optimal Coefficients
By interpolating the instantaneous wall resolved LES flow fields for the wall mounted hump
onto a coarser grid, the wall model equations were solved to assess the ability of the model
to predict the evolution of the skin friction coefficient between time steps in comparison to
the wall resolved results. The optimal coefficient c1 for the reduction factor ζ was deter-
mined to be
c1 = 0.331 (4.1)
by minimizing the L2 norm of the skin friction prediction error in the interpolated wall
model approach. This coefficient also gave accurate predictions of the wall shear stress for
the iced airfoil without a priori knowledge of the flow. For separated turbulent flow regimes,
the reduction factor generally attained a value between 0.6 and 0.8 due to the presence of
strong non-equilibrium effects, whereas the reduction factor was lower in laminar flow
regimes (0.4 - 0.6) as the non-equilibrium effects were significantly reduced.
4.1.2 Forcing, Eddy Viscosity, and Reduction Factor Effects
The effects of the forcing term, wall model eddy viscosity choice, and reduction factor,
were independently explored using the interpolated wall model approach. Using an in-
stantaneous iced airfoil flow field interpolated on a coarser grid, the wall model equations
were solved with varying parameters and models to determine their impact on the predicted
changes in the wall shear stress. The various models are denoted by the following labels:
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• EQ: Kawai-Larsson EQWM.
• NEQ-P1-ML: NEQWM with 1st order forcing approximation and mixing length
eddy viscosity.
• NEQ-P1-DU: NEQWM with 1st order forcing approximation and Duprat eddy vis-
cosity.
• NEQ-P1-DU-RF: NEQWM with 1st order forcing approximation, Duprat eddy vis-
cosity and reduction factor.
Figure 4.1: Predicted skin friction coefficient using the interpolated wall model approach
with and without the forcing term.
A comparison of the instantaneous streamwise skin friction coefficient using the EQ
and NEQ-P1-ML wall models is shown in Figure 4.1. With the inclusion of the forcing
term, the general shape of the skin friction profile was much better predicted in comparison
to the EQWM. Since the EQWM solution is monotonic and does not allow for inflections
in the velocity profile, the direction of the predicted skin friction coefficient follows the
direction of the LES velocity at the wall model height. This is not necessarily true in non-
equilibrium flows, as seen at x/c = 0.35 and 0.58. These inflections were better captured
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Figure 4.2: Predicted skin friction coefficient using the interpolated wall model approach
with the mixing length and Duprat eddy viscosities.
through use of the forcing term in the NEQ-P1-ML model, but the magnitude of the skin
friction was significantly overpredicted since the temporal evolution was not accounted for.
The effects of changing the wall model eddy viscosity are shown in the comparison of
the NEQ-P1-ML and NEQ-P1-DU models in Figure 4.2. The magnitude of the skin friction
was generally decreased when using the Duprat eddy viscosity and in closer agreement
with the WRLES skin friction, but the magnitude was still overpredicted since the temporal
evolution had been neglected. Additionally, the shape of the skin friction profile was better
predicted with the Duprat eddy viscosity, as evident near the trailing edge of the airfoil.
The results of including the reduction factor between time steps are shown in Figure
4.3 with the comparison of the NEQ-P1-DU and NEQ-P1-DU-RF models. The original
EQ model is included as reference. With the reduction factor, the magnitude of the skin
friction was predicted in excellent agreement with the WRLES results along the peaks and
troughs. However, the skin friction was poorly predicted by all models in regions with
strongly fluctuating skin friction, such as x/c = 0.1 and 0.3, as a result of the inability of
the model to resolve small scale spatial and temporal fluctuations.
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Figure 4.3: Predicted skin friction coefficient using the interpolated wall model approach
with and without the reduction factor.
4.1.3 Forcing Approximation Order
The effect of the order of the polynomial approximation for the forcing term on the accu-
racy of the skin friction prediction is shown in Figure 4.4. First, second, and third order
polynomial approximations were used, denoted by P1, P2, and P3, respectively, from the
interpolation of evenly spaced grid points within the wall model region. Increasing the
polynomial approximation order was observed to have very little impact on the predicted
skin friction, and a higher polynomial approximation order did not necessarily result in a
more accurate prediction. This effect can be attributed to two causes. First, the pressure
gradient can be effectively approximated as constant within the wall model layer, thus the
higher order approximations did not yield notably more accurate predictions of the pressure
gradient. Second, although the convective term profiles resemble higher-order polynomi-
als, they were damped near the wall due to the no-slip condition and their effect on the
forcing term was negligible compared to the pressure gradient near the wall. As the wall
normal distance increased, the convective term made a larger contribution to the forcing
term, but the presence of small scale fluctuations in the convective term was notably less
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Figure 4.4: Predicted skin friction coefficient using the interpolated wall model approach
for first, second, and third order polynomial approximations for the forcing term.
than near the wall. As such, a linear approximation could effectively model most of the
contribution of the convective terms to the skin friction prediction.
Since the calculation of a higher-order forcing approximation is significantly more com-
plex for certain solvers (e.g., unstructured solvers) and does not provide observable bene-
fits, the forcing approximation was limited to a linear profile.
4.2 Wall Mounted Hump
The time-averaged streamwise velocity field from the WRLES, EQWMLES, and NEQWM-
LES approaches is shown in Figure 4.5. The WRLES flow field showed evident separation
at the trailing edge of the hump and a region of strongly reversed flow aft of the hump. In
comparison, the EQWMLES flow field showed only slight indication of separation at the
trailing edge without any recirculation region. The NEQWM predicted the trailing edge
separation significantly better than the EQWM, and an evident recirculation region was
observed aft of the hump. However, the degree of the reversed flow and the length of the
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Figure 4.5: Time-averaged streamwise velocity for the wall mounted hump. For the WR-
LES results, only the structured grid region is shown.
recirculation region were underpredicted by the NEQWM. Additionally, the thickening of
the boundary layer forward of the hump was better predicted with the NEQWM.
The time-averaged streamwise skin friction coefficient for the wall resolved and wall
modeled approaches is shown in Figure 4.6. The initial increase in the skin friction coef-
ficient at the leading edge of the hump as a result of the favorable pressure gradient was
captured well by both models, but the EQWM severely underpredicted the peak and showed
a near-constant skin friction over the hump from x/c = 0.1 to the separation point. In con-
trast, the NEQWM predicted the skin friction in good agreement with the WRLES results
until x/c = 0.2, where the inflection and decrease of the WRLES skin friction profile were
not captured. However, the average magnitude of the skin friction was predicted well by
the NEQWM over the entire hump. In the region prior to the separation point, the NEQWM
underpredicted the skin friction coefficient by roughly a factor of 10%, in comparison to
a 30-50% underprediction by the EQWM. Both models showed a sharp decrease in the
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Figure 4.6: Time-averaged streamwise skin friction coefficient for the wall mounted hump.
skin friction at the separation point in good agreement with the WRLES results, but poor
predictions were observed with both models in the recirculation region, with the NEQWM
performing slightly better in that aspect.
A comparison of the time-averaged pressure coefficient for the three approaches is
shown in Figure 4.7. Prior to the separation point, the pressure coefficient distribution
was predicted well by both the EQWM and NEQWM in comparison to the WRLES re-
sults, with some slight overprediction in magnitude by the EQWM aft of the half chord.
The increase in the pressure coefficient at the separation point was also predicted well by
both models without notable differences between the two. In the recirculation region, the
pressure coefficient was slightly overpredicted in magnitude by both models.
The streamwise velocity profiles at cross-sections x/c = 0.5, 0.8, and 1.0 are shown in
Figure 4.8. At x/c = 0.5, there was excellent agreement in the velocity profile between the
WRLES and NEQWMLES results. An overshoot in the velocity profile of the EQWMLES
was observed as a result of the increased boundary layer momentum due to an underpredic-
tion in the wall shear stress in the region of favorable pressure gradients. At x/c = 0.8, the
WRLES results showed reversed flow in the velocity profile. The inflection of this velocity
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Figure 4.7: Time-averaged pressure coefficient for the wall mounted hump.
Figure 4.8: Time-averaged streamwise velocity profiles for the wall mounted hump at
x/c = 0.5, 0.8, and 1.0. Profiles are shifted by 0, +3, +6 along the abscissa, respectively.
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profile was captured by the NEQWM, but the magnitude was underpredicted and no flow
reversal was observed. Similar observations occurred at x/c = 1.0. In comparison, the
EQWM did not predict any inflection or flow reversal at both locations, and the velocity
profile remained as one of an attached flow.
4.3 Iced Airfoil
Figure 4.9: Time-averaged chordwise velocity for the iced airflow.
The time-averaged chordwise velocity field for the iced airfoil as predicted by the WR-
LES, EQWMLES, and NEQWMLES methods is shown in Figure 4.9. The WRLES results
showed highly-separated flow along the upper surface of the airfoil with a recirculation re-
gion from the leading edge to roughly one-third chord. Both wall models predicted the
separation at the leading edge but the extent and height of the recirculation region varied.
The EQWMLES approach overpredicted the height and extent of the recirculation region,
whereas the NEQWMLES approach predicted the height similarly to the EQWMLES ap-
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proach but the extent was in better agreement with the WRLES results. Along the lower
surface, the EQWMLES results showed significant thickening of the boundary layer near
the leading edge that was not evident in the WRLES results. In contrast, the boundary layer
thickening was not evident in the NEQWMLES results which suggests that the NEQWM
performs better in laminar flows as it can account for the effects of pressure gradients.
Figure 4.10: Time-averaged chordwise skin friction coefficient for the upper surface of the
iced airfoil.
A comparison of the time-averaged chordwise skin friction coefficient of the iced airfoil
for the wall resolved and wall modeled approaches is shown in Figures 4.10 and 4.11.
Along the upper surface of the airfoil, the recirculation region is evident since the skin
friction coefficient is negative near the leading edge. The skin friction in this recirculation
region and aft of the reattachment point was predicted well by the NEQWM, although the
peak of the reversed flow was slightly underpredicted. The EQWM underpredicted the
peak of the reversed flow by roughly a factor of 40%, and the skin friction profile near
the reattachment point was in poor agreement with the WRLES results. The location of the
reattachment point was predicted very well by the NEQWM, whereas the EQWM predicted
the reattachment roughly 5% of a chord length aft of the WRLES results. Along the laminar
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Figure 4.11: Time-averaged chordwise skin friction coefficient for the lower surface of the
iced airfoil.
lower surface, the NEQWMLES results were in good agreement with the WRLES results
since the effects of pressure gradients on the wall shear stress were included while the
EQWM underpredicted the skin friction by 10 to 20% along the entire surface. For both
models, the rise in skin friction at the trailing edge was not predicted well, suggesting that
the chordwise grid spacing was too coarse to resolve the trailing edge effects.
The time-averaged pressure coefficient along the iced airfoil is shown in Figure 4.12.
Along the upper surface prior to the reattachment point, the pressure coefficient was better
predicted with the NEQWM than the EQWM. The suction peak was underpredicted by
roughly 10% by both models, but the rise in pressure aft of the suction peak predicted by
the NEQWM was in better agreement with the WRLES results than the prediction by the
EQWM. Aft of the reattachment point, both models predicted the pressure coeefficient in
good agreement with the WRLES results. Along the lower surface, the pressure coefficient
distribution of the EQWMLES and NEQWMLES results were nearly identical and in good
agreement with the pressure distribution of the WRLES results.
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Figure 4.12: Time-averaged pressure coefficient for the iced airfoil.
4.4 Computational Cost
A comparison of the computational costs of the three approaches in core hours per flow over
chord and percent increase over the minimum is shown in Table 4.1. The computational
cost of GPU solving was approximated in CPU core hours by assuming half of the peak
performance of the GPU, resulting in approximately 1,720 core hours per GPU hour.
Wall Mounted Hump Iced Airfoil
WRLES 160,290 + 1878 % 7,120 + 1530 %
EQWMLES 8,108 - 437 -
NEQWMLES 8,824 + 9 % 460 + 5%
Table 4.1: Computational cost in CPU core hours per flow over chord of the WRLES,
EQWMLES, and NEQWMLES approaches.
Between the wall resolved and wall modeled approaches, the computational cost in-
creased by a factor of 15 to 20. Although theoretically the NEQWM should have the same
computational cost as the EQWM, a cost increase of 5 to 10% was observed, which can
be attributed to the NEQWM equations taking longer to converge. This increase can be
reduced with the implementation of more elaborate ODE solvers. In comparison, non-
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equilibrium wall models that include the time derivative can have a computational cost




For high Reynolds number flows, wall modeling is essential for performing large eddy sim-
ulation at a reasonable computational cost. In this work, the method of wall shear stress
modeling was explored. For this approach, the treatment of the pressure gradient, con-
vective, and time derivatives dictates the category for which the wall shear stress model
falls under. Equilibrium wall models neglect these terms while non-equilibrium wall mod-
els incorporate these terms. The assumptions used by equilibrium wall models to neglect
these terms result in accurate predictions for many types of flows. However, for flows with
strong separation and laminar regimes, these assumptions do not hold, and therefore non-
equilibrium are more applicable for a broader range of flows, albeit at a significant increase
in computational cost and complexity.
The computational cost and complexity of TBLE-based non-equilibrium models can
be attributed to two terms: the wall parallel gradients and the time derivative. The former
requires an embedded resolved grid within the LES grid, which leads to significant addi-
tional complexity in implementation and usage for complex geometries. The latter requires
that the wall model equations be treated as a time-stepping initial value problem (IVP) to
resolve the fluctuations of the wall model solution over time and to maintain physical con-
sistency with the Lagrangian nature of fluid accelerations, which results in maximum time
step restrictions for the LES solver to maintain stability in the wall model solution.
In this work, a novel ODE-based non-equilibrium wall model was introduced that does
not require the solution of either the time derivative or the wall parallel gradients within the
wall model. An approximate form of the pressure gradient and convective terms was used
as to not require an embedded wall model grid. The approximation of the convective and
pressure gradient terms was generated with a polynomial interpolation of the LES solution
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within the wall model region. Expanding upon the work of Hickel et al., the introduction of
an approximation error for the convective term profile was removed by enforcing matching
to the convective term of the LES solver at the wall model height. The effects of the
polynomial interpolation order on the accuracy of the wall model were explored and a
linear profile was deemed to be sufficient as higher-order approximations did not yield any
discernible differences.
As a result of the spatial decoupling of the wall model equations due to the approx-
imation of the wall parallel gradients instead of direct evaluation, a significant saving in
computational cost was possible through the solution of the steady form of the wall model
equations which could not be done with traditional wall models that evaluate the wall par-
allel gradients. By neglecting the time derivative, the wall model equations can be solved
as a simpler boundary value problem (BVP), but overpredictions in the wall shear stress
are observed as the unsteady term acts to damp changes in the velocity field between time
steps. Hoffmann and Benocci attempted to model the time derivative by approximating it
as a source/sink in the steady BVP formulation of the TBL equations, which yielded good
results for attached flows but was ill-posed for separated flows. In contrast to the approach
by Hoffmann and Benocci, a model for the effects of the time derivative on the changes in
the velocity gradients between time steps was created. The empirically determined model
served to reduce the changes in the wall shear stress between time steps as a function of the
magnitude of the forcing term approximation within the wall model region. To the author’s
knowledge, this proposed wall model is the first TBLE based non-equilibrium wall model
that does not require the solution of a time-stepping problem without an overprediction in
the skin friction for flows with strong non-equilibrium effects. As a result, the proposed
model can operate at near identical time step sizes to equilibrium wall models, significantly
reducing the computational cost compared to non-equilibrium wall models in the literature.
Wall resolved and wall modeled LES were performed on the NASA wall mounted
hump and an iced NACA 63A213 airfoil to assess the proposed wall model in compari-
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son to a commonly used equilibrium wall model of Kawai & Larsson for flows with strong
non-equilibrium effects. For the wall mounted hump, the proposed non-equilibrium wall
model predicted trailing edge separation in much better agreement than the equilibrium
wall model which did not show evident signs of separation. However, the extent of the sep-
aration region was underpredicted by the non-equilibrium wall model. For the iced airfoil,
the extent of the separation region was overpredicted by the equilibrium model whereas
the non-equilibrium model predicted it in closer agreement with the wall resolved results.
Excellent predictions of the laminar flow region were observed with the non-equilibrium
wall model in contrast to the poor performance of the equilibrium wall model in predicting
laminar boundary layer effects. Improvements in the skin friction predictions were ob-
served with the non-equilibrium model along the surface of the wall mounted hump and
in the laminar and separated flow regions of the iced airfoil, reducing the general under-
prediction of the equilibrium wall models from 20-40% to less than 10%. Inflections and
reversed flow in the velocity profiles for the hump were captured by the non-equilibrium
wall model, although underpredicted in comparison to the wall resolved results. No such
inflections and reversed flow were shown in the equilibrium wall model results. Minor im-
provements in the pressure coefficient prediction were also observed. The results suggest
that the proposed wall model can offer much better predictions of separated and/or laminar
flows compared to equilibrium wall models.
As the non-equilibrium wall model relies on empirically determined coefficients, fur-
ther tests must be carried out to validate the wall model against flows with varying degrees
of non-equilibrium effects. Although the proposed wall model did perform reasonably well
for the two test cases, several other types of flows are of interest: (1) equilibrium flows, (2)
flows with multiple separation and reattachment points, and (3) transitional flows. The pro-
posed wall model must be validated against equilibrium flows such as a channel or a flat
plate to confirm that it reduces to the equilibrium wall model in equilibrium flows. Flows
with multiple separation and reattachment points could pose a challenge for the proposed
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wall model since the underpredictions of the skin friction and mean velocity observed in
separated flow regions could compound into significant inaccuracies. For transitional flows,
wall modeled approaches generally yield poor predictions of the near wall behavior. How-
ever, it would be beneficial to observe the behavior of the proposed wall model in compar-
ison to an equilibrium wall model in transitional flows and determine if the corrections for
transitional flows used by equilibrium models are still suitable. As with any wall modeled
approach, the effects of grid dependence must be determined. This is particularly true for
the proposed wall model since the grid spacing was not varied except in the wall normal
direction between approaches, and the wall normal spacing of the first cell (y+ ≈ 30) was
essentially identical between the two cases. The effects of wall normal as well as wall
parallel grid spacing must be explored to determine the robustness of the time derivative
model.
Potential improvements could be gained through better treatment of the individual non-
equilibrium terms in the polynomial approximation. For example, V and ∂U
∂x
could be
interpolated separately while ∂U
∂y
and U are taken from the wall model solution. Further
improvements in the eddy viscosity formulation could be obtained by matching the LES
eddy viscosity at the interface location, similar to the work of Wang and Moin [12], or
through formulations that result in analytic solutions to the wall model equations. Addi-
tionally, the extension of the wall model equations to include the temperature boundary
condition as well as the effects of moderate to strong compressibility can be performed. A
notable drawback of the proposed wall model is the behavior of the time derivative model
in the initial stages of a flow simulation. If the flow within the wall model is in perfect
equilibrium (i.e., the pressure and velocity is constant), the reduction factor ζ would be
zero and no change in the wall shear stress would happen. Physically, this scenario cannot
happen, but it can happen in the start of a numerical simulation. If a simulation is initial-
ized with constant initial conditions and constant inlet for a flow without inviscid gradients
(e.g., channel flow), the wall model would predict no wall shear stress and the flow would
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not develop. Edge cases such as these must be accounted for in future development and
validation of the time derivative model.
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