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Abstract
This thesis explores the vibrant phenomena of spin Hall nano–oscillators
(SHNOs); from wideband oscillation at the GHz range, through propagating
spin–wave emission, to mutual synchronization in two–dimensional SHNO
arrays, and tries to lay the foundation for a far-reaching SHNO technology,
targeting magnonics, microwave signal generation, and neuromorphic
computing.
After a short introduction to the theoretical background in Chapter 1, in
Chapter 2, ways of improving the spin transport properties between NiFe and Pt
are explored: an 0.4 nm ultra–thin layer of Hf at the NiFe/Pt interface is found
to reduce the threshold current by 20% as a result of the change in spin mixing
conductance GÖeff. Then, W/CoFeB/MgO stacks with perpendicular magnetic
anisotropy (PMA) are used to demonstrate wide frequency tunability and
sub–mA threshold currents in CMOS compatible SHNOs. By further increasing
the PMA, the auto–oscillation frequency exceeds the ferromagnetic resonance
(FMR) frequency, turning the SHNO into a propagating spin–wave emitter in
which the propagation wave–vector is tunable with applied current and field.
Finally, a GHz nano-scale SHNO modulated by an 80 MHz radio–frequency
(RF) current is presented. The modulation needs no bulky microwave mixer,
promising a compact modulator unit.
Chapter 3 introduces two–dimensional SHNO arrays. Robust mutual
synchronization is demonstrated in arrays accommodating up to 64 oscillators,
achieving record high quality factors of 170,000 at an operating frequency
of 10 GHz. Injection of two external microwave signals reproduces the
two-dimensional synchronization maps used in neuromorphic vowel recognition.
Chapter 4 emphasizes the importance of individual SHNO control in
arrays. Gated SHNOs are demonstrated with substantial voltage tuning of
the threshold current and the SHNO frequency. Voltage controlled mutual
synchronization is also demonstrated. The MgO/AlOx/Si3N4 gate is found
to exhibit a memristive behavior governed by ion migration and acts as an
embedded memory making each SHNO a complete non-volatile oscillator with
integrated weights. The exciting nature of coupled non-volatile oscillator arrays
controlled by electric field could lead to a paradigm shift in non–conventional
computing.
Chapter 5 discusses the implications of the demonstrated SHNO technology
and how it may impact future applications.
Keywords: spin Hall effect, spin Hall nano-oscillators, microwave, spin
wave, synchronization, neuromorphic computing, memristor.
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Introduction
As we approach the era of the Internet of Things (IoT), communication systems
and processing hardware are advancing together to meet the requirements
of multiple converging technologies, including real-time analysis, wirelessly
connected sensors, machine learning, connected objects, and embedded systems.
Following Moore’s Law, recent technological advances in the microelectronics
industry have led to unprecedented improvements in processing speed and
power consumption, by pushing CMOS technology to ever smaller nodes.
However, with the looming end of Moore’s Law and the increasing demand for
higher speeds in mobile applications, we are on the verge of a new revolutionary
technology that will replace the model of Von Neumann computing that has
ruled the industry for over fifty years. In particular, emerging paradigms—such
as big data and machine learning for connected objects—require the storage
and handling of enormous amounts of data, which must then be fed to
processing units running on massive CPU or GPU clusters or cloud–based
computing platforms. Compared to what will be required for such systems,
even current state-of-the-art processing, storage, and wireless units will seem
bulky, power-hungry, and slow in the very near future.
The field of spintronics, which revolutionized the mass storage industry
in the late 1990s with the discovery of GMR [1, 2], has been actively
addressing these challenges. Spin transfer torque magnetic random access
memory (STT-MRAM) has been recognized by Intel and Samsung [3, 4] as
an appealing candidate for a fast, nonvolatile replacement for embedded flash,
which is facing insurmountable scaling challenges. It also holds great promise
even for the realization of universal memory [5–7]. Extensive research by the
spintronics community has aimed at achieving nanoscale spin-based microwave
components, such as microwave generators [8–11], rectifiers [12], spin diodes
[13], spin–wave generators [14, 15], and modulators [16–23], which could be
used as building blocks of communication systems.
Spin transfer torque (STT) and spin-orbit torque (SOT) driven oscillators
are promising candidates for such next–generation microwave devices. Studies
of STT-driven oscillators in extended magnetic layers have shown the existence
of high-frequency SWs [24], including propagating SWs [25–28], SW localized
SW modes [29–31], and magnetic droplets [32, 33]. In such devices, the
magnetodynamics is excited when the spins produced by the ferromagnetic spin
polarizer layer pass through a spin transparent layer and reach the adjacent
magnetic free layer. Spin valves (SV) and magnetic tunnel junctions (MTJ)
are examples of such devices.
However, the main issue with spin–based microwave components is the low
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level of output power and the high level of phase noise. Synchronization of
multiple oscillators has been proposed to mitigate both these drawbacks [8,
34–36]. Synchronizing many STT oscillators involves a number of significant
fabrication challenges. With SOT and the spin Hall effect (SHE) attracting
more attention, a new concept of oscillators driven by pure spin current has
been proposed in the form of spin Hall nano-oscillators (SHNOs) [37, 38]. While
SHNOs face the same challenges as STT oscillators in terms of output power
and coherency, they offer a realistic path towards much larger ensembles of
synchronized oscillators. Synchronization of nine SHNOs was demonstrated in
2017 [9], achieving a dramatic increase in the output power and improvement
in the signal coherency. Thanks to their open geometry, the magnetodynamics
in SHNOs can also be studied directly by optical means, such as BLS [9, 39]
and Kerr microscopy [40, 41].
This thesis investigates a number of approaches and geometries in order to
study SHNOs for applications such as CMOS compatible wideband microwave
signal generation, signal modulation, emission of propagating SWs, and
neuromorphic computing. Through the synchronization of two-dimensional
SHNO arrays, the thesis explores an efficient approach to remarkably coherent
microwave signals. In two-dimensional SHNO arrays, an individual SHNO
operating at a gigahertz frequency is coupled to neighboring SHNOs, imitating
the oscillatory behavior of neurons connected to their neighbors via synapses.
There are proposals to use coupled oscillators network as ultrafast and efficient
non-Von Neumann computing paradigms for a range of applications [42–51].
Implementing such paradigms will transform spintronics in a technology capable
of providing all the pieces of the IoT puzzle, from fast memory to ultra–compact
communication systems and processing units.
The thesis is organized as follows:
Chapter 1 presents an introduction to the underlying physics needed
to understand and explain the experimental results presented in the later
chapters. The chapter provides schematic illustrations of the measurement
techniques and setups to help readers grasp the measurement conditions and
the notation used throughout the thesis. A brief introduction to the Kuramoto
model for coupled synchronized oscillators is provided to familiarize readers
with synchronization phenomena. The fabrication processes and materials
developed by us for micro-nano-fabrication are explained and compared with
conventional methods. Where further processing steps are needed for a device,
a detailed description of these steps is provided in the section introducing the
device.
Chapter 2 begins with a description of the Hf dusting of the NiFe/Pt
interface, which helps achieve a lower Gilbert damping constant, with a direct
impact on the auto-oscillation (AO) threshold current in both the SHNO and in
two-dimensional SHNO arrays. We then describe the physics behind modulating
the damping constant. An SHNO based on W/CoFeB/MgO is then introduced;
in this device, a record high spin Hall angle of 53% is obtained, leading to a
significantly improved threshold current. Such devices show large frequency
tunability thanks to the moderate perpendicular magnetic anisotropy (PMA)
at the CoFeB/MgO interface. We later discuss how introducing substantial
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PMA pushes the AO frequency to exceed the ferromagnetic resonance (FMR)
frequency. As a result, the localized SW mode becomes a propagating SW mode,
which is an exciting phenomenon for magnonic and wave-based computing.
The chapter concludes with a promising application of SHNOs as signal
modulators. An SHNO operating in the GHz regime is modulated at 80 MHz
and its modulation behavior modeled analytically for use in designing the
demodulator at the receiver end.
Chapter 3 introduces two–dimensional SHNO arrays in a range of sizes;
a record quality factor of Q = 170,000 is achieved for the largest array of
8ˆ8 synchronized SHNOs operating at 10 GHz. An analysis of linewidth and
peak power versus the number of synchronized SHNOs, N , shows perfect N´1
scaling for the linewidth. The peak power, however, does not follow N2 scaling,
instead experiencing a rollover caused by the phase shift among the SHNOs.
The chapter discusses how the complex nature of coupled oscillators would
open up new approaches to bioinspired and neuromorphic computing.
Chapter 4 describes a route towards controlling the frequency of an SHNO
and the coupling between SHNOs using a gating mechanism. The electric field
supplied by the gating has a direct effect on both the PMA and the damping,
which alters the operating frequency and the threshold current of the SHNO.
Controlling individual oscillators is an essential part of computing based on
oscillatory networks, where it is needed to allow inputs to the system and to
alter the state of the artificial neuronal activities. Our gating structure also
operates as an embedded memristor that controls the SHNO frequency. This
memristor associates the SHNO frequency with its internal resistance state,
acting as a short-term memory element.
Chapter 5 summarizes the entire thesis and discusses the prospects of the
SHNO devices described throughout the thesis.
3
4
1Background and methods
1.1 Theoretical background
1.1.1 Anisotropic magnetoresistance
Magnetoresistance (MR) is a property of materials that causes their
electrical resistance to change when an external magnetic field is applied.
This phenomenon is more common in ferromagnetic (FM) materials.
MR can arise in magnetic materials from a variety of effects, including
negative magnetoresistance and anisotropic magnetoresistance (AMR) [52]. In
multilayer ferromagnetic systems, MR can have other origins, such as giant
magnetoresistance (GMR) [53] and tunneling magnetoresistance (TMR) [54],
which are both stronger effects than AMR. Throughout this thesis, we use
only AMR. However, all results and devices presented in the thesis may later
be further enhanced using either GMR or TMR.
AMR refers to a change in a material’s resistance caused by the relative
orientations of magnetic moments and of the current passing through the
material; this is a phenomenon that emerges from the spin-orbit interaction.
In AMR, the resistance of the material is at a maximum when the current
and magnetization are in a parallel configuration, and at a minimum when
perpendicular. For a typical thin ferromagnetic layer, the AMR value is less
than 1% at room temperature [55]; however, in emerging semimetal topological
materials, it can reach a few hundred percent [56]. The resistivity can then be
described through the angular dependency:
ρ = ρK + (ρ|| ´ ρK)cos2θ, (1.1)
where ρK and ρ|| stand for the resistivities with the magnetization
respectively parallel and perpendicular to the direction of the current; θ is the
relative angle between the magnetization and the current. The AMR value is
finally defined as the ratio (ρ|| ´ ρK)/ρK ˆ 100, expressed as a percentage.
1.1.2 The spin Hall effect
What is now called the spin Hall effect (SHE) was predicted in 1971 by two
Russian scientists, M. I. Dyakonov and V. I. Perel, who also introduced the
5
term “spin current” [57, 58]. The term “spin Hall effect”, was introduced by
Hirsch in 1999 [59]. About a century prior to that, E. H. Hall had discovered
the normal Hall effect, in which a charge current is generated in a conductor
upon applying crossed electric and magnetic fields. Caused by the Lorentz force,
the generated charge current is transverse to both applied fields. Analogous
to the normal Hall effect, the SHE emerges as a pure spin current transverse
to the applied electric field in the absence of the applied magnetic field. The
spin Hall effect was experimentally demonstrated in 1984 by Bakun et al. [60],
about a decade after its prediction. A consequence of this phenomenon is the
accumulation of spin-up and spin-down electrons moving in opposite directions,
with no overall charge current; this can be considered a flow of spin angular
momentum.
The SHE is more dominant in certain nonmagnetic metals with strong
spin-orbit interactions, such as platinum (Pt) [61], tungsten (W) [55, 62, 63],
tantalum (T) [64], and palladium (Pd) [65], but is not limited to these materials,
as there are many emerging materials being discovered, including topological
insulators [66] and heavy metal alloys [67], that show very large spin Hall angle
values.
The spin Hall angle (θSH) of a material is therefore the effective ratio at
which the charge current is converted into a pure transverse spin current. It is
defined as θSH = Js/Je, where (~/2e)Js and Je are the spin and charge current
densities, respectively. The spin Hall angle can take a positive or negative value,
depending on whether the magnetic moment of the generated spins rotating
around the charge current follows the right-hand or the left-hand rule.
1.1.3 Dynamic properties of magnetization
A magnetic moment experiences a torque τ when an applied magnetic field
H acts so as to bring the moment and the H vector into alignment. This
torque can be expressed as τ = mˆH. Considering the classical mechanical
approach, torque is defined as the time evolution change in angular momentum
L, described as τ = BLBt . The angular momentum from which the electron’s
magnetic moment arises is given by:
m = ´γL, (1.2)
where γ is a material-dependent constant called the gyromagnetic ratio.
Taking the time derivative of Eq. 1.2 results in the precessional term of
the magnetization dynamics:
Bm
Bt = ´γ(mˆH) (1.3)
This equation can also be used for the macroscopic scale magnetization M,
which will be referred to throughout this section. The dynamics at the atomic
levels involves interactions between spins, electrons, and phonons, with energy
being transferred during these interactions, causing relaxation. The relaxation
emerges as a damping torque which brings the precessional motion towards
the applied magnetic field, seeking to align the magnetic moment with H. In
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1935, Landau and Lifshitz formulated the precessional dynamics [68], and in
1955, T. L. Gilbert reformulated their equation [69] expressing the sum of
all relaxational processes through a single damping constant as the intrinsic
property of the magnetic material—the so-called Gilbert damping, alpha. Since
then, the Landau–Lifshitz–Gilbert (LLG) equation has been used to describe
the magnetization dynamics:
BM
Bt = ´γMˆHeff ´
γα
M
Mˆ (MˆHeff), (1.4)
In Eq. 1.4, Heff accounts for the effective magnetic field, including
demagnetization, the Zeeman effect, the anisotropic field, and the exchange
field.
Solving the differential equation Eq. 1.3 (i.e. the zero damping version of
Eq.1.4) in the frequency domain results in a steady state precession of the
magnetization around the effective magnetic field when all field components
other than the external applied magnetic field are omitted. It thus results
in the precession frequency as expressed by the Larmor frequency, γ/2piHext.
In reality, this is rarely the case, as other field components play major roles,
introducing other terms in the Larmor frequency for an applied field
#»
H at
arbitrary angle, θH , as follows:
θH
θint
y
x
z
M
H
FM
Figure 1.1: Representation of the magnetization vector
# »
M in an applied
magnetic field
#»
H with the associated angles with respect to the film surface
normal (z-axis)
f =
µ0γ
2pi
a
H1H2,
H1 = H cos (θH ´ θint)´ 4piMeff sin2 2θint,
H2 = H cos (θH ´ θint) + 4piMeff cos 2θint + 2K2s sin
2 2θint,
(1.5)
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where
# »
Meff is the effective magnetization field, defined as
Meff = 4piMs ´ 2K1
Ms
´ 4K2
Ms
cos2 θint, (1.6)
where K1 and K2 are the first and second order effective uniaxial
anisotropies.
#»
H and
# »
M are the applied magnetic field and magnetization vector
of the FM, with their corresponding angles θH and θint, respectively (Fig. 1.1).
At the resonance conditions for the in-plane (θH = 90) and out-of-plane
(θH = 0) applied fields, Eq. 1.5 will reduce to Eq. 1.7 for fIP and fOOP.
fIP =
µ0γ
2pi
c
Hres
(
Hres + 4piMs ´ 2K1
Ms
´ 4K2
Ms
)
,
fOOP =
µ0γ
2pi
(
Hres ´ 4piMs + 2K1
Ms
)
.
(1.7)
For an in-plane magnetized film, for example of NiFe, the anisotropy
constants K1 and K2 are very small and can be neglected. However, as we will
see in the following chapters, the anisotropy constants can be sufficiently large
(in our case, as a result of perpendicular magnetic anisotropy) to partially cancel
out the demagnetization field, even resulting in an out-of-plane magnetized
magnetic layer.
After 40 years of use, another term was added to the LLG equation to
account for spin transfer torque (STT), paving the way to the development
of current driven spintronics. Slonczewski introduced the STT term in 1996
in a paper [24] entitled “Current-driven excitation of magnetic multilayers”.
He reformulated the LLG equation as Eq. 1.8, which is now known as the
Landau–Lifshitz–Gilbert–Slonczewski (LLGS) equation.
BM
Bt = ´γMˆHeff ´
γα
M
Mˆ (MˆHeff) + τMˆ (MˆP), (1.8)
Slonczewski’s term stands for a current-induced spin torque from the
polarization vector P of the spin current and τ is the driving torque. The
STT term can act as an additional damping term or counteract the Gilbert
damping torque term (the second term in the LLGS equation)—that is, act as
negative damping—and ultimately compensate for it, resulting in a steady-state
precession of the magnetization, or even flipping the magnetization to the
opposite direction along the easy axis. The SHE has attracted considerable
attention as an emerging method of generating pure spin current in GMR
and TMR multilayers, outperforming the conventional method of using spin
polarized layers.
1.1.4 Perpendicular magnetic anisotropy
At equilibrium, the magnetization of most ferromagnetic materials resides
in the film plane. This is due to the so-called demagnetization field, which
arises whenever the magnetization has a component along the normal of the
surface of a magnetic material. The demagnetizing field makes it energetically
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favorably for the magnetization to lie in a direction that minimizes the
surface integral of this component, which in the thin film geometry strongly
favors the in-plane orientation. However, strong spin-orbit interaction can
lead to certain types of magnetic structures having a very large interfacial
internal magnetic field perpendicular to the film plane, which counteracts for
the demagnetization field, and which under certain condition overcomes the
demagnetization field, bringing the magnetization to lie perpendicular to the
film plane. A very well-known family of such structures is the (Co/Pt)n and
(Co/Pd)n multilayers [70–72] in which the magnetic anisotropy arises from
strong spin-orbit interaction of heavy metal layer. Perpendicular magnetic
anisotropy (PMA) has been observed in a variety of different structures
with amorphous and crystalline oxides, and also in transition metals, such
as Co [73] and Fe [74], and in alloys such as CoFe [75] and CoFeB [76].
None of these materials have heavy atoms, nor do they have very strong
spin-orbit interaction, yet they show a strong PMA. Oxide-based PMA has
shown remarkable anisotropy amplitudes, comparable to traditional (Co/Pt)n
interfaces. In fact, x-ray absorption (XAS) and x-ray photoemission (XPS)
analysis show that the anisotropy arises from the interface between the oxide
layer and the ferromagnetic layer, where chemical bonds form between the
oxygen ions of the oxide and the ions of neighboring transition metal [77].
Ab initio calculations have confirmed the experimental analysis, showing that
there is hybridization between the oxygen sp orbitals and the dz2 orbitals in
the transition metal (Co or Fe), producing strong anisotropy [78]. Since it was
first described, Oxide-based PMA has been observed at many different oxide
interfaces, such as HfO [79], MgO [78], AlOx [80], and TaOx [81].
The discovery of PMA in CoFeB-based MTJs—the most promising
candidates for the commercialization of STT-based magnetoresistive random
access memory (MRAM)—represented a great leap towards drastically
reducing the threshold current for switching the free layer in MTJ cells. The
threshold current in in-plane magnetized layers is strongly affected by the
demagnetization field, as the STT needs to overcome the demagnetization field
to flip the magnetization direction. As PMA offers substantial compensation for
the demagnetization field, switching is now possible using very low currents [82].
As will be discussed in Chapter 2, PMA plays a major role in designing a
new type of SHNO that is compatible with the CMOS process and with the
conventional materials used in the MRAM industry.
1.1.5 Spin Hall nano-oscillators
Once the spin transfer torque overcomes the damping in the ferromagnetic
layer, the magnetization enters steady–state precession around the effective
magnetic field, Heff. As discussed earlier, the SHE is one way of producing
the spin current. We would expect to obtain sustainable precession of the
magnetization if the ferromagnetic layer is at the vicinity of the heavy metal,
where the spins that accumulate at the HM–FM interface will eventually diffuse
to the ferromagnetic layer, exciting the magnetization dynamics. However,
there are also interfacial losses such as HM transparency loss [84, 85] and spin
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a b c d
Figure 1.2: Different types of SHNO devices. (a) MTJ-SHNO, (b) nanogap
SHNO, (c) nanoconstriction SHNO, and (d) nanowire SHNO
. Reproduced from [83]
memory loss [86, 87]. The former can reflect the spins back from the interface,
while the latter accounts for spin information loss due to spin-flip scattering
at the interface. Interfacial losses mean that the spin diffusion is not a lossless
process. ξSH is the ratio for the spin current to the injected charge current,
which accounts for losses in the spin diffusion. The value of ξSH will thus always
be smaller than θSH.
In order to sustain precession in the FM layer (discussed in Section 1.1.3),
the spin current density needs to reach a certain threshold. To satisfy the spin
density requirement, STT-based spintronic devices are fabricated in nanoscale
dimensions to provide a high charge current density, and consequently a
high spin current density. The same current density requirement applied to
SHE based oscillator. As the SHE provides spin current in the transverse
direction, the SHE driven oscillators (also called SHNO) have been proposed
in different nanoscale geometries. MTJ-SHNOs [64, 88], nanogap SHNOs [37,
89], nanoconstriction SHNOs (NC-SHNO) [38], and nanowire SHNOs [90] are
examples of such SHE based devices schematically shown in Figure 1.2a–d [83].
In 2012, Demokritov et al. proposed the first magnetic oscillator driven by pure
spin current [37]. Their device (shown schematically in Figure 1.2b) consisted
of a NiFe/Pt bilayer in which two electrodes confine the current at the gap
between two electrodes in order to deliver a high spin current density. The STT
from the spin current maintains the magnetization precession, which leads to
an oscillating device resistance through the AMR. The product of the resistance
oscillation and the charge current then creates a microwave voltage across
the electrodes. The excited mode in their device was a localized spin-wave
mode, as localized dynamic objects free from radiation losses resulted in the
lowest oscillation threshold current. Following the work of Demokritov et al.,
researchers at Cornell University published their results on a three-terminal
MTJ (Figure 1.2a), in which the free layer at the bottom was excited by the
adjacent Ta layer acting as an HM. This delivered higher power thanks to its
high TMR [88], rather than the AMR used in the research of Demokritov et al.
Again in 2014, Demokritov’s group pushed their idea further by proposing
a nanoconstriction-based spin Hall nano-oscillator [38] as illustrated in
Figure 1.2c, in which “the localized auto-oscillation mode arises due to
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confinement in a potential well produced by the nonuniformity of the internal
static magnetic field in a bow-tie-shaped magnetic nanoconstriction” [38]. The
large volume of oscillating magnetization makes the oscillator less sensitive
to thermal fluctuations. Their discovery opened the door to a new type of
microwave spintronic device that is easily fabricated as single oscillators or as
stacks of oscillators, and which can also be probed by optical means such as
with a Brillouin light scattering microscope (BLS), as will be discussed later.
1.1.6 Frequency–amplitude non–linearity
The nature of a localized auto oscillation mode in SHNO keeps the frequency
below FMR frequency where radiation losses are prevented since there is
no propagation. The frequency behavior of the oscillator, however, can be
described by a nonlinear equation as follows:
ω(|c|2) = ω0 +N |c|2, (1.9)
Where ω0 is the natural frequency of the SW, c is the complex dimensionless
SW amplitude, and N is the coefficient of the nonlinear frequency shift for a
normally magnetized film. Eq.1.9 clearly shows that the frequency of the SW
mode depends on its amplitude. The N Can take both positive and negative
values to shift the frequency of the oscillation up or down. For an isotropic
magnet, the nonlinearity coefficient is zero. In SHNO, however, the in-plane
shape anisotropy holds the magnetization vector in the film plane, keeping the
N strongly dependent on the strength and orientation of the applied magnetic
field. Also, introducing a strong PMA can counteract the shape anisotropy and
cancel out the demagnetization field partially (or even completely), as well as
bring the magnetization vector out of the film plane. The PMA then adds to
the nonlinear coefficient a component with the opposite sign to the component
associated with the shape anisotropy, leading to a global N calculated using
the method proposed in [91, 92]. As we will see in the third chapter, Obtaining
a substantial positive N ,i.e,, by tuning the PMA, can push the frequency of
the localized SW to exceed the FMR frequency where spin–wave propagation
is allowed.
1.1.7 Synchronization in SHNO
Synchronization in the classical context refers to the adjustment of the period of
self-sustained periodic oscillators via weak interactions; that is, the adjustment
in terms of phase–locking and unison of frequencies. In the seventeenth century,
Christiaan Huygens [93, 94] discovered the phenomenon when he observed the
synchronization of two pendulum clocks that he had built.
“... It is quite worth noting that when we suspended two clocks
so constructed from two hooks imbedded in the same wooden
beam, the motions of each pendulum in opposite swings were so
much in agreement that they never receded the least bit from each
other, and the sound of each was always heard simultaneously.
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Further, if this agreement was disturbed by some interference, it
reestablished itself in a short time. For a long time I was amazed
at this unexpected result, but after a careful examination finally
found that the cause of this is due to the motion of the beam, even
though this is hardly perceptible.”, he wrote.
The implications of his discovery were not fully understood until 1920,
when B. Van der Pol developed a theory and experimentally demonstrated
the synchronization of triode electronic generators [95]. Synchronization of
self-sustained oscillators occurs on the basis of their phase φ, which is a value
that parametrizes the motion along a stable limit cycle. The phase can be
described as a time-varying variable dφ/dt = ω0, where ω0 is the natural
frequency of the oscillation. Two interacting oscillators have the following
generalized phase relationship:
φ˙1 = ω1 + f1(φ2, φ1),
φ˙2 = ω2 + f2(φ1, φ2).
(1.10)
ba
Figure 1.3: Mechanical analog model of coupled oscillators showing (a)
non-symmetric couplings Kij , i, j = 1, 2, and 3 .(b) phases φi for oscillators
mi, i = 1, 2, and 3.
Each oscillator is running on its own natural frequency ωn. The influence of
the second oscillator on the first is described by the function f1, and influence
of the first on the second by f2. In general, these two functions can be different.
In the injection locked case, one of the functions is zero. In the case of ideal
mutual synchronization, Eqs. 1.10 can be modified by using symmetric influence
functions:
φ˙1 = ω1 + f(φ2, φ1),
φ˙2 = ω2 + f(φ1, φ2).
(1.11)
If we now assume that the interaction only depends on the phase difference
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between the two oscillators, we have
φ˙1 = ω1 + f(φ2 ´ φ1),
φ˙2 = ω2 + f(φ1 ´ φ2).
(1.12)
Considering only the f term, when we have (φ2´φ1)mod ă pi, this means
that the first oscillator is lagging behind the second oscillator on a circle as
shown in Figure 1.3b. We would here like to speed up the first oscillator so
that it catches up with the second oscillator. This can be done by requiring
f(φ2 ´ φ1) ą 0. This also means that the second oscillator slows down.
Likewise, if now the second oscillator falls behind the first, then 2pi ą
(φ2´φ1)mod ą pi. The first oscillator should now be slowed down and the
second should accelerate, giving f(φ2 ´ φ1) ă 0. One particular coupling
function f fulfilling these conditions is described by Eq. 1.13,
f(φ2 ´ φ1) = K
2
sin(φ2 ´ φ1), (1.13)
where K is the coupling constant. Eq. 1.12 can be reformulated as follows:
φ˙1 = ω1 +
K
2
sin(φ2 ´ φ1),
φ˙2 = ω2 +
K
2
sin(φ1 ´ φ2).
(1.14)
By subtracting the two equations in Eq. 1.14 and putting x = φ2´φ1, Eq. 1.14
simplifies to
x˙ = δω ´K sin(x), (1.15)
where δω = ω2 ´ ω1 is the difference in the natural frequencies. By solving
Eq. 1.15 for the values of x, we obtain x˙ = 0, which means the two oscillators
have the same time derivative of their phases. We need K ą Kc = δω for a
stable answer for x as follows:
x = φ2 ´ φ1 = α = sin(δω/K). (1.16)
The solution implies that:
• If the natural frequencies of both oscillators are the same, meaning that
δω = 0, then the two oscillators will be synchronized with zero phase
difference α = 0.
• If δω ‰ 0, the oscillators will be synchronized for coupling values K ą Kc.
In this case, they have a finite phase difference of sin(δω/K).
In 1975, Kuramoto proposed a model [96, 97] describing the synchronization
of a large set of coupled oscillators. He took inspiration from chemical and
biological oscillators which now have numerous applications in neuroscience.
His model is built on the basis of a few assumptions including the existence of
weak coupling, similarity of the oscillators, and sinusoidal dependence of the
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phase difference between them. His model for the general case of N oscillators
with all-to-all coupling can be written in a very similar way to Eq. 1.14:
φ˙n = ωn +
K
N
ÿ
m
sin(φm ´ φn). (1.17)
The coupling between each pair of oscillators can be written as a matrix of Kij ,
i and j are the i-th and j-th oscillators as shown in Figure 1.3a. Analyzing
this case when we have a coupling matrix Kij is difficult, and can result in
very different and complex dynamics. However, we can summarize some of the
general results:
• For any coupling strength, all the oscillators with the same natural
frequencies will synchronize. This scenario implies a zero phase difference
throughout the entire network.
• For modest differences in natural frequencies, and for reasonably large
coupling, the network merges into a synchronized state exhibiting pairwise
phase differences between oscillators within the network. The phase
difference grows with the variance in natural frequencies.
• For weak coupling, and/or large variation in natural frequencies, the
network of oscillators never synchronizes.
• For intermediate coupling, the oscillators might synchronize as small
clusters, but fail to synchronize as an ensemble.
Synchronization of spin transfer torque and spin-orbit torque oscillators
was proposed because they inherently suffer from large linewidth, resulting
in high phase noise and low output power. Synchronization aims to increase
the power and coherency of the output signal by suppressing phase noise.
The first synchronization of spin transfer torque oscillators was reported
back-to-back in two Nature papers in 2005 [34, 98], where propagating
spin waves were responsible for the coupling between two nanocontact spin
transfer torque oscillators (NC-STO) that shared the same free magnetic
layer. It took researchers four years to increase the number of synchronized
oscillators to four sub-GHz vortex oscillators [99] which synchronize via direct
exchange interaction between neighboring vortices and antivortices. This slow
progress lasted for another four years, until spin–wave synchronization of three
high-frequency NC-STOs were reported in 2013 [36]. It was shown in the work
of Sani et al. [36] that, as the number of synchronized oscillators increases, the
output power and the signal coherency keep improving dramatically. In 2016,
five NC-STOs were reported by Houshang et al. to synchronize when placed
in such a way that their SW beams coincided [35]. Finally, in 2018, Tsunegi et
al. showed an approach to scaling up to eight STOs coupled electrically via
directional couplers, reaching 16 µW integrated power and a 54 kHz linewidth,
operating at few hundred MHz. Although their research shows the importance
of synchronization in improving the output signal, a bulky electronics setup is
needed to realize it.
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While progress has been slow for STT-based oscillators, the synchronization
of SOT-based oscillators was achieved very rapidly. My colleagues reported the
first mutually synchronized SHNOs in 2017, with up to nine oscillators lined up
in a chain achieving synchronization [9]. SHNO chains offer significantly higher
output power than single oscillators, while the signal coherency (linewidth)
can be improved to reach sub-MHz values. They also are accessible to BLS
microscopy in both the time and frequency domains, which allows us to study
the high-frequency dynamics involved in synchronization. As we will see in
Chapter 3, scaling up SHNO numbers in a two-dimensional arrays makes
it possible to synchronize as many as 64 SHNOs and to obtain an order of
magnitude improvement in the output signal quality factor (Q =170,000)
compared to the earlier highest value reported (Q =18,000) in 2004 [100].
1.1.8 Memristors
A memristor is an element that relates charge q and flux φ, rather like how
a resistor relates voltage V and current I, a capacitor relates voltage V and
charge q, and an inductor relates current I and flux φ. Memristors were
predicted in 1971 by Leon Chua [101], but were only realized in 2007 at
Hewlett-Packard [102–104]. The device takes its name from both memory and
resistors: its resistance depends on how much electric charge has passed, and in
what direction, at the last operation. In other words, the device remembers its
resistance when the electric power turned off. The Hewlett-Packard memristor
is made of a few nanometer titanium dioxide layers sandwiched between two
platinum contacts. The titanium dioxide layer has two parts, the first of which
was doped with oxygen vacancies (TiOx) and has low resistivity; the other
part is a stoichiometric TiO2 insulator (Fig. 1.4a). Upon applying voltage,
the oxygen vacancies start to drift and expand the low resistivity zone (W),
consequently reducing the thickness of the TiO2 part. As the thickness of the
TiO2 part continues to drop, the field emission transport becomes dominant
and the memristor is set in one of its low resistance states. If the voltage
polarity is reversed, the oxygen vacancies are pushed back, and now the low
resistivity TiOx part is squeezed while the TiO2 insulating layer extends its
border, resetting the device to a high resistance state. Figure 1.4b shows the
current–voltage (I–V ) profile of a typical memristor, in which the low resistance
state is defined by the current compliance (CC) of the voltage source.
If a device is to be a memristor, the I–V curve must be pinched at the
origin of the I–V plot, which means that the memristor does not hold any
energy when no power is supplied. Many different types of memristors have
been proposed on the basis of different materials and technologies. For instance,
redox-based memristors [105] include metal–ion and oxygen–ion devices [106].
The former operates on the basis of the migration of metal ions, which make a
conductive path that can be reversibly formed into a conductive–nonconductive
path. The latter category works on the basis of oxygen vacancies expanding or
suppressing the low resistivity region, depending on the voltage polarity. Other
types of memristors include electronic ones based on electron trapping [107,
108] and Mott insulators [109, 110]. Memristor types are not limited to these
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Figure 1.4: The first memristor proposed by HP [102, 104](a) Device schematic;
(b) the I–V curve of a typical memristor.
categories. There are also spin transfer torque (STT) [111, 112] and phase
change memristors [113, 114], which may be promising candidates for highly
scalable and integrated memory cells and bioinspired computing.
1.2 Methods
1.2.1 SHNO fabrication
Fabrication of SHNOs has been described in previous works published by our
group [115, 116]. However, in this thesis, a substantial modification will be
introduced to improve the fidelity of the samples and their performance. In
particular, it becomes essential to have identical oscillators to build long chains
of mutually synchronized SHNOs and, even more importantly, for mutually
synchronized two-dimensional SHNO arrays. We also demonstrate an entirely
CMOS-compatible process and devices. We have adapted our choice of material
and processing conditions to be suitable for high resistivity silicon substrates
and have fabricated a number of different types of SHNOs. In this section,
we explain the common processes used for all types. When we introduce the
devices and the result pertaining to them in later chapters, more detailed
fabrication processes will be provided.
1.2.2 Choice of substrate and thin film deposition
Selecting an appropriate substrate is a significant factor for the future
application of SHNOs, as these devices should operate at rather high charge
current densities. The high current density generates a significant amount
of heat in nanoscale regions, which the substrate then needs to dissipate.
Also, if SHNOs are become commercially viable, CMOS compatibility will be
needed to provide on-chip readout circuitry. As CMOS technology is more
mature and prefers silicon as its standard substrate, we have pushed our
fabrication process toward entirely silicon-based processes. Silicon (ă 1 0 0 ą)
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substrates, grown by float-zone techniques and possessing resistivities as high
as 10,000 Ω.cm, are used as the starting substrates. Silicon also offers a very
high thermal conductivity of 150Wm´1k´1, giving it six times greater thermal
conductivity than sapphire (25 Wm´1k´1) and 150 times greater than silicon
oxide (1 Wm´1k´1), which are substrates typically used in prior spintronics
reports [115, 116].
In order to deposit the multilayers used as starting stacks, an AJA Orion-8
ultrahigh vacuum sputtering system with 1ˆ 10´8 mTorr base pressure was
used. The system accommodates seven guns in confocal configuration, and
each gun can be used as both an RF and DC sputtering source. The AJA
II-300 also enables us to co–sputter two materials at the time through the
individual RF and DC sources. All layers were sputtered at 3 mTorr Ar pressure.
The sputtering system can perform in-situ annealing at up to 800 ˝C and
at a controllable rate. This option was used to induce PMA in CoFeB-based
oscillators [55]. The deposition rate for each material was determined by
using a quartz crystal thickness monitor (QCM), and the value obtained was
confirmed using a Woollam M2000 ellipsometer for the elements and a Dektak
profilometer for the alloys.
1.2.3 Optical lithography
In order to accurately allocate the SHNOs over the substrate, which is already
covered with the multilayer stack, it is important to have some alignment
markers to serve as references. The electron beam lithography (EBL) machine
uses these alignment markers to coordinate the writing process. Since the EBL
detection mechanism is based on secondary electrons when the electron beam
hits the substance, it is important to use markers made of materials that give
high contrast upon detection. Materials with rather low atomic numbers (Z)
tend to show low contrast when they are scanned by the electron beam. It is
thus necessary to define the markers with materials with higher Z numbers, and
to make them thicker to increase the number of secondary electrons scattered
from the markers. Tantalum (Ta) was chosen on account of its high atomic
number (Z = 73) and excellent adhesion to many substrates. The Ta markers
were defined by a lift-off process in which a double layer of 100 nm lift-off resist
(LOR 1A) and 1.3 µm S1813 positive resist were spun coated on the substrate,
followed by writing the marker patterns using a Heidelberg Instruments DWL
2000 laser writer. During the development process, the LOR layer dissolves
much more rapidly than the S1813, resulting in an overdeveloped layer beneath
the S1813. A 100 nm thick layer of Ta was then deposited by the sputtering
machine while the S1813 layer shadowed the underdeveloped LOR regions,
leaving no Ta deposited in those regions. After deposition, the sample was
immersed in a warm photoresist remover kept at 50 ˝C to remove the S1813
and the LOR. The microscale regions shadowed by the S1813 allowed the
remover to more easily attack the double layer at the edges of the pattern,
leaving no polymer-based residuals behind.
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1.2.4 Electron beam lithography
A state-of-the-art Raith EBPG 5200 EBL machine was used to define
the nanostructures studied in this thesis. Compared to the conventional
processes used for nanopatterning SHNOs—which employ polymer-based
negative electron resists, such as maN-2400—in this thesis, we use hydrogen
silsesquioxane (HSQ). HSQ is a class of inorganic compounds in which
crosslinking is achieved through the exposure to an electron beam, resulting in
a silicon dioxide structure that is insoluble in alkaline-based developers. The
conversion of HSQ to silicon dioxide allows the electron resist to achieve very
high contrast, thus enabling high resolutions of below 10 nm [117–120]. We
developed two distinct processes to define the patterns with the HSQ. The
first of these, the standard process, offers superior contrast to polymer-based
election resists, while the second process has even higher contrast than the
standard process; we refer to this as the high-contrast process. Both processes
have their respective advantages and disadvantages.
1.2.4.1 The standard process
The standard process is used for all the fabrication processes throughout the
thesis. It was designed to increase the layout fidelity of the fabricated SHNOs
in the chains and arrays, where the nanoconstriction curvature and width play
major roles in defining the natural frequency of the oscillator. As discussed in
Section 1.1.7 on synchronization, having similar natural frequencies helps the
oscillators synchronize with a smaller phase difference. The major drawback of
polymer–based electron resists, such as maN-2400, is the excessive redeposition
of the etched material on the resist sidewall during the etching process, and the
difficulty of removing the plasma-exposed resist after the etching process. This
sidewall redeposition, along with the excessive heat introduced by the plasma
etching to the surface of the resist, causes fence-like structures left behind
around the constriction region. These structures affect the magnetization
dynamics and disturb the system, especially when we are aiming for larger
arrays and chains. Figure 1.5 shows an AFM scan of the surface topology of
an SHNO device in which the 100 nm maN-2400 resist used as the masking
layer was removed after ion beam etching (IBE). The fence-like structures
surrounding the SHNO have been determined to have a maximum height
of 22 nm, while the bi-layer stack (Pt/NiFe) is only 11 nm thick, meaning
that an extra 11 nm of redeposited materials have been left as the fence. In
order to address these issues, we moved toward using HSQ as the standard
electron resist in our processes. The 2% HSQ was spin-coated at 3000 rpm on
the substrate containing the multilayer stack and the Ta markers, in order
to leave a 37 nm uniform HSQ layer. Note that it is crucial for the HSQ to
have excellent adhesion to the substrate, especially for lithography on noble
metals such as Au, Pt, and Pd. In all these cases, we applied a waterborne
adhesion promoter agent called SurrPass 4000 to facilitate lithography with
HSQ. SurrPass 4000 can be spin-coated at 5000 rpm for 60 s. The adhesion
can also be promoted by immersing the sample in SurrPass 4000 for 30 seconds
and then rinsing it in DI water. After spin-coating, the sample was loaded
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Figure 1.5: AFM microscopy of the surface of a SHNO fabricated SHNO using
maN-2400 electron resist. The inset shows a height map of the structure where
the bright regions correspond to the fence-like structures around the SHNO
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Figure 1.6: Electron-beam lithography of an 80 nm wide SHNO for (a)
maN-2400 and (b) HSQ (standard process) electron resists.
into a Raith EBPG 5200 EBL machine at 100 kV. The exposure dose was
chosen to be 2000 µC/cm2, and the beam current was set to 2 nA. After
exposure, the sample was immersed in MF CD-26 developer for 60 seconds.
The exposure dose for HSQ is dramatically higher than for maN-2400, as there
is no prebaking, and the crosslinking process is done entirely by electron beam.
The SEM images of EBL on maN-2400 (50 nm) and HSQ (37 nm) for
80 nm SHNOs are shown in Figure 1.6a and b, respectively. It is clear that the
HSQ outperforms its polymer-based counterpart in terms of pattern fidelity
and resolution. The superior performance offered by the HSQ becomes even
more important when we are aiming for longer oscillator chains and arrays.
Figure 1.7 shows SEM images of two chains of SHNOs: the oscillators for
HSQ (Fig. 1.7b), are identical and the nanoconstriction curvatures are very
smooth, compared to the same chain fabricated with maN-2400 (Fig. 1.7a).
The standard process for HSQ can easily achieve sub-20 nm resolution for
individual features. Figure 1.8 depicts a 20-nm SHNO obtained using the
standard process on HSQ.
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Figure 1.7: Electron-beam lithography for a chain of SHNOs. (a) maN-2400
and (b) HSQ (standard process) electron resists.
1.2.4.2 High-contrast process
The standard process for HSQ becomes challenging when the layout includes
dense patterns with small pitches. Additionally, when the HSQ is used as the
hard mask to etch rather thick layers (of more than 20 nm), the relatively
high etch rate of HSQ in the IBE machine makes it not an ideal candidate
for masking. It is thus important to have a sufficiently thick layer of HSQ
while maintaining the high contrast and high resolution. The high-contrast
process [121] uses 1 wt% NaOH and 4 wt% NaCl as a salty developer. Compared
to other developers that have been proposed for the high-contrast process, such
as 25 wt% TMAH, the salty developer is much safer to use in the cleanroom.
It is also more compatible with the fabrication process, as it does not attack
silicon, aluminum oxide, or aluminum.
Using the HSQ standard process, we obtained two-dimensional SHNO arrays
with a reasonable resolution and pattern fidelity. Moreover, we developed the
high-contrast process to further improve larger arrays with more SHNOs.
Additionally, as we plan to extend our arrays to embed MTJs on top of the
SHNOs, we will need high pattern fidelity and a thick HSQ mask to define the
SHNOs and MTJ pillars on the thick MTJ-SHNO stacks. For the high–contrast
process, it is crucial to have excellent adhesion of the HSQ to the substrate, as
the salty developer used in this process is harsher than the standard process
and can lift the whole crosslinked resist off if adhesion is poor. To address this,
we could deposit a very thin layer of Ti (2 nm) or Cu (2 nm), to which the
HSQ adheres very well when spin-coat over these layers. The 4% HSQ was
spin-coated on the substrate at 1700 rpm, leaving a 90 nm uniform HSQ layer.
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Figure 1.8: Electron-beam lithography for sub-20 nm SHNOs using the HSQ
standard process.
The optimal electron-beam dose turned out to be 8000 µC/cm2, which is four
times higher than in the standard process. The thickness of the HSQ in the
high-contrast process is the reason we need a higher dose than in the standard
process to crosslink a substantial amount of the HSQ layer. In addition, since
the salty developer is quite aggressive, the HSQ needs to be very strongly
crosslinked to withstand it, and thus a higher dose is needed. The sample was
developed in 1 wt% NaOH and 4 wt% NaCl developer for 60 seconds, before
being immersed in DI water for five minutes and blow-drying with nitrogen.
The immersion step is crucial to ensure there are no residual NaCl crystals are
left on the sample. Figure 1.9 shows SEM images of 4ˆ4 arrays of 50 nm wide
SHNOs with a center-to-center distance of 50 nm. The high-contrast process
can deliver decent pattern fidelity with a thick layer of HSQ (Fig. 1.9a), while
the standard process achieves a reasonable process window only for thin HSQ
layers (Fig. 1.9b).
1.2.5 Ion beam etching
After using HSQ to define the desired pattern, the sample is loaded into a dry
etch Oxford Ionfab 300 Plus IBE machine equipped with an automatic load
lock. The sample holder has a continuous rotation function that can be tilted
for directional etching at oblique angles. We use an electron ammeter to ensure
that the ion beam space charge is neutral. The tool is equipped with a Second
Ion Mass Spectrometer (SIMS) used for endpoint detection, which is useful
for stopping the etching process when a given layer is reached during etching.
By adjusting the beam current, the etch rate can be set. Setting the beam
voltage then defines the momentum being transferred to the layer during the
etching process: the higher the beam voltage, the deeper the secondary ions
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Figure 1.9: Comparison of the HSQ high-contrast process (a) with the
standard process (b) in producing a 4ˆ4 array of 50 nm wide SHNOs with a
center-to-center distance of 50 nm.
come from. In practice, setting a very high beam voltage can result in damage
to the layers underneath the target layer. In all IBE processes employed in
this thesis, we used an incident angle of 30˝ with the sample in continuous
rotation. The beam voltage was set to 500 V, the acceleration voltage to 300 V,
and the beam current was kept at 10 mA. Though the setting we used for
our samples is rather harsh, it does not introduce significant damage to the
underneath layers, as we want to stop the etching process at the substrate.
However, the etching conditions will have to substantially change when we
eventually redesign the process for incorporating MTJs in the future.
1.2.6 Defining the measurement contacts
Defining the electrical contacts to conduct high-frequency measurements
requires the definition of coplanar waveguides (CPW). The device under
study and the fabrication materials determine the appropriate process for
opening a via through the leftover HSQ mask. If other oxides are also present
(such as MgO and AlOx in W/CoFeB/MgO/SiO2(AlOx) devices), then a
via through both HSQ and oxides is needed. In that case, we define the
CPW pattern through the same process we used to define the alignment
markers in Section 1.2.3 with LOR and S1813. The bilayer resist has openings
to the HSQ at the ends of the SHNO mesa, where the metallic layers are
buried under HSQ and possibly other oxides. For NiFe/Pt SHNOs, a very
short exposure to buffered HF (BOE) 10:1 suffices to remove the HSQ at the
openings, while the rest of the sample is protected by bilayer resist. In the case
of W/CoFeB/MgO/SiO2(AlOx), where the BOE solution does not attack the
MgO layer at a predictable rate, we used the IBE machine to remove both the
HSQ and the other oxide layers. We obtained the etch rate for all materials in
our stacks using SIMS during IBE to define the SHNOs. After opening the
vias to provide access to the metallic layers, the sample was loaded into the
sputtering machine to deposit a thick layer of Cu (700 nm)/Pt (20 nm) bilayer.
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Figure 1.10: Optical microscope image of the fabricated CPW defining electric
contacts on an SHNO. The inset shows an example of 51 SHNOs fabricated in
a chain.
The Pt layer protects the Cu from oxidation. The bilayer resist was then lifted
off by immersing the sample in the warm resist remover. The bilayer resist
and sputtered materials came off the sample easily after about an hour of
immersion. The sample was then immersed in a sequence of isopropanol (IPA)
and DI water to ensure there were no residuals left on the sample. Finally, the
sample was blow-dried in nitrogen. Figure 1.10 shows an optical microscope
image of a CPW fabricated on top of an SHNO. The SHNO device being tested
may have different geometries. As an example, a chain of 51 SHNOs is shown
in the inset to Figure 1.10.
1.2.7 Characterization techniques
There are numerous characterization techniques used in this thesis, all of
which were performed at room temperature. This section briefly introduces
the techniques used.
1.2.7.1 AMR measurement
The first characterization of the fabricated SHNO devices to provide an estimate
of the AMR ratio, one of the factors determining the level of the output power
delivered by the sample. As discussed in Section 1.1.1, AMR is a change in the
material’s resistance caused by the relative orientation between the magnetic
moment and the current passing through the material. To measure AMR, a
low DC current of 100 µA is passed through the fabricated device. A constant
in-plane magnetic field of 0.1 T is applied to the sample using a projection
magnet while the angle of the applied field was swept from 0 to 360˝. The
strength of the magnetic field is kept at a constant high value to ensure that
the FM magnetization is saturated in the direction of the applied field. A plot
of the device resistance versus angle of the applied field then yields the value
of the AMR, as explained in Section 1.1.1.
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Figure 1.11: ST-FMR measurement setup schematic [123] for in-plane
magnetized sample.
1.2.7.2 ST-FMR measurement
The spin transfer torque ferromagnetic resonance measurement technique
(ST-FMR) [122] is an easy approach for studying the magnetodynamic
properties at the micro- and nanoscale, where the use of conventional FMR
spectroscopy is not possible. The ST-FMR technique does not require any
external RF field, as the injected RF signal produces the spin-orbit torque
needed to excite the ferromagnetic resonance in the magnetic layer. The
magnetization oscillations cause a high-frequency change in the resistance by
means of AMR. In the ST-FMR measurement, the current IRF is chopped
with a low-frequency signal and sent to the sample. The high-frequency change
in the resistance results in an oscillating voltage which, if mixed with the
injected IRF, drops a DC voltage component when the frequency of injected
signal IRF approaches the ferromagnetic resonance of the magnetic layer at a
given magnetic field. Although the mixed voltage is very small in amplitude
(µV range), the use of a lock-in amplifier chopping the injected signal allows
the background signal and noise to be suppressed further, allowing the mixed
voltage to be detected. A schematic of the ST-FMR measurement setup is
shown in Fig. 1.11. Note that an RF circulator is used to prevent the RF signal
reflecting from the sample to reach the RF source.
The ST-FMR data is then fitted with the Kittel equation Eq. 1.7 to
yield important parameters, such as the Gilbert damping coefficient, θSH, the
effective magnetization Meff, and the anisotropy. Knowledge of the operating
frequency range and the magnitude of magnetic field and current required for
the sample to operate is the starting point in designing a magnetic oscillator.
Throughout this thesis, the ST-FMR technique has been used to characterize
all the different magnetic material stacks.
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Figure 1.12: Schematic of AO measurement setup. [123]
1.2.7.3 Microwave measurement
Measuring the auto-oscillation (AO) of an oscillator is one of the most important
characterizations in determining the behavior of SHNOs. In this measurement,
a DC current is passed along the device while an external magnetic field
is applied at certain OOP and IP angles. The applied current generates a
spin current in the HM. As it diffuses into the FM, the spin current exerts
a negative damping torque on the FM magnetization, eventually overcoming
the intrinsic damping torque, leading to a sustainable precession of the FM
magnetization. The precession gives rise to an oscillating resistance based
on AMR. The oscillating resistance multiplied by the applied DC current
produces an oscillating voltage with a frequency in the GHz range. The DC
and microwave components coming out of the sample are sent to a bias-tee,
where the DC component is blocked and the microwave components are sent
to a low noise amplifier (LNA), before being captured by a Rhode & Schwarz
FSV-40 spectrum analyzer. Values of resolution bandwidth (RBW) and video
bandwidth (VBW) are chosen on the basis of signal coherency (linewidth).
The entire measured frequency range includes the background noise level,
which needs to be removed from the captured spectrum prior to analysis. The
background noise level is not uniform over the entire scanned frequency range.
For this reason, the spectra at very low DC current are captured in the first
measurement trace in order to determine the noise floor for the entire frequency
range. This noise floor is later subtracted from the captured PSD spectra to
produce clean AO spectra. The clean AO spectra are presented in dB over
noise (or simply dB). The measured PSDs are fitted to symmetric Lorentzian
functions to determine the peak frequency, signal coherency (linewidth), and
peak power. Our measurement setup also measures the sample DC voltage
while it is being studied. We used a Keithley 6220 precision current source in
combination with a 2182A nanovoltmeter to conduct the DC measurements.
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1.2.7.4 Microfocused Brillouin light scattering spectroscopy
Brillouin light scattering spectroscopy [124] is a direct way of mapping and
characterizing spin-waves at much smaller dimensions than is possible with
conventional FMR techniques. In µ-BLS, the spatial resolution is technically
limited by the laser spot size, which is defined by the diffraction limit of the
laser wavelength and the objective used in the setup. The interaction between
photons and magnons—the respective quanta of light and spin waves—plays a
major role in the mechanism of BLS. The incoming photons can generate or
annihilate magnons in an inelastic scattering process. The scattering process
causes the photons to gain or lose energy, depending on the type of interaction
with magnons, which is translated as a shift in the frequency and wavelength
in the scattered light sent to an interferometer. The interferometer is the heart
of the µ-BLS: it has a very high-frequency resolution to distinguish between
many SW modes. Using a six-pass Tandem Fabry-Perot 1 interferometer (JRS
Scientific Instruments), intensities can be captured in the frequency domain
while a single photon counter enumerates the outcoming photons. The µ-BLS
signal thus obtained is proportional to the square of the dynamic amplitude at
the corresponding frequency.
Our µ-BLS uses 532 nm light from a solid-state laser. A dark field objective
with a numerical aperture of NA = 0.75 focuses the laser beam, resulting in a
laser spot size of about 300 nm. Using a three–dimensional scanning stage with
10 nm precision, the spatially resolved maps of the magnetization dynamics
can be profiled. The µ-BLS is also equipped with a spectrum analyzer for
capturing the AO of the device under study at the same time as the optical
measurement is being carried out.
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2CMOS-compatible spin
Hall nano-oscillators
STNOs and SHNOs are the building blocks of future spintronic microwave
devices for a wide range of applications. Microwave signal generators [9, 35,
55, 83, 88], microwave detectors [125], memories [126–128], and bioinspired
computing [39, 129–131] are some examples of such applications, many of which
require CMOS compatibility for integration. Power consumption, microwave
output power, and signal coherency are some of the other criteria needed
to compete with established semiconductor microwave technologies. It will
also be important to develop processes that are compatible with existing
technologies in the spintronic industry; for instance, the MRAM industry uses
an established technology based on MTJs made of CoFeB and MgO, which
can be integrated at the back end of line (BEOL) in CMOS technology. Any
new device compatible with MRAM materials and their processing will attract
more attention from foundries—just as MRAM itself has ensured process
compatibility with CMOS technology in order to facilitate its integration. In
this chapter, we introduce some approaches aimed at enhancing the abilities of
SHNOs. We first demonstrate the CMOS compatibility of an SHNO based on
NiFe/Pt bilayers. A new type of SHNO based on W/CoFeB/MgO, compatible
with MRAM technology, is then introduced. Perpendicular magnetic anisotropy
(PMA) [15, 55, 132] plays a major role in achieving low power consumption and
broad frequency tunability in W/CoFeB/MgO SHNOs. We will also show how
tuning the PMA can lead to a propagating SW source through the introduction
of high positive nonlinearity at low spin current density [15].
2.1 Hafnium dusting of NiFe/Pt SHNOs
Manuscript I : Gilbert damping (α) is a parameter of ferromagnetic materials.
However, a ferromagnetic material’s damping can be severely affected when it
is placed adjacent to other layers, in particular in multilayer stacks. In the case
of SOT devices, there is a damping enhancement phenomenon attributable to
spin-flip scattering through spin-orbit coupling by phonons or defects in the
ferromagnetic layer [133, 134]. The properties and quality of the interfaces to
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Figure 2.1: Hf thickness-dependency of AMR. (a) Magnetoresistance for the
reference stack NiFe(5)/Pt(5), (b) extracted AMR versus Hf thickness ratio.
Reproduced from Ref. [138] with the permission of AIP Publishing.
other materials also play a major role in enhancing the damping. The effective
spin-mixing conductance, GÖeff, is a parameter capturing both interface and
bulk phenomena. It affects the damping constant as follows: [135]
α = α0 +
γ~2
2e2MstFM
GÖeff, (2.1)
where α0 is the intrinsic damping of the FM single layer. G
Ö
eff includes
terms that counteract each other [87]: the first represents the spin current being
pumped from the FM to the FM/NM interface (I pumps ) while the magnetization
in the FM is precessing, causing spins to accumulate in NM; these can then
flow back (I backs from the NM to the FM, counteracting the spins that are
pumped by the FM. When the NM has a smaller spin accumulation, as in Pt,
due to its strong spin sinking properties, there is a smaller backflow of spins
to counteract the spin pumping term, leading to an inevitable increase in the
damping constant. The both mentioned terms are rather intrinsic properties
of the FM and HM. The other term, the spin memory loss (σ), determining
the probability for an electron’s spin to change its direction as it traverses the
interface, originates from interfacial spin-orbit coupling (ISOC) contributing
to the damping enhancement [136, 137].
We introduced an ultrathin layer of Hf to the interface between Pt and
NiFe in order to modify the interface to suppress the GÖeff, thus reducing the
damping constant—an important factor in defining the threshold current and
the switching in SHNO and MTJ memory cells, respectively.
2.1.1 Fabrication of NiFe/Hf/Pt ST-FMR samples
We fabricated two series of trilayer stacks, NiFe(3)/Hf(tHf)/Pt(5) and NiFe(5)/
Hf(tHf)/Pt(5) (the numbers in parentheses indicate the thickness in nm), with
the Hf thickness having the following values: tHf = 0, 0.4, 0.5, and 0.7 nm. The
stacks were patterned into 6 µm wide and 100 µm long bar-shaped structures
using the optical lithography fabrication process described in Section 1.2.1.
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2.1.2 Characterization of the NiFe/Hf/Pt samples
We first characterized how Hf dusting impacts the AMR of the bilayers. The
AMR measurements were performed by sweeping the in-plane field angle
from ϕH = 0˝ to 360˝, while the strength of the magnetic field was kept at
µ0HIP = 0.1 T. Figure 2.1a shows the AMR for a NiFe(5)/Pt(5) bilayer, as a
reference sample, while Figure 2.1b displays how AMR depends on Hf thickness;
its dependence is relatively weak, only showing a substantial decrease for the
thickest Hf layer on the thicker NiFe film. Any detrimental effect of Hf dusting
on the AMR is hence limited.
Figure 2.2: Extracted parameters from ST-FMR characterization for (a)
Meff, (b) tHf, (c) damping as a function of 1/µ0MstHf, and (d) effective spin
mixing conductance. Reproduced from Ref. [138] with the permission of AIP
Publishing.
The ST-FMR characterization (explained in Section 1.2.7.2) at zero device
current provides us with the magnetodynamical properties of the trilayers as
a function of Hf dusting. Hf is found to have a moderate beneficial impact
on the effective magnetization (Figure 2.2a) and a significant monotonic
beneficial impact on the damping (Figure 2.2b).Extracted values for 1/µ0MstFM
are shown (dots) in Figure 2.2c, where Ms is replaced with Meff, as the
magnetocrystalline anisotropy in NiFe is very small. By substituting the values
of 1/µ0MstHf into Eq. 2.1, G
Ö
eff as a function of Hf thickness can be calculated,
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as shown in Figure 2.2d. As it can be seen, the value for the effective spin-mixing
conductance drops by about 50% at tHf = 0.7 nm, a trend reflected in the
damping values plotted in Figure 2.2b. Therefore, we interpret this reduction
in GÖeff as a direct reduction of the interface spin loss at the NiFe/Pt.
(a)
(b)
Figure 2.3: (a) Spin Hall efficiency versus Hf thickness; (b) the normalized
calculated threshold current density. Reproduced from Ref. [138] with the
permission of AIP Publishing.
We then conducted ST-FMR measurements at different device currents to
obtain the spin Hall efficiency, ξSH, of the stacks. As can be seen in Figure 2.3a,
ξSH is unaffected at moderate Hf thickness but then drops as the Hf thickness is
further increased. The loss of interface transparency to transmit the generated
spin current (arising from spin memory loss) may be the reason for the decay
in spin Hall efficiency [139, 140].
There are thus two parameters that affect the AO threshold current while
at the same time counteracting each other. The damping coefficient decreases
with the increase in Hf thickness, while the spin Hall efficiency remains almost
flat up to tHf = 0.4 nm, from which point it falls. These two counteracting
parameters lead us to the compromise for threshold current density shown in
Figure 2.3b. Here the minimum occurs at tHf = 0.4, suggesting the optimum
thickness for Hf to reach about 20% reduction in the threshold current.
As a consequence of this study, we always dust the NiFe/Pt interface with
0.4–0.5 nm Hf for optimum magnetodynamical properties when using NiFe/Pt
in our devices. However, depending on which device property one wants to
optimize, the optimum Hf thickness might be slightly different. As we will
see later in this thesis, mutual synchronization in SHNO chains and arrays
depends on the extent of the auto-oscillating region, which may grow larger if
the damping is further reduced. These details related to Hf dusting have not
yet been explored but could inspire further studies.
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2.2 CoFeB-based spin Hall nano-oscillators
Manuscript II : If spintronic microwave devices are to follow the progress of
commercial MRAM and STT-MRAM [141], it is important to use materials
and develop processes that are compatible with both MRAM and CMOS.
Developing a microwave oscillator driven by the spin Hall effect thus requires
high efficiency in the pure spin current generation, while making use of materials
already used in the MRAM industry, such as MgO, CoFeB, W, and Ta. It has
been shown in numerous studies that W [62, 63, 142], and Ta [64, 143] exhibit
much higher spin Hall angles than Pt [9, 10, 37, 38]. In addition, Si substrates
offer excellent thermal conductivity, helping to dissipate the heat generated by
the rather high resistivity of NM layers such as β-phase W and Ta. This is in
stark contrast to the poor thermal conductivity of thick SiO2 often used as the
substrate for spintronic microwave devices to minimize microwave losses. The
high-temperature treatment for introducing PMA into CoFeB also does not
lead to silicide formation at the substrate/NM interface when W [144] is used.
W increases the thermal budget to 700, as long as the other parameters do
not limit the processing. The increased thermal budget does not hold for other
nonmagnetic metallic layer materials, such as Pt [145], Pd [146], or CuBi, which
either tend to form silicides or interdiffuse when exposed to high temperature.
The silicide layer is typically of low resistivity, and thus shunts the current from
the NM layer, causing a severe degradation in spin current generation. In this
section, we therefore propose SHNOs based on β-W/Co20Fe60B20/MgO stacks
fabricated on high resistivity (to keep microwave losses low) Si substrates. Our
material stacks show a record high spin Hall angle of θSH=-0.53, the fabricated
devices show a record low AO threshold current, and the frequency can be
tuned over a very wide range.
The SHNO stack consists of a W(5)/Co20Fe60B20(2)/MgO(2) multilayer
deposited on high-resistivity silicon using our AJA Orion-8 magnetron
sputtering system. DC and RF sputtering were used to deposit the metallic
and insulating layers, respectively. After deposition, the stack was annealed
at 300 ˝C for an hour, and then left to cool down to room temperature. The
annealing process is required to crystallize the CoFeB to have good AMR
and to realize high PMA (if desired). Crystallization begins at the interface
between MgO and CoFeB while W acts as a Boron getter to facilitate this
process [147]. In order to prevent the MgO layer from reacting with moisture,
which would cause the layer to crack, 4 nm thick SiO2 was sputtered on top
of the stack. Table 2.1 shows the the deposition rates for different materials
Target Power (W) Pressure (mTorr) Rate(Å/s)
W 10 (dc) 3 0.09
Co20Fe60B20 20 (dc) 3 0.09
MgO 90 (RF) 3 0.04
SiO2 150 (RF) 3 0.1
Table 2.1: Deposition conditions for a W/CoFeB/MgO/SiO2 stack.
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used in the stack. The layer resistivities were measured using a four-point
probe technique, giving values of 200 µΩ¨cm and 90 µΩ¨cm for W and CoFeB,
respectively. The high resistivity of W confirms the predominant formation of
the β-phase, which has been reported in the literature to have a high spin Hall
angle [63, 147]. The stacks then went through the SHNO fabrication process
discussed in Section 1.2.
2.2.1 Characterization of the W/CoFeB/MgO devices
The first step in characterizing the stack was to determine the saturation
magnetization (Ms), which is an important factor in determining the magnetic
field required to observe AO. Using an alternating gradient field magnetometer
(AGM), we obtained a value of µ0Ms = 1.17 T. Figure 2.4 shows the AGM
measurement for the in-plane (Fig. 2.4a) and out-of-plane (OOP) (Fig. 2.4b)
applied magnetic fields, respectively. While it is clear from both figures that
the magnetization lies in the film plane (in-plane magnetized), Figure 2.4b
indicates that the magnetic field required to align the magnetization in the
OOP configuration is substantially reduced, as the film already saturates at
about 0.7 T (and not at µ0Ms = 1.17 T) in the OOP direction. This reduction
is a clear indication that PMA (K1 in Eq. 1.7) of about 0.5 T has been
induced in the CoFeB layer, counteracting the demagnetization field due to
the magnetization [132, 148].
Figure 2.4: AGM characterization of a W/CoFeB/MgO stack for magnetic
field applied (a) parallel to the plane of the film (IP) and (b) out of the plane
(OOP) of the film.
We then conducted ST-FMR measurements (explained in section 1.2.7.2)
on a 6 ˆ 18 µm2 bar, to obtain an effective magnetization of µ0Meff = 0.71 T,
a gyromagnetic ratio of γ/2pi = 30.9 GHz/T, a Gilbert damping of α = 1.36
ˆ 10´2, and a spin Hall angle of θSH = -0.53; we note that the extracted θSH
is considerably higher than in the case of Pt (θSH = 0.06–0.2). It is again
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interesting to compare µ0Meff = 0.71 T with the µ0MS = 1.17 T measured
using alternating gradient magnetometry (AGM), which shows that a moderate
PMA field of 0.46 T has been induced.
Figure 2.5: Three-dimensional schematic of the fabricated
W/CoFeB/MgO-based SHNO; θ and φ denote the OOP and IP angles of
applied magnetic field. Reproduced from Ref. [55] with the permission of AIP
Publishing.
Figure 2.5 shows a three-dimensional schematic of the SHNO, including
the CPW. The coordinate system shows the OOP (θ) and IP (φ) angles of
the applied external magnetic field. The AMR of the device was measured to
0.34% (see inset of Figure 2.6d).
To investigate the AO, we performed microwave characterization as
described in Section 1.2.7.3. We used an LNA amplifier with +43 dB gain to
amplify the signal prior to capturing it with a Rohde Schwarz FSV 10–40 GHz
spectrum analyzer. Figure 2.6 shows the power spectral density (PSD) of the
SHNO as the applied DC current was swept from 0.3 mA to 0.9 mA for two
OOP angles: 60˝ (Fig. 2.6a) and 75˝ (Fig. 2.6d). As explained in Ref. [149],
the AO begins at one of the constriction edges, where the negative nonlinearity
leads to a corresponding frequency red-shift with current; this is directly
observed in Fig. 2.6a for currents below „ 0.5 mA. As the applied current
increases, the AO mode leaves the edge, moves towards the constriction center,
and expands throughout the constriction region; in this regime the nonlinearity
changes sign to positive and, as a consequence, the frequency blue-shifts with
current. However, the AO movement and expansion does not depend solely on
the applied current. It is also affected by the OOP angle of the magnetic field,
θ. Figure 2.6d shows a regime in which the AO mode has already detached
from the constriction edges and moved toward the center constriction, even
at low applied current; hence, the AO starts and continues in the positive
nonlinearity regime. Figures 2.6(b,c) and (e,f) show the corresponding linewidth
and integrated power extracted from Figures 2.6a and b, respectively. As the
precessional volume increases with current, it increases the total energy of the
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Figure 2.6: Microwave characterization of a W/CoFeB/MgO-based SHNO. (a,
d) Spectral power density, (b, e) linewidth, and (c, f) integrated power, for
θ = 60˝ and θ = 75˝. Reproduced from Ref. [55] with the permission of AIP
Publishing.
AO mode. The noise is governed by the ratio of thermal to AO mode energy;
therefore, higher AO mode energy suppresses the noise in the system giving
rise to the signal-to-noise ratio (SNR). The linewidth is also improved with
current as it is inversely proportional to the total energy of the AO.
In Figure 2.7 we investigate the frequency response of the SHNO vs. OOP
angle of a µ0H = 1 T applied field at a constant current of Idc = 0.9 mA;
the operating frequency can be tuned over a very wide frequency range from
12 to 28 GHz. The inset to Figure 2.7 similarly shows how the AO frequency
depends linearly on the applied field strength, here at a fixed OOP angle of
θ = 80˝ and a current of Idc=0.75 mA. Interestingly, the auto-oscillation is
sustainable for magnetic field values much less than MS , which is an obvious
consequence of the PMA compensating for demagnetization field, i.e. helping
the external magnetic field to bring the magnetization out of the film plane at
a lower field value.
The key property of these CoFeB-based SHNOs, which affords them
significant versatility for applications, is the emergence of strong PMA at
the FM/oxide interface. The PMA can be tuned by adjusting the growth
parameters of the stack, including CoFeB thickness, annealing temperature,
and the type of seed layer. As we will see in later chapters, the PMA can also
be controlled by external means using voltages applied to the MgO layer. As
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Figure 2.7: AO response to the OOP angle, θ, and the applied magnetic
field sweep (inset). Reproduced from Ref. [55] with the permission of AIP
Publishing.
we saw above, the PMA can partially cancel out the demagnetization field to
reduce the required field and applied current for the SHNO operation. The next
section describes how tuning the PMA can further enhance the performance
of the SHNOs and open up an entirely new approach to not only excite edge
modes and modes tied to the excitation region, but truly propagating spin
waves.
2.3 Propagating spin waves in CoFeB–based
spin Hall nano-oscillators
Manuscript III : Everything we have discussed so far has concerned SHNOs
auto-oscillating on localized SW modes whose frequencies lie below the FMR,
i.e. where no propagation outside the excitation region is allowed [149]. Mode
localization is generally explained by the limited positive nonlinearity to
push the frequency above the FMR frequency. However, in SHNOs based on
magnetic films with large PMA, a large positive nonlinearity can push the AO
to frequencies well above the FMR frequency, leading to the propagation of
SWs with a finite wave vector [15]. Propagating spin waves can be used
in applications such as magnonic waveguides [150–154] and wave-based
computing [155, 156]. The wavelength of propagating SWs at microwave
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frequencies can be much smaller than the structure size—unlike in optical
systems where the orders of magnitude larger wavelength makes scaling difficult.
Also, as we discussed in the previous section, PMA can result in an oscillator
that operates at lower AO threshold current and required applied field.
In this section, we introduce an SHNO based on a W/CoFeB/MgO trilayer
where a change in the thickness of the CoFeB from 2 nm to 1.4 nm results
in a significant increase in the PMA field. The proposed device operates at
yet lower threshold currents, while the enhanced PMA boosts the nonlinearity
coefficient to push the auto-oscillation frequency above the FMR frequency,
where SW propagation is both allowed and experimentally observed.
2.3.1 Device characterization
The starting stack was a trilayer of W(5)/Co20Fe60B20(1.4)/MgO(2). We
used the same fabrication process as described in Section 1.2.1. The most
obvious difference is the CoFeB thickness of 1.4 nm. Conducting ST-FMR
on a 6 ˆ 18 µm bar revealed µ0Meff = 0.31 T, a gyromagnetic ratio
γ/2pi = 29.9 GHz/T, and a Gilbert damping constant α = 0.023. The value for
the saturation magnetization was obtained by AGM and estimated to µ0MS =
0.93 T. Compared to the same stack with 2 nm CoFeB, the PMA has been
substantially enhanced, so an even lower AO threshold current is expected.
The much higher PMA should also have a much more significant impact on
the nonlinear magnetodynamics.
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Figure 2.8: (a) Nonlinearity as a function of PMA and external magnetic field.
AO PSD plot for (b) µ0H = 0.4 T, (c) µ0H = 0.6 T, (d) µ0H = 0.8 T, and
(e) µ0H = 1 T. Reproduced from [15].
Figure 2.8b–e shows the AO measurement for a 150-nm-wide SHNO
operating at different applied field strengths. In Figure 2.8b, the applied
field of 0.4 T and the PMA are not sufficient to push the initial AO frequency
above the calculated FMR frequency (red dotted line). However, once the
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Figure 2.9: (a) Micromagnetic simulation of PSD for a 150 nm wide SHNO
under the same condition as experimental PSD shown in Fig.2.8 b. Snapshot of
instantaneous mz at three different applied current in which the AO transitions
from localized mode (at 0.15 mA) to propagating at higher current values (0.4
and 0.7 mA). The wave vector increases with current as it is also shown in
(d) where a cut through Y–axis of (b) at three different currents. Reproduced
from [15].
positive nonlinearity provided by the applied current (or more precisely, by
the precession amplitude) kicks in, the AO frequency eventually manages to
exceed the FMR frequency at about 0.5 mA. Figure 2.8A shows the calculated
nonlinearity plotted for different PMA fields and external magnetic fields at
an OOP angle of θex = 80˝. At higher applied fields, in Figure 2.8c–e, the
frequency of the linear SW mode of the system already lies above FMR, so
the AO begins immediately above the FMR frequency as soon as the applied
current reaches the auto-oscillation threshold.
The obtained experimental PSD shown in Figure 2.8b is reproduced by
micromagnetic simulation considering the same condition as the experiment,
e.g., the applied field, θ, φ, and current. The result are shown in Figure 2.9a.
Figure 2.9b shows the snapshots of the mz component of the precessing
magnetization at three different current values. At low current, 0.15 mA, the
AO mode clearly is localized and confined within the nano–constriction. For
higher currents, i.e., 0.4 and 0.7 mA, the AO mode turns into propagating wave
with the wave–verctor increasing with the current. The cut through Figure 2.9b
along the Y-axis shows the mz for three current values, 0.15, 0.4, and 0.7 mA.
The particular case of operation at 0.4 T allows for an interesting application
where the current can be used to switch between localized and propagating
SWs in the same devices. Ultimately, such SHNOs may deliver ultra–short SW
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pulses and wave packets [157]. The propagating waves could also be useful in
synchronizing chains and arrays of SHNOs by optimizing the damping constant
to allow for long-range propagation.
2.4 Current modulation of spin Hall nano
oscillator
Manuscript IV : Telecommunication systems require signal modulation
in order to encode data for transmission. Most radio broadcast systems
employ frequency modulation (FM) or amplitude modulation (AM). The
modulation facilitates frequency division multiplexing (FDM), allowing multiple
low-pass information signals to be transferred simultaneously on the same
physical medium, by allocating separate passband channels (several carrier
frequencies). SHNOs can offer amplitude and frequency modulation via their
drive current. We have looked at SHNO modulation in different regimes and
different nonlinearities. We then developed a model called nonlinear frequency
and amplitude modulation (NFAM) to predict modulation performance and
behavior.
The starting stack consisted of a 5 nm Pt and 5 nm Py (Ni80Fe20) bilayer,
with a 5 nm SiO2 protective layer. The stack went through the fabrication
process described in Section 1.2.1. Figure 2.10a presents a schematic of the
measurement setup in which a DC current was sent through a bias tee. An
external RF signal at 80 MHz was added to the DC current using a microwave
circulator (4–12 GHz). An SHNO with a 200 nm constriction is shown in the
inset to Fig. 2.10b. The free-running frequency and output power, respectively,
versus Idc in the SHNO are shown in Figures 2.10b and c, respectively. The
second derivative of the frequency with respect to the applied DC current is
plotted in Figure 2.10d.
The NFAM model assumes that the instantaneous frequency and amplitude
depend nonlinearly on the modulating signal m(t) = Im sin(2pifmt) as follows:
f i(t) =
vÿ
h=0
khm
h(t),
Ac(t) =
uÿ
l=0
λlm
l(t),
(2.2)
where Im is the modulating current amplitude, fm is the modulation
frequency, kh is the hth-order frequency sensitivity coefficient, and k0 is
the unmodulated SHNO frequency. The λl specifies the lth-order amplitude
sensitivity coefficient. The coefficients kh and λl are calculated by fitting
polynomials to f vs. Idc and P vs. Idc of the free-running oscillator summarized
in Table 2.2. The NFAM model predicts the output voltage amplitude spectrum
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Figure 2.10: (a) Schematic of the measurement setup. (b) Color map of the
power spectral density (dB over noise) vs. applied DC current of free-running
SHNO in an out-of-plane field configuration, with ϕ=23˝ and θ=80˝. The inset
shows the schematic of the SHNO where ϕ and θ are shown in the coordination
system. (c) Integrated power vs. current. (d) dI2/dI2 vs. current. The four
operating points are marked by vertical dashed black lines. Reproduced from
[17] with the permission of IEEE Publishing.
S(f) as follows:
S(f) =
1
4
3ÿ
h=0
γh
8ÿ
n,m,p,q,r=´8
Jm(β1)Jn(β2)Jp(β3)Jq(β4)Jr(β5)
ˆ δ[f ´ fc ´ (n+ 2m+ 3p+ 4q + 5r + h)fm]
+δ[f ´ fc ´ (n+ 2m+ 3p+ 4q + 5r ´ h)fm]
+δ[f + fc ´ (n+ 2m+ 3p+ 4q + 5r + h)fm]
+δ[f + fc ´ (n+ 2m+ 3p+ 4q + 5r ´ h)fm]
(
,
(2.3)
where β1 = k1Im/fm + 3k3I3m/4fm, β2 = k2I
2
m/4fm + k4I
4
m/4fm, β3 =
k3I
3
m/12fm, β4 = k4I
4
m/32fm, and β5 = k5I
5
m/80 stand for the frequency
indices of different orders, while γ0 = λ0 + λ2I2m/2, γ1 = λ1Im + 3λ3I
3
m/4,
γ2 = λ2I
2
m/2, and γ4 = λ3I
3
m/4 are the amplitude modulation indices of
different orders. The frequency also depends nonlinearly on the modulation
current:
fc = k0 + k2I
2
m + 3k4I
4
m/8 + . . . (2.4)
Knowing ki and λi from the free-running behavior of the SHNO, the NFAM
model can thus predict both fc and the amplitudes of all sidebands located at
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Table 2.2: Modulation sensitivity coefficients extracted from polynomials fitted
to the free-running behavior of f vs. I and P vs. I. Reproduced from [17].
k1(
GHz
mA
) k2(
GHz
mA2
) k3(
GHz
mA3
) k4(
GHz
mA4
) k5(
GHz
mA5
) λ1(
pW1/2
mA
) λ2(
pW1/2
mA2
) λ3(
pW1/2
mA3
)
3.9 8.5590 -0.2099 0.4737 -0.0007 0.2287 -0.0716 2.3281 0.9725 0.8116 3.9
4.13 8.5357 -0.02501 0.5789 0.2442 -0.3345 -0.9367 2.6545 1.6235 1.9751 2.6632
4.4 8.5847 0.3107 0.3276 -0.6333 -0.1591 0.6520 3.4212 3.5014 0.4954 -4.8189
k0(GHz)I (mA) λ0(pW
1/2)
+´sfm relative to fc. Here s = n+2m+3p+4q+5r+´h is an integer identifying
the sideband order.
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Figure 2.11: RF Modulation of the SHNO for three different DC operating
points, Idc = 3.9, 4.13 and 4.4 mA, corresponding to negative, zero, and positive
nonlinearity regimes, respectively. (a)–(c) PSD plots showing the CS, LSB,
and USB shifts and their dB over noise power, along with the frequency shift
calculated by NFAM (white hollow circles). (d)–(f) Experimental integrated
power with NFAM calculation of CS, first LSB, and USB, corresponding to
(a)–(c). Reproduced from [17] with the permission of IEEE Publishing.
Figure 2.11a–c depicts the experimental values and NFAM calculation
of frequency versus applied RF current (Im) for an SHNO operating at
three different applied DC currents, namely Idc = 3.9, 4.13, and 4.4 mA,
corresponding to negative, zero, and positive nonlinearity regimes, respectively.
At all these operating points, d2f/dI2 is positive. The carrier and sideband
frequency shifts are predicted analytically by the NFAM model (white hollow
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circles) by obtaining the frequency indices of different the orders ki (Table 2.2).
Having obtained the values of λi (Table 2.2), NFAM can predict the integrated
power of the carrier signal (CS), the first lower sideband (LSB), and the first
upper sideband (USB), as shown in Figure 2.11d–f (solid lines). Clearly, the
NFAM results are in excellent agreement with the experimental values of the
integrated power upon modulation.
The NFAM model is thus a useful tool for predicting the modulation
behavior of an SHNO given the free-running properties of the SHNO.
Together with the ease of fabrication of nanoscale SHNOs, the NFAM model
quantitatively describes information encoded in both frequency and amplitude,
which can be used in the guidelines for designing the demodulator on the
receiver side.
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3Two-dimensional spin Hall
nano-oscillator arrays
Manuscript V : Nano-oscillators based on STT and/or SOT are promising
candidates for nanoscale and CMOS-compatible microwave devices in future
communications systems. Though there has been significant progress in
developing new materials and designs to improve their output power and
signal coherence (related to phase noise and linewidth), STNOs and SHNOs
cannot yet compete with their conventional semiconductor microwave device
counterparts. Synchronization of ensembles of STNOs was early on proposed to
enhance both the output power and the signal coherence [158, 159]. However,
progress towards realizing a large number of synchronized oscillators has been
slow, due to the complex nature, and sometimes limited understanding, of their
interactions. While simplified synchronization models capture their qualitative
behavior, the large number of SW modes, the different types of interaction
mechanisms, and the vast parameter space in terms of device layout, current,
field magnitude, and both IP and OOP field angle, require computationally
complex simulations to understand, replicate, and extend to larger arrays.
Studies of mutual synchronization of STNOs and SHNOs is hence critically
important for their potential future applications.
Inspired by the brain’s operation, researchers have also attempted to
use mutual synchronization to implement oscillatory networks that imitate
rhythmic neuronal signals. The aim is to understand communication between
phase-locked synchronized ensembles of excitatory neurons, making these
artificial networks perform the information processing that our brain is capable
of, in the form of particular cognitive tasks. For such tasks, our brain still
outperforms any existing CMOS processor in terms of energy efficiency, speed,
and fault tolerance.
Synchronization is also one of the most frequent phenomena in both nature
and technology. Examples of synchronized networks include hippocampal
and cortical neuronal activities [160, 161], fireflies [162], pacemaker cells
in the heart [163], arrays of lasers and power generators [164], arrays
of micromechanical oscillators [165], superconducting Josephson junction
arrays [166, 167], and synchronization in spin transfer torque oscillators [8, 9, 35,
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168]. However, implementing a large physical network that meets the technical
requirements—such as room-temperature operation, scaling, integration, high
speed, and low power consumption—has remained a challenge.
This chapter introduces the fabrication and characterization of up to 100
SHNOs arranged in two-dimensional (2D) arrays. We demonstrate microwave
signal generation in all arrays, complete mutual synchronization in arrays
with up to 64 oscillators, and partial synchronization in the arrays with 100
oscillators. We also demonstrate that mutual synchronization of such large
oscillator ensembles dramatically improves the linewidth, with an order of
magnitude better performance than any earlier literature values. Our results
pave the way for large CMOS-compatible oscillatory networks, based on
nanoscale SHNOs, which are further scalable in terms of both device size
and array size, enabling them to meet the requirements mentioned above.
θ
Z
X
Y
H
φ
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Figure 3.1: Schematic representation of a 4ˆ4 SHNO array with (w, p) =
(120, 300). The schematic shows the direction of the applied magnetic field
(H), in-plane component (HIP) and the charge current direction. The black
orbiting arrows indicate the precessing magnetization of each nanoconstriction.
The Pt, Hf, and NiFe layers are colored gray, red, and blue and their thickness
is shown in nm.
3.1 Fabrication of 2D SHNO arrays
As discussed in Chapter 2, introducing an ultrathin layer of Hf at the NiFe/Pt
interface reduces the threshold current needed to excite AO in the ferromagnetic
layer. We hence started with a trilayer of Ni80Fe20(3nm)/Hf(0.5nm)/Pt(5nm),
deposited using magnetron sputtering. This was followed by the HSQ standard
process, ion beam etching, and definition of the top contact, as described
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in Chapter 1. We fabricated 24 square SHNO arrays with numbers of
nanoconstrictions (N) ranging from 2ˆ2 to 10ˆ10 (i.e. from 4 to 100
nano-constrictions). The arrays are defined by the width of SHNOs, w, and
their center to center distance (i.e.,pitch size), p.. Four pairs of w and p were
chosen as follows: (w, p) = (50, 100), (80, 140), (120, 200), and (120, 300) with
all values in nanometers. The different values of w and p were chosen to
study the range and impact of the coupling strength. Figure 3.1 depicts the
schematic of a 4ˆ4 array of SHNOs in which the magnetization of each oscillator
is illustrated by a green arrow precessing around the effective magnetic field H
(the orbit of precession is shown by the black arrows). The OOP and IP angles,
θ and φ, are defined in the coordinate system, while the blue arrow shows the
direction of the charge current passing through the sample. The NiFe, Hf, and
Pt layers are colored blue, red, and gray, respectively, while the numbers in
parentheses show their thicknesses in nm.
Figure 3.2 shows SEM images of two-dimensional SHNO arrays for (w, p)
= (120, 200), accommodating 2ˆ2 (4 SHNOs) to 10ˆ10 (100 SHNOs).
2x2 4x4 5x5
6x6 8x8 10x10
200nm 200nm 200nm
200nm 200nm 200nm
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d
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Figure 3.2: SEM images of two-dimensional SHNO arrays with (w, p) =
(120, 200) for different array sizes. (a) 2ˆ2, (b) 4ˆ4, (c) 5ˆ5, (d) 6ˆ6, (e) 8ˆ8,
and (f) 10ˆ10 SHNOs.
3.2 Microwave measurements on 2D SHNO
arrays
In order to measure the AO in 2D SHNO arrays, we carried out the microwave
measurements described in Section 1.2.7.3. All measurements were performed
with a magnetic field of 0.68 T, at an out-of-plane angle of 76˝ and an in-plane
angle of 30˝. Figure 3.3 represents the PSDs of the AO spectra for different
number of constrictions (N) and different values of (w, p). Figure 3.3a–e
demonstrate that all 2ˆ2 arrays, regardless of width and separation (w, p), have
sufficient coupling strength to bring all the oscillators into synchrony. As can
be seen for the 2ˆ2 arrays with (w, p)= (50, 100) (Fig. 3.3a), the coupling is so
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Figure 3.3: AO PSD measurements for SHNO arrays with (w, p) = (50, 100),
(80, 140), (120, 200), and (120, 300) for different array size. (a–e) 2ˆ2, (f–j)
4ˆ4, (k–o) 5ˆ5, (p–s) 6ˆ6, (t–v) 8ˆ8, and (w–x) 10ˆ10 SHNOs. The leftmost
column with the SEM images is only to indicate the array size (number of
SHNOs in the arrays) corresponding to each row. The white dashed lines
indicate the current values at which a robust mutually synchronized state is
achieved.
strong that all oscillators essentially begin their AO in their synchronized state.
At all larger separations, we can observe individual oscillators approaching
the synchronized state; this is intuitively consistent with the decay in both
dipolar and exchange coupling strength as we position the oscillators further
away from each other. As the size of the arrays grows in terms of N , those
arrays with larger pitch size (i.e., p = 300 nm) do not experience sufficiently
strong coupling to bring the entire ensemble into a synchronized state; this
is shown in Figure 3.3j, where the SHNOs in the 4ˆ4 array fail to reach
a common synchronized state. The 5ˆ5 array fails to synchronize for both
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(w, p) = (120, 200) and (120, 300), as Figure 3.3n and o illustrate, while the
synchronization still holds for smaller values of (w, p). The PSDs (the colored
bar shown in dB over noise) show a drastic increase in the output power once the
oscillators are operating in unison and can be used as an additional indicator of
complete mutual synchronization. Looking at the PSD plots reveals that only
the arrays with the smallest (w, p) = (50, 100) achieves global synchronization
for the 6ˆ6 and 8ˆ8 SHNO arrays (Fig. 3.3u), indicating that the strongest
coupling is indeed achieved for the smallest pitch. However, even this coupling
strength is insufficient to synchronize the entire 10ˆ10 array, as the PSD
indicates a severe drop in output power of any observable peak (Fig. 3.3x).
Figure 3.4: (a) PSD plot of a 4ˆ4 array with (w, p) = (120, 300) biased at
fixed DC current. Four individual peaks are detected, corresponding to each
synchronized chain. (b) BLS map of the line scan across the chains shown in
(c). (d) BLS map of the line scan along the chains shown in (e). The frequency
shows an obvious shift for the scan across the chains, while it remains constant
for the scan along the chains.
As the AO mode tends to expand along the DC current direction [149], it
is more likely that the coupling should be strongest within chains where both
exchange coupling and dipolar coupling can contribute, and weaker between
chains where only dipolar coupling should be important. Figure 3.4a shows
the PSD spectrum of a 4ˆ4 array with (w, p) = (120, 300) operating at 7 mA
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in a magnetic field of 0.68 T with an out-of-plane angle of 76˝ and an in-plane
angle of 30˝. Four distinct individual peaks can be observed; Intuitively, we
would guess that the four peaks are associated with the mode expansions along
the chains, so each peak represents one synchronized chain in our 4ˆ4 array.
We can test this idea using direct observation with a µ–BLS microscope. We
therefore conducted µ–BLS line scans across and along the chains, as shown
in the SEM images in Figure 3.4c and e, respectively. The corresponding BLS
maps of frequency content vs. position for each scan direction are shown in
Figure 3.4b, and d. It can be seen that for the scan along the chains, the BLS
mode remains constant in frequency and does not change; for the scan across
the chains, however, there is a clear red-shift in frequency for the chains at
the corners.We can hence conclude that the coupling along the chains indeed
dominates over the coupling between chains and that synchronization begins
within the chains, followed by chain-to-chain synchronization. As the value of
p grows, the arrays fail to synchronize when the number of SHNOs increases.
w = 120 nm
p = 300 nm
θ = 82˚
Figure 3.5: AO measurement of the 4ˆ4 SHNO array with (w, p) = (120, 300),
measured at θ = 82˝. In contrast to the AO measured at θ = 76˝ shown in
Figure 3.3j, the mode expansion at higher OOP angle enhances the interaction
between the SHNOs over the entire array, allowing them all to operate in
harmony.
It might seem that the synchronization of larger arrays with larger values of
p is not feasible; however, as synchronization is all about tuning the coupling
and the AO mode overlap, it is possible to synchronize certain arrays with
larger values of p. For instance, the 4ˆ4 array with (w, p) = (120, 300) shown in
Figure 3.3j does not exhibit global synchronization (although synchronization
within its chains was achieved); however, if the array is measured at higher
OOP angle (θ), as shown in Figure 3.5, the mode expansion provides a different
configuration for the coupling between the oscillators, so that all SHNOs
operate in unison, as predicted by Dvornik et al. [149]. The significance of
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tunable coupling will be highlighted when oscillatory arrays are used for
computing paradigms, where all the information is encoded in the coupling
between the oscillators.
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Figure 3.6: The 4ˆ4 SHNO array with (w, p) = (120, 300) measured at different
θ; (a) and (c) linewidth analysis, and (b) and (d) peak power analysis, of the
array for θ= 76˝ and θ = 82˝, respectively.
The linewidth and peak power values for the 4ˆ4 array measured at θ = 76˝
and θ = 82˝ are shown in Figure 3.6, of which panels a and b represent the
extracted linewidth and peak power values for the PSD shown in Figure 3.3j
for θ = 76˝. The four chains are associated with four individual frequency
branches which approach each other with higher applied current, although they
fail to synchronize as a whole. As the SHNOs within the chains synchronize,
the linewidth of each frequency branch is improved (reaching about 200 kHz)
for applied current values up to 8.5 mA, as shown in Figure 3.6a. Also, the
peak power increases up to 150 nV2/Hz, as Figure 3.6b depicts. However, there
is no significant improvement in either the linewidth or the peak power, as
global synchronization cannot be achieved. Once the measurement is done
at θ = 82˝, the individual chains of SHNOs synchronize at 7.5 mA applied
current. As Figure 3.6c indicates, the linewidth values experience a significant
enhancement from the minimum value of 1 MHz for individual chains to about
200 kHz for the entire synchronized array—an improvement by a factor of five.
On the other hand, as Figure 3.6d shows, the maximum peak power of a single
chain increases from 20 nV2/Hz to nearly 600 nV2/Hz for the synchronized
array, which represents a factor of 30 improvement.
We extracted the values for linewidth and peak power for all the SHNO
arrays that achieved a robust synchronization at θ= 76˝ in Fig. 3.3. Figure 3.7
shows the extracted linewidth and peak power values for the arrays operating at
the current values shown by the solid white lines in Figure 3.3. The green data
points in Figure 3.7a represent the linewidth values corresponding to arrays
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Figure 3.7: Linewidth and peak power values for SHNO arrays operating at
synchronized state biased at DC current values, indicated by white solid lines
in Figure 3.3. (a) Linewidth values of the arrays versus the number of the
SHNOs in each array. (b) The extracted peak po er values for the operating
points shown in (a).
with (w, p) = (50, 100) vs. array size. As can be seen, the linewidth improves
as the array grows in size, provided the synchronization holds. Interestingly, the
trend in the linewidth can be fitted perfectly with a 1/N function (the black
dashed line) which is in excellent agreement with the theoretical predictions
for how synchronization will improve the linewidth. Since the linewidth is
inversely proportional to the total “intrinsic” SW internal power, the other
data points representing the linewidth values for the arrays with larger values
of w (the red, blue, and violet symbols) show much smaller linewidths and
higher peak powers for the same number of SHNOs in the synchronized array.
This behavior is consistent with the size of the precessing volume in the
FM, which is greater for larger values of w. The bigger precessing volume
thus leads to higher intrinsic SW internal power, and consequently to lower
linewidth for arrays with larger values of w. Figure 3.7b shows the peak power
values corresponding to the data points in Figure 3.7a. Again, the peak power
increases as the array size grows for all the synchronized arrays. However,
looking at the arrays with (w,p)= (50, 100), the growth of the peak power does
not follow a N2 dependency. In theory, the N2 dependency can be achieved
if all of the oscillators are phase-locked with zero phase difference (shift);
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however, in reality, there is likely a relative phase difference between the
oscillators. This shift can originate from various sources, such as differences
in the size of the oscillators, non–uniformity in the spin current density that
drives each oscillator, and broken coupling symmetry at the edge of the arrays.
All these factors cause distributions in the natural frequency of the SHNOs.
By considering the mesa resistance (Rm), the individual nano–constriction
resistance (Rc), the applied current (Idc), and the array size, we use the relative
phase shift δφ between neighboring chains and Rac (the alternate resistance
caused by AMR) as a fitting parameter to estimate the experimental peak
power values. The calculated peak powers are shown in Figure 3.7b as a black
dashed line that corresponds to a chain-to-chain relative phase shift of 16˝.
The black dashed line emphasizes the importance of phase difference on the
peak power and explains why a growing phase shift can eventually lead to a
rollover in the peak power as the array size scales.
3.3 Neuromorphic computing using 2D SHNO
arrays
The use of oscillators in neuromorphic computing encompasses a wide and
varied research field. In a very recent work, Romera et al. [129] used four vortex
STNOs, electrically connected in series, for reservoir computing, achieving
recognition of seven different vowels spoken by 35 speakers. Using a linear
combination of 12 frequency components in the spoken vowels, they mapped
the input frequencies into two RF signals injected into an antenna close to the
STNO chain. The frequencies of one or more of the free-running STNOs became
phase-locked to one or the other (or both) of the injected RF signals when
their frequencies were close to the natural frequency of each STNO. Depending
on how the STNOs injection–locked to the two RF signals, a two-dimensional
synchronization map with synchronization regions corresponding to the seven
different vowels was achieved.
Despite this exciting proof of concept, the proposed approach will be
challenging to scale up in terms of number of STNOs. Their connections
were provided by wire bonding, and the coupling between the oscillators was
too weak for large scale-up. The demonstrated system was also based on
vortex oscillators operating at 350 MHz. To reach a certain injection–locked
state will require a certain number of periods, hence limiting the recognition
speed significantly. There is therefore a need to both scale up and speed up
these or similar systems if they will be used with more complex and more
time–consuming tasks.
Here we want to demonstrate that our 2D SHNO arrays are able to
reproduce the same synchronization maps, as shown in [129]. In the previous
chapter, Figure 3.8b showed an array of 4ˆ4 SHNOs, where the oscillators in
each chain fall into an internally synchronized state, showing four distinct peaks
(Fig. 3.8c). We will use these four chains as the four neurons, corresponding
to the four vortex oscillators in [129]. Figure 3.8a illustrates the interaction
between the two input signal neurons and the four individual neurons in our
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2D array (in this case, chains) showing that the chains are coupled to their
neighbors and also to the external signal. When we inject two microwave
currents with frequencies fA and fB directly into the SHNO array, the same
type of synchronization map can be reproduced, as shown in Figure 3.8d.
To perform injection locking [169], we combined the two microwave signals
(fA and fB) generated by two R&S SMB100A Microwave Signal Generators
operating at frequency range close to 2fSHNO. The combined signals were then
fed to a microwave circulator connected to the RF port of the bias-tee to inject
the two microwave signals directly to the SHNO array. The injected signals
can strongly perturb the array and phase–lock to the individual chains when
injected with enough power (i.e., -2 dBm in our case) and at a frequency close
to the chain’s frequency. The injected signals,fA and fB , phase–lock with the
second harmonic of the SHNOs, 2fSHNO while their sun–harmonics, fA/2 and
fB/2 phase–lock with the SHNOs at fSHNO. The output signal was then sent
back through the RF port of the bias–tee and then to the third port of the
circulator to the LNA before it was captured by SA. The injection locking
at 2fSHNO range assures no damage to the LNA (amplifying the signal in
4-10 GHz range) caused by high power injected signals, fA and fB .
Figure 3.8: Demonstration of synchronization map with a 4ˆ4 SHNO array.
(a) Layout of the artificial neurons. While each neuron Ni is coupled to the
neighboring neurons, they are all coupled to the external microwave signals
fA and fB. (B) SEM image of the array, depicting each chain of SHNOs as
a neuron. (C) the injection locking of N1 to N4 to fA and fB. (d) Map of
different synchronization regions corresponding to oscillators locked to fA/2
and fB/2. A total of 20 distinct synchronization regions are mapped.
Figure 3.8c indicates the frequency locking range of each chain when it
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locks to the fA/2 signal. The locking range can also be seen by looking at the
width of the stripes in Figure 3.8d. Our demonstration indicates the possibility
of carrying out the same type of reservoir computing at frequencies up to
8.6 GHz, which is about 25 times faster than the case with STOs running at
350 MHz.
There have been many other proposals and approaches to using oscillator
networks for different computation paradigms, including:
• Vortex coloring of graphs belonging to the class of combinatorial
optimization problems with nondeterministic polynomial-time complexity,
based on the oscillators’ phase. [42]
• Oscillatory arrays with multilevel neurons for pattern recognition in the
frequency domain. [43, 44]
• Auto-associative memory and pattern recognition with an oscillator
network; this involves looking at the strength of synchronization defined
by the output power, in which tuning the phases (the coupling in the
Kuramoto model) will change the synchronization strength. [45–47]
• Oscillatory network based on a Kuramoto phase oscillator for image
segmentation. Two interacting two-dimensional oscillator networks with
different couplings within rows and within columns are used. [48, 170]
• Oscillator network-based Ising machine for solving combinatorial
optimization problems. [49–51]
A two-dimensional network of interacting oscillators is the central feature
of almost all of the proposed neuromorphic approaches to computing. It is
particularly important to point out that all the approaches mentioned above
require oscillator-to-oscillator coupling for their operation. The two-dimensional
SHNO networks offer very strong coupling in both dimensions, and will
encourage renewed interest and efforts in the hardware realization of the
theoretical and simulation examples above. The input patterns are encoded
in the coupling between the oscillators within 2D arrays (phases or natural
frequencies), or by global coupling enforced by external means. In our case,
the coupling between the oscillators in the 2D SHNO arrays is determined
by dipolar and exchange interactions that are tunable by applied current
and external field. Both dipolar and exchange interactions decay, with the
distance leading to a predominant nearest– neighbor coupling. There are thus
short-range and long-range coupling interactions, which are needed to imitate
the synaptic coupling between neurons. To this end, the synaptic coupling
between artificial neurons should be tunable individually, so that pairwise
coupling can be strengthened or weakened.
The next chapter, therefore, describes how individual tuning of SHNOs
can affect their frequency, their coupling, and even their synchronization to
neighboring oscillators within a chain.
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4Voltage controlled SHNOs:
The oscillator remembers
Manuscript VI & VII : In the earlier three chapters, we laid the foundation
for coupled nanoscale spintronic oscillators, compatible with CMOS technology
and scalable down to a few tens of nanometers. In this chapter, we will present
the last piece of the puzzle needed to complete our foundation: the tuning of
individual oscillators in an array and the tuning of their mutual coupling. This
will be necessary if an oscillator network is to be used as an artificial neural
network whose synaptic weights (or couplings) need to be adjusted during
either the training process or when using the system.
In the work by Romera et al. [129], mentioned in the previous chapter,
they took advantage of four individual STNOs, each having an individual
DC bias line to tune their individual frequencies. Individual tuning of the
STNOs allowed the synchronization map to be reconfigured and optimized to
accommodate each ensemble of vowels inside a single synchronized region in
the map, as shown in Figure 2a–d in [129]. By training the network with many
vowel samples, and adjusting the synchronization map, the STNOs were able
to recognize the test vowels with a recognition rate of up to 85%.
While we showed in the previous chapter that our 2D SHNO arrays were able
to reproduce the same synchronization maps, they, too, could have benefited
from individual tuning of the different chains. Moreover, individual tuning will
essentially be required to perform almost any type of bioinspired computing. For
this reason, we have to find or develop an efficient way to tune the frequency of
our oscillators. As power efficiency demands less power consumption, applying
an electric field via gating seems to be the best candidate, as the power
consumption for tuning is determined by the leakage current through the
dielectric material. If done properly, this leakage would be negligible.
In order to achieve individual tuning by voltage in our system, we need to
find a material and structure whose properties are affected by the electric field
caused by the voltage. One candidate was interface perpendicular magnetic
anisotropy (PMA), as observed in our W/CoFeB/MgO-based SHNOs. The
PMA at the CoFeB/oxide (mainly MgO) interface is one of the main driving
forces behind MRAM technology, and it is known that both the PMA [171,
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172] and the SW damping [171] can be controlled by applying a voltage to this
interface.
Applying an electric field to the CoFeB/MgO interface with PMA modulates
the charge or the spin density in the 3d orbitals of Fe. The 3d orbitals are
hybridized with the 2p orbitals of the oxygen atoms. A relative change is
introduced in the spin density of the occupied orbitals with the application
of an electric field, which induces a change in the PMA [173]. In MTJs with
perpendicular magnetized free layer, the demagnetization field is significantly
compensated by the PMA emerging from the interface. The MRAM switching
current density can thus be significantly reduced and the density of MRAM
memory cells increased.
As we discussed in Section 1.1.3, the FMR frequency is determined by the
effective field, which contains a term for the anisotropy, including the PMA.
A change in the PMA is hence reflected as a change in the FMR frequency
in the linear regime, which consequently also changes the AO frequency. The
very first demonstration of frequency tunability for an SOT-driven oscillator
was reported by Liu et. al [174]; in his work, a frequency change of 6 MHz/V
was achieved. The oscillator consisted of a bilayer of NiFe/Pt gated through a
20-nm-thick AlOx layer. The relatively small magnetic anisotropy induced at
the NiFe/AlOx interface results in a small AO frequency change, caused by the
electric field. Hence, investigating the PMA in W/CoFeB/MgO stacks, where
it is more strongly tunable by both the growth conditions and the applied
voltage, seems to be a promising approach to satisfying the requirements.
In this chapter, we introduce SHNOs based on W/(Co0.75Fe.25)75B25/MgO/
AlOx and controlled by an electric field. This field, provided by the gating
operation, is found to modulate both the Gilbert damping and the PMA of
the ferromagnetic layer. Moreover, the voltage can force multiple oscillators to
fall back-and-forth into a synchronized/non–synchronized state. The gating
through the insulating layer also adds another functionality to the device: that
of memristive switching of the gate insulator. Such memristive behavior gives
our device the ability to remember the last input it was provided.
4.1 Sample fabrication
We started with five different stacks of W(5)/(Co0.75Fe.25)75B25(1.7)/MgO(2)
(thicknesses in nm), where the thickness of CoFeB was varied from 1.1 to
1.9 nm to obtain different levels of PMA. The MgO layer in all stacks
was protected from ambient humidity by a 2 nm AlOx layer.The stacks
were subsequently annealed at 300 ˝C for 1 hour to induce PMA. The
vibrating–sample magnetometer (VSM) technique was used in order to obtain
the hysteresis loops of the magnetic stacks, as shown in Figure 4.1. Figure 4.1a
and b show the hysteresis loops for out-of-plane and in-plane applied field,
respectively. The figures in the bottom row represent the small field range
for the figures in the upper row. From the figures, it is clear that only two
thicknesses of CoFeB–1.9 nm (orange line) and 1.7 nm (green line)–provide
in-plane magnetized films, although they both show very strong PMA. For
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the 1.7 nm-thick CoFeB, the magnetization can be aligned perpendicularly to
the film surface by applying a magnetic field of only a few hundred Oersted
(bottom row in Figure 4.1a). The PMA strength can hence be very high,
inducing a strong out-of-plane magnetized film that requires a very large
in-plane magnetic field to make the magnetization lie in the film plane (i.e.,
CoFeB (1.1nm), black line in the upper row Figure 4.1b)
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Figure 4.1: VSM measurement of W(5)/(Co0.75Fe.25)75B25(t)/MgO(2)/
AlOx(2) (thicknesses in nm) stacks for (a) out-of-plane and (b) in-plane applied
fields. The bottom row figures are magnified to show the smaller applied field
range in the upper row.
For final fabrication, we chose the W(5)/(Co0.75Fe.25)75B25(1.7)/MgO(2)/
AlOx(2) stack as it is an in-plane magnetized film with substantial PMA
that almost compensates the demagnetization field entirely. The first step in
the fabrication process to define the SHNO followed the process described in
Section 1.2.1. The thickness of the HSQ was chosen such that, having etched
the entire stack to the substrate, there was no HSQ (or only a thin layer)
left on the AlOx. The sample was then covered by 15 nm of sputtered silicon
nitride Si3N4 to isolate the entire substrate and sample sidewalls from the top
electrodes. In the next step, the gate line was defined by sputtering a bilayer
of Ti(2 nm)/Cu(40 nm), followed by EBL using a thick layer of ma-N2400
negative resist as the etching mask. The pattern of the gate electrode was
transferred to the Ti/Cu bilayer using the IBE technique. After removing the
remaining negative resist, the sample went through optical lithography using
57
1.5 µm thick S1813 positive resist to define vias in Si3N4, giving access to
the SHNO metal layers for the contact pads. Finally, the electrical contacts,
including two SG-CPWs for microwave (the lower SG in Figure 4.2d) and
DC (the upper SG in Figure 4.2d) measurements were defined by optical
lithography and lift-off. Figure 4.2a and b show schematics of the fabricated
device depicting the thickness and order of the layers.
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Figure 4.2: (a) and (b) schematic of the gated SHNO indicating the thickness
of each layer, the constriction width, and the gate width. (c) Optical image
of the fabricated devices with the top contacts for microwave measurements
(bottom SG pads) and DC measurements (top SG pads). (d) Magnified image
of the SHNO mesa. (e) SEM image of the SHNO with corresponding polarities
for ISHNO, VG, and IG.
4.2 Electrical measurement I: Voltage
controlled PMA and damping
Figure 4.3a–c shows the AO measurements for different applied gate voltages.
The positive gate voltage results in a reduction in the PMA (K1), which
translates as an increase in Meff (Meff = Ms ´K1 ´K2), shown in the inset
to Figure 4.3d. The FMR frequency thus decreases, as does the AO frequency.
The same argument holds for negative gate voltages, resulting a blue-shift in
the AO frequency (Fig. 4.3e). Figure 4.3d shows the reduction in the Gilbert
damping constant when the voltage is swept from negative to positive values,
which reflects itself into the auto-oscillation threshold current (see Fig. 4.3a–c).
Experiments by other groups show the importance of oxygen ion migration
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during the application of negative and positive gate voltages in FM/oxide
interfaces [175, 176]. The migration of oxygen ions may explain the damping
changes in our devices, as oxygen contributes to the formation of an over
oxidized magnetic layer, increasing the intrinsic damping in the FM. Pulling
the oxygen ions from the interface transforms the O-rich interface into an
O-poor interface, enhancing the magnetic quality of the FM and reducing
damping.
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Figure 4.3: AO measurements of SHNOs for different gate voltages: (a) -2 V,
(b) 0 V, and (c) +2 V. (d) Gilbert damping, Meff (inset) modulation, and (e)
frequency change versus the applied gate voltage.
4.3 Electrical measurement II: The gate is a
memristor
During the electrical measurement, we observed that the maximum positive
voltage that we can apply to the insulating layer before the gate dielectric
breaks down is about +2 V. However, the limit for negative voltages
without breakdown may be as much as -4 V. We later observed that, after
a breakdown at a positive voltage, the gate dielectric recovers when a
large negative voltage is applied. This process can be repeated indefinitely.
Finally, we found that our multilayer dielectric material and its contacts,
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W(5)/CoFeB(1.7/)MgO(2)/AlOx(2)/SiNx(15)/Ti(2)/Cu(40), act as a tunable
resistor in which the resistance state can be set by the current compliance
when the dielectric multilayer breakdown occurs. It also turns out that the
I–V curve of the gate crosses the origin. All these signs point towards our
multilayer dielectric material being a memristor.
In the following, we will characterize the memristive behavior of our gate.
We use the term Vm rather than VG for the rest of the discussion in order to be
consistent with the terms used for characterizing memristors. The memristor
(gate) voltage was swept from -2 V to +2 V in the forward sweep, and from
+2 V to -2 V in the backward sweep, in order to obtain the memristive behavior.
During the forward sweep, the memristor behaves as an insulator, and the
leakage current is in order of few nA; this corresponds to a high resistance
state (HRS) of 0.12–1 GΩ. At a certain positive voltage, the memristor current
(Im) abruptly increases to the current compliance value (CC) set at the voltage
source, reaching a low resistance state (LRS). This voltage is called Vset. The
opposite value in the negative voltage range at which the memristor switches
back to the HRS is called Vreset. Figure 4.4 shows the multilevel resistance
levels achieved by setting different current compliance values (CC). The CC
defines how large the conducting path is allowed to grow through the multilayer
dielectric material. It thus sets the resistance of the conducting path. Higher
CC values allow larger conducting paths; hence, smaller resistance values can
be obtained. Note that the resistance state is defined by the slope of the linear
region of each I–V curve crossing the origin.
Figure 4.4: Multilevel memristive switching of the multilayer gate dielectric
defined by different CCs to obtain HRS and LRSs.
Let us now examine how the memristor behavior affects the behavior of the
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Figure 4.5: Memristive behavior of the fabricated gate affecting the SHNO AO.
Effect of Vm on AO for (a) forward sweep. (b) backward sweep. Memristor
current Im for (c) forward and (d) backward sweeps. The inset in (a) shows the
SHNO current and memristor current being added or subtracted from ISHNO.
SHNO in the HRS and LRS regions. Figure 4.5a and b show the AO response
of the SHNO corresponding to the memristive behavior of the fabricated gate
on top of the SHNO. Figure 4.5c and d show the memristive switching for the
forward and backward voltage sweeps, respectively, with the SHNO operating
at ISHNO = 1.27 mA. While the memristor is operating in its HRS (Fig. 4.5a),
the frequency experiences a red-shift as Vm approaches the positive values,
while Im is a measure of the leakage current. At Vm = 4 V, the Im abruptly
increases to CC= 100 µA, and the AO frequency of the SHNO exhibits a jump,
because a portion of the Im is added to the ISHNO. The new AO frequency
corresponds to the memristor LRS set by the CC. In the backward sweep
(Fig. 4.5b), the AO frequency undergoes a linear reduction in proportion to
the resistance LRS state. The frequency decrease continues until Vm reaches
Vreset, i.e. until the memristor re-enters its HRS. From Vreset to -2 V, a purely
electric field-driven effect governs the frequency change. Note that the polarity
of Im can reach negative values, so the memristor shunts a portion of ISHNO,
as shown in Figure 4.5d.
By setting different resistant values for the memristor, we can map the
frequency of SHNO to the memristor resistance states, HRS and LRS. What
the memristor does in this way is to memorize the frequency of the SHNO as it
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switches between different resistant states. Although the memristive switching
mechanism in our structure is not well understood, a possible explanation is
that oxygen ions migrate through the conductive filament consisting of metal
atoms, as discussed in [177].
4.4 Electrical measurement III: Memristive
control of mutual synchronization
As mentioned earlier, a purely electric field-driven change in the frequency
of SHNO in the HRS region is expected, while the LRS region rules the
frequency change by injecting or shunting some DC current to the SHNO.
Both effects could allow us to control individual SHNOs in chains or arrays.
To investigate this possibility, we fabricated SHNO chains with independent
gates to individual constrictions.
ISHNO (mA)
dB
ISHNO= 0.712 mA
μ0H=0.25 T
φ =22˚
θ= 65˚
a b
m1
m2
ISHNO
Figure 4.6: (a) Plot of AO PSD for ISHNO sweep when no gate voltage is
applied to m1 and m2. The synchronization breaks at larger ISHNO. (b) SEM
image of the SHNO showing m1 and m2 memristor top contacts.
We fabricated two gate contacts, m1 and m2, over the bridges connecting the
second SHNO to the third one, and the third one to the fourth one, respectively
(SEM image shown in Fig. 4.6b). The connecting bridges are the regions where
the modes overlap, the interaction occurs, and the synchronization is initiated.
Figure 4.6a shows the AO profile of a chain of four SHNOs, in which
the four oscillators are synchronized for low values of the ISHNO, while the
synchronization state breaks apart into two frequency branches for larger
ISHNO. To investigate the effect of the voltage while the memristor operates
in HRS, we kept ISHNO at 0.712 mA; under this operating condition, at least
one oscillator operates out of the synchronized state. The memristor voltage,
Vm1 was swept from negative voltage to positive voltage in the forward sweep
(shown under Fig. 4.7a by a red arrow). For the backward sweep, Vm1 was
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Figure 4.7: Effect of memristor voltage on the AO profile of four SHNOs in a
chain. (a) and (b) the PSD plot for Vm1 sweeps for constant ISHNO = 0.712 mA
(dotted white line in Fig.4.6a). By sweeping Vm1, synchronization is regained
at VVsynch in (a) and broken again at Vunsynch in (b). (c) and (d) m1 current
versus the applied voltage for both forward and backward sweeps. (e)–(f) and
(g)–(h) Linewidths and peak power plots corresponding to (a) and (b).
varied from positive values to the starting negative value from which the
forward sweep began (shown in Fig. 4.7b). As can be seen, during the forward
sweep, the upper frequency branch experiences a red-shift of as Vm1 approaches
positive values. The upper branch meets the lower frequency branch at Vsynch,
where the synchronization occurs. Figure 4.7e and g reveal a noticeable drop
in the linewidth and an increase in the peak power when the two frequency
branches synchronize at Vsynch, and continue in unison for all larger positive
voltages. A 203 MHz overall frequency change corresponding to 28 MHz/V
is achieved in the forward sweep. In the backward sweep (Fig. 4.7b), the
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oscillators seem to remain synchronized even for Vm1 lower than Vsynch. The
extended synchronization range is also confirmed by Figure 4.7f and h, in which
the linewidth and peak power remain improved until Vunsynch, at which the
synchronized state collapses. Note that, for both sweeps shown in Figure 4.7,
the memristor current Im1 is measured and plotted in Figure 4.7c and d. Since
Im1 did not show any absolute value greater than 150 nA, the memristor was
believed to be operating in the HRS.
In this chapter, we have shown how adding a gate to the top of an SHNO
not only allows tuning of the frequency of the individual oscillator, but can also
produce modulation in the damping constant. Adding a memristive gate offers
an embedded memory on top of the oscillator, which can either manipulate or
remember the previous frequency states of the device. Moreover, when it comes
to the chains and arrays of SHNOs, gating is a very feasible route for tuning
the coupling. The approach we have discussed here paves the way toward
implementing all computing paradigms based on coupled oscillatory networks
that require individual tuning. In oscillatory coupled network computation, all
the information is encoded in the coupling between the oscillators, and a tiny
change in the state of one oscillator is reflected throughout the entire array
through its effects on the coupling landscape.
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5Future approaches and
prospects
This thesis has provided all the building blocks needed for a range of
technology-ready spin-based oscillators. It began with the introduction of
a high–throughput high-resolution EBL process. The thesis then described
CMOS-compatible SHNOs, optimizing their operating conditions for low power
consumption, wideband operating frequency, tunable propagating SW emitters,
and large coupled networks of oscillators. Finally, we dealt with means of
connecting voltage–controlled inputs to the oscillators for tuning, controlled
synchronization, and turning them on and off at will.
From the fabrication point of view, the HSQ standard process has the
reproducibility required to produce very large two-dimensional SHNO arrays.
However, we expect the future of such arrays to involve MTJs embedded on
top, in order to significantly enhance the output power through TMR. In MTJ
fabrication, vertical cylindrical pillars are defined with minimum deviation on
the edges. The resist used as the etching mask should be sufficiently thick to
withstand the plasma etching for the MTJ stacks, which can consist of ten
or more layers. We thus need a process that offers sufficiently thick resist as
an etching mask and with minimum compromise on resolution, contrast, and
ease of processing. We believe that the HSQ high-contrast process proposed
in the first chapter is the means to satisfy these requirements. There is thus
the considerable potential to improve the fabrication process, leading to a
significant impact on device performance.
Power consumption is important for future integration with CMOS. Hf
dusting of SHNOs can reduce the current density, showing that there is
room for further optimization. Decreasing the current density is particularly
important for large oscillator arrays, where the heat generated in nanoscale
regions can severely affect the device stability and reproducibility. We
introduced W/CoFeB/MgO stacks in order to improve device performance
even further. These stacks not only achieve a spin Hall angle of 53%—pushing
the SHNO deep into the sub-milliampere operational regime—but they
also offer an MRAM-industry-friendly approach for future integration.
W/CoFeB/MgO-based SHNOs offer broad frequency tunability thanks to
65
the emerging PMA at the CoFeB/MgO interface. If the SHNOs are provided
with sufficient PMA, they can also be used as emitters of propagating SWs
with the wavelength–tunable by the applied current or the magnetic field.
Propagating SWs are of interest to many research groups working on magnonic
and wave-based computing. SWs are promising candidates for implementing
ultrafast spin-based logic gates and magnonic waveguides that do not suffer
from a diffraction limit on scaling, as optical waveguides do. We can now
discover how propagating SWs facilitate the synchronization of larger chains
and arrays of SHNOs. SHNO synchronization assisted by SW propagation
is a whole new approach to research into the coupling mechanism and the
robustness of synchronization.
We have shown nonlinear frequency and amplitude modulation using
SHNOs. Modulation is one of the most common functions in communication
systems, where it is performed by bulky and power-hungry semiconductor-based
oscillators. Embedding a nanoscale oscillator capable of operating as a
modulator is a step forward to achieving compact communication systems.
Predicting the behavior of the modulation using the NFAM model gives us
guidelines for designing the demodulator at the receiver end. The next step
is to implement an extended design to optimize other parameters, such as
modulation index, maximum achievable bandwidth, efficiency, and noise.
The two-dimensional synchronization of SHNOs is a leap forward in realizing
tunable microwave sources operating at GHz frequencies with unprecedented
signal coherency, achieving a Q factor of 170,000. Though the output power
of these arrays is not very high, since the output is based on AMR, the
next step will be to integrate MTJs and using TMR readout so as to boost
the output power significantly. Signal coherency can be maintained once the
MTJs share the free layers through which they synchronize. MRAM foundries
already offer commercial MTJ processing down to a few tens of nanometers.
Moving towards 2D arrays of W/CoFeB/MgO— the building blocks of future
MTJ-SHNOs—would be imperative. Using such arrays, it would be possible to
study synchronization for both SW bullets and propagating SWs. MTJ-SHNOs
can serve as excellent replacements for bulky semiconductor-based oscillators
once the output power, linewidth, and frequency stability criteria are met.
The most exciting phenomenon in 2D SHNO arrays, as described in
Chapter 3, is the interaction between oscillators, which forces them to operate
partially or entirely in unison once sufficient coupling is provided. Each SHNO
can be considered as a neuron operating at microwave frequency and connected
to neighboring neurons via magnetic interaction. Networks of coupled oscillators
can in this way emulate neuronal activities to perform some operations that
the Von Neumann paradigm is not optimized for. Coupled-oscillator network
computation is based on the principle “let the physics do the computing”:
all information is encoded in the couplings (interactions) between the oscillators
and the oscillators’ state (frequency or phase). Note that inputting and tuning
a processing unit based on oscillatory networks requires access to individual
oscillators. In Chapter 4, we introduced a possible path toward tuning the
oscillators within a chain; this can be easily extended to two-dimensional
arrays.
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Having all the necessary ingredients, we believe that the time has come to
take the next step towards investigating different computing paradigms for
the coupled network of oscillators, and to show how analog SHNO devices can
outperform conventional CMOS units by mimicking the way that the brain
processes information and by harnessing multicore operation and parallelism
at a speed of tens of GHz.
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