Background {#Sec1}
==========

Genomic prediction is currently used in many breeding schemes around the world. Initial challenges for genomic prediction were to overcome the so-called *n* \< \< *p* problem, because the number of SNP (single nucleotide polymorphism) effects (*p*) that needs to be estimated in the model is typically much larger than the number of individuals with records in the training dataset (*n*). Much research in the past few years has been conducted to develop and test different genomic prediction models \[[@CR1]\]. With the costs of genotyping dropping continuously, and with the expected use of whole-genome sequence data in practical applications in the short term \[[@CR2]\], the dimensions of datasets are growing rapidly. This also means that processing time and computer memory requirements of many genomic prediction models will rapidly increase.

Genomic prediction models can be roughly divided into two sets of models i.e. one that estimates the explained variance specific to each SNP or group of SNPs in the model, comprising most Bayesian genomic prediction models \[[@CR1],[@CR3],[@CR4]\], and one that completely relies on prior assumptions to define the explained variance that may be common for all SNPs, such as the RR-BLUP (referring to Random Regression Best Linear Unbiased Prediction \[[@CR5]\] or Ridge Regression BLUP \[[@CR1]\]) and the GBLUP (genomic-BLUP \[[@CR6]\]) models. Several studies have shown that using SNP-specific variances to give more weight to SNPs with large effects, may improve the accuracy of genomic prediction \[[@CR4],[@CR6],[@CR7]\], although other studies, in particular those based on real data, have reported no differences in accuracies \[[@CR1]\]. However, in traditional pedigree-based breeding value estimation models used in routine evaluations, variance components and breeding values are rarely estimated simultaneously, because this is computationally not feasible when using very large datasets \[[@CR8]\]. Instead, variance components are usually estimated for a subset of the data, for which more stringent editing criteria are applied compared to data used for breeding value estimation. Because variance components are expected to be relatively consistent over time, they are re-estimated less frequently using REML or Bayesian models \[[@CR9],[@CR10]\]. However, for some species, breeding values are estimated much more frequently i.e. for dairy cattle \[[@CR11]\] twice or four times per year for national genetic evaluations according to the ICAR guidelines \[[@CR12]\] and for pig and poultry on a weekly or even daily basis. Compared to the models applied to estimate variance components, those applied to predict breeding values use different algorithms, for example preconditioned conjugate gradients (PCG) \[[@CR13]\].

To reduce computational burden in genomic prediction models, while still being able to use SNP-specific variances, a similar strategy that estimates separately variance components at low frequency and breeding values at much higher frequency appears to be an interesting option. The objectives of this study were: (1) to describe genomic prediction models that involve separate steps to estimate SNP variances and to estimate GEBV (genome-enhanced breeding values) using BLUP, (2) to compare the performance of this two-step procedure with the equivalent Bayesian model that estimates SNP variances and breeding values simultaneously, and (3) to investigate the impact on the reliability of GEBV obtained using BLUP with SNP variances estimated on random or non-random subsets of the data. These objectives were investigated using dairy cattle data.

Methods {#Sec2}
=======

Bayesian models that include variance component estimation {#Sec3}
----------------------------------------------------------

Two Bayesian models were used to estimate SNP effects and SNP specific variances i.e. Bayesian Stochastic Search Variable Selection (BSSVS) \[[@CR14],[@CR15]\] and BayesC \[[@CR16]\]. The general model was:$$\documentclass[12pt]{minimal}
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                            $$ \mathbf{y}=\mathbf{1}\mu +\mathbf{Z}\mathbf{u}+\mathbf{X}\boldsymbol{\upalpha } +\mathbf{e}, $$
                        \end{document}$$

where **y** is a vector of phenotypic records, *μ* is the overall mean, **1** is a vector of 1s, **Z** is an incidence matrix that links records to individuals, **u** is a vector of the random polygenic effects of all individuals, **X** is a matrix that contains the scaled and centered genotypes (such that they have a distribution *N*(0,1) for each locus) of all individuals, **α** is a vector of the (random) allele substitution effects for all loci, and **e** a vector of the random residuals.

The difference between BSSVS and BayesC lies in the distributions from which the allele substitution effects are drawn. In both models, for each iteration of the implemented Gibbs sampler, a QTL (quantitative trait locus)-indicator *I*~*j*~ is sampled for each locus *j.* In both models, the effect is sampled from a distribution with large effects if *I*~*j*~ = 1. When *I*~*j*~ = 0, the effect is either sampled from a distribution with small effects (BSSVS) or is set to 0 (BayesC).

For BSSVS, the estimate of *α*~*j*~ is drawn from:$$\documentclass[12pt]{minimal}
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                            $$ N\left({\widehat{\alpha}}_j;\frac{\omega_j{\widehat{\sigma}}_e^2}{{\mathbf{x}}_j^{\mathbf{\prime}}{\mathbf{x}}_j+\lambda}\right), $$
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                            $$ {\mathbf{x}}_j^{\mathbf{\prime}}{\mathbf{x}}_j $$
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For BayesC, the estimate of *α*~*j*~ is drawn from:
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0 if *I*~*j*~ = 0
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where *v* is the degrees of freedom, set to 4.2 following \[[@CR16]\], and the scale parameter $\documentclass[12pt]{minimal}
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where *n* is the total number of SNP loci in the data, $\documentclass[12pt]{minimal}
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                            $$ {\widehat{\boldsymbol{\upalpha}}}^2 $$
                        \end{document}$ is a vector with squares of the current estimates of the allele substitution effects of all loci, which is weighted by vector **ω** that contains values of 1 or 100 for each locus.
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For both models, the posterior distribution of the QTL-indicator for locus *j* (*I*~*j*~) was (following the notation in \[[@CR17]\]):$$\documentclass[12pt]{minimal}
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where *m* is the number of animals with records, and **e** is a vector of the current residuals.

More details on the BSSVS model are in Calus et al. \[[@CR14]\], Calus \[[@CR18]\] and Verbyla et al. \[[@CR15]\], and more details on the BayesC model are in Habier et al. \[[@CR16]\]. Both BSSVS and BayesC were run using Gibbs sampling. For each BSSVS and BayesC analysis, two replicates that each consisted of a Gibbs chain of 60 000 iterations were run, discarding 10 000 iterations for burn-in. For BSSVS, parameter *π* was set to 0.999, based on our experience with this model. For BayesC, parameter *π* was set to 0.9 for BayesC, in line with estimates for this parameter in the literature \[[@CR16]\].

BLUP models {#Sec4}
-----------

In addition to the two Bayesian models, three BLUP models were used to predict GEBV of validation animals. The parameterization of all three BLUP models was similar to that of the Bayesian models, except that the BLUP models did not estimate SNP (specific) variances and they were solved using Gauss-Seidel instead of Gibbs sampling. Convergence criteria were computed across the mean, polygenic breeding values and SNP effects as the sum of squared differences between current and previous solutions, divided by the sum of squared current solutions \[[@CR19]\]. The threshold used for convergence was 10^−10^ \[[@CR20]\]. To evaluate the impact of using a more relaxed convergence criterion on the reliability and the number of iterations required, a convergence criterion of 10^−8^ was also tested.

The first BLUP model, RR-BLUP, defined the SNP variance as the total genetic variance divided by the total number of SNP loci. The second BLUP model used SNP-specific variances that were computed using BSSVS. This model will hereafter be referred to as BLUP-SSVS. The third BLUP model used SNP-specific variances that were computed using BayesC. This model will hereafter be referred to as BLUP-C.

Variance components {#Sec5}
-------------------

Genetic variances were required to compute prior SNP-variances for BSSVS and BayesC, and to compute SNP-variances used in RR-BLUP. For RR-BLUP, the SNP-specific variance was set equal to 95% of the genetic variance divided by the number of SNPs. Note that it was divided by the number of SNPs because, after scaling and centering, all genotypes had a variance of 1. The variance of the polygenic effects was set as 5% of the genetic variance. Likewise, residual variances were required for the RR-BLUP model. The genetic and residual variances were estimated from the data with a pedigree-based model.

For both BLUP-SSVS and BLUP-C, the variance of the polygenic effect and the residual variance were directly obtained from the corresponding Bayesian models. The estimated SNP variances of the BSSVS model, to be used in the BLUP-SSVS model, were computed as:$$\documentclass[12pt]{minimal}
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Implementation of the models {#Sec6}
----------------------------

As mentioned before, the BLUP models were implemented using Gauss-Seidel, while the Bayesian models were implemented using Gibbs sampling. The treatment of the SNP variances differed between models, in the sense that they were estimated in the Bayesian models and assumed known in the BLUP models. To compute the conditional values of the allele substitution effects within iterations, in both the BLUP and Bayesian models, the right-hand-side updating algorithm was used \[[@CR18]\]. This algorithm is an extension of residual updating that uses the feature that each locus has only three genotypes, which drastically reduces the required number of computations. To avoid rounding errors due to residual updating, the residuals were recomputed every 100th iteration \[[@CR20]\]. The order of the SNPs in which they were handled, was permuted every 10th iteration to speed up convergence in the BLUP models and to improve mixing in the Bayesian models solved with Gibbs sampling. This implies that the BLUP models also used a random seed, except that this was only used to permute the order in which the SNPs were evaluated. For each analysis of the BLUP and the Bayesian models, two replicates were performed using different seeds. Final estimates for each scenario were obtained as the average of the two replicates.

Data {#Sec7}
----

The data comprised 5000 Holstein Friesian dairy bulls with genotypes and de-regressed estimated breeding values (EBV) obtained from the Dutch national evaluations for the six following traits: protein yield, udder depth (UD), somatic cell score (SCS), interval from first to last insemination (IFL), direct longevity (DLO), and longevity including information from the predictor traits UD, SCS and locomotion (LON). Reliabilities of the EBV were used to compute effective daughter contributions (EDC) \[[@CR21]\], which were used as weights in the analyses, by dividing the residual variance for each bull by its EDC.

The genotypes were edited as part of a larger dataset. SNPs with a minor allele frequency below 0.025, a difference between observed and expected fraction of heterozygotes (based on Hardy-Weinberg disequilibrium) larger than 0.15, or a call rate higher than 90% were removed. Any missing individual genotype was imputed using DAGPHASE \[[@CR22]\] and Beagle \[[@CR23]\], to avoid missing genotypes in the final data. The training data consisted of 4245 to 4271 animals across the six traits. The validation population comprised all bulls with phenotypic information in the data born since January 1 2004 onwards, with a total number of 729.

Scenarios {#Sec8}
---------

In terms of animals used in the Bayesian models versus the BLUP models, four different scenarios were considered, as summarized in Table [1](#Tab1){ref-type="table"}. In the first scenario, all animals in the training dataset were used in the Bayesian models and RR-BLUP. This scenario is termed 'FULL' hereafter. In the second scenario, a random selection of 50% of the animals from the training dataset was used in the Bayesian models and RR-BLUP, and the BLUP-C and BLUP-SSVS used the SNP-wise variances from BayesC and BSSVS, with the corresponding reduced data. This scenario is termed 'RAN50' hereafter. It reflects a situation for which SNP-variances are estimated on a reduced random subset of the data. In the third scenario, the 50% of the animals in the training dataset with the highest de-regressed EBV were used in the Bayesian models. This scenario is termed 'TOP50' hereafter. It reflects a situation in which SNP-variances are estimated on a reduced non-random subset of the data. The fourth scenario is similar to the third, but uses the 50% animals with the lowest de-regressed EBV. This scenario is termed 'BOT50' hereafter. It should be noted that both the TOP50 and BOT50 scenarios were defined for each trait separately and thus contained different animals for different traits. In all four scenarios, all training animals were used with the BLUP models BLUP-SSVS and BLUP-C.Table 1**Description of the training scenariosPercentage of animals included in the training datasetScenarioTraining animalsBayesCBSSVSRR-BLUPBLUP-CBLUP-SSVS**FULLAll100%100%100%100%100%RAN50Random50%50%50%100%100%TOP50Highest DEBV^1^50%50%50%100%100%BOT50Lowest DEBV50%50%50%100%100%^1^DEBV = de-regressed estimated breeding value.

Evaluation of reliability, bias and convergence {#Sec9}
-----------------------------------------------

Reliability of GEBV was calculated as the squared correlation between de-regressed EBV and GEBV, divided by the average reliability of the initial EBV that were de-regressed (ranging from 0.82 to 0.96 across traits). It should be noted that the GEBV consisted of the sum of the SNP effects and the polygenic effect. Standard errors of the reliabilities were computed for both BLUP and Bayesian models using bootstrapping through the R-package "boot" \[[@CR24]\]. The bootstrapping procedure involved computing reliabilities for 10 000 bootstrapping samples of the 729 validation animals. Standard errors were computed as the standard deviation of those 10 000 reliability estimates. For each scenario, this standard error was computed for each replicate and then averaged across the two replicates. Bias of the GEBV was assessed by comparing mean de-regressed EBV and mean GEBV across all validation animals, and by evaluating coefficients of the regression of de-regressed EBV on GEBV.

For the BLUP models, the number of iterations to reach convergence is reported as a measure of efficiency. For BSSVS and BayesC, the estimated value of the SNP variance component was plotted for each iteration in the Gibbs chain, for visual inspection of its convergence. In order to assess whether the length of the Gibbs chain was sufficient, the effective chain length of the 50 000 samples after burn-in was computed using the R package Coda \[[@CR25]\].

Results {#Sec10}
=======

Reliability of GEBV {#Sec11}
-------------------

Estimated reliabilities of GEBV across traits, scenarios, and models are in Table [2](#Tab2){ref-type="table"}. Results indicate that within scenarios, the BSSVS and BayesC models had very similar reliabilities, while the RR-BLUP model generally had slightly lower reliabilities than BSSVS and BayesC, although the difference was only significantly different from 0 (*P* \< 0.05) for the trait DLO. Although not significant at *P* \< 0.05, the *P*-value of the difference between the reliability using RR-BLUP and the reliability using the Bayesian models was less than 0.10 for protein and LON (results not shown). The models BLUP-SSVS and BLUP-C always used all training animals, but used SNP variances that were estimated with BSSVS and BayesC using different training datasets in the different scenarios. Reliabilities obtained with BLUP-SSVS and BLUP-C were always very similar to the reliabilities obtained with BSSVS and BayesC in the FULL scenario. Comparing the reliabilities of BSSVS and BayesC across different scenarios indicates that selecting the best animals (TOP50) as training animals yielded a slightly higher reliability for four out of six traits than selecting training animals at random, while selecting the worst animals (BOT50) yielded very low reliabilities for five out of six traits. In summary, these results indicate that using random (RAN50) or non-random subsets (TOP50 and BOT50) to estimate SNP variances does not affect the GEBV, as long as the training data used to predict the GEBV includes all animals.Table 2**Reliabilities of GEBV** ^**1**^**TraitScenarioBSSVSBayesCRR-BLUPBLUP-SSVSBLUP-C**ProteinFULL0.4800.4640.4090.4680.458RAN500.2940.2740.2570.4770.469TOP500.3450.3360.3070.4730.459BOT500.1190.1210.1060.4790.467UDFULL0.5100.5110.4710.5020.509RAN500.3740.3740.3630.5070.511TOP500.3250.3260.3660.4940.496BOT500.0850.0730.0910.4930.491SCSFULL0.5720.5810.5440.5730.577RAN500.4120.4100.3940.5720.571TOP500.4340.4320.4490.5630.562BOT500.0860.0890.1380.5610.562IFLFULL0.5340.5340.4700.5270.532RAN500.4320.4340.3990.5300.532TOP500.1100.1140.1140.5200.521BOT500.3310.3290.2560.5210.522DLOFULL0.396^a^0.397^a^0.309^b^0.389^a,b^0.388^a,b^RAN500.2050.2130.1730.392^a,b^0.394^a,b^TOP500.3300.3310.2890.411^a^0.412^a^BOT500.0180.0220.0280.407^a^0.409^a^LONFULL0.417^a,b^0.419^a,b^0.341^a^0.409^a,b^0.409^a,b^RAN500.2820.2800.2270.418^a,b^0.422^a,b^TOP500.3540.3530.3200.434^b^0.436^b^BOT500.0140.0230.0320.428^a,b^0.429^a,b^Reliabilities are computed for six traits, five different models and four training scenarios using all (FULL), at random 50% (RAN50), the best 50% (TOP50), or the worst 50% (BOT50) of the training dataset.^1^Standard errors of reliabilities were on average equal to 0.029 and ranged from 0.010 to 0.034; ^a,b^values with different superscripts indicate significant differences at P \< 0.05; reliabilities of BSSVS, BayesC and RR-BLUP were compared to each other within the same scenario; reliabilities of BLUP-SSVS and BLUP-C for all four scenarios were always compared to reliabilities of BSSVS, BayesC and RR-BLUP obtained in the FULL scenario, because BLUP-SSVS and BLUP-C always used all training animals.

The equivalence of the GEBV obtained in the FULL scenario, is illustrated by the correlation between GEBV obtained with those different models (Table [3](#Tab3){ref-type="table"}). These correlations clearly indicate that BSSVS, BayesC, BLUP-SSVS and BLUP-C gave very similar GEBV (correlations \> 0.99) for all traits and scenarios. The GEBV obtained with RR-BLUP that assumes that each SNP explains the same amount of variance, tended to be slightly different from the GEBV obtained with the other models, with correlations ranging from 0.94 to 0.99.Table 3**Correlations between GEBV obtained with five different models in the scenario that used all training animalsTraitModelBayesCRR-BLUPBLUP-SSVSBLUP-C**ProteinBSSVS0.9940.9540.9950.991BayesC0.9570.9940.998RR-BLUP0.9540.972BLUP-SSVS0.992UDBSSVS0.9930.9620.9910.992BayesC0.9600.9920.997RR-BLUP0.9600.974BLUP-SSVS0.992SCSBSSVS0.9960.9780.9960.995BayesC0.9770.9960.998RR-BLUP0.9780.987BLUP-SSVS0.995IFLBSSVS0.9980.9270.9960.996BayesC0.9250.9960.998RR-BLUP0.9290.943BLUP-SSVS0.996DLOBSSVS0.9980.9370.9980.996BayesC0.9380.9970.998RR-BLUP0.9430.955BLUP-SSVS0.997LONBSSVS0.9980.9460.9970.996BayesC0.9480.9970.998RR-BLUP0.9540.964BLUP-SSVS0.997Correlations are computed within replicates and then averaged across replicates.

Bias of GEBV {#Sec12}
------------

For all scenarios, models and traits, de-regressed EBV were compared to the GEBV, to investigate potential bias in the GEBV. The difference between mean of the de-regressed EBV and mean of the GEBV gives an indication of the bias in the level of the GEBV. Those differences show that within scenarios, biases of the Bayesian models and RR-BLUP were very similar (Table [4](#Tab4){ref-type="table"}). Compared to the FULL scenario, for BSSVS, BayesC and RR-BLUP, the bias with the RAN50 scenario was somewhat higher for all traits except DLO and LON, and even more so for the TOP50 and BOT50 scenarios. In all scenarios, the bias in the level of predictions with models BLUP-SSVS and BLUP-C was similar to the bias observed with the Bayesian models and RR-BLUP in the FULL scenario.Table 4**Differences between the mean of the de-regressed EBV and the mean GEBV of the validation bullsTraitScenarioBSSVSBayesCRR-BLUPBLUP-SSVSBLUP-C**ProteinFULL−0.12−0.13−0.13−0.13−0.13RAN500.240.240.21−0.13−0.13TOP50−0.17−0.17−0.20−0.08−0.09BOT501.761.771.66−0.11−0.11UDFULL−0.08−0.09−0.10−0.09−0.09RAN500.160.150.14−0.08−0.09TOP50−0.19−0.19−0.18−0.06−0.06BOT501.511.531.34−0.04−0.04SCSFULL−0.07−0.07−0.09−0.07−0.08RAN500.100.100.09−0.08−0.08TOP50−0.45−0.45−0.45−0.06−0.06BOT500.990.980.86−0.03−0.03IFLFULL−0.15−0.15−0.16−0.15−0.15RAN50−0.18−0.18−0.20−0.15−0.15TOP50−1.16−1.16−1.09−0.15−0.15BOT500.290.290.23−0.16−0.16DLOFULL−0.27−0.27−0.25−0.27−0.27RAN50−0.03−0.04−0.04−0.28−0.28TOP50−0.46−0.46−0.45−0.26−0.25BOT501.401.391.27−0.25−0.25LONFULL−0.29−0.29−0.27−0.29−0.29RAN50−0.09−0.09−0.10−0.30−0.30TOP50−0.49−0.48−0.48−0.28−0.28BOT501.411.411.29−0.26−0.26All differences are expressed in standard deviations of the de-regressed EBV in the reference population.

Slopes of the regression of de-regressed EBV on the GEBV indicate bias in the scale of the GEBV, i.e. values greater (lower) than 1.0 indicate underestimation (overestimation) of the variance of the GEBV. For the FULL scenario, regression coefficients deviated most from 1.0 for RR-BLUP and were substantially lower than 1.0 for all traits (Table [5](#Tab5){ref-type="table"}). The other models yielded regression coefficients closer to 1.0, but also had values substantially lower than 1.0 for the traits IFL, DLO and LON. Compared to the FULL scenario, the GEBV obtained with BSSVS and BayesC always showed a greater bias for the BOT50 scenario except for protein, and for some traits also for the RAN50 scenario. However the TOP50 scenario tended to yield the least biased GEBV, even compared to the FULL scenario, except for SCS and UD.Table 5**Coefficients of the regression of de-regressed EBV on GEBVTraitScenarioBSSVSBayesCRR-BLUPBLUP-SSVSBLUP-C**ProteinFULL0.9260.9070.7530.8940.876RAN500.7790.7470.6330.9050.896TOP501.0451.0350.7861.0010.994BOT501.0011.0210.5990.9910.979UDFULL0.9670.9690.8000.9290.933RAN500.9190.9050.7630.9580.950TOP501.1501.1530.9581.0761.078BOT501.2461.1480.6221.1071.109SCSFULL1.0061.0150.8880.9830.979RAN501.0000.9990.8830.9940.988TOP501.4971.4991.2431.1161.118BOT501.1901.2080.8301.1541.156IFLFULL0.9140.9120.6820.8860.883RAN500.8870.8930.6750.8900.892TOP501.2681.2920.6991.0001.001BOT501.1771.1780.6910.9940.995DLOFULL0.8400.8370.6150.8160.805RAN500.6730.6830.5090.8180.814TOP501.0171.0180.7880.9280.932BOT500.6370.6950.3920.9310.933LONFULL0.8500.8470.6490.8250.813RAN500.7210.7180.5430.8360.836TOP501.0321.0290.8210.9350.937BOT500.5430.7080.4170.9410.945Regressions are performed for six traits, five different models and four training scenarios using all (FULL), at random 50% (RAN50), the best 50% (TOP50), or the worst 50% (BOT50) of the training dataset.

Estimated SNP-specific variances {#Sec13}
--------------------------------

Distributions of estimated SNP-specific variances of the Bayesian models were studied since the most important difference between the Bayesian models and the RR-BLUP model lies in the SNP variance used to estimate the SNP effects. The distributions of the two independent replicates were very similar, and therefore only the distribution for the first replicates is shown in Figure [1](#Fig1){ref-type="fig"}. These results show that the maximum SNP variances were substantially larger for the BSSVS model compared to the BayesC model.Figure 1**SNP-specific variances estimated with BSSVS and BayesC.** Estimates were obtained for all six traits in the FULL scenario, for the first replicate. The largest SNP variances across traits were equal to 0.52, 0.0165, 0.0270, 0.0086, 76.95 and 76.15 for BSSVS and 0.059, 0.0041, 0.0033, 0.0020, 8.09, and 7.90 for BayesC.

Convergence of the Bayesian models {#Sec14}
----------------------------------

The pattern of the SNP variance component across iterations, appeared to be quite stable after the 10 000 iterations of burn-in, both for BSSVS and BayesC, as illustrated in Figure [2](#Fig2){ref-type="fig"} for the first replicate of each trait in the FULL scenario. In fact, the patterns suggest that using 5000 iterations for burn-in would be sufficient for all traits and both models, while for some traits as little as 2000 iterations appears to be sufficient for burn-in.Figure 2**SNP variance components across iterations, estimated with BSSVS and BayesC.** Estimates were obtained for all six traits in the FULL scenario; values are shown only for the first replicate. The effective chain length of the last 50 000 samples is given for each figure.

Effective chain lengths ranged from 57.9 to 211.4 for BSSVS and from 179.6 to 522.2 for BayesC (Figure [2](#Fig2){ref-type="fig"}). In nearly all cases, the effective chain length was roughly twice as large for BayesC compared to BSSVS, suggesting that the SNP variance component reaches convergence faster in BayesC than in BSSVS. Considering that the effective chain length should be at least 50, this suggests that across traits and models, anywhere between \~5000 and 50 000 iterations are required after burn-in.

Convergence of the BLUP model {#Sec15}
-----------------------------

The number of iterations required for the different BLUP models until convergence, averaged across both replicates, is in Table [6](#Tab6){ref-type="table"}. In general, the required number of iterations was rather similar for RR-BLUP, BLUP-SSVS and BLUP-C. The only clear difference was observed between RR-BLUP on the one hand, and BLUP-SSVS and BLUP-C on the other hand for the traits UD and SCS in the TOP50 scenario and for IFL in the BOT 50 scenario. In those cases, RR-BLUP required 4000 to 5000 iterations compared to 13 000 to 16 000 for BLUP-SSVS and BLUP-C.Table 6**Number of iterations until convergence for the three BLUP modelsTraitScenarioRR-BLUPBLUP-SSVSBLUP-C**ProteinFULL176971607516111RAN50185641694417184TOP50144281456114528BOT50180331488714898UDFULL199802013019114RAN50161311913318790TOP5040171611015680BOT50162381362913535SCSFULL156261511014646RAN5090681522615172TOP5051871344213280BOT50144511452514230IFLFULL184142046519765RAN50158802200821534TOP50175491418514320BOT5052311377413753DLOFULL183451568815679RAN50185121784817757TOP50177281339413343BOT50174091355113445LONFULL182181551215568RAN50185301564015733TOP50178011345213458BOT50179431386313772

When using a convergence criteria of 10^−8^ instead of 10^−10^ for the FULL scenario, GEBV had very similar reliabilities (Table [7](#Tab7){ref-type="table"}), and were indeed virtually the same, i.e. they had a correlation higher than 0.999 (results not shown). The required number of iterations, however, was only 1832 to 4928 (Table [7](#Tab7){ref-type="table"}), and thereby decreased by 71 to 90% compared to the more stringent convergence criterion of 10^−10^.Table 7**Reliability and number of iterations until convergence for three BLUP models using a convergence criterion of 10** ^**−8**^**ReliabilityNumber of iterationsTraitRR-BLUPBLUP-SSVSBLUP-CRR-BLUPBLUP-SSVSBLUP-C**Protein0.4090.4680.458306135983579UD0.4710.5020.508209421042177SCS0.5440.5730.577120127702364IFL0.4700.5260.531218530353014DLO0.3090.3890.388492243544364LON0.3410.4090.409503145074471

Discussion {#Sec16}
==========

The objectives of this study were to develop and describe genomic prediction models with a separate step to estimate SNP specific variances with a Bayesian model and a subsequent step to predict GEBV using a BLUP model. Such a system has the advantage that SNP variances can be estimated less frequently, while genomic evaluations can be performed at higher frequency with a BLUP model. BLUP models have the advantage that monitoring of convergence is straightforward and convergence is obtained within a limited number of iterations, as our results confirmed, while it was expected that the results of the BLUP models were similar to those of the Bayesian models. Our results confirmed that the BLUP models, using SNP-specific variances, yielded GEBV that were very similar to those with the Bayesian models, even if the SNP-specific variances were estimated from a non-random subset of the data. Other studies have drawn similar conclusions when SNP variances were estimated with Lasso \[[@CR26]\] or BayesB \[[@CR7]\] and later used in a GBLUP type of model, or when a non-linear weighting was directly incorporated in the GBLUP model \[[@CR6]\], although those studies did not investigate the sensitivity of the models to estimating SNP variances from non-random subsets of the data. Another advantage of using pre-computed SNP variances from the data rather than using variances that are *a priori* distributed across the SNPs, is that the SNP variances used are not very dependent on assumptions that need to be made in RR-BLUP, where the variance for all SNPs is assumed equal and simply computed as the total genetic variance divided by the number of SNPs. Using estimated SNP variances instead, allows the variances to differ between SNPs, and even to adapt, for instance, to linkage disequilibrium between SNPs, which may affect the variance associated to them. Our results suggest that the assumptions of, e.g., RR-BLUP may result in less accurate and more biased predictions.

The GEBV obtained using BSSVS and BayesC were very similar, despite the observation that the distributions of SNP effects differed considerably between the two models (Figure [1](#Fig1){ref-type="fig"}). It should be noted that the differences in SNP-specific variances between the two Bayesian models were mainly due to differences in priors. Initially, π was set equal to 0.999 and 0.99 for BSSVS and BayesC, respectively. The value of 0.99 for BayesC was chosen to obtain the same prior SNP variance component $\documentclass[12pt]{minimal}
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                    \end{document}$ for both models. However, the reliabilities obtained for BayesC with this initial value for π were substantially lower than those for BSSVS (results now shown). Therefore, we decided to use a π value of 0.90 for BayesC, which is closer to empirical estimates for BayesC reported in the literature \[[@CR16]\]. With this value of π for BayesC, results of BSSVS and BayesC were very similar.

Use of subsets of data to estimate SNP variances {#Sec17}
------------------------------------------------

Although BSSVS and BayesC consistently outperformed RR-BLUP, the difference in observed reliabilities was not significantly different from 0 for nearly all cases, despite the relatively large number of validation animals used, i.e. 724. Also, the scale of the GEBV obtained with BLUP-SSVS and BLUP-C was consistently less biased than the scale of the GEBV obtained with RR-BLUP. In fact, when SNP variances were estimated with a subset of the data (RAN50, TOP50 and BOT50), both BLUP-SSVS and BLUP-C, which used all training data, were in most cases able to reduce the bias observed in the level of the GEBV (Table [4](#Tab4){ref-type="table"}) and overcome the bias observed in the scale of the GEBV with the Bayesian models (Table [5](#Tab5){ref-type="table"}). These results are in line with those of other studies that suggest that bias in GEBV due to genomic pre-selection can be overcome by including all information of selected and unselected animals when estimating GEBV \[[@CR27],[@CR28]\]. However, based on our results using all information does not seem necessary when estimating the SNP variances. Thus, it is concluded that genomic prediction models that use pre-computed SNP variances are efficient and can generate GEBV with improved properties, in terms of reliability and bias, compared to the commonly used RR-BLUP model.

One clear trend in the results was that GEBV predicted using the 50% of the animals in the training data with the highest de-regressed EBV (TOP50) resulted for most traits (Protein, SCS, DLO, and LON) in a higher reliability than using a random 50% of the animals as training data (RAN50). For all traits except IFL, selecting the 50% animals with the lowest de-regressed EBV resulted in a very low reliability. The explanation for these results is that the validation animals in our study are not just a random subset of animals, but selection candidates, i.e. their sires most likely have an above average breeding value and are therefore likely to be included in the training data in the TOP50 scenario. This explanation can be investigated by simply counting per scenario the number of selection candidates that have sires, paternal or maternal grandsires with de-regressed EBV in the training data. The results are in Table [8](#Tab8){ref-type="table"} and show that the number of male ancestors in the reference population were substantially larger for the TOP50 animals than for the RAN50 animals for all traits, except for IFL, in agreement with the observation that IFL had a substantially lower reliability with the TOP50 scenario compared to the RAN50 scenario. Thus, using only the TOP50 training animals results in a set of training data that are highly related to the selection candidates for most traits, which is known to result in higher reliabilities \[[@CR5],[@CR29],[@CR30]\]. In fact, our results suggest that when resources are limited to compose a training dataset, the best approach may be to genotype only the animals with high EBV. Some simulation studies show that selecting only the top animals may lead to substantially biased \[[@CR31]\] and inaccurate predictions \[[@CR32]\]. In our study, reliabilities for four out of six traits were higher for the TOP50 scenario than for the RAN50 scenario. Only for IFL, was the reliability considerably lower for TOP50 than for BOT50, simply because the number of male ancestors for the validation animals was much greater for BOT50 than TOP50. At the same time, for four out of six traits, the bias was smaller for the TOP50 scenario than for the RAN50 scenario. Thus, in general, our results were better for TOP50 than for RAN50. The most likely reason for the discrepancy between our results and those in the aforementioned simulation studies \[[@CR31],[@CR32]\], is that the predicted animals were selection candidates in our study, and thereby more likely to be offspring of the top animals, while the predicted animals were generated through random mating in the studies of Jiménez-Montero et al. \[[@CR31]\] and Bolignon et al. \[[@CR32]\].Table 8**Number of selection candidates with sires, paternal or maternal grandsires that have de-regressed EBV in the training datasetTraitScenario\# Sires\# Paternal grandsires\# Maternal grandsires**All^1^FULL729728729ProteinRAN50405228400TOP50712670718BOT50175811UDRAN50268331216TOP50682628705BOT504710024SCSRAN50295268243TOP50504467481BOT50225261248IFLRAN50299351234TOP50273357210BOT50456371519DLORAN50337348400TOP50676662649BOT50536680LONRAN50387460557TOP50676662647BOT50536682^1^Numbers for the FULL scenario are the same for all traits.

Computing efficiency {#Sec18}
--------------------

In our study, the effective chain length of the SNP variance component was evaluated as a measure of convergence of the Bayesian models. This clearly showed that the effective chain length increased almost continuously with the number of iterations \[see Additional file [1](#MOESM1){ref-type="media"}: Figure S1\]. However, it is unclear whether effective chain length is indeed an indicator of convergence, for instance at the level of estimated SNP-specific variances. One way to assess convergence of SNP-specific variances, is to evaluate the correlation between posterior means of variance estimates from two independent replicates, where a correlation close to 1 indicates that both independent chains have converged to very similar SNP-specific variances. We computed this correlation every 1000th iteration and compared it to the effective chain length of the SNP variance component achieved at that iteration after burn-in \[see Additional file [2](#MOESM2){ref-type="media"}: Figure S2\]. This shows, that with the BSSVS model, an effective chain length of 50 was sufficient to obtain similar SNP-specific variances between replicates for LON, DLO, and SCS (correlations ranged from 0.87 to 0.92). However for the traits Protein, UD and IFL, correlations between SNP variances ranged only from 0.47 to 0.54 when an effective chain length of \~50 was obtained. With BayesC, for all traits, the SNP-specific variances were very similar (correlations above 0.91) after an effective chain length of \~200, which was achieved for all traits within the 50 000 iterations performed after the burn-in \[see Additional file [1](#MOESM1){ref-type="media"}: Figure S1\]). This shows that the SNP-specific variances estimated with BayesC converged in considerably fewer iterations compared to BSSVS, as indicated by the observation that for a given number of iterations the effective chain length of the SNP variance component was roughly twice as large for BayesC than for BSSVS.

With both BLUP and Bayesian models, the order of the SNPs was permuted every 10th iteration. This strategy was initially implemented to improve mixing in the Gibbs chain for the Bayesian models. This strategy also helped to speed up convergence in the BLUP models (results not shown). Other reported strategies that speed up convergence are to order the SNPs based on decreasing minor allele frequency \[[@CR33]\].

Our implementation of the BLUP models used Gauss Seidel. Legarra and Misztal \[[@CR20]\] showed that Gauss Seidel was 4.6 times slower than PCG. Their comparison showed that PCG was more efficient because it required \~8 times fewer iterations, while one iteration took twice as long for PCG than one iteration of Gauss Seidel. It should be noted that we used right-hand-side updating \[[@CR18]\] in the Gauss Seidel implementation, which is shown to be \~5 times faster than the residual updating algorithm used by Legarra and Misztal \[[@CR20]\] when the training data contains \~5000 animals \[[@CR18]\]. However, right-hand-side updating cannot be applied to the PCG algorithm.

The number of iterations required for RR-BLUP to reach convergence ranged from 4017 to 19 980 (Table [6](#Tab6){ref-type="table"}). These numbers are much larger than for instance the 164 required iterations reported by Legarra and Misztal \[[@CR20]\]. We expected that this difference may be due to the fact that our models included a polygenic effect that is at least partly confounded with the SNP effects. In such situations, the Gauss-Seidel algorithm may be inefficient. Since convergence was monitored at the level of the estimated SNP effects and polygenic breeding values, the GEBV may in fact have converged much faster. To investigate this, one additional replicate was run for all BLUP models for all traits and the FULL scenario, for 200 000 iterations. GEBV were stored every 1000 iterations, and their correlation with the final estimates after 200 000 iterations were computed, following a similar approach as \[[@CR19]\]. These results showed that correlations with final estimates greater than 0.9999 and 0.999 were obtained within the first 1000 iterations for all traits with RRBLUP and BLUP-C, respectively. For BLUP-SSVS, correlations greater than 0.999 were obtained within 1000 iterations for four out of six traits. For UD and IFL, 4000 and 7000 iterations were required to obtain correlations above 0.99. This suggests that for most applications of the BLUP models included in our study, convergence at the level of the GEBV is expected to be reached within the first 1000 iterations. Thus, monitoring convergence at the level of the estimated SNP and polygenic effects may unnecessarily increase the total number of iterations. Whether this holds for a particular application can be investigated by computing correlations between GEBV after different numbers of iterations with "final" estimates, as outlined above.

To further test the hypothesis that the confounding between SNP and polygenic effects leads to poor convergence at the level of the estimated SNP and polygenic effects, the analyses with RR-BLUP in the FULL scenario were repeated without a polygenic effect in the model for all six traits, using a convergence criterion of 10^−10^. The results (Table [9](#Tab9){ref-type="table"}) show that in this case, only 29 to 131 iterations were required, i.e. less than 1% of the iterations required for the RR-BLUP model that did include a polygenic effect. At the same time, however, the obtained reliabilities were 0.015 to 0.031 lower than those obtained with the RR-BLUP model that did include a polygenic effect (Table [9](#Tab9){ref-type="table"}). This stresses that polygenic effects capture some additional variance in genomic prediction models \[[@CR34]\], which results in slightly higher accuracy of GEBV, as also demonstrated in other studies \[[@CR33],[@CR35]\], although this may require much more iterations to reach convergence of the BLUP models, as shown in our study.Table 9**Reliability and number of iterations until convergence for RR-BLUP without a polygenic effect and using a convergence criterion of 10** ^**−10**^**No polygenic effectPolygenic effect includedTraitReliabilityNumber of iterationsReliability** ^**1**^**Number of iterations** ^**2**^Protein0.3781310.40917697UD0.4441280.47119980SCS0.529290.54415626IFL0.4401210.47018414DLO0.289510.30918345LON0.321430.34118218^1^Results also presented in Table [2](#Tab2){ref-type="table"}; ^2^results also presented in Table [6](#Tab6){ref-type="table"}.

Frequency to re-estimate SNP variances {#Sec19}
--------------------------------------

Within the proposed framework, an important question is how often the SNP variances should be estimated. Or in other words: how fast are estimated SNP effects expected to change in time? So far, there are no published reports based on real data that have investigated this issue. The answer probably depends on several factors, including selection intensity, effective size of the population, density of the SNP chip used, initial size of the training data, and whether or not the size and composition of the training data change over time. For instance, it has been shown that a strong increase in the size of the training dataset leads to a much wider range of estimated SNP effects, even in a model for which the variance allocated to each SNP was the same \[[@CR33]\]. This indicates that increasing the size of the training dataset, will also change SNP variances because power to estimate these variances increases.

Similarly, an important question for traditional pedigree-based genetic evaluation models is how often variance components should be re-estimated. For traditional genetic evaluation models applied in dairy cattle, the Interbull recommendation is to estimate variance components as often as possible and definitely, at least, once per generation \[[@CR12]\]. Since the additive genetic variance estimated with an animal model is expected to be the same as the sum of all SNP variances, SNP variances are expected to change more than variance components used in conventional pedigree-based animal models. This suggests that SNP variances should be estimated more frequently than overall variance components. Moreover, our results indicate that the results of the BLUP models are very robust against using non-random subsets of the data to estimate SNP variances. This suggests that re-estimating SNP variances once a year is expected to be more than sufficient.

Conclusions {#Sec20}
===========

Our results show that BLUP genomic prediction models can adopt the same characteristics and yield the same results as variable selection models, provided that they use SNP-specific variances that are estimated with the variable selection models. This permits a flexible genomic evaluation system, for which SNP variances are perhaps re-estimated once per year using a Bayesian model, while efficient BLUP models that permit easy evaluation of convergence during the analysis, can be applied to estimate GEBV at a much higher frequency.

To monitor convergence in the Bayesian models, computing the effective chain length of the SNP variance component appears to be a useful measure. For the two Bayesian models used here, the estimated SNP-specific variances converged in considerably fewer iterations with BayesC than with BSSVS.

Our results confirmed that in order to get unbiased GEBV, it is important that the training dataset covers the entire population and that it is not composed of a pre-selected group of animals. However, using a pre-selected group of animals to estimate the SNP-specific variances did not affect the resulting GEBV, provided that the training data used in the BLUP step covered the entire population. Genomic prediction models that use pre-computed SNP variances proved to be able to generate GEBV with better properties, in terms of reliability and bias, than the commonly used RR-BLUP model. Including a separate polygenic effect systematically improved the reliabilities of the GEBV but also substantially increased the number of iterations needed to reach convergence for the RR-BLUP model.

Additional files {#Sec21}
================

Additional file 1: Figure S1.Effective chain length of the SNP variance component for various numbers of iterations after the burn-in. Average results across two replicates are shown for the FULL scenario and models BSSVS and BayesC.Additional file 2: Figure S2.The relationship between correlations between estimated SNP variances of two independent replicates and the effective chain length of the SNP variance component. Results are shown for the FULL scenario and models BSSVS and BayesC. Effective chain lengths are averaged across the two replicates.
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