Rapid advances in computation, combined with latest advances in computer graphics simulations have facilitated the development of vision systems and training them in virtual environments. One major stumbling block is in certification of the designs and tuned parameters of these systems to work in real world. In this paper, we begin to explore the fundamental question: Which type of information transfer is more analogous to real world? Inspired from the performance characterization methodology outlined in the 90's, we note that insights derived from simulations can be qualitative or quantitative depending on the degree of the fidelity of models used in simulations and the nature of the questions posed by the experimenter. We adapt the methodology in the context of current graphics simulation tools for modeling data generation processes and, for systematic performance characterization and trade-off analysis for vision system design leading to qualitative and quantitative insights. In concrete, we examine invariance assumptions used in vision algorithms for video surveillance settings as a case study and assess the degree to which those invariance assumptions deviate as a function of contextual variables on both graphics simulations and in real data. As computer graphics rendering quality improves, we believe teasing apart the degree to which model assumptions are valid via systematic graphics simulation can be a significant aid to assisting more principled ways of approaching vision system design and performance modeling.
Introduction
Rapid advances in computation, combined with latest advances in computer graphics simulations have facilitated the development of vision systems and training them in virtual environments. Latest advances in computer graphics simulations has been leveraged for different phases of system design process, such as model learning, use in inference engines and validation etc. A recent interest in the deep learning community is shown to learn the models and parameters using 3D video games 1 . However, one major stumbling block is in certification of the designs and tuned parameters of these systems to work in real world. A fundamental open question is about the utility of graphics simulations for vision system design and validation. The role of modeling and simulation in performance characterization of computer vision systems engineering was articulated in the early 90's [14, 25, 3] . In these works, algorithms are viewed as statistical estimators and performance modeling of an algorithm is viewed as a process of establishing the correspondence between the deviations of an algorithm's expected output as a function of the input signal parameters, perturbation model parameters, and algorithm tuning constants. Simulation in this context was used as basis for demonstrating the robustness properties of the statistical estimator. Our view is that in the system design process, computer simulations could allow a designer to perform a wide range of inferences, ranging from quantitative (for example, tuning/training the components in the context) to qualitative inferences (ranking/indexing the competing hypotheses or components for a task in the context). Recently, model-based graphics simulations are increasingly used in systems engineering and integrated into machine learning or probabilistic programming platforms [17] that allow numerical simulations to be tightly integrated into learning and inference. This opens up fundamental questions such as: What is the role of the current computer graphics tools for drawing conclusions for vision system design? Are these conclusion drawn valid in reality? Which type of information transfer is more analogous to real world? etc.
In this work, we address these questions with a perspective towards usage of graphics for vision system design, and our work is inspired from systems characterization standpoint. Our main focus is in exploration of utility of computer graphics tools for drawing conclusions in the system design process. In summary, our main contributions in the paper include: (1) adaptation of performance modeling methodology [13] to the context of using graphics to vision system design process. (2) Simulation based systems characterization gives varied degrees of insights from establishing correctness of implementation, to providing qualitative and quantitative insights. We demonstrate the utility of the graphics platform to provide qualitative to quantitative assessments of performance in a concrete and systematic validation setting, which considers multiple model hypotheses used in vision components design that are frequently found in generative model based vision literature. The study also compares qualitative and quantitative insights, obtained from simulated data, to insights from experiments on real world data, in order to assess the utility of physics-based graphics to vision validations.
Performance Characterization Perspective
A graphics simulation engines usefulness can be evaluated by thinking of it as a parametrized system whose input involving attributes such as: scene and object geometry, appearance, illumination, dynamics, environment, sensor and rendering parameters etc., are translated to image or video output. Deviations from reality in the inputs along with nature of computation used in the simulation engine map to deviations in the rendered output. These deviations in rendered data propagate through the subsequent stages to produce deviations in the final output. The significance of the impact of these deviations on the experimental conclusions depends on the nature of the conclusions an experimenter wishes to draw. These conclusions may range from qualitative to quantitative aspects of a vision system. We view using graphics for vision experimentations as roughly a sequential process of information transfer with three steps as shown in Figure 1 . (i) Generation-phase is about specification of domain models of the application context in terms of deterministic or stochastic models of the scene parameters (Θ W ) and rendering the scene to produce images/videos with required ground-truth. The deviations (δΘ W ) in this virtual world models (from reality) propagate through rendering engine G, which is parametrized by Θ G , and produce deviations (δX) in the rendered data X. Minimizing these deviations at the image appearance level is one of the main interests of the computer graphics community (Photo-realism). (ii) Vision phase depends on the experiment and task at hand. It can vary from validating model assumptions to systems of systems (end-user systems). This is denoted with V , might have some parameters Θ V . (iii) Characterization-phase:-It is about scientific and rigorous analysis of task and context dependent performance and trade-offs for vision model or algorithm(s). Thus, in order to characterize system behavior one specifies criterion functions E (performance measures) that are to be measured through a carefully devised experimental protocol. More interesting empirical evaluations involve the estimation of how the criterion functions change as a function of design choices and tuning parameters (e.g. degree or rate of adaptation) of the system. Devising an experimental protocol for proper evaluation of an intelligent system is by itself a strong technical challenge. This phase might have some parameters Θ E (for instance, thresholds of falsealarm and miss-detection rates etc.) which might be used to analyze trade-offs in the behavior of E (as a function of X, V , Θ V ) and draw some conclusions (C). The deviations in the rendered data propagate through the subsequent stages to produce deviations in the final conclusions δC. The magnitude of these deviations, now, depends on the invariance to fidelity in the steps, vision and inferences. For example, if vision process is using some spatial and/or temporal features which are invariant to appearance, then the deviations δX will affect δY less. Hence, the significance of the impact of these deviations δC on the experimental conclusion depends on task and the nature of the conclusions an experimenter wishes to draw.
More precisely, the deviations in experimental conclusions would vary depending on (a) closeness of the physics processes and models in the simulations to reality, (b) vision system algorithmic processes and their invariance to the other scene and graphics parameters and (c) type of conclusions (qualitative/quantitative) that one wants to draw. Again, from the view of performance characterization, these deviations can be formulated as a function (F ) of model deviations, processes involved, and their free parameters.
This F is highly complex and is a nonlinear function. Analytical derivation of F might be difficult due to the complexity of light propagation in the scene, nonlinearities in rendering, vision algorithms and criterion functions used. Hence, we resort to empirical methods in this paper.
Generation phase
The main purpose of computer graphics is to mimic (i.e. generate images of) 3D environments and data generative processes which dictates inputs and perturbations to the vision system. This phase consists of two steps: application domain modeling and rendering the images/videos, as shown in Figure 1 .
Domain modeling is about specifying stochastic/deterministic distributions of contextual variables (θ W ) in the domain. It is the most critical part which directly influences the reliability of the conclusions. In this work, we start with modeling Manhattan worlds (object's coordinate systems are parallel each other and to world's coordinate system) using a sequential sampling procedure, that consists of (a) Road and street network generation, (b) Static object generation (c) Dynamic object and path generation, and (d) Other contextual parameter initialization and dynamics generation. Please refer to supplementary material for more elaborated discussions on domain modeling.
Rendering:-A physics based rendering platform has been discussed in the work [37] , which facilitates sampling the contextual parameters (θ W ) from the domain models (p(θ W )) to create 3D virtual worlds and renders the data along with required groundtruth. We use this platform to simulate the images/videos with required groundtruth depending the task at hand. The rendering parameters which influences the fidelity of simulated data (such as selection of graphics algorithms (G) and their parameters) are denoted as θ G .
where {X, O} represents the set of inputs and corresponding ground-truth samples from graphics engine G. Please see the supplementary materials for the details of rendering processes used for this work. Vision phase facilitates the purposes of modeling, learning, inference, and validations in the system design process. Characterization is a process of establishing the performance of the model/module as a function of contextual parameters and its free parameters. The selection of performance or criterion measure (E) depends the task at hand and the insights or inferences that experimenter wishes to draw. For given contextual models and task, mathematically it can be formulated as,
where f V is a function in n-dimensional space (n = |θ W | + |θ V | + |E|, where |.| denotes dimensionality of a vector) for a given model V and a performance measure E. In this work, we consider scalar valued variables for the characterization experiments in the following sections. The function, f V , can later be used for optimization purposes in design and/or parameter space.
In the following section, we use this performance modeling methodology for a series of hypotheses validation experiments. To assess the utility of graphics for performance modeling in vision system design process, we compare the inferences derived from these experiments on simulated data to those made from real data.
Model Validation
In this work, we use graphics simulations to establish the behavior of a multitude of models (selected from generative model based vision literature) as a function of its tunable parameters (θ V ) and context (θ W ). The main goal of these experiments are to find the types of contextual information and inferences that are richly analogous to real world. The set of hypotheses that we consider is provided in Table 1 along with related contextual causal variables, their model parameters and performance measures we use in the experiments.
Order Consistency Model:-Object detection in video surveillance systems is typically achieved through the use of background subtraction or change detection modules. The design of these modules involves modeling quasi-invariant measures which are insensitive to illumination changes and sensitive to geometric changes. A family of invariant operators [29, 39, 1, 42] are derived from Order-consistency (OC) assumption, e.g. the photometric transformations between image values of the same patch in 3D taken at two consecutive times is typically approximated as monotone. We validate this model under different contexts by establishing its behavior as a function of context and patch size. We choose the Spearman's rank correlation [41] coefficient (ρ) as a measure of monotonicity of the patch transformation. Other criterion measures can be considered depending on the task and user's interest.
where θ W is a contextual variable that accounts for both spatial and temporal contexts. The nonparametric version of f OC is computed with simulations and shown in the Figure  3a . The details of computation and inferences drawn from it are provided in the later sections. Brightness Constancy Model: Motion detection in vision systems is typically achieved through the use of optical flow estimators or temporal differences. The design of these modules starts with Brightness constancy (BC) assumption. Hence, the likelihood models might be derived from the term, = I(i + u ij , j + v ij , t + 1) − I(i, j, t). Its variance is used as a measure of deviation from the assumption and is characterized as a function of context and scale.
Gradient Constancy Model:-Due to some decisive drawbacks of the BC model such as susceptibility to slight changes in brightness, the work [35] proposed to allow some small variations in the grey value and help to determine the displacement vector by a criterion that is invariant under grey value changes. Such a criterion is the gradient of the image grey value, which can also be assumed not to vary due to the displacement. The deviations from this gradient constancy (GC) assumption are measured as
Hence, Its variance is used as a measure to its behavior and is characterized as a function of context and scale.
Dichromatic Scattering Model:-Some works in the early 2000's, [20, 27] , exploited physics based models for weather in order to estimate 3D scene properties such as depth. Most of these estimators are based on a color model for atmospheric scattering i.e, Dichromatic atmospheric scattering (DS) model [21] . It hypothesizes that the color of a given scene point (z) under bad weather is given by a linear combination of its actual color (after attenuation) , z (as seen on a clear day), and airlight color, z a (color of fog or haze). Hence, z, z a andz lie on the same plane in color space. This plane is called as Dichromatic plane. Furthermore, the unit vectors z and z a , do not change due to different atmospheric conditions. Therefore, the colors of a scene point x, observed under different atmospheric conditions, are coplanar:z = mz + nz a , here m and n are functions of scattering coefficient (β) of the weather and depth of the scene point. As a measure to the behavior of this model, we consider average angular error (AE DS ) of colocated pixels in five images of same scene (under different weather conditions) and the dichromatic plane fitted using these 5 pixels [20] in RGB color space. Please note that the model parameters m, n (functions of scattering coefficient and wavelength of the light) are covered by contextual parameters θ W .
Object Shape Feature Model:-Learning object shape feature distribution (OS) models such as pedestrians and vehicles etc, is essential for object recognition in surveillance and driver assistance applications. Learning shape feature based classifier models for pedestrian detection using virtual worlds is already explored by the works [36, 40] . They conclude that virtual and real-world based training give rise to similar classifiers. They considered three types of feature descriptors (k): (a) HOG, (b) cell-structured local binary patterns (LBP) and (c) combination of both (HOG+LBP). They used average miss-detection rate (AM R OS ) as a performance measure for testing shape model learnt in virtual worlds. We present their results and conclusions using our framework and, a more rigorous and systematic analysis is planned for the future. To harmonize with their experiments, we formulate the behavior of shape-feature model as
here k is a feature descriptor.
Model Validations by Simulations
OC: The similarity between order indexes of two patches can be measured with absolute spearman-rho (ρ). ρ = 1 represents strict order-consistent, while ρ = 0 represents perfectly non-consistent behavior. For the context of global illumination change, a series of images are rendered with increasing levels of light source intensity to mimic morning to noon sun variations. Reference image (scene without dynamic objects) is rendered under ambient illumination conditions. Patches from different spatial contexts (homogeneous region, shadow region, shadow boundaries, diffuse, specular surfaces, edge, corner and occlusions) are sampled in the images. For each spatial context, ρ is computed between patch (sampled from image) and co-located patch in reference image. These values are plotted for different temporal contexts, in Figure 3 (top-left plot). Data generation, rendering models and parameters used for simulations, and validations under other contexts are more elaborated in the supplementary.
The left side plot of Figure 3a shows the characteristic manifolds of the models for different spatial contexts under different levels of global illumination increments. We see that the model is consistently performing better for lambertian (diffuse) surfaces (see the cyan-colored manifold in left side plot of Figure 3a) . The mean and standard deviation of ρ values on diffuse surfaces are 0.98935 and 0.00423 respectively. We also experimented with a specular patch which is illuminated by reflections coming from vehicles (we treat vehicles as foreground objects). These patches behave just like occluded patches for which OC model fails (see gray-colored manifolds). The mean and standard deviation of ρ for this case are 0.29344 and 0.13764 respectively. Observe the mean is too low and standard deviation is too high as the change is due to geometric transformation in the occluded patch. However, the model seems to be failing in the shadow regions. Shadow patch is nearly inconsistent (green-colored manifold) due to some sampling noise of rendering algorithm. This patch might improve its con-
The model seems performing relatively better with patch size 13X13 for all levels of increments (magenta region on the ground plane). Hence, optimal patch size for this model is 13X13. For lower patch sizes, the model is worse (cyancolored region).
To validate the utility of the graphics for global illumination change simulations for OC model validation, we compare these insights to that of similar real world sequences both quantitatively and qualitatively. We carefully selected the real videos from the benchmarking datasets [9] , which capture similar temporal contexts considered above. Assuming first frame of these videos as reference image, we computed ρ values, averaged over several patches sampled from each spatial contexts (similar to the ones considered in the above). These values are provided in Table 2 along with the ones on simulated data. From the table, it is clear that quantitative performance of the model is quite different across simulated and real world experimental settings. However, we observe that the qualitative statements and ordering of spatial contexts, made on the simulated data, are close to reality to some extent. More over, these insights also match with the statements found in the rankorder literature about its behavior on the type of patches [29, 39, 1, 42, 19] .
BC:
To validate the BC model in the context of global illumination change, we consider a scene with moving vehicles from the Manhattan city model. 40 versions of second frame is rendered under varying light intensity levels as mentioned above. To validate the BC model in different spatial contexts, we compute the variance of the residuals (I t (i, j) − I t+1 (i + u ij , j + v ij )) between gray values of the pixels of the first patch and same pixels (moved by flow vector) in the second frame (see Eq.5). In the left plot of the Figure 3b, intensity levels and patch size for different types of patches (just as mentioned above) and right plot shows marginalizations along the axes. From these plots, BC model shows consistent behavior for very few levels of increment in the light source intensity levels for all spatial contexts and fails for large increments which is quite obvious. Interestingly, the model is quite robust for shadow regions due to indirect illumination. The model seems to be failing for all other spatial contexts that are illuminated directly by the light source. Surprisingly, diffuse patch is having more deviations for this temporal behavior of the source. As the model is based on pixel level statistic (gray-value), patch size has insignificant effect on the behavior of the model.
GC:
To validate the GC model in different spatial contexts, we compute the variance of the residuals ( I t (i, j) − I t+1 (i + u ij , j + v ij )) between intensity gradient values of the first patch and same pixels (moved by flow vector) in the second frame (see Eq.6). Second frame is simulated under gradually varying sun illumination as above mentioned. In the left plot of the Figure 3c , variance (σ 2 GC ) is plotted against global light intensity levels and patch size for different types of patches (just as mentioned above) and right plot shows marginalizations along the axes. This model seems to be quite stable compared to BC model for all spatial contexts . Good performance of the model is found on the homogeneous regions (blue manifold in the plot) which is obvious due to less gradient values. Patches with shadow edges, building surface edges and occlusions are having more deviations in the model. DS: For the validation of dichromatic scattering (DS) model, we use five images each rendered under different foggy, misty, rainy and hazy conditions using MC path tracer with 200 render samples. Physics-inspired weather models used for simulations are explained in the supplementary. Like in [20] , the dichromatic plane for each pixel was computed by fitting a plane to the colors of that pixel, observed under the five atmospheric conditions. The error of the plane-fit was computed in terms of the angle between the observed color vectors and the estimated plane. The average angle error (AE in degrees) for all the pixels in each of the five images is shown in Table 3 . On simulated data, model seems to be working better for fog, mist, rain and dense haze under ambient light. For mild haze conditions under a point light source (sun), the model does not perform well. In their work, Narasimhan et al, [20] , already tried to validate the model for different weather conditions using multiple real world images taken under each weather condition. Experiments were performed using the scene imaged 5 times under each of the different foggy, misty, rainy and hazy conditions. These average angular error values are taken from [20] and provided in Table. 3 for comparing simulation results with that of real world. The quantitative error metrics are different for the both worlds, most likely due to mismatch of contextual models and rendering approximations. We also tried to rank the different contexts w.r.t. correctness of the model, and this ranking seems to be similar across synthetic and real data.
OS: Pedestrian detectors are trained on the simulated data (V tr ), generated with Half-Life2 video game by city driving [36] . To cope up with the experiments on real world setting, the size of training data-set is limited to 2416 pedestrian images and 1218 pedestrian-free images of 640X480 resolution. Two real world benchmark data-sets are used for the comparison: INRIA (I) and Daimler (D). They are divided into training (I tr , D tr ) and testing (I tt , D tt ) sets. In order to detect pedestrians, given test image is scanned for obtaining windows to be classified as containing a pedestrian or not by a classifier learnt on training data. Single best window is selected, since multiple detections can be due to a single pedestrian. Please see [36] for the details of employed scanning and selection procedures, and experimental settings and real world data-sets etc. Table 4 shows the results of three classifiers in different training and testing settings. Each data-set has different contextual models underlying their acquisition processes. we assume that these data-sets are three realizations of different contexts. These differences in contextual models result in dataset-bias [33] problem, not only in between virtual and real world training settings but also in between real world and real world training settings. First two rows in the table show the results of the classifiers on the real world data when they trained on virtual data. These quantitative figures are similar to the results when they trained and tested on real world data but from different data-sets.
On the basis of dataset-bias, the virtual-world domain 
Domain Adaptation
In the above experiments, most of qualitative statements about models and their indexing results (ranking contextual models w.r.t. vision model or vice-versa) match with the reality. However, quantitative analytics (performance measures) are quite biased. Simulated images, although photo-realistic, come from a different generation system than those acquired with a real camera. Deviations in contextual models, approximations in rendering and different noise sources in graphics pipeline may end up as a datasetbias problem, which in turn results in some bias in conclusions from simulations. The bias due to mismatch between contextual models is quite common even in between any two real world datasets. The actual bias due to approximations in rendering engine is what we interested in. To measure this bias (only due to the graphics), a careful systematic settings is needed, where virtual world models can be learnt from the real world data. We plan to explore this in detail in future work. However, this bias might be corrected to some extent by using the concepts from domain adaptation, i.e, adding a few real world samples to synthetic data. For example, see the last two rows of ing the results for which 10% of the training data is taken from the real data (I tr or D tr ) and added to the virtual data. This addition of INRIA data turns out in improvements by 10, 6.04 and 9.11 points for three classifiers respectively. Similar behavior is observed also for Daimler data. Hence, the work [36] concludes that the simulations allow to significantly save the costs for real world data acquisition and annotations efforts.
Conclusions
In this work, we try to begin to address the question, Which type of information transfer from graphics is more analogous to real world?. The main focus of this paper is to examine invariance assumptions used in video surveillance settings as a case study and evaluate the degree to which those modeling assumptions hold in graphics simulations and in real data. From the results of our experiments, we observe that the effect of fidelity of the graphics (photorealism) on the performance of vision system (in real world) is dependent on the type of information transfer from graphics to vision and closeness of distributions of models used for simulations to reality. In our specific context of experiments, vision models are meeting qualitative expectations on the overall performance, but relation between spatial contexts and model behavior is quite affected in the virtual worlds for the models like OC, BC, GC, and DS models. Qualitative inferences such as ranking the models like object shape feature models in the given context are quite similar across real and virtual worlds. However the deviations and bias in the conclusions about these kind of appearance-quasi-invariant models can be corrected to some extent using domain adaptation concepts. Future research is needed to tease apart the degree of invariance as a function of time and contexts (e.g. shadows, reflections, weather state, dynamic range of camera irradiance, etc.). We believe that teasing apart the degree to which model assumptions are valid via systematic graphics simulation can be a significant aid to assisting more principled ways of approaching vision system design and performance modeling.
A. Application Domain Modeling
Application domain modeling is about specifying stochastic/deterministic distributions of contextual variables (θ W ) that are specific to the application domain and task. In this work, we discuss domain modeling specific to (Manhattan) outdoor surveillance applications. Modeling dynamic environments is an essential task for various learning, validation applications of vision systems and also for virtual game applications and urban planning. Creating these environments requires a lot of man hours from many designers. Recently, vision researchers started using existing open-source or commercial virtual game engines as application domain simulators, see for instance, ObjectVideo [32] and VDrift [12, 6] etc. These simulators are proven to be helpful to characterize contextual domain priors. However, the games are built with fake appearance (mathematically simplified) methods [24] and heuristics for efficient rendering that are not physically correct.
For a structured design, we divide the physical contextual variables into categories such as: (a) Geometry (scene structure and object shapes), (b) Photometry (includes extrinsic and intrinsic parameters of light sources, sensors, weather states in the scene and materials of the objects), (c) Dynamics (Temporal variations of above parameters). These can be specified in several ways: Manual scripting using probabilistic programming platforms [18] , learning from real world data [11] , adopting from games [23] , or in a mixed manner (for example, the partial information such as weather dynamics and illumination priors could be learned from real world data while other information such as geometry can be manually specified). (Semi) automatic large content creation with procedural grammars has been attempted in [22] and a recent survey of these methods can be found in [30] . However, they might produce highly correlated scenes for two runs of the systems as scene generation is based on given axioms and deterministic logic. Another way is to use point processes to generate spatial and temporal patterns of a dynamic scene environments. The parameters of these point processes can be learnt from the real data and set by experts.
Modeling 3D domains is getting easier due to the availability of large-scale 3D object repositories such as Google's 3D warehouses. In this work, we model Manhattan world geometries (object's coordinate systems are parallel each other and to world's coordinate system). We use marked point processes to generate stochastic Manhattan city geometries, followed by importing existing 3D objects into the sampled scene geometry (3D bounding boxes). shader (diffuse or glassy). For example, see Figure 4c for which glassy BRDF shader is used for window surfaces on buildings. Emission BRDF is also used for some purposes in our simulations, for example, brake-lights of vehicles.
Weather models:-Light that travels through weather or any other participating medium, undergoes three kinds of phenomena: absorption, in and out scattering, and emission. Radiance of a particle that is scattered into the viewing direction, increases because of light impinging on the particle due to inscattering and emission. The spatial distribution of the scattered light is modeled by the phase functions p(ω o , ω i ) and different phase functions (such as Mie and Schlick etc) have been proposed and applied to simulated polluted sky, haze, clouds, and fog etc. In this work, we use Schlick phase functions [16] that are parameterized by particle size, density and anisotropy . These are proven to be well approximations for theoretical functions and well suited for Monte Carlo rendering methods. Schlick phase functions for aerosols (isotropic) and haze (anisotropic) are developed [16] . To create dynamic weather conditions such as rainy and snow scenes, we used particle systems [26] with water droplets or snowflakes as particles. Please note that our current process of dynamic weather simulations may not be physically accurate. Dynamic weather changes the surface characteristics (rain makes it wet) and appearance depends on capture time (creates blurring effect) [7] . We neglected those effects in this work. However, these effects can be modelled approximately with DynamicPaint feature in Blender and would be considered for future work.
Sensor models:-Computer graphics domain's major focus is about photo-realistic rendering methods and they rarely consider sensor models and their influences on the rendered images. Even if the simulated images are very photo-realistic, they might not be well suited for machine vision applications unless camera imperfections are considered, which include chromatic aberration, vignetting, lens distortion, sensor noise etc. Hence, a physics inspired sensor with noise models [34] has been implemented using OpenGL pinhole camera and some of the noise and lens effects are done using post-processing processes on the framebuffer. For this work, we used the sensor settings similar to the one discussed in [20] .
A.3. Dynamics
We manually scripted the temporal variations of the parameters of lights, weather and objects in the scene, for the validation experiments discussed in the main article. To simulate global or local illumination changes, corresponding light source's intensity levels are increased gradually over the sequence. For weather changes, particle density and anisotropy parameters are varied. Automatic path generation and obstacle avoidance for animating the camera, pedestrians and vehicles (dynamic objects) is one of our fu- 
B. Rendering
A physics based simulation platform is discussed in [37] , which facilitates sampling from domain models and rendering the images/videos along with required annotations. Rendering has been done using this platform with MC path tracing method (by allowing 200 render samples). Some samples are shown in Figure 6 . To assess the reliability of the insights coming from the simulations, we compared these insights to that of some real world video sequences chosen from change detection benchmark datasets [28, 9] , which are captured under different temporal variations, similar to the ones considered in the domain modeling (see Figure 7) .
C. Model Validation
Piece-wise Smooth Flow Model: In addition to the models validated in the main article, here we consider one more hypothesis that is often used to design regularizers for motion estimators i.e, local smoothness in velocity fields. This piece-wise smooth flow (PS) constraint can either be applied solely to spatial domain or spatio-temporal domain. This is given by,
where 3 = ( 
We consider two types of spatial contexts (in patches): one patch contains pixels of same single object's surface and the other contains occluding surfaces (motion boundary). We manually locate these patches on the simulated images, and compute variance (σ 2 P S ) on these patches of varying sizes (see Figure 8) . As expected this model is valid for the patches on the same surface and violated for occlusions and motion boundaries. These qualitative insights that we got about BC, GC, and PS models (most-used models in optical flow algorithms) from our experiments match with statements and experiments found in the optical flow literature [31] . Moreover, the histograms of pixel level statistics such as intensity, gradients, flow vectors are compared between a synthetic optical flow dataset and lookalike real world videos [2] . They reported that Kullback-Liebler divergence between these distributions are minimum.
Piece-wise smoothness assumptions can be applied to many features such as flow, surface normals, depth, curvatures and surface color etc. If the selected feature representation is appearance invariant (i.e. the representation depends mainly on shape and motion), then approximations in appearance due to rendering pipeline choices will not affect the feature representation. Success in transfer learning depends on closeness of the domain models used in virtual world to the reality. Validation experiments for the models based on appearance-dependent (BC and DS) or appearance-quasi-invariant feature descriptors (OC, GC, LBP, and HOG) are presented in the main article. As mentioned already in the main article, in our specific context of experiments, the considered models are meeting qualitative expectations on the overall performance across patch types, but when one considers the relation between spatial contexts (i.e. patch types) and model's behavior the results from virtual world data and real data have minor to moderate deviations. Qualitative inferences such as ranking the models like object shape feature models in the given context are quite similar across real and virtual worlds. However the deviations and bias in the conclusions from these models can be corrected to some extent using domain adaptation concepts.
D. Conclusions
We presented the details of the domain modelling and rendering processes used for the data simulation for validation experiments provided in the main article. PiecewiseSmooth Flow model and its validation in virtual world is also discussed.
