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Abstract
We show that almost any one-dimensional projection of a suitably scaled
random walk on a hypercube, inscribed in a hypersphere, converges weakly
to an Ornstein-Uhlenbeck process as the dimension of the sphere tends to
infinity. We also observe that the same result holds when the random walk
is replaced with spherical Brownian motion. This latter result can be viewed
as a “functional” generalisation of Poincare´’s observation for projections of
uniform measure on high dimensional spheres; the former result is an analo-
gous generalisation of the Bernoulli-Laplace central limit theorem. Given the
relation of these two classic results to the central limit theorem for convex bod-
ies, the modest results provided here would appear to motivate a functional
generalisation.
Keywords: random walk, functional central limit theorem, convex bodies
1 Introduction
Let Sd−1r be the spherical surface, centered at the origin, of radius
√
r and let X
be uniformly distributed on Sd−1d . A classic observation dating back to Maxwell,
Poincare´ and Borel is that the distributions of the first K coordinates ofX converge
to independent standard normals as d → ∞; see Diaconis and Freedman [2] for an
historical account. Recently there has been much work done on a generalisation
of this result which seeks to replace Sd−1d with an arbitrary convex body K ∈ Rd
and the coordinates of X with arbitrary linear projections 〈θ,X〉, θ ∈ Sd−11 . If
X is now uniformly distributed on K, what is now known as the central limit
theorem for convex bodies asserts that, under suitable conditions on K, the law
of 〈θ,X〉 is approximately Gaussian for most θ ∈ Sd−11 . We refer to Klartag [8]
for precise statements of the theorem complete with quantitative definitions of the
words “approximately” and “most”, as well as an overview of previous work; see
Milman [9] for a more recent account including improved estimates for special cases.
Relative to the central limit theorem for convex bodies, the results presented
in this note take the classical Maxwell-Poincare´-Borel observation in another direc-
tion — replacing an observation of projections of uniform measure on Sd−1d with
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an observation of projections of two particular “uniform” processes on Sd−1d . The
two processes considered are spherical Brownian motion (SBM) on Sd−1d and a near-
est neighbour random walk on the hypercube {−1, 1}d (inscribed in Sd−1d ); they
are referred to as “uniform” only because their invariant measures are uniform on
their support. Assuming θ(d) ∈ Sd−11 and letting X(d) denote either of the above
mentioned processes started at x(d), our main result states that if |θ(d)|∞ → 0 and
〈θ(d),x(d)〉 → u, then 〈θ(d),X(d)〉 converges weakly to an Ornstein-Uhlenbeck (OU)
process U started at u. (The condition on the ∞-norm of θ(d) is unnecessary in
the SBM case.) Just as the Maxwell-Poincare´-Borel observation represents a special
case of a “na¨ıve” (non-quantitative) central limit theorem for convex bodies, this
modest result represents a special case of a na¨ıve functional central limit theorem
for convex bodies — developments and applications of which we hope to report in
a subsequent paper.
Indeed, the original impetus for this work was derived from the practical problem
of how to extract macroscopic dynamics from a randomly evolving system where an
explicit microscopic description is given. Typically, the microscopic behaviour is
modelled by a large system of coupled stochastic differential or difference equations
driven by continuous or discrete Markov processes. In contrast, the dynamics of in-
terest are those of a smaller number of functionals of the microscopic variables which
are, in general, non-Markov. Since usually solutions must be obtained numerically,
the main objective is to find a self-contained approximate description of the sought-
after dynamics without needing to fully resolve the dynamics of the larger system;
see Givon et al [3] for an informative survey.
A particularly relevant example is the Ehrenfest model of heat exchange between
two isolated bodies, first published in 1907 in an effort to reconcile the irreversibil-
ity and recurrence in Boltzmann’s kinetic theory of gases. (See Taka´cs [14] for
an historical account of early work and Kac [7] for a discussion of Zermelo’s irre-
versibility/recurrence paradox.) The original model involves d balls — representing
energized gas molecules — distributed among two urns — the isolated bodies. The
microscopic dynamics are such that at each time increment a ball is drawn out at
random and placed in the opposite urn from whence it came. The macroscopic
variable of interest is the number of balls in the first urn.
As is well-known, one may describe the allocation of the balls in the Ehrenfest
model by the vector X(n) ∈ {0, 1}d where Xi(n) = 1 if the ith ball is in the first
urn after n transitions and Xi(n) = 0 otherwise. Moreover, the Ehrenfest dynamics
imply that X = {X(n)}n∈N0 is a random walk on the hypercube {0, 1}d. What
is special about this example is that because the d microscopic variables (balls)
are exchangeable, the macroscopic Ehrenfest process
∑d
i=1Xi is also Markov and
hence an exact self-contained description is readily obtained. Nevertheless, it wasn’t
until 40 years after the publication of the model that Kac [7] managed to derive the
transition probabilities. As part of his work Kac found the transition probabilities of
a suitably normalised Ehrenfest process and provided a sketch of how they converge
to those of an OU-process as d→∞.
As far as we know, the most general extension of the Ehrenfest model that has
some overlap with the work here is that given by Schach [11]. Schach’s model
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consists of d balls distributed among K urns where at each transition a ball is
moved from urn j to urn k with probability proportional to the number of balls in
urn j and a given number pjk. Again, the microscopic variables are (the locations
of) the balls and the macroscopic variables are the numbers of balls in each urn.
Again, the macroscopic variables are Markov. Schach shows that as d → ∞ the
suitably normalised K-variate macroscopic process converges weakly to a K-variate
OU-process. He also includes an account of earlier work and discusses applications
of his results.
The Ehrenfest models are examples of models in which the (normalised) macro-
scopic process retains the Markov property and may be reasonably approximated by
a diffusion process. Since the publication of Schach’s work, a powerful theory has
been developed which gives conditions for weak convergence in such circumstances;
see Stroock and Varadhan [13], Chapter 11. Like Schach’s results, Theorem 2.1
below — concerning the weak convergence of projections of SBM — also follows as
a consequence of this general theory. (Despite this, we are not aware that the result
has been made known explicitly.) On the other hand, Theorem 2.2 — concerning
random walk on the hypercube — can not be deduced from the same theory. This is
quite simply because an arbitrary projection of the random walk on the hypercube
is non-Markov for finite d. Hence, it is the proof of Theorem 2.2 that occupies the
better part of the sequel.
2 Set-up and main results
Unless otherwise stated, we continue to adopt the notational convention that vectors
appear in bold typeface and the value xj is assumed to be the jth component of
a vector x. In addition, a D above a binary relation indicates that the relation
holds in the sense of probability law, while := indicates a notational definition.
Also, N0 := N ∪ {0} denotes the set of non-negative integers and for any m ∈ N,
[m] := {1, . . . , m}. Any convergence statements made in the sequel are intended to
be understood with respect to the limit d→∞.
Define the OU-process U = {Ut}t≥0 as the diffusion process with drift and dif-
fusion coefficients given by b(u) := −u and a(u) := 2. That is, the infinitesimal
generator of U is given by
L := ∂
2
∂u2
− u ∂
∂u
. (2.1)
Here and subsequently, we shall assume U0 = u is deterministic so that U is a
Gaussian process.
Let X(d) = {X(d)t }t≥0 denote a random walk on Sd−1d with X(d)t representing the
location of the walker at time t. For each d ∈ N we choose a ‘direction’ θ(d) ∈ Sd−11
and define the ‘projected process’ Y (d) = {Y (d)t }t≥0 by
Y
(d)
t := 〈θ(d),X(d)t 〉,
where 〈·, ·〉 denotes the conventional inner product. Note that Y (d) depends on θ(d)
but that this is not explicitly highlighted in the notation. We will assume thatX (d)
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starts from a given initial position X
(d)
0 = x
(d) so that Y
(d)
0 = y
(d) := 〈θ(d),x(d)〉 is
deterministic.
Though we make the assumption that X (d) starts at the deterministic point
X
(d)
0 = x
(d), it will become evident that analogous results hold when X(d) is a sta-
tionary random walk, i.e. X
(d)
0 is distributed uniformly on the state-space. Com-
muting the role of randomness in X(d) and θ(d) implies a randomized central limit
theorem for the case when X
(d)
0 is again fixed but θ
(d) is chosen uniformly from the
state-space (and then normalised). Note also that while our theorems will be stated
only for 1-dimensional projections of X (d), the results are readily extended, via the
Crame´r-Wold device, to K-dimensional projections of X(d), K <∞.
2.1 Continuous case: spherical Brownian motion
Here we takeX (d) to be SBM on Sd−1d . Using the definition stated in Ito´ and McKean
[5], SBM on Sd−1d is the unique diffusion process with infinitesimal generator:
∆d =
∑
i∈[d]
∂2
∂x2i
− 1
d
∑
i,j∈[d]
xixj
∂2
∂xi∂xj
− d− 1
d
∑
i∈[d]
xi
∂
∂xi
. (2.2)
Alternative yet equivalent characterisations of SBM are given in Stroock [12] and
Rogers and Williams [10].
Theorem 2.1. Let X(d) be SBM on Sd−1d . If y(d) → u, then
Y (d)
D−→ U.
Proof. By the symmetry of SBM it follows that Y (d) is Markov. What’s more, its
infinitesimal generator is determined from that ofX (d) simply by studying the action
of ∆d on functions dependent only on y = θ
(d) · x. From the expression given in
(2.2), it follows immediately that the infinitesimal generator of Y (d) is given by
Ld = −d− 1
d
y
∂
∂y
+
(
1− y
2
d
)
∂2
∂y2
. (2.3)
We read off the drift and diffusion coefficients as bd(y) := −(d− 1)y/d and ad(y) :=
2(1− y2/d) respectively. Now, since (i): U is the unique process started at U0 = u
with infinitesimal generator L; (ii): ad and bd are continuous and bounded uniformly
in d on compact subsets of R; (iii): ad (resp. bd) converges pointwise to a (resp. b)
on compact subsets of R; the result follows by Theorem 11.1.4, page 264, of Stroock
and Varadhan [13].
2.2 Discrete case: random walk on a hypercube
From here on we take X(d) to be a simple, ‘lazy’, nearest neighbour random walk
(LNNRW) on the vertices of the hypercube Bd, where B := {−1, 1}. Two vertices in
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Bd are nearest neighbours if they differ in exactly one coordinate. We assume that
at regular clock pulses, separated by time intervals of length δ := 2p
d
, a LNNRW on
Bd is ‘lazy’ (remains stationary) with probability 1 − p, or moves to any given one
of its d nearest neighbour vertices with equal probability p
d
. We assume p ∈ (0, 1]
may depend on d (e.g. p = d/(d+ 1)).
Theorem 2.2. Let X(d) be LNNRW on Bd. If y(d) → u and |θ(d)|∞ → 0, then
Y (d)
D−→ U. (2.4)
Proof. We apply the general program of Billingsley [1]. The convergence of the finite
dimensional distributions of Y (d) to those of U is given by Lemma 3.2; tightness of
the sequence {Y (d)}d∈N is established by Lemma 3.4.
Remark 2.1. The extra condition appearing in Theorem 2.2 that was absent from
Theorem 2.1 is due to the lack of complete spherical symmetry of the LNNRW.
As an example of why some condition on θ(d) is necessary, consider the choice
θ(d) = (1, 0, . . . , 0) ∈ Sd−11 for each d = 1, 2, . . . . In this case it is clear that Y (d) is
a two-valued process and thus in no way can approach a diffusion limit as d→∞.
Remark 2.2. It is possible to generalise the LNNRW model along the lines of
Schach’s multivariate urn model without changing the conclusions of Theorem 2.2;
see Remark 3.1.
3 Results for random walk on the cube
We begin with a concrete characterisation of LNNRW on Bd. Since X(d)t gives the
location of the random walker at the (continuous) real time t, we will also adopt
the alternative notation X(d)(n) ≡ X(d)t , nδ ≤ t < (n + 1)δ, so that X(d)(n)
represents the location of the walker after n clock pulses. Here and subsequently let
X1, X2, . . . be a sequence of i.i.d. copies of X
(1) (LNNRW on the 1-cube) and let
M (d)(n) ∼ Mult(n; 1
d
, . . . , 1
d
) denote a multinomial random vector with parameters
(n; 1
d
, . . . , 1
d
). Since at any clock pulse the two choices of where to walk and whether
to walk are interchangeable, a moments’s reflection will confirm that
X(d)(n)
D
=
(
X1(M
(d)
1 (n)), . . . , Xd(M
(d)
d (n))
)
. (3.1)
Now, let Z(d) be a discrete-time random process on Bd with i.i.d. coordinate
processes, each of which is equal in distribution to any of the identically distributed,
but dependent, coordinate processes of X(d). That is, for each n ∈ N0,
Z(d)(n) :
D
=
(
X1(B
(d)
1 (n)), . . . , Xd(B
(d)
d (n))
)
, (3.2)
where B(d)(n) is a vector of independent Bi(n; 1
d
) binomial random variables each
with parameters (n; 1
d
). The proximity of the moments of the finite dimensional
distributions of X(d) to those of Z(d) will be the result that’s useful in the sequel.
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Now we introduce some notation that helps us to precisely state and prove the result
we require.
Due to the symmetry of Bd and the arbitrariness of θ(d), we may, without loss
of generality, restrict our attention to only a single choice of initial position. Thus,
we henceforth assume that X
(d)
0 starts at x
(d) = (1, . . . , 1) ∈ Bd.
Pre-empting the treatment of the finite dimensional distributions of Y (d), let 0 =
t0 < t1 < · · · < tK <∞ be a sequence of [0,∞)-valued times and let n0, n1, . . . , nK
be the corresponding sequence of N0-valued ‘δ-counts’ such that nk is the integer
part of tk/δ; note that nk depends on d. From here on we shall often refrain from
indicating the dependence on d explicitly with the superscript (d). We shall also
utilize the shorthand V (nk) ≡ V k for any vector-valued process V ∈ Rd.
For each k ∈ [K], letM ′k ∼ Mult(nk−nk−1; 1d , . . . , 1d) and B′k be a vector of i.i.d.
Bi(nk − nk−1; 1d) random variables, such thatM k =
∑k
j=1M
′
j and Bk =
∑k
j=1B
′
j ,
and introduce
X ′k :
D
= (X1(M
′
k1), . . . , Xd(M
′
kd)), Z
′
k :
D
= (X1(B
′
k1), . . . , Xd(B
′
kd)).
In view of the Markov property we may deduce that for any i:
Xki
D
=
k∏
j=1
X ′ji, Zki
D
=
k∏
j=1
Z ′ji,
assuming that the X ′k (resp. Z
′
k) are mutually independent.
Now, fix a multi-index i = (i1, . . . , iL) ∈ [d]L and constants l1, . . . , lK such that
l1 + · · ·+ lK = L. For each k ∈ [K], let Lk := l1 + · · ·+ lk, L′k := Lk−1+ 1 and Jk(i)
be the set containing precisely those j ∈ [d] that occur with odd multiplicity in the
multi-index (il′
k
, . . . , iL) of length lk + · · ·+ lK . We will also need ηk(i) := |Jk(i)|.
Lemma 3.1. For any multi-index i = (i1, . . . , iL) ∈ [d]L,
E
{ K∏
k=1
Lk∏
l=L′
k
Xkil
}
=
K∏
k=1
(1− ηk(i)δ)nk−nk−1, (3.3)
E
{ K∏
k=1
Lk∏
l=L′
k
Zkil
}
=
K∏
k=1
(1− δ)ηk(i)(nk−nk−1). (3.4)
Proof. We prove only (3.3), the proof of (3.4) is analogous. Fix i and set Jk ≡ Jk(i).
E
{ K∏
k=1
Lk∏
l=L′
k
Xkil
}
= E
{ K∏
k=1
Lk∏
l=L′
k
k∏
j=1
X ′jil
}
=
K∏
j=1
E
{ K∏
k=j
Lk∏
l=L′
k
X ′jil
}
=
K∏
k=1
E
{ L∏
l=L′
k
X ′kil
}
.
Now, using the fact that (X ′ki)
r = X ′ki if r is odd and (X
′
ki)
r = 1 otherwise, we see
that
E
{ L∏
l=L′
k
X ′kil
}
= E
{ ∏
j∈Jk
E
{
X(1)(M ′kj) |M ′kj
}}
= E
{ ∏
j∈Jk
λM
′
kj
}
, (3.5)
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where λ := 1 − 2p is the non-unit eigenvalue of the transition probability matrix
of X(1). The result now follows by noting that E
{∏
j∈Jk
λM
′
kj
}
is the probability
generating function, evaluated at λ, of
∑
j∈Jk
M ′kj ∼ Bi
(
nk − nk−1; ηk(i)d
)
.
Remark 3.1. All quantitative information that is used in the proof of Theorem
2.2 can be traced back to Lemma 3.1, which itself hinges on certain independence
assumptions and the valuation of E
{∏
j∈Jk
λM
′
kj
}
in (3.5). Thus, generalisations
of the LNNRW model that leave Theorem 2.2 unchanged become apparent. For
example, with reference to (3.1), if we exchangeM (d)(n) forN (d)(n) ∼ Mult(n;φ(d))
and the i.i.d. B-valued LNNRW’s X1, X2, . . . for the independent B-valued recurrent
Markov chains V
(d)
1 , V
(d)
2 , . . . , the respective transition probability matrices of which
have non-unit eigenvalues λ
(d)
1 , λ
(d)
2 , . . . , then provided there exists a δ dependent on
d such that φ
(d)
j (1− λ(d)j )δ−1 → 1 for each j, the conclusion of Theorem 2.2 remains
valid.
3.1 Convergence of finite dimensional distributions
Lemma 3.2. If |θ(d)|∞ → 0 and y(d) → u, then
(Y
(d)
t1
, . . . , Y
(d)
tK
)
D−→ (Ut1 , . . . , UtK ).
Proof. By the Crame´r-Wold device (Billingsley [1], Theorem 7.7) it is enough to
show that for any φ ∈ RK ,
Ψd :=
K∑
k=1
φkY
(d)
tk
=
K∑
k=1
φk〈θ(d),X(d)k 〉 D−→ Γ :=
K∑
k=1
φkUtk .
Since the (Gaussian) law of Γ is uniquely determined by its sequence of moments,
this can be achieved through a method of moments argument (Gut [4], p. 237) by
showing that,
E
{
ΨLd
}→ E{ΓL} , L = 1, 2, . . . . (3.6)
Now, let Υd :=
∑K
k=1 φk〈θ(d),Z(d)k 〉 =
∑
j∈[d] θ
(d)
j ξ
(d)
j be the sum of d independent
random variables, with ξ
(d)
j :=
∑K
k=1 φkZ
(d)
kj , and set σ
2
d := Var{Υd}. By taking
appropriate linear combinations of formula (3.4) with K = 1, 2 and L = 1, 2, it is
straightforward to show that the first two moments of Υd converge to those of Γ.
Moreover, the fact that |θ(d)|2 = 1 and the condition that |θ(d)|∞ → 0 is enough to
ensure there exists an r > 2 such that
d∑
j=1
σ−rd E|θ(d)j ξ(d)j − E{θ(d)j ξ(d)j }|r = σ−rd E|ξ(d)1 − E{ξ(d)1 }|r
d∑
j=1
|θ(d)j |r → 0,
so that the Lyapounov condition (Gut [4], p. 339) is satisfied. Hence we may
conclude from Lyapounov’s central limit theorem that Υd → Γ. What’s more, we
may use the Marcinkiewicz-Zygmund inequalities (Gut [4], p. 146) to verify that
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E{ΥLd } is bounded for each L ∈ N, implying ΥLd is uniformly integrable for each
L ∈ N and thus E{ΥLd } → E{ΓL} for each L ∈ N (Billingsley [1], Theorem 5.4).
Finally, since E
{
ΨLd −ΥLd
} → 0 for each L ∈ N (Lemma 3.3 below), we conclude
that E{ΨLd } → E{ΓL}, as required.
Before coming to the proof of Lemma 3.3 cited above, we need to cover an
intermediary result. Recall that a set pi of non-empty subsets of a finite set Σ is a
partition of Σ if the elements of pi are mutually disjoint and Σ = ∪σ∈piσ. For two
partitions pi = {pi1, . . . , pim} and ν = {ν1, . . . , νl} of the same finite set, we will write
ν ≺ pi if l < m and each νj is a union of pij ’s. We write ν  pi if either ν ≺ pi or
ν = pi.
To every multi-index i = (i1, . . . , iL) ∈ [d]L, or equivalently, mapping i : [L] →
[d] : l 7→ il, there corresponds a partition of [L]:
νi := {i−1(k) ⊂ [L] : k ∈ [d]} \ {∅},
where ∅ denotes the empty set and i−1(k) := {l ∈ [L] : il = k} is the pre-image of k
under the mapping i. For any partition pi = {pi1, . . . , pim} of [L], define
Ipi := {i ∈ [d]L : νi = pi},
so that for each i ∈ Ipi there exists m distinct numbers b1, . . . , bm such that for each
k ∈ [m], il = bk for all l ∈ pik. In addition, define I≺pi = ∪ν≺piIν and Ipi = Ipi ∪ I≺pi
so that, in particular, Ipi contains precisely those i ∈ [d]L where there exists not-
necessarily distinct numbers b1, . . . , bm ∈ [d] such that for each k ∈ [m], il = bk for
all l ∈ pik.
Proposition 3.1. Given an array (ajl) : j ∈ [d], l ∈ [L], set As :=
∑
j∈[d]
∏
l∈s ajl for
any s ⊂ [L]. Let (cpi,ν)νpi be the triangular array of constants, indexed by partitions
of [L], that satisfies the recursion: cpi,ν = −
∑
νµ≺pi cµ,ν , for ν ≺ pi, and cpi,pi = 1.
Then, ∑
i∈Ipi
∏
l∈[L]
aill =
∑
νpi
cpi,ν
∏
s∈ν
As. (3.7)
Proof. The proof is via induction on |pi|. As the first step: when |pi| = 1 we must
have pi = {[L]} and Ipi = {i ∈ [d]L : ∃k ∈ [d] s.t. i = (k, . . . , k)} so that
∑
i∈Ipi
∏
l∈[L]
aill =
∑
k∈[d]
∏
l∈[L]
akl = A[L].
Assuming the induction hypothesis (3.7) to be true for any partition pi of [L]
such that |pi| ≤ m, we now proceed with the induction step. If pi = {pi1, . . . , pim+1}
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is a partition of [L], then
∑
i∈Ipi
∏
l∈[L]
aill =
∑
i∈Ipi
∏
l∈[L]
aill −
∑
i∈I≺pi
∏
l∈[L]
aill
=
∑
i∈[d]m+1
m+1∏
k=1
∏
l∈pik
aikl −
∑
ν≺pi
∑
i∈Iν
∏
l∈[L]
aill
=
m+1∏
k=1
∑
j∈[d]
∏
l∈pik
ajl −
∑
ν≺pi
∑
µν
cν,µ
∏
s∈µ
As
=
m+1∏
k=1
Apik −
∑
µ≺pi
( ∑
µν≺pi
cν,µ
)∏
s∈µ
As
=
∑
µpi
c′pi,µ
∏
s∈µ
As,
where c′pi,pi = 1 and c
′
pi,µ = −
∑
µν≺pi cν,µ. Hence c
′
pi,ν = cpi,ν as required.
Remark 3.2. Note that the number of terms in the sum on the left hand side of
(3.7) depends only on d whereas the number of terms in the sum on the right hand
side of the same equation depends only on L.
Lemma 3.3. For each L ∈ N, E{ΨLd −ΥLd}→ 0.
Proof. Let l ∈ NK0 be such that l1 + · · ·+ lK = L. Define the shorthand
Ed(l) := E
{〈θ,X1〉l1 . . . 〈θ,XK〉lK}− E{〈θ,Z1〉l1 . . . 〈θ,ZK〉lK}
and introduce ΠL := {Ipi : pi is a partition of [L]} as a partition of [d]L into disjoint
subsets of multi-indices over which η(i) remains constant. Agree to allow η(pi) ≡
η(i) whenever i ∈ Ipi. Now, after using a multinomial expansion we get
|E{ΨLd −ΥLd} | ≤ (|φ1|+ · · ·+ |φK |)Lmax
l
|Ed(l)|, (3.8)
so that it suffices to show that Ed(l)→ 0 for each admissable l.
Using Lemma 3.1, we have
Ed(l) =
∑
i∈[d]L
[
E
{ K∏
k=1
Lk∏
l=L′
k
θilXkil
}− E{
K∏
k=1
Lk∏
l=L′
k
θilZkil
}]
=
∑
pi∈ΠL
fd(pi)
(∑
i∈Ipi
L∏
l=1
θil
)
, (3.9)
where for all pi ∈ ΠL,
fd(pi) :=
K∏
k=1
(1− ηk(pi)δ)nk−nk−1 −
K∏
k=1
(1− δ)ηk(pi)(nk−nk−1) → 0.
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By assumption:
∑
j∈[d] θj → u,
∑
j∈[d] θ
2
j = 1 and for all r > 2,
∣∣∑
j∈[d] θ
r
j
∣∣ ≤
maxj∈[d] |θj|r−2
∑
j∈[d] |θj|2 → 0; hence, replacing ajl with θj for all l, we conclude
via Proposition 3.1 that
∑
i∈Ipi
∏L
l=1 θil remains bounded as d → ∞; see Remark
3.2. Noting that |ΠL| is independent of d, it follows that the sum (3.9) consists of a
fixed number of terms each of which tends to zero as d → ∞, thus completing the
proof.
3.2 Tightness
Lemma 3.4. If y(d) → u, then {Y (d)}∞d=1 is tight.
Proof. We appeal to the tightness criterion of Theorem 4.1, page 355, Jacod and
Shiryaev [6]. Let ε > 0 and let C denote a generic constant independent of d and
t3. Since there is zero probability of a jump discontinuity at time zero, it suffices to
show that
P
(
|Y (d)t3 − Y (d)t2 | ≥ ε, |Y (d)t2 − Y (d)t1 | ≥ ε
)
≤ C
ε3
(t3 − t1) 32 ; d = 2, 3, . . . . (3.10)
To establish this result we follow the same method as used on page 459 of Schach
[11]. In what follows, we assume d ≥ 2 and drop the (d) notation once again.
Lemma 3.5.
P (|Yt2 − Yt1 | ≥ ε |Yt1) ≤
4
ε2
(n2 − n1)δ
(
1 + Y 2t1
)
. (3.11)
Proof. Define νk(x) = 1− kxδ and let
f(x) = 1− νn2−n12 (x) + Y 2t1
{
νn2−n12 (x)− 2νn2−n11 (x) + 1
}
.
Then by the Mean Value Theorem,
f(1)− f(0) = E{(Yt2 − Yt1)2 |Yt1} ≤ 2(n2 − n1)δ [1 + 2Y 2t1] . (3.12)
The result now follows by Chebyshev’s inequality.
Lemma 3.6. If y(d) ≤ C, then for any L ∈ N,
|E{Y Lt3 }| ≤ C.
Proof. First, if d ≤ L we may use the trivial bound |E{Y Lt3 }| ≤ L
L
2 ≤ C. If, on the
other hand, d > L, then for any i ∈ [d]L, 0 ≤ η3(i)δ ≤ 2. Thus, following analogous
arguments to those used in the proof of Lemma 3.3, we see that
|E{Y Lt3 }| =
∣∣ ∑
i∈[d]L
( L∏
l=1
θil
)
(1− η3(i)δ)(n3−n2)
∣∣ ≤ ∑
pi∈ΠL
∣∣∑
i∈Ipi
L∏
l=1
θil
∣∣ ≤ C.
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Lemma 3.7.
P (|Yt3 − Yt2 | ≥ ε, |Yt2 − Yt1 | ≥ ε) ≤
C
ε3
(n3 − n2)(n2 − n1) 12 δ 32 . (3.13)
Proof. Utilising the Markov property of X, the Cauchy-Schwarz inequality and
Lemmas 3.5 and 3.6, we obtain:
P{|Yt3 − Yt2 | ≥ε, |Yt2 − Yt1 | ≥ ε}
= E [P {|Yt3 − Yt2| ≥ ε, |Yt2 − Yt1 | ≥ ε |X t2}]
= E [P {|Yt3 − Yt2| ≥ ε |X t2}P {|Yt2 − Yt1 | ≥ ε |X t2}]
≤ C(n3 − n2)δ
ε2
E
[
P {|Yt2 − Yt1 | ≥ ε |X t2}
(
1 + Y 2t2
)]
≤ C(n3 − n2)δ
ε2
[
E [P {|Yt2 − Yt1| ≥ ε|Xt2}]2 E
[
1 + Y 2t2
]2] 12
≤ C(n3 − n2)δ
ε2
[P {|Yt2 − Yt1| ≥ ε}]
1
2
=
C(n3 − n2)δ
ε2
[E [P {|Yt2 − Yt1 | ≥ ε |Yt1}]]
1
2
≤ C(n3 − n2)(n2 − n1)
1
2 δ
3
2
ε3
[
E
[
1 + Y 2t1
]] 1
2
≤ C(n3 − n2)(n2 − n1)
1
2 δ
3
2
ε3
.
We now verify that (3.13) implies the tightness condition (3.10). Suppose first
that n3 > n2 > n1 ≥ 0. Then clearly n3−n2 ≥ 1, n2− n1 ≥ 1 and n3−n1 ≥ 2 from
which it follows immediately that
(n3 − n2)(n2 − n1) 12 ≤ (n3 − n1 − 1) 32 ≤ (t3 − t1) 32 δ− 32 .
Moreover, if n3 = n2 and/or n2 = n1, the above inequality is trivially satisfied and
thus it in fact holds for n3 ≥ n2 ≥ n1 ≥ 0.
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