Abstract. Finite di erence methods, like the mid-point rule, have been applied successfully to the numerical solution of ordinary and partial di erential equations. If such formulas are applied to observational data, in order to determine derivatives, the results can be disastrous. The reason for this is that measurement errors, and even rounding errors in computer approximations, are strongly ampli ed in the di erentiation process, especially if small step-sizes are chosen and higher derivatives are required.
Introduction
It is assumed that given observational data can be characterised by a model of the form y j = f(jh) + j ; h = 1=n; j = (j 1 ; : : : ; j d ) 2 f0; 1; : : : ; ng d ; (1) where the function f 2 C p (R d ), for some appropriate choice of p, denotes the unknown trend, and the j the measurement errors, which are assumed to be independent and identically distributed normal variables with expectation 0 and variance Numerical di erentiation is ill-posed and standard nite di erence formulas, which have proved very useful for the solution of partial di erential equations, often amplify the measurement error when applied to observational data. In particular, for small stepsizes h, the good approximation properties of a nite di erence formula are completely masked by the ampli ed measurement errors.
In 2], a scheme is proposed which allows one to construct stable estimates for the di erentiation of one-dimensional observational data. This scheme uses averages of nite di erence approximations over di erent step sizes to approximate the derivatives. For second derivatives, one such scheme is given by 1] y 2] i := (2r + 1) ?3 h ?2 r X j=?r y i+j+2r+1 ? 2y i+j + y i+j?2r?1 : (3) Even if the data y i are contaminated by observational errors, this approximation converges, as h ! 0, to the second derivative f (2) (ih) as long as r = h s?1 with 0 < s < 0:2, and f has a continuous second derivative.
In the sequel, similar formulas for partial derivatives are developed. For example, it will be shown that the second partial derivative @ The condition which guarantees convergence is r = h s?1 with 0 < s < 0:66. An independent analysis of a di erent class of methods for higher-order numerical di erentiation of multi-dimensional observational data can be found in M uller 6, p.77 ].
Compared with numerical di erentiation, which is local and sensitive to the presence of observational errors in the given data, numerical integration, which is non-local, is normally well-posed, in the sense that any numerical quadrature estimate of the value of the integral is not sensitive to random perturbations in the evaluation of the integrand. However, in higher dimensions, because of the non-local character of integration, an exponentially large number of function evaluations must be performed, as the dimension increases, in order to achieve a given accuracy for the numerical estimate of the integral. On the other hand, the stability of the resulting estimate, even in the presence of observational errors, is automatically guaranteed because of the well-posedness of integration. This need for an excessive number of function evaluations is often referred to as the \Curse of Dimensionality" (cf. ). Consequently, for a given scheme, in order to achieve a 10 times decrease in the current approximation error, one requires a 10 d=2 increase in the number of function evaluations. This yields an explicit characterization of the mentioned \Curse of Dimensionality".
Note. In other contexts, such as data smoothing (cf. Hastie and Tibshirani 4]), the increase in function evaluations associated with the increase in dimension is also viewed as a \curse".
In numerical di erentiation, there is no curse. This is a direct consequence of the local nature of di erentiation. In fact, in order to compute the derivative of a function at a certain point, only the behaviour of that function in the neighbourhood of that point needs to be known. For integration, however, the behaviour of the function throughout the domain of integration has an in uence on the value of the integral. The interesting, even in some ways amazing, fact is that some of the \Curse of Dimensionality", associated with numerical integration, can help to \Cure" the \Curse of Ill-Posedness", associated with the evaluation of partial derivatives of multi-dimensional observational data. The rami cations of this observation are the focus of this paper.
2. First Order Differentiation of Two-Dimensional Data 2.1. The One-Dimensional Averaging. By analogy with the model for observational data introduced in equation (1), it is assumed that the given two-dimensional observational data have the form y i;j = f i;j + i;j ; h = 1=n; f i;j = f(ih; jh); i; j 2 f0; 1; : : : ; ng; (5) where the errors i;j are taken to be identically distributed, independent random variables with mean 0 and variance 2 . In addition, it is assumed throughout this section that f 2 C (3) (R 2 ). Even though the errors depend on two spatial parameters i and j, they are only assumed to be sampled from a one-dimensional distribution, since each data point (observation, measurement) y i;j of f i;j is performed in the same manner, independently of the spatial position de ned by (ih; jh).
A standard approximation for the partial derivative @f(x; y)=@x at the grid-points uses the midpoint rule _ f (mid) i;j = f i+1;j ? f i?1;j 2h : (6) These formulas are de ned for all i; j, except in the vicinity of the boundary of the region on which the di erentiation is being performed, where di erent rules must be applied depending on the regularity of f in the neighbourhood of the boundary. If one applies this mid-point rule to the data of equation (5) Though the errors i;j = ( i+1;j ? i?1;j )=(2h) will be normally distributed random variables with zero mean and variance h ?2 2 =2, they will not necessarily be independent (e.g. i+2;j and i?2;j are not independent, because they involve the common factor i;j ). However, the lack of independence is a minor matter compared with the value of the variance, which becomes arbitrarily large as the step-size h tends to zero, since 2 is xed (even if quite small). Consequently, when evaluated on the observational data y i;j , the mid-point formula (6) fails to yield a convergent approximation to the partial derivative @f(ih; jh)=@x as the step-size h tends to zero. This illustrates why standard nite di erence formulas for partial di erentiation will tend to be unstable when evaluated on observational data.
The goal of this paper is the construction of stable alternatives to the standard formulas. The essence of the strategy to be adopted is encapsulated in the expression (8) . The approximation error, determined by the second term on the right hand side of (8) , is O(h 2 ), and, consequently, is very small when h is small. Thus, the aim is to identify strategies which allow the error associated with i;j to be decreased at the expense of an increase in the approximation error. This kind of trade-o actually lies at the heart of any regularization method used to solve improperly posed problems. It is also the basis for the variance-bias interpretation of data smoothing.
For example, in standard numerical analysis texts, where it is tacitly assumed that one has control over the choice of the step-length h, such a trade-o is achieved by de ning the optimal choice h of h to be the value which guarantees that h 2 @ 3 f @x 3 (ih + s i h; jh) = i;j : However, this strategy is limited to situations where the variance of i;j is relatively small, such as occurs in exact numerical situations where the only error is computer rounding error.
Consequently, in a deeper technical sense, it avoids the real issue as to how such a trade-o can be achieved as h ! 0. It is this aspect which is the focus of this paper. In fact, the key question being examined is: \For given data where the size of the step-length h has already been determined, how does one perform the numerical di erentiation in order to fully utilize all the available data and achieve the type of trade-o mentioned above." A similar interpretation holds for the kernel smoothing methods applied to the numerical di erentiation of observational data by statisticians (cf. Wand and Jones 8]).
If one keeps j xed, numerical partial di erentiation reduces to the classical one-dimensional situation, as is clear from equation (8) . Stable nite di erence formulas for rst order di erentiation, based on averaging, have been proposed by Anderssen and de Hoog 2] . Such formulas achieve stability by averaging the values obtained from the application of the mid-point rule on a variety of di erent sized grids. In particular, consider the following one-parameter family of mid-point rules _ f The evaluation of the approximation error can be more complex, as one must average over the approximation errors arising from each spatial contribution, as well as average over the discretization errors.
In particular, because of the standard Taylor series result that @f((i + k)h; jh) @x Consequently, the averaging of the individual approximation errors generates two terms which will be referred to as the \averaging error" and the \averaged discretization error". In 1], as indicated above, the averaging is arranged so that one only has to analyse an averaged discretization error, whereas, in the spatial neighbourhood averaging being examined here, one will have both. Because 0 k r and From the point of view of subsequent deliberations, it is important to note, at this stage, that the averaging has a linear e ect on the approximation error associated with the accuracy of the mean, and a quadratic e ect on the value of the variance. In fact, it is the exploitation of this di erence which allows the type of results, given below, to be derived.
The variance of this averaged midpoint estimate is approximately 0:125r ?3 times the variance of the standard midpoint estimate of equation (7). If r is taken to be of order O(h ?2=3 ), this averaged midpoint value is stable as there is no growth of the variance as h ! 0. The price paid to achieve this stability is an increase in the approximation error, resulting from the use of mid-point formulas with a stepsize sh as well as from the averaging. Together, these two processes induce an approximation error of order
2.2. Two-Dimensional Averaging. For the two-dimensional data y i;j (where j varies as well as i), the key observation is that, in estimating the partial derivative @f=@x, one is not limited to doing the spatial-neighbourhood averaging only in the the x-direction, as examined and motivated above. One is now free to also do the spatial neighbourhood averaging in the second dimension; i.e. with respect to some speci ed choice of s, average the mid-point estimates _ f ; k = ?r; ; r:
The clear advantage of this step is that it removes the problem of error correlation, because there is no duplication of the data values entering the above family of mid-point estimates. In this way, there is not longer a need to demand that r < s. ) . Thus, as a direct result of the additional spatial neighbourhood averaging in the y-direction, one obtains a stable scheme which has an accuracy of O(h). In this way, dimensionality has become a blessing for numerical di erentiation, because it has allowed one to construct a stable scheme with an improved accuracy over that obtainable from the standard schemes. :
For the evaluation of a single derivative, the rst implementation involves 2(2r 1 + 1)(2r 2 + 1) ? 1 additions (subtractions) and (2r 1 + 1)(2r 2 + 1) divisions, while the second involves the same number of additions, but only 5 divisions. Consequently, if divisions should be minimized, then the second implementation is always the preferred option. On the other hand, because one is dividing by terms which do not dependent on the speci c locations of the data points, both can be rewritten so that the division by 2(2r 1 + 1)(2r 2 + 1)sh is performed as the last step. In this way, the goal reduces to one of minimizing the number of additions, and, hence, the minimization of the number of times that the expensive averaging-step must be performed. If only a single partial derivative is required, then both schemes are equivalent, since they both require the averaging to be performed twice. However, the situation changes when more complex partial derivatives are required over an array of locations, which is a commonly occurring situation in various applications including, for example, the evaluation of a two-dimensional velocity eld. In fact, the results are slightly counter-intuitive. Consider an N M (square lattice) array of locations, over which some speci ed partial di erential operator is required. For the gradient rf = (@f=@x 1 ; @f=@x 2 ), the rst procedure reduces to initially computing the di erences 2(2r 1 + 1)(2r 2 + 1)s 2 h : Typically, since it only involves NM applications of the averaging step, the second procedure is (approximately) twice as fast for the numerical evaluation of the gradient computation as the rst.
For the computation of the divergence F = r:(f; g) = (@f=@x 1 + @g=@x 2 ), it is the rst procedure which has the better complexity. One starts with the two functions f and g, and then computes derivatives which are added to give the scalar result. For the rst procedure, one combines the computation of the di erences and their addition in order to determine the valueŝ The evaluation of the curl (i.e. @f=@x 2 ? @g=@x 1 proceeds in exactly the same way as for the divergence.
Remark. This ability to remove the division to the last step, and, thereby, reduce complexity considerations to the number of averaging steps performed, ceases, if the grid does not remain a square lattice. 
is an example of such a di erential operator.
The generalization consists of two steps; namely, an averaging step followed by a di erentiation step. In order to simplify the algebra, it is assumed that y has been extended periodically to Examples of such numerical di erentiation rules include the well-known midpoint rules discussed above in Section 2.
The following proposition yields a bound on the approximation error of the averaged nite di erence. The linearity of the operators involved implies that E( ) = 0, where E( ) denotes the expectation operator. Thus, one obtains that var( j ) = E( In this way, the study of the stability and convergence of multi-dimensional numerical (partial) di erentiation reduces, for a given partial derivative and multi-dimensional space with dimension d, to specifying how the size of jV j must change relative to the size of jIj. For This represents a heuristic proof that stability is guaranteed if, for a suitable chosen , jV j jIj ; 0 < < 1:
The admissible range of values of , which guarantee both convergence and stability, now follows on combining this result with the estimate of Proposition 3.
3.2. Implementation. As for the gradient in two dimensions (cf. Section 2.3), the way the computations are performed can a ect the number of oating point operations required to evaluate multidimensional numerical derivatives. In order to quantify this, it is necessary to examine the complexity of the various implementations.
For example, the evaluation of any partial derivative over the whole domain involves the formation of the double matrix vector product A s]M V y. This is done in two stages which essentially consist of averaging and di erencing. The division associated with the averaging stage is moved into the di erencing stage. Consequently, the rst stage consists in forming the sum u j = X k2V y j?k ; j 2 I 0 :
These sums are only computed for j 2 I 0 , as the function is not assumed periodic. (The evaluation of derivatives near the boundary will involve di erent approximations which is not discussed in this It is assumed that the coe cients k =jV j have been precomputed. The di erences are only evaluated on the set I 00 which guarantees that only components of u k with k 2 I 0 are used. An essential observation is that the k are only zero for a small subset of indices which shall be denoted by S. Thus, the di erence step requires jI 00 j(jSj ? 1) additions and jI 00 j jSj multiplications. Except for the trivial precomputation step, mentioned above, no divisions are required. ).
An alternative way to proceed is to compute the action of A s]M V on some given data y. Here, one turns to the application of the fast Fourier transform (FFT), where the complexity will be O(jIj log 2 (I)). Thus, there is a crossover point de ned by an equation of the form jIj = C log 2 (jIj)
where C is a constant depending on the choice of V and how the FFTs are performed. Consequently, for larger I, the FFT approach will be more e cient. For this \indirect" method, a d-dimensional FFT will be required. An e cient implementation for a general d can be found in 5].
For the evaluation of a gradient, or Hessian, there will be several, say t, independent derivatives to be computed. If these derivatives are again required over the whole domain this reduces to the evaluation of a matrix vector product of the form (A 1 s]; : : : ; A t s]) T M V y: If the averaging is performed rst on the scalar data, this will require (asymptotically) jIj (jV j ? 1 + t(jSj ? 1)) additions and tjIj jSj multiplications. On the other hand, if the di erence operators were applied rst and the results were all averaged independently, then the number of operations would be t times what is needed for the computation of one such partial derivative. Consequently, di erencing rst will be much more expensive than performing averaging rst. On the other hand, if a reduction operation takes place (such as occurs in the evaluation of a divergence), the di erencing should be performed rst; i.e., evaluate the formula as This stencil can be precomputed with little work. Because the supports for the di erentiation and the averaging do not overlap, the number of nonzero elements of the stencil is jSj jV j. Consequently, the application of the stencil requires jSj jV j ? 1 additions and jSj jV j multiplications. Having computed the stencil, it can be applied to determine the derivative at a variety of points, and in particular, all points of I 00 . Note, however, that for this the number of additions and multiplications required would be (asymptotically) jIj(jSj jV j ? 1) and jIj jSj jV j. This is much more than the separate application of A s] and M V uses. However, if the value of several derivatives at only one point is required then the number of additions and multiplications reduces to tjSj jV j ? 1 and tjSj jV j. A similar estimate holds if a set of derivatives derivatives are only required at a limited number of points As a conclusion, when implementing algorithms for the computation of derivatives, one should carefully consider the characteristics of the problem in order to choose an e cient method. In summary, if derivatives on the full range of points in the domain are to be computed, one fares best when the averaging and the di erencing are done separately. For the computation of a set of di erent derivatives of the same scalar function, one should consider averaging before di erentiating. If the result required is a linear combination of a set of derivatives of multiple functions, one should do the di erentiation rst and the averaging second. For large and complicated derivatives and large averages, multidimensional FFTs should be used for best performance.
