As modern software applications are becoming increasingly distributed and mobile, their design and implementation are characterized by distributed software architectures, possibility of faults, and the need for energy awareness. Thus, software developers should be able to simultaneously reason about and handle the concerns of distribution, fault-tolerance, and energy efficiency. Being closely intertwined, these concerns can introduce significant complexity into the design and implementation of modern software. Thus, to develop reliable and energy efficient applications, software developers must understand how distribution, fault-tolerance, and energy efficiency interplay with each other and how to implement these concerns while keeping the complexity in check. This paper studies these concerns and their interaction; it also develops novel approaches, techniques, and tools that effectively fuse and separate these concerns as required by particular software development scenarios.
Introduction
A combination of naïve implementation practices and the extreme heterogeneity of mobile computing platforms makes it hard to ensure that distributed mobile applications are always reliable and energy efficient. Because centralized and distributed applications have different failure modes, simply rendering a subset of a centralized application remote does not preserve the original semantics. Distributed applications are subject to partial failure, in which its different components (client, server, or network) may fail independently from each other. Although one cannot handle all the possible failures in a distributed application, some failures have well-known handling strategies. Thus, to better preserve the original execution semantics, programmers must change code to transition applications to use cloud-based services and add proper fault Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SPLASH '13, October 26-31, 2013, Indianapolis, Indiana, USA. Copyright is held by the owner/author(s). ACM 978-1-4503-1995-9/13/10. http://dx.doi.org/10.1145/2508075.2508082 handling functionality to any application that invokes services remotely. Moreover, most distributed applications coordinate the execution of multiple remote processes through middleware, which provides programming and runtime support for one process to execute functionality in a different process. Because network communication is one of the largest sources of energy consumption [11] , the choice and parameterization of middleware can reduce the amount of energy consumed by a distributed application.
This research enhances the current state of the art in developing distributed mobile software through innovations in automated program transformations and distributed programming abstractions, making the following contributions:
• Automated program transformations for the transitioning to distributed applications: A set of refactoring techniques facilitate the process of transforming centralized applications to use remote services. These techniques automate the program transformations required to render portions of functionality of a centralized applications as remote services and re-target the application to access the remote functionality.
• Hardening distributed applications with resiliency against partial failures [7] : A declarative approach for hardening distributed applications with resiliency against partial failureswe introduce a domain-specific language for describing both failures and the hardening strategies to eliminate them.
• Energy-efficient distributed execution through offloading [4, 6] : An effective energy consumption optimization approach efficiently and fault-tolerantly synchronizes execution state between the mobile device and remote server to provide energyefficient and reliable mobile execution.
• Middleware with dynamic adaptation capabilities: Energyaware adaptive middleware enables the programmer to express how to dynamically adapt middleware execution patterns in the presence of volatile mobile networks, so as to reduce the mobile application's energy consumption.
• Systematic assessment of distributed applications across middleware [5, 8] : A novel mechanism can accurately assess the performance, conciseness, complexity, reliability, and energy consumption of distributed applications across middleware for accessing remote functionality.
• An empirical evaluation: We will apply our approach to a set of benchmarks and third-party mobile applications to show how to effectively reduce the energy consumed by the applications. technique in modern software development. Distribution Refactoring-transforming a program into distinct, distributed components communicating across a network-is used both to migrate centralized applications to the cloud to take advantage of cloud computing and to offload energy-intensive client functionality to the cloud to the energy consumed by mobile devices. Specifically, using cloud-based services has become a common avenue for leveraging cloud computing resources, with the benefits that include reduced costs, increased automation, greater flexibility, and enhanced mobility [1] . Furthermore, to reduce energy consumption, Distribution Refactoring can partition a mobile application into local and remote parts, so that energy intensive functionality is executed remotely in the cloud.
Research Overview
This research addresses the deep conceptual challenges of reengineering an existing centralized application for fault-tolerant and energy-efficient distributed execution. Figure 1 shows how Distribution Refactoring can transform a centralized application and render the transformed application fault-tolerant and energyefficient. In particular, we focus on three software re-engineering goals. The first goal involves moving some of a centralized application's functionality to the cloud and adding fault-handling code to the client. The second goal involves handling the faults raised during the invocation of a cloud-based service via fault-tolerant middleware. The third goal involves optimizing the energy consumption in a distributed application by flexibly adapting its execution patterns at runtime based on the execution environment, as specified by programmers. In the following discussion, we describe our approach's individual parts.
Refactoring Centralized Applications
The first goal is to alleviate the code transformation hurdles involved in adapting existing applications to take advantage of cloudbased services. To reduce development efforts/costs and increase programmer productivity, we will express as refactorings several common program transformations that programmers perform when adapting applications to use cloud computing resources. Although the approach is not fully automatic, programmers only determine if the source code should be transformed. The actual transformations are performed by a refactoring engine. However, because centralized and distributed applications have different failure modes, transformed applications are subject to partial failure. Thus, the enhanced refactoring will add the ability to handle partial failures. Then, detected partial failures will be handled by fault-tolerant middleware, which will be accomplished through the second goal.
The proposed approach focuses on common program transformations occurring when using cloud-based services that are wellamenable to be expressed as a refactoring. In particular, we will explore a set of refactoring techniques that facilitate the process of transforming centralized applications to use cloud-based services. These techniques will automate the program transformations required to 1) rewrite a class making all its methods into remote service methods, 2) partition class methods into service methods and regular methods, rewriting all the communication between the two into remote service calls, 3) re-target all clients of the original class to access its functionality in the cloud by means of remote service calls, and 4) add fault handling code to the client.
The refactoring browser depicted in Figure 1 shows how the constituent components of our approach fit together. The two main parts of our approach are Recommendation Engine and Refactoring Engine. The recommendation engine uses program analysis techniques to infer class coupling; this optional component can inform the programmer about which classes can be converted into a remote service. The refactoring engine then transforms the given methods into remote service methods, leaves the remaining methods on the client, and rewrites all communication between the original and remote methods into remote service calls. Furthermore, the distribution refactoring can be used for the energy efficiency of mobile applications by offloading their energy-intensive functionality to the cloud. In this case, the refactoring browser does not transform selected class methods into remote service methods because offloading operations are tightly coupled with a certain execution state. Instead, we provide a novel offloading framework to synchronize two different execution states between the client and server.
Hardening Distributed Applications
Refactoring an existing centralized program for distributed executions should preserve its original execution behavior, so that a distributed application would provide the same or equivalent functionality to the user as the original centralized version. In other words, distributing an application should not only improve its performance, availability, scalability, and efficiency, but also furnish the original functionality to the user. One of the most significant impediments to this goal is that centralized and distributed applications have drastically different failure modes. Distributed applications are subject to partial failure, where components of a distributed system can fail independently of each other. An example of partial failure is network volatility, when a network suffers an outage and then shortly becomes operational again. Despite its temporary nature, network volatility is disruptive and detrimental to the user experience. Many cases of partial failure are application specific and require an expert to handle properly. The proposed approach aims at accommodating programmers who may not possess deep expertise in failure handling.
The proposed approach focuses on application-level failure handling as compared to all the multiple system level approaches to achieve fault tolerance. The enhanced distribution refactoring will add the ability to operate partial failures, and then fault-tolerant middleware will manage failure handling strategies, service components integrated with distributed applications. The failure handling strategies will be rendered as reusable software components, which can be developed by third-party programmers for a variety of distributed applications. Refactored into a distributed application, these components will harden it against network volatility.
The fault-tolerant middleware depicted in Figure 1 shows how the constituent components of our approach fit together. Because in the presence of partial failures, mainstream middleware mechanisms cannot dynamically handle them, we will innovate middleware by means of a fault diagnosis module and a strategy manager. The programmer can specify and configure the fault tolerance strategies to apply by means of a domain-specific language. The fault diagnosis module catches raised exceptions or failures. The strategy manager associates raised exceptions with fault handling strategies. In response to detecting an exception, the middleware initiate the fault handling strategy as configured by a given script written in the domain-specific language. A strategy implementation is simply a sequence of corrective actions whose execution counteracts the effect of experiencing the fault.
Leveraging Static and Dynamic Energy Optimizations
Network communication commonly constitutes one of the largest sources of energy consumption in mobile applications [10] . Many mobile applications are operated across a variety of mobile networks (WiFi, 3G, and 4G), whose conditions (e.g., bandwidth, delay, etc) often fluctuate continuously. Networks and their conditions can significantly affect how much energy is consumed by a mobile application. However, mainstream middleware mechanisms cannot flexibly adapt their execution patterns to minimize energy consumption in mobile execution environments, in which an application often switches between mobile networks with different bandwidth/latency characteristics [9] . The focus of mainstream middleware mechanisms is on facilitating distributed communication and improving performance. They lack runtime supports and programming mechanisms that can be engaged to reduce the energy consumed by distributed interactions over networks.
As the final goal, this research will close the knowledge gap on how the choice, parameterization, and optimization of middleware impact the overall energy budget of a distributed mobile application. We will first identify optimization opportunities with respect to energy consumption for a variety of mobile applications running on different hardware capacities and network conditions. Although several prior approaches focus on identifying how mobile applications consume energy [10, 11] , none of these studies have specifically focused on middleware. Therefore, our goal is to understand which portions of distributed communication incur the highest energy costs. Then, we will create a novel middleware mechanism, energy-aware adaptive middleware, which features dynamic adaptation capabilities as well as a declarative domain-specific language that enables the programmer to express a rich set of middleware energy optimizations and the runtime conditions under which these optimizations should be applied. In designing the new language, we pursued the goals of expressiveness, extensibility, and reusability. In our language, energy policies apply to a given distributed execution. Figure 2 shows the initial design of policy language.
Energy-aware adaptive middleware depicted in Figure 1 shows how the amount of energy consumed by a mobile device can be reduced via advanced, dynamic optimizations. Enabling these optimizations will require innovation in runtime support and expressiveness. A dynamic adaptation mechanism selects an optimal execution patterns at runtime by leveraging the information provided by various system components, thereby enabling the middleware to optimize the energy consumption of software systems [2] . Specifically, the middleware runtime system will select a strategy to use, and will dynamically switch strategies in response to the changes in the execution environment. With the programmer provided energy optimization strategies and the runtime deploying them based on the conditions in place, the proposed approach has the potential to reach the energy efficiency levels not achievable through static energy optimization approaches. Figure 2 . Policy language construct.
Future Work and Conclusion
We plan to (1) leverage static and dynamic energy optimizations via a novel middleware architecture, (2) enhance the distribution refactoring via a novel program analysis and transformation to achieve adaptive cloud offloading, and (3) integrate the distribution refactoring with a modern IDE to help the programmer easily produce fault-tolerant and energy-efficient distributed applications. As our evaluation, we will apply the described techniques to a series of benchmarks and centralized Java applications. The expected results will indicate that our approach can effectively handle partial failures and reduce energy consumption of distributed applications.
