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Abstract
K1−xLixTaO3 and Na1/2Bi1/2TiO3 belong to a class of material called relaxor
ferroelectrics. They have the same pm3¯m structural symmetry as do perovskite
(ABO3) ferroelectric systems in the cubic paraelectric phase. However, the disor-
dered cation sites give rise to a frequency dependent dielectric dispersion. This is
the defining characteristic of relaxor ferroelectrics. Another commonly observed fea-
ture is the formation of nano-sized local polar regions, the reorientations of which
are related to the dielectric dispersion. In this thesis work, we use spectroscopic
techniques to study the dynamical coupling effects in macroscopic excitations and
resonances due to the nano-sized regions that share the same symmetry properties.
In the first part of this project, two single crystal K1−xLixTaO3 (KLT) sam-
ples with different Li concentration were studied. The thermodynamic properties of
KLT usually can be categorized into several characteristic temperature ranges. On
decreasing temperature, the individual dipoles become correlated to form nanome-
ter sized regions at the so-called Burns temperature TB. After further cooling, the
slow dynamics of these polar regions condense into local lattice distortions to form
polar nanodomains at an intermediate temperature T ∗ < TB. Moreover, there is a
critical Li concentration, xc = 0.022, above which the system undergoes a structural
transition at TC , and below which the system freezes into a dipole glass state at TF .
In this study, we compare two KLT samples with Li concentrations x = 0.026 and
0.018 determined by neutron depth profiling. Comparative measurements of dielec-
tric spectroscopy and neutron diffraction were made on the two samples so that the
relaxational dynamics and structural phase transition near the critical concentration
could be studied. In addition to the phase transition temperatures TC and TF , we
identify a critical temperature Tmin in the lower concentration sample (x = 0.018)
where an uniform minimum in the high frequency dielectric constant was observed.
We show that this dielectric minimum, which resembles the critical slowing down
behavior in many hydrogen bonded ferroelectric systems, can be explained by the
3
progressive freezing of local dipoles in the thermodynamic non-equilibrium state.
The Pb free relaxor Na1/2Bi1/2TiO3 (NBT) undergoes a structural cubic-to-
tetragonal transition near 800 K which is caused by the cooperative rotations of
O6 octahedra. In perovskite oxides at high temperature, these rotations are asso-
ciated with the softening of an acoustic phonon at the M point of the Brillouin
zone. In NBT however, they are also accompanied by cation displacements and
the formation of the polar nanodomains (PND) that are responsible for the strong
dielectric dispersion which is characteristic of relaxor ferroelectrics. Because of their
intrinsic properties, spontaneous polarization and lack of inversion symmetry, these
PNDs are also piezoelectric and can mediate an interaction between polarization
and strain. In this paper, we present neutron inelastic scattering results on both
transverse acoustic (TA) and transverse optic (TO) phonons across the high tem-
perature phase transition, between 1000 K and 700 K. The phonon dispersion curves
of the lowest energy TA and TO mode in the [110] and [001] directions are obtained.
As in other relaxors and some ferroelectric perovskites, what appears like a precip-
itous drop of the TO phonon into the TA branch, or “waterfall”, is observed at a
certain qwf ∼0.14 r.l.u. in the [110] direction. In the [001] direction, a highly over-
damped TA mode is observed for wavevector q approaching the zone boundary. Two
competing lattice coupling mechanisms are proposed to explain these observations.
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Chapter 1
Introduction
1.1 Background
1.1.1 Motivation
Arguably the most exciting breakthroughs made in recent years in solid state physics
are those related to the search for novel states of matter and improved physical
properties in disordered materials. Not only have the studies of disordered solids
brought about revolutionary advances in our understanding of the quantum state of
matter, they have also revealed significantly enhanced functional properties in clas-
sical materials such as thermoelectrics, ferromagnets, and ferroelectrics. Therefore
it is of great interest to understand the underlying physics of the local disorder1 in
solid state materials, especially how it can lead to macroscopic dynamical coupling
effects. In this thesis project, we are particularly concerned with compositional
disorder in the perovskite oxide system (ABO3), which is produced by substituting
different kinds of cations on the A and/or B sites, i.e. A′1−xA′′xB′1−yB′′yO3, see Fig-
ure 1.1. Many of the the ABO3 lattice systems belong to the ferroelectrics family.
Within the ferroelectric family, they usually undergo a structural phase transition
1The local disorders come from the inhomogeneities in chemical composition, e.g. cation sub-
stitutions. They can also be considered as locally ordered regions because of their short range
correlations. In the literature the two are used ambiguously.
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accompanied by a ferroelectric transition at non-zero temperatures. Others show
monotonically increasing susceptibility without saturation above 0 K. These systems
are called incipient ferroelectrics or quantum paraelectrics. Therefore similar cation
disorder in different host lattice systems can exhibit different ferroelectric proper-
ties. Because the substituting cations usually have different sizes and/or valence
charges from each other, the disorder often introduces local structural distortions
and local dipole moments. The presence of large disordered dipoles will increase
the average polarizability of the system. As a result, the disordered system may
show significantly enhanced electromechanical properties, which are of great values
to industrial applications.
Some disordered perovskite materials are named relaxors because they exhibit
strongly relaxational dipole dynamics. These dipolar motions are thermally acti-
vated and stochastic. Over the years, relaxor systems have been investigated using
many experimental techniques. However, the rigorous definition of a relaxor still
remains unsettled as it seems to depend on the person’s experimental expertise. In-
deed, one of the challenges of this project comes from the fact that the microscopic
mechanism responsible for relaxor behavior is ambiguously defined, and therefore
it is difficult to identify a single relaxor-specific experimental feature that is unan-
imously agreed to in the literature. The complexity of relaxors can nevertheless
be very interesting for experimental study because it produces so many anomalous
features that are absent in the pure perovskite host lattice system. To describe any
experimental observations, a microscopic physical model is needed that takes into
consideration the disorder at the microscopic level. Oftentimes relaxors are com-
pared, by analogy with their magnetic counterparts, to spin glass systems. In fact
one of the concepts that has gained popularity in describing the local disorder is that
of random electric fields (REF), which can be compared with the widely recognized
random (magnetic) field concept in spin glasses. Still, the treatment is rather qual-
itative, mostly because of the randomness of the distribution of the impurities and
the interplay between the electrostatic and the quadrupolar strain field interactions
among the neighboring dipoles. In spite of these challenges, relaxors are promising
candidates to help bridge the gap of our understanding between local disorder and
6
AB O
Figure 1.1: The cubic ABO3 perovskite structure, where the A-site cations occupy the
corners of the unit cell, the six oxygen anions sit on the cubic faces and the
B site cation sits in the center.
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enhanced functional properties in solid state systems.
This thesis project investigates two particular relaxor systems, K1−xLixTaO3
(KLT) and Na1/2Bi1/2TiO3 (NBT), using dielectric and neutron techniques. They
are both A-site substituted relaxor systems. The experimental measurements probe
different spectroscopic length scale and time scale. The study leads to the discussion
of multi-scale dynamical coupling effects in disordered systems.
1.1.2 Ferroelectricity and the phenomenological theory
Our understanding of ferroelectricity has developed over more than a hundred years.
But every now and then, new classes of ferroelectric materials are developed or
discovered that challenge this understanding. A relaxor ferroelectric is such a class
of ferroelectric materials. Therefore it is important to understand the ferroelectric
effect in this material.
The textbook definition of ferroelectricity is “the ability to possess a spontaneous
polarization and be able to reverse the polarization under external electric field”
[1]. The Reversibility is the key element that distinguishes the ferroelectric effect
from the more general piezoelectric effect, where the polarization can be induced
by mechanical stress. In a non-centrosymmetric crystal system, the spontaneous
polarization is induced along the polar axis. Out of the 32 crystal classes 21 of them
are non-centrosymmetric and hence, can possess one or more polar axes. Except
cubic 432, 20 of the non-centrosymmetric classes are piezoelectric. 10 of them have
an unique polar axis, and thus are spontaneously polarized, see Table 1.1. These
10 classes are called pyroelectric crystals, and ferroelectric crystals belong to this
family. The polarization so induced arises from the alignment of electric dipoles
within the dielectric material.
The conventional way to demonstrate ferroelectricity is to measure the P -E hys-
teresis loop, which highlights the polarization reversibility character that a ferroelec-
tric crystal must possess. The measurement is usually performed on a Sawyer-Tower
circuit. A typical hysteresis loop is shown in Figure 1.2. Ps and Pr are the charac-
teristic saturation and remanent polarizations. Ec is the coercive field which defines
8
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the width of the loop. An extremely slim hysteresis loop indicates a linear-like re-
lationship between P and E, therefore Ec measures the non-linearity of the P -E
loop. As shown in the figure, the polarization can be driven by an external field
and its magnitude depends on the history of the field direction. The microscopic
dipole configurations are schematically represented on the right side of the figure.
The ferroelectric order is determined by the statistically averaged 〈P 〉, between the
paraelectric state (〈P 〉=0) and ferroelectric state (〈P 〉 6= 0).
The ferroelectric phase is a long range ordered polar phase in solid materials.
One of the most successful theories of solid state phase transitions is the phenomeno-
logical theory developed by Devonshire and Landau. The success of this theory lies
in the macroscopic treatment of the order parameter, which is therefore independent
of the microscopic model. However, one should keep in mind that the theory as-
sumes a thermal equilibrium states. Hence the non-equilibrium properties that can
appear in the glassy state of certain relaxor systems should be distinguished from
this phenomenological treatment. This is discussed in chapter 3 and correspondingly
in chapter 5.
This phenomenological theory assumes that the free energy of the system can
be expanded in powers of the conjugated thermodynamic components. The free
energy when expanded in terms of the properly chosen variables, should be able to
describe both the paraelectric phase and the ferroelectric phase. Therefore a phase
transition can occur when the free energy is minimized with respect to temperature
(T) or pressure (P), assuming the structural distortion (polarization displacement)
is allowed by the lattice symmetry. Consider a crystal that is held stress free in
thermal equilibrium condition; the Helmholtz free energy can be expressed as
A(P, T ) =
1
2
γP 2 +
1
4
ξ P 4 +
1
6
ζ P 6 + .... (1.1)
where the coefficients γ, ξ, and ζ are functions of temperatures. Based on the
minimization of the free energy and the signs of γ, ξ, and ζ, there are two types
of transitions: i) Second-order transition, where γ, ξ, and ζ are all positive in the
paraelectric phase, and ii) first-order transition, where γ and ζ are positive and ξ is
negative.
10
<P>≠0
<P>≠0
<P>=0
Pr
Ps
P
EEc
Figure 1.2: On the left, a ferroelectric hysteresis loop; on the right, schematic represen-
tations of the macroscopic polarization in the ordered and disordered states.
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For second-order transitions, the ξ and ζ are constants of temperature, and γ
goes from positive to negative with decreasing temperature. Upon the sign change,
the free energy against polarization changes from having a global minimum at P=0
to a local maximum at P=0 plus two local minima at P6=0, see Figure 1.3 a) and
b). In this case the change in P with respect to temperature is continuous. It can
be derived from the thermodynamics relation that the susceptibility satisfies the
relation [2] (
1
χ
)
T>TC
= γ = C(T − TC), (1.2)
where C is the Curie-Weiss constant. At the transition (T = TC), and χ =∞.
For first-order transitions the free energy can have three equal minima, one at
P=0 and two symmetrically at P 6=0, see Figure 1.3 c) and d). At T < TC the polar-
ization changes discontinuously from P=0 to P6=0. However in this case, the zero
value of γ occurs at T0 < TC . From Equation 1.2, the susceptibility does not diverge
to infinity for a first-order transition. The change in spontaneous polarization as
shown in Figure 1.3 b) and d) can be experimentally observed in the polarization re-
lated quantities such as susceptibility, second harmonic intensity and birefringence.
1.1.3 Soft mode behavior near a phase transition
From elementary solid state physics, it is known that the atoms in a crystal structure
vibrate collectively. These correlated motions of atoms along crystal symmetry
directions are called phonon modes. Depending on the normal mode of atomic
motion, it can possess either polar or strain displacements. The stability conditions
for the crystal lattice is met when certain long wavelength (continuum limit) and
short wavelength (discrete limit) deformations are balanced by a restoring forces.
When the atomic displacements corresponding to a certain phonon mode is displaced
permanently with vanishing restoring force, the vibrational energy of that mode
approaches zero, and this phonon mode is called soft mode. The vanishing of phonon
mode frequency is caused by the cancellation of short-range and long-range Coulomb
forces. If the soft mode vibration corresponding to a polar phonon mode in the
12
TT
a) b)
c) d)
Tc
P
P
Tc
T>Tc
T<Tc
A
A T>Tc
T<Tc
P
P
Figure 1.3: The free energy and spontaneous polarization near a ferroelectric phase tran-
sition if the transition is of a) and b) second order, and c) and d) first order.
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Figure 1.4: (a) The temperature dependence of the soft optic mode above TC and the
temperature independent acoustic mode. (b) One of the possible atomic
displacement modes that is responsible for the soft mode.
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paraelectric phase, the deformation leads to a non-centrosymmetric polar structure,
and a spontaneous polarization develops.
The concept of soft mode was first introduced by Cochran [3] to explain the
ferroelectric transition. A ferroelectric soft mode is a zone center optic mode for
which the frequency decreases to zero at TC . For a soft mode in a perovskite system
near a displacive transition, the A-site or B-site cations usually move in a direction
opposite from the oxygens along the polar axis, see Figure 1.4. Two typical such
ferroelectric modes are the Slater mode and the Last mode. In the Slater mode,
the oxygen and B-site atoms vibrate in opposition while the A-site atoms remain
stationary; in the Last mode, the O6 octahedra and the A-site atom vibrate in
opposition [4]. In both modes, the three oxygen atoms in the unit cell move as
a rigid unit. The soft mode frequency, ωs, is experimentally found to vary with
temperature as
ω2s = K (T − TC) (1.3)
where K is a positive constant. The temperature dependence of the soft mode fre-
quency resembles the temperature dependence of the susceptibility in Equation 1.2,
and in fact they are related by the Lyddane-Sachs-Teller relation
ω2L
ω2s
=
s
∞
(1.4)
where ωL is the longitudinal mode frequency and the s and ∞ are the static
and the high frequency dielectric constants respectively. Usually the longitudinal
mode frequency ωL and the high frequency dielectric constant ∞ have negligible
temperature dependencies; hence to a very good approximation the relationship
s ω
2
s = const. (1.5)
holds near the transition temperature.
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1.1.4 Disorder-induced polar nanodomains and the associ-
ated random fields
While disorder in solid state physics has a broad range of meanings, we restrict
our attention to compositional disorder at certain lattice sites in the form of cation
substitution. Due to size or charge mismatch, the substituted ions usually induce
local electric dipole moments. Also, the significant off-centering of these substi-
tuted cations induce local elastic quadrupole moments. The two can be coupled via
electrostrictive interactions
xij = QijklPkPl, (1.6)
where xij is a coefficient of the strain tensor, Qijkl is the electrostrictive coefficient
tensor, and P is the polarization vector. The local moments are not well defined at
elevated temperature because of the large fluctuations induced by thermal energy.
However at lower temperature, the local moments can become correlated. A dipole
moment can align with dipoles in the neighboring unit cells, thus inducing a uniform
polarization in a small region. These regions, when they first form at characteristic
temperature TB, cause the refractive index to deviate from a linear dependence
on temperature [5]. The sizes of the region, or the correlation length of the dipolar
fluctuation, at a given temperature is determined by the magnitude of the individual
dipole moment and by the polarizability of the surrounding lattice. The size of
the regions will grow and the fluctuations will slow down on cooling. Due to the
electrostrictive effect, the enlarged regions will also induce strain distortions. At
an intermediate temperature, T ∗ (T ∗ < TB), the correlated regions will condense
into a structure of lower symmetry than that of the surrounding host lattice, and
the correlation length may grow to tens of unit cells in size. This corresponds to
the formation of a polar nanodomain (PND). Eventually, one of two things can
happen: i) The correlations between the PNDs triggers a macroscopic structural
phase transition, or ii) the system freezes into a dipolar glass state with randomly-
oriented PNDs.
In the case of isovalent substitution, it is important to note that the concentration
of the substituted ions can largely affect the transition behavior. In general, there
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exists a critical concentration characteristic of the concentration/phase relation. The
disordered system will undergo a phase transition if the impurity concentration is
greater than the critical concentration; conversely the system will not develop long
range order if the impurity concentration is less than the critical concentration.
The concept of random field is borrowed colloquially from the disordered mag-
netic system counterpart. In a classical ferromagnetic (or anti-ferromagnetic) sys-
tem, the impurity spins can interact with the ordered spin structure of the host
lattice. As a result the system exhibits suppressed Curie point and domain forma-
tion [6]. This concept can be incorporated into the relaxor system by considering,
for instance, the cubic anisotropy of the preferential orientation of local polarization
in the presence of an isotropic random field in a 3D Heisenberg model [7]. Although
the random field model seems plausible in explaining the energy landscape at the
macroscopic level, the physical realization of the atomic origin of the random field
in regard to the relaxor behavior is still unclear. In disordered ferroelectric systems,
the random field can originate from either the charge imbalance of the aliovalently
substituted ions or the size mismatch of isovalently substituted ions. However not
all the disordered system exhibit relaxor behavior [8]. Therefore additional explana-
tions are needed reveal the connection between disorder induced random field and
the relaxor behavior. In a recent review study by Kleemann [9], several studies on
random field in relaxors that include the elastic quadrupolar fields were brought
to attention. Although the inclusion of elastic energy in PNDs give rise to a more
realistic microdomain structure, further study are needed to reveal its relation to
the dynamical properties.
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1.2 Relaxor Ferroelectrics
Most relaxor ferroelectrics2 belong to the aforementioned family of disordered per-
ovskite ferroelectric materials. The parent ABO3 compounds determine some com-
mon properties between relaxors and normal ferroelectric materials: a high dielectri-
cal permittivity and a long-wavelength lattice instability. In addition, many relaxors
have exceptional functional properties such as a large electromechanical coefficients
and electro-optic constants that are important for actuator and optical modulator
applications. At the fundamental physics level, relaxors have also attracted much
attention because of their nano-scale properties induced by randomly substituted
cations. Throughout their studies, it has been crucial and challenging to distin-
guish the defining properties of relaxor from those of normal ferroelectrics. In doing
so, some of the characteristic experimental features have been used to differentiate
relaxors from normal ferroelectrics: i) The relaxor dielectric permittivity exhibits
strong frequency dependence whereas in normal ferroelectrics it is dispersionless. ii)
Pre-transitional local polar correlations develop at tens or hundreds of degrees above
the phase transition in relaxors, and these can be observed by neutron/X-ray diffuse
scattering, whereas in normal ferroelectrics there is very little precursor dynamics
except for the critical fluctuations in the close vicinity of TC near a second order
transition.
Many people believe that relaxor systems possess the random field character as
discussed in the previous section. The static properties of PNDs have been exten-
sively studied and are relatively well understood. However the dynamical properties
are much less understood. In particular, it is of great interest to investigate how
the PNDs can affect the long range dynamical properties of relaxor materials. They
can excite resonance modes such as electromechanical resonances; also, they can
couple to the lattice excitations along certain symmetry directions. As a result, the
2In the following context, the name relaxor ferroelectrics is used to describe relaxor systems
which have ABO3 ferroelectric host lattice. This classification does not exclude the relaxors which
do not undergo ferroelectric transition, e.g. PbMg1/3Nb2/3O3 (PMN).
18
dynamical effects introduced by PNDs can potentially change the spectroscopic line-
shape of dielectric resonances and phonons. In this project, we investigate dielectric
and inelastic neutron scattering lineshapes in detail for two relaxor systems with A-
site disorder, K1−xLixTaO3 and Na1/2Bi1/2TiO3. In the following two subsections
these two systems are briefly introduced; the experimental results and analyses are
presented in Chapters 3 and 4.
1.2.1 KLT
K1−xLixTaO3 (KLT) is one of the most studied A-site relaxor systems, and yet the
microscopic origin of relaxor behavior is still under extensive investigation. The
charge balanced substitution between K and Li and the intrinsic off-centering along
the cubic direction make it a prototypical system for studying relaxor properties.
Due to the lattice position of the Li impurities, there can be two types of dipole
relaxation. One is associated with an 180◦ flip of the dipoles along the polarization
axis (pi relaxation mode), the other one is a 90◦ flip of the dipoles from the c axis to
the a-b plane (pi/2 relaxation mode). The two relaxation modes have different ther-
mal activation energies and are therefore observed in different temperature regions.
First principle calculations and NMR measurements indicate that the pi relaxation
corresponds to a paired dipole configuration with a higher activation energy [10, 11].
Therefore the pi relaxation is usually observed in higher concentration samples at
higher temperature.
Large quantities of experimental data reveal typical relaxor behaviors in KLT
such as strong dielectric dispersion and temperature dependent elastic diffuse scat-
tering [12, 13]. Low Li concentration KLT is analogous to the dipole glass. The
structural transition is only induced if the Li concentration is higher than a certain
critical concentration, which was experimentally shown to be xc ∼ 2.2% [14]. In
the high concentration samples, the system undergoes a cubic-tetragonal transition.
The phase diagram relating the transition temperature to the concentration level x
is shown in Figure 1.5. The empirical data points in this figure are obtained from
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Figure 1.5: Phase diagram for KLT [16]. The data points are from dielectric measure-
ment and fitted with the empirical relationship between concentration n and
TC .
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Figure 1.6: Real and imaginary parts of the dielectric constant of KLT 3.5%. The arrow
indicates the sharp drop at TC ∼47 K. Courtesy of Dr. Radha Pattnaik.
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dielectric measurements. Different experimental techniques may reveal slightly dif-
ferent transition temperatures because they are sensitive to different time scales.
In KLT, unlike many other disordered relaxors the Li impurities harden the zone
center soft mode [15]. Substituting Li for K on the A-site increases the zone cen-
ter soft mode frequency, therefore preventing ferroelectric order. A “ferroelectric”
phase was reported by several author because of the observed second harmonic in-
tensity and tetragonal structural distortion. However the macroscopic polarization
is not reversible under external field, thus resulting in a very slim P −E hysteresis
loop. The micro-sized polar domains in KLT are likely due to the polar correla-
tion of PNDs. Therefore the long-range polar characteristics of KLT should not be
regarded as evidence for ferroelectric order.
A well recognized experimental feature that was observed by our group is the
sharp drop of the low frequency dielectric constant at TC , see Figure 1.6. This
feature is seen in both real and imaginary parts of the dielectric constants and is
directly related to the critical behavior of the low frequency dielectric constant at
the phase transition. In this thesis work, it is observed once again in several high
concentration KLT samples. By contrast, no sharp drop is observed in samples with
concentration x<xc. As we will show in Chapter 3, two distinct dielectric relaxation
and phase transition behaviors are observed in KLT samples that are respectively
above and slightly below the critical concentration. A comprehensive experimental
study including both dielectric and neutron diffraction measurements is presented
to explain this near critical concentration phenomenon.
1.2.2 NBT
Another relaxor system that has been extensively studied over the last decade is
Na1/2Bi1/2TiO3 (NBT). The reasons for this interest are largely due to the envi-
ronmentally friendly lead-free chemical composition and its large electromechanical
coefficients near room temperature. Pioneering studies by Vakhrushev et al. have
shown that NBT exhibits rich physics involving rotational and cation shifting insta-
bilities [17]. As in KLT, the substitution in NBT also occurs on the A-site. However
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Figure 1.7: Concentration dependence of the soft mode energy in KLT at 300K (left)
and 10K (right) [15].
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unlike KLT, the local random field in NBT are largely due to the Na and Bi charge
imbalance. In addition, the transition behavior in NBT is more complicated than
in KLT. It involves at least two structural transitions that are triggered by oxygen
octahedral rotations, see Figure 1.8. The high temperature transition near 800 K
corresponds to a0a0a+ (Glazer notation) rotation in which the O6 octahedra rotate
anti-parallel between neighbors within the same plane and rotate in phase between
adjacent planes; and the other transition occurs near 600 K and corresponds to
a−a−a− rotations. The high-temperature transition takes the system from a cubic
to a tetragonal structure and the low-temperature transition transforms the system
from a tetragonal to a rhombohedral phase. The relaxation behavior also consists of
two distinct processes in different temperature regions, a large dielectric maximum
and frequency dispersion between 700 K and 950 K and a smaller residual dispersion
below 600 K. Several physical properties remain controversial in NBT. For instance,
the true ground state was recently argued to be a monoclinic structure as opposed
to the previously determined rhombohedral structure [18, 19]; and why the diffuse
scattering intensities are decreasing above 700K while the dielectric dispersion is the
strongest in this temperature region [18, 20]. In Chapter 4, we present the results
of comprehensive neutron scattering measurements to elucidate the controversial
properties.
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Figure 1.8: Oxygen octahedra in two atomic planes are shown in a). The blue atoms
are B -site atoms and yellow atom is A-site cation. b) a0a0a+ type rotations
where the rotation axis is along 〈001〉. c) a−a−a− type rotations where the
rotation axis is along 〈111〉.
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Chapter 2
Experimental techniques
The two experimental probes used in this project, dielectric spectroscopy and neu-
tron scattering, are among the most widely used techniques to study relaxor systems.
The local dipoles are thermally active in the six equivalent 〈001〉 directions for A-site
relaxors. A small AC field applied along one of these directions is able to reorient
a fraction of dipoles. Therefore the frequency dependent dielectric constant and
dielectric loss can be measured. Because relaxors are characterized by the frequency
dispersion of their complex dielectric constant, dielectric spectroscopy is often used
to examine some of their basic properties, i.e. the relaxation time and activation
energy. In a real system, the relaxation time is generally not single valued; instead it
takes a distribution form, which is physically related to the local field distribution. A
combined analysis of the real and imaginary parts of the dielectric constant can pro-
vide information on such a distributions. In addition, according to the Curie-Weiss
law, the very low frequency dielectric constant is related to the displacive phase
transition when measured as a function of temperature, and normally exhibits an
abrupt change at TC .
Because the intrinsic dipoles are thermally active, they can be partially aligned
by a moderate external DC field. As a result, a macroscopic polarization is devel-
oped along the field direction. This polarization breaks the centro-symmetry of the
crystal system, thus inducing piezoelectricity in the sample. When the polarization
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is modulated by an AC field, an oscillating strain deformation of the sample is devel-
oped along the lateral direction. Therefore a resonance peak can be observed in the
dielectric loss spectrum. Such measurements can be accomplished by superposing a
moderate DC field on the measuring AC field, and sweeping the frequency near the
resonance mode.
Neutron scattering on the other hand has the advantage of probing higher en-
ergy lattice excitations. In addition, by aligning the sample in reciprocal space,
one can probe these excitations in different symmetry directions. Ever since its
success in characterizing the soft phonon mode behavior in perovskite ferroelectric
systems, neutron scattering has been extensively used to study the low energy and
low wavevector phonons in relaxors to try to elucidate how the polar disorder can af-
fect the lattice dynamics. With the progress in instrumentation over the last decade,
neutron studies are becoming increasingly useful in solving the remaining puzzles of
relaxors. Yet another step forward in characterizing the local structure of PNDs was
made recently by using neutron elastic diffuse scattering(or simply diffuse scatter-
ing), where the local displacement in PNDs was shown to redistribute the scattering
intensity in reciprocal space [13, 21]. Now this temperature dependent diffuse scat-
tering is regarded as one of the defining experimental characteristics of relaxors.
The two techniques, dielectric susceptibility spectroscopy and neutron scattering,
are complementary to each other on the energy scale and length scale. Therefore
the combination of the two techniques can be very effective for the investigation of
multi-scale dynamics in relaxor systems.
2.1 Dielectric spectroscopy
Dielectric spectroscopy measures the effective polarizability of the dielectric mate-
rial under investigation. The complex dielectric constant ∗(ω) characterizes the
linear response of polarization to an external ac field E(ω), where the real and
imaginary parts are written as ′(ω) and ′′(ω) respectively. In a dielectric material
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there are many distinct physical polar responses, each with its own characteris-
tic frequency. Therefore a broad frequency measurement of the dielectric constant
can probe different physical mechanisms. As shown in Figure. 2.1, roughly between
103 Hz to 1015 Hz, the dielectric spectrum can reveal dipolar (molecular), atomic and
electronic polarization responses. Each of these responses will contribute an absorp-
tion peak in the imaginary part and a dispersion in the real part of the dielectric
constant. Therefore dielectric spectroscopy can be quite a powerful technique to
examine a variety of physical phenomena within the same material. In our study,
the dielectric spectrometer has a frequency range between 100 Hz and 10 Mhz, which
can adequately examine the dipolar responses of relaxor systems.
2.1.1 Dielectric relaxation
When a well cut dielectric sample is sandwiched between two surface electrodes
that are connected to an external voltage, the polarization P is proportional to the
applied field E. The electric displacement is defined by
D = E + 4piPs = sE, (2.1)
where s is the static dielectric constant, so
s = 1 +
4piPs
E
= 1 + 4piχ, (2.2)
and χ is dielectric susceptibility. When the external field alternates with time, both
D and P also vary periodically with time. However there will be phase lags between
D, P, and E due to reorientational inertia and energy dissipation.
In the presence of dielectric loss and relaxation, the dielectric constant is a
complex quantity,
∗ = ′ − i′′, (2.3)
where ′ and ′′ are the real and imaginary parts respectively. When the applied
field is time dependent (E = E0e
iωt), the complex dielectric constant is found to be
∗(ω) =
s − ∞
1 + iωτ
+ ∞, (2.4)
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Figure 2.2: Dielectric spectrum of Debye form. Top: real part, Bottom: imaginary part.
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where ∞ corresponds to the optical frequency response which can be considered
as constant in the dipolar region, and s is the static dielectric constant, which is
strongly temperature dependent near a phase transition. After taking the real and
imaginary parts of the dielectric constant, they can be written as
′(ω) = ∞ +
s − ∞
1 + ω2τ 2
(2.5)
′′(ω) = (s − ∞) ωτ
1 + ω2τ 2
, (2.6)
and the loss angle is defined by
tan(δ) =
′′
′
(2.7)
The functions of ′(ω) and ′′(ω) are illustrated in Figure 2.2. The loss angle func-
tion is similar to the ′′(ω) function, with slightly shifted peak position [22]. The
relaxation time τ is defined at the ′′(ω) peak center where ωτ = 1.
The relaxation time in the above equations characterizes the ensemble averaged
dipole relaxation dynamics. However in a real relaxor system, the relaxation time
is not single valued. The relaxation time has the form of a distribution function
n(τ) which is, in relaxors, related to the spatial distribution of the impurity dipoles
and the size distribution of PNDs. This is taken into consideration by using a
modified Debye equation which incorporates the distribution of relaxation times.
One commonly used form is the Cole-Cole equation [23]:
∗(ω) =
s
1 + (iωτ)1−α
+ ∞, (2.8)
where the coefficient in the exponent, α, is related to the width of the distribution
of relaxation times. It takes values between 0 and 1, and the distribution is charac-
terized as monodispersive if α is close to 0 and polydispersive if α is close to 1. The
value can be graphically obtained by plotting ′′ against ′. For a single relaxation
time, the data appear as a complete semicircle in the first quadrant. If there is a
distribution of relaxation times, the semicircle will appear to be suppressed, and
the semicircle radius lies below the abscissa. The angle between the radius and the
abscissa is αpi
2
.
31
2.1.2 Dielectric resonance
Although the the relaxor systems are thought to be macroscopically cubic at elevated
temperatures, the lower symmetry precursor regions (PNDs) are in fact piezoelec-
tric. In a paraelectric perovskite system, one can apply a moderate external DC
field to induce a macroscopic polarization, thus breaking the inversion symmetry.
Collective effect of the local piezoelectric regions can then give rise to macroscopic
electromechanical resonances.
Measurements of resonant frequencies are used to characterize the piezoelec-
tric effect. A slab of elastic sample shows several resonances; the most commonly
observed ones are the standing elastic waves with half wavelength equal to the di-
mensions of the sample. When a small AC field is superposed on the external DC
field, the crystal exhibits electromechanical resonances due to the coupling between
polarization reversal and strain deformation. The resonant frequencies depend ex-
plicitly on sample dimension L, mass density ρ, and elastic compliance sEij through
the relation:
fres =
1
2L
√
1
ρ sEij
. (2.9)
where the sub-indices i and j denote the symmetry direction of the elastic defor-
mation. The 1/
√
ρsEij term is the velocity of sound normal to the poling direction.
In a thin slab sample, there are three fundamental modes respectively propagat-
ing along the length, width, and thickness dimension. Mode overlap between these
fundamental modes can be eliminated by cutting the sample with dimensions that
are far apart from each other. Consideration in shaping the sample should also be
given to avoid the possible unwanted mechanical modes such as torsional mode and
bending mode.
2.1.3 Measurement setup
The full setup that is capable of performing dielectric measurement of both relax-
ation (non DC biased) and resonance (DC biased) consist of an impedance analyzer
(HP4194A), DC power supply (Bertan), digital multimeter (Keithley), cryostat for
32
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Figure 2.3: Schering bridge and the four point measurement technique.
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sample mount and temperature controller (Lakeshore330), see Figure 2.4. For high
external DC voltages (DC>40V), the HP16065 fixture unit was used to redirect the
current between DC supply and the impedance analyzer. In the frequency range of
interest (100 Hz to 10 MHz), a Schering bridge is built into the impedance analyzer
which measures the capacitance of the slab sample, see Figure 2.3. Such a bridge
is balanced if the alternating voltage applied to the opposite corners of the rectan-
gle leads to zero voltage detected between the two other corners, and the following
condition holds for the complex impedance of the four arms,
Z∗1(ω)Z
∗
4(ω) = Z
∗
2(ω)Z
∗
3(ω), (2.10)
where Z1 represents impedance of the dielectric material under investigation. In
practice, the high accuracy of the bridge measurements relies on the precision of
each component. The main challenge is the presence of stray capacitance. It is
therefore imperative that the electrical contacts be of high quality and consistent.
Between the sample and the circuit analyzer there is a thin layer of electrode made
of aluminum vapor deposited on the large sample surfaces, a droplet of conductive
adhesive on the electrode and a platinum wire. The network analyzer is very sen-
sitive to charge accumulation along the current path. The general rule is to create
tight bonding between the electrode and the sample, avoid air bubbles in the adhe-
sive and coiled platinum wire. For samples that are not too thin, the large surface
may be better off roughly polished than optically polished to create tight bonding
between the sample and the deposited electrode. For resonance measurements, the
sample dimensions, length, width, and thickness need to be as far apart as possible
to allow easy identification of the three fundamental modes.
The cryogenic environment is obtained by cooling the cryostat with cryogen such
as liquid nitrogen or liquid helium. The commercially delivered cryogen dewar is
connected to the cryostat through a transfer tube. The cold gas is only allowed to
flow when the vacuum inside the cryostat reads below ∼100 millitorr. A Lakeshore
temperature controller is used to equilibrate the system before measurements. The
PID settings are adjusted to 100/50/100 as tested for effectiveness for liquid helium
cooling cycle. However these values are subject to change as the thermodynamic
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conditions within the dewar and the transfer tube may vary from time to time.
In general, the cooling rate should be controlled at no more than 2 K/min in the
paraelectric phase, 1 K/min in the precursor phase, and 0.5 K/min in near phase
transition temperature region.
2.2 Neutron scattering studies of solids
The neutron was first discovered by James Chadwick in 1932. Later in the century,
Mitchel and Powers first demonstrated coherent neutron diffraction by lattice planes,
i.e. Bragg scattering. In 1994 a huge encouragement to the neutron research com-
munity was granted when Bertram Brockhouse and Cliff Shull received the Noble
prize in physics for their concurrent and independent work on developing neutron
scattering techniques. In particular, Brockhouse’s development of the triple axis
spectrometer (TAS) remains arguably one the most widely used instrument in neu-
tron scattering since it is capable of controlled measurements in momentum space
(~Q) and energy space (~ω) simultaneously.
Of the many available scattering techniques to study solid materials, neutron
scattering has the ability to probe the most fundamental properties, e.g. crystal-
lographic and magnetic structures, and lattice and magnetic excitations (phonons
and magnons). With current advances in neutron sources and spectrometers, nowa-
days the much improved instrumental resolution in neutron measurements allows
the study of nano-scale local features, such as diffuse scattering by local domain
and quasi-elastic scattering by diffusive motion. Therefore, the neutron scattering
technique is well suited to the study of relaxor systems.
2.2.1 Neutron properties
Some of the fundamental properties of the neutron are listed in Table 2.1. The fact
that neutrons have zero charge means that they have negligible electrostatic inter-
action with the materials of interest. Therefore neutrons can penetrate very deeply
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into a sample, and interact directly with the nuclei of atoms. The nucleus is typi-
cally ∼ 10−15 m. This is much less than the typical neutron wavelength. Therefore
the scattering is isotropic (s-wave only). One can parameterize the scattering with
a single parameter, b, that depends only on specific nucleus. In contrast to the Z
dependence of the scattering strength for X-rays, the neutron scattering length b
varies erratically between light and heavy elements. In fact, neutrons are partic-
ularly useful for studying light elements like isotopic H, which can not be easily
probed by X-rays.
Due to its quark structure, the neutron has a magnetic moment. This allows the
neutrons to interact with unpaired electrons in magnetic atoms. Therefore a major
area of neutron research concerns the study of the magnetism of solids.
The energy E of a neutron is governed by the equation
E =
~2k2
2m
, (2.11)
where m is the neutron mass and k is the magnitude of the neutron wavevector.
Using mn=9.38×108 eV, the equation can be rewritten as
E[meV ] = 2.07 k2[A˚−2]. (2.12)
Two very useful kinetic properties of the neutrons that are related by the above
equation are their typical wavelengths and energies. The neutron wavelength is on
the order of a few A˚, and so is the typical lattice spacing in solids; neutron energy
is on the order of meV, and so are the energies of phonon and magnon excitations.
With these two properties, neutrons can be used to scatter off solid materials both
elastically and inelastically. Once the neutrons are produced by fission or spallation,
they are slowed down by a moderator (e.g. liquid hydrogen). The resulting neutrons
have a Maxwellian energy distribution, with an average velocity determined by the
temperature of the moderator. It is conventional to classify the neutron beam into
low energy (.10 meV) or cold neutrons, moderate energy (10 to 100 meV) or thermal
neutrons, and high energy or hot neutrons, see Table 2.2. These different types of
neutron beam have different wavelength distributions and can probe different regions
of the dispersions of elementary excitations.
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Table 2.1: Properties of the Neutron
Quantity Value
Quark composition udd
Mass(g) 1.675× 10−24
Spin 1
2
Magnetic moment, µn 1.913µN
Charge(C) 0
Table 2.2: Classification of neutron beams according to the energy range
Type Energy(meV) Temperature(K) Wavelength(A˚)
Cold 0.1-10 1-120 4-30
Thermal 5-100 60-1000 1-4
Hot 100-500 1000-6000 0.4-1
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2.2.2 Neutron instrumentation
Neutron scattering in solids is based on the fundamental laws of conservation of
momentum and conservation of energy. The momentum and energy relationships
between an incident neutron and a scattered neutron can be expressed as
Q = kf − ki, (2.13)
~ω = Ef − Ei, (2.14)
where the sub-indices, i and f , represent final and incident neutrons. The first
equation corresponds to the momentum conservation where the De Broglie wave
character of neutrons with momentum p=~ k is considered. The difference between
the incident and final neutron wavevectors Q is the scattering wavevector which
has the dimension of inverse length. The second equation corresponds to energy
conservation. It is clear from this equation that neutrons can lose or gain an amount
of energy ~ω after interacting with the sample.
Since we are interested in the wave properties of the scattering event, it is nec-
essary to express the solid sample geometry in reciprocal space, which has the same
inverse wavelength dimension as the wavevector. A typical scattering diagram de-
scribing the scattering geometry for a certain crystal orientation is shown in Fig-
ure 2.5. Depending on the crystal lattice parameters, symmetry and the type of
neutron source, the scattering triangle defined by ki, kf , and Q can access many
Brillouin zones in reciprocal space. In the case shown in the figure, ki 6= kf ,
the scattering diagram describes an inelastic process such as a phonon excitation
with momentum transfer or atomic displacement along Q and propagation along
q. Therefore, by varying the relative directions of Q and q one can probe either
transverse or longitudinal excitations.
Ever since it was developed by Brockhouse over 50 years ago, the triple axis
spectrometer has been a versatile tool for neutron measurements. It not only allows
one to select different incident and scattered wavelengths for inelastic scattering,
it can also operate in two axis mode for elastic diffraction studies. In Figure 2.6,
the monochromator, sample stage and analyzer axes are the three rotating axes.
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Figure 2.5: Neutron scattering in reciprocal space. The respective vectors are explained
in the text.
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In an actual experiment, there are two more out of plane arcing angles at the
sample table in the azimuthal direction (goniometer). The monochromator selects an
incident wavevector, ki from the source beam, and the analyzer selects a final vector,
kf , from the scattered beam. Both monochromator and analyzer work under the
Bragg reflection principle. They are essentially crystals with certain lattice spacings
that can provide a very high neutron reflectivity. It is conventional to operate the
spectrometer with either ki or kf fixed, corresponding to fixed incident or fixed final
energies respectively. The filters in the diagram are usually made of beryllium or
beryllium oxide for cold neutron beam and higher order pyrolytic graphite (HOPG)
for thermal neutron beams. They mainly act as low pass filter to block higher order
neutrons. Note that the selection of filters limits the value for the fixed incident or
final energy because of their cut-off energy for neutron transmission. The collimators
(Soller slits) place a constraint on the angular divergence of the neutron beam. In
general, tighter collimations will provide better resolution but at lower intensity.
Depending on the physics of the sample, one may prefer a higher neutron intensity
but a more coarse resolution or vice versa.
2.2.3 Elastic scattering of nuclear structure
If the magnitude of the scattered neutron wavevector equals the incident neutron
wavevector, the transfer of energy to the sample is zero. Therefore, this corresponds
to elastic scattering. Bragg diffraction is the most common type of elastic scattering.
It can be visualized in Figure 2.5 by letting q=0. However the direction of ki and
kf can still be different, thus allowing Q to probe different regions in reciprocal
space. Bragg diffraction is carried out near a reciprocal lattice point. The scattering
function which probes the atomic positions is proportional to the static nuclear
structure factor FN(G),
S(Q) ∼ |FN(G)|2, (2.15)
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where
FN(G) =
∑
j
b¯je
iG·dje−Wj . (2.16)
In this expression, j are the atom indices within a unit cell, G is the reciprocal
lattice vector and dj is the atomic position. The Wj in the last exponential term is
known as the Debye-Waller factor. It is related to the atomic displacement, u, and
is due to thermal fluctuations. For small displacement it can be approximated as
W =
1
2
〈(Q · u)2〉. (2.17)
In principle once the crystal structure and atomic elements are known, the structure
factor FN(G) can be calculated and therefore the scattering intensity S(Q) can be
estimated. However, in reality the actual scattered intensity depends on the shape
and homogeneity of the sample.
Bragg peaks usually have strong intensity, and therefore only require short count-
ing times. They can be used to align the sample and check the sample quality. There
are two types of scan that can be performed for sample alignment, sample rotation
scans and analyzer rotation scans. The sample rotation scan is also called rocking
curve because it scans along a curve near a reciprocal lattice point. Rocking curve
is directly related to the Bragg’s law
2d sin(θs) = nλ. (2.18)
in which the sample is rotated to find the scattering angle θs for given lattice spacing
d and wavelength λ. The rocking curve can also be used to check the sample
homogeneity. If the sample is of high quality with a single domain, there should
be only one sharp peak at the Bragg reflection. Otherwise, two or more peaks can
be observed for a multi-domain sample. The width of the peak is generally used to
describe the mosaicity of the sample. The analyzer rotation mode can be used for
lattice parameter refinement. It involves scanning the analyzer in steps twice the
size of sample rotation. Therefore it is also known as θ-2θ scan.
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In discussing the Bragg peak, it is important to mention the concept of extinc-
tion. This is a neutron optical effect due to the multiple reflections of the neutron
beam inside the sample [24], see Figure 2.7. The intensity of the reflected or trans-
mitted neutron beam is reduced when multiple internal reflections occur. However
when the crystal undergoes a structural transition, the perfect crystal planes are
disturbed by the formation of lower symmetry structural domains. As a result, the
neutron waves traverse inside the sample no longer experience internal reflection
and the elastically scattered neutron intensity increase significantly. This is called
relief of extinction. Therefore, it is convenient to measure the intensity of a Bragg
peak over a broad temperature range to monitor the phase transition.
2.2.4 Inelastic scattering of lattice excitation
Inelastic neutron scattering measures correlated atomic motion, in both space and
time, in ordered solids. The scattering function S(Q, ω) is a fourier transform of
the correlated atomic displacement in momentum and frequency space [25], which
can be expressed as:
S(Q, ω) = n(ω)χ′′(Q, ω), (2.19)
where χ′′(Q, ω) is the generalized susceptibility and n(ω) is the Bose population
factor. For lattice vibration, χ′′(Q, ω) can written in a useful form
χ′′(Q, ω) =
(2pi)3
2ν0
∑
G,q
δ(Q− q−G)
∑
s
1
ωq,s
|F (Q)|2 × [δ (ω − ωqs)− δ (ω + ωqs)],
where the dynamic structure factor F (Q) is given by
F (Q) =
∑
j
b¯j√
mj
(Q · ξjs)e iQ·dje−Wj . (2.20)
In the above equation, the quantitites Q and q are the scattering vectors shown in
Figure 2.5, s specifies the normal mode, and j labels atoms in the unit cell, and ξjs is
the eigenmode displacement vector. The two δ functions are centered at the phonon
mode energy, −ωqs (phonon creation) and +ωqs (phonon annihilation). In a real
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Figure 2.7: Neutron extinction effect.
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physical system, the phonons have a finite life time which give rise to a broadened
peak width. It has been shown that a damped harmonic oscillator (DHO) model
can be used to replace the δ functions and take account of dissipation. That is
δ(ω ± ωqs) = 1
pi
Γqs/2
(ω ± ωqs) + (Γqs/2)2 ,
where Γqs is the FWHM of phonon mode. For acoustic phonons, the dynamic
structure factor can be approximately reduced to
lim
q→0
F 2acoustic(Q) =
G2
M
FN(G) (2.21)
because of the simple form of the displacement vectors. In general, acoustic phonons
give rise to stronger scattering intensity than do optic phonons. Therefore it can
used for energy spectrum calibration. Since the triple-axis spectrometer is capable of
measuring momentum transfer and energy transfer simultaneously, the spectrometer
can operate in one of the two modes, constant E scan or constant q scan. Typical
soft mode and acoustic phonon branches are shown in Figure 2.8. The dashed lines
indicate how the constant E and constant q scans can be performed. The blue ellip-
soids are the instrumental resolution functions. They are four dimensional functions
in (Q,E) space. Considerations should be given to the resolution effect prior to the
experiment by selecting appropriate collimation and neutron wavelength.
In disordered system such as relaxors, when two phonon modes are close in en-
ergy they often are no longer independent modes, that is, they become coupled if
they have the same symmetry. Instead of two DHOs, a mode coupling model must
then be used to describe the spectral intensity. The best available model so far was
developed by Wehner and Steigmeier in 1975 using phonon Green’s functions to
describe the light scattering spectra of phonon excitation [26]. It contains eight free
parameters corresponding to intensity, linewidth, peak center of each mode , and
the coupling strength between the two modes. Later on, Harada et al. developed
a similar form by using the fluctuation dissipation formalism [27]. The model was
successfully used to describe the neutron scattering data on BaTiO3. The mode
coupling model is effective in describing many different experimental observations,
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Figure 2.8: The plot on the left shows the typical phonon dispersion relation and con-
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The plots on the right show the resulting spectrum in Q and E space.
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but it does not accurately distinguish between different experimental probes. That
is, the model is insensitive to the spectral lineshape obtained from neutron scat-
tering, light scattering, or IR reflectivity. Therefore it is important to use physical
arguments when interpreting the model parameters.
2.2.5 Elastic diffuse scattering
Two other neutron scattering techniques that are relevant to our study are the
elastic diffuse scattering (or simply diffuse scattering) and quasielastic(QE) scatter-
ing. They respectively probe the local structural and local diffuse-like motion in a
disordered crystal system. The diffuse and QE scattering are extensions of Bragg
scattering. Conceptually, they look at slightly larger wavevectors and higher energy
than the Bragg peak width, corresponding to structures bigger than several lattice
parameters and ultra low energy dynamics such as diffusive motion. In relaxors, the
local PNDs deviate from the macroscopic structure with correlation length on the
order of a few nanometers. Moreover, the relaxation of the PNDs are similar to the
rotational diffuse motion in molecular system, and their dynamic energy is of the
same order as the lowest energy phonons.
In relaxors, short range correlation or clustering is the most common type of
local distortion. The correlation length ξ is related to the distortion in reciprocal
space δq by
δq =
2pi
ξ
. (2.22)
Mathematically the the diffuse scattering function arises from the deviation of the
coherent elastic scattering function. This deviation can be treated as random oc-
cupation of lattice sites or random displacement of certain atoms. In relaxors, the
disorder comes from correlated cation off-centering. Therefore the related expression
for diffuse scattering function is given as
Sdiff = |
∑
u,j
bj sin(Q · dj)e iQ·Ru|2 , (2.23)
where u is the index for unit cells, bj is the scattering length, dj is the displacement,
and Ru is the unit cell position. The intensity resulting from diffuse scattering is
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observed on the shoulders of the Bragg peaks, resulting in a broader peak width of
the low intensity portion.
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Chapter 3
Mesoscopic dynamics and near
critical concentration phenomenon
in K1−xLixTaO3
3.1 Introduction
The prototypical A-site disordered relaxor ferroelectric, K1−xLixTaO3 (KLT) ex-
hibits rich physics of relaxation and phase transition. The isovalent substitution in
KLT has no fixed ratio. As a result, many physical properties of KLT depend on the
Li concentration. This is similar to the solid solution form of the aliovalently sub-
stituted Pb based relaxors, e.g. (1−x)Pb1/3Mn2/3NbO3−xPbT iO3 (PMNPT) and
(1−x)Pb1/2Zn2/3NbO3−xPbT iO3 (PZNPT). However in these systems the random
fields that are responsible for the relaxor behavior originate from the B-site disor-
der; and the phase transition is largely due to the ferroelectric promoting PbT iO3
lattice. Therefore their relaxation and transition properties are uncoupled. In KLT,
the Li off-centering is responsible for both relaxor behavior and the structural phase
transition. A wide range of experimental techniques have been used to characterize
these two features in KLT. For instance, the relaxor behavior is evidenced by the
frequency dispersion of the dielectric constant, the appearance of first order Raman
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scattering, and temperature dependent neutron diffuse scattering [28, 29, 13]. KLT
with x>2.2% undergoes a cubic-tetragonal structural phase transition, as evidenced
by the hysteresis loop in birefringence measurements, a split of the acoustic phonon
peak, and the lattice parameter measurements from X-ray diffraction [14, 30, 31].
As in many (1−x)/x mixed ion systems, there is a critical concentration xc that
separates the system between a low concentration region and a high concentration
region. Kleemann et al. showed in their early work [14] that KLT below 2.2% KLT
does not undergo a structural transition. Sometimes KLT with x < 0.022 is re-
ferred to as a dipolar glass to highlight its glass-like properties. Although without
long range structural transformation, low concentration samples exhibit a slowing
down of dipolar relaxation upon cooling which eventually can lead to the freezing of
randomly oriented dipoles. For high concentration samples in which the structural
phase transition does occur, it is important to note that the system still does not
become ferroelectric below TC , as evidenced by slim polarization hysteresis loops.
On the other hand, the relaxation dynamics of KLT also exhibit a significant de-
pendence on the Li concentration. For pureKTaO3, the dielectric constant increases
monotonically with decreasing temperature toward 0 K without frequency disper-
sion. For KLT with an extremely small amount of Li (x xc), the dielectric data
exhibit a small frequency dispersion superposed on an increasing background [16].
As the Li concentration increases further, frequency dependent dielectric constant
peaks appear, with higher frequencies peaks at higher temperatures. Also, the di-
electric constant returns to its low value and becomes dispersionless (see Figure 1.6)
at low temperature, indicating a freezing of dipoles. At even higher Li concentra-
tion, a second frequency dispersion appears at higher temperature in the dielectric
data. This is associated with a second relaxation mode. In KLT, due to the 〈001〉
Li off-center direction, there can be two types of dipole reorientation, 90◦ and 180◦,
corresponding to pi/2 and pi relaxation modes. The pi relaxation is characterized by
a higher thermal activation energy, therefore it appears at a higher temperature.
In addition to relaxations, relaxor ferroelectrics can exhibit electromechanical
resonances below TB. Application of a modest dc electric field partially aligns the
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dipoles, thus inducing a small polarization in the bar sample. Modulating the polar-
ization with an ac field leads to strain deformation. As a result, an electromechanical
resonance can be observed in the loss spectrum. The resonance frequency is deter-
mined by the sample dimension, sample density and elastic compliance as expressed
in Equation 2.9.
In the following, two separate investigations of the KLT system are presented.
The first one focuses on the piezoelectric properties of the PNDs and their ability
to induce macroscopic resonances. The results of this study also have implication
on the mode coupling mechanism in disordered systems. The second one focuses on
the near critical concentration characteristics. The dielectric measurements reveal
a remarkable feature that is possibly associated with non-equilibrium freezing of
PNDs. The complementary neutron diffraction measurements, which provide dis-
tinct structural information on the two samples, also support the non-equilibrium
freezing mechanism.
3.2 Experimental setup
For the dielectric measurement, samples were coated with evaporated aluminum
on their two largest parallel surfaces. In order to avoid possible electrode-sample
interface effects, different coating/interface conditions, such as sputtered gold or
silver paint, were explored to ensure the reproductivity of the dielectric results. The
sample was held stress free inside an open cycle cryostat to avoid piezoelectric effects
due to external stress. Parallel plate capacitance and loss tangent was measured with
an HP4194A impedance analyzer which can sweep frequency from 100 Hz to 10 MHz.
The measured capacitance was converted to dielectric constant through the relation
 = Cd/A0 where C is the measured capacitance, d is the sample thickness, A is
the area of electrode and 0 is the free space permittivity. For dielectric resonance
measurements, an external field not exceeding 200V was applied across the sample.
The samples were cooled by liquid helium from room temperature to ∼20 K. Cooling
rates were controlled at an average of 0.2K/min and sufficient time for thermal
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equilibrium was given at the each temperature before each measurement.
The neutron experiments at NCNR were carried out on the NG1 spectrome-
ter for neutron depth profiling (NDP) measurements and on SPINS for diffraction
measurements. Both spectrometers use cold neutrons. For the diffraction measure-
ment, the samples were fixed inside an evacuated aluminum canister and a closed
cycle refrigerator (CCR) was used to cool the sample from room temperature to
∼10 K. The samples were aligned in the [hk0] scattering plane and pseudocubic no-
tation was used throughout the measurement. The neutron final energy was fixed at
Ef=5 meV, PG(002) and Beryllium filters were used before and after the sample to
eliminate higher order contamination. Our neutron scans were limited to the (100)
and (110) Bragg reflections due to the range of allowed neutron source wavelengths.
Tight collimations of 20′-sample-20′ were chosen in order to achieve the highest Q
resolution.
3.3 Results and analysis
3.3.1 Dielectric resonances
The resonance measurements were performed on a KLT sample with Li concentra-
tion ∼ 3.5%. As shown in Figure 3.1, the transition temperature is at 46 K. In this
figure, it is also important to notice the three temperature regions corresponding to
the three dynamic processes: pi relaxation, pi/2 relaxation, and heterophase fluctua-
tions respectively. As will be shown later, these dynamical states are characterized
by the changing microscopic resonating configurations.
The dielectric resonance measurements in this experiment are made in the pres-
ence of a modest DC electric field of 40V, in addition to the probing AC field. The
PNDs therefore become partially aligned, inducing a small but non-zero macroscopic
polarization and making the sample itself extrinsically piezoelectric. The moderate
DC field however does not impair the dielectric relaxation process which is governed
by thermal fluctuations. The resonance spectra presented in Figure 3.2 correspond
to the length vibrational mode of the bar sample. They are taken at four different
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temperatures. The corresponding real part of the resonance spectra is also shown
in Figure 3.3. The remarkable feature that is observed in this data set is the dou-
ble resonances, instead of one resonance expected for a single vibrational mode.
This double resonances appears when the PNDs are formed (. 120K), and at this
temperature the one at lower frequency is narrow and the one at higher frequency
is broad. They grow in magnitude as the temperature is lowered. However, the
frequency of the narrow resonance remains constant while that of the broad reso-
nance decreases and crosses over the narrow one below the pi relaxation. In the pi/2
relaxation region, the narrow resonance progressively disappears while the broad
resonance becomes soft and strongly damped. Approaching the transition, both
resonances reappear as what superficially looks like a broad peak becomes split in
the middle. Note that in this temperature region the pi/2 resonance is no longer
active. At temperatures much lower than TC , and when the structural transition is
complete, the narrow resonance vanishes and the spectrum remains a single peak
with a much higher intensity. The resonance frequencies (black and red) are plotted
together with the zero field low frequency dielectric constant (blue) in Figure 3.4. It
is evident from this plot that the resonance lineshape changes with temperature as
the system goes through the pi relaxation, pi/2 relaxation and phase transition. In
the following analysis, a heuristic physical model is presented to explain the tem-
perature evolution of the resonance spectrum and a quantum mechanical model is
employed to describe the spectral lineshape.
The appearance of double resonances when the PNDs are formed suggests a
configurational split of the vibrational mode. Because the PNDs are intrinsically
piezoelectric, a reversal of the polarization is accompanied by a reversal of their
strain deformation, from contraction to extension and vice versa. Therefore the
mechanical vibrations of the PNDs can oscillate in phase or out of phase with the
vibration of the bar sample. Conceptually, the resonance state in the KLT sample
can be compared with the 1D two mass coupled by a spring problem. The latter sys-
tem possesses two normal modes which correspond respectively to the in phase and
out of phase displacement of the two masses. The loss spectrum of the two masses
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Figure 3.2: Resonance spectrum of KLT(3.5%) sample at four different temperatures.
Figure 3.3: Real part of the resonance spectrum of KLT(3.5%) near and below Tc.
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system resembles the resonance spectrum in our data. In KLT, the two dynami-
cal configurations correspond to the collective deformation of PNDs respectively in
phase and out of phase with the mechanical vibration of the bar sample. These
two configurations are coupled through the stress induced relaxation of the PNDs.
The polarization reversal of the PNDs is triggered by the AC field, and assisted
piezoelectrically by the strain deformation of the PNDs. Therefore the measured
resonance spectrum reflects the modulated oscillation. The broad resonance is as-
sumed to be associated with in phase oscillation between a PND deformation and
the bar sample vibration since the aligned deformation is statistically preferred in
the presence of a very small AC field. We emphasize that the collective PND dy-
namics are treated as a perturbative effect on the bar sample vibration. Thus the
resonances are measured in the kHz region instead of GHz region as it would be for
individual PND resonances.
The resonance spectrum remarkably resembles the spectral lineshape shown by
Zawadowski and Ruvalds (ZR) of two long-wavelength optical phonons indirectly
coupled through an acoustic phonon continuum [32]. In the ZR model, the spectral
function is given as
ρ(ω) =
(Aga∆b +Bgb∆a)
2
4∆2a∆
2
b + (g
2
a∆b + g
2
b∆a)
2
, (3.1)
in which A and B are the oscillator strengths of the two optical phonon modes, ga,b
their coupling coefficients to the continuum and ∆a,b ≡ (1 − ωωa,b ) are the reduced
energies. The fitted spectra are presented in Figure 3.5 for resonances at 98 K and
44 K. The value of the fitting parameters are presented in Table 3.1. The main
difference between the spectra resides in the values of the coupling coefficients ga,b,
which are twice as large at 44 K as at 98 K. The two temperatures represent two
dynamic regions, the pi relaxation and heterophase fluctuations respectively at 98 K
and 44 K. The fact that the same model applies in both regions suggests that they
must share the same coupling mechanism, the 180◦ relaxation of Li dipoles. The
doubling in value of both coupling constants at 44 K indicates that the physical
change taking place near the phase transition affects both in phase and out of phase
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Table 3.1: Fitting Parameters for the ZR model.
Fit parameters 96K 44K
A 0.00106 0.0077
B 0.00169 0.0117
ga 0.01451 0.028
gb 0.01855 0.04033
ωa/2pi(kHz) 671.72 672.30
ωb/2pi(kHz) 672.51 671.57
background 0.01244 0.02308
configurations equally. In this region, the heterophase fluctuations give rise to the
coexistence of the cubic and tetragonal phases on the mesoscopic time scale. The
fluctuations can thus modulate the polarization within the domain. This can be
qualitatively understood as strain driven polarization fluctuations in contrast to
the field driven strain deformations at high temperature. The increased coupling
constant at low temperature can then be attributed to the strength of coherent
coupling driven by the heterophase fluctuations, which would be greater than the
coupling driven by dipole relaxation at high temperature.
In the pi/2 relaxation region, the dipoles reorient by 90◦, thus destroying the dou-
bly degenerate configurations. This explains both the disappearance of the narrow
resonance and the increased damping of the broad resonance.
The necessary condition for the observation of coupled resonances such as those
reported in KLT are the presence of PNDs or PND-like local disorders. Also one
should note that the modulated oscillations are most effective when the microscopic
polarizations are aligned by a moderate external DC field. Therefore, A site sub-
stituted relaxors with dipoles oriented along cubic 〈001〉 direction are preferred for
such measurement.
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Figure 3.5: Double resonances at 98K and 44K fitted with ZR model.
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3.3.2 Dielectric constants and neutron diffraction
Since there exists a critical concentration xc in KLT below which no transition would
occur, it is important to verify the actual lithium concentration in the samples. We
used neutron depth profiling (NDP), which can be very effective in determining the
abundant 7Li concentration in two bulk samples. The relative lithium concentra-
tion in the two samples as a function of neutron depth (Channel No.) are shown
in Figure 3.6 (a). The different regions in channel number correspond to different
particle reactions. The flat region at higher channel numbers corresponds to a tri-
tium reaction and the sloped region at lower channel number corresponds to an
alpha particle reaction. The concentration of the matter of interest can be obtained
from the stopping power of the matter as a function of depth. For a more complete
description of the technique, we refer to references [33]. After integrating over all
channel numbers, the overall ratio of lithium concentration between the two samples
is 0.67. We then calibrate the transition temperature obtained from our dielectric
measurements with the published phase diagram, which is also fitted with data from
dielectric measurements [34, 16]. The phase diagram separates the system into cu-
bic, tetragonal, and dipole glass (DG) phases. The actual lithium concentrations
obtained in the two KLT samples are x ≈ 0.026 and x ≈ 0.018, hence the two
samples are named KLT-2.6 and KLT-1.8. The Li concentrations in these sample
lie just above and just below the critical concentration xc=0.022 as indicated by the
gray line in Figure 3.6 (b). We also emphasize that the NDP measurements were
performed on the top and bottom surfaces of each crystal, so possible concentration
gradient or concentration domain effects can be ruled out.
To investigate the phase transition properties, we performed neutron diffraction
measurement on the two KLT samples with a cold neutron triple axis spectrometer.
Because the structural information below and above the transition is a well studied
subject [31, 35, 36], here we only emphasize the differences between the two samples
without revealing detailed structural properties such as lattice constant. Scanning
Bragg reflections in the longitudinal direction can reveal a peak distortion or even
peak splitting due to a structural transition. Figure 3.7 (a) and (b) show the (100)
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Figure 3.6: Neutron depth profiling measurement on KLT(sharp) and KLT(min).
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Bragg reflections of KLT-1.8 and KLT-2.6 at temperatures above, near, and below
the transition. The differences in the peak shapes of the two samples are indis-
putable. For KLT-2.6, a single symmetric peak is observed above the transition,
becoming distorted below the transition. At T=40 K and 26 K, the Bragg peak can
be satisfactorily fitted with two Gaussian peaks, suggesting a splitting of the lattice
parameter. For KLT-1.8 however, the Bragg peak remain symmetric throughout
the temperature range. Note that under the tight collimation conditions the spec-
trometer’s Q resolution is ∼0.005 r.l.u. which corresponds to a change in lattice
constant of ∼0.012 A˚. Since the reported tetragonal distortion in KLT is much less
than 0.012 A˚, a fully resolved peak splitting is not expected here. However, strongly
distorted Bragg peaks such as the ones shown in Figure 3.7 (a) are sufficient to con-
firm a tetragonal transition. On the other hand, the symmetric single peak shape
at all temperatures in KLT-1.8 suggest this sample does not undergo a long range
structural transition.
During the diffraction measurement, we have also measured the Bragg peak
intensity as a function of temperature on cooling and warming. For a single crystal
with small mosaic structure, the structural phase transition can be observed at the
temperature where a sudden change in the intensity occurs; this is the so-called relief
of extinction effect. As shown in Figure 3.7 (c), both samples show intensity increase
at ∼45 K and ∼52 K respectively. Notice however the difference in peak intensities
(the intensity in the plot is scaled down by a factor of 4 for KLT-2.6). It suggests
that the extinction effect is much stronger in KLT-2.6. However, we know from
Figure 3.7 (a) that KLT-1.8 has no long range structural transition. Therefore the
relief of extinction in KLT-1.8 can only be attributed to a freezing transition. Even
though this transition does not change the macroscopic lattice structure, the freezing
of random dipole impurities can introduce buckling of the local lattice, therefore
triggering some relief of extinction at the transition. One should be reminded that
the neutron Bragg intensity is proportional to the local strain order parameter 〈s2i 〉.
This is analogous to the spin glass order parameter in the Edwards-Anderson model.
Therefore the Bragg intensity is closely related to the strength of the local strain
field in each sample. The thermal hysteresis loops in figure 3.7 (c) suggest metastable
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Figure 3.7: (010) Bragg reflection measured at three temperatures for a) KLT(sharp)
and b) KLT(min). The Bragg intensities measured on cooling and warming
are shown in c). Note that the intensity for KLT(sharp) in c) is scaled down
by a factor of 2.
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local structural correlations are present in both samples, but only in KLT-2.6 they
are strong enough to trigger a long range structural transition.
The zero field dielectric constants are presented in Figure 3.8. Two samples are
shown in plots (a) and (b) and the real () and imaginary (′′) part of the dielectric
constants are shown in the top and bottom panel respectively. It is clear from the
figure that both samples show strong relaxor behavior in the low temperature region.
Note that the dominant relaxation mode shown in this figure is the pi/2 relaxation.
The weak pi relaxation can be seen near 80 K in Figure 3.8 (a) and near 90 K in (b).
The transition temperature in the dielectric measurement is marked by a sudden
collective feature that deviates from the continuous frequency dispersive behavior.
In Figure 3.8 (a) this is indicated by the arrow that points to the sudden drop of the
lowest frequency dielectric constant at TC ∼45 K. Note that this is observed in both
the real and imaginary parts of the dielectric constant. The sharp drop feature is
more clearly visible in the low frequency data, and more clearly seen in ′′. However
in Figure 3.8 (b), a different collective behavior is observed. As indicated by the
orange dashed line, an uniform minimum of the high frequency dielectric constant
is seen at Tmin ∼ 44K. This feature is seen in both ′ and ′′. Note that for the
low frequency measurements, the dielectric constant does not show any minimum
feature. This is in fact because the two maxima get closer and merge together at
low frequency. Comparing to the well studied sharp drop transition behavior as
in KLT-2.6, the collective minimum in KLT-1.8 is anomalous. As a side note, the
common sample defects that can be introduced in the sample during crystal growth
process include small amount of Iron or Copper impurities, which give rise to slightly
red and green colors in the sample. These are not seen in the two samples. Other
impurities such as calcium would result in a significant increase in the magnitude
of the complex dielectric constant as a result of impurity conductance [37], also
not observed in KLT-1.8 or KLT-2.6. We notice that in KLT-1.8, there is a rapid
decrease of dielectric constants at ∼ 37K. However this temperature is only an
ad hoc observation that depends entirely on the experimental time scale without
invoking any criticality in the thermodynamic transition process.
The imaginary dielectric constant ′′ has a single peak in the frequency spectrum
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and the position of which corresponds to the most probable relaxation frequency.
Figure 3.9 (a) and (c) show the imaginary dielectric constant spectra across the tran-
sition temperature. As the temperature decreases, the ′′ peak slowly shifts to lower
frequency, indicating a dynamic slowing down of the PND relaxation. The dramatic
difference between the two samples can be seen at Tmin for KLT-1.8 and TC for
KLT-2.6. In Figure 3.9 a), the intensity reaches maximum at Tmin and then slowly
decreases below Tmin; the peak frequency reaches a minimum at Tmin and then
increases on further cooling. Note that the sharp drop in Figure 3.9 a) near 37 K
does not correspond to the ′′ peak and is only a result of the limited spectrometer
frequency range. In Figure 3.9 (c), the peak intensity in KLT-2.6 drops abruptly at
TC . The relaxation peaks are fully captured near TC , with a strong intensity above
TC and a much smaller intensity below TC ; the drop is therefore associated with
freezing of a major fraction of the dipoles.
The average relaxation time can be obtained through the relationship ωτmean=1
at the ′′ peak. The relaxation time τmean is plotted as a function of temperature in
Figure 3.9 (b) and (d). As we mentioned previously, there are two modes of relax-
ation in KLT. The pi relaxation is shown by blue squares and the pi/2 relaxation by
red circles. The solid lines are fits to an Arrhenius law. Well above transition, the pi
relaxation and pi/2 relaxation in both samples obey the Arrhenius law. The activa-
tion energies obtained, δUpi/2=1100 K and δUpi=2400 K, are in good agreement with
first principle calculation and previous dielectric measurment [10, 38]. The difference
of τmean between the two samples appear near TC and Tmin. In Figure 3.9 (d) τmean
exhibits a drop at TC , but then resumes increasing below TC in the tetragonal phase.
This can be interpreted as meaning that while a majority of the dipoles are now
locked-in in the tetragonal phases, a small number of dipoles are still able to reori-
ent below the transition. By contrast a different scenario is shown in Figure 3.9 (b)
for KLT-1.8. The τmean reaches a maximum value at Tmin then slowly decreases at
lower temperatures. This non-Arrhenius behavior of the relaxation time below Tmin
and the non vanishing ′′ peak imply that the system enters a thermodynamically
non-equilibrium state, which eventually gives rise to the minimum feature seen in
Figure 3.8 (a).
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With regard to the relaxation character, it is important to note that the relax-
ation time is in general distributed. This comes from the fact that the dipoles are
randomly distributed inside the sample and that the PNDs grow at different rates
upon cooling. A Cole-Cole plot using the modified Debye equation can be intro-
duced to obtain the distribution parameter α, see Equation 2.8. The system is said
to be monodispersive if α is close to 0 and polydispersive if α is close to 1. There-
fore, relaxors with finite distribution of relaxation times will have α value between 0
and 1. Moreover, in the low concentration KLT sample, the freezing of dipoles is a
non-equilibrium process in which the relaxation time progressively increases and/or
the number of frozen dipoles gradually increases. Separating the equilibrium and
non-equilibrium phases, there must be some characteristic temperature above which
the number of frozen dipoles is zero and below which it is non-zero. Figure 3.10 (a)
and (b) show the Cole-Cole semicircle plots (′′ vs. ′) for selected temperatures
above the transition. On each semicircle, the high frequency dielectric constant ∞
intersects the abscissa on the left hand side and the low frequency dielectric constant
s intersects the abscissa on the right hand side. It is clear from the figure that ∞
for both samples is temperature independent, but that s is strongly temperature
dependent. The distribution parameter α can be obtained from the angle between
the semicircle axis and the abscissa. Its value increases on cooling, which suggests
a polydispersivity and distribution of relaxation times. By comparing the α values
of the two samples, it is evident that KLT-2.6 is more polydispersive than KLT-1.8.
The distribution of the relaxation times becomes important when the relaxation
dynamics become extremely slow and falls out of equilibrium. Because the reorient-
ing dipoles progressively freeze, the dipoles with longer relaxation times will freeze
first. Hence, in the thermal non-equilibrium state, the distribution function has
to be renormalized with respect to the changing number of active dipoles. This is
schematically illustrated in Figure 3.10 (c), where the typical distribution function
of relaxation times are represented by the red squares in the equilibrium state and
black circles in the non-equilibrium state. The blue shade represents the progressive
freezing of long relaxation time dipoles in the non-equilibrium state. One can see
that the mean relaxation time would decrease on cooling in the non-equilibrium
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state, albeit accompanied by a decreasing number of reorienting dipoles. This can
explain why the relaxation frequency of KLT-1.8 increases and the magnitude of ′′
decreases below Tmin in Figure 3.9 (a).
3.4 Summary
Coupled electromechanical resonances
With a moderate dc electric field superimposed on the small ac field, we were able
to observe a pair of electromechanical resonances which are close in frequency and
appear at the temperature when the PNDs are formed. When the paired resonances
first appear, one resonance is broad and the other one is narrow. As the tempera-
ture decreases, the broad resonance softens whereas the narrow resonance remains
constant. The narrow resonance disappears in the temperature region where the res-
onance frequency overlaps with the relaxation frequency; also, the broad resonance
becomes extremely overdamped. Upon further cooling in the vicinity of the phase
transition, both resonances reappear. However the spectral lineshape resembles a
broad resonance with a split in the middle, similar to the observation of the electro-
magnetically induced transparency (EIT) effect in atomic systems. A coupled mode
model developed by Zawadowski and Ruvald was used to describe the lineshape of
the coupled resonances [32]. The analysis suggests increased coupling between the
resonances in the transition region as compared to the high temperature region.
Implications for the underlying physical mechanism are discussed in Chapter 5.
Near critical concentration properties
The two samples investigated in this part of the study contain Li concentrations of ∼
1.8% and ∼ 2.6%, which are very close to the critical concentration of 2.2% for KLT.
Yet the contrast between the two KLT samples revealed some intriguing relaxor
properties. Through a comparative study using dielectric and neutron diffraction
measurements, the differences between the samples can be summarized as follow: i)
a cubic-tetragonal structural transition takes place in KLT-2.6 at ∼ 45K, but no
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long range structural change takes place in KLT-1.8. ii) The relaxation dynamics
freezes almost completely at TC in KLT-2.6, but the relaxation dynamics in KLT-1.8
does not cease at Tmin. In KLT-1.8, the dipole relaxation experiences a progressive
slowing down and a decreasing number of active dipoles. A more in depth discussion
on the critical slowing down is presented in Chapter 5.
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Chapter 4
Anisotropic phonon coupling and
local dynamics in Na1/2Bi1/2TiO3
4.1 Introduction
Among relaxors, NBT has recently been the subject of extensive studies due to its en-
vironmentally friendly chemical composition and high electromechanical coefficients,
both characteristics that are desirable for future device applications [39, 40, 41, 18].
Unlike the B site disordered PbMg1/ 3Nb2/ 3O3 (PMN) and PbZn1/ 3Nb2/ 3O3 (PZN),
Na1/2Bi1/2TiO3 (NBT) and a few others are rarer cases in the relaxor family in
which the substitution takes place on the A site. In NBT, Na1+ and Bi3+ are
randomly substituted for each other in a 1:1 average ratio. Size and/or valence mis-
match between substituted cations usually induce off-centering. Systems with the
perovskite structure are known to exhibit one of two structural instabilities leading
to phase transitions, rotations of the anion octahedra (tilting) or displacements of
the cations (shifting). Tilting transitions are well known to occur in compounds such
as SrT iO3, KMnF3 and NaNbO3 [42, 43, 44] and shifting or ferroelectric transi-
tions in BaTiO3 and PbT iO3 etc. NBT is a special member of the perovskite family,
simultaneously exhibiting both instabilities [45, 46]. Because of the observed long
range polar order in NBT at room temperature, the rotations of the O6 octahedra
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appear to be coupled to certain cation displacements. In addition, the off-centered
cations form local dipoles which interact more strongly at lower temperature and
lead to the formation of nano-size polar domains (PND) [12, 47]. It is the reorien-
tation of these PNDs that gives rise to the characteristic low frequency dielectric
dispersion of relaxors [20]. Moreover, because they are polar and tetragonally dis-
torted, PNDs form local “piezoelectric” regions within the surrounding paraelectric
cubic lattice [48]. Their polarization can be modulated by the soft transverse optic
phonon (TO) which can thus become coupled to the transverse acoustic phonon
(TA). As is shown later, the data presented can be explained by such a coherent
interaction between TO and TA phonons, piezoelectrically mediated via PNDs.
NBT undergoes two structural phase transitions, a cubic-to-tetragonal transi-
tion at ∼820 K and a tetragonal-to-rhombohedral transition at ∼580 K [45]. The
high temperature transition is triggered by the condensation of a soft mode (Σ3
symmetry) at the M point of the Brillouin zone boundary, which corresponds to the
a0a0c+ (Glazer notation [44]) tilting of the O6 octahedra. However, this transition
also coincides with the onset of the characteristic dielectric dispersion which is due
to the formation of the PNDs, and the displacements of the Na/Bi and Ti cations
against one another when viewed along 〈001〉 [20, 45]. The lower temperature tran-
sition is triggered by the condensation of a soft zone boundary phonon at the R
point, corresponding to a−a−c− tilting of the of O6 octahedra [49, 45, 50]. Both
Na/Bi and Ti cations also displace parallel to 〈111〉 in order to accommodate the
anti-phase rotation of O6 octahedra and a ferroelectric order is established [45, 50],
leading to a low temperature ferroelectric phase which is presumably accompanied
by the alignment of the PNDs.
A commonly observed phonon anomaly in relaxor systems is the so-called “wa-
terfall” effect. It manifests itself as what appears like a precipitous drop of the TO
branch towards the acoustic branch at some finite wavevector, qwf , below which the
TO mode is no longer distinguishable in the spectrum. Early studies in Pb relaxors
related this effect to the critical damping of the TO mode, either due to its strong
interaction with PNDs of a characteristic size comparable to 1/qwf or to the pres-
ence of strong disorder-induced random fields [51, 52, 53, 54]. Other studies have
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suggested that the waterfall is the result of mode coupling between the TO and
TA phonon modes [55, 56]. A similar phonon dispersion anomaly was also reported
by Swainson et al. in Pb(Mg1/3Nb2/3)O3 at the zone boundary, and referred to as
“columns” of TO mode [57]. Most recently, a waterfall behavior was reported by
Matsuura et al. in NBT at lower temperature [41]. In spite of the large amount of
literature on the “waterfall” effect, significant differences of opinion still persist as
to its physical interpretation.
In the present study, we first report inelastic neutron scattering results of the
lowest energy TA and TO phonons in the (002) and (220) Brillouin zones (BZ)
from the Γ point to the zone boundary. Phonons propagating along two orthogo-
nal directions(Σ4 and ∆5 phonon branches [42]) were measured in constant q and
constant E scans between 1000K and 700K. These results reveal a prominent “wa-
terfall” feature at small q in the (002) Brillouin zone, which can be satisfactorily
described by a mode coupling model. In the [220] zone the dispersion curves do not
reveal a similar waterfall effect but suggest a different coupling mechanism between
the TO and TA branches. In the second part, we present result of elastic diffuse
scattering over a broader temperature range. The temperature evolution of local
dynamics and its relation to the phonon coupling are discussed.
4.2 Experiment setup
4.2.1 Thermal triple axis spectrometer
A single NBT crystal about 5×10×20 mm was cut to a half dome shape out of a
larger boule grown by the TSSG method. Neutron scattering measurements were
performed on the HB1a triple axis spectrometer at the High Flux Isotope Reactor
(HFIR), Oak Ridge National Laboratory. The sample was mounted on a tanta-
lum sample holder in vacuum inside a furnace. The HB1A spectrometer operated
with a fixed incident energy, Ei=14.6 meV, using a double pyrolytic graphite (PG)
monochromator system. Horizontal collimation of 40′-40′-sample-40′-80′ were used
throughout the experiment, giving an energy resolution of 1meV. Measurements of
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the phonon spectra were made in the neutron energy gain mode. This mode is
adequate for high temperature phonon measurements, for which the energy transfer
∆E is much smaller than kBT [25]. One set of scans was taken at room temperature
and the others were taken upon cooling from 1000 K down to 700 K.
The phonons were measured in the [HHL] scattering plane. The scattering re-
lationship Q = τhkl + q applied to our inelastic scans, where Q is the scattering
vector τhkl is a reciprocal lattice vector and q is the phonon wave vector. Trans-
verse scans were performed near the (002) and (220) Bragg reflections where the
structure factors for both TA and TO phonons are large. Focusing conditions were
chosen within the (Q,E) plane by selecting negative q values in the (002) zone and
positive q values in the (220) zone. In the following, pseudocubic notations are
used throughout and the wavevectors are indicated in reduced lattice units ξ, where
ξ= |q|
2pi/a
with a=3.92 A˚ measured at high temperature in the cubic phase. All inelas-
tic scans were corrected for the resolution volume effect as stipulated in Ref. [25] for
fixed Ei mode; and all data were normalized to the beam monitor count.
4.2.2 Multi-detector diffractometer
The elastic diffuse scattering measurement of NBT was performed on the wide angle
neutron diffractometer (WAND) at HFIR, see Figure 4.1. By using a flat cone
geometry, this multi-detector spectrometer has the capability of mapping out the
diffuse scattering intensity map at a large number of reciprocal lattice points in a
relatively short time. The collected 3D data can be consequently analyzed in the
Mslice function in the data analysis and visualization environment (DAVE) package
from NCNR.
There are ∼600 channels on the detector bank, and they cover a 125◦ scattering
angle. The neutron beam is fixed at λ = 1.48 A˚, corresponding to an energy of
37.35 meV. Unlike the conventional triple axis spectrometer, WAND has only one
rotation axis which is at the sample table. The measurement was made in the
[HHL] scattering plane. The sample rotation covers an area from −90◦ to 60◦ in
the scattering plane. Hence one entire quadrant is covered. The step size was set to
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Figure 4.1: Schematic diagram of WAND
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0.2◦ and the integration time at 60 seconds per scan. The high temperature displex
heated the sample up to 750 K, and the measurement were taken upon warming
from room temperature.
4.3 Results and analysis
4.3.1 Anisotropic phonon coupling
[110] phonon in the (002) zone
In the measurement sequence, the (002) Bragg peak was monitored during cooling
to determine the transition temperature. As seen in the inset of Figure 4.2, the
transition is marked by a large increase in the intensity of the Bragg peak below
∼800 K (relief of extinction). Such an intensity increase is a commonly observed
phenomenon near symmetry lowering transitions. It is due to the formation of
domains along different possible orientations, resulting in strains in the crystal that
effectively increase its mosaicity and reduce internal back scattering. The transition
temperature obtained is in good agreement with that from other diffraction studies
of NBT [45, 50, 18]. The rather abrupt change of intensity below ∼800 K suggests a
first order like transition. NBT undergoes another transition at lower temperature
(∼580 K), which was not part of the present study.
In the (002) zone, measurements were made of the TA and TO phonons prop-
agating in the q ‖ [110] direction and polarized along the e ‖ [001] direction (Σ4
symmetry [42, 58]). Constant q scans were made from the zone center Γ point to
the zone boundary at ξ=0.5. Representative spectra for different temperatures are
shown in Figure 4.3. Two features can immediately be noticed at the zone center in
Figure 4.3 (a): the lack of temperature variation in the inelastic portion of the spec-
trum and the absence of a well-defined phonon mode up to 15 meV. At ξ=0.05 in
Figure 4.3 (b), a single peak is observed at ∆E≈2.5 meV. Note that a strong central
peak background appears to contribute to the asymmetric line shape, as shown in
the inset. Figure 4.3 (c) shows the zone boundary phonon behavior at (0.5, 0.5, 2).
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Figure 4.2: θ-2θ scan at (002) Bragg reflection measured across TC=800 K. The inset
shows the sharp increase of integrated intensity at TC=800 K.
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At this q value, the TO mode is very broad, and centered around ∼18 meV, whereas
the TA phonon mode remains well structured, and centered at ∼5 meV. The dashed
line indicates the approximate position of the TA mode peak whose energy is seen
to remain relatively constant throughout the temperature range investigated.
Next, in Figure 4.4, we examine the near zone center spectra at ξ=0.1 and ξ=0.15
and at several temperatures. The multi-temperature plots at ξ=0.1 are shown in
the left column and the ξ=0.15 plots in the right column. The ξ=0.1 spectra show
a single peak with a possible shoulder on the high frequency side, but the ξ=0.15
spectra distinctly reveal both a TA and a TO mode, particularly well resolved at
room temperature. Neither set of spectra displays a noticeable temperature depen-
dence in the temperature range studied, except at room temperature. At higher
temperatures however, the two modes overlap and, being of the same symmetry,
must therefore be coupled. Consequently, the spectra were fitted with a mode cou-
pling (MC) function previously used to describe the phonon interaction in perovskite
systems [59, 60, 61]. It is important to note that fitting with other models such as
two uncoupled damped harmonic oscillators (DHO) was also attempted, but the
MC model was found to give the fastest converging and best overall fitting as well
as the smallest χ2 value. Together with a Gaussian central peak and a constant
background, the scattering function can be expressed as:
Stotal = Selastic + SMC + Sbkg,
in which SMC takes the form
SMC(ω) = n(ω)(AX −BY )/(A2 +B2) (4.1)
where
A = ω[γ1(ω
2
2 − ω2) + γ2(ω21 − ω2)− 2(ω1ω2)1/2Γ12∆12],
B = (ω21 − ω2)(ω22 − ω2) + ω2(Γ212 − γ1γ2)− ω1ω2∆212,
X = F 21 (ω
2
2 − ω2) + F 22 (ω21 − ω2)− 2F1F2(ω1ω2)1/2∆12,
Y = ω(F 21 γ2 + F
2
2 γ1 − 2F1F2Γ12).
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In this equation, n(ω) is the Bose factor, ω1,2 are the TA and TO phonon bare mode
frequencies, γ1,2 are the phonon linewidths, F1,2 are the dynamic structure factors.
Factoring out F 21 allows rewriting Eq. 4.1 in terms of the ratio F2/F1, thus reducing
the number of fitting parameters by one. ∆12 and Γ12 are respectively the harmonic
(real) and the dissipative (imaginary) coupling coefficient of the two modes. Most if
not all the authors who have used the MC model to describe their phonon spectra
have chosen to retain only one of these two coefficients and to set the other one to
zero. The two descriptions are mathematically equivalent through a unitary trans-
formation. The choice of description is therefore arbitrary. However, the physical
significance of the parameter values can be used to lift the indeterminacy.
Because the instrumental resolution was much narrower than the observed full
width at half maximum (FWHM) of the inelastic peaks (see the horizontal bar in
the bottom panel of Figure 4.5 (a)), no resolution convolution was needed in fitting
the data. In the (002) zone, the better fits reported were obtained assuming real
coupling, as is usually the case for low frequencies and therefore low q spectra since
the imaginary coupling is a function of ω [27, 61]. In Figure 4.4 (b) and (d), the
coupling constant is seen to be finite at q=0.1 but nearly zero at q=0.15 below 800 K.
The mode coupling analysis was further extended to all q values in the (002) Brillouin
zone. Since the temperature variations were found to be small (Figs. 4.3 and 4.4),
the results are only shown for 723 K as representative of the temperature range
studied across the 800 K transition. The fitted spectra and the phonon dispersion
relations are shown in Figure 4.5 and the values of the fitting parameters listed in
Table 4.1. The TO mode is found to be soft and overdamped at q=0.05 and 0.1
and underdamped at larger qs, while the TA mode is underdamped at small q but
becomes overdamped near the zone boundary. As mentioned earlier, the TO mode is
not clearly identifiable at q=0.1 and not at all at q=0.05. In addition, the intensity
of the single peak, presumably the TA mode is nearly an order of magnitude larger
at q=0.05 than at q=0.1. These observations do seem to point to a transfer of energy
from the TO to the TA mode. At large q the two phonons are resolved and well
separated and therefore non-interacting. Accordingly, the coupling constant, ∆12,
is found to be zero for larger qs.
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Complementary to the above constant q scans measurements, constant E scans
were also made in the (002) zone at low energies. Such E scans can be particularly
informative when the phonon peaks become very broad and overlapping in the
constant q spectra, as in the present case with the TO and TA peaks. These scans
were performed for fixed energy transfers from 3 meV to 10 meV and are presented
in Figure 4.5 (c). The peaks were fitted with Gaussian function to determine the q
peak position of the phonon mode for each energy transfer.
The fitting results of both constant q and constant E scans were used to map
out the phonon dispersion in the [110] direction (Σ4) as shown in Figure 4.5 (d).
The vertical bar on each point of the curve represents the FWHM of the phonon
peak at that q value. The TA phonon energy rises linearly at small q, then goes
through a cusp at q=0.15 and finally decreases towards 5 meV at the zone boundary.
At q = qwf between q=0.1 and ξ=0.2, the TO branch drops precipitously into the
TA branch. This corresponds to the so-called “waterfall” phenomenon discussed in
the introduction. Constant E scans allowed us to follow the TO branch to its very
intersection with the TA branch. Also noteworthy is the sudden increase of the TO
mode FWHM at q=0.1. A large FWHM that is increasing with q is a characteristic
that is commonly observed in other relaxors displaying a waterfall feature, but it
only represents an inhomogeneous broadening of the TO mode due to the particular
shape of the TO phonon dispersion curve rather than damping and energy loss.
The sharp drop of the TO branch can also explain the absence of a well defined
soft TO mode intensity below qwf . At higher q, the TO phonon energy increases
continuously and reaches ∼18 meV at the zone boundary, while the TA phonon
energy decreases slightly toward the zone boundary. A recent study of NaNbO3
by Tomeno et al. [62] reveals a similar behavior of the Σ4 TO and TA phonons,
although the TA mode in NaNbO3 does not soften towards the zone boundary as it
does here in NBT. It is also worth noting that the energy of the Σ4 TA mode at the
zone boundary is significantly lower in NBT than in non-relaxor perovskite oxides
such as SrT iO3, NaNbO3 and KMnF3 [63, 64, 62] in which the rotation of the O6
octahedra leads to the softening of the Σ3 transverse acoustic branch towards the
M point of the Brillouin zone. The eigenmode analysis [65] indicates that the M
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point zone boundary mode of the Σ4 line consists of anti-parallel displacements of
the A site atoms (Na/Bi) along the cube edge in two adjacent columns along a cubic
axis. The softening of the Σ4 mode toward the M point may therefore suggest a
partial correlation of the A site cation off-centering, a suggestion that is confirmed
by neutron diffraction [50].
[001]phonon near (220) zone
We have also studied the TO and TA phonons in the orthogonal direction, i.e. prop-
agating in the [001] direction and polarized in the [110] direction (∆5 in symmetry
notation), with a similar set of constant q scans. The (220) spectra are shown in
Figure 4.6 near zone center (a) and at larger qs towards the zone boundary (b). At
small q, the (220) spectra are very similar to the (002) ones, except for the observa-
tion of TO mode intensity around 10 meV at the Γ point and q=0.1 in Figure 4.7 (b)
and c). These observations point to the fact that the “waterfall” feature is largely
absent or suppressed in the (220) zone. At large q however, the phonon lineshapes
appear to be very different from their (002) counter part. They are generally much
broader and more strongly overlapping, suggesting an increase of coupling between
the TO and TA phonons. As shown in Figure 4.6, the lineshapes and eigenmode
energies in the (220) zone do not vary significantly with temperature and the spectra
have therefore been fitted and analyzed in detail at 873 K.
To obtain the dispersion relation of the TO and TA phonon modes, the same
MC fitting model as in the (002) zone was successfully used. At small q and small
frequencies, the (220) spectra were satisfactorily fitted assuming real coupling, as
was done for the small q spectra in the (002) zone. At q ≥ 0.2 however, a good
fit could only be obtained by assigning a minus sign to F2/F1, thus flipping the
sign of the coupling term. In inelastic neutron scattering, a sign change in the
product of the complex quantities F1(Q) and F2(Q) bears the significance of phase
change between the two neutron-phonon interactions [27]. In the mode coupling
expression in Eq. 4.1, F1 and F2 are treated as real and positive numbers, hence the
two dynamic structure factors are effectively assumed to be in phase. However, by
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Figure 4.6: Temperature overplot of constant q scans at a) near zone center (2, 2, 0.1)
and b) near zone boundary (2, 2, 0.4). The spectra between temperatures
are offset by a constant for clarity.
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allowing change of sign for F2/F1, the two scattering modes can be considered as
either in phase for positive sign or out of phase for negative sign. From elementary
scattering theory, as pointed out by Eijt et al. [61], the phase between F1(Q) and
F2(Q) depends on both the nature of the coupling, real or imaginary, and on the
Brillouin zones explicitly through the Q dependence. Since our ∆5 phonons are all
measured in the (220) zone, a change of the sign in the cross term can be attributed
to the change of coupling mechanism. The fitting parameters are presented in the
second part of Table 4.1, and the resulting dispersion curve is shown in Figure4.7 (d).
We emphasize that fitting with imaginary coupling (assuming ∆12=0 and Γ12 6=0)
was also attempted and the fitting curve found to successfully describe the data.
However the bare mode energies were found to be outside the spectral range and
the fitting for q=0.1 significantly worse than for real coupling. Therefore we only
present here the physically meaningful and consistent real coupling dispersion curves.
The coupling constant shown in the inset of Figure 4.7 (d) also exhibits a regular
behavior, increasing monotonically with q over the entire Brillouin zone. It is worth
mentioning that the large q spectra in Figure 4.7 a) show remarkable resemblance
with those at constant q in BaTiO3 (Figure 4 in reference [27]), a system in which a
real coupling model was used, resulting in the branch crossing for the [001] phonons.
Of even greater interest are the similarities between the phonon dispersion curves
obtained here in NBT and in Sn2P2Se6, which were also described assuming real
coupling [61].
4.3.2 Elastic diffuse scattering and local structure
In this part of the study, we focus on the short range order in NBT, which can
be observed in a diffraction measurement as broad diffuse scattering intensity sur-
rounding the Bragg peak. The data presented in Figure 4.8 are the diffraction map
in the [HHL] scattering plane at four temperatures, 295 K, 550 K, 650 K, and 750 K.
These temperatures cover the lower symmetry phases of rhombohedral and tetrag-
onal structures, which are separated by a transition at ∼ 580K. Nevertheless, the
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Figure 4.7: a) ∆5 phonon measured in constant q mode at 873 K. b) Temperature over-
plot of zone center spectra at (2,2,0). c) Constant q scan at (2,2,0.1) plotted
in log scale. d) Phonon dispersion relations. The solid gray circles are the
TO modes estimated from spectral intensities at (2,2,0) and (2,2,0.1). The
inset shows the coupling constant ∆12 as function of q. The dashed lines are
approximations of the TA and TO dispersion curves calculated in the form
of ∼ sin(piq) and ∼ −cos(piq).
90
highest temperature, 750 K, falls within the temperature region of the phonon mea-
surements of the previous section, i.e. where the “waterfall” feature is observed.
The large detector angle allows the diffraction map to probe reciprocal space up
to [330] in the [HH0] direction and [005] in the [00L] direction. The 150◦ sample
rotation angle ensures that the intensity map covers one complete quadrant. The
vanadium background were subtracted from the intensities. The rings of intensity
are the powder rings from the aluminum sample container. The lattice parameters
are refined at each temperature so the grid lines intersect exactly at integer recipro-
cal lattice points. Note that the streaks of intensity along the detector arc at (113),
(002), (1¯1¯1), and (1¯1¯1¯) are due to detector saturation, therefore are not real features
from the sample.
Several features are worth mentioning in Figure 4.8. First, the superlattice re-
flections corresponding to the R3c symmetry are observed at half integer points
1
2
(hhk) with h 6= k. The Cc symmetry(monoclinic structure) which is a subgroup
of the 1
2
(hhk) type R3c symmetry is seen at 295K at 1
2
(1¯1¯1) and 1
2
(1¯1¯1¯). Fur-
thermore the 1
2
(hhk) type superlattice reflections, e.g. 1
2
(3¯3¯1¯), 1
2
(3¯3¯1), and 1
2
(3¯3¯5)
exhibit cigar shaped diffuse scattering along the [110] direction. These superlattice
reflections are associated with the rhombohedral structure at room temperature.
Therefore they slowly disappear on heating. Second, strong diffuse scattering in-
tensities are unequivocally observed around integer reciprocal points. Note that the
diffuse scattering is proportional to the nuclear Bragg peak intensity. Therefore at
the reciprocal lattice points where the Bragg intensity is weak the diffuse scattering
will also appear to be weak. A slight drawback of the WAND spectrometer for this
study is that it does not provide as good a Q resolution as for the meshed measure-
ment performed with a triple axis spectrometer. Still, many of diffuse scattering
patterns observed here can be compared with those in earlier studies [46, 18, 41].
The diffuse scattering can be decomposed into three orientations in the [hhl] recip-
rocal plane, [001], [110], and [111]. Each direction corresponds to a set of planar
correlations in real space. In the following we discuss the temperature evolution of
the superstructure intensity and the diffuse intensities extended along [001], [011],
and [111] directions accordingly.
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Figure 4.8: NBT elastic diffuse scattering at four different temperatures, 295 K, 550 K,
650 K, and 750 K.
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The superlattice reflections at (−3/2,−3/2, 1/2) and (−1/2,−1/2, 1/2) are zoomed
in in Figure 4.9 a) and c), and their temperature dependencies are plotted in b) and
d). Both cuts are made along the [HH0] direction, of which the (−3/2,−3/2, 1/2)
reflection shows the extended ridge. Nevertheless, the ( ¯1/2, ¯1/2, 1/2) reflection is
isotropic in the [HH0] and [00L] directions. In plots b) and d), the temperature evo-
lution of the the two reflections are compared. Both reflections show the strongest
intensity at room temperature, then the peak slowly disappear as the temperature
increases. However it is evident that the (−1/2,−1/2, 1/2) intensity disappears
at a lower temperature than the (−3/2,−3/2, 1/2) reflection, supporting the idea
that the monoclinic structure is the true ground state structure of NBT [66]. The
(1/2,1/2,1/2) superlattice reflection has been reported before [18], but the low inten-
sity in their data prevented any conclusive remarks. In our measurement, the inten-
sity ratio between the ( ¯1/2, ¯1/2, 1/2) reflection and the (0, 0, 1) reflection is about
0.8% (obtained from performingMSlice cuts with the same thickness), which is close
to the ratio of the structure factors |F (1
2
, 1
2
, 1
2
)|2/|F (0, 0, 1)|2 = 0.7% as reported by
Aksel et al. The Cc symmetry assignment is also supported by the Raman mode
analysis in an early study from our group [19]. However, there are concerns where
the ( ¯1/2, ¯1/2, 1/2) super-reflection is due to a double scattering effect (accidental
scattering off two integer sets of planes inside a crystal). Future experiments can be
performed with varying incident neutron wavelengths to verify this effect. Notice
that in b), the diffuse scattering appears as broad central peak in addition to the
(−3/2,−3/2, 1/2) narrow superstructure reflection, and its temperature evolutions
exhibit different behaviors. For instance, at 650 K, the superstructure intensity has
completely disappeared while the diffuse scattering intensity persists. The diffuse
scattering at (−3/2,−3/2, 1/2) seems to follow the same temperature dependence as
the the quasielastic intensity measured at (3/2, 3/2, 1/2) in Vakhrushev’s study [17].
Therefore, the diffuse scattering can be similarly treated as planar correlations due
to precursor order.
The three diffuse intensity components along [001], [011] and [111] can be ob-
served at general integer reciprocal lattice reflections. However, in order to be con-
sistent with earlier studies and to look at places where the signal intensity is high,
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we selected reflections (001), (1¯1¯0), and (113) for further analysis. The diffraction
intensity maps are shown in Figures 4.9 e), g), and i). The white dashed lines indi-
cate where the cuts are made for the temperature analysis. They are cut slightly
offset from the Bragg peak so that the intensities are mostly attributed to diffuse
scattering. The positions of the cuts are related to the [001], [011] and [111] types of
intensity respectively in the three plots. Notice that in i) both 〈111〉 and 〈1¯1¯1〉 inten-
sity ridges are observed. However the 〈111〉 intensity is most likely due to detector
saturation. Therefore the cut made near the (113) reflection probes the 〈1¯1¯1〉 diffuse
intensity. In Figures 4.9 f), h), and j), the temperature evolution of the diffuse inten-
sity can be summarized as follow: the [001] diffuse intensity decreases monotonically
with increasing temperature; the [011] intensity also decreases with increasing tem-
perature, however the intensity appears to remain constant and non-vanishing at
650 K and 750 K; the [111] intensity on the other hand remains relatively constant
throughout the entire temperature range. In this case, the [111] diffuse scattering is
likely the thermal diffuse scattering. At the moment it is unclear whether the three
types of diffuse scattering share the same atomic origin.
4.4 Summary
The phonons
In summary, we have reported measurements of the low energy transverse optic
and acoustic phonons of Na1/2Bi1/2TiO3 (NBT)in two different zones, (002) and
(220), in the [HHL] scattering plane and in a 200K temperature range around the
higher temperature transition Tc ' 820K. The results reveal a significant anisotropy
in the phonon coupling and damping between the two orthogonal directions. The
phonons are found to be coherently coupled at small q, but more strongly in the
[002] zone than in the [220] zone. In the [002] zone, the TO phonon branch falls
precipitously into the TA branch at qwf ∼0.1 r.l.u. (waterfall) and is no longer
observed at smaller q. This is interpreted as a hybridization of the two phonon
modes which are (real) coupled via the piezoelectric polar nanodomains (PNDs)
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that are known to be present in this temperature range. Accordingly, the intensity
of the TA phonon is seen to increase by an order of magnitude. This coupling is
reinforced by the rotation of the lattice axes resulting from the in-plane cog-wheel
rotation of the oxygen octahedra. At intermediate qs, the TA mode exhibits a cusp
and is slightly depressed towards the zone boundary, due to what appears to be an
indirect coupling of its eigenmode to rotations of the oxygen octahedra. At small q
in the [220] zone, the TO-TA coupling is 30% weaker than in the other zone and no
waterfall is observed. This is tentatively attributed to the incoherent out-of-plane
coupling of octahedra and accompanying cation displacements between layers. At
larger q, the dispersion curves cross but the bare phonons overlap extensively over
most of the Brillouin zone possibly due to coupling via short wavelength polarization
fluctuations (within PNDs). Similarities in the phonon spectra of NBT, NaNbO3
and even BaTiO3 are noted, which can be traced to the existence of local polar order
in these systems, although much more developed in NBT. The similarity between the
dispersion curves obtained in NBT and SnPSe also suggests that coupling between
phonons should be a general feature of systems in which local order develops before
long range order is established.
The diffuse scattering
The diffraction measurements at four temperatures over a large number of reciprocal
points revealed both long range and short range structural information. The strong
intensity of the (1/2, 1/2, 1/2) reflection supports the monoclinic structure at room
temperature. To our best knowledge this has never been observed on the comparable
intensity level in a diffraction measurement. Our data support the coexistence of
the R3c and Cc symmetry at room temperature.
Diffuse scattering intensity is seen throughout the diffraction map. Based on the
observed intensity pattern and the scattering geometry, the diffuse scattering can
be decomposed into three component along [001], [110], and [111] direction. The
temperature evolution of diffuse intensity are analyzed near (001), (1¯1¯0), and (113)
reflections in Figure 4.9 e)-j). Their temperature characteristics can be summarized
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as follow: the the [001] type intensity decreases most rapidly with increasing tem-
perature, with very little intensity remaining in the tetragonal phase; the [110] type
intensity decrease slowly with temperature, and it persists into the tetragonal phase;
the [111] type intensity has minimal temperature dependence, and the same strong
intensity can be observed at 750 K as at 300 K. These results suggest that differ-
ent atomic origins may exist for different types of diffuse scattering intensities in
NBT. The results also highlights the complexity of the atomic order in disordered
materials. The non-vanishing high temperature diffuse scattering ([111] type) inten-
sity can be possibly related to giant dielectric dispersion, and the coupled phonon
interpretation given in the previous section.
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Chapter 5
Discussion
The experimental studies presented in the last two chapters probe several length
scales in the relaxor systems. Nevertheless, the core analysis revolves around the
dynamics of the PNDs. The polarization fluctuations associated with PNDs can
interact with long range excitations, i.e. acoustic and optic phonons and give rise
to electromechanical resonances. The interactions are particularly strong at wave-
lengths greater than the average size of the PNDs. In addition to the coupling effect,
the piezoelectric property of PNDs themselves were shown to strongly influence the
phase transition character. In the (1−x)/x mixed ion systems, the sizes and distri-
bution of PNDs are largely dependent on the impurity concentration. Consequently,
the transition character can also depend on the impurity concentrations. Some of
the results given in the previous chapters deserve further discussion.
5.1 Coupled electromechanical resonance
The double electromechanical resonance feature observed in KLT reveals the intrin-
sic piezoelectric property of the PNDs. As explained previously, it can be conceptu-
ally related to the two masses coupled to a spring system. The two resonance peaks
are associated with two normal modes of oscillation. From the Zawadowski and
Ruvalds (ZR) model fitting analysis, the coupling strengths increase by a factor of 2
between the pi relaxation temperature region and the transition temperature region.
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The physical mechanism that can be use to describe the scenario is explained below.
In both temperature phases, the coupling between the two normal modes is
physically related to the channeling of Li ions, i.e. the 180◦ reorientation of the Li
dipoles. Because the macroscopic polarization is determined by the dc field, the
phase of the strain oscillation of the bar sample is fixed. In the pi relaxation region,
however the channeling of Li ions at the unit cell level allows the local (PND) strain
deformation to oscillate in phase or out-of-phase with respect to the microscopic
deformation. Thus the collective relaxation of PNDs introduces degeneracy in the
macroscopic resonance mode. Because one normal mode is statistically more fa-
vorable than the other, one resonance peak is broader than the other. At slightly
lower temperature, the pi relaxation is no longer active and the pi/2 relaxation be-
come the dominant one. The reorientation of Li in this case does not introduce a
degeneracy of the normal modes. In fact, the pi/2 dynamics of the PNDs causes
significant damping of the resonance mode. As a result, the resonance lineshape
becomes extremely broad in this temperature region [67]. Near the phase transi-
tion, the resonance spectrum looks like what appears to be a symmetric split in
the middle of a broad peak. Fitting with the ZR model reveals that the coupling
constants are doubled at low temperature and no significant change in other param-
eters. Physically, neither the pi relaxation nor the pi/2 relaxation are active near
phase transition. Instead, the structural property of the system becomes unstable
in which metastable two-phase regions can coexist. It is therefore logical to invoke
the heterophase phase fluctuation in the transition region. Heterophase fluctuations
are commonly seen near weakly first order transitions where precursors of the low
temperature phase oscillate back and forth between the high symmetry and low
symmetry structures. This is fully expected in KLT since the PNDs already possess
the low temperature structure above the transition. Although the pi relaxation is
no longer thermally active, the ac field can still modulate the strain fluctuations
of the PNDs due to their intrinsic piezoelectric property. This also translates into
Li channeling within the PNDs. Therefore the degenerate configurations are the
coupling between them are restored. Note that the pi relaxation coupling at high
temperature relies on the statistical distribution of dipole reorientation based on the
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superposed small ac field, whereas the heterophase fluctuation coupling is dictated
by the long range structural instability. This explains why both coupling constants
near the phase transition are equally affected and greater in value than at high
temperature.
The implication of coupled resonances in a bulk sample due to nano inhomo-
geneity goes beyond the context of relaxor ferroelectrics. Functional properties of
nano composite materials are increasingly drawing attentions from the condensed
matter community. Whether these nano structures are engineered or thermody-
namically grown, they are able to couple to the macroscopic properties. Examples
are the enhanced electromechanical coefficient, electro-optic coefficient, and thermo-
electric efficiency in composite materials. Additionally, the resonance phenomenon
reported here show great resemblance with the electromagnetically induced trans-
parency (EIT) in atomic physics. The coupled transition paths among the three-
state system of EIT can be related to the coupled electromechanical resonances
through the semi-classical argument of a coupled oscillator system [68]. Therefore
the study of coupled interaction in relaxors can shed light on the multi-scale dy-
namics of complex systems [48].
5.2 Coupled phonon excitation
Through the inelastic neutron scattering study of NBT two distinct dynamic features
are observed for phonons propagating in two orthogonal directions: (i) in the (002)
zone along the Σ4 branch, the TO phonon exhibits a precipitous drop or “waterfall”
in the vicinity of (0.1,0.1,2) and is no longer identifiable below. The TA mode
is underdamped throughout the Brillouin zone and rapidly increases in intensity
with decreasing q; (ii) in the (220) zone along the ∆5 branch, the TO phonon is
still observed near zone center, hence the “waterfall” effect is either suppressed
or absent. At larger q’s, the bare TO and TA phonons overlap significantly and
therefore remain strongly coupled throughout the (220) zone, even more so when
assuming real coupling. In the following, we first discuss the significance of the MC
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model in describing the neutron spectral data and then examine the differences in
phonon behavior between the two zones, first near zone center and second near the
zone boundary.
The presence of a “waterfall” feature in the (002) zone
The fact that a “waterfall” feature is observed in the (002) zone but not in the (220)
zone may be surprising at first since the phonons are the same in cubic symmetry
in the limit of q=0, i.e. at zone center. It is therefore necessary to examine the
values of the fitting parameters to understand the cause of the different phonon
behaviors in the two zones. As pointed out by Hlinka et al. [55], a waterfall feature
might be observed in certain zones and not in others since the dynamical structure
factors and therefore the coupling term in Equation 4.1 can vary between zones.
However, different behaviors can also be explained by varying degrees of overlap of
the phonons or different coupling mechanisms and values of the coupling parameter.
As seen in Table 4.1, the coupling constant in the (220) zone is only 2/3 that in the
(002) zone and the overlap between the two modes at small q is also much smaller.
In addition, two physical considerations may be determinant in explaining the ab-
sence or suppression of a waterfall feature in the (220) zone. First, we note that
the high temperature transition in NBT corresponds to an in-plane cog wheel-type
rotation of the oxygen octahedra that leads to a) a doubling of the unit cell and,
more importantly, b) a rotation of the crystal axes by 45 ◦, similar to that in the
systems mentioned previously, SrT iO3, NaNbO3 and KMnF3. As a result, the
new horizontal axes now lie along the 〈110〉 cubic directions while the tetragonal c
axis is still along a cubic 〈001〉 direction. Secondly, in NBT this rotation of octa-
hedra is accompanied by cation displacements along the c axis [50], resulting in the
formation of polar nanodomains (PND), the reorientation of which gives rise to the
relaxor behavior below ∼900 K [20]. The PNDs, being polar and therefore without
inversion symmetry, are also piezoelectric. This fact was recently shown to explain
the electro-acoustic resonances observed in the relaxor K1−xLixTaO3 (KLT) [48].
These two physical considerations and the piezoelectric nature of the PNDs may
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explain the observation of a waterfall effect in the (002) zone at small q. In this
zone indeed, the TO mode is polarized along the c axis and can directly modu-
late the PND polarization while the propagation direction of the phonons along
the pseudo-cubic 〈110〉 direction ensures the transverse piezoelectric coupling to
strain. In such a scenario, the piezoelectric coefficient defined in terms of the new
axes would be d34 or d35, coupling the local polarization component, P3, with the
product of the atomic displacements, u3u2 or u3u1. The existence of a piezoelectric
interaction between optic and acoustic phonons was already proposed very early by
V. Dvorak [69] to explain the TO-TA coupling in tetragonal BaTiO3, although in
this case the piezoelectric character was simply an intrinsic attribute of the ferro-
electric phase. In the same tetragonal BaTiO3, Fleury and Lazay demonstrated
the piezoelectric nature of the coupling between an overdamped optic mode and
an underdamped acoustic mode [70]. They reported a greatly enhanced Brillouin
scattering cross-section that was strongly dependent on phonon polarization and
propagation direction. Now considering the particular wavevector, qwf at which the
waterfall feature is observed, only phonons with wavelengths that are equal to or
greater than the average size of the PNDs or a wavevector q ≤ qwf can coherently
modulate their polarization. For phonon wavelengths greater than the typical size
of the PND or wavevectors smaller than qwf , the polarizations of an increasing num-
ber of PNDs can be simultaneously and therefore coherently modulated by the TO
phonon, the energy of which is then piezoelectrically transferred to the TA phonon.
This can explain why the TO phonon first broadens and is then no longer observed
for ξ < 0.1, while the intensity of the TA mode increases rapidly below ξ = 0.15.
This interpretation might seem to be contradicted by the smaller fitted value of the
coupling coefficient obtained at (0.05,0.05,2) than at (0.1,0.1,2) in Table 4.1. How-
ever, the assumption of two coupled independent modes is expected to no longer be
valid for strong piezoelectric coupling below qwf .
A description of mode coupling was proposed early on by Fano to describe the
interaction between a discrete state or configuration and a continuum of configura-
tions, leading to an admixture state and resulting in characteristically asymmetric
spectral lineshapes [71]. This does seem to correspond to the present NBT case in
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which the TO phonon can decay into a continuum of long wavelength polarization
fluctuations and piezoelectrically transfer its energy to the TA phonon. In Fano’s
model, the spectral density is expressed as:
I(ω) =
(Q+ )2
1 + 2
(5.1)
to fit the inelastic peak, where  = ω−ω0
Γ
is the reduced energy, Γ is the spectral width
of the discrete excited state and the Fano Q is a modified coupling constant which
incorporates the ratio of the transition probabilities respectively to the admixture
state and to the unperturbed continuum state. The fitted curves in Figure 5.1 shows
a good match between the Fano lineshape and our data. The two spectra are
taken at small q values where the coupling is the strongest. The values of the
parameters are given in Table 5.1. As expected, the Fano coupling constant Q is
more than three times larger and the width Γ less than half at ξ = 0.05 than it is
at ξ = 0.1, demonstrating that the coupling of the two modes is much stronger or
their hybridization much more complete at the lower q.
Table 5.1: Fitting parameters for phonon spectra at (0.05, 0.05, 2) and (0.1, 0.1, 2) to
the Fano model.
Parameters (0.05, 0.05, 2) (0.1, 0.1, 2)
ω0 (meV) 2.43 4.94
Γ (meV) 0.65 1.50
Fano Q 33.42 10.08
If the phonon spectra appear similar at small q in the (002) and in the (220)
zone, apart from the absence of “waterfall” in the latter, they are very different
at larger q and close to the zone boundary. In the (002) zone past qwf , the TO
mode energy increases up to approximately 18 meV where it is underdamped and
therefore well separated from the TA mode. However, the TA mode displays an
unusual frequency dependence, going through a cusp at ξ = 0.15 and decreasing to
an energy of 5 meV at the boundary. This softening was discussed earlier in the
result section as reflecting a second order coupling between the antiphase cation
displacements and rotations of the oxygen octahedra.
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Figure 5.1: (color online) Data and fitted curve of equation 5.1 for constant q scan at a)
(0.05,0.05,2) and b) (0.1,0.1,2). The fitting parameters in equation 5.1 are
ω0=2.43 meV, Γ=0.65 meV, Q=33.42 in a), and ω0=4.94 meV, Γ=1.50 meV,
Q=10.08 in b).
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Phonon anisotropy in the (220) zone
As noted at the beginning of this section, the low q spectra in the (220) zone differ
from those in the (002) zone by the observation of a TO mode. The waterfall feature
is therefore absent or suppressed in that zone. At larger qs, the (220) spectra
are quite different from the (002) ones and, although still well described by the
MC model with real coupling, they yield very different dispersion curves for the
bare phonons. The absence of a waterfall feature at small q in the (220) zone is
surprising, given the significant overlap of the modes in the experimental spectra
reflected in the overlap of the dispersion curves. However, we should note that the
position, qwf , and strength of this feature depend on the respective values of the
dynamic structure factors of the two phonons, which can be different in different
zones. [55] The different values obtained in Table 4.1 for the ratio F2/F1 in the two
zones could indeed support this explanation. However, given the presence of polar
nanodomains and their likely role in coupling the phonons, this difference can also
be attributed to a coupling anisotropy between the two zones. In the (220) zone, the
TO phonon propagates in the c direction and is polarized in a 〈110〉 direction. Such a
phonon cannot modulate the PND polarization as effectively as in the other zone (as
supported by the respective values of the TO damping coefficient listed in Table 4.1
at q = 0.2). Moreover, the cog-wheel rotations of the octahedra, accompanying
cation displacements and resulting strain are correlated in-plane but not out-of-
plane. Therefore, in the (220) zone the coupling between polarization and strain
corresponding the TO-TA interaction is likely not coherent. This anisotropy in the
phonon coupling may be further amplified by a chemical distribution of Bi and Na
in alternating planes along a single cubic direction [72].
In the (220) zone, a satisfactory fit of the spectrum at q=0.1 could only be
obtained assuming real coupling and a positive ratio of the dynamical structure
factors,F2/F1. At larger q, satisfactory fits could be obtained assuming either real
or imaginary coupling but with a negative sign for the ratio F2/F1 in either case. As
indicated in the results section, based on the values of the fitted parameters and the
shape of the dispersion curves, real coupling is deemed more physical. However, it
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is interesting to note that the value of the ratio was found to be approximately the
same for both choices. As discussed below Equation 4.1, the sign change for ξ > 0.1
should reflect a relative phase change between the two complex structure factors. It
may be meaningful to note that this sign change occurs at a q value where the two
branches become extremely close.
5.3 The interplay between random electric field
and local strain field
The static distribution and dynamic property of PNDs themselves have been stud-
ied through a comparison between KLT-1.8 and KLT-2.6. Although both samples
show strong relaxor behavior in the middle temperature range, below Tmin there
is no long range structural order in KLT-1.8 whereas clear structural transition is
observed in KLT-2.6. This marked difference can only be attributed to the coupling
between random electric field (REF) and local strain field (LSF), and it reveals how
sensitive the transition property can be with regard to the impurity concentration.
The phase transition in KLT-2.6 occurs when the strain distortion surrounding the
PNDs increase to micro-domain sized region. This is driven by the reorienting Li
off-centering along the tetragonal axis. On the other hand, the relaxation vanishes
below TC in KLT-2.6, presumably due to the lock-in of dipoles in the tetragonal
phase, whereas the relaxation varies smoothly with temperature in KLT-1.8 and the
critical slowing down is experienced approaching Tmin. Although the observation
of Tmin has not been reported in relaxors, it is a well observed feature in hydrogen
bonded molecular ferroelectric system [73, 74, 75]. In the H-bonded systems, ferro-
electricity is generated by the reorienting polar component of the molecular com-
pound. The minimum feature appears at the order-disorder transition temperature,
and two distinct Curie constants C+ and C− characterize the dielectric dispersion
above and below the transition. Therefore the minimum in these systems repre-
sents an equilibrium phase transition point. The similarity between the H-bonded
ferroelectrics and KLT-1.8 is that they both have relatively independent reorienting
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polar components. For H-bonded ferroelectrics, these dipoles may originate from
the complex molecular structure or the transverse polarizations along a polymer
chain [76, 77]. In addition, the local polarizations in these H-bonded ferroelectrics
mostly do not change their sizes because of the incommensurate structure and the
weak lattice strain. This results in the monodispersive relaxation times in the dielec-
tric measurement [75, 74]. KLT-1.8 is much like the H-bonded ferroelectrics in this
regard because the low Li concentration gives rise to sparsely distributed dipoles;
and the growth of PNDs is limited because of the weak random field [78]. However
in the molecular systems the reorientation is in a dynamically equilibrium state in
both the paraelectric and ferroelectric phase; whereas in KLT-1.8 the reorientation
is subject to the progressive freezing of dipoles in a non-equilibrium state.
In light of the thermal evolutions of the relaxation times shown in Figure 3.9 (b)
and (d), we calculate the dielectric constant for several frequencies in the Debye
form in hope to reproduce the different dielectric behavior. We distinguish the
average relaxation time τmean as follows: In the first scenario, we assume τmean
follows the usual Curie-Weiss behavior approaching the critical temperature TC ,
namely τmean ∝ CT−TC ; and in the second scenario τmean increase continuously to
some large but finite value at Tmin then decreases slowly. The calculated curves are
shown in Figure 5.2. The roundness of the minimum in (b) can be tuned with the
functional form of τmean as explained above. Here we assume a function form of
τmean(T ) that has a maximum at and is symmetric around Tmin, which resembles
the τmean behavior in Figure 3.9 (b). It is clear from the results that a typical relaxor
behavior is obtained in Figure 5.2 a) and a critical slowing down behavior is obtained
in (b).
The decrease of the average relaxation time toward lower temperature may seem
counter intuitive at first, but it can be understood in the context of polydispersivity
and non-equilibrium dynamics of the relaxor system, see Figure 3.10. This polydis-
persivity in KLT and other relaxors are associated with the distribution of impurity
dipoles and the temperature evolution of the correlation length of PNDs. Therefore,
the polydispersivity of relaxation times appear when the PNDs are formed, which
in general is at temperature much higher than TC . Even in a dilute sample such
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as KLT-1.8, a slightly inhomogeneous distribution of Li ions and increasing corre-
lation length between dipoles on cooling can still give rise to the polydispersivity of
relaxation times. Note that in other systems such as the H-bonded ferroelectrics,
the relaxation times are essentially monodispersive at elevated temperatures and
only becoming polydispersive in the vicinity of TC due to the critical fluctuations.
This is because the dipole relaxations are determined by the complex molecular
structure and they generally do not change with temperature or vary spatially. In
a polydispersive system the average relaxation time reflects the ensemble average of
the thermally active dipoles. Below Tmin, there is not enough thermal energy for
every dipole (or PND) to overcome the hopping energy barrier, hence the dipoles
with lower frequency are likely to freeze first. As a result, shorter average relaxation
times due to faster remaining dipoles are being measured below Tmin. Therefore
the non-diverging temperature evolution of τmean, which is responsible for the di-
electric minimum is a consequence of the progressively freezing of dipoles in the
thermodynamic non-equilibrium phase.
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Figure 5.2: Calculated frequency dependent dielectric response across the critical tem-
perature TC . (a)The typical relaxor behavior by assuming the average relax-
ation diverge as Curie-Weiss law. (b)Dispersion with uniform minimum by
assuming the average relaxation time increase to some finite value at Tmin
then slowly decrease.
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Chapter 6
Summary of research
In this thesis work, we have used two experimental techniques, dielectric spec-
troscopy and neutron scattering, to study the relaxor ferroelectric K1−xLixTaO3
and Na1/2Bi1/2TiO3. The combined experimental techniques allow us to investigate
the static property, and the dynamic properties at different time scales. Physically,
both relaxor systems are A-site disordered and dielectric relaxations is observed. At
least one structural phase transition occurs in the same temperature region as the
strong relaxor behavior but the latter begin at a much higher temperature.
We have reported coupled electromechanical resonances in KLT. They have been
shown to be associated with two distinct oscillating configurations that are coupled
by the PND reorientation, at high temperature through the pi relaxation and at low
temperature through heterophase fluctuations. The observed spectrum exhibits the
characteristic Fano lineshape which evolves with temperature due to the complex
interactions between PND reorientation and mechanical deformation. Despite the
change of coupling mechanism, the interaction is associated with the polarization-
strain coupling. Therefore it is logical to attribute the coupling effect in the two
temperature regions to the piezoelectric deformation of PNDs.
In the other two KLT systems, we have also shown that Li concentration is
responsible for the structural phase transition (x > xc) and the critical slowing down
(x < xc) of dielectric relaxation. The analysis was based on the comparative study
of two KLT samples whose Li concentrations are close to either side of the critical
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value. The results from both dielectric and neutron diffraction measurements reveal
that the higher concentration sample undergoes an equilibrium structural phase
transition, whereas the lower concentration sample does not undergo a structural
transition but enters a non-equilibrium progressive freezing phase. The marked
differences between the two samples indicate that the concentration and distribution
of the impurity dipoles can significantly influence the structural and dynamical
property of (1− x)/x mixed ion systems.
Lastly, a comprehensive neutron study on another relaxor systemNa1/2Bi1/2TiO3
was performed at the HFIR facility at Oak Ridge National Laboratory. Inelastic,
diffuse ,and quasielastic neutron scattering measurements were carried out on in a
wide temperature range for a high quality NBT single crystal. The results of the
measurements elucidate the formation of the PNDs, the atomic displacement within
the PND and the phonon coupling effect brought about by the PNDs. In particular,
the phonon coupling effect is evidenced by the salient feature of “waterfall” effect
on one of the measured TO phonon branch. After the “waterfall” feature was first
observed more than a decade ago, the physical explanation for this feature is still
lacking. Our study offers a physical explanation that is supported by comprehensive
neutron measurement results: the piezoelectric character of PNDs coherently cou-
ples the TA and TO phonon at wavelengths greater than the average size of PNDs.
In addition, this coupling is anisotropic since the modulated atomic displacements
in a phonon mode are determined by the piezoelectric symmetry of PNDs.
This thesis work covers the topics from electrical properties to lattice dynam-
ics in relaxor ferroelectrics. Several of the experimental results contribute to the
expanded understanding of relaxor properties. In particular, the physical explana-
tion of the PND-mediated coupling effect between long wavelength phonons and
electromechanical resonances shed light on the essential anharmonic effects in dis-
ordered systems. Future work should focus on ways to engineer the PNDs in a bulk
sample by controlling their distribution pattern (the individual sizes and spatial
configuration). Also, an extended characterization of the relaxor systems could be
performed in the presence of applied external fields. For instance, the relaxation of
the PNDs can be driven by a strong ac field so the reorientation can be controlled
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in an absolute manner rather than a stochastic manner. Once this can be achieved,
one might expect exciting new results from the light-matter interaction, neutron
matter interaction, and ac field-matter interaction experiments due to the enhanced
coupling coherency.
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