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Introduction
The first four levels of protein structure were proposed by Linderstrøm-Lang in 1952. 1 The amino acid sequence defines the primary structure. 2, 3 Secondary structure comprises individual a-helices, b-strands and turns that are stabilized by intramolecular hydrogen bonds. 4 The three-dimensional arrangement of atoms 5 forms the tertiary structure, which is also stabilized by hydrophobic interactions. [6] [7] [8] Quaternary structure describes the assembly of individual polypeptide chains in multimeric proteins. 9 These four levels formed the basis for discovering the relationships between protein folding and function. 10 This hierarchy, however, is only sufficient to describe proteins in isolation. Evidence for cellular compartmentalization of metabolic pathways was established in the 1960s. 11 Quinary structure, the fifth level of protein structure, comprises the interactions between macromolecules that organize the cellular interior ( Figure 1 ). The term was coined three times. In 1973, Va€ ınshtein described quinary structure as the level of organization of the "combination of molecules of proteins, nucleic acids and nucleoproteins into aggregates." 12 In 1980, Edelstein extended the four levels of protein structure to include quinary structure to describe the "marked plasticity and inequivalence in the juxtaposition of constituent molecules." 13 In 1982, McConkey reasoned that the conservation of isoelectric points among homologous proteins was "a consequence of complexities of intracellular organization and the numerous macromolecular interactions in which most polypeptides participate," which he called "quinary structure." 14 The cellular interior is a crowded, dynamic environment; quinary structure is crucial for controlling and maintaining the diverse biochemical processes and signaling cascades. Quinary structure facilitates the assembly of multi-enzyme complexes such the Krebs cycle enzymes, 17, 18 the purinosome, 19 and the respirasome. 20 , 21 Here, we illustrate quinary structure in the context of these systems. We then discuss in-cell NMR and other recent contributions to understanding quinary structure. Finally, we address outstanding questions in the field.
Quinary Structure and Metabolic Pathways
Citric acid cycle
Evidence for quinary structure was initially reported in 1948 when Green isolated an aggregated supramolecular complex of the Krebs cycle enzymes, which he called the cyclophorase system. 22 It was shown later that Green had actually isolated mitochondria, 23 but the evidence for intracellular organization of the enzymes continued to accumulate. The formation of multienzyme complexes facilitates substrate channeling, the direct transfer of metabolites between active centers. [24] [25] [26] [27] [28] The bifunctional tryptophan synthase, which catalyzes the last two reactions in L-tryptophan synthesis, is the simplest example of a complex that channels a metabolite between reaction centers. [29] [30] [31] A tunnel within the protein transfers the metabolite from the first reaction center to the second. In 1973, Srere demonstrated the kinetic advantage of a microenvironment and reported higher rates of citrate formation by a group of three immobilized Krebs cycle enzymes than by their soluble counterparts. 32 In 1977, he reported specific interactions between a couple of these enzymes in the presence of polyethylene glycol. 33 Numerous groups have since described specific interactions among these enzymes in solution [34] [35] [36] [37] and in vivo.
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In 1985, Srere coined the term "metabolon" to describe a "supramolecular complex of sequential metabolic enzymes and cellular structural elements" that was "formed by quinary interactions of complementary surfaces." 39 These dynamic complexes 40 facilitate substrate channeling by protecting intermediates [41] [42] [43] and result in enhanced rates of catalysis and metabolic flux. 44 Brownian dynamics simulations attribute the transfer efficiency within a fusion protein of two tricarboxylic acid (TCA) cycle enzymes to electrostatic channeling of negatively charged substrates between positively charged active sites. 45, 46 The simulation was experimentally validated by demonstrating that high salt concentrations eliminate substrate channeling between the two proteins. 47 Recently, all eight enzymes in the TCA cycle metabolon were identified by in vivo crosslinking and mass spectrometry. 48 Residues important for quinary interactions were identified. In addition, surface electrostatic potentials of the enzymes showed formation of a positively charged channel upon association, in agreement with the studies on the fusion protein. [45] [46] [47] Site-directed mutagenesis was used to identify a single arginine residue in citrate synthase crucial for interactions with malate dehydrogenase. 49 While changes to this residue have a negligible effect on enzyme activity, they significantly decrease the overall channeling probability and metabolic flux. These studies provide important information about quinary structure and its role in governing metabolic pathways.
Purinosome
The purinosome comprises the enzymes responsible for the ten-step biosynthesis of purine. 50 The first evidence for quinary interactions between these enzymes was reported in 1978 when the Benkovic group copurified formyl-methenyl-methylenetetrahydrofolate synthetase and glycineamide ribonucleotide transformylase, raising "the possibility that the two proteins may specifically aggregate or be covalently linked in the native state." 51 Two years later, they reported the copurification of glycineamide ribonucleotide transformylase with two other enzymes. 52 In both instances, each enzyme exhibited decreased activity upon isolation. The instability of the first intermediate, 53 suggestive of a direct transfer between enzymes, and the employed to characterize the spatial organization of the purinosome and revealed that its formation was embedded within the microtubule network. 62 Spatial colocalization between the purinosome and mitochondria has since been confirmed. 63 Application of the Tango assay 64 to characterize protein-protein interactions within the purinosome identified specific interactions between the six enzymes, and suggested that the first three form the "core." 65 The first quantitative measurements of purinosome formation dynamics 66 were made using fluorescence recovery after photobleaching. 67, 68 Under purine-rich conditions, each enzyme exhibited its own diffusion coefficient, showing that the enzymes diffuse independently. Under purine-depleted conditions, the diffusion coefficient had two components. These observations were interpreted as dynamic partitioning of the enzymes: the fast component reflected free diffusion, while the second component implied purinosome formation.
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Respirasome
The respiratory chain is another example of a pathway governed by quinary structure. The chain comprises four complexes (I through IV) in the inner mitochondrial membrane that drive oxidative phosphorylation. The notion that respiratory enzymes form higher order complexes was proposed in 1947 by Keilin. 69 The organization of the respiratory chain was described initially by the solid state model, which suggested permanent interactions between complexes. 69, 70 This model was supported by the isolation of assemblies of multiple complexes. [71] [72] [73] Further analyses suggested the complexes assembled stoichiometrically. [74] [75] [76] However, the isolation of independent, functional complexes [77] [78] [79] supported the random collision model, in which the individual complexes assemble dynamically. 80 This model was supported by reports of independent diffusion of the complexes, [80] [81] [82] [83] and reports of higher order assemblies containing various distributions of complexes. 84, 85 Ultimately, the plasticity model 86 prevailed, which synthesized the two previous models and "envisions the mitochondrial respiratory chain as a combination of free complexes and which are able to adapt to changing conditions." 87, 88 Thus, quinary interactions play a pivotal role in orchestrating the organization and functionality of the respiratory chain.
In 2000, Sch€ agger and Pfeiffer isolated complexes I, III, and IV from mammalian mitochondria and coined the term "respirasome" to describe this 1.7 MDa supercomplex. 84 The respirasome ( Figure 2 ) comprises 81 polypeptide chains divided among the three multisubunit respiratory chain complexes and establishes the proton gradient across the inner mitochondrial membrane that is essential for ATP synthesis and energy conversion. Multiple configurations of this supercomplex have been reported. 89, 90 The supercomplex I 1 III 2 IV 1 attracted the most attention. [91] [92] [93] [94] Recently, two groups used single particle cryoelectron microscopy to produce high-resolution structures of the mammalian respirasome that reveal important information about the spatial arrangements of the individual complexes and the key motifs necessary for higher order assembly. 20, 21 Gu et al. 20 reported a 5.4 Å resolution structure purified from porcine heart. Letts et al. 21 reported structures of both a "tight" and "loose" conformation (5.8 Å and 6.7 Å , respectively) of the ovine respirasome. In the loose conformation, CIV forms well-defined contacts with CI, whereas in the tight conformation, there are welldefined contacts between all three complexes. Interconversion between the tight and loose conformations may depend on cardiolipin, which stabilizes CIII and CIV interactions. 95 The authors note the absence of scaffold proteins, and demonstrate that the active sites of the complexes are well positioned for substrate channeling.
Characterizing Quinary Structure The dynamic and reversible assembly of the purinosome, TCA cycle metabolon and the respirasome illustrate the intricacy and essential role of quinary structure. But what do we know about the fundamental nature of these interactions? How do they change protein behavior in cells compared to buffer? Next, we answer some of these questions, and discuss some of the questions that remain.
In-cell NMR spectroscopy
The transient nature of quinary interactions and the challenges associated with studying proteins in living cells has limited fundamental information about the effects of quinary interactions on protein properties. In 2001, D€ otsch used heteronuclear nuclear magnetic resonance (NMR) spectroscopy to observe 15 N-enrichedenriched proteins overexpressed in living Escherichia coli cells, 101 asserting "in-cell NMR spectroscopy will open new avenues of research into protein conformations in their natural environment, as affected by protein-protein interactions, reversible small molecule binding, and post translation modifications." Investigators, however, quickly realized that incell NMR (Figure 3) is limited by the fact that many globular proteins cannot be seen in cells. 103 Background resonances from E. coli macromolecules are not to blame; the absence or presence of resonances depends on the degree of protein overexpression and the rotational correlation time of the molecule. 104 Disordered proteins, which exhibit fast internal motions, almost always yield high quality in-cell HSQC spectra. 103 Our group constructed a fusion protein comprising a disordered protein, a-synuclein, and a globular protein, ubiquitin, and compared the in-cell HSQC spectra. 105 The ubiquitin portion failed to produce an in-cell HSQC spectrum and the only observable crosspeaks belonged to a-synuclein. However, both sets of crosspeaks were visible in the cell lysate, which is diluted compared to the in-cell sample. This result demonstrates that the success or failure of incell NMR depends on a molecule's rotational correlation time, which for globular proteins is increased in the cellular environment, resulting in faster transverse relaxation and line broadening. The increased rotational correlation time of folded, globular proteins in cells is attributed to quinary interactions, which increase the effective molecular weight. Cytochrome c is an important model protein, 106 ,107 but does not yield an in-cell 15 N-1 H HSQC spectrum, nor is the spectrum detectable in cell lysates. 108 Crowley et al. attributed these observations to interactions between highly basic (pI >10) cytochrome c and the excess of primarily negatively charged macromolecules in the cellular environment. They demonstrated this "stickiness" by subjecting whole cell lysates to size exclusion chromatography and found that cytochrome c eluted at a volume corresponding to over ten times its true molecular weight. Interestingly, a charge reversal on the protein's surface altered its elution profile. Replacing three basic residues with glutamates weakened quinary interactions such that the triple variant was detectable in cell lysates. Similar results were obtained with a GB1 fusion protein. 109 This observation suggests that electrostatic interactions are an important component of quinary structure, an idea we discuss later in this review. Similarly, Gierasch et al. investigated the effects of quinary structure on in-cell NMR spectra by characterizing the rotational diffusion of three small globular proteins, GB1, NmerA and ubiquitin, in E. coli. 110 These proteins are roughly the same size (6.2, 6.9 and 8.5 kDa, respectively), but have different surface properties. GB1 and NmerA could be observed in cells, but as discussed above, crosspeaks from ubiquitin were absent. Despite their similar size, GB1 yielded a significantly higher quality in-cell 15 N-1 H HSQC spectrum than did NmerA. The authors constructed a GB1-L 15 -NmerA fusion protein and, despite equal levels of protein expression, NmerA suffered severe line broadening. Moreover, the in-cell spectrum of a fusion protein linking two GB1 domains (12.5 kDa) was still of higher quality than that of NmerA. These experiments ruled out protein size as the main contributing factor to the increased rotational correlation time. GB1 is negatively charged (pI 4.2), while both NmerA (pI 7.2) and ubiquitin (pI 7.3) have a net charge of about zero near physiological pH. However, mutational studies revealed that the differences in in-cell NMR spectral quality are due to the differences in distribution of hydrophobic residues on the surfaces of NmerA and ubiquitin. These results demonstrate that protein surfaces determine the ability to acquire high quality in-cell NMR spectra and that hydrophobic interactions also play a role in quinary structure.
Nevertheless, in-cell NMR has provided the first atomic level detail of protein structure in cells. In-cell NMR was used to determine the three dimensional structure of several proteins in their physiological state. 102, 111 Quinary structure is unlikely to affect the tertiary structure of globular proteins because Anfinsen showed the structure of a globular protein represents the lowest free energy state, 10 and Richards showed that the inside of a globular protein is almost as efficiently packed as perfectly packed spheres.
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On the other hand, FlgM is a protein that is disordered in solution, but gains structure in cells. 113 There has also been much debate about the oligomeric state of a-synuclein, 114 but careful in-cell NMR and EPR data reveal its physiological state is a disordered monomer. 115, 116 Although prokaryotic cells are established systems that enable rapid overexpression of proteins, they lack the breadth of biological activities and post-translational modifications of eukaryotic cells. In 2006, Selenko et al. injected the B1 domain of protein G (GB1), a model protein, into Xenopus laevis oocytes. 117, 118 The utility of in-cell NMR has also been extended to proteins overexpressed in human cells. 119, 120 Majumder et al. used in-cell NMR to identify key residues involved in quinary interactions for four different proteins in both prokaryotic and eukaryotic cells. 121 The key residues comprise hydrophobic and hydrophilic residues on the protein surface, and were highly conserved across species. RNA was also identified as a component of quinary structure. Similarly, Barbieri et al. showed that replacing positively charged residues on the surface of the human protein profilin 1 with neutral or negatively charged residues improved the quality of in-cell HSQC spectra in both bacterial and human cells. 122 They were able to differentiate between residues involved in specific interactions and nonspecific interactions, contributing to the mounting evidence that electrostatic interactions play an important role in forming quinary structure. 19 F NMR spectroscopy is another approach for studying protein structure and stability, 123, 124 and fluorine was one the first nuclei exploited for in cell NMR. 38, [125] [126] [127] [128] Fluorine is rarely found in biology, 129, 130 and the 19 F nucleus is NMR-active, extremely sensitive and does not perturb protein structure. Fluorinecontaining amino acids can be incorporated into proteins at a specific site, 127 or by feeding E. coli fluorinecontaining precursors, such a fluoroindole. 131 Because these strategies incorporate fluorine at one or more specific residues, depending on the protein, spectral analysis is simplified and 19 F chemical shifts and line widths provide information on site-specific structure and dynamics. One dimensional 19 F NMR experiments are less time-consuming than traditional twodimensional methods; spectra can be acquired in minutes with protein concentrations as low as 100 lM.
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F NMR does not offer the breadth of information afforded by heteronuclear multidimensional in-cell NMR experiments, it is a simple approach for obtaining general information about proteins in cells, including larger proteins that may not afford two-dimensional in-cell spectra. Furthermore, 19 F NMR can be used to study protein-ligand interactions 132, 133 with biomedical applications.
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Quantitative assessments of quinary structure
In 2000, the Fitzgerald and Oas laboratories developed a mass spectrometry based method to measure the stability of unpurified proteins from rates of hydrogen-deuterium exchange (SUPREX). 138 Briefly, they resuspended unpurified protein extracts in deuterium-containing buffer and used mass spectrometry to measure protein mass as a function of time. The data were fit to an exponential function to obtain the rate of exchange and to estimate protein stability. A year later, Ghaemmaghami and Oas adapted SUPREX to provide the first quantitative comparison of protein stability in cells and in buffered solution. 139 They used the SUPREX method to
show that the stability of monomeric k repressor in E. coli is comparable to the stability in vitro, which was a radical idea at that time, because crowding was thought only to stabilize proteins. In 2014, our lab presented the "quenched lysate method" to quantify protein stability in living E. coli cells (Figure 4) . 140 Adapted from SUPREX, 139 The quenched lysate method enabled quantification of the stability of several GB1 variants in cells. In buffer, mutations to residue D40, a solvent exposed residue not involved in secondary structure formation, had a negligible effect on GB1 stability. However, as the mutations became increasingly positively charged, GB1 stability decreased ( Figure 5) . 143 These results support observations that surface charge plays an important role in quinary structure. 108, 110 To explore the role of charge-charge interactions in quinary structure, we quantified GB1 stability in E. coli cells at different pH values. Using the K10H variant of GB1 to report on intracellular pH and a buffer to control the intracellular pH, we showed that the quality of the in-cell HSQC spectrum degrades at lower pH values. 144 We used the quenched lysate method to quantify GB1 stability at different pH values to show that lowering the pH destabilizes the protein to a greater extent in cells than in buffer. 145 At pH 5.0, the protein is destabilized by over 1 kcal/mol in cells compared to buffer at 378C, providing further evidence of an electrostatic contribution to quinary structure. The fact that GB1 is not natural to E. coli is also important. The lack of homologs in E. coli means there are no specific interactions to interfere with the proposed studies of how the intracellular environment affects the protein. Simply put, the proposed work defines a path to knowledge about the potential of quinary interactions. The situation is analogous to the early days of site-directed mutagenesis with its focus on model proteins such as T4 lysozyme, 146 GB1, 147 Studies of protein folding in living cells using F€ orster resonance energy transfer experiments have also yielded important results. Gruebele's group showed that phosphoglycerate kinase (PGK) has a more compact structure and experiences accelerated folding rates in the nucleus of U2OS bone tissue cancer cells, compared to buffered solutions. 153 In contrast, the cytoplasm slows PGK folding relative to buffer. These results emphasize the differential effects resulting from cellular compartmentalization. These authors also showed that PGK (pI 7.8) is stabilized in cells, while the temperature-dependence of the folding kinetics remains similar to those in buffer. 154 In contrast, a truncation of the Variable major protein-Like sequence Expressed (VlsE) is destabilized and its folding kinetics are slowed in U2OS cells compared to buffer. 155 While PGK and VlsE are similar in size and isoelectric point, the authors suggest "hydrophobic contacts of unfolded VlsE. . . could stabilize the unfolded state when it sticks to cellular crowders" to explain the different effects of the cellular environment on the stability of the two proteins.
Conclusions and Perspectives
Evidence of quinary structure emerged over half a century ago, but efforts to characterize and understand the fundamental physical chemistry of these transient interactions were undertaken only recently. 156 In-cell NMR spectroscopy is a valuable tool for obtaining both molecular-level and residue-level information about proteins in cells. In recent years, we have learned that quinary interactions can impede the acquisition of in-cell NMR spectra of globular proteins, largely due to electrostatic and hydrophobic interactions between the test protein and the intracellular environment. In-cell NMR has also been used to identify key surface residues that form quinary interactions. The cellular environment also changes the folding landscape of proteins, and hydrophobic interactions in the unfolded state must also be considered when trying to understand quinary structure. Most importantly, we have learned that the protein surfaces, both in the folded or unfolded state, mediate interactions with the intracellular environment, and that the effects of quinary structure depend on the inherent properties of the protein of interest. These same ideas concerning the importance of protein surfaces are also applicable to the formulation of biologics. The ability to successfully formulate these life-saving, protein-based drugs depends on the lack of what the pharmaceutical industry calls higher order structure 157 in highly concentrated solutions. Such structure can result in highly viscous solutions that are impossible to inject. It is known that the surface properties of biologics contribute to viscosity. 158 Although textbooks discuss the four levels of protein structure, they now must include a fifth. Quinary structure is responsible for the elegant organization of the dynamic, complex cellular environment and governs the billions of signaling pathways and cascades vital for cell survival. Experiments using purified proteins have formed the basis for our knowledge about protein structure, function and dynamics; however, this information must be put in the context of the physiological environment to fully understand the implications of these characteristics. We believe the key to understanding protein behavior in nature lies at the surface, in the residues that mediate interactions with the rest of the cellular environment to form quinary structure. 
