An important theoretical topic in assistive environments is reasoning about temporal patterns, that represent the sequential output of various sensors, and that can give us information about the health and activities of humans and the state of the environment. The recent growth in the quantity and quality of sensors for assistive environments has made it possible to create large databases of temporal patterns, that store sequences of observations obtained from such sensors over large time intervals. A topic of signicant interest is being able to search such large databases so as to identify content of interest, for example activities of a certain type, or information about a patient's well-being. In this paper, we study two different approaches for conducting such searches: an exemplar-based approach, where we describe what we are looking for by giving an example, and a model-based approach, where we describe what we are looking for via a generative model. In particular, we describe the two different approaches, and we identify some important pros and cons for each approach. We also perform a comparative evaluation of exemplar-based search using dynamic time warping (DTW), and model-based search using Hidden Markov Models (HMMs), on large real datasets. In our experiments, when the number of training objects per model is sufciently high, model-based search using HMMs produces more accurate search results than exemplarbased search using DTW.
INTRODUCTION
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prot or commercial advantage and that copies bear this notice and the full citation on the rst page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specic permission and/or a fee. In recent years, there has been a rapid increase in the quality and quantity of sensors that can be used in assistive environments. Such sensors include, for example, cameras, microphones, accelerometers, implantable sensors measuring vital statistics of a patient, RFID's, and devices measuring carbon dioxide, temperature, and humidity. Typically, each sensor produces measurements at regular or irregular time intervals. Time series are formed as sequences of such measurements. The amount of data that is produced by these sensors can be overwhelming: for example, a simple webcam operating at 30 frames per second, at 320x240 pixel resolution, generates about 600GB of data per day. Very large time series databases can result from storing sensor measurements from multiple sensors over large periods of time.
Such large databases of time series can serve as an important repository of knowledge, that can be used to understand what has happened in the past or to recognize what is happening in the present. For example, given a recently observed sequence of measurements, identifying the most similar sequences in the database can help identify the activity, state of health, or state of the environment that is associated with the recent measurements. Similarly, occurrences of interesting events in the past can be identied by searching the database for time series that match a specic example or model of such an event.
One family of approaches for searching time series databases are exemplar-based methods, where we describe what we are looking for using an example. In that case, the search process identies time series stored in the database that are the most similar to the given example. The accuracy of the search results depends critically on the choice of similarity measure, as the similarity measure is the module that decides, for every time series in the database, whether that time series is a good match for the query (and thus should be retrieved) or not.
Several algorithms based on dynamic programming have been proposed for measuring similarity between time series. The most common one is Dynamic Time Warping (DTW) [8] and variants (e.g., constrained DTW [14] , EDR [3] , ERP [4] ). These algorithms have the attractive property that they are robust to misalignments along the temporal axis, i.e., to differences in the speed in which observations evolve across time. Such methods have also been shown to achieve high accuracy in applications such as time series mining and classication [4, 6] .
Another approach for identifying time series of interest is describing what we are looking for using a model. Hidden Markov Models (HMMs) [1, 13] are widely known and have been used in a variety of domains, such as biology, speech recognition, and music retrieval among others [11, 12, 15] . Given a set of training sequences, an HMM models the underlying structure of these sequences by identifying the relationships between their observa-tions. Conditional Random Fields (CRFs) [9, 16] are an alternative approach for modeling temporal patterns. CRFs focus on describing the differences between different types of patterns, so as to facilitate discrimination among different classes.
In this paper, we compare the accuracy of exemplar-based search methods and model-based search methods. We use Dynamic Time Warping (DTW) and constrained DTW (cDTW) as representative similarity measures for exemplar-based search. We use HMMs as a representative type of model for model-based search. For our experimental evaluation, we use the 20 publicly available datasets from the UCR time series archive [7] .
The experimental results show that, on the datasets we have used, there are cases where exemplar-based search is advantageous, and other cases where model-based search is advantageous. In particular, in our results, exemplar-based search has produced better accuracy in cases where we did not have a sufcient number of training examples for the category of interest. On the other hand, when a sufcient number of training examples per class is available, model-based search has produced better accuracy in identifying time series of that class. These ndings motivate the need for additional research, to more precisely characterize the advantages and disadvantages of these two alternatives, and they also motivate the need for practitioners to be aware of both alternatives, as opposed to automatically opting for HMMs when the goal is classication and opting for exemplar-based search when the goal is retrieval of multiple time series of the same type.
MEASURING SIMILARITY USING DTW
In this section we briey describe Dynamic Time Warping (DTW), and a popular variant called constrained Dynamic Time Warping (cDTW). These methods are described in more detail in [2, 6, 8] .
Dynamic Time Warping
The main computation of Dynamic Time Warping (DTW) is to identify an optimal alignment between two time series, and compute the matching cost corresponding to that alignment.
Given two N -dimensional time series Q = (Q1, . . . , Q |Q| ) and X = (X1, . . . , X |X| ), the DTW matching cost D(Q, X) is dened recursively using a dynamic programming matrix D of size (|Q| + 1)x(|X| + 1). A null element is added at the beginning of Q and X and has the property that it matches with another null element with a score of 0 and any other element with a score of ∞. Let Dij denote the element at the i th row and j th column of D. Then, the DTW cost D(Q, X) is dened as follows:
Di,j(Q, X) = Lp(Qi, Xj ) + min 8 < :
Notice that Lp(Qi, Xj ) is the Lp norm of Qi and Xj .
Constrained Dynamic Time Warping
To speedup the computation of DTW, an additional constraint is added to the matrix computation that narrows down the number of positions in one sequence that can be aligned with a specic position in the other sequence. This method is called constrained DTW (cDTW). We consider only using the Sakoe-Chiba band [14] constraint where the lengths of the two time series sequences are the same. Given a warping width w, this constraint is dened as follows:
Notice that if w = 0, cDTW becomes the Lp distance. While a simple modication of DTW, cDTW has been shown to be more efcient than DTW for full sequence matching, and to also produce more meaningful matching scores in many datasets [6] .
MODELING TEMPORAL PATTERNS US-ING HMMS
In this section we give a brief overview of the Hidden Markov Models (HMMs) and then describe the method that we followed in this paper to create the HMMs.
Hidden Markov Models
An HMM [10, 13] is a doubly stochastic process containing a nite set of states. In general, when being in a state a symbol/value can be emitted/observed according to a probability distribution, and transition probabilities (as their name implies) dene the probabilities of moving from one state to another state (it may be the same). Using a more formal mathematical notation, an HMM is dened by:
• L values/symbols that can be observed at each state,
where st is the state at time t. This means that the rst order Markov chain is adopted, according to which the current state depends only on the predecessor one,
• set E = {ej (k)} of the probabilities of observation values/symbols at state j, where
where ot is the observed value/symbol at time t, and
When a database consists of sets of homogeneous sequences then HMMs can be highly applicable for retrieval or classication [12] . This lies on the fact that the nature of a trained HMM on homogeneous sequences is to reect the probabilistic relations of the values within the sequences; training an HMM over sequences presenting heterogeneity cannot provide any implication about any common structure of the sequences. Consequently, having a database consisting of several classes (sets of homogeneous sequences) we can represent each class with an HMM, and then given a query Q look for the model that maximizes the probability of having generated Q. With this direction in mind, the time series matching problem is transformed to probabilistic-based matching.
Training HMMs
In order to create the HMM models, we broke the training phase into two steps: a) initialization, and b) iterative renement. Assume that we have a dataset U , which is constituted by C classes, and the size of each class Ci, i.e., the number of time series in the class is denoted as |Ci|. Next, we present the two steps that we followed to create an HMM that represents an arbitrary Ci of U , where |Ci| = n.
Initialization Step
Initially, for each time series of the class Ci we compute the average distance of all the other time series in the class to this one. The distance measure used for this purpose is the DTW, and we have to mention that during the computation we keep track of the warping path of the time series alignment. After such computations we are able to nd the medoid of Ci, i.e., the time series with the minimum average distance among all time series. Then, we break the medoid to M equal segments/states (the last segment may have less elements that the others) and for each of the rest time series of the class we nd and store the elements that fall within each segment of the medoid based on the corresponding warping path. For each segment we also store the elements of the medoid that belong to that segment.
Assuming that the probability distribution E of each state is Gaussian, which is a common case in HMMs, it is described by the mean and standard deviation of the elements that comprise it (and have been previously computed and stored). However, apart from the probability distribution based on which an observation is emitted, to dene an HMM, we also have to compute the transition matrix T . Considering each segment as an individual state, at each point in time t when an observation is emitted, we can either stay at the same state or move forward to the next segment/state. Thus, if the total number of elements belonging to a state st at time t is |st|, the probability of jumping to the next state is p = n/|st|, since, according to our methodology, if the number of elements in state st for an individual time series X is y, only the last element of the state is intended to lead us to st+1 giving a transition probability 1/y. Consequently, the probability of staying at the same state is (1 − p) = (|st| − n)/|st|, and when reaching the last state the probability of staying at that state is 1, since there is no other subsequent state.
Iterative Renement Step
In this step we rene the HMM models created for all classes of the dataset U during the initialization step. First, we initialize a state sequence matrix where we are going to keep for all time series the states by which they pass through. For each time series per class we compute the Viterbi algorithm to nd the single best state sequence for this time series [5, 13] as follows.
In the inizialization phase of the Viterbi algorithm we compute the log-likelihood of the rst observation of the time series based on the Gaussian distribution of the rst state (each time series has to start from state 1), and the rest elements of the rst column are set to −∞. In the recursion phase, due to the fact that we know that to get an observation we have either stayed in the same state or have done a transition from the previous state, we take into account only the values of the N xT probability matrix δ, where N is the number of states and T the number of observations, that represent the probabilities of the previous element for the previous and the current state. For example, when we are about to ll in cell (i, j), these values are δ(i, j − 1) and δ(i − 1, j − 1). The transition probability values used are the ones computed at the initialization phase of creating the models, and after nding the most probable transition by computing m = max(δ(i, j − 1) + log(t ii), δ(i − 1, j − 1) + log(ti−1i)), we ll in cell (i, j) the value m + log(ei(k)), where ei(k) is the probability of emitting value k based on the Gaussian distribution of state i. In the termination phase, we backtrack from the last cell of the probability matrix δ and for each state we store the values of the time series that fell within this state.
At the end of the renement step the mean, standard deviation, and the transition matrices are updated appropriately, as done in the initialization phase of training the models. We have to mention that the procedure followed in this step can be repeated several times until a satisable classication accuracy attained on the training set is achieved.
Using HMMs
After an HMM has been trained on training examples from a certain class C, the HMM denes a probability distribution, that describes the probability of observing any time series, under the assumption that the observation belongs to class C. Given a time series X, the probability of X given that X belongs to class C (as modeled by our HMM) is computed using the Forward algorithm, which is based on dynamic programming. A full description of the algorithm can be found in [13] .
EXEMPLAR-BASED AND MODEL-BASED SEARCH
In the previous sections we have provided brief descriptions of the DTW similarity measure and HMM models. In this section we describe how to use either DTW or HMMs to search time series databases, so as to identify content of interest.
Suppose, for example, that we want to search the database for time series corresponding to a specic activity, such as "person falling down" (an example that has clear relevance to assistive environments). In that case, the search process must decide, for each time series, whether that time series is a good match for this particular search (of instances of "person falling down") or not. This decision process can be decomposed into three steps:
1. Assign a score to each time series in the database. This score indicates how good a match each time series is for the particular search we are conducting. Whether high scores or low scores indicate better matches is up to convention.
2. Rank database time series according to the score they have received.
3. Return to the user the top K matches, where K is a userspecied parameter.
From the above three steps, the most critical one is the rst step, where a score is assigned to each database time series. The system designer is free to choose any mathematically valid scoring function here, and that choice will determine the accuracy of the results. Naturally, we want to use a scoring function that assigns the best scores to the time series that the human user would consider to be "correct matches" for the query.
In exemplar-based search, we specify what we are looking for (e.g., time series corresponding to the "falling down" activity) by submitting, as a query, an example time series Q (in our example, Q would be an example time series labeled as "falling down"). Then, the score that is assigned to each database time series is simply the similarity score that is computed using our similarity measure of choice (which is DTW or cDTW in our experiments). In modelbased search, we specify what are looking for by submitting, as a query, a model of the activity. In our example search for "falling down", the query can be an HMM model trained on examples of the "falling down" activity. Then, the score that is assigned to each database time series is simply output of the model on that time series. If the model is an HMM, the score is the result of the Forward algorithm [13] with inputs the HMM and the time series.
There is no theoretical guarantee that exemplar-based search will be better or worse than model-based search. Experimental evaluation is necessary in order to establish the performance of each approach in a specic domain. As shown in our experiments, there are specic cases where each approach does better than the alternative.
EXPERIMENTAL EVALUATION

Experimental Setup
Datasets
To compare DTW, cDTW and the HMMs we used the UCR data provided in [7] . In Table 3 we can see the min, max, mean, and standard deviation of the number of examples in the training and test sets of all datasets, while for more information about the number of classes, size of training and test sets, and lengths of the time series per dataset please refer to the aforementioned web site. The time series of all datasets (both in their trained and test sets) were resized to the maximum length of the datasets' time series, i.e., 637, using bilinear interpolation. This was done in order to treat all time series equally when building the models for the classes of different datasets, to avoid any bias against the probability when computing the Forward algorithm for a model and several time series of different lengths, and to perform a fair computation when using DTW and cDTW (which are certainly inuenced by the length of the time series under comparison). Then all resized time series of the 20 test sets of the datasets were concatenated forming a test database consisting of 18602 time series.
Training the HMMs
We followed the method described in Section 3 and created an HMM for each class of the datasets, resulting in 178 models/classes. To improve the classication accuracy of the built models, for each dataset a large number of values for the number of states and the number of iterations in the renement step was evaluated, and the optimal values were chosen based on classication accuracy attained on the training set. In Table 1 and Table 2 we can see the best achieved accuracy for each dataset, along with the corresponding number of states (in % of the length of the time series) and the number of iterations needed to achieve it.
Evaluation
The accuracy measures used to evaluate the exemplar-based methods with the model-based method are precision and recall. Precision is the percentage of correct answers we get out of the top-K results returned, while recall is the percentage of correct answers out of the total number of correct answers when the top-K results are returned. Thus, it is highly desirable to achieve high precision and recall for small K.
With regard to the exemplar-based methods, we used one time series per class as a query (for a total of 178 queries), and found the DTW and cDTW of all time series of the test database to this query. We note here that, depending on the dataset in which the query time series belongs to, the value of the R constraint used for cDTW was set to the value given for this dataset in [7] . Regarding the HMMs, we used each of the 178 trained models as a query and computed the probability of each time series of the test database being produced by that query model. For both exemplar-based methods and HMMs after computing the 18602 distances/probabilities, respectively, we sorted them in ascending/descending order and identied the ranks of the time series that belong to the same "correct" class with that represented by the query. This was done in order to be able to compute the precision and recall.
All experiments were performed on an AMD Opteron 8220 SE processor running as 2.8GHz and implemented in C++.
Experimental Results
In this section we present the results of our experimental evaluation and discuss on the behaviors observed for the three compared methods, DTW, cDTW and HMMs.
Since we are interested in precision and recall, in order to conduct fair comparisons between the methods, we present the results obtained for different values of recall. As mentioned in Section 5.1 we would like to have high values for precision and recall for small values of K. Ideally, when plotting the precision vs recall we should have a line parallel to the recall axis in the 100% precision, which means that independently of the requested recall to be achieved all returned results are correct. Thus, by setting recall to different values we can compare the methods by looking at the one with the higher precision for each individual recall value. In Tables 4, 5, 6 , and 7, we can see the precision for all methods when the requested recall is 20, 40, 60, 80, and 100, for different thresholds on the number of training examples. For example, when the threshold is 10 this means that the models selected as queries had at least 10 examples in their training set, and in these tables the number of queries with such property is also presented; it is reminded that the total number of built models is 178. Referring to the HMMs, the values presented for precision are the averages we got for all models that satised the threshold condition, and for DTW and cDTW we have taken all time series in the train set of these models and also present the average values. In Figures 1, 3, 4 , and 5 we have plotted the precision vs recall for all methods when the threshold is 1, 15, 30, and 60, respectively. In Figure 2 we show the precision vs recall when the threshold is at most 15. Observing the tables and the gures comparing the precisions of the three methods, it can be clearly seen that the HMMs tend to be more accurate than the exemplar-based methods, for models where at least 15 training examples were used. One interesting exception is the low-recall setting, in which we are only interested in retrieving the top 2%-10% of the correct matches. We see that, for this setting, the advantages of HMMs over DTW become smaller, and in some cases DTW even outperfors HMMs (e.g., Figure 3) . Moreover, it is of particular interest the fact that the more the trained examples used to create the HMMs, the higher the difference in precision is compared to DTW and cDTW, for all values of recall. This observation can be easily seen by looking at Figures 3 and 5 .
It is also an interesting result that, overall, unconstrained DTW tends to give more accurate results than constrained DTW. 
CONCLUSIONS
In this paper we performed an evaluation of the accuracy of two approaches for searching time series databases. The rst approach is search-by-example, and for that approach we used two representative methods, that evaluated the matching score using unconstrained DTW or constrained DTW. The second approach is search-by-model, and the representative method that we used for that approach was search using HMM models. In the experimental evaluation we conducted on 20 datasets from the UCR time series archive, search-by-model yielded more competitivel results, with respect to search-by-example, for cases where the training examples per HMM were 15 or more, and also for recall values that were above 10%-20%. For search-by-example, its performance relative to search-by-model was more competitive for cases where there were few training examples per class, and also for low recall settings (where the user only wants to nd a few matches, as opposed to a large number of correct matches). Moreover, the difference in accuracy when comparing HMMs with DTW and cDTW is increased in favor of HMMs when the number of training examples used to train them is getting larger. As future work, we are interested in nding ways to better characterize the settings where DTW or HMMs methods tend to be advantageous. Another interesting topic is nding ways to improve the efciency of the search-bymodel paradigm. While several highly efcient indexing methods exist for speeding up the search-by-example approach (e.g., [6] ), the problem of speeding up search-by-model queries remains relatively unexplored.
