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iAbstract
This thesis presents a new metadynamics-based quantum Monte Carlo ap-
proach to compute the phase diagram and equilibrium properties of con-
densed matter systems typically quantum solids whose Hamiltonian contain
important and dominant quantum effects. Two main applications are pre-
sented the classical and the quantum Ising model. Using path integral Monte
Carlo we study the re-entrant phase diagram of the molecular solid hydrogen
deuterium (HD) under ultra-high pressure, as the first approach for a future
application of the proposed metadynamics-based MC method to calculate
the free energy of this quantum system.
Specifically, we show that in a MC metadynamics simulation of a classical
Ising model the time average of the history-dependent potential converge
to the free energy with the same law of an umbrella sampling performed
in optimal conditions. The metadynamics-based MC method is illustrated
also in the quantum Ising model proving that our approach is at least as
good as the Wang Landau with an stochastic series expansion dynamics, the
state-of-the-art on a lattice quantum problem, as well as being physically
transparent and easily generalizable to off-lattice models. Finally we apply
the metadynamics-based MC method introduced in this thesis to the HD sys-
tem in the hexagonal closed-packed lattice finding the classical configuration
of the molecules for which the interaction potential energy is minimum. With
the help of this new structure the HD phase line is calculated obtaining its
unusual re-entrant behavior with a respective minimum pressure of pm ≈ 65
close to the experimental value pm = 53 GPa.
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Introduction
This thesis presents a new metadynamics-based quantum Monte Carlo (MC)
approach to compute the phase diagram and equilibrium properties of con-
densed matter systems, typically quantum solids, whose Hamiltonian contain
important and dominant quantum effects. Two main applications are pre-
sented the classical and the quantum Ising model. Using path integral MC
(PIMC) we study the re-entrant phase diagram of the molecular solid hydro-
gen deuterium (HD) under ultra-high pressure, as the first approach for a
future application of the proposed metadynamics-based MC method to cal-
culate the free energy of this quantum system.
Calculating certain thermodynamical quantities, such as the free energy (F )
or the entropy, by MC simulation is a notoriously difficult problem. The
difficulty arises because standard MC [1] is devised so as to generate con-
figurations X distributed according to their Boltzmann weight W (X) =
e−βE(X), where E(X) is the energy of the configuration X. This is effi-
cient if we are interested in calculating quantities like the average energy
〈E〉 = Z−1∑XE(X)W (X), where Z = ∑XW (X) is the partition func-
tion, since the configurations generated by MC are just those that con-
tribute significantly to the average. Calculating, however, the free energy,
F = −β−1 ln[Z], requires a knowledge of the partition function Z which is
not accurately given by the simulation.
In the last few years the use of history-dependent sampling techniques that
1
2allows to calculate F has emerged as a novel paradigm in computational
science. Prominent examples are the Wang-Landau (WL) [2] and the meta-
dynamics [3] approaches, that have respectively become popular in the sta-
tistical physics [4] and in the computational chemistry community [5]. These
methods, although different, are based on similar ideas. Wang-Landau is
formulated in a MC framework and aims at calculating the density of states
g(E) =
∑
X δ(E − E(X)) where δ(•) is the Dirac delta function, by iter-
atively flattening the energy histogram B(E). This is achieved by making
the acceptance of the move depend on the reconstructed 1/g(E) up to that
moment. Each time a certain move is proposed g(E) is multiplied by a factor
f > 1. Once B(E) is “flat”, f is reduced and B(E) is reset to zero. This
process is repeated until f becomes approximately one [2]. Metadynamics
aims at calculating the free energy as a function of collective variables (CVs)
s that are explicit functions of the system configurations X. Like in WL,
this is achieved by flattening the histogram as a function of these CVs: the
normal molecular dynamics forces are combined with forces derived from a
history-dependent potential VG (s) defined as a sum of Gaussians of height w
centered along the trajectory in CVs space. After sufficient time the sum of
the Gaussians, VG(s), approximately compensates the underlying free energy
limt→∞ VG(s, t) ∼ −F (s) [6].
These two methods, WL and metadynamics, have in common the idea of
using a history-dependent (non-Markovian) process to flatten the probabil-
ity distribution as a function of the relevant variables: energy in WL, one
or more CVs s in metadynamics. However here, we are mostly interested
in quantum systems and the application of WL’s idea to quantum systems
is limited because it requires, in most cases, sampling a multi-dimensional
density of states histogram [7]. The approach is therefore not very efficient.
A much more convenient “state-of-the-art” route is based on the so-called
stochastic series expansion (SSE) [8, 9], and involves using a WL approach to
reconstruct the coefficients g(n) = Tr(−Hˆ)n of a high-temperature expansion
of the partition function Z =
∑
n(β
n/n!)g(n) [10]. The SSE approach is par-
3ticularly suited to treating quantum spin systems and other quantum lattice
problems, but is in general not straightforward, for instance, for off-lattice
quantum problems on the continuum. On the other hand, metadynamics is
normally formulated in a molecular dynamics framework and, to the best of
our knowledge, it has been applied so far just to classical problems. Appli-
cation to quantum systems is therefore an appealing route to explore.
In order to recover the correct (equilibrium) thermodynamic properties the
two algorithms adopt different strategies. In metadynamics, the history-
dependent potential is assumed to be an estimator of F even if it is updated
with Gaussians of finite w. This assumption is justified by the proof given in
Ref.[6] that the history-dependent potential is an estimator of F whenever the
dynamics along the variables biased by metadynamics is much slower than
the dynamics along all the other degrees of freedom (“adiabatic separation”).
Additional fictitious coordinates [11] or a suitable discretization procedure
[3] can be employed to enforce, in generic many-body systems, this time-
scale separation. However, in practical applications the adiabatic separation
can be achieved only approximately. In WL, the equilibrium properties are
recovered in a different manner. At the end of the simulation, the factor
f converges to a number close to one, and the bias becomes approximately
time-independent. Thus, the final analysis is performed on a histogram con-
structed in a quasi-equilibrium process. A similar strategy has also been
successfully adopted in the metadynamics-based scheme introduced in Ref.
[12].
In this thesis, we present a history-dependent method that integrates meta-
dynamics in a MC procedure for the efficient calculation of the free-energy
of classical and quantum systems. When embedded in a path integral for-
mulation, it is of general applicability to a large variety of Hamiltonians [13].
Furthermore we numerically show that neither adiabatic separation nor an
iterative reduction of w are necessary to obtain a reliable estimate of F in
4metadynamics sampling.
The remainder of this thesis is organized as follows: In chapter one we de-
scribe stochastic techniques to calculate thermodynamics properties of clas-
sical systems. We start by introducing the standard classical MC method
that allows to calculate the ratio of multidimensional integral and therefore
is mainly used to compute the average of observable. Then we review the
Wang-Landau scheme that calculates the density of states, providing an ac-
curate knowledge of the partition function, the entropy and the free energy.
In the last section of chapter one we study the convergence properties of
this approach in a multidimensional system, with a Hamiltonian depending
on several variables. This study is done by using the metadynamics-based
MC procedure introduced in this thesis [13]. Specifically, we show that in a
MC metadynamics simulation of a classical Ising model the time average of
the history-dependent potential converge to F (s) with the same law of an
umbrella sampling performed in optimal conditions (i.e., with a bias equal
to minus the free energy) [14]. Remarkably, after a short transient, the error
becomes approximately independent of the filling speed, showing that even
in out-of-equilibrium sampling conditions metadynamics allows recovering an
accurate estimate of F (s). These results have been obtained by introducing a
novel functional form of the history-dependent potential that avoids the on-
set of systematic errors near the boundaries of the free energy landscape [15].
In chapter two we describe some stochastic techniques to calculate the ther-
modynamics properties of quantum systems. We start by introducing the
well known path integral Monte Carlo (PIMC) method. Next we present the
stochastic series expansion (SSE) method and we describe how it is applied
to a specific example, the quantum Ising model (QIM). We also show how
to integrate the WL method with the SSE (WL-SSE) and with PIMC (WL-
PIMC) for applications to quantum systems. In the last part we extend the
metadynamics-based MC method, introduced in chapter one, to quantum
5systems. We adopt the path-integral formulation of MC, that is applicable
also to off-lattice quantum problems. We illustrate this approach by applying
it again to the quantum Ising model where we reconstruct the free energy
as a function of three CVs, the magnetization per spin, the potential energy
per spin and the kinetic energy per spin. As we will show, a calculation
performed at a single point in parameter space is sufficient to generate the
free energy in a whole region around that point. The method is tested by
comparing its efficiency against the state-of-the-art WL-SSE method [10] and
a WL over a standard PIMC [7]: we prove that our approach is at least as
good as the WL-SSE on a lattice quantum problem, but it is physically more
transparent and, unlike WL-SSE, easily generalizable to off-lattice models.
As prototype of this off-lattice model, we study in chapter three the re-
entrant phase line in solid HD near half a megabar pressure. The solid
hydrogen compounds H2, D2 and HD are quantum molecular solids that
exhibit complex phase diagrams in which the symmetry of the low-pressure
quantum rotor states of the molecules gives way to a high-pressure anisotropic
molecular crystal phase, generally called the “broken symmetry phase” (BSP)
[16],[17],[18]. In hydrogen and deuterium the transition pressure of the BSP
line increases with increasing temperature [17],[16] and is well understood
(see Fig. 3.1 a)). In HD this line is re-entrant and the transition pressure
first decreases and then increases with increasing temperature (see Fig. 3.1
b)) [18]; this behavior is still in need of quantitative and qualitative under-
standing. Existing theoretical studies of the re-entrant behavior of the BSP
have been mainly done within the mean-field approximation [19],[20]. A re-
cent attempt to study the re-entrant behavior in solid HD using standard
PIMC was made in Ref. [21] where the authors consider asymmetric rotors
with centers fixed on a face centered cubic (FCC) lattice and the electronic
quadrupole-quadrupole interaction as the anisotropic interaction potential.
The results were only of qualitative value.
6In this chapter we address this problem using more accurate approach. We
start describing the interaction potential of two isolated H2 molecules, and
how to use this pair potential in the molecular solid. We develop the theory
of path integral (PI) representation of rotors, considering in particular the
constant-pressure ensemble where temperature and pressure are controlled
parameters, while the volume is calculated directly in the equilibrated simu-
lation cell. The isotropic part of the interaction potential is tested by repro-
ducing, within PIMC, the well known ortho-D2 (see Appendix C) equation
of state.
Finally we apply our metadynamics-based MC method to the HD system
in the hexagonal closed-packed (HCP) lattice to find the classical configura-
tion of the molecules for which the interaction potential energy is minimum,
obtaining a new structure with the same characteristics of the result given
earlier by Surh et al., [22] but with different molecular orientations. Before
applying our metadynamics-based MC method to the quantum solid HD we
calculate the re-entrance phase line of the BSP to test both our PIMC algo-
rithm and the interaction potential between the molecules. This calculation
is done by using two order parameters, a lattice biased order parameter where
the new structure is used as reference, and an order parameter related to the
quadrupolar tensor of a single molecule. We obtain the unusual re-entrant
behavior of the phase line at a pressure of ≈ 65 GPa for an HCP lattice,
close to the experimental value. The stage is now ready for the application
of the proposed metadynamics-based MC method to calculate the free energy
of this quantum system: this future study will shed light on the physics of
the quantum rotational melting at the physical root of the re-entrance in the
phase diagram.
Chapter 1
Calculating Thermodynamics
Properties: The Classical Case.
1.1 Introduction
In this chapter we describe some stochastic techniques to calculate thermody-
namics properties of classical systems. We start by introducing the standard
classical Monte Carlo (MC) method that allows to calculate the ratio of mul-
tidimensional integral and therefore is mainly used to compute the average
of observables. Then we review the Wang-Landau (WL) scheme to calculate
the density of states, providing an accurate knowledge of the partition func-
tion, the entropy and the free energy. Finally we focus on the metadynamics
method, a powerful sampling technique that uses a non-equilibrium history-
dependent process to reconstruct the free energy F surface as a function of
the relevant collective variables (CVs) s [5] that are explicit functions of the
system configurations X. In the last section of this chapter we study the
convergence properties of this approach in a multidimensional system, with
a Hamiltonian depending on several variables. This study is done by using a
method that integrates metadynamics in a MC procedure, to effectively cal-
culate the free energy of a system as a function of physically relevant CVs [13].
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8Specifically, we show that in a MC metadynamics simulation of an Ising
model the time average of the history-dependent potential converge to F (s)
with the same law of an umbrella sampling performed in optimal conditions
(i.e., with a bias exactly equal to the negative of the free energy) [14]. Re-
markably, after a short transient, the error becomes approximately indepen-
dent on the filling speed, showing that even in out-of-equilibrium sampling
conditions metadynamics allows recovering an accurate estimate of F (s).
These results have been obtained by introducing a novel functional form of
the history-dependent potential that avoids the onset of systematic errors
near the boundaries of the free energy landscape [15]. Most of this results
will be illustrated on a simple example, the classical Ising model.
1.2 The Classical Ising Model
The Ising model is the simplest model for ferromagnetism in statistical me-
chanics. The model consists of discrete variables σ, the spins, which can take
only two values 1 or −1. We identify these two states as the two possible
orientation of the physical spin, up or down |↑〉, |↓〉. The spins are arranged
in a lattice, and each spin interacts only with its nearest neighbors. The total
energy of the Ising model in the presence of a magnetic field h is:
E = −J
∑
〈ij〉
σiσj − h
∑
i
σi (1.1)
where J > 0, h is the strength of the parallel magnetic field, i, j = 1 . . .N
where N is the total number of spins. The sum 〈ij〉 is taken over pairs of
nearest neighbor sites i, j. The thermodynamics properties of this system
can be obtained through its partition function, defined as:
Z =
∑
{X}
e−βE(X) (1.2)
where X = {σi=1···N} is a configuration of all N spins, β = 1/kBT , kB is the
Boltzmann constant and T is the temperature. The average values of any
9observable O(X) that depend on the spin configuration can be calculated
using the expression:
〈O〉 = 1
Z
∑
{X}
O(X)e−βE(X). (1.3)
To calculate Z and 〈O〉 we need to estimate these multidimensional sums.
The solution is generally obtained by using different Monte Carlo methods.
Some of these techniques will be presented in the following sections.
1.3 Classical Monte Carlo (MC).
A Monte Carlo method is a computational algorithm that allows performing
multidimensional integrations. A way of estimating averages like the one in
Eq. (1.3) without introducing severe approximations is by an appropriate
random sampling in configuration space. Suppose we are interested in the
calculation of the ratio between two multidimensional integrals, like in the
Eq. (1.3) for the average value of an observable. The average can be written
as:
〈O〉 =
∫
dXO(X)W (X)∫
dXW (X)
=
∫
dXO(X)P (X) (1.4)
where X is a multidimensional vector, W (X) > 0 is the distribution weight
of the configuration X and
P (X) =
W (X)∫
dXW (X)
(1.5)
can be interpreted as a probability density distribution of configurations X.
In practice this calculation is done by constructing a stochastic process of
samples {Xt, t = 0, 1 . . .} distributed according to P (X) and estimating
Eq. (1.4) by: ∫
dXO(X)P (X) = lim
k→∞
1
k + 1
k∑
t=0
O(Xt) (1.6)
Thus the problem is reduced to the generation of a stochastic process of
samples {Xt} with a desired probability distribution. To show how this
problem is solved we start by introducing Markov processes.
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1.3.1 Markov chains and the Metropolis algorithm.
The majority of multidimensional integral calculations are done with various
generalizations of the Metropolis algorithm [1], which produces a particular
type of Markov chain in configuration space. A Markov process is defined as
a stochastic process where the conditional probability of the system to be in
the state X′ at time t+1, given that at time t is in the state X, depends only
on X. In others words it is a process that has no memory of the previous
evolution of the system. The corresponding sequence of states {Xt=0,1,2...} is
called a Markov chain.
To construct a Markov chain, the state of the system is changed according to
a fixed transition probability π(X→ X′) of going from X to X′, generating
a random walk through state space {Xt=0,1,2...}. The transition probability is
usually set up so that it satisfies detailed balance [23]: that is, the transition
rate from X to X′ equals the reverse rate,
P (X)π(X→ X′) = P (X′)π(X′ → X). (1.7)
Assuming ergodicity, meaning that the system can move from any state to
any other in a finite number of steps with a non zero probability, detailed
balance is sufficient to guarantee that P (X) is the stationary distribution for
this Markov process and it is the solution of the equation [23][24]:∑
X
P (X)π(X→ X′) = P (X′). (1.8)
In the Metropolis algorithm the detailed balance condition is imposed by
splitting the transition probability into an “a priori” sampling distribution
PS(X→ X′) and an acceptance probability PA(X→ X′) [1],
π(X′ → X) = PS(X→ X′)PA(X→ X′) (1.9)
We generate trial moves according to PS(X→ X′) and then we accept them
with the probability:
PA(X→ X′) = min
[
1,
PS(X
′ → X)P (X′)
PS(X→ X′)P (X)
]
, (1.10)
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Substituting Eq. (1.10) and Eq. (1.9) into Eq. (1.7) it can be easily shown
that detailed balance condition is satisfied. Note that if the new configura-
tion X′ generated with this scheme is accepted then the system goes to the
new configuration, if it is rejected then the system remains in the same lo-
cation for at least one more step. In this manner, accepted or rejected steps
contribute equally to the average.
An important simplification introduced by the Metropolis algorithm is that
to sample P (X) it is sufficient to know the desired probability distribution
P (X) up to a normalization constant, because only the ratio P (X′)/P (X) is
required to calculate the acceptance probability PA(X → X′) in Eq. (1.10).
This allows avoiding a useless, and often computationally prohibitive, nor-
malization.
1.4 Free Energy Extrapolation.
The average value of an observable given by the Eq. (1.4) can be calculated
using a different approach. Instead of estimating the ratio of the multidi-
mensional integrals it is possible to calculate the free energy of the system
as a function of some collective variable F (s) (defined below), and use it
to calculate the average. To illustrate how this approach works we start by
rewriting the Eq. (1.4) as:
〈s〉 =
∫
dXs(X)W (X)∫
dXW (X)
=
∫
ds
∫
dXs(X)W (X)δ(s− s(X))∫
ds
∫
dXW (X)δ(s− s(X)) (1.11)
where we have used the property of the Dirac delta function δ(•)∫
dsδ(s− s(X)) = 1.
We now introduce the definition of the partition function as a function of a
collective variable s as:
Z(s) ≡
∫
dXW (X)δ(s− s(X)) (1.12)
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with Z =
∫
dsZ(s). Then the free energy as a function of the collective
variable is defined as:
F (s) ≡ − 1
β
ln [Z(s)] ≡ − 1
β
ln
[∫
dXW (X)δ(s− s(X))
]
(1.13)
Finally using Eq. (1.11) and Eq. (1.13) we obtain:
〈s〉 =
∫
ds s e−βF (s)∫
dse−βF (s)
(1.14)
Suppose that we have a classical system (e.g., the classical Ising model) whose
statistics is described by the Boltzmann weight W (X) = e−βE(X) (see section
1.2). Then if we select as collective variable the total energy, s = E, it is
possible to show an important result of classical statistical mechanics. This
result allows to calculate F (E) at any temperature β ′ if the free energy as
a function of the total energy F (E) is known at a given temperature β. To
demonstrate this we first substitute s by E in Eq. (1.13):
F (E)β ≡ − 1
β
ln
[∫
dXe−βE(X)δ(E − E(X))
]
(1.15)
then using the properties of the Dirac delta δ(•) we can extract the expo-
nential factor e−βE(X) from the integral and write,
βF (E)β = βE − ln
[∫
dXδ(E − E(X))
]
. (1.16)
Note that the last term of Eq. (1.16) does not depend on temperature, so if
we do the same for an arbitrary temperature β ′ we obtain
β ′F (E)β′ = β
′E − ln
[∫
dXδ(E − E(X))
]
. (1.17)
Subtracting (1.17) from (1.16) gives:
F (E)β′ =
(
1− β
β ′
)
E +
β ′
β
F (E)β, (1.18)
thus the free energy in terms of the total energy for the new temperature β ′
is obtained as a function of the already known free energy, the total energy
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and the initial and final temperatures. An advantage of this result is that
it allows the calculation of the average value of E for the new temperature
by using Eq. (1.14). To obtain F (E)β we can use three methods: umbrella
sampling, Wang and Landau and metadynamics that will be introduced in
the following sections.
1.5 Getting Free Energy Using the Umbrella
Sampling Technique
The average value of the collective variable s Eq. (1.14) can be written as
follows:
〈s〉 =
∫
ds s P (s) (1.19)
where we have introduced the probability distribution of s calculated as:
P (s) =
e−βF (s)∫
dse−βF (s)
(1.20)
Thus P (s) is related to F (s) through the equation
F (s) = −β−1 ln[P (s)] (1.21)
plus an irrelevant constant that will be neglected. Since P (s) is an equilib-
rium quantity, it can be sampled during MC simulations. However, if the
system is metastable the MC dynamics will be bound in a local minimum of
F (s) and will scape from it with a very low probability, giving an informa-
tion of a small region of the P (s) landscape and preventing us for obtaining
a good estimate of F (s).
The umbrella sampling method [14], introduces a biasing potential V (s(X))
to the energy E(X) of the system. The new energy becomes E ′(X) =
E(X) + V (s(X)). Now the system is sampled through the new weight
Wb = e
−βE′(X) = e−βE(X)e−βV (s(X)), where b means biasing. By properly
choosing V (s(X)), we can sample the values of s with low probability more
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frequently. In the ideal case, if we were able to choose V (s) to be −F (s),
all the values of s will be sampled with equal probability. But we have no
knowledge of F (s) since it is the very quantity we want compute.
In practice it is possible to use an iteration procedure for calculating F (s). At
the beginning of the simulation we set V0(s) = 0 and we start the simulation,
after the system has reached the equilibrium it is possible to have a first
estimate of F1(s) using:
Ft+1(s) = Ft(s)− β−1 ln[P (s)] (1.22)
where F0(s) = 0. Then we set V1(s) = −F1(s) and we repeat the process
until we have explore all region of interest.
1.6 The Wang and Landau Algorithm.
The standard MC technique [1] is generally used to create configurations X
distributed according to their Boltzmann weight. This is efficient if we are in-
terested in calculating quantities like the average energy 〈E〉 =∑XE(X)P (X),
since the configurations generated by MC are just those that contribute
significantly to the average. Calculating, however, the free-energy, F =
−β−1 ln[Z], requires a knowledge of the partition function Z which is not
accurately provided by the simulation.
In the Wang-Landau (WL) algorithm quantities like the free energy or the
entropy can be directly calculated. The method is formulated in a Monte
Carlo framework and aims at calculating the density of states g(E), defined
as:
g(E) =
∑
X
δ(E −E(X)), (1.23)
Given g(E) the partition function or the free energy can be obtained for any
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temperature using the following equations:
Z =
∑
E
Z(E) =
∑
E
g(E)e−βE (1.24)
and
F = − 1
β
ln[Z] = − 1
β
ln
[∑
E
g(E)e−βE
]
(1.25)
where we have used the Eqs. (1.23), (1.2) and the properties of δ(•) function.
This is particularly useful if the system can undergo a first-order phase tran-
sition. Indeed, using the WL approach, the system can diffuse over free
energy barriers in E between different local minima following pathways that
would represent, in normal finite-temperature MC, “rare events”.
The WL approach [2] estimates the density of states g(E) generating a ran-
dom walk in energy space. The algorithm is based on the observation that
if configurations X with total energy E(X) are sampled with the probabil-
ity inversely proportional to g(E), P (X) = 1/(g(E)) the resulting energy
histogram is “flat”. The calculation of g(E) is accomplished by modifying
the estimate of g(E) in a systematic way over the allowed range of energy,
making it converge to the true value. g(E) is iteratively updated at each step
of the random walk and used to perform a further move in energy space.
At the beginning of the simulation, g(E) is a priori unknown, so it is ini-
tialized with a guess, say, g(E) = 1 for all possible energies E(X). Then the
random walk through configuration space is carried out by randomly chang-
ing configurations. In general, if E and E ′ are energies before and after the
move, the acceptance probability from energy level E to E ′ is:
PA(E → E ′) = min
[
1,
g(E)
g(E ′)
]
(1.26)
Whether the move is accepted or not, each time an energy level E is visited,
g(E) is modified using g(E) → g(E)f0 where f0 > 1. In practice it is used
the formula ln[g(E)] = ln[g(E)] + ln[f0] to fit all possible values of g(E) into
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double precision numbers. By doing so we decrease the probability of the
state E and it becomes less likely to visit states with the same energy again.
During the simulation one also accumulates an energy histogram B(E) count-
ing how many times the state E is visited. When the histogram is “flat” in
the energy range of the random walk, g(E) has converged to the true value
with an accuracy proportional to ln[f0]. The modification factor f0 is then re-
duced using any function that monotonically decreases to 1 such as f1 =
√
f0,
the histogram is reset to B(E) = 0 and the simulation is continued. This pro-
cess is repeated until f is approximately one, for example less than exp(10−8).
1.7 The Metadynamics Method.
If one has to work with large systems and it is important to control not
only the energy, but also other variables that describes the state, the free
energy can be computed using metadynamics [3]. This approach is normally
formulated in a molecular dynamics framework, and aims at calculating F
as a function of CVs s that are explicit functions of the system coordinates.
Like in Wang-Landau, this is achieved by flattening the histogram as a func-
tion of these CVs: the normal molecular dynamics forces are combined with
forces derived from a history-dependent potential VG (s, t) defined as a sum
of Gaussians of height w centered along the trajectory in CVs space (see
Eq. (1.30)).
To be more explicit, let us consider a system described by a set of coordinates
X and an energy E(X), whose equilibrium distribution is proportional to
e−βE(X). We are interested in exploring the properties of the system as a
function of a finite number of CVs s = {si}, i = 1, · · · , a where a is a small
number. The equilibrium behavior of these variables is completely defined
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by the probability distribution:
P (s) =
e−βF (s)∫
dse−βF (s)
(1.27)
where the free energy F (s) is given by:
F (s) = − 1
β
ln
[∫
dXe−βE(X)δ(s− s(X))
]
(1.28)
(see section 1.4). Consider now a trajectory whose equilibrium distribution is
given by Eq. (1.27). If this trajectory could be computed for a very long time,
P (s) could be obtained by taking the histogram of the collective variable s
along this trajectory, i.e., at time t
P (s) =
1
t
∫ t
0
dt′δ(s(X(t′))− s) (1.29)
If the system displays metastability, the motion of s will be bound in some
local minimum of the free energy and it will escape from this minimum with
a low probability on a time scale determined for E(X) alone.
In metadynamics the exploration of the free energy is done by adding to the
energy E(X) a history-dependent potential VG(s, t) constructed as a sum of
Gaussian of height w and width ∆s centered in all the points explored by
the dynamics in the CVs space up to time t
VG(s, t) = w
∑
t′≤t
exp
[
−|s− s(t
′)|2
2∆s2
]
(1.30)
The parameters w, ∆s determine the accuracy and the efficiency of the free
energy reconstruction [5]. The local increment on the potential produced by
adding these Gaussians discourages the dynamics from revisiting the same
point in configuration space and encourages an efficient exploration of the
free energy surface. In this manner the collective variables will perform
a “metadynamics” in their space, visiting configurations different from the
ones they would have explored under the dynamics produced by the energy
E(X) alone. As the point that explores the CVs diffuses, the Gaussian
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Figure 1.1: Time evolution of the accumulating Gaussian terms of Eq. (1.30).
The dynamic evolution (thin lines) is labeled by the number of dynamical itera-
tions. The starting free energy (thick line) has three minima and the dynamics is
initialized in the second minimum, at s = 0.
potential accumulates and fills the free energy basin, allowing the system to
migrate from well to well. After sufficient time the sum of the Gaussians,
VG, approximately compensates the underlying free energy [6].
lim
t→∞
VG(s, t) ∼ −F (s) (1.31)
Eq. (1.31) is the basic assumption of metadynamics. It states that an equilib-
rium quantity, namely the free energy, can be estimated by a non-equilibrium
dynamics, in which the underlying potential is changed every time a new
Gaussian is added. This relation does not derive from any standard identity
for the free energy. In Ref. [3] Eq. (1.31) was postulated in a heuristic man-
ner, observing the behavior of the dynamics on free energy surfaces of known
functional form. Nevertheless a non trivial mathematical proof of Eq. (1.31)
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was given by Bussi et al., [6].
An example of how the method works is given in Fig.3.9 where we consider
a free energy with three local minima. For this system if the dynamics
starts from the central local minimum, the corresponding well is filled by the
Gaussians in ∼ 20 steps. After that the dynamics escapes from this well,
repeating the process until the full F (s) landscape is explored.
1.8 AMetadynamics-Based Monte Carlo Method.
In this section we introduce a new method, that integrates metadynamics
in a MC procedure, to effectively calculate the free energy of a system as
a function of physically relevant CVs [13]. The algorithm is implemented
as follows. A history-dependent potential VG is included in the Boltzmann
factor of the Metropolis algorithm. At the beginning of the simulation VG
is set to zero. Then a random move x→ X′ is proposed. The acceptance
probability of the move is:
PA(X→ X′, t) ≡ min {1, exp (−β [E(x′) + VG(s(X′), t)−
E(X)− VG(s(X), t))]} (1.32)
At each step the history-dependent potential is updated as [13]:
VG(s, t+ 1) = VG(s, t) + w exp
[
−|s− s(X)|
2
2∆s2
]
(1.33)
After a sufficient time, hereafter call the “filling time” tF , VG relaxes to its
“equilibrium” shape approximately compensating the underlying free energy.
After tF the system diffuses freely in s [5]. In this scheme, like in WL sam-
pling, the history-dependent potential iteratively reduces the probability of
the system to remain in the same state. An advantage with respect to the
WL method is that here the Boltzmann factor keeps the system in regions
of relevance at the temperature of interest.
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1.8.1 Novel functional form of the history-dependent
potential.
To achieve stationary fluctuations of the history-dependent potential around
the correct F it is necessary to solve a technical problem. In metadynamics
in order to reduce the computational cost it is customary to use finite width
Gaussians, that “fill” the free energy surface quickly. On the other hand,
finite-width Gaussians can induce systematics errors at the boundaries (∂Ω)
of the CVs space [5]. These errors are due to the fact that a sum of Gaus-
sians cannot accurately reproduce discontinuities on the free energy profile.
The presence of discontinuities is common for several types of CVs that are
intrinsically limited, e.g., the magnetization per spin in the Ising model, etc
[5]. At the beginning of the simulation these errors are small and usually
overlooked, but at long times they can become important, preventing the
system from reaching a stationary state. In ref [6] it was shown that if the
component of the free energy gradient in the direction normal to ∂Ω vanishes
at the boundaries (∇nF (∂Ω) = 0), the systematic errors can be eliminated
by choosing a functional form for the history-dependent potential that sat-
isfies the same condition (∇nVG(∂Ω) = 0). In this thesis we introduce a
more general functional form of VG that eliminates systematic errors even if
∇nF (∂Ω) 6= 0, like in the case of the Ising model.
Systematic errors in the free energy reconstruction close to ∂Ω are elimi-
nated in the following manner. To simplify the notation, we here assume the
CV space is one-dimensional and defined by the equation s ≥ 0, with the
boundary at s = 0. The procedure can be straightforwardly generalized to
multi-dimensional CVs space, etc. If the system is in s, one extra Gaussian is
added in −s with the scope of iteratively imposing that, in a suitably chosen
interval around s = 0,
VG(−s, t) ≈ 2VG(0, t)− VG(s, t) (1.34)
This property ensures that, at stationary conditions, the history-dependent
21
potential is approximately linear close to the boundary in order to compen-
sate for the ∇nF (∂Ω) 6= 0 case, but it does not impose the value of its
derivative, that is iteratively determined by the thermodynamic bias. In
practice, the extra Gaussian is added according to the following rules:
• An interval centered in 0 is chosen, whose width χ is of the order of
∆s.
• If s < χ another Gaussian centered in −s and with the same width and
height is added.
• If s > χ another Gaussian centered in −s and with the same width is
added. In this case, the height of the extra Gaussians depends on VG
and is given by:
w = [2VG(0, t)− VG(s, t)− VG(−s, t)] y(s), (1.35)
where y(s) = 1/ [1 + (s/(4χ))n] with n = 10
The second factor in Eq. (1.35) is approximately one for | s |< 4χ and goes
to zero for | s |> 4χ. This ensures that VG goes smoothly to zero in the
unphysical region.
1.9 Convergence of Metadynamics in a Mul-
tidimensional System.
The proposed boundary correction scheme was tested by performing a meta-
dynamics simulation on a one-dimensional overdamped Langevin model, with
a reflective wall at s = 0 and a linear free energy F (s) = 1
β
b
∆s
s (see Fig.1.2).
b is a dimensionless parameter that defines the slope of the free energy, β = 1
and ∆s = 0.05. In Fig.1.2, it is shown that, for b = −1 and χ = 2∆s, the
algorithm (“New algorithm” in Figure) is capable of producing a VG that
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Figure 1.2: Sum of the reference free energy (dot dashed line) and the history-
dependent potential (F (s) + VG(s)) as a function of s for a one-dimensional over-
damped Langevin model, with reflective wall at s = 0 and linear free energy
F (s) = 1β
b
∆ss (dot dashed line). The following parameters were used: ∆s = 0.05,
w = 0.3, β = 1.0, b = −1.0 and diffusion coefficient D = 2.0. The results are
shown for different simulations times (solid lines) (a) normal metadynamics (“Old
algorithm”) (b) metadynamics including the proposed boundary correction with
χ = 2∆s (“New algorithm”).
compensates F (s) almost exactly (F (s)+VG(s) ≃ constant). Instead, if the
extra Gaussians are not added (“Old algorithm”), large systematic errors are
developed close to the boundary, and the system cannot reach a stationary
state. It was verified that for values of χ ∈ [1.5∆s, 3∆s], n ∈ [4, 20] and
b ∈ [−10, 10] the error does not change significantly.
Next, the algorithm described above was applied to a 16×16 two-dimensional
classical Ising model. As a collective variable we used the magnetization per
spin M = N−1
∑
i σi. Clearly, the evolution of this system takes place in the
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162 dimensional space of its spins variables, and it cannot be expressed as a
one-dimensional Markov process in m alone. This means that m is not adia-
batically separated from the other degree of freedom as it would be required
to apply the results of ref [6]. The height and the width of the Gaussians
where w = 1.0 × 10−4 and ∆s = 1.4 × 10−2 respectively. For this system,
the “exact” free energy F (M) was calculated in a long umbrella sampling
simulation [14].
In Fig. 1.3 (a), (b) we plot F (M)+VG(M) at different times for the “Old” and
the “New” algorithm. Like in the test model of Fig. 1.2-(a), the old algorithm
generates systematic errors in the calculation of F close to the boundaries.
Moreover, these errors increase as a function of MC time, and the simulation
cannot reach a stationary state. In Fig. 1.3-(b) we plot F (M) + VG(M)
for the new algorithm using χ = 2∆s, at the same MC times of panel (a).
The boundary corrections introduced in this work reduce the systematics
errors and allow the simulation to reach a stationary state where the history-
dependent profiles are approximately parallel to each other. In Fig. 1.3-(c)
we show that the VG (M, t) at different MC times (color lines) oscillate around
the exact free-energy profile F (M) (black line). Thus the algorithm is able
to reach a stationary condition in which the history-dependent potential is,
at each time t, a reliable estimator of the equilibrium free energy.
Following Ref. [5] we considered the arithmetic average of all the profiles
between the “filling time” tF and the time t > tF :
VG (s, t) =
1
t− tF
∫ t
tF
dt′VG (s, t′) (1.36)
If VG (s, t) after tF is an unbiased estimator of −F , then limt→∞ VG (s, t) =
−F (s), modulus an irrelevant constant that will be neglected in the follow-
ing to simplify the notation. At finite simulation time, VG (s, t) + F (s) will
show deviations from zero that become smaller for large t. To study how
the error depends on time, we first considered the case of a one dimensional
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Figure 1.3: Sum of the reference free energy (dot dashed line) and the recon-
structed history-dependent potential (F (M) + VG(M)) as a function of the mag-
netization per spin for β = 1./1.86, ∆s = 1.4 · 10−2, w = 1.0 · 10−4. The results
are shown for different simulations times (solid lines) (a) normal metadynamics
(“Old algorithm”) (b) metadynamics including the proposed boundary correction
with χ = 2∆s (“New algorithm”). (c) comparison between the VG profiles recon-
structed at different MC times (color lines), and the reference profile F (M) (black
line).
overdamped Langevin process in a square well. A flat free energy profile
(F (s) = 0) has been employed with reflecting boundaries at −1 and 1. The
metadynamics algorithm has been used to reconstruct the free energy profile.
For comparison, a trajectory was also generated without the metadynamics
bias. In this case the free-energy profile (Fu(s, t)) was estimated as:
Fu(s, t) = −β−1 log (B(s, t)) (1.37)
where B(s, t) is the histogram of the visited positions up to time t. This
corresponds to an ideal umbrella sampling simulation, in which the free-
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Figure 1.4: Free energy squared error as a function of simulation time t after the
filling time tF in logarithmic scale, for two different cases: (a) Langevin dynamics
in a square well performed with β = 1, D = 0.01, ∆s = 0.025 and χ = 2∆s.
The free energy is computed by umbrella sampling (black line) and metadynamics
with four values of the Gaussian high w = (0.20, 0.05, 0.01, 0.003). (b) 16×16 two-
dimensional Ising model, calculated for β = 1/1.86, ∆s = 1.4 · 10−2 and χ = 2∆s.
The free energy is computed by umbrella sampling (black line) and metadynamics
with four values of the Gaussian high w = (1.0 ·10−3, 5.0 ·10−4, 1.0 ·10−4, 1.0 ·10−5)
(color lines), taking as a reference an accurate umbrella sampling calculation. The
dotted line is the estimated error in the reference Fref , log(ǫ
2) ≃ −6.1.
energy is perfectly compensated by the bias (see section 1.5) [14]. The error
of the reconstructed free energy at a given simulation time t was calculated
as:
ε2(t) =
〈
1
2
∫ 1
−1
(Frec (s
′, t)− Fref (s′))2 ds′
〉
(1.38)
where, Frec = −VG for the metadynamic case, Frec = Fu for umbrella sam-
pling and Fref (s) = 0 for both cases. The average was taken over 100
statistically independent runs.
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In Fig. 1.4-(a) ε(t)2 is plotted as a function of simulation time in logarithmic
scale. We see from the figure that the error of metadynamics, after an initial
transient that increases when w is reduced, decreases with the same law of
an ideal umbrella sampling, namely with the inverse square root of t :
ε ∼ 1/√t. (1.39)
Remarkably, for large t the error depends weakly on w and for w . 0.05, it
is practically indistinguishable from the ideal umbrella sampling case. This
is not a trivial result, since it was demonstrated that the error on a single
profile VG grows with
√
w [6]. This corresponds to the error observed at
t = 0 (i.e., at filling time). The behavior observed in Fig. 1.4. can be ra-
tionalized by assuming that profiles obtained with large w have large errors,
but decorrelate more quickly. The accuracy gained from fast decorrelation
approximately compensates the accuracy lost due to large w. Indeed, for
small w, taking the average between different profiles does not improve the
accuracy, as the VG profiles are strongly correlated. This is the origin of the
plateau observed in the error curves for small time; consistently the plateau
becomes longer for small w.
To investigate the effect of a violation of adiabatic separation on these re-
sults, we repeated all the analysis for the two-dimensional Ising model. In
this case, as a reference, we performed umbrella sampling using as a bias the
same Fref = F (M) of Fig. 1.3. The error as a function of simulation time is
shown in Fig 1.4-(b). Clearly, also in this case the error decays to zero fol-
lowing the same law of the ideal umbrella sampling (Eq. (1.39)). Moreover,
like in the metadynamics simulation on the Langevin system, the decay law
(Eq. (1.39)) depends weakly on the height w of the Gaussians.
In summary, we have shown that the history-dependent potential of meta-
dynamics, after a transient, fluctuates around a well-defined average that,
for the system considered in this work, is a good approximation of the neg-
ative of the free energy. Stationary conditions can be reached thanks to
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a novel procedure that eliminates the systematic errors at the boundaries
generated by finite-width Gaussians. By applying this technique to a two-
dimensional Ising model we showed that a stationary state is reached even
for a system which lacks adiabatic separation between the biased CV and the
remaining degrees of freedom. The error of the algorithm in reconstructing
the equilibrium free-energy, after a transient, decays like umbrella sampling
performed in optimal conditions. Another important result is that this de-
cay law on the error holds independently on the filling speed, determined
by w. The numerical evidence presented here does not exclude that sys-
tematic errors might appear when looking at fine details of the free-energy
surfaces, possibly due to the violation of adiabatic separation and/or to resid-
ual effects of the boundaries. However, these errors, if present, are so small
(ln(ǫ2) ≤ −6.1 ⇒ ǫ < e−3 kBT ) that are not expected to affect the validity
of the approach in most practical applications [15].
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Chapter 2
Calculating Thermodynamics
Properties: The Quantum
Case.
2.1 Introduction
In this chapter we describe some stochastic techniques to calculate the ther-
modynamics properties of quantum systems. We start by introducing the
well known path integral Monte Carlo (PIMC) method. Next we present the
stochastic series expansion (SSE) method and we describe how it is applied
to a specific example the quantum Ising model (QIM). We also show how to
integrate the Wang-Landau (WL) method with the SSE (WL-SSE) and with
PIMC (WL-PIMC) for applications to quantum systems.
In the last part we extend the metadynamics-based MC method, introduced
in the previous chapter, to quantum systems. We adopt the path-integral
formulation of MC that is applicable also to off-lattice quantum problems.
We illustrate this approach by applying it again to the quantum Ising model
where we reconstruct the free energy as a function of three CVs, the mag-
netization per spin MX, the potential energy per spin VX and the kinetic
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energy per spin KX. As we will show, a calculation performed at a single
point in parameter space is sufficient to generate the free energy in a whole
region around that point. The method is tested by comparing its efficiency
against the state-of-the-art WL-SSE method [10], or a WL over a standard
PIMC [7]: we prove that our approach is at least as good as the WL-SSE
on a lattice quantum problem, but is physically more transparent and unlike
WL-SSE easily generalizable to off-lattice models.
2.2 The Path Integral (PI) Method
2.2.1 Density matrix product property and the Trotter
formula
Let us suppose that we have a system with a Hamiltonian that we can split
in two parts
Hˆ = Kˆ + Vˆ (2.1)
where Kˆ and Vˆ are respectively the kinetic and potential energy operators
which in general do not commute. The product property of the density matrix
e−βHˆ is the basis of the path integral (PI) method. This property states that
the product of two density matrices is a density matrix:
e−(β1+β2)Hˆ = e−β1Hˆe−β2Hˆ . (2.2)
Applying the product property Q times to the density matrix e−βHˆ we have
that,
e−βHˆ = e−τHˆ . . . e−τHˆ︸ ︷︷ ︸
Q times
(2.3)
where τ = β/Q is the time step. For large Q, it is possible to write a
sufficiently accurate approximation of the density matrix that can be used
to explicitly construct the PI. According to the Baker-Campbell-Hausdorff
formula [25] we have:
e−τ(Kˆ+Vˆ )+τ
2Gˆ = e−τKˆe−τVˆ (2.4)
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where the operator Gˆ is
Gˆ = 1
2
{[
Kˆ, Vˆ
]}
+ o(τ).
As τ → 0 the commutator terms which are of the order τ 2 (see Eq. (2.4))
become smaller than the other terms and can be neglected. This is known
as the primitive approximation:
e−τ(Kˆ+Vˆ ) ≈ e−τKˆe−τVˆ (2.5)
Hence if τ is small enough, we can approximate the exact density matrix
with the product of the density matrices of Kˆ and Vˆ alone. According to
the Trotter formula:
e−β(Kˆ+Vˆ ) = lim
Q→∞
[
e−
β
Q
Kˆe−
β
Q
Vˆ
]Q
. (2.6)
The error made in this approximation for finite Q, does not propagate. The
Trotter formula holds if the three operators Kˆ, Vˆ and Kˆ+ Vˆ are self-adjoint
and if their spectrum is bounded from below [26]. A proof for the Trotter
formula for Hermitian matrices is given in Appendix A.
2.2.2 Quantum Ising model (QIM)
Consider as a specific example the quantum Ising model (QIM) described by
the following Hamiltonian:
HˆQIM = −J
N∑
〈ij〉
σˆzi σˆ
z
j − h
N∑
i
σˆzi − Γ
N∑
i
σˆxi , (2.7)
where J > 0 is an exchange constant, h is the strength of the magnetic field
parallel to the Ising axis (zˆ), Γ > 0 is the strength of the transverse magnetic
field, i, j = 1 . . . N and N is the total number of spins. The sum 〈ij〉 is taken
over pairs of nearest-neighbor sites i, j. The operators σˆx,y,zi , are the Pauli
matrices. We chose the basis where the σˆzi is diagonal. In this basis these
matrices have the form:
σˆz =
(
1 0
0 −1
)
, σˆy =
(
0 −i
i 0
)
, σˆx =
(
0 1
1 0
)
. (2.8)
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The eigenvalue of σˆzi are denoted by σi, so σi takes the values ±1 (|↑〉i, |↓〉i).
The term including Γ represents a kinetic energy which does not commute
with the other two terms, inducing transitions between the |↑〉 and |↓〉 states
of each single spin, so turning the model from classical to quantum. Again we
are interested in calculating the thermodynamics properties of this quantum
system that can be obtained through its partition function, defined as:
ZQIM =
∑
X
〈X|e−βHˆQIM|X〉 (2.9)
The average value of any operator
〈
Oˆ
〉
can be then calculated as:〈
Oˆ
〉
=
1
ZQIM
∑
X
〈X|Oˆe−βHˆQIM|X〉 (2.10)
Solving exactly Eq. (2.9) is a difficult task for most of quantum systems,
including the simple example of the QIM. The path integral technique is an
approximate solution of Eq. (2.9) that allows the stochastic calculation of
the average value in Eq. (2.10) as it is shown in the next section.
2.2.3 Quantum Ising model path integral representa-
tion
Applying the primitive approximation Eq. (3.19) to the QIM leads to the
path integral representation. We first write the Hamiltonian as the sum of
two terms.
HˆQIM = Vˆ + Kˆ
with
Vˆ = −J
∑
〈ij〉
σˆzi σˆ
z
j − h
∑
i
σˆzi , Kˆ = −Γ
∑
i
σˆxi ,
where Vˆ is the potential energy, and Kˆ is the kinetic energy. Then we
write the canonical partition function for the QIM, ZQIM, using the product
property:
ZQIM =
∑
X
〈X|e−βHˆQIM|X〉 = Tr
(
e−βHˆQIM/Q
)Q
= Tr
(
e−β(Kˆ+Vˆ )/Q
)Q
(2.11)
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where X = {σi=1···N} is a configuration of all N spins. Inserting the identity
operator 1ˆ =
∑
Xq
|Xq〉 〈Xq| in Eq. (2.9) we obtain:
ZQIM =
∑
X
〈X0| e−β(Kˆ+Vˆ )/Q |X1〉 . . . 〈XQ−1| e−β(Kˆ+Vˆ )/Q |XQ〉 . (2.12)
Here X = {σi=1···N ;q=1···Q}. The extra index q labels the Q Trotter slices and
X0 = XQ. We shall now use the primitive approximation Eq. (3.19) (see
section 2.2.1) obtaining an approximate expression of ZQIM whose error is
proportional to o(τ 2). The generic density matrix element, is:
〈Xq−1| e−τ(Kˆ+Vˆ ) |Xq〉 = 〈Xq−1| e−τKˆ |Xq〉 e−τV (Xq) (2.13)
since the potential energy is diagonal in the chosen spin basis. Now it is
necessary to calculate the average of the kinetic energy operator between
two consecutive Trotter slices
〈Xq−1| e−τKˆ |Xq〉 = 〈Xq−1| exp
(
τΓ
N∑
i=1
σˆxi
)
|Xq〉
=
N∏
i=1
〈Xq−1| exp (τΓσˆxi ) |Xq〉 (2.14)
Using the definition of the exponential of an operator and the property of σˆxi
(σˆxi )
n |↑〉 =

|↑〉 if n = 2k|↓〉 if n = 2k + 1 k = 0, 1, 2, . . .
(σˆxi )
n |↓〉 =

|↓〉 if n = 2k|↑〉 if n = 2k + 1 k = 0, 1, 2, . . . (2.15)
we have that the kinetic density matrix elements are
〈↑| exp (τΓσˆxi ) |↑〉 = 〈↓| exp (τΓσˆxi ) |↓〉 = cosh (τΓ)
〈↑| exp (τΓσˆxi ) |↓〉 = 〈↓| exp (τΓσˆxi ) |↑〉 = sinh (τΓ) (2.16)
which can be written as an Ising-like interaction between the spin σ and σ′
〈σ| exp (τΓσˆxi ) |σ′〉 = CeBσσ
′
(2.17)
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where
B = −1
2
ln tanh (τΓ) C2 =
1
2
sinh (2τΓ) .
Collecting all the ingredients we get the generic density matrix element
〈Xq−1| e−τ(Kˆ+Vˆ ) |Xq〉 = CNeJ⊥τ
P
i σi,qσi,q+1 ×
eJτ
P
〈ij〉 σi,qσj,qehτ
P
i σi,q (2.18)
where
J⊥ = − 1
2τ
ln tanh (τΓ) > 0 (2.19)
The J⊥ term can be interpreted as a ferromagnetic Ising-like coupling be-
tween the Trotter replicas of the same spin which are nearest-neighbors (q−1
and q) along the Trotter direction. Inserting Eq. (2.18) into Eq. (2.12) we
get the approximate expression for the partition function ZQIM:
ZQIM ≈ CNQ
∑
X
e−βAQIM(X) (2.20)
where
AQIM(X) = H
d+1
QIM =
Q∑
q=1
(
Akinq + A
pot
q
)
= − 1
Q
Q∑
q=1

J N∑
〈ij〉
σi,qσj,q + J
⊥
N∑
i
σi,qσi,q+1 + h
N∑
i
σi,q

 . (2.21)
Here Akinq and A
pot
q are respectively the kinetic and potential action of a link
(a pair of time slices (Xq−1,Xq) separated by time τ) defined as minus the
logarithm of the exact density matrix:
Akinq (Xq−1,Xq, τ) ≡ − ln
[
〈Xq−1| e−τKˆ |Xq〉
]
Apotq (Xq−1,Xq, τ) ≡ − ln
[
〈Xq−1| e−τVˆ |Xq〉
]
(2.22)
The total action AQIM(X) represents the Hamiltonian of a classical (d + 1)-
dimensional anisotropic Ising system at a temperature QT . The system has
uniform coupling J along the original d-dimensional lattice bounds, and J⊥
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along the extra Trotter dimension. Thus the PI technique maps the quantum
problem in d-dimensions into a (d + 1)-dimensional classical problem. This
maps allows the application of the Metropolis MC technique to calculate
average values, in a method called PIMC. The WL and the metadynamics-
based MC scheme proposed in the previous chapter, can be also extended
to calculate the thermodynamics properties of a quantum system, as we will
show in the following sections.
Calculating averages
An ensemble of paths generated according to the partition function Eq. (2.20)
can be used to compute expectation values. The thermodynamic estimator
of the internal total energy (E) is obtained by differentiating the logarithm
of the partition function with respect to the inverse temperature,
E =
〈
Hˆ
〉
= −d ln [Z]
dβ
(2.23)
obtaining for the QIM that
E = E0 −
〈
1
Q
Q∑
q=1

J N∑
〈ij〉
σqi σ
q
j + J
⊥
1
N∑
i
σqi σ
q+1
i + h
N∑
i
σqi

〉 (2.24)
where
E0 = −NΓcoth (2τΓ) , J⊥1 = −Γsinh−1 (2τΓ) , 〈·〉 = 1/Z
∑
(·)e−βA,
Z is given by Eq. (2.20) and A by Eq. (2.21). The average potential energy〈
Vˆ
〉
can be calculated as
〈
Vˆ
〉
= − 1
β
(
J d ln[Z]
dJ
+ hd ln[Z]
dh
)
giving:
〈
Vˆ
〉
= −
〈
1
Q
Q∑
q=1

J N∑
〈ij〉
σqi σ
q
j + h
N∑
i
σqi

〉 . (2.25)
For the kinetic energy we have
〈
Kˆ
〉
= −Γ
β
d ln[Z]
dΓ
〈
Kˆ
〉
= E0 −
〈
J⊥1
Q
Q∑
q=1
N∑
i
σqi σ
q+1
i
〉
(2.26)
36
Note that
〈
Kˆ
〉
→ 0 as Γ→ 0 and we recover the classical limit.
2.3 Free Energy Extrapolation.
In section 1.4 we showed how to calculate the average value of a collective
variable using the free energy as a function of this collective variable (see
Eq. (1.13)). This equation is also valid in the quantum case within the PI
representation, but now the weight is W (X) = e−βA(X). The second impor-
tant result of section 1.4 was the possibility of obtaining F (E)β′ as a function
of an already known free energy F (E)β, the total energy E and the initial
and final temperatures (β, β ′). This results allows to calculate the average
value of E for any temperature. Thus we are interested in doing the same
for the quantum case.
In the demonstration done in section 1.4 there were some points that need
to be highlighted: i) the extrapolation parameter, the temperature, appears
in the argument of the exponential; ii) the selected collective variable (E)
does not depend explicitly on this parameter; iii) this allows to write the
free energy as the sum of terms including one that does not depend on the
selected parameter. So by analogy, to perform a temperature extrapolation
,in the case of the QIM, it is necessary to select at least two collective vari-
ables, the potential and the kinetic energies (note that J⊥(β) depend on
β see Eq. (2.19) and Eq. (2.21)). To make extrapolations also in Γ and
h we need to select three collective variables: the classical interaction en-
ergy per spin VX = −(NQ)−1
∑
q
∑
〈ij〉 σi,qσj,q, the quantum “kinetic en-
ergy” per spin, KX = −(NQ)−1
∑
i,q σi,qσi,q+1, and the magnetization per
spin MX = (NQ)
−1∑
i,q σi,q.
In the QIM case, where the partition function is given by Eq. (2.20) and
the action can be written using Eq. (2.39): the free energy (Eq. (1.28)) as a
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function of these three CVs has the form:
F (M,V,K) = − 1
β
ln

CNQ(β)∑
X
e−Nβ(JVX+J
⊥(β)K
X
−hM
X) ×
δ(M −MX)δ(V − VX)δ(K −KX)
]
. (2.27)
Let us suppose that we know the free energy for a value of β and we want to
know it for an arbitrary value β ′. To do this we use the procedure described
in section 1.4. We have:
βF (M,V,K)β = − ln
[
C(β)NQe−Nβ(JV+J
⊥(β)K−hM) ×
∑
X
δ(M −MX)δ(V − VX)δ(K −KX)

 (2.28)
Using the logarithm properties we obtain
β ′F (M,V,K)β = −NQ ln[C(β)] +Nβ
(
JV + J⊥(β)K − hM)
− ln [g(V,K,M)] (2.29)
where g(V,K,M) is the generalized multi-dimensional density of states,
g(V,K,M) =
∑
X
δ(M −MX)δ(V − VX)δ(K −KX), (2.30)
that does not depend on β,h or Γ. Doing the same for the case of β ′, and
subtracting Eq. (2.29) we finally obtain the new free energy value:
F (V,K,M)β′ =
β
β ′
[
F (V,K,M)β −N
(
JV + J⊥β K − hM
)]
+N
(
JV + J⊥β′K − hM
)
+
NQ
β ′
ln
[
C(β)
C(β ′)
]
(2.31)
This equation tell us that if we know the free energy at a temperature β we
can calculate it at any temperature β ′. Exactly the same derivation can be
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done for obtaining the three dimensional free energy as a function of other
parameters (i.e., Γ and h). For Γ we have:
F (V,K,M)Γ′ = F (V,K,M)Γ +N
(
J⊥Γ′ − J⊥Γ
)
K +
NQ
β
ln
[
C(Γ)
C(Γ′)
]
, (2.32)
and for h,
F (V,K,M)h′ = F (V,K,M)h −N (h′ − h)M. (2.33)
By logarithmic integration of F (V,K,M) with respect to one or more vari-
ables we get the free-energy as a function of a reduced number of CVs. For
instance:
F (M) = − 1
β
ln
[∫
dV dK e−βF (M,V,K)
]
. (2.34)
To calculate the average value of the total energy (E) using the three dimen-
sional free energy F (M,V,K) we rewrite the equation (2.24) as:
E = E0 +NJ 〈V 〉 −NJ⊥1 〈K〉 −Nh 〈M〉 (2.35)
then we calculate the potential average value using the expression:
〈V 〉 =
∑
VKM V e
−βF (V,K,M)∑
V KM e
−βF (V,K,M) (2.36)
and similarly for 〈K〉 and 〈M〉. Thus with Eqs. (2.31)-(2.33) we already
know how to do free energy extrapolations in the quantum case. So we just
have to extend the WL and the Metadynamic techniques to calculate the
free energy of quantum systems as a function of a small number of CVs.
2.4 Wang-LandauMapping Using the PI Rep-
resentation
The discussion of section 1.6 applies to classical systems: How should one
proceed for a quantum system? [7] Consider, to fix ideas, our example of the
QIM (Eq. (2.7)). The first step consists in rewriting the partition function in
a form similar to Eq. (1.24); that is, as the sum of the product of two functions
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where one of them does not depend on temperature and the other can be
expressed in terms of elementary functions (e.g., ex). With this purpose we
rewrite the action of the system (Eq. (2.21)) as a function of the three CVs,
VX, KX,MX,
AQIM(X) = N
[
JVX + J
⊥KX − hMX
]
. (2.37)
Then using the Eqs. (2.20),(2.30),(2.37) and the properties of δ(•) function
we can easily rewrite:
ZQIM ≈
∑
V,K,M
g(V,K,M) e−βA(V,K,M) (2.38)
where as shown in the previous section g(V,K,M) does not depend on β and
A(V,K,M) = N
[
JV + J⊥K − hM − (Q/β) lnC] . (2.39)
For h = 0 the relevant CVs are two, V and K. Using the WL idea to
reconstruct ZQIM for all values of T and Γ requires now sampling a two-
dimensional density of states g(V,K) =
∑
M g(V,K,M) in terms of which,
ZQIM ∝
∑
V,K
g(V,K)e−βN(JV+J
⊥K). (2.40)
We can apply the WL procedure explained in section 1.6 to generate g(V,K).
2.5 The Stochastic Series Expansion (SSE)
Method
The Stochastic Series Expansion (SSE) [8] is a quantum MC simulation
scheme for spin and lattice systems. Instead of the Trotter decomposition of
the operator exp(−βHˆ) explained before (see Section 2.2.1), the SSE method
uses the power-series expansion of exp(−βHˆ) to obtain a solution of Eq. (2.9)
allowing the calculation of average values with the Metropolis MC method [1].
It is a generalization of the Handscomb’s method [27] and it can be applied
also when the trace of the Hamiltonian cannot be calculated analytically.
40
2.5.1 Quantum mechanical stochastic series expansion
In the SSE method the exponential operator in the definition of the parti-
tion function (Eq. (2.9)) is estimated as a Taylor expansion and the trace is
expressed as a sum over a complete set of states in a suitable basis |X〉;
Z =
∑
{X}
∞∑
n=0
βn
n!
〈X| (−Hˆ)n |X〉 (2.41)
Suppose that the Hamiltonian of the system can be written as:
Hˆ = −
∑
i,j
Hˆi,j (2.42)
where the index j refers to an operator type e.g., j = 0 off-diagonal operator,
j = 1, . . . , d, where d is the dimensionality, is a diagonal operator at a lattice
site that is the nearest-neighbor of site i and j = d+ 1 a constant added to
the Hamiltonian (see Eqs. (2.47)-(2.50)). The powers of the Hamiltonian are
written as a sum over all possible products (“strings”) of the operators Hˆi,j.
(−Hˆ)n =
(∑
i,j
Hˆi,j
)n
=
(∑
i,j
Hˆi,j
)
. . .︸︷︷︸
n times
(∑
i,j
Hˆi,j
)
=
∑
j1,i1
. . .
∑
in,jn
Hˆi1,j1 . . . Hˆin,jn =
∑
{ik ,jk}
n∏
k=1
Hˆik,jk (2.43)
The operators Hˆi,j do not all commute with each other. The order of the
operators in the string is therefore important. The Taylor expansion is trun-
cated at some cut-off L which is chosen sufficiently large for the truncation
error to be negligible. To simplify the MC sampling it is useful to deal with
strings of the same length L. This is done by introducing an identity op-
erator Hˆ0,0 = 1 that is not part of the Hamiltonian, written with the same
notation as for the other terms of the Hamiltonian, with indices i = j = 0.
The unit operator Hˆ0,0 is used to increase the length of all the strings with
n < L, constructing a computationally simpler updating scheme where the
operator list has a fixed length L. Allowing for all the L!/((L − n)!n!) pos-
sible placements of unit operators in the string and substituting Eq. (2.43)
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into Eq. (2.41) the partition function can be written as,
Z =
∑
{X}
∑
XL
W (X,XL) (2.44)
where XL = {[i1, j1], · · · , [iL, jL]} and,
W (X,XL) = β
n(L− n)!
L!
〈X|
L∏
k=1
Hˆik,jk |X〉 . (2.45)
If all terms are positive W (X,XL) can be interpreted as a probability weight
and the MC method explained in chapter one can be used to generated con-
figurations distributed with the probability P (X,XL) = W (X,XL)/Z. The
presence of negative terms is referred to as “sign problem” [24]. Fortunately
there are several classes of Hamiltonians for which positive definiteness can
be achieved: this is the case of the QIM.
2.5.2 Stochastic series expansion applied to the QIM
The Hamiltonian of the QIM (Eq. (2.7)) in the absence of the parallel mag-
netic field (h = 0) is given by:
Hˆh=0QIM = −J
N∑
〈ij〉
σˆzi σˆ
z
j − Γ
N∑
i=1
σˆxi (2.46)
To apply the SSE to this system we need to express the Hamiltonian in the
form (2.42). This is done by defining the following operators:
Hˆ0,0 = 1, (2.47)
Hˆi,0 = Γσˆ
x
i = Γ(σˆ
+
i + σˆ
−
i ), (2.48)
Hˆi,j = J(1 + σˆ
z
i σˆ
z
j ), j = 1, . . . , d. (2.49)
Hˆi,d+1 = Γ, (2.50)
where j = 1, . . . , d labels the nearest-neighbors of the spin in site i = 1, . . . , N
located at the positive directions of the system axis, to avoid double counting.
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Figure 2.1: An SSE configuration for a 12-site one-dimensional system. Here
the truncation L = 21, and the expansion order of the term (i.e., the number of
Hamiltonian operators present) n = 20. The solid and open circles represent the
spins σzi (l) = ±1, with the propagation index l = 0, . . . , L corresponding to the
different 12-spin rows. The red and green short horizontal bars represent spin-flip
operators Hˆi,0 and constants Hˆi,d+1, respectively. The longer blue lines represent
Ising operators Hˆi,j acting on the spins at the line-ends.
Up to a constant, the Hamiltonian (2.46) can be written as:
Hˆh=0QIM = −
N∑
i=1
d+1∑
j=0
Hˆi,j. (2.51)
The constants Hi,d+1 are introduced for a practical purpose that will become
clear below. Because of the constants added to Hˆi,j in (2.49), the eigenvalues
of these operators are 2J and 0. All non-zero terms in (2.45) are therefore
positive and can be used as relative probabilities.
It is useful to define states |X(l)〉 = |σz1(l), . . . , σzN (l)〉 obtained by propagat-
ing |X〉 = |X(0)〉 by the first l operators in XL (see Eq. (2.44));
|X(l)〉 = ̺
l∏
k=1
Hˆik,jk |X〉 , (2.52)
where ̺ is a normalization factor. A non-vanishing matrix element in Eq. (2.45)
then corresponds to the periodicity condition |X(L)〉 = |X(0)〉 , which re-
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quires that for each site i there is an even number (or zero) of spin flipping
operators Hˆi,0 in XL. The definition of Eq. (2.49) implies that the Ising
operators Hˆi,j may act only on states with σ
z
i = σ
z
j (Hˆi,j = 0 if σ
z
i 6= σzj ).
There are no other constraints. A SSE configuration is illustrated in Fig. 2.1.
The vertical direction in this representation will be referred to as the SSE
propagation direction.
Local updates
The sampling of Eq. (2.44) can be carried out using simple operator substi-
tutions of the types
Hˆ0,0,l ←→ Hˆi,j,l i, j 6= 0, (2.53)
Hˆi,d+1,l1Hˆi,d+1,l2 ←→ Hˆi,0,l1Hˆi,0,l2, i 6= 0, (2.54)
where the subscript l indicates the position (l = 1, . . . , L) of the operator in
the sequence XL. The power n is changed by ±1 in the diagonal update (2.53)
and is unchanged in the off-diagonal update (2.54). In the diagonal update
the Ising terms Hˆi,j and the constants Hˆi,d+1 are sampled. The constants are
used in the off-diagonal update as a means of achieving easy insertions and
removals of two spin-flipping operators Hˆi,0. With the value Γ chosen for
the constant in (2.50), the operator replacements do not change the weight
of the SSE configuration and the move is accepted with probability one.
However, the off-diagonal update also leads to spin flips in the propagated
states between l1 and l2; σ
z
i (l1), . . . , σ
z
i (l2 − 1) → −σzi (l1), . . . ,−σzi (l2 − 1).
l1 > l2 also has to be considered, leading to flipped σ
z
i (l1), . . . , σ
z
i (l − 1)
σzi (0), . . . , σ
z
i (l2 − 1) → −σzi (l1), . . . ,−σzi (L − 1) − σzi (0), . . . ,−σzi (l2 − 1).
The off-diagonal update (2.54) is allowed if (and only if) no Ising operators
Hˆi,j acting on site i are present in XL between positions l1 and l2 [9].
The diagonal update (2.53) is attempted successively for all l = 1, . . . , L.
In the course of this process, the spin state is propagated by flipping spins
σzi as off-diagonal operators Hˆi,0 are encountered in XL, so that the states
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|X(l)〉 are generated successively. For an Hˆi,j → Hˆ0,0 update, i.e., removing
a Hamiltonian operator, there are no constraints and the update should be
accepted with some non-zero probability [9]. In the case of Hˆ0,0 → Hˆi,j, i.e.,
inserting an operator from the Hamiltonian, there are constraints, and the
update may not be allowed for all a, b (e.g., σzi 6= σzj ). However, initially
it is assumed that any Hˆi,j would be allowed. Under this assumption, the
acceptance probabilities for the diagonal update are given by
P (Hˆ0,0 → Hˆi,j) = βN(Γ + 2Jd))
L− n , (2.55)
P (Hˆi,j → Hˆ0,0) = L− n+ 1
βN(Γ + 2Jd)
, (2.56)
where P > 1 should be interpreted as probability one. These probabilities
are simply obtained from the ratio of the new and old prefactor in Eq. (2.45)
when n→ n± 1;
β±1
[L− (n± 1)]!
(L− n)! , (2.57)
and the ratio between the matrix element 1 for the Hˆ0,0 operator and the
total number of possible diagonals operators to choose, N can be chosen with
probability Γ and dN with probability 2J . Staying with the assumption that
any Hˆi,j is allowed in the update Hˆ0,0 → Hˆi,j, the probability of an operator
with the first index i is uniform and i can be selected randomly between 1
and N , P (i) = 1/N . The relative probability of choosing one of the d + 1
operators with the second index j 6= 0, given that the index i was already
selected, is P (j) = hi,j/(Γ + 2Jd), where hi,j is the non-zero matrix element
corresponding to Hˆi,j (i.e., Γ for j = 1 and 2J else).
The operator Hˆi,j generated as above may or may not be allowed in the
current spin configuration |X(l)〉. If σzi (l) = σzj (l), Hˆi,j is inserted at posi-
tion l. Otherwise, the process for generating Hˆi,j has to be repeated, until
an allowed operator has been generated. The reject-and-repeat step leads
to the correct probabilities for selecting among all the allowed diagonal op-
erators Hˆi,j. Typically, an allowed operator is generated quickly, since the
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interactions favor the allowed spin alignment. Note that the constants Hˆi,j
are always allowed (for Γ > 0), so there is no risk of a not terminating search
[9].
2.6 Wang-LandauMapping Using the SSE Rep-
resentation
A convenient (“state-of-the-art”) route to compute the thermodynamic prop-
erties of quantum systems is based on the SSE [8, 9] introduced in sec-
tion 2.5.1 and involves using a WL approach to reconstruct the coefficients
g(n) = Tr(−Hˆ)n of a high-temperature expansion of the partition function,
Z =
∑
n
(βn/n!)g(n). (2.58)
Comparing Eqs. (2.58) and (2.44), we see that it is possible to obtain g(n)
by counting the number of times a configuration with n nonunit operators is
observed during a simulation at an inverse temperature β = 1 using the WL
method (see section 1.6) [10]. The only change is that now in the acceptance
probabilities from SSE algorithm (Eqs. (2.55) and (2.56)) we have to set
β = 1 and to include an additional factor g(n)/g(n′) for any move that
change the number of nonunit operators from n to n′ [10]. In the case of the
QIM we have:
P (Hˆ0,0 → Hˆi,j) = g(n)N(Γ + 2Jd)
g(n+ 1)(L− n) , (2.59)
P (Hˆi,j → Hˆ0,0) = g(n)(L− n+ 1)
Ng(n− 1)(Γ + 2Jd) , (2.60)
This method is efficient because, to obtain the partition function of a quan-
tum system, we just have to reconstruct a one-dimensional function g(n), con-
trary to the previous case where a two-dimensional density of states g(V,K)
had to be found (see section 2.4). Nevertheless the SSE approach is par-
ticularly suited to treat quantum spin systems and other lattice quantum
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problems, but is in general not straightforward, for instance, for quantum
problems on the continuum, where the matrix elements required for the SSE
can not be easily computed.
2.7 Extension of the Metadynamics-Based MC
Method to Quantum Systems
Given the classical-like PI expression for the partition function of a quan-
tum model, for instance the QIM case Z ≈ ∑X e−βA(X), see Eq. (2.20), we
first define a small number a of CVs si(X), i = 1 . . . a, which appear in the
action A(X) = A(s(X)): in the QIM case there are three physically mean-
ingful CVs (see section 2.3), the potential energy s1 = V , the kinetic energy
s2 = K and the magnetization s3 = M , in terms of which the action is
A(s) = N
[
JV + J⊥K − hM − (Q/β) lnC] (see Eq. (2.39)).
Next, we perform a Metropolis walk in configuration space
{
X
}
in which
the transition probability from X to X
′
is modified adding to the action a
history-dependent potential VG(s(X), t):
PA(X→ X′, t) ≡ min
[
1, e−β(∆A(X)+∆VG(X,t))
]
(2.61)
where ∆A(X) = A(X
′
) − A(X) is the change in action and ∆VG(X, t) =
VG(s(X
′
), t) − VG(s(X), t) is the change in the history-dependent potential.
Whether or not a move is accepted, we update VG by adding to it a small
localized repulsive potential (a Gaussian in normal metadynamics [5]).
We store the potential VG by grid-discretizing the CVs-space and keeping
track of VG(s
k, t) only at grid points sk. Then, to speed up the calcula-
tion and avoid systematic errors near the boundary we use a non-uniform
grid (see Fig.2.2). Far from the boundary we use a coarse grid while near the
boundaries we use a grid including all the possible discrete values of the CVs.
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Figure 2.2: Grids used to store the history-dependent potential VG in the kinetic
K and potential V energy space. A thinner grid in V direction is used near the
curved boundary.
As an example in Fig.2.2 we show a diagram of the grids used for the CVs K
and V . As can be seen the boundary of the CVs space is not straight in the
K direction making the application of the method explained in the previous
chapter difficult. Here we have the advantage that during the simulation the
variation of K was small 0.8 < K ≤ 1.0 and we use a grid including all the
possible values of K. In the V direction instead we use a grid spacing of 10
energy levels far from the boundaries −1.8 < V < 1.8 and thinner grid of 1
energy level near the boundaries −2 < V < −1.8 and 1.8 < V < 2. The value
of VG at a generic point s(X) is then calculated by a linear interpolation:
VG(s(X), t) =
2a∑
j=1
VG(s
j , t)
a∏
i=1
(
1± s
j
i − si(X)
∆si
)
(2.62)
where the (+) sign is used if sji ≤ si(X) and the (−) sign otherwise, ∆si
is the spacing of the grid in the si direction and s
j , j = 1, 2, . . . , 2a are the
points of the grid nearest-neighbors of s(X) (see Fig.2.2). In this scheme,
48
the potential VG is updated on the neighboring grid-points s
j as:
VG(s
j , t+ 1) = VG(s
j , t) + w
a∏
i=1
(
1± s
j
i − si(X)
∆si
)
, (2.63)
where w is a parameter that determines the speed of the free energy recon-
struction. Therefore, like in WL, the acceptance changes every time a move
is accepted or rejected, and the “walk” in configuration space is intrinsically
non-Markovian (it depends on the history). At the beginning of the simula-
tion the potential VG(s
(k), t = 0), stored on the grid, is set to zero. Then, as
the system moves in configuration space, VG is updated at each move as in
Eq. (2.63).
After a sufficient time, VG will approximately compensate the underlying F
profile [6]. As shown in the previous chapter a further improvement can be
obtained by taking as estimator of the F not just a single profile VG, but
the arithmetic average of all the profiles VG (s, t) between a “filling” time tF
and the total simulation time ttot (see Eq. (1.36)). This reduces the error of
the method, which drops fast to zero for large ttot−tF as ε ∼ 1/
√
ttot − tF [15].
2.8 Results and Discussion
Fig. 2.3 shows F (M) for the QIM on a 8×8 lattice (N = 64 spins), with Q =
30 Trotter slices at two different points in parameter space. The agreement
between the reference F (M) and that calculated from F (V,K,M) is good,
even if we extrapolate the F (V,K,M) from the ordered to the disordered side
(or viceversa) of the phase transition line. Thus with a single calculation
of F (V,K,M) at a point (T,Γ, h) in parameter space, we can get reliable
information for F (V,K,M) in a whole neighborhood of that point (see inset).
As a reference for the comparison we use the results of an accurate umbrella
sampling calculation (see section 1.5) [14].
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Figure 2.3: Free energy profile for the 8×8 QIM, as a function of the magnetiza-
tion for two different set of parameters. The results at (kBT = 1.86,Γ = 2.0, h = 0)
(in units of J) were obtained by first calculating F (V,K,M), and then perform-
ing a logarithmic integration, Eq. (2.34), to calculate F (M). The results at
(kBT = 2.2,Γ = 2.2, h = 0.02) were instead obtained by extrapolating the previ-
ous F (V,K,M) using Eqs. (2.31)-(2.33), and then integrating to obtain F (M). As
a reference for the comparison we use the results of an accurate umbrella sampling
calculation [14] (solid line). The inset shows the phase diagram of the model and
the circle represents the size of the extrapolation region.
To test the efficiency of the proposed method we compare it with a SSE-WL
simulation [10, 9], as well as with a direct application of WL to PIMC in
which the two-dimensional g(V,K) is calculated.
For the same system of Fig. 2.3 we estimate Tc (conventionally defined as
the temperature at which the specific heat, Cv = β(〈E2〉 − 〈E〉2)/T , reaches
its maximum value) as a function of the MC time with the three methods.
The results are shown in Fig. 2.4. As a reference, we also computed Tc by a
very long PIMC calculation (red line with error bars in Fig. 2.4).
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Figure 2.4: Critical temperature (Tc) for a 8 × 8 QIM, as a function of the
MC time, calculated using three different methods: SSE-WL (solid circles), our
method (solid squared) and the PIMC-WL algorithm (inset). The reference (red
line with error bars) is obtained by a long PIMC simulation.
In the SSE+WL calculation the histogram is considered “flat” when for all
the values of n the histogram is larger than 95 % of its average [28] (the limit
of 80 % suggested in Ref [2] leads, for this specific system, to systematic er-
rors, data not shown). Instead, for PIMC-WL the 80 % limit is sufficient to
reach convergence. The specific heat for our method was calculated comput-
ing a F (V,K) at kBT/J = 1.8 and Γ/J = 2.0, h/J = 0.0 and extrapolating
in temperature according to Eq. (2.31). The grid spacing in the V and K
directions was of 10 and 1 energy levels respectively. However we needed a
finer grid spacing of 1 also for V for states too close to the parameter bound-
ary values V ≈ −2 or V ≈ 2, where systematic errors may otherwise arise
(see sections 1.9 and 2.7).
In order to extrapolate the free energy in a meaningful temperature interval
∆T ∼ ±J/kB including the peak of the specific heat, it is necessary to obtain
51
quickly a large maximum value of VG ∼ 80kBT/J for the system considered
here. This is accomplished by starting the simulation with w = 8 · 10−3 and
decreasing it up to 10−4 in 2 · 106 MC steps (tF in Eq. (1.36)), then w is
not changed anymore, and the free energy is estimated using Eq. (1.36). It
is clear from the previous discussion that the optimal “filling” protocol is
system-dependent.
As shown in Fig. 2.4, using our approach we can obtain Tc within the
PIMC error bar, with an efficiency similar to the SSE+WL algorithm. The
PIMC+WL method is, by comparison, an order of magnitude slower (Fig.
2.4, inset). The efficiency of the approach presented here is strongly in-
fluenced by the temperature where the reconstruction is performed, which
should not be too far from Tc (∼ 10% smaller in our example). However,
Tc can always be estimated approximately, e.g., by performing a preliminary
calculation on a system of smaller size.
Fig. 2.5 shows the specific heat as a function of T for a larger system,
N = 32 × 32, with Q = 100 Trotter slices, calculated with PIMC and with
the present method. Also in this case we computed F (V,K) and extrapo-
lated in temperature according to Eq. (2.31), with a grid spacing of 150 and
10 energy levels in V and K directions respectively (no need to reduce the
grid spacing near the parameter boundaries since the free energy is very high
there, more than 300 kBT bigger than the value on the minimum). In this
case w was decreased from 10−1 to 5×10−3 in 1.1×106 MC steps. After this
time the free energy was estimated using Eq. (1.36). As shown in Fig. 2.5,
our approach reproduces the specific heat accurately between 1 and 3kBT/J .
In the inset we show how Tc converges as a function of the MC time. Re-
markably, even for this much larger 32 × 32 system the convergence of Tc
needs roughly the same order of magnitude of MC steps of those needed for
the small 8×8 system: thus, the computational cost grows only linearly with
the system size.
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Figure 2.5: Specific heat as a function of the temperature for the 32 × 32 QIM
using two different methods, the PIMC technique (solid circles) and the proposed
method (solid squares). The inset shows how the estimate of Tc evolves as a
function of the MC time using the present scheme.
In conclusion, we introduced an efficient history-dependent Monte Carlo
scheme to calculate the free energy landscape of quantum systems in an
accurate manner. The proposed approach was tested on a two-dimensional
quantum Ising model, where we reconstruct the free energy as a function of
two and three collective variables. This allows reproducing the thermody-
namic properties in a whole neighborhood of the point in parameter space
at which the calculation is performed. The number of MC steps that are
necessary to estimate Tc grows only linear with the system size. The effi-
ciency in estimating Tc is similar to that of SSE+WL, the state-of-the-art
approach. Based on path-integral MC, our method can however be directly
applied to continuous, off-lattice quantum problems, where SSE would be
harder to implement.
Chapter 3
Re-entrant Phase Line in Solid
Hydrogen Deuterium
3.1 Introduction
The solid hydrogen compounds H2, D2 and HD are quantum molecular solids
that exhibit complex phase diagrams in which the symmetry of the low-
pressure quantum rotor states of the molecules gives way to a high-pressure
anisotropic molecular crystal phase, generally called the “broken symmetry
phase” (BSP) [16],[17],[18]. In hydrogen and deuterium the transition pres-
sure of the BSP line increases with increasing temperature [17],[16] and is
well understood (see Fig. 3.1 (a)). In HD this line is re-entrant and the
transition pressure first decreases and then increases with increasing tem-
perature (see Fig. 3.1 (b)) [18]; this behavior is still in need of quantitative
and qualitative understanding. Existing theoretical studies of the re-entrant
behavior of the BSP have been mainly done within the mean-field approxi-
mation [19],[20]. A recent attempt to study the re-entrant behavior in solid
HD using standard path integral Monte Carlo (PIMC) was made in Ref. [21]
where the authors consider asymmetric rotors with centers fixed on a face
centered cubic (FCC) lattice and the electronic quadrupole-quadrupole in-
teraction as the anisotropic interaction potential. The results were only of
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(a) Fig.1 of Ref. [22]. Schematic experi-
mental phase diagram for ortho-D2.
(b) Fig.2 of Ref. [18]. The phase
line for orientational order in HD.
Figure 3.1: Phase diagrams of (a) ortho-D2 and (b) HD
qualitative value.
In this chapter we address this problem using a more accurate approach. We
start describing the interaction potential of two isolated H2 molecules, and
how to use this pair potential in the molecular solid. We develop the theory
of path integral (PI) representation of rotors, considering in particular the
constant-pressure ensemble where temperature and pressure are controlled
parameters, while the volume is calculated directly in the equilibrated simu-
lation cell. The isotropic part of the interaction potential is tested by repro-
ducing, within PIMC, the well known ortho-D2 (see Appendix C) equation
of state.
Finally we apply our metadynamics-based MC method to the HD system
in the hexagonal closed-packed (HCP) lattice to find the classical configura-
tion of the molecules for which the interaction potential energy is minimum,
obtaining a new structure with the same characteristics of the result given
earlier by Surh et al., [22] but with different molecular orientations. Before
applying our metadynamics-based MC method to the quantum solid HD we
calculate the re-entrant phase line of the BSP to test both our PIMC algo-
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rithm and the interaction potential between the molecules. This calculation
is done by using two order parameters, a lattice biased order parameter where
the new structure is used as reference, and an order parameter related to the
quadrupolar tensor of a single molecule. We obtain the unusual re-entrant
behavior of the phase line at a pressure of ≈ 65 GPa for an HCP lattice,
close to the experimental value. The stage is now ready for the application
of the proposed metadynamics-based MC method to calculate the free energy
of this quantum system: this future study will shed light on the physics of
the quantum rotational melting at the physical root of the re-entrance in the
phase diagram.
3.2 The Pair Interaction Potential
The interaction potential between two hydrogen molecules H2 - H2 can be
written as [29]:
V pair(r1, r2,R12) =
∑
l1,l2,l
Bl1l2l(r1, r2, R12)
∑
ξl1 ,ξl2 ,ξl
(l1, ξl1, l2, ξl2|l1, l2, l, ξl)×
× Y ξl1l1 (r1)Y
ξl2
l2
(r2)Y
ξl∗
l (R12) (3.1)
where (l1, ξl1 , l2, ξl2|l1, l2, l, ξl) are the Clebsch-Gordan coefficients [30], r1, r2
specify the relative coordinates of the diatomic molecules, R12 connects the
midpoints between two nuclei in the two molecules, r1, r2, R12 are respectively
their modulus value (see Fig. 3.2) and (*) means complex conjugate. This
formula is obtained by expansion of the function 1/r in terms of spherical
harmonics and considering the symmetry of the system [31]. In the sum only
terms with ξl1 = −ξl2 = ξ occur due to the invariance of the interaction
energy under rotations. The sum in Eq. (3.1) is also restricted to even values
of l1 and l2 provided R12 connects the midpoints of the molecules as in Fig.
3.2 [30].
Generally V pair(r1, r2,R12) is written as the sum of an isotropic and anisotropic
56
potential:
V pair(r1, r2,R12) = V
pair
iso (R12) + V
pair
ani (r1, r2,R12). (3.2)
In the ground state of low-pressure solid H2, molecules are in the rotational
state l = 0 or l = 1 (see Appendix C) and matrix elements of V pair within the
ground manifold vanish for terms with l1 or l2 > 2: then just six terms mainly
contribute to Eq. (3.1), the isotropic potential V pairiso (l1 = l2 = l = 0) and five
terms corresponding to V pairani [32]. In the Eq. (3.1) V
pair
iso (R12) = B0,0,0(R12)
is the leading term in this expansion and does not depend on the orientation
of the molecules because Y0,0 is a constant. The anisotropic part of the po-
tential V pairani is calculated by using all the others terms in the expansion that
can be written as follows:
Two identical terms corresponding to l1 = 2, l2 = 0 and l = 2 or l1 = 0,
l2 = 2 and l = 2 (B202 = B022),
V int = B202(r1, r2, R12)Y
0
0 Y
0
2 (R12)(Y
0
2 (r1) + Y
0
2 (r2)) (3.3)
This term arises from the sum of the interaction between an anisotropic
charge distribution (Y 02 ) on one molecule with the spherical part (Y
0
0 ) of the
other. The remaining three terms arise from charge overlap and exchange
referred to as valence forces:
V v = B220(r1, r2, R12)Y
0
0 (R12)
∑
ξl1 ,ξl2
(2, ξl1, 2, ξl2|2, 2, 0, 0)Y ξl12 (r1)Y
ξl2
2 (r2),
(3.4)
Figure 3.2: The standard set of variables for a pair of homonuclear, diatomic
molecules.
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Figure 3.3: The relevant coefficients (Bl1l2l) of the gas pair potential (V
pair)
of Ref [32] as a function of the intermolecular separation R12 for r1 and r2
fixed at the ground state vibrationally averaged distance (r0 = 1.449 a.u.).
See also Ref. [33]
.
anisotropic forces:
V anf = B222(r1, r2, R12)
∑
ξl1 ,ξl2 ,ξl
(2, ξl1, 2, ξl2|2, 2, 2, ξl)Y ξl12 (r1)Y ξl22 (r2)Y ξl∗2 (R12),
(3.5)
and the permanent electric quadrupole-quadrupole (EQQ) interactions [29]:
V EQQ = B224(r1, r2, R12)
∑
ξl1 ,ξl2 ,ξl
(2, ξl1, 2, ξl2|2, 2, 4, ξl)Y ξl12 (r1)Y ξl22 (r2)Y ξl∗4 (R12).
(3.6)
The most recent calculation of the pair potential coefficients Bl1,l2,l reported
in the literature is by Diep et al., [34]. The isotropic potential B000 and
leading coefficients of the anisotropic potential, (B224 Eq. (3.6), B202 = B022
Eq. (3.3), see also Fig. 3.3) were accurately calculated using first principles
[34]. The remaining coefficients (B220 Eq. (3.4) and B222 Eq. (3.5)) were
reported by others authors [32], [35]. In Fig. 3.3 we plot the relevant coeffi-
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cients (Bl1l2l) of the pair potential (V
pair) reported by Burton et al., Ref [32],
as a function of the intermolecular separation R12 for r1 and r2 fixed at the
ground state vibrationally averaged distance (r0 = 1.449 a.u.) see also Refs.
[33],[34], [36]. From the figure we can see that the EQQ contribution B224 is
the anisotropic leading coefficient at low pressures but at high pressures the
anisotropic interaction coefficient B202 takes over.
3.3 The Solid Isotropic Interaction Potential
Before starting the calculations using the PIMC method, to obtain the phase
diagram of HD, we need a reliable interaction potential between the molecules
in the solid phase V s = V siso+V
s
ani. In the literature most of the semi-empirical
forms of the isotropic components (V siso) that have been established for solid
hydrogen are of the Lennard-Jones type [29]. In case of low pressure, Silvera
[29] recommended the use of the potential proposed by Silvera and Goldman
[37] V SG(R12) given by the equation:
V SG(R12) = exp
[
η − ϑR12 − νR212
]−Υ(R12)
( ∑
i=6,8,10
Ci
Ri12
− C9
R912
)
(3.7)
with
Υ(R12) = exp
[
−
(
1.28Rm
R12
− 1
)2]
for R12 < 1.28Rm
= 1 for R12 > 1.28Rm
Table 3.1: Parameters values (in atomic units) for the isotropic part of the inter-
action potential between two H2 molecules, from Ref. [37] and Ref. [38].
η ϑ ν C6 C8 C9 C10 Rm
1.713 1.5671 0.00993 12.14 215.2 143.1 4813.9 6.444
a1 a2 Rc
4.213× 10−4 −8.045× 10−5 5.291
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Figure 3.4: The isotropic potential for the solid hydrogen (V siso) given by Eq.( 3.8)
[38] (circles) together with the isotropic pair interaction potential reported by
Burton et al. (BBurton000 ), Ref. [32] (squares) and by Diep et al. (B
Diep
000 ), Ref. [34]
(triangles). Inset repulsive part of the previous potentials.
where the parameters values are given in Table 3.1 and Rm is the potential
minimum when C9 = 0 [37]. This potential is designed to represent pair
interactions plus many-body effects, accounted for by the C9 term [29],[37].
To fit high pressure thermodynamic data Hemley et al., [39] showed that
additional corrections to the potential V SG are needed. In particular, they
found that the V SG potential needs to be softened even more in the dense
solid environment, due to enhanced many-body short-range contributions.
Based on this correction, Duffy et al., [38] developed a new form of the
isotropic potential that fit both static compression and sound velocity data
[38]. They proposed an ad-hoc short-range correction to the V SG potential
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of the form,
V siso(R12) = V
SG(R12) + V
SR(R12) where (3.8)
V SR(R12) = a1(R12 − Rc)3 + a2(R12 − Rc)6 R12 ≤ Rc
= 0 R12 > Rc (3.9)
with parameter values for this correction also listed in Table 3.1 [38].
In Fig. 3.4 we plot the isotropic potential for solid hydrogen V siso given
by Eq. (3.8) (circles) together with the isotropic pair interaction potential
reported by Burton et al. (BBurton000 ), Ref. [32], (squares) and by Diep et al.
(BDiep000 ), Ref. [34], (triangles). The well depth for V
s
iso and B
Diep
000 , are very
similar, while BBurton000 has a deeper well. As we can see, V
s
iso is less repulsive
than the isotropic pair interaction potentials (see Inset).
3.4 The Solid Anisotropic Interaction Poten-
tial
The anisotropic terms of the interaction potential have been subject of con-
siderably less work. Since their contribution is negligible in low-pressure
solids, their values cannot be directly tested against available experimental
data. Within the Born-Oppenheimer approach, the local density approxi-
mation (LDA) can be used to calculate the total energy of any static ionic
configuration and thus provide an effective potential for the molecules. How-
ever ab initio. total-energy calculations are too lengthy and their use in a
PIMC simulation is inefficient. To avoid these problems some approxima-
tions for the interaction potential are necessary. For example in Ref. [40] it
is shown that a density dependent renormalization of the gas pair potential
V pair [35], [33], [32].
V sRunge(ri, rj,Rij) ≈ η
∑
i<j
V pair(ri, rj,Rij), (3.10)
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Figure 3.5: Fig.2 (a) of Ref. [22]. Comparison between total energies calcu-
lated using LDA (V LDA) vs., the LDA pair potential (V sRunge = V
0 Eq. (3.10)) of
Ref. [35], [33], [32].
where η ≈ 0.61 + 0.31(Rnn/R0nn − 0.5), fits the LDA total energies results
for a wide range of pressures on an FCC lattice (see Fig. 3.5). Here R0nn
and Rnn are the nearest-neighbor distances at zero pressure and at pressure
p, respectively. With this potential Runge et al. in Ref. [40] calculates the
phase diagram of H2 and D2 in the fixed center rigid rotor approximation
obtaining good agreement with the experiment for the D2 phase line on an
FCC lattice at low temperatures (T < 50K). The proposed potential was also
used in Ref. [41] including the translational part of the Hamiltonian, with
the difference that the authors of Ref. [41] uses V siso for the isotropic part of
the interaction potential, that is:
V sCui(ri, rj,Rij) = V
s
iso(R12) + η
∑
i<j
V pairani (ri, rj,Rij). (3.11)
reporting in this manner the H2 and D2 phase line in the high temperature
region (T > 50K) for an HCP lattice [41].
62
3.5 Path Integral Representation of Rotors
The Hamiltonian for Hydrogen-like molecular solids (para-H2, ortho-D2, HD
see Appendix C) in the rigid-rotor approximation where the molecules have
just translational and rotational degrees of freedom can be written as a sum
of two terms:
Hˆ = Kˆ + Vˆ (3.12)
Kˆ = Ktra +Krot = −λ
N∑
i=1
∇ˆ2RCMi +B
N∑
i=1
Lˆ2i (3.13)
Vˆ =
∑
i<j
V s(Ωi,Ωj,RCMi,RCMj) (3.14)
where N is the number of molecules, λ = ~
2
2MT
with MT the total mass of the
molecule. B = ~
2
2I is the rotational constant with I the molecular moment of
inertia, ∇ˆ2 is the Laplacian operator, Lˆ is the angular momentum operator,
RCMi = (m2r2i +m1r1i)/MT is the position of the center of mass of the ith
molecule, Ωi = (φi, θi) and φi, θi are respectively the azimuth and inclination
angles in a spherical coordinate system centered in one of the atoms of the
molecule.
To obtain the PI representation we shall work in the position basis where the
particles are labeled. Let us introduce the eigenstates of the position operator
Rˆ, which form a complete, orthonormal set:
Rˆ |R〉 = R |R〉 , 〈R′|R〉 = δ(R′ −R),
∫
dR |R〉 〈R| = 1,
where R = {RCMi=1,...,N ,Ωi=1,...,N}. The density matrix operator e−βHˆ in the
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position basis takes the form:
ρ(R′,R, β) = 〈R′| e−βHˆ |R〉 .
= 〈R′| e−βHˆ
∑
γ
|γ〉 〈γ|
︸ ︷︷ ︸
=1
R〉
=
∑
γ
e−βEγ〈γ |R〉 〈R′| γ〉, (3.15)
where Eγ is the value of the energy eigenstate |γ〉. Putting R′ = R and
integrating over R, we get:∫
dR ρ(R,R, β) =
∑
γ
e−βEγ 〈γ|
∫
dR |R〉 〈R| |γ〉︸ ︷︷ ︸
=1
= Z. (3.16)
In the position representation the expectation value of any physical observ-
able O becomes:
〈Oˆ〉 = Z−1
∫
dR′dR ρ(R′,R, β) 〈R′| Oˆ |R〉 . (3.17)
The PI formula is derived by using the product property Q times (see section
2.2.1). Then from Eq. (2.2) we have:
ρ(R′,R, β) = 〈R′|
(
e−τHˆ
)Q
|R〉 = 〈R′| e−τHˆ · · · e−τHˆ︸ ︷︷ ︸
Q times
|R〉 .
where τ = β/Q is the time step. Inserting again a complete set of states
between each exponential, we obtain:
ρ(R′;R, β) = 〈R′| e−τHˆ
∫
dRQ−1 |RQ−1〉 〈RQ−1| e−τHˆ · · ·
· · ·
∫
dR1 |R1〉 〈R1| e−τHˆ |R〉
=
∫
dR1 · · · dRQ−1 〈R′| e−τHˆ |RQ−1〉 · · ·
· · · 〈R1| e−τHˆ |R〉
≡
∫
dR1 · · · dRQ−1ρR0,R1 · · · ρRQ−1,RQ, (3.18)
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where we have defined ρRq−1,Rq = ρ(Rq−1,Rq, τ), with R0 = R, RQ = R
′
and Rq = {RCMq ,Ωq} with RCMq = {RCMi=1,...,N,q} and Ωq = {Ωi=1,...,N,q}
is a vector containing all the particles positions in the Trotter slice q. Note
that the integrals are not taken over the initial and final positions R0 and
RQ.
3.5.1 Definition of the action
For τ small enough we can rewrite the density matrix operator using the
primitive approximation (see section 2.2.1) as:
e−τ(Kˆ+Vˆ ) = e−τ(Kˆ
tra+Kˆrot+Vˆ ) ≈ e−τKˆtrae−τKˆrote−τVˆ (3.19)
We now define the action of a link (a pair of time slices (Rq−1,Rq)) separated
by time τ as minus the logarithm of the density matrix:
Aq ≡ A(Rq−1,Rq, τ) ≡ − ln [ρ(Rq−1,Rq, τ)] (3.20)
There will be contributions to Aq = (A
kin
q + A
pot
q ) coming from each term
of the Hamiltonian. It is convenient to separate each of them. The kinetic
action for the link q denoted Akinq is:
Akinq ≡ − ln
[
ρkinq (Rq−1,Rq, τ)
]
= − ln
[
〈Rq−1| e−τKˆtrae−τKˆrot |Rq〉
]
= − ln
[〈
RCMq−1
∣∣ e−τKˆtra ∣∣RCMq〉]− ln [〈Ωq−1∣∣ e−τKˆrot ∣∣Ωq〉]
= Atraq
(
RCMq−1,RCMq , τ
)
+ Arotq (Ωq−1,Ωq, τ). (3.21)
For N distinguishable free particles confined in a box with periodic boundary
conditions the translational action can be written as (see Appendix B.1):
Atraq
(
RCMq−1 ,RCMq , τ
)
=
3N
2
ln [4πτλ] +
N∑
i=1
[
RCMi,q−1 −RCMi,q
]2
4τλ
(3.22)
and for the rotational part we have: (see Appendix B.2),:
Arotq (Ωq−1,Ωq, τ) = −
N∑
i=1
ln
[ ∞∑
l=0
2l + 1
4π
Pl (cos(Θi,q)) e
−τBl(l+1)
]
(3.23)
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Figure 3.6: Rotational density matrix at a given site as a function of Θ for
τB = 0.1 Eq. (3.24). Three cases are considered i) l even (solid circles) ii) l mixed
(solid line) iii) l odd (open squares).
where cos(Θi,q) = ni,q−1·ni,q, with ni,q = (cos(φi,q) sin(θi,q), sin(φi,q) sin(θi,q), cos(θi,q)),
Pl(•) is the Legendre polynomial. The rotational density matrix at a given
site ρroti,q (Ωi,q−1,Ωi,q, τ) = ρ
rot
i,q (Θi,q, τ) has hence the form [42]:
ρroti,q (Θi,q, τ) =
∞∑
l=0
2l + 1
4π
Pl(cos(Θi,q))e
−τBl(l+1) (3.24)
For finite temperatures, τ > 0 and the sum obviously converges. Although
ρroti,q (Θi,q, τ) cannot be expressed analytically, it can be computed numerically
to very high precision and then tabulated on a fine grid. Only one function
needs to be stored at each effective temperature QT in order to compute
the Boltzmann weight. In the Fig 3.6 we show ρroti,q (Θi,q, τ) as a function of
Θi,q for τB = 0.1 in three different cases: (i) the sum is limited to even l-
values (symmetric rotational states) as would have to be done for simulation
of para-H2 and ortho-D2 (see Appendix C); (ii) even and odd values of l are
considered (non-symmetrical rotational states), as necessary in a simulation
of heteronuclear molecules such as HD; (iii) the sum is restricted to odd
values of l (anti-symmetric rotational states) as in the case of ortho-H2 and
para-D2. In the even and mixed l-cases Eq. (3.24) always remains positive,
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and hence can be interpreted as a probability, while in the odd l-case it is
antisymmetric, leading to a sign problem [24].
The rest of the action is due to the interaction (potential) contribution:
Apotq ≡ Apotq (Rq−1,Rq, τ) = Aq − Akinq ,
which in the primitive approximation reads
Apotq =
τ
2
[V (Rq−1) + V (Rq)] (3.25)
where we have symmetrized Apotq with respect to Rq−1 and Rq to improve
on accuracy [24]. Summarizing the path integral expression for the partition
function is obtained by substitution of Eq. (3.18) and (3.20) into Eq. (3.16)
leading to:
Z =
∫
dRe−βA(R) (3.26)
with A(R) = β−1
∑Q
q=1Aq(Rq−1,Rq), R = {Rq=1···Q} and R0 = RQ. Peri-
odic boundary conditions are imposed in the time-direction, as dictated by
the trace in the quantum partition function. The average of any diagonal
operator Oˆ(R) can be calculated using Eq. (3.17),
〈
Oˆ
〉
=
1
Z
∫
dR
[
Q∑
q=1
Oˆ(Rq)
Q
]
e−βA(R) (3.27)
=
〈
1
2Q
Q∑
q=1
[
Oˆ(Rq−1) + Oˆ(Rq)
]〉
The sum over the Trotter slices is obtained by applying the cyclic properties
of the trace, meaning that
〈
Oˆ
〉
does not depend on the selection of the first
slice.
3.6 Constant Pressure Ensemble
An advantage of the MC method is that it can be readily adapted to the
calculation of averages in any ensemble. As we are interested in studying the
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temperature vs. pressure HD phase diagram, most of the calculations were
performed in the constant-pressure ensemble (NpT) where N, p, T remain
constant. In this ensemble the configurational average of an operator Oˆ is
given by:
〈Oˆ〉 = Z−1NpT
∫
dv
∫
dR
′
O(R
′
)vNQe−βpve−βA(R
′
) (3.28)
where ZNpT is the appropriate configurational integral, v is the volume of the
simulation cell and p is the pressure. Note that in this equation we use a set
of scaled coordinates R
′
= {R′CMi=1,...,N,q=1,...,Q ,Ωi=1,...,N,q=1,...,Q} where
R′CMi,q = L
−1
BoxRCMi,q (3.29)
In this case the configurational integral in Eq. (3.28) is over the unit cube and
the additional factor of vNQ comes from the volume element dR = vNQdR′
[43]. The Metropolis scheme is implemented by generating a Markov chain
(see Sections 1.3.1) of states which has a limiting distribution proportional to:
exp
[
−β
(
pv + A(R
′
)− NQ
β
ln[v]
)]
(3.30)
A new state is generated by displacing a molecule randomly and/or making
a random volume change. One important difference between this ensemble
and the canonical ensemble is that when a move involves a change in volume
the density of the solid changes. In this case the potential energy in the ini-
tial and final states are different and must be recalculated for the new state,
which is computationally more expensive than changing the configuration of
just one molecule.
As we are working in the rigid-rotor approximation, the intermolecular dis-
tance must not change when applying to the system a volume move. This
implies that r′2i,q − r′1i,q = r2i,q − r1i,q: to satisfy this constraint and the
change of variable (Eq. (3.29)) we change the atoms positions according to:
r′1i,q = (L−1Box − 1)RCMiq + r2i,q r′2i,q = (L−1Box − 1)RCMiq + r1i,q (3.31)
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3.7 Selecting the Interaction Potential
The pair interaction potential has been widely studied and several values for
the coefficients Bl1,l2,l have been reported [32],[33],[34],[35],[36] (see section
3.2). For the anisotropic part of the potential we select the Bl1l2l reported
by Burton et al. (V Burton = V pair) see Eq. (3.1), [32]. The selection of
the Burton coefficients to calculate the interaction potential was made for
three main reasons: i) they include the main six contribution to the gas pair
potential Bl1l2l; ii) the coefficients B202,B022 and B224 are very similar to the
ones reported in Refs. [34] and [36]; iii) they reproduce with good accuracy
the energies of the different configurations calculated in Ref. [36].
To select the isotropic part of the potential we use the PIMC method to cal-
culate the equation of state (EOS). The EOS is a key test case for validation
of both the theoretical model and the intermolecular isotropic potential (see
Ref. [29] and [30]). Note that the anisotropic part of V has a negligible
effect in the calculation of the EOS [41]. The NpT ensemble provides a di-
rect mean for testing the p-T-v relationship against experimental data. Here
p and T are constant input parameters while v is directly measured in the
equilibrated simulation cell.
In Fig. 3.7 we show the EOS for D2 obtained in four different forms: i)
experimental data reported by Hemley et al., in Ref. [39] (triangles); ii) EOS
proposed by Vinet et al., in Ref. [44] (solid line) given by the equation,
p = 3K0
(
v
v0
)− 2
3
(
1−
(
v
v0
) 1
3
)
exp
[
3
2
(
K
′
0 − 1
)(
1−
(
v
v0
) 1
3
)]
(3.32)
(Here K0 = 0.336 GPa is the isothermal bulk modulus, v0 = 19.93 cm
3/mol
is the volume at zero pressure and K ′0 = 6.78 is the first derivative of K0
with respect to pressure evaluated at p = 0 [39]. This form has been shown
to fit the EOS of a wide variety of materials up to high compression [44]);
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Figure 3.7: D2 equation of state obtained in four different forms i) experimen-
tal data reported by Hemley et al., in Ref. [39] (triangles); ii) EOS proposed
by Vinet et al., in Ref. [44] Eq. (3.32)(solid line); iii) PIMC results using
V sRunge Eq. (3.10) (squares); iv) PIMC results using V
s
Cui (circles). The PIMC
technique was applied to a system consisting of 256 molecules of ortho-D2 on
an FCC lattice at T = 20K; the cut-off of the potential was selected at the
second-nearest-neighbor distance and the number of Trotter slices as Q = 64.
iii) PIMC results using V sRunge Eq. (3.10) (squares); iv) PIMC results using
V sCui (circles). The PIMC technique was applied to a system consisting of
256 molecules of ortho-D2 on an FCC lattice at T = 20K, the cut-off of
the potential was selected at the second-nearest-neighbor distance and the
number of Trotter slices as Q = 64. It can be seen from the figure that
even with the softest parameter η V sRunge is too repulsive while V
s
Cui give a
better result for the EOS at high pressures. Thus in this thesis we use as
interaction potential the one reported by Cui et al., V sCui [41] (see Eq. (3.11)):
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3.8 The Solid Structure and the Order Pa-
rameter
It is well documented in the literature that at high temperatures the stable
structure of hydrogen-like solids (H2,D2,HD) is the orientational disordered
HCP lattice [29]. At low pressure and low temperature both even-l species
(para-H2, ortho-D2) form an HCP lattice with molecules in spherically sym-
metric states (disordered). Only the l = 1 solids (ortho-H2,para-D2) have a
low temperature mechanism, the orientational ordering, which can drive the
crystal into the FCC structure thus, for these systems at low temperature
a phase transition from orientational disorder HCP to orientational ordered
FCC (Pa3 see below) takes place.
In Ref. [45], Felsteiner showed that an array of ordered electric quadrupole
moments would have a lower energy on an FCC lattice than on an HCP
lattice. The lowest energy, or ground state, is the Pa3 structure with four
molecules per unit cell shown in Fig. 3.8. Here the molecular centers lie on
the sites of an FCC lattice; the molecular axes are oriented along the four
different diagonals of the four cubic sublattices. This is the structure in the
ordered phases of l = 1 solids ortho-H2 and para-D2 [29].
At T = 0 and pressure of about 28 GPa for ortho-D2 [17] and 110 GPa
for para-H2 [16] the ground state symmetry of the low-pressure breaks and
molecules become orientationally ordered. In hydrogen and deuterium the
transition temperature of the BSP line increases with increasing pressure
[17],[16]. In HD this line is re-entrant and the transition temperature first
decreases and then increases with increasing pressure [18]. Experimentally,
the crystal structure of the BSP is unknown [46], [22].
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(a) Pa3 orientation of the four
molecules on the FCC lattice.
(b) Quadrupoles are aligned
along a different diagonal of the
sublattice cubic cell
Figure 3.8: Fig.22 of Ref. [29]. The lowest energy configuration of
quadrupoles on the FCC lattice.
To determine the BSP line it is necessary to monitor the lattice ordering.
This is usually done by using an order parameter. Runge et al., [40], have
used a lattice biased order parameter that can be written as:
Op =
[
Q∑
q=1
N∑
i=1
1
2QN
(
3 cos2 (ni,q · ui)− 1
)]2
(3.33)
Here {ui} are the unit vectors pointing along a particular set of ordered di-
rections on the FCC lattice. By definition, this order parameter can only
measure the extent of ordering relative to a given orientational structure de-
fined by the set {ui}. In Ref. [40] the set {ui} was selected as the Pa3 ordered
directions, as this is the ground state of the EQQ interaction on the FCC
lattice. In the perfect ordered state of Pa3 〈Op〉 = 1, while perfect disorder
yields 〈Op〉 ≈ 0.
3.9 The HD Re-entrant Phase Diagram
Solid HD in the orientational disordered phase has an HCP lattice [47]; in
order to work with this structure we need an HCP ordered structure, that
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Figure 3.9: Classical potential energy for the HD system as a function of the MC
time calculated using the metadynamics-based MC method proposed in section
1.8 to a system consisting of 256 classical molecules with center fixed on an HCP
lattice at T = 20K; the cut-off of the potential was selected at the second-nearest-
neighbor distance, the grid spacing is of 1× 10−5 a.u. and a high of the Gaussians
of 1 × 10−4 a.u. The inset shows a zoom in the initial transient with the MC
dynamics used before the metadynamics simulation.
minimizes the rotational part of the potential energy, to be used as reference
for generating the unit vectors {ui} used in Eq. (3.33). Here we use the
proposed classical metadynamics-based MC method to force the system to
move in the rotational potential energy space. By doing this the dynamics
will force the system to move through the potential energy space finding the
minimum classical potential energy configuration for the HCP lattice.
We consider a system of 216 classical molecules fixed on an HCP lattice at
T = 20K. The cut-off of the potential V sCui was selected at the second-
nearest-neighbor distance. As molecules can just rotate and interact, they
have just rotational and potential energy. Classically the contribution of
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Figure 3.10: The new structure having the lowest classical energy as seen along
the HCP axis. The rectangular shaped region delineated with a solid line is a unit
cell containing 32 molecules. The primitive cell has a diamond shape (dashed line)
and contains 16 molecules. Both cells consists of two layers AB and A′B′ grouped
separately along the HCP axis. Molecules in the upper layers (B,B′) are shown
in dashed line, while the lower layer is shown with solid line. The AB layers (a)
lie above the A′B′ layers (b).
the rotational energy to Z is constant at a fixed temperature. To find the
minimum potential energy of this system we use the metadynamics-based
MC method described in section 1.8; we consider as collective variable the
potential energy s = V sCui given by Eq. (3.11) and use a grid spacing of
1×10−5 a.u. and a high of the Gaussians of 1×10−4 a.u. As the boundaries
of this collective variable were unknown (actually we want to find one of
them) we use the interpolation procedure explained in section 2.7: this will
generate systematic errors near the boundary, but for the moment we are
just interested in getting good configuration and not in the accuracy of the
free energy.
In Fig. 3.9 we show the classical potential energy for the HD system as a func-
tion of the MC time calculated using the following procedure: In a first step
we start from a random configuration and do normal Metropolis MC till equi-
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libration is reached (see Fig. 3.9 inset), then we turn on the metadynamics-
based MC procedure and find the structure with the minimum energy (data
not shown). Next, in the second step we start the simulation from the found
new structure and reaped the same process again (Fig. 3.9). We see from the
figure that starting from this new structure the system first equilibrates and
then starts to move through energy phase space recovering also the starting
structure. The configurations having higher potential energy are disordered
while those with lower energy have exactly the same structure of the initial
configuration with a small variation in the orientation of the molecules.
In Fig. 3.10 we show the new structure as seen along the HCP axis. The rect-
angular shaped region delineated with a solid line is a unit cell containing 32
molecules. The primitive cell has a diamond shape (dashed line) and con-
tains 16 molecules. Both cells consists of two layers AB and A′B′ grouped
separately along the HCP axis. Molecules in the upper layers (B,B′) are
shown as dashed, while those in the lower layer are shown as solid. The AB
layers (a) lie above the A′B′ layers (b).
The arrows in Fig.3.10 are pointing towards the positive direction of the
HCP axis. The azimuth φ and inclination θ angles for the molecules in the
Table 3.2: The azimuth φ and inclination θ angles for the molecules in the layers
AB and A′B′ in the new structure of Fig.3.10 in a spherical coordinates system
centered in one of the HD atoms.
AB A′B′
φ θ φ θ
145.5 17.0 34.0 16.8
141.8 82.3 151.5 63.9
28.4 64.1 38.1 82.0
85.1 68.9 94.7 69.2
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Figure 3.11: (a) Lattice biased order parameter as a function of the MC time for
three pressures: 64 GPa (up solid triangles), 66 GPa (solid squares), 68 GPa (solid
circles). (b) Average of the order parameter as a function of the nearest-neighbor
separation in units of R0nn = 3.6A
0 (the zero pressure intermolecular separation of
HD [47]). The PIMC technique was applied to a system consisting of 256 molecules
of HD on an HCP lattice at T = 25K, the cut-off of the potential was selected at
the second-nearest-neighbor distance and the number of Trotter slices as Q = 64.
layers AB and A′B′ for the new structure, in a spherical coordinates system
centered in one of the HD atoms, are given in table 3.2. This structure is
very similar to the one reported as the quantum ground state of H2 on the
HCP lattice by Surh et al., [22]. That is, both structures have the same
characteristics (e.g., the unit and the primitive cell) but the orientation of
the molecules are different.
The order parameter Op in Eq. (3.33) is then calculated using as {ui} the
unit vectors pointing along the new structure directions. In Fig. 3.11 (a) we
plot the order parameter Op as a function of the MC time for three pressures:
64 GPa (up solid triangle), 66 GPa (solid squares), 68 GPa (solid circles).
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The PIMC technique was applied to a system consisting of 256 molecules of
HD on an HCP lattice at T = 25K, the cut-off of the potential was selected
at the second-nearest-neighbor distance and the number of Trotter slices as
Q = 64. we see from the figure that for p < 68 GPa, after a transient, Op
converges to a small value Op ≈ 0, while for p = 68 GPa Op shows an up-
ward turn and converges to a value grater than zero Op ≈ 0.27. This abrupt
change in the order parameter indicates the presence of a phase transition.
This can be best appreciated from Fig. 3.11 (b) where we show the average
order parameter, Eq. (3.33), as a function of the nearest-neighbor separation
(Rnn) in units of R
0
nn = 3.6A˚ (the zero pressure intermolecular separation of
HD [47]). The error bars are smaller than the size of the point symbols in the
figure. As seen from the figure, the function 〈O(Rnn/R0nn)〉 has a step-like
increase indicating a phase transition from a disordered phase, to an ordered
one. Our PIMC results suggest that HD, at a temperature of T = 25K,
orders at ≈ 44 GPa on an FCC lattice (data not shown) and at ≈ 68 GPa
on the HCP lattice close to the experimental observation of 56 GPa.
The order parameter defined by Eq. (3.33) depends of the structure selected
for generating the unit vectors {ui}. So, if the system converges to an ordered
structure different from the reference one then Op ≈ 0. Thus the condition
Op = 0 is not sufficient to ensure that the system is in the orientationally
disordered phase. To solve this problem we define a second order parameter
as:
〈OQ〉 = 1
N
N∑
i=1
1
6
3∑
j,k=1
[
1
TMC
TMC∑
t=1
1
Q
Q∑
q=1
Qijk(tq)
]2
(3.34)
where TMC is the MC time, Qitqjk is the j, k component of the quadrupolar
moment tensor of the ith molecule at the qth time slice and at the tth MC
time, defined as:
Qijk(tq) =
2∑
d=1
(
3rij,dtqr
i
k,dtq − r20δjk
)
(3.35)
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where d runs over the two atoms of the molecule, δjk is the Kronecker
delta and the indices j, k run over the Cartesian components x, y, z of the
quadrupole tensor. Note that Eq. (3.34) can be written as:
〈OQ〉 = 1
N
N∑
i=1
1
6
3∑
j,k=1
[QTotaljk ]2 (3.36)
where
QTotaljk =
1
TMCQ
2TMCQ∑
a=1
(
3rij,ar
i
k,a − r20δjk
)
(3.37)
with a = dtq a combined index, is the quadrupolar moment of a system of
“TMCQ” molecules with a charge per atom of (TMCQ)
−1. If the molecules
rotate in MC or Trotter time (spherical symmetry) then QTotaljk = 0; if the
molecules are frozen in both MC and Trotter time then 1
6
∑3
j,k=1
[QTotaljk ]2 =
1.
At low pressure, in the orientationally disordered phase, the molecules have
spherical symmetry in both classical and quantum cases. At low temperature
the molecules are in the spherical symmetric l = 0 ground state. In the clas-
sical region temperature fluctuations induce the molecule to rotate in every
direction making the position time average spherical symmetric. Therefore
〈OQ〉 will vanish in the orientationally disordered phase. On the other hand,
if the molecules break the spherical symmetry, as it happens for very high
pressures, 〈OQ(TMC)〉 > 0. Note that 〈OQ〉 > 0 even if we have a structure
with the quadrupoles moments frozen in a random configuration: thus this
order parameter imposes less restrictions to the molecular configuration than
Op.
In Fig.3.12 we show the convergence of the quadrupolar moment order pa-
rameter 〈OQ〉 as a function of the MC time for four pressures: 62 GPa (down
solid triangles), 64 GPa (up solid triangles), 66 GPa (solid squares), 68 GPa
(solid circles) for the same system of Fig.3.11. Even if the calculation are still
preliminary (they still running), we can extract some important information
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Figure 3.12: Convergence of the quadrupolar moment order parameter Eq. 3.34
as a function of the MC time for four pressures: 62 GPa (down solid triangles),
64 GPa (up solid triangles), 66 GPa (solid squares), 68 GPa (solid circles) for the
same system of Fig.3.11.
from it. As in the previous case, we can say that at 68 GPa we are inside the
ordered phase, while at 62 GPa the order parameter is converging to zero or
at least to a very small value. This result ensures us that the system is in
the rotationally symmetric phase for p < 62 GPa, leaving a range of pressure
62 GPa < p < 68 GPa where the transition can occurs (see dashed region in
Fig.3.13).
Fig.3.13 shows the temperature-pressure phase diagram of solid HD. The
open circles are the experimental transition data [18]. The up open triangles
are the results reported by Shin et al., [21]. The open and closed squares, are
respectively, the constant pressure PIMC results considering an FCC and an
HCP lattice for the same system of Fig.3.11. In our HCP PIMC results (see
Fig.3.13), the solid squares indicate the pressure where we find a clear or-
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Figure 3.13: The temperature-pressure phase diagram of solid HD. The open
circles are the experimental phase line [18]. The up open triangles are the PIMC
results reported by Shin et al., [21]. The open and closed squares are respectively
the PIMC results considering an FCC and an HCP lattice for the same system
of Fig.3.11. The dashed region indicates our uncertainty on the location of the
transition point.
dered structure while the dashed region represents a range of pressures where
the transition could take place. We obtain a re-entrant behavior for the HD
phase line on both the FCC and the HCP lattice. The minimum pressure
at which the transition occurs (pm) is pm ≈ 42 GPa for the FCC lattice and
pm ≈ 65 GPa for the HCP lattice, reasonably close to the experimental value
of pm = 53 GPa and in much better agreement than the previous PIMC cal-
culations reported in Ref. [21], which give pm ≈ 10 GPa. The temperature
at which pm occurs is in very good agreement with the experimental one of
T = 30K, and the HCP high temperature results are in very good agreement
with the experiment.
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In summary, we have applied PIMC within the constant pressure ensemble to
the HD solid at high densities. The isotropic part of the potential was tested
via the EOS, where it was shown that the pair potentials reported in the
literature were too repulsive even including the density dependent correction
suggested by Runge et al., [40]. By using a classical metadynamics-based
MC based scheme, described in section 1.8, to a classical molecular system
with fixed centers, we were able to find a new structure which minimizes
the anisotropic potential energy. The unit cell of this structure contains
32 molecules and the primitive cell has a diamond shape and contains 16
molecules. Both cells consists of two layers AB and A′B′ grouped separately
along the HCP axis and the AB layers lying above the A′B′ layers.
Before to applying our metadynamics-based MC method to the quantum
solid HD we decided to calculate the re-entrant phase line of the BSP to
test both our PIMC algorithm and the interaction potential between the
molecules. With the new classical HCP structure we defined an order pa-
rameter that shows a step like increase as a function of nearest-neighbor
separation Rnn indicating a phase transition from a disordered phase to an
ordered one. We also introduced an order parameter related to the total
quadrupolar moment of the molecule to the better understand the rotational
state of the molecule.
The HD phase line was calculated for both the FCC and the HCP lattice,
obtaining the unusual re-entrant behavior in both cases. We found that the
molecules were in an orientationally ordered state at a minimum pressure
of pm ≈ 42 GPa (FCC) and pm ≈ 65 GPa (HCP), reasonable close to the
experimental value pm = 53 GPa and in better agreement than the previous
PIMC calculations reported in Ref. [21], which give pm = 10 GPa. The tem-
perature at witch pm occur is in very good agreement with the experimental
one T = 30K and the HCP high temperature results are in very good agree-
ment with the experiment. The stage is now ready for the application of
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the proposed metadynamics-based MC method to calculate the free energy
of this quantum system: this future study will shed light on the physics of
the quantum rotational melting at the physical root of the re-entrance in the
phase diagram.
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Chapter 4
Conclusions and Perspectives
We have presented a new metadynamics-based MC scheme that allows cal-
culating the free energy landscape of classical and quantum systems. The
efficiency of this method is similar to that of Wang-Landau method combined
with stochastic series expansion scheme, the state-of-the-art approach in lat-
tice models. Based on the path integral Monte Carlo (PIMC) technique, our
method can be directly applied to continuous, off-lattice quantum problems,
where SSE would be harder to implement.
The convergence of the method had been studied and we had shown that the
history-dependent potential of metadynamics, after a transient, fluctuates
around a well-defined average that, is a good approximation of the negative
of the free energy. Stationary conditions were reached thanks to a novel
functional form of the history-dependent potential that eliminates the sys-
tematic errors at the boundaries generated by finite-width Gaussians. The
error of the algorithm in reconstructing the equilibrium free energy, after
a transient, decays like umbrella sampling performed in optimal conditions,
that is it decreases with a law inversely proportional to the square root of the
simulation time. The proposed approach was tested on a two-dimensional
quantum Ising model, where we reconstruct the free energy as a function of
two and three collective variables. This allows reproducing the thermody-
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namic properties in a whole neighborhood of the point in parameter space
at which the calculation is performed.
We have also applied PIMC within the constant pressure ensemble to the
Hydrogen-Deuterium solid near half a megabar pressure were this interest-
ing system exhibits a re-entrant transition from orientationally disorder to
ordered phase. By using the new metadynamics-based MC based scheme on
a classical molecular system with centers fixed in a hexagonal closed packed
lattice, we were able to find a new structure which minimizes the classical
anisotropic potential energy. The re-entrant phase line was then studied by
monitoring a lattice biased order parameter. We found a re-entrant phase
boundary in good agreement with the experimental one.
The stage is now ready for the application of the proposed metadynamics-
based MC method to calculate the free energy of this quantum system: this
future study will shed light on the physics of the quantum rotational melting
at the physical root of the re-entrance in the phase diagram. In particular
we will applied a bias-exchange metadynamics [48] to this quantum system
considering at least five collective variables, the potential energy, the transla-
tional and the rotational energy, the volume and the order parameter. This
calculation will allows to do extrapolation in both the pressure and the tem-
perature direction. Thus with just one run we will be able to obtain the
thermodynamics information of a whole region in phase space. For example
we will calculate the difference in entropy between the two phases, quantity
that is difficult to obtain in a standard PIMC calculation.
Appendix A
Trotter formula
Theorem: Let Aˆ and Bˆ be Hermitian operators. Then for any real t
lim
n→∞
(
eiAˆt/neiBˆt/n
)n
= ei(Aˆ+Bˆ)t
where i is the imaginary unit. The formula holds even if Aˆ and Bˆ do not
commute.
Proof: By the Taylor series expansion:
eiAˆt/n = Iˆ +
1
n
iAˆt + o
(
1
n2
)
(A.1)
then it follows
eiAˆt/neiBˆt/n = Iˆ +
1
n
i(Aˆ + Bˆ)t + o
(
1
n2
)
(A.2)
thus using the formula for Newton’s binomial series we get(
eiAˆt/neiBˆt/n
)n
= Iˆ +
n∑
k=1
(
n
k
)
1
nk
[
i(Aˆ + Bˆ)t
]k
+ o
(
1
n2
)
(A.3)
since (
n
k
)
1
nk
=
n(n− 1)(n− 2) · · · (n− k)
k!nk
= 1 +
1
k!
o(
1
n
) (A.4)
substituting in (A.3) and taking the limit when n→∞ we have
lim
n→∞
(
eiAˆt/neiBˆt/n
)n
= lim
n→∞
n∑
k=1
[
i(Aˆ + Bˆ)t
]k
k!
[
1 + o
(
1
n
)]
+o
(
1
n2
)
= ei(Aˆ+Bˆ)t
(A.5)
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Appendix B
Density matrix in position basis
As the calculation of the translational and rotational density matrix is not
trivial we included an appendix where they are derived in detail.
B.1 Translational density matrix
Let us assume that we have N distinguishable free particles and that they
are confined in a box of side LBox with periodic boundary conditions. Then
the particles have only kinetic energy and the Hamiltonian can be written
as:
Hˆ = Kˆtra =
N∑
i
Kˆtrai =
N∑
i
(−λ▽ˆ2i ) (B.1)
where λ = ~2/2m, ~ is the Planck’s constant, ▽ˆ2i is the Laplacian operator
and m is the mass of the particles. The kinetic density matrix of a link (a
pair of time slices (Rq−1,Rq)), in the position representation is:
ρkinq (Rq−1,Rq, τ) = 〈Rq−1| e−τKˆ
tra |Rq〉 (B.2)
where Rq = {ri=1,...,N,q} and riq the position of the particle on the ith site
and the qth slice. Then the eigenfunction and eigenvalue of Kˆtra are Φ =
L
−3N/2
Box e
ikn·r and λk2n, with kn = 2πn/LBox and n = n1,n2, · · · ,nN is a
3N dimensional integer vector. As the particles are distinguishable, they
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can be labeled, and the eigenfunction can be taken as the product of the
eigenfunction for the one particle operator, this means:
Kˆi |φi〉 = λk2ni |φi〉 , Kˆ |Φ〉 =
N∑
i=1
λk2ni |Φ〉 = λk2n |Φ〉 (B.3)
where
〈φi| ri,q〉 = L−3/2Box eikni ·ri,q , 〈Φ|Rq〉 =
N∏
i=1
L
−3/2
Box e
ikni ·ri,q = L−3N/2Box e
ikn·Rq
Let us now compute the action of the operator e−τKˆ over the state |Φ〉, by
Taylor expansion we have:
e−τKˆ |Φ〉 =
∞∑
j=0
(−τKˆ)j
j!
|Φ〉
=
∞∑
j=0
(−τλk2n)j
j!
|Φ〉 = e−τλk2n |Φ〉 (B.4)
Let us introduce now an identity factor
∑
n
|Φ〉 〈Φ| in Eq. (B.2) and use the
results obtained in Eq. (B.3) and (B.4) getting
ρkinq (Rq−1,Rq, τ) =
∑
n
〈Rq−1| e−τKˆtra |Φ〉 〈Φ|Rq〉
=
∑
n
e−τλk
2
n 〈Rq−1|Φ〉 〈Φ|Rq〉
=
∑
n
L−3NBox e
−τλk2−ikn·(Rq−1−Rq) (B.5)
Approximating the sum as an integral
∑
n
= (LBox/2π)
3N
∫
dkn1 · · ·knN ,
and completing the square we have
ρkinq (Rq−1,Rq, τ) =
e−
(Rq−Rq−1)2
4τλ
(2π)3N
(∫
dke
−
„√
τλk+
i(Rq−1−Rq)
2
√
τλ
«2)3N
(B.6)
Calculating the Gaussian integral and substituting in (B.2) we get:
ρkinq (Rq−1,Rq, τ) = (4πλτ)
−3N/2e−
(Rq−Rq−1)2
4λτ (B.7)
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Finally by substituting Eq. (B.7) into the definition of the kinetic action (see
Eq. (3.21)) we get;
Akinq =
3N
2
ln(4πλτ) +
N∑
i=1
(ri,q − ri,q−1)2
4λτ
. (B.8)
B.2 Rotational density matrix
Let us assume that we have N distinguishable free rotors and that they are
confined in a box of side LBox with periodic boundary conditions. Then the
particles has only rotational energy and the Hamiltonian can be written as:
Hˆ = Kˆrot =
N∑
i
Kˆroti = B
N∑
i=1
Lˆ2i (B.9)
where B = ~
2
2I , I is the molecular moment of inertia and Lˆ is the angular
momentum operator. The rotational density matrix of a link in the position
representation is:
ρrot(Ωq−1,Ωq, τ) = 〈Ωq−1| e−βKˆrot |Ωq〉 (B.10)
where Ωq = {ωi=1,...,N,q} and ωi,q = (φi,q, θi,q) are respectively the azimuth
and inclination angles in a spherical coordinates system centered in one of
the atoms of the ith rotor in the qth slice.
The exact eigenfunction and eigenvalue of the angular momentum operator,
for one particle, are the spherical harmonic functions Y ml (ω) and l(l + 1)
respectively where l = 0, 1, · · · and m = −l, · · · , l are integers. Let us take
as in the case before, the following notation.
BLˆ2i |ϕi〉 = Bli(li+1) |ϕi〉 , B
N∑
i=1
Lˆ2i |Ψ〉 =
N∑
i=1
Bli(li+1) |Ψ〉 = Bl ·(l+1) |Ψ〉
where 〈ϕi|ωi〉 = Y mili (ωi,q), 〈Ψ|Ωq〉 =
N∏
i=1
Y mili (ωi,q) = Y
m
l (Ωq) (B.11)
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where l andm are 3N dimensional integer vectors. Using the same procedure
we used in Eq. (B.4) for the exponential of an operator, introducing an
identity operator
∑
l
∑
m |Ψ〉 〈Ψ| we get:
ρrot(Ωq−1,Ωq, τ) =
∑
l
∑
m
〈Ωq−1| e−τKˆrot |Ψ〉 〈Ψ|Ωq〉
=
∑
l
∑
m
e−τBl·(l+1) 〈Ωq−1|Ψ〉 〈Ψ|Ωq〉
=
∑
l
∑
m
e−τBl·(l+1)Ym∗l (Ωq−1)Y
m
l (Ωq)
(B.12)
Expanding the sums we arrive at the equation:
ρrot(Ωq−1,Ωq, τ) =
N∏
i=1
∑
l
∑
m
e−τBl(l+1)Y m∗l (ωi,q−1)Y
m
l (ωi,q) (B.13)
Using the addition theorem for spherical harmonics [49]
Pl(cos(Θi,q)) =
4π
2l + 1
l∑
m=−l
Y m∗l (ωi,q−1)Y
m
l (ωi,q),
where cos(Θi,q) = ζi,q−1·ζi,q, ζi,q = (cos(φi,q) sin(θi,q), sin(φi,q) sin(θi,q), cos(θi,q)),
Pl(•) is the Legendre polynomial, we get the final form for the rotational den-
sity matrix:
ρrot(Ωq−1,Ωq, τ) =
N∏
i=1
ρroti,q (Θi,q, τ), (B.14)
where ρroti,q (Θi,q, τ) is the rotational density matrix at a given site (see Eq. (3.24))
ρroti,q (Θi,q, τ) =
∞∑
l=0
2l + 1
4π
Pl(cosΘi,q)e
−τBl(l+1) (B.15)
Finally by substituting Eq. (B.14) into the definition of the rotational action
(see Eq. (3.21)) we get
Arotq (Ωq−1,Ωq, τ) = −
N∑
i=1
ln
[ ∞∑
l=0
2l + 1
4π
Pl (cos(Θi,q)) e
−τBl(l+1)
]
(B.16)
Appendix C
Nuclear Symmetry Species for
Homonuclear Molecules
The Schro¨dinger equation for the nuclear motion in the adiabatic approxi-
mation [30] is given by:[
− ~
2
2µ
∇ˆ2r + V0(r)
]
χ0(r) = E0χ0(r) (C.1)
where µ = m1m2/MT , is the reduced mass for the relative motion of the
nuclei, m1, m2 are the masses of the nuclei, MT = m1 +m2 the total mass,
V0 is the effective internuclear potential and E0 is the energy of a given
state. As the effective potential V0 is spherically symmetric, the solutions of
Eq. (C.1) can chosen to be simultaneous eigenfunctions of Lˆ2 and Lˆz
χ0(r) = fυl(r)Y
m
l (θ, φ) E0 = Eυl (C.2)
where Lˆ is the rotational angular momentum operator of the molecule; r, θ, φ
are the polar coordinates of r in a non rotating frame center at the center of
mass of the molecule; υ, l are the vibrational and rotational quantum num-
bers and Y ml are the spherical harmonics.
To derive the symmetry properties of the wave functions under permutation
of the identical particles contained in the molecule one must introduce the
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spins of the nuclei. An interchange of the orbital variables of the two nuclei
in the homonuclear molecules H2 and D2, amounts to a replacement of the
intermolecular separation r by −r. In the orbital nuclear wave function (C.2)
the vibrational part (fυl(r)) remains unchanged under this replacement since
it depends only on r, and the rotational part changes by a factor (−1)l, the
parity of the spherical harmonics. Hence the orbital part of the nuclear wave
function is symmetric for even l and antisymmetric for odd l.
For H2 the nuclear spin is S = 1/2 (the nuclei are fermions), and the to-
tal nuclear wave function must be antisymmetric. For even l the nuclear
spin function must therefore be antisymmetric i.e. a singlet corresponding
to I = S1 + S2 = 0, and for odd l the nuclear spin function must be sym-
metric, i.e. a triplet corresponding to I = 1. In other words, H2 molecules
with antiparallel nuclear spins (I = 0) can exist only in the even
rotational states l = 0, 2, 4, . . . and H2 molecules with parallel spins
(I = 1) only in the odd rotational states l = 1, 3, 5, . . . There is no
restriction in the vibrational states.
For D2 the nuclear spin is S = 1, the nuclei are bosons and the total nuclear
wave function must be symmetric. For even l the nuclear spin function must
therefore be symmetric, corresponding to I = 0 or I = 2, and for odd l
the nuclear spin function must be antisymmetric I = 1. In other words, D2
molecules with I = 0 or I = 2 can exist only in the even rotational
states l = 0, 2, 4, . . . and D2 molecules with I = 1 only in the odd ro-
tational states l = 1, 3, 5, . . .. In contrast to H2 and D2, the two nuclei in
HD are not identical and hence distinguishable, consequently no requirement
exist on the symmetry of the nuclear wave function.
The degeneracy of a rotational level due to the nuclear spin I is called “sta-
tistical weight” of the level since it determines, together with the rotational
degeneracy, 2l + 1, and the appropriate Boltzmann factor, the equilibrium
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distribution of the molecules over the rotational levels. The most abundant
species at high temperatures are called the ortho and the less abundant one
the para species. Hence ortho-hydrogen refers to molecules with
I = 1, l odd, and a statistical weight gs = 3, and para-hydrogen
to I = 0, l even, and gs = 1. On the other hand, ortho-deuterium
corresponds to molecules with I = 0 or I = 2, l even, and gs = 6,
and para-deuterium to I = 1, l odd, and gs = 3.
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