For any h ∈ (1, 2], we give an explicit construction of a compactly supported, uniformly continuous, and (weakly) divergence-free velocity field in R 2 that weakly advects a measure whose support is initially the origin but for positive times has Hausdorff dimension h.
Introduction
The classical transport equation describing the advection of a quantity
In many examples this may form part of either a passive scalar or an active scalar system depending on whether or not u is dependent on ω. In the case that u is divergence free (and sufficiently regular), this system is equivalent to a continuity equation:
∂ t ω + ∇ ⋅ (ωu) = 0. The connection between the Eulerian and Lagrangian viewpoints for (1) have been widely studied. In the classical theory, if u is uniformly Lipschitz, or satisfies an Osgood-type condition then the Lagrangian trajectories defined by d dt X(t, s, a) = u(t, X(t, s, a)), X(s, s, a) = a
exist for all a ∈ R d and are unique (see [9] , for example). In this case, X(t, s, a) are the characteristics for (1), i.e ω(t, X(t, s, a)) = ω(s, a).
To save notation, we will usually write X(t, 0, a) =∶ X(t, a).
Di Perna and Lions [8] , proved that if u ∈ L 1 (0, T ; W 1,1
then there exists a semigroup Y (t + τ, s, ⋅) = Y (t + τ, τ, Y (τ, s, ⋅)), with Y (s, s, a) = a, that define a trajectory map in the sense that
is a distributional solution of (1), for any ω 0 in a particular subspace of C 1 (R 2 ). This solution is unique subject to growth and decay bounds on the push-forward of the Lebesgue measure X#λ. For these solutions we also have that (2) holds for almost every a where the time derivative is taken in the sense that t ↦ X(t, a) is absolutely continuous, i.e. X(t, a) = a + t 0 u(s, X(s, a)) ds (4) for all t ∈ [0, T ] and almost all a. These results have been extended to the case of less regular vectorfields, for example by Ambrosio and co-authors, see [3] and references therein. In particular, the existence and uniqueness theory for so-called regular Lagrangian flows extends to u ∈ L 1 (0, T ; BV loc ) satisfying (3) and (∇ ⋅ u) − ∈ L 1 (0, T ; L ∞ ) [2] . An example of non-uniqueness of trajectory maps for a non-BV fields in R d , d ≥ 3 was already known due to Aizenman [1] . In brief, he combined rescaled copies of a velocity whose associated flow was piecewise affine at t = 1 4 to construct a measure-preserving velocity that mapped line segments of the form [0, 1] × {y} × {1} to points in [0, 1] × [0, 1] × {0} in finite time, thus allowing any measurable permutation of trajectories on a line segment at time t = 1 2.
Also of note are results giving conditions on a velocity to guarantee that almost evey trajectory avoids a set, depending on its (co)dimension. Aizenman showed that a measure-preserving flow X, corresponding to a time-independant u in the sense of (4) avoids a set A, in a specified sense, if u ∈ L p (R d ) and
where C(A) is essentially the co-box-dimension d − dim B (A). This has been extended to time-dependent flows by Robinson et. al. [14] using the notion of r-dimensional prints. [16] , [17] , and [13] , in which such sufficient conditions for a flow to avoid a subset of [0, ∞) × R 3 are combined with partial regularity results for the Navier-Stokes equations to yield uniqueness of almost every trajectory for suitable weak solutions.
In Section 2 we construct a uniformly continuous, compactly supported, divergence-free, and time-dependent velocity in R 2 , such that trajectory of the origin is not unique in the following sense. There is a time-dependent family of measures ω(t) with ω(0) = δ 0 that is advected by u in a distributional sense, and dim H supp ω(t) = 2 for t > 0. We show that we may even take u locally Lipschitz in [0, 1] × R 2 away from (0, (0, 0)), in the case that dim H supp ω(t) = h ∈ [1, 2).
The velocities constructed in this way naturally fall within the regime of Di Perna and Lions, as they are weakly divergence-free, compactly supported and belong to L q (0, 1; W 1,p ) for a specific range of vaules p ∈ [1, ∞), 1 ≤ q ≤ ∞ (see Propositions 24 and 34). In particular we may take p = q = 1 in all examples. Therefore, the constructed velocities each admit a unique regular Lagrangian flow in the sense of Di Perna and Lions, despite the fact that the dimension of advected sets may have jump discontinuities.
In Sections 3 and 4, we start by considering active scalar systems in two dimensions i.e. (1) coupled with the relation
for some continuous kernel K. We choose K so that there exists a solution ω with ω(0) = δ 0 and dim H supp ω(t) = 1 for t > 0. We do this in such a way that u is uniformly continuous, compactly supported and divergence free. The resulting velocities u also belong to
by Proposition 37. Hence the velocity also admits a regular Lagrangian flow, in the sense of Di Perna and Lions.
Finally, we adapt the two-dimensional example to construct a vectorvalued ω in three dimensions satisfying a transport equation with stretching:
for a matrix-valued K. In this example dim H ω(0) = 1 but dim H ω(t) = 2 for t > 0. We are partly motivated by the problem of analysing the evolution of isolated vortex filaments for the three-dimensional Euler equations, which can be written in the form (6) using the Biot-Savart kernel (see [11] , [15] ):
Formal asymptotics suggest that if vorticity has a δ-distribution as the tangent to a curve, then to leading order, each point on the curve evolves in the direction of its binormal (in the Frenet-Serret sense) at a rate proportional to the curvature, in a rescaled asymptotic sense. See [4] for an example of such classical arguments.
For recent progress on the vortex filament problem for the threedimensional Euler equations and the binormal curvature flow itself, see for example [10] , [6] , [7] .
In [12] Pooley and Rodrigo derive the asymptotics for a family of models of the Euler equations in which vortex filaments have finite velocity along the binormal to leading order. This leads to the natural problem of determining sufficient conditions for a velocity field to flow filaments to filaments. In Section 4 we show that it is not sufficient for the velocity to be divergence free, continuous and W 1,p (R 3 ) even when the velocity is generated by the filament in the sense of (6).
To finish this section we now set up and state our main results. Our results in two dimensions will make use of the following definition of weak measure-valued solutions of the transport equation (1).
Definition 1.
A time-dependent locally finite Borel measure µ = µ(t) is weakly advected by a continuous weakly divergence-free velocity u ∈
In Section 2 we prove the first main result:
Theorem 2. For any h ∈ (1, 2) there exists a uniformly continuous divergence-free velocity u ∈ C c ([0, ∞) × R 2 ) and a time-dependent measure ω that is weakly advected by u, such that supp (ω(0)) = {(0, 0)} but the Hausdorff dimension dim H supp (ω(t)) = h for all t > 0.
Additionally, u is locally
In Subsection 2.5 we also see that if instead u is only locally Lipschitz on [0, ∞) × (R 2 {0}) we can extend this to the case h = 2.
Theorem 3. There exists a uniformly continuous divergence-free velocity u ∈ C c ([0, ∞)×R 2 ) and a measure ω that is advected by u weakly, such that supp (ω(0)) = {(0, 0)} but dim H supp (ω(t)) = 2 for all t > 0.
Additionally u is locally Lipschitz in [0, ∞) × (R 2 {(0, 0)}).
In Section 3 we begin to consider active scalar systems. That is, we add the requirement that the velocity u be recovered from the measure ω by a convolution: Theorem 4. There exists a kernel K ∈ C(R 2 ; R 2 ) and T > 0 such that there exists a time-dependent measure ω that is weakly advected by
and dim H supp ω(0) = 0, dim H supp ω(T ) = 1.
Finally, in Section 4, we extend the construction in Section 3 to the three-dimensional vector-valued case with stretching. That is, we consider weak solutions ω of the system
for given u. In this case we use the following definition of weak measurevalued solutions.
Definition 5. A time-dependent vector-valued locally finite Borel measure ω with locally finite distributional divergence is weakly advected by a continuous velocity
In this context we prove the following.
Theorem 6. There exists a kernel K ∈ C(R 3 ; R 3×3 ), T > 0, and a time-dependent and locally finite measure ω with locally finite distributional divergence that is weakly advected by
such that dim H supp ω(0) = 1, dim H supp ω(T ) = 2, and u is weakly divergence free.
Flows with fractal structure
In this section we prove Theorem 2 and Theorem 3. In each case we begin by constructing a velocity that advects a set of specified dimension into the origin in finite time. From the corresponding trajectory maps (defined below) restricted to the set of interest, a measure can be constructed that is weakly advected by u, in the sense of Definition 1. After a time-reversal argument, these weak measure-valued solutions yield examples where dim H supp ω(t) has the required jump at the initial time.
It should be assumed that A = R d unless specified.
For any fixed α ∈ (1 2, 1 √ 2) we construct a particular inhomogeneous self-similar set S α with dim H S α = − log 2 log α ∈ (1, 2). The construction is such that we can exhibit an explicit example of a divergence free, time-dependent velocity W with X W (t, S α ) = {0} for all sufficiently large t.
The following lemma allows us to pass to the weak formulation from constructions based on trajectory maps. The proof is not difficult and is omitted. A similar, but more involved proof is presented in Lemma 41.
Lemma 8. Let µ 0 be a finite Borel measure with
is weakly advected by u on the time interval [0, T ].
In the weak formulation the solutions of the transport equation are time reversible, as detailed in the following lemma. The proof follows directly from Definition 1 and is omitted. 
Applying Lemmas 8 and 9 to the h-dimensional Hausdorff measure restricted to S α : H 
Notation and a family of maps
We begin the proof of Theorem 10 by setting out some notation. For fixed h ∈ (1, 2) let α = α h ∶= 2 −1 h , denote a scale factor used in constructing the self-similar set S α . These choices are illustrated in Figure  1 .
, fix the following constants for the construction of the flow:
are mollification/cutoff radii, and
is a contraction ratio, associated to the flow.
Notation 2. The set of finite binary words is denoted by
where N 0 = N ∪ {0} and by convention we take {1, 2} 0 = {∅}.
c (R) be non-negative and compactly supported on (0, 1), such that ∫ 1 0 η = δ, for δ = δ α as above. We define the following families of affine bijections on R 2 :
for t ∈ R, where R denotes a (counter clockwise) rotation by π 2 about the origin, i.e. Rx = x ⊥ . Furthermore, for k ∈ N and w ∈ {1, 2} k define
We also take
Notation 4. For ξ ≥ 0 we denote by R ξ the closed rectangle
The self-similar set S α
Denote by I the line segment Figure 1 ). Now let S α be the compact attractor of an inhomogeneous iterated function system:
It is straightforward to check that S α is given by
See [5] and references therein for further discussion of inhomogeneous iterated function systems and the calculation of their attractors. Denote by σ 1 and σ 2 the reflections in the x and y axes respectively. The proof of the following lemma is elementary.
Lemma 11. The attractor S α is invariant with respect to the reflections σ 1 , and σ 2 .
The dimension of S α
We next calculate the Hausdorff dimension of S α . Notation 5. Let H ± denote the closed half-spaces
Proof. By (14) and since I ⊂ R 0 , it suffices to check that F i (R 0 ) ⊂ R 0 for i = 1, 2. Indeed, from this it will follow that F w (R 0 ) ⊂ R 0 for all non-empty finite words w ∈ {1, 2} * . Now
follows by a similar argument, or alternatively by symmetry.
The above calculation shows the following, in fact.
and
As S α is an inhomogeneous self-similar set, we have (see [5] ) that
4δ
Figure 1: Geometric significance of δ, ε and γ. where we use the countable stability of the Hausdorff dimension to estimate the dimension of the first term. HereS α is the attractor of the homogeneous system:
By Corollary 13,S α satisfies a strong separation condition, so the Hausdorff dimension agrees with the similarity dimension. Thus
It follows that dim
Properties of F w (R ε )
We now consider the images of R ε under F w for w ∈ {1, 2} * , the simple facts here will clarify the velocity constructions in the next section.
Calculations similar to those used to prove Corollary 13 yield:
As a consequence we have the following result about the disjointness of the images of R ε R 0 ∩ H δ + ∪ H δ − , which will contain the supports of the the gradients of the velocities we construct later.
Lemma 15. For any w, w ′ ∈ {1, 2} * with w ≠ w ′ and for any t ∈ R
Proof. Without loss of generality, suppose that w ∈ {1, 2} k and w ′ ∈ {1, 2} k ′ with k ′ ≥ k ≥ 0 and k ′ > 0. There are two cases to consider: either there exists 0
In the first case, we may assume that w i = w
In the second case, suppose that w
By injectivity of F t w , the right-hand side is disjoint from
as required. The case w ′ k+1 = 2 is similar.
The velocity field
In this section, we define the divergence-free velocity that will collapse S α to the origin in finite time. It will be constructed from a fundamental (time-independent) local flow. This latter vectorfield is given by applying ∇ ⊥ to a mollified and smoothly cutoff piecewise linear function, thus it is automatically divergence free.
Define the piecewise linear function
where χ is a smooth cutoff supported on R ε and identically 1 on R 0 . The operator J δ denotes convolution with a compactly supported mol-
is a non-negative radial function with supp ρ ⊂ B 1 (0) and ∫ R 2 ρ = 1.
Proposition 16. The velocity field u ∈ C ∞ c defined above has the following properties:
, where σ 1 , σ 2 are the reflections defined in the last section.
The proof of these facts is elementary. We now introduce rescaled and rotated copies of u, corresponding to the images F t w (I) for any finite word w ∈ {1, 2} * . For a vectorfield v, letF
Note that supp (F
and thatF i v are linear with respect to v.
It follows that supp (∇F
We also defineF
Combining the observations above, we have deduce the following properties ofF w u:
Proof. The first two claims follow from Proposition 16.3, Lemma 15, (24), and (25). The third claim follows from (23), since for each w,
From Lemma 14, and Proposition 16.2, it follows that
Furthermore, by Propositions 17.1 and 17.2, the supports of derivatives of the summands in (26) are pairwise disjoint. In combination with the uniform bounds above, this implies that each partial sum in (26) is Lipschitz, with constant bounded independent of k. Thus, the uniform limit U is Lipschitz in spacetime with
for some C η,∂tη ≲ δ, C > 0. By Proposition 16, we obtain an α-independent estimate, which will be useful later
for some C > 0 independent of α.
2.4 A flow contracting S α to 0
Contraction of S α due to U
Since U is uniformly Lipschitz, its trajectory map X U is well defined and continuous, hence if we can show that
* then by (14) it will follow that X U (1, S α ) = γS α . Recall γ = γ α is specified in Notation 1.
The following lemmas allow us to express X U , restricted to S α , in terms of only the terms in (26) with k = 0, 1, and a dilation.
Lemma 18. For any k ∈ N 0 , w ∈ {1, 2} k , y ∈ I and t ∈ [0, 1], 
by Lemma 14 It follows that for y ∈ I, U (t, F t w (y)) is given by
where we have used Lemma 14 and Proposition 16.2 to see that u Fi(Rε) = (−1) i (1, 0). It remains to check that
But this is indeed the case, by a simple inductive argument.
Similarly, we have
Lemma 19. For y ∈ R ε , and w ∈ {1, 2} * ,
Proof. For w ∈ {∅, (1), (2)} this follows directly from the definition of F t w . Suppose by induction that the identity holds for w ′ ∈ {1, 2} k , we check that it is also true for w = (1, w ′ 1 , . . . , w ′ k ), the other case being similar. In this case, by definition and hypothesis we have,
Lemma 20. The trajectory map associated to the velocity
Proof. Since u ∈ C ∞ c , v admits a well-defined, continuous trajectory map X v . In particular, by uniqueness of trajectories, it suffices to check that X v (t, I) ⊂ R × {0} and calculate X v (t, (±1, 0) ).
By the reflective symmetries in Proposition 16.1 we see that u(x 1 , 0) = (u 1 (x 1 , 0), 0) and u(0, x 2 ) = (0, u 2 (0, x 2 )). Now as (F
It now suffices to check that
Hence ±r(t) = X v (t, ±(1, 0)) as claimed.
The above lemmas allow us to calculate X U (t, F 0 w (I)) for all w ∈ {1, 2} * .
Lemma 21. For any w ∈ {1, 2} * , X v as defined in Lemma 20, and
Proof. The second claim follows from the first by Lemmas 19 and 20. Indeed,
w is affine linear. To prove the main claim, fix y ∈ I and w ∈ {1, 2} k . By Lemma 19, we have
Thus, (using the fact that F 0 w is affine linear),
By Lemma 20, y ∈ I implies that X v (y, t) ∈ I, hence applying Lemma 18 yields
The result follows by uniqueness of the trajectory X U (⋅, F 0 w (y)).
As remarked at the beginning of the section, by (29) we have proved the following proposition.
Proposition 22.
X U (1, S α ) = γS α .
A contraction to 0
We now define a velocity that flows S α to the origin in finite time. Let ξ ∈ ( √ γ, 1) then define, for t ∈ R,
where t 0 = 0, and
For the summands in (30) we use the notation
The following lemma completes the proof of Theorem 10.
Lemma 23. For any x ∈ S α , X W (t, x) → 0 as t → 1 1−ξ where X W is the trajectory map corresponding to W .
Proof. The trajectory map corresponding to
by a simple time rescaling argument, and Lemma 42. It follows inductively that
For t ∈ (t k , t k+1 ) observe that supp W k (t, ⋅) ⊂ γ k R ε . Combining these facts yields
uniformly with respect to x ∈ S α . Finally, we verify the Sobolev regularity of the velocity W . 
Proof. Note that the temporal supports of the summands in (30) are mutually disjoint, and W k is, for each t, Lipschitz with respect to x with constant ξ −k L, where L is the space-time Lipschitz constant of U . Also for any x, W k (t, x) is Lipschitz with respect to t with constant γ k ξ −2k L < L. Hence, for any T ∈ (0,
Since U is bounded, there exists C > 0 such that
Combined with the Lipschitz properties on [0,
), this uniform convergence implies that W is uniformly continuous in [0,
and has compact support. Now by (28), for t ∈ [t k , t k +
which is satisfied if (32) holds.
A non-uniqueness of full dimension
We adapt the construction above for a sequence α n → 1 √ 2
, to exhibit a divergence-free vectorfield flowing a two-dimensional set (of measure zero) into the origin in finite time. For the sake of clarity we will choose a number of explicit constants during the construction, these choices do not affect the strength of the result.
Theorem 3 is a consequence of the following theorem, with the applications of Lemmas 8 and 9 to the restricted Hausdorff measure H 
For all t ∈ [0, T ],Ṽ (t, ⋅) is locally Lipschitz on R 2 {(0, 0)}.
An auxiliary flow ν
The velocities U α from the previous section are the key building block in the proof of Theorem 25, but in order to flow S to a single point, we additionally construct a velocity that advects certain affine copies of sets S αn .
having bounded first derivatives Dχ L ∞ ≤ C and symmetry in the xaxis:χ(σ 1 x) =χ(x).
and, for t ∈ (0, 1],
Proof. This follows from the fact that
and the right-hand side is contained in
Similarly, we see that ∂ t χ k and ∂ t χ j have disjoint support if j ≠ k.
whereη ∈ C Proof. Uniform convergence follows from the estimate
where we have used (35). For the Lipschitz property, it follows from Proposition 26 that for any ∈ N and any first-order spatial derivative ∂ x ,
for all x and for some j = j(x) ∈ 0, 1, . . . , . For x ∈ [g m (1), g m−1 (0)] × R and t ∈ [0, 1], we use (33) and (34) to estimate the first term as follows:
for some C > 0 independent of m, and t. Since g m (1) < g m (0) for all m ∈ N and g m (0) → 0 as m → ∞, this term gives a uniformly bounded contribution to the derivative of (36) for all x ∈ (0, ∞) × R.
The second term in (37), is uniformly bounded in [0, 1] × R 2 since x ∇Φ , ∇χ j and Φ are. For the last term we have,
by (35) and the definition of Φ.
A similar argument shows that ∂ t ∑ k=1 ν k is uniformly bounded (with respect to t ∈ [0, 1], x ∈ (0, ∞) × R, and ∈ N).
It follows that the partial sum of (36) of order is Lipschitz in [0, 1] × (0, ∞) × R, with constant independent of . By (33), the partial sums also have support contained in [0, 1]×(0, ∞)×R, and are therefore also uniformly Lipschitz in [0, 1] × R 2 . We conclude that ν is Lipschitz in [0, 1] × R 2 as the uniform limit of these partial sums.
By the choice ofη, ν can be extended (by zero) to a Lipschitz function on [0, ∞) × R 2 . Moreover, ν is weakly divergence free, as the uniform limit of divergence-free functions.
The following property is the reason for constructing ν.
, and let X ν denote the trajectory map associated to ν, then
for all k ∈ N 0 and x ∈ Q.
Proof. To simplify notation we may reparametrise in time, and assume thatη ≡ 1. Indeed, consider the velocityν given by (36), with η ≡ 1. Ifŷ(t) is a trajectory ofν, i.e. ∂ tŷ =ν(t, y(t)), then y(t) =ŷ( ∫ t 0 η) is a trajectory of ν and y(1) =ŷ (1) .
After this simplification, it is enough to check that ν(t, y) = −24(7 8)
Indeed, if this is the case, and if y 0 ∈ (7 8) 0) is a trajectory for ν, i.e. ∂ t y = ν(t, y(t)), and y(1) = y 0 − 24 8 0) , which can be written in the form required in (38). For y as in (39), we have
Moreover
, and Φ ≡ 1 on {x ∶ x 1 > 10 x 2 }, we see that
To verify the case j < k, (40) implies that y ∉ int(H
) and supp ν j (t, ⋅) ⊂ H gj (t) + so indeed, ν j (t, y) = 0. Hence (summing over j, and subject to reparametrising in time) ν(t, y) = − Corollary 29.
Proof. By symmetry of χ k , X ν preserves R × {0}. The result follows from the fact that ν(0) = 0 and ν(t, (24 − 3t, 0)) = (−3, 0), as above, so X ν (1, (24, 0)) = (21, 0) = (7 8)(24, 0). 
, we combine rescaled and rotated copies of U αn and ν to construct a uniformly continuous divergence-free velocity field that is locally Lipschitz away from the origin and flows a two-dimensional set to the origin in finite time.
The contraction ratio of S αn (defined by (13)) under the flow U αn (defined in (26)) is then
Next define a collection of affine linear maps:
Then denote by S the set
(see Figure 3) . As the union of sets with dimensions
as k → ∞, it follows that dim H S = 2.
We can now present the velocity that contracts S by the factor 7 8.
where V k is the following finite sum of rescaled copies of U α k which induces a contraction of S α k by a factor 7 8 in unit time, independent of k:
Since X Uα k (1, S α k ) = γ k S α k , we see that for n = 0, 1, . . . , k + 1
In particular
S α k . We also have, by symmetry of U α k that
so, using Lemma 42,
Considering the supports of the summands in (43), γ 1 2 ) , and
Combining this with the the definition of G k yields:
we will use this fact later. A particular consequence of (45) is that G j (R 1 2 ) ∩ G k (R 1 2 ) = ∅ if j ≠ k, so the terms in the sum in (42) have disjoint support in space. Therefore we have:
Proposition 30. V (t) is weakly divergence free for all t ∈ R.
Lemma 31. There exists a unique trajectory map X V associated to the velocity V .
Proof. For t ∈ [1, 2] , V (t) = ν(t − 1), is Lipschitz (with constant independent of t), and V vanishes outside of t ∈ [0, 2]. It therefore suffices to check that the trajectories for the flow V are unique for t ∈ [0, 1].
Note that V is continuous in space-time and by (27),(28), the first derivatives of V k satisfy
and V (t) is Lipschitz (with constant independent of t) on G k (R 1 2 ) for k ∈ N 0 . Indeed, the union in (47) is a disjoint union of compact sets by (45), and V (t) G k (R 1 2 ) = V k . Hence X V is well defined, subject to checking that the origin admits a unique trajectory.
, by uniqueness of trajectories in that domain. We may assume that t 0 is minimal with respect to the condition Y (t 0 ) ∈ G k (R 1 2 ). Now by a similar argument, there is t 1 ∈ (0, t 0 ) and j ≠ k (by minimality) such that
Proposition 32.
Proof. By (45), the supports of the summands in (42) are disjoint so (44) implies that
Using the notation of Proposition 28,
so combining that proposition with Corollary 29, we conclude that
as required.
As for the regularity of V , we have the following.
Lemma 33. V is uniformly continuous in R×R 2 , and Lipschitz in R× H ξ + for any ξ > 0. Moreover, V is locally Lipschitz on R×(R 2 {(0, 0)}).
Proof. Since V (t, x) = ν(t − 1, x) for t ∈ [1, 2] , and
for all k, and t ∈ R [0, 2], it suffices to prove uniform continuity in
),
), V (x, t) ≲ (n + 2)(7 8) n .
Hence for any ξ > 0, V (t, x) is Lipschitz on [0, 1] × H ξ + with constant depending on ξ, and V (t, x) → 0 uniformly as x 1 → 0. Uniform continuity of V follows.
Finally, by (46), supp V ⊂ (R × ⋃ n H 1 n + ) ∪ (R × {(0, 0)}), so V is locally Lipschitz on the required set.
Flowing S to 0
We can now prove Theorem 25, from which Theorem 3 follows, as noted previously.
Proof (of Theorem 25). Using the velocity V defined by (42) we construct a velocity field that flows S to the origin in finite time. Recall that dim H S = 2 by (41). We writẽ
n−1 , for k ∈ N, and t 0 = 0.
By Proposition 32,
and so XṼ (18, S) = {0}. Since V is bounded and uniformly continuous, so isṼ (which converges uniformly to 0 as t → 18), by a similar argument to the proof of Lemma 33. Furthermore,Ṽ is Lipschitz on R × H ξ + for any ξ > 0, and locally Lipschitz on R × (R 2 {(0, 0)}) by Lemma 33. Since V is weakly divergence free, so isṼ .
To complete this section, we prove the claim from the introduction regarding the Sobolev regularity of V .
log (9 8) .
Proof. For p ∈ [1, ∞) and k ∈ N,
Hence, by (42) and the properties of ν, V ∈ L ∞ (0, 2; W 1,p ). This relies upon the fact that by the choice of α δ
, and the fact that p < ∞ to obtain W 1,p convergence of (42). The claimed regularity forṼ follows from arguments similar to those in Proposition 24.
u that are not only divergence free, but also satisfy an active scalar system.
In this section we prove Theorem 36 (stated in the next subsection), from which Theorem 4 follows, by Lemmas 8 and 9. We now recall the main result of this section: Theorem 4. There exists a kernel K ∈ C(R 2 ; R 2 ) and T > 0 such that there exists a time-dependent measure ω that is weakly advected by
Lagrangian construction of the measure ω
Fixing a line segment I = [−1, 1] × {0}, we will consider an active scalar system in which the velocity is recovered by convoluting a continuous kernel K ∈ C(R 2 ; R 2 ) with a pushforward of the 1-Hausdorff measure on I:
By virtue of Lemma 8, if X is also the trajectory map of u given by (49) then ω(t) = X(t)#H 1 I is the weak solution of the measure-valued active scalar system (8) . In order that u be weakly divergence free, it is enough that K is given by a perpendicular gradient
for some κ ∈ C 1 (R 2 ; R).
, differentiable with respect to t if u(t, x) given by (49) exists for all x ∈ X(t, I) and t ∈ [0, ∞), and X is a trajectory map for u on I, in the sense of Definition 7.
The claimed construction can now be formalised in the following theorem.
Theorem 36. There exists κ ∈ C 1,1 2 c (R 2 ; R) such that K = ∇ ⊥ κ admits a flow X with X(0, x) = x for all x ∈ I, and X(t, I) = {0} for all sufficiently large t > 0.
where χ is a smooth cutoff function with χ(r) ≡ 1 for r ≤ 2 and χ(r) ≡ 0 for r ≥ 3. Note that κ vanishes smoothly where it changes sign, except at 0 where it is only C 1,1 2 . The corresponding kernel is
to α for every ε > 0, hence so is Y . Similarly, Y is non-increasing with respect to t for any fixed α. It therefore suffices to show that Y (1, t) = 0 for all sufficiently large times t. Now by monotonicity of Y (t, α) and K(α, 0) (with respect to α), 4 Active-scalar systems: Ribbons in R 3
In this section we adapt the 2D example in the previous section to prove Theorem 6 . That is, we present an active scalar system (with vortex-stretching) that admits a divergence-free weak measure-valued solution and where the support of the measure is initially a line segment but has Hausdorff dimension 2 for sufficiently large positive times. As before, we begin with a Lagrangian construction of a system in which the image of a two-dimensional set collapses in finite time, then pass to a weak formulation and which is reversible in time. 
Lagrangian construction
In Lagrangian coordinates this system is equivalent to ω(X u (t, α)) = ∇ α X u (t, α)ω 0 (α).
Hence we will consider a velocity u recovered from a flow X via u(t, x) = Ξ K(x − X(t, α))∂ α2 X(t, α) dα,
for some continuous matrix-valued kernel K.
Definition 38. A kernel K ∈ C(R 3 ; R 3×3 ) admits a flow X ∈ C([0, ∞)× Ξ; R 3 ) of ω 0 if X is differentiable with respect to t and α 2 , the corresponding u, defined by (55) exists on {(t, x) ∶ t ∈ [0, ∞), x ∈ X(t, Ξ)}, and ∂ t X(t, a) = u(t, X(t, a)) X(0, a) = a
for all (t, a) ∈ [0, ∞) × Ξ, i.e. X = X u is a trajectory map for u.
The main construction of this section is contained in the following Theorem.
Theorem 39. There exists a kernel K ∈ C(R 3 ; R 3×3 ) admitting a flow X of ω 0 such that X(t, Ξ) ⊂ {0} × [−1, 1] × {0} for sufficiently large times t > 0. 
constructed following the steps of the previous section. Fix X ∈ C([0, ∞)× Ξ; R 3 ) defined by X(t, α) ∶= (0, α 2 , Y (t, α 3 )) ∈ Ξ. Now ∂ α2 X = (0, 1, 0) is defined for almost all α ∈ Ξ and so, for x ∈ Ξ, (55) becomes:
By the choice of χ, for x, y ∈ Ξ κ(x − y) = (x 1 − y 1 )(x 3 − y 3 ) (x 1 − y 1 , x 3 − y 3 ) 1 2 ,
and since x 1 = X 1 (α) = 0 for α ∈ Ξ, ∂ 3 κ {0}×R 2 ≡ 0. Hence to verify (56), it remains to check that , (0, 1, α 3 ) )) − ϕ(X (t, (0, −1, α 3 ) )) dα 3 . 
