In this papei we consider the problem of similarity between video sequences. Three basic questions are raised and (partially) answered. Firstly, at what temporal duration can video sequences be compared? The frame, shot, scene and video levels are identified. Secondly, given some image or videofeature, what are the requirements on its distance measure and how can it be "easily " transformed into the visual similarity desired by the inquirer? Thirdly, how can video sequences be compared at different levels? A general approach based on either a set or sequence representation with variable degrees ofaggregation is proposed and applied recursively over the different levels oftemporal resolution. It allows the inquirer to fully control the importance of temporal ordering and duration. Promising experimental results are presented.
INTRODUCTION
The daily growing number of video databases and their sheer volume place content-based search tools in high demand. One proven search technique is query by video sample. The MoCA (Movie Content Analysis) project7 at the University of Mannheim is currently working on a system called VisualGREP, whose query paradigm follows the well-known UNIX "grep" command for text files. The user specifies a video sample and the type of similarity he/she is interested in, and VisualGREP searches the video database for similar video sequences. Prerequisite to the construction of such a search tool is the systematic analysis both of the various methods to compare video sequences and of the distance measures between them. As for any kind of "grep", the query video sequence is much shorter than the video database which is searched.
Our paper presents a systematic method to compare and retrieve video sequences at the four levels of temporal resolution of videos: frame, shot, scene and video. At each level, features are employed to transform the video sequences into an appropriate representation. A normalized measure of distance between the representations of two video sequence is defined to capture their similarity. To the authors' knowledge, this is the first paper to present not only domain-independent methods to compare frames, shots or short sequences but also techniques to compare temporally large entities such as scenes and full-length feature films for general video. A domain-specific approach has been presented by Swanberg et. al. 16 .
RELATED WORK
Many content-based image indexing and retrieval systems support querying the database by example. Recently they have extended their range to the video domain. To do so they have basically added cut detection and create for each shot one or several representative frames, either by some kind of image mosaics4 or by reference frame selection. These images are then indexed as standard still-images. Often motion information is added on a per-reference-frame or shot basis. Well-known examples are QBIC4, VisualSeek'5 and Virage5. However, since these systems originated from still-image systems they do not go beyond the shot level to scenes or full-size videos. Moreover, they map the video into the still-image domain, ignoring the temporal order. Besides these systems, White and Jam have developed a general framework for efficient global and local matching in image databases. They call their framework ImageGREP17 .
One of the few architectures designed exclusively for video retrieval by example is described in . Consequently, their proposed algorithms take the temporal order of the frames into account. In a first step, a signature is derived for each video sequence by using the DC coefficients of window pairs and their motion components. Then, the distance measure between a query video sequence and a database video sequence is defined by the average distances between corresponding frames in the signature representation. However, they do not develop a general frame work for arbitrary features.
Any measure of video similarity should imitate the human visualjudgement. A thorough investigation of the psychological findings regarding human judgement of similarity can be found in 14 whose basic statements are the basis for our design of distance measures.
VIDEO SIMILARITY
When are two videos similar? There is no straightforward answer. The aspects of video similarity are manifold and its definition at the semantic level vague. For example, let us assume that one video shows the US president at a gala dinner. Would a second video showing the president be similar, or a third video showing a family dinner? We conclude that there is no absolute measure of similarity, instead one has to let the user decide in the query what he/she is looking for. This is somewhat similar to regular expressions the user has to specify in the UNIX grep command. In this paper, we consider three orthogonal aspects of video sequences:
Levels of Temporal Resolution
Video sequences can vary considerably in length. They may range from several frames up to tens or hundreds of thousands of frames. Obviously, the type of similarity between two short video sequences (several seconds in length) and the assessment procedure ought to differ from that between two long video sequences (several minutes in length). Thus, video sequences have to be classified with respect to their temporal length before an appropriate comparison scheme can be applied. Following the standard hierachical video model, we classify video sequences into shots, scenes and video. A shot refers to a continuous camera recording. In a query it can also be a subsequence of that. A scene denotes a video sequence that is longer than one shot and shorter than a video, exhibiting some characteristic shot feature pattern. The type of characteristic shot pattern is determined by the query video. Last but not least, a video denotes a full-length video production. At these four levels video similarity will be investigated.
Temporal Order
Video sequences consist of images. Hence, video sequences can be considered as a set of images and one can use the similarity between image features to judge video similarity. The similarity between two video sequences can then be measured by the number and amount of similar image features. We call such a view a set representation of a video sequence. Note, this view ignores any temporal ordering of the image features.
Often it is desirable to consider the temporal ordering of video sequences by imposing the ordering constraint on the still-image features. We call such a view a sequence representation.
Temporal Duration
The temporal duration in this context denotes to what extent the temporal duration of a feature is important. For instance, having a shot consisting of two parts, a 3-second near still-image of a human who suddenly runs out of the frame within 2 seconds raises the question of how important the temporal duration is. Usually we may represent such a shot by one reference frame on the still-images and five on the running human. Is it then acceptable to use these ordered reference sequences as a shot representation? Or should we also consider the time a reference frame covers? That decision is independent on the choice of representation.
It should be up to the user to set the importance of the temporal duration. In the case of the sequence representation, for instance, one user might demand that the precise temporal development be met; another user might be satisfied if the video sequences have the same relative pace (slow-motion I normal-motion); while a third user might only be interested in the fact that a video sequence is developing, ignoring any pace.
These three different orthogonal aspect will be discussed further in Section 5.
FEATURES AND THEIR DISTANCE MEASURES
Whenever comparing two things of the same type, one has to specify the criteria for the comparison. Usually the criteria are denoted as features in the field of image and video content analysis. The value of a feature can be any kind of data such as a scalar value, a vector value, another image or a text string. In this article, features are derived from a set or sequence of individual frames, shots, scenes and videos.
Since the features are employed to judge the visual similarity of video sequences, it is crucial that these distance measures resemble human similarity/distance perception to some extent. For some of the possible features such as color there exist well-accepted perceptually uniform distance measures. However, for all other features, measures which model human perception to some extent or -less pretentiously -may be useful, have to be defined. Note that each feature requires its own distance measure.
Some Image and Video Features
In order to make the subsequent discussion more concrete, we now introduce some low-level to high-level image and video features together with reasonable distance measures for them. They represent only a small set of all possible features.
Color Atmosphere
The color atmosphere is an important feature of a frame and a frame sequence. It is often viewed as a compact summary. In practice, it is usually measured by some sort of refined color histogram technique such as the color coherence vector (CCV)9. The CCV makes use of the spatial coherence and is thus much more discriminative than the basic color histogram. Instead of counting only the number of pixels of a certain color, the CCV additionally distinguishes between coherent and incoherent pixels within each color class j depending on the size of the color region they belong to. . a1 , the number of coherent pixels of colorj and . 13j , the number of incoherent pixels of colorj.
Then, the color coherence vector CCV, is defined as the vector ((a, 3') (a, )) normalized by the number of pixels. Two CCVs CCV1 and CCV2 are compared by In experimental results this measure outperforms the Euclidean distance9. The distance values range from 0 to about 2n. Since we are interested in measures which approximate human perception, the CIE L*a*b* color space is used. It was designed for perceptual uniformity8.
Motion Intensity
Motion intensity is another important feature of a frame sequence. It describes whether or not there is much motion present: either object motion or camera motion. The shortest possible sequence for which motion intensity makes sense is a sequence of two contiguous frames. In this paper motion intensity is measured by means of the edge change ratio (ECR)'8. In our experience, ECR seems to be a little more reliable than the block motion vectors and faster to calculate.
Let y be the number of edge pixels in frames n, and Xc" and the number of the entering and exiting edge pixels in frames n and n-I, respectively. Then the edge change ratio ecr between frame n-i and n is defined as in out ecr = max(X n' n -) and ranges from 0 to 1 . In order to make the measure robust against small movements, pixels in one image which have pixels nearby in the other image (e.g. within 6 pixels' distance) do not count as entering or exiting pixels. Notice that unlike 18 the edge change ratio here is not used to detect scene breaks, and no global motion compensation is performed before the ECR's calculation.
The ECR of a frame sequence f is defined as the average of the ECR values over all frames in the sequence. The advantage of the ECR as a characteristic parameter is that it registers structural changes in the sequence such as entering, exiting and moving objects, as well as fast camera operations. However, it is somewhat independent of variations in color and intensity since it relies on sharp edges only.
Frontal Faces
In most video genres the people are an essential or even the most important part of a video. Thus, a face detector and a method of identifying faces of the same person within the same shot/scene/video and across videos is highly desirable. Such a feature is a rich resource of semantics as we will see in Section 5.
One of the most reliableface detectors in digital image research was developed by Rowley, Baluja, and Kanade10. Their system recognizes about 90% of all upright and frontal faces while only sporadically mistakenly identifying non-face areas as faces. Therefore, we have recreated their proposed neural network-based frontal face classification system for arbitrary images as a basis for our frontal face detector in video sequences. Each face detected is described by the vector (t, y10, s, y). It specifies the frame t, in which a face of size s (in pixels) was detected, as well as the x-and y-coordinates (x0, 05) of its center and its angle of incline y.
Two faces F1 and F2 are compared according to one of the following three features: size, position and visual similarity. The size difference measure is given as the ratio between the larger and the smaller face, i.e. as max{s /s s7/s1} the spatial distance is measured by means of the Euclidean distance between their centers, and the visual distance is measured by means of the Euclidean distance of their eigenface representation, i.e. of their projection into the face space13. Our face space was determined from a training set of 1247 frontal images of faces, the same set used to train the neural frontal face detector.
Type of Framing
There exist two different kinds of framing of frame sequences, especially shots: static framing and mobile framing.
STATIC FRAMING: Static framing of the objects in a video shot gives us a sense of the camera distance, i.e. of being far away from or close to the mise-en-scene. Based on the position and size of their frontal views of faces, shots can be classified as2 S a long shot: the whole human figure is visible S an American shot: the human figure is framed from the knees up.
• a medium shot: human bodies are framed from the waist up, or as • a close-up: just the head is visible.
This classification is commonly used in film art. For shots with frontal face appearances the camera distance can be estimated. The ranges of the face positions and sizes for the different classes may be determined empirically based on experimental inquires. However, for the query by video paradigm the closeness of two frame sequences with respect to their types of static framing is evaluated based on the similarity of the average size of the largest face in each frame of a frame sequence.
MOBILE FRAMING: Mobile framing usually denotes the dominant camera motion such as pan/dolly, tilt and zoom.
Extraction of that motion is a complex task and algorithms have been proposed in and . Once extracted, camera motions can be compared logically based on their classes and within the same classes, based on their distance measure. However, their integration into the Visua1GREP is an open task for the future.
Normalization of Distance Measures
Santini and Jam'4 presented a thorough investigation of the psychological findings regarding human similarity judgement. Although there still exists no generally accepted model of similarity perception and their proposed model requires the estimation of too many parameters in order to be practically usable, some basic rules nevertheless emerge. From a cognitive point of view, it is essential (1) to find the range of distance values to which humans are sensitive (with respect to a query) and (2) to achieve saturation of the distance values outside these regions.
Saturation is a vital point since it prevents a large dissimilarity with respect to one individual feature value from dommating the whole distance measure. It also suppresses small distances that are often the result of noise. Note that the degree of human sensitivity to dissimilarity is very adaptive: It differs greatly between a set of similar images on the one hand, and a set of in-homogeneous and diverse images on the other hand.
For a moment let us assume that the range I ,a21 represents the range of distance values of a feature to which an inquirer is sensitive with respect to his/her query. Then, his! The first kind comprises all features whose desired similarity judgements usually should not vary from query to query. Consequently, default values can be determined that are suitable for most queries. Examples are face similarity and CCV. Their default parameters are determined by presenting frames or frame sequences to users and letting them assess their similarity with respect to the feature. In our experiments users answered the questions by means of the position of a slider ranging from complete agreement (0 = yes, differences are not significant) to complete disagreement (1 =no, differences are too great; the objects have nothing in common). When users formulate a new query they can use these default values or modify them cautiously. A useful and intuitive tool would show some examples from the video database which lie at the distance values specified for a1 and a2.
In contrast to that, the desired similarity judgement of the second kind of features differs considerably from query to query. Default values can be specified, however, they are generally re-set, since their values are context dependent. Examples are the lightness and lightness difference, as well as face location and size. For each such feature a visually intuitive way of specifying one's similarity judgments should be found. For instance, one's spatial locations similarity judgement can easily be specified by showing two frames of the query frame sequence. The user then specifies his/her similarity preference by drawing the lower and upper distance boundaries upon these frames. Any distance less than or equal to the lower boundary (so-called "don't care" distance) will be regarded as the same position, while any distance equal to or larger than the upper boundary will be regarded as completely different.
COMPARISON OF MOTION PICTURE SEQUENCES
In this section a new and general video comparison approach is proposed and applied recursively over the different levels of temporal resolution. Without loss of generality, we will use only one feature in the following. Section 6 describes how the representations derived from different features can be combined.
At Frame Level
Frames may be compared by any image feature whose defined distance measure fulfills the requirements stated in Section 4. Such a distance measure should be constructible for most image feature. Applicable in addition are video features such as the optical flow which can be derived from a sequence of frames and assigned to an individual frame.
At Shot Level
Shots are represented by the features derived from their respective frames. A feature can be derived from one or several frames, and is assigned to that or those frames. If a feature is calculated for each frame in the shot, such a feature description is called non-aggregated. If a feature is derived from a set/sequence of frames, such a feature description is called partially aggregated. If at the very most, only one feature is derived for the whole shot, it is called cornpletely aggregated. In addition, as mentioned above, we distinguish between a sequence and a set representation. In a sequence representation, the features are over time. If the feature values are computed for each frame, ordering is scalar. The ordering becomes increasingly ordinal with increasing aggregation since we allow the aggregation to be adaptive throughout the shot. Contrary thereto, set representation ignores the temporal order. It only considers the amount and degree of similarity between the feature values. At the highest level of aggregation, both sequence and set representation degrade to a completely aggregated representation: the shot is described by only one feature value.
Sequence Representation
Non-aggregated Sequence The aim of this representation is to preserve the precise temporal development of a shot. Therefore, a shot is represented by the sequence of the feature values calculated per frame. Then, each value is regarded as a character, the domain of possible values as an alphabet, and the sequence of characters as a string. Two sequences can now be compared by applying well-known string searching algorithms such as the approximate substring matching (asm) and longest common subsequence (lcs) search. For lack of space we will consider only the asm here. For more details about the lcs search consult 6 APPROXIMATE SUBSTRING MATCHING: Given a query string A of length P and a longer subject string B of length N, the approximate substring matching asm(A,B) finds the substring of B that aligns with A with minimal substitutions, deletions and insertions of characters'2. The minimal number of substitutions, deletions and insertions transforming A into B is called the minimal distance D between A and B. A cost of 1 is assigned to deletions and insertions, while the cost of transforming a character from a to b is weighted by the normalized distance multiplied by 2. This metric is called the edit distance.
The usage of the similarity measure between two feature values as the variable cost function for substitutions allows the ranking of two sequences with respect to similarity. Two sequences A and B are regarded as identical if the minimal distance D between query string A and subject string B does not exceed the threshold tASM] and as completely different if it exceeds the threshold tASM2. These thresholds are used to construct the normalized feature distance function and are determined empirically. In our experiments they are set to 5% and 90%, respectively, of the length of the query string A.
The asm measure judges similarity based on the whole shorter string, i.e. nothing is left out of the comparison, while the Ics measure uses only the longest common subsequence. Therefore, the asm is usually more appropriate in queryby-video sample applications where the query video contains only and all aspects important to the user. Moreover, the computation of the asm is less expensive than that of the ics. Both measures determine the position of the subsequences which led to that distance judgement, an aspect important to the presentation of the result list in query-byvideo applications.
Examples of generic questions which can be answered by the asm and the Ics with respect to some feature in the case of non-aggregated sequences are:
. Are two shots identical?
. Is one shot a subsequence of the other? . Do two shots have a subsequence in common?
This information has many useful applications. For instance,
. the CCV feature can be used to automatically set up hyperlinks between identical shots such as between original news footage from news agencies broadcast at different times on different channels, and
. the similarity between faces and their positions can be used to determine all shots in a video database showing the same person(s) in a spatial and temporal setup similar to those in the query shot.
Non-aggregated sequences do not tolerate major deviations in the rate at which a feature develops. Therefore, in most cases partially aggregated frame sequences are more appropriate.
Partially Aggregated Frame Sequence This representation aims to preserve the rough temporal development of a shot by means of a few representative frames, so-called r-frames. The level of "roughness" can be controlled. The less important the precise temporal succession of the frames is, the fewer r-frames are needed. In our work, temporal precision is controlled by the maximum allowed feature distance between two contiguous r-frames, specified by thresholdteature. Simultaneously the visual precision of the representation of the sequence decreases with the increase of the threshold since each r-frame covers a larger area of tolerated "visual" differences. The use of a negative threshold results in a non-aggregated sequence representation. Note also that a threshold of zero aggregates still-image sequences.
Given a shot S consisting of n frames f f, and the maximum allowed feature distance between two r-frames by thresholdteature, r-frames are generated as follows:
1. i := 1; rNo := 1; rFramerNo :=fj 2. while ((i <= n) && (distance(rFramerNo,fi) <(0.5 * thresholdteature)) 2.1. i++ 3. rFramerNo :=j 4 . while (i <= n)
The algorithm is visualized in Figure 2 . Note that for each feature or feature combination we demand an individual reference frame selection process. Very often r-frames are selected as a visual abstract for users and then afterwards mis-used for feature extraction. From the features' point of view this two-step approach with different goals in different steps is likely to cause many errors since the r-frames selection process is neither tailored to nor suited for most features.
Employing approximate string matching the following questions can be answered
• Is one shot a slow motion of the other? (using CCV)
• Find all shots where persons moves similar to the one in the current shot (using the position of frontal 
Set Representation
The aim of this model is to preserve the static content of a shot by means of a few representative frames. Temporal development and temporal order are of no interest here. Obviously, if we are tolerant in classifying similar frames there is no need to use all frames. On the other hand, one r-frame per shot will not suffice. By employing the r-frame generation process introduced in Section 5.2. 1 and depicted in Figure 2 , the distance between some reference frame of S1 and S2 will be at most 2*thresholdteature the distance between some frame in shot S1 and some frame in S2 is less than or equal to thresholdteature. As a result, we lose some precision by concentrating only on the reference frames, while reducing significantly the computational cost of comparison and storage.
Given two shots S1 and S2 and their respective r-frame sets R1 and R2 , they are compared based on the following measure:
' min{djeature(ri, r2)1r2
In our experiments it was normalized by a1 = 0 and a2 0.5 . Ru . Notethat the distance measure is not symmetric.
Completely Aggregated Set or Sequence
This representation describes a shot as one completely aggregated unit. As mentioned above, there is no difference between the completely aggregated sequence and set representation. Characteristic features are only computed for the complete shot. They may result from the sequence or set representation by setting the feature threshold to infinite. All information is contained in a single feature value. The shots are compared directly by the feature's normalized distance function.
By means of the features described in Section 4. 1 the following shot information can be extracted and compared:
. type of static framing (long shot, American shot, medium shot, close-up), . type of mobile framing (i.e. dominant camera operation),
. amount of action (motion intensity), . strength of average luminance (lightness), . shot length, and . number and list of faces.
At Scene Level
A scene can be represented as a sequence or set of features at some aggregation level, too. The basic units (or characters in string matching terminology), however, are the shots. They in turn are compared based on the concepts developed in Section 5.2, resulting in a recursive computation scheme.
Examples of queries that can easily be formulated are: Find all frame sequences which are similar to • a certain spatial layout of frontal faces over the course of time (e.g. a dialog with speaker A to the left of the image center in shot 1 and 3 and speaker B to the right of the image center in shot 2 and 4),
. a given dialog with specific people,
. a typical shot length pattern (e.g. a scene with shots of decreasing length from Hitchcock's "The Birds"), or
. a typical action pattern (e.g. a scene of alternating calm and action-loaded shots).
Shot length and action patterns are often summarized under the term film rhythm.
At Video Level
At this level frame sequences consisting of several scenes up to full video productions such as feature films, documentaries, sitcoms, etc. are compared. Questions of the following type can be answered:
• If both input videos are different versions of the same feature film, what are the differences? This is a reasonable question since for many feature films one can find short and long versions as well as special versions edited for video cassettes, airlines and countries.
• If two videos have several shots or scenes in common, do these appear in the same temporal sequence or is the temporal structure completely different, perhaps indicating a re-purposing of existing material? With regard to the characteristic shot patterns found at the scene level, do two videos share a similar temporal structure?
We use two normalized measures: the correspondence measure and the re- In a first step, the entities are compared against each other in order to construct a graph where nodes represent entities and edges entities similar with respect to some feature. Two entities are considered to be similar if their feature distance is below a specified threshold (see sample graph in Figure 3) . Then, the following useful measures can be computed:
CORRESPONDENCE MEASURE: The correspondence measure specifies the percentage of the entities of video1 which are similar to entities in video2. It is formally defined as
Correspondence(videol, vzdeo2) = E m E / E with IE' n E21 denoting the cardinality of the set of entities of E1 for which at least one similar entity could be found in E2. Note again that the correspondence measure is not symmetrical, i.e. exchanging the roles of video1 and video2
usually affects its value. For example, if Correspondence(video1,video2)=O.9 and Correspondence(video2,video1)=O.5, the conclusion can be drawn that video1 is a shortened version of video2.
RE-SEQUENCING. The re-sequencing measure analyzes whether the entities two videos have in common appear in the same sequence or in a reordered sequence. Such a measure can be used, for instance, to judge whether some video source material has been compiled in a content-, context-and structure-preserving manner. A low re-sequencing
Similarity graph constructed to calculate the correspondence measure and the re-sequencing measure value indicates that the material is mainly used in its original structure, thus preserving the content and context; a high re-sequencing value signals that the context of the shot has been changed by editing. Most probably this will result in a new content; thus, a high re-sequencing value can indicate a re-purposing of the source material. The re-sequencing measure is calculated as follows:
1. countReOrderings := 0
ii count the number of re-orderings found 2. countOrderAgreements .=0 The algorithm determines the number of minimum relative re-orderings necessary to transfer the sequence of crossvideo-linked entities of video1 into a sequence with the same ordering as the sequence of cross-video-linked entities of video2. In the worst case, the ordering is reversed, resulting in N-i re-orderings. The measure ranges from 0 (same ordering) to 1 (reversed ordering). An example is given in Figure 3 : The thick lines show the edges selected by the algorithm. No re-ordering was necessary.
SET AND SEQUENCE REPRESENTATION: Obviously, the set and sequence algorithms are also applicable. In this case appropriate shot and scene representation are considered as the basic unit or characters and the cost of transforming these features is given by the normalized distance between them. For instance, given a trailer of a movie, the original feature film can be found by using the shot set representation and comparing shots based on a non-aggregated set representation of CCVs.
COMBINING FEATURES INTO A QUERY
Each feature captures only a specific aspect of a video frame or video sequence, and is usually not sufficient to describe the similarity judgement desired by an inquirer. Therefore, several features can be combined to a new feature in a query to capture the desired similarity judgement more accurately. A new feature and its distance measure is defined either by a logical expression or by a weighted sum of exiting features and their normalized distance measures. The weighted sum allows to formulate queries such as: "Find all shots which are similar to the query video with respect to the ECR and CCV. The importance of ECR is 30% and of CCV 70%. This method of combining feature is often used in image retrieval database systems4'5. Logical expressions of features allow similar queries. Since the membership functions are inverted here, unlike usual membership functions, a logical AND is defined as the maximum over all distance values of the distances of the various features and a logical OR as its minimum. A logical NOT remains one minus the distance value.
EXPERIMENTS
METHODOLOGY. The performance of any indexing and retrieval system is usually measured by its recall and precision values. In our case, recall specifies the ratio of the number of relevant video sequences found to the total number of relevant video sequences in the database. Precision specifies the ratio of the number of relevant video sequences to the total number of returned video sequences. Since in our experiments the search result list always consists of the ten most similar video sequences, the definition of precision here is changed in the case where all relevant video sequences in the database are retrieved. In that case precision is defined as the ratio of the number of all relevant video sequences to the rank of the least relevant video sequence in the result list. The ground truth, i.e. the decision whether a video sequence is relevant or not, has to be determined by humans. Naturally the measure for relevance is the hu man si nnlaritv judeeriient I )ytth,.si;. The video database consisted of 4 hours of video from various sources. They were dieiti7ed from German TV as M-JPLG of size 360x270. In detail, the video database consisted of the feature ti ins "(iroundhoo I)a '' and 'True lies''. the newscast ''Taesschau''. the series "Bavwatch'' as well as several TV commercials and live concert recordings. For each of them we calculated the features listed in Section 4.1 and stored them in a laree database tilt'. One of these videos, namely "Groundhoe Day''. is very peculiar and very well suited for evaluating our algorithnis: It consists of many very similar hut not identical scenes repeatine throughout the whole movie.
Qt FERtES. In preparation for our experiments we watched all the videos several times and made a note whenever \\ c thought we sav sunilar shots or scenes with respect to some feature. Based on these video sequences we constructed five queries at the shot level. They are listed in Table I . All query sequences were taken from "Groundhog l)a\ REst.'t:rs. 'I'he experimental results with non-aggregated video sequence representations and those with a feature threshold of ().5 of the maximal possible feature distance are sunirnarized in Table 2 . They show two pioperties: Firstly, the sequence representation performs better on sequences with niotioti sitlce it takes the temporal de\ elopnient into account. For calm scenes, however, the set and sequence representations perform similar on our queries.
Secondly, there seeni to he no difference in retrieval performance for non-aggregated and slightly aggregated Table 2 :Experimental results with a = 0, a = 10%
During our experiments we observed that the results of the video comparison algorithms improved with the size of the database. This suggests that the proposed algorithnis are appropriate for large video archives of thousand of hours
CONCLUSION
We have proposed a general method for similarity matching of video sequences of different lengths and at different levels of temporal resolution. Four levels are considered: frame, shot, scene and video. At each level the features ot the level of higher temporal resolution are employed, leading to a recursively defined video sequence siinilarit\ incasure. The temporal ordering and duration can he fully controlled h' the user via the type of representation I sequetice or set) and the level of aggregation (non-ageregated. partially aggregated or completely aggregated). At the vidco level we have also introduced two new specialized cotnparison metrics: the correspondence and resequencing incasure. Moreover, we showed how a feature's distance measure can be easily adjusted to the actual desired similarit ludgements of a user.
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The experimental results on our video database of four hours of video are very promising. The experiments suggest that the proposed algorithms scale with the size of a video database with respect to retrieval quality. In the next few years we plan to build up a large database of thousands of hours of video with some broadcasting stations. This will enable us to evaluate the proposed and other video comparison schemes more thoroughly.
Generally, videos are audio-visual streams. In this paper we have concentrated on the visual part only. Our approach is general enough to be used for an AudioGREP. Assuming that audio features such as amplitude, frequency, pitch, onset and offset are available together with their distance measures the AudioGREP would work just like the VideoGREP. For instance, given an explosion as the query audio, other explosions can be retrieved from an audio database. Therefore, we plan to add audio features to our VisuaIGREP resulting in an AudioVisualGREP.
