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Prefacio
Podra´ suceder que volva´is a vuestra tesis incluso decenas de an˜os ma´s tarde. Pues
habra´ sido como vuestro primer amor y os resultara´ dif´ıcil olvidarla. En el fondo,
habra´ sido la primera vez que hace´is un trabajo cient´ıfico serio y riguroso, lo cual
como experiencia no es poco.
Umberto Eco. Co´mo se hace una tesis
Problemas parabo´licos no lineales:
de los feno´menos de explosio´n al comportamiento asinto´tico
As´ı se titula esta Memoria. Y encontrar un t´ıtulo apropiado que defina en pocas
palabras su contenido no ha sido tarea fa´cil. Al final hemos optado por e´ste, que,
aunque quiza´ algo ambiguo, responde al u´nico objetivo de intentar agrupar bajo
un mismo nombre los distintos problemas que aqu´ı tratamos.
La Memoria consta de tres partes muy distintas entre s´ı, en las que se resuelven
distintos problemas abiertos dentro del campo de las ecuaciones parabo´licas no
lineales. Los temas que nos ocupan son:
explosio´n en problemas de reaccio´n-difusio´n;
soluciones de viscosidad para difusio´n no lineal;
difusio´n en dominios espaciales con agujeros.
Dada la distinta naturaleza de los problemas aqu´ı estudiados, se hace necesario
usar te´cnicas muy diferentes para abordar cada uno de ellos. Existen sin embargo
i
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dos herramientas comunes utilizadas en todas las partes de la Memoria: la com-
paracio´n con subsoluciones y supersoluciones y la autosemejanza. Estas te´cnicas,
habituales en la literatura, se aplicara´n con objetivos diferentes en cada caso. Las
usaremos, en la Parte I, para determinar si las soluciones de un determinado pro-
blema esta´n acotadas en todo tiempo finito o no, en la Parte II para definir la
nocio´n de solucio´n o para determinar el decaimiento de la solucio´n en la Parte III.
La Parte I de esta Memoria esta´ dedicada a estudiar la formacio´n de singula-
ridades en problemas parabo´licos con difusio´n no lineal, tanto desde el punto de
vista anal´ıtico como nume´rico. En concreto nos preguntamos, en los cap´ıtulos 2 y 3,
si para un sistema con dos ecuaciones de reaccio´n-difusio´n acopladas de forma no
lineal es posible que una de las componentes tienda a infinito en tiempo finito, que
explote, mientras que la otra permanece acotada. En trabajos previos, J. P. Pinas-
co y J. D. Rossi por un lado y J. D. Rossi y F. Quiro´s por el otro estudian, en [94]
y [97] respectivamente, los mismos problemas que los tratados en estos cap´ıtulos
pero restringie´ndose a difusio´n lineal. Esta restriccio´n permite hacer uso de fo´rmu-
las de representacio´n, que no esta´n indicadas en el caso de difusio´n no lineal, por lo
que se hace necesario modificar las te´cnicas. En el Cap´ıtulo 4 volvemos a considerar
un sistema de dos ecuaciones de reaccio´n-difusio´n, pero ahora sus dos componentes
explotan simulta´neamente. Este feno´meno resulta quiza´ ma´s complicado de tratar
que el de la explosio´n no simulta´nea, estudiada en los cap´ıtulos anteriores, y por
ello nos restringimos al caso lineal. En el Cap´ıtulo 2 y en el 3 hay una componente
que esta´ acotada y que por tanto podemos considerar asinto´ticamente (segu´n nos
acercamos al tiempo de explosio´n) constante, limita´ndonos as´ı a estudiar el pro-
blema escalar. Esto no es posible cuando las dos componentes tienden a infinito
simulta´neamente. Los resultados obtenidos en el Cap´ıtulo 4 completan los traba-
jos previos de M. Pedersen y Z. Lin, [92], J. D. Rossi, [102] y S. Zheng, B. Liu y
F. Li, [115], cubriendo adema´s los casos cr´ıticos, de los que nada se sab´ıa hasta
el momento. Finalmente, en el Cap´ıtulo 5, desarrollamos un esquema nume´rico
adaptativo para problemas parabo´licos que presentan singularidades. En concreto
el me´todo reproduce el comportamiento de las soluciones del problema estudiado
en el Cap´ıtulo 3. Las dificultades del ana´lisis se deben, fundamentalmente, a que
los teoremas de convergencia usuales no incluyen casos singulares como los que
aqu´ı se analizan.
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El trabajo que presentamos en la primera parte de la Memoria ha sido rea-
lizado en colaboracio´n con Julio D. Rossi, tanto en la Universidad Auto´noma
de Madrid como durante una visita de investigacio´n a la Pontificia Universidad
Cato´lica de Chile y a la Universidad de Buenos Aires. Aunque ligados por medio
de una idea comu´n, la explosio´n de soluciones en tiempo finito, los cuatro cap´ıtulos
son independientes entre s´ı y cada uno de ellos ha dado lugar a un art´ıculo de
investigacio´n, ve´anse [18], [19], [20] y [21]
Cap´ıtulo 2: The role of nonlinear diffusion in non-simultaneous blow-up.
J. Math. Anal. Appl. 308 (2005), 92–104.
(con F. Quiro´s y J.D. Rossi).
Cap´ıtulo 3: Non-simultaneous blow-up for a quasilinear parabolic system
with reaction at the boundary.
Comm. Pure Appl. Anal. 4 (2005), no. 3, 523–536.
(con F. Quiro´s y J.D. Rossi).
Cap´ıtulo 4: A complete classification of simultaneous blow-up rates.
Appl. Math. Lett. 19 (2006), no. 7, 607–611.
(con F. Quiro´s y J.D. Rossi).
Cap´ıtulo 5: An adaptive numerical method to handle blow-up in a parabolic
system.
Numer. Math. 102 (2005), no. 1, 39–59.
(con F. Quiro´s y J.D. Rossi).
El Ape´ndice A complementa la primera parte de Memoria. En e´l se resume
brevemente otro me´todo nume´rico adaptativo que resulta apropiado para el estudio
de feno´menos de explosio´n en problemas de evolucio´n. El trabajo aqu´ı presentado
fue realizado durante una estancia de investigacio´n en la Universidad de Buenos
Aires en colaboracio´n con Pablo Groisman y Julio D. Rossi y ha dado lugar a la
siguiente publicacio´n, [17]:
Fully discrete adaptive methods for a blow-up problem.
Math. Models Methods Appl. Sci, M3AS. 14 (2004), no. 10, 1425–1450.
(con P. Groisman y J.D. Rossi).
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En [25], L. A. Caffarelli y J. L. Va´zquez estudian las soluciones de viscosidad
para la ecuacio´n de los medios porosos escrita en la variable presio´n. Una con-
tinuacio´n natural de este trabajo se presenta en la Parte II, donde se an˜ade un
coeficiente no lineal a la ecuacio´n presentada en [25]. Las dificultades te´cnicas que
aparecen en este caso surgen del hecho de que no hay una familia expl´ıcita de
soluciones que se pueda usar para comparar, como ocurr´ıa en [25], y tendremos
que conformarnos con usar subsoluciones y supersoluciones. Adema´s, al igual que
en ese trabajo, la demostracio´n de la unicidad de soluciones no es directa, sino que
requiere el paso por la variable densidad. La transformacio´n de presio´n a densi-
dad, que ahora no es tan inmediata como en el caso lineal y requiere de un estudio
detallado, proporcionara´ una de las herramientas ma´s importantes en el desarrollo
de la teor´ıa.
Esta parte de la Memoria consta de tres cap´ıtulos, cap´ıtulos 6, 7 y 8, en los
que desarrollamos los resultados publicados en el siguiente art´ıculo, [23]:
Viscosity solutions for quasilinear degenerate parabolic equations of porous
medium type.
Indiana Univ. Math. J. 54 (2005), no. 3, 817–860.
(con J.L. Va´zquez).
En la Parte III de la Memoria se caracteriza el comportamiento de la solucio´n
de la ecuacio´n de los medios porosos en un domino exterior cuando el dato de
frontera es de tipo Dirichlet homoge´neo. Este estudio surge como continuacio´n
del trabajo anterior publicado por F. Quiro´s y J. L. Va´zquez, [101], donde se
analiza el comportamiento asinto´tico de la misma ecuacio´n, pero tomando como
dato de frontera una funcio´n no trivial que no depende del tiempo. Una de las
dificultades principales que aparece en nuestro estudio es la necesidad de construir
subsoluciones del problema que aseguren que la solucio´n no se hace ide´nticamente
cero, feno´meno que no pod´ıa suceder en [101] debido al dato de frontera. Es ma´s,
como la solucio´n con dato de frontera cero tiende a cero, se hace necesario realizar
un cambio de escala espacial para poder “ver” el l´ımite. Al igual que en [101] la
te´cnica principal que se utiliza para caracterizar el comportamiento asinto´tico es
la de matching, o combinacio´n de desarrollos asinto´ticos. No obstante, la forma
en la que se usa difiere de un trabajo a otro, ya que, si en [101] se caracteriza el
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comportamiento cerca de la frontera libre a partir del comportamiento en el interior
del dominio, en nuestro caso se invierte la implicacio´n. Es decir, el comportamiento
cerca de la frontera libre ayudara´ a determinar el comportamiento de la solucio´n
en el interior.
Los resultados que presentamos han dado lugar a un art´ıculo de investigacio´n,
que ha sido enviado para su posible publicacio´n, [22]:
Asymptotic behaviour of the porous media equation in domains with holes.
(con F. Quiro´s y J.L Va´zquez).
Si bien es verdad que las tres partes son, en cuanto a su contenido, muy distintas
entre s´ı, hemos querido unificar su estructura. As´ı, cada parte esta´ compuesta
por una Introduccio´n, donde se plantea el problema y se resumen los resultados,
cap´ıtulos intermedios en los que se desarrolla la teor´ıa y un cap´ıtulo final, titulado
Conclusiones y comentarios, en el que, adema´s de matizar algunos aspectos del
problema tratado, se proponen problemas abiertos.
A lo largo de esta Memoria presentamos el trabajo realizado durante los u´lti-
mos seis an˜os. Corr´ıa el verano del an˜o 2000 cuando, entre chapuzones y largas
tardes al sol, me planteaba la posibilidad de empezar a trabajar en una empresa
o de entrar en el mundo universitario, un mundo con el que siempre hab´ıa convi-
vido y con el que, al mismo tiempo, siempre hab´ıa son˜ado. Al final pudo ma´s la
pasio´n y aqu´ı estoy. El tiempo pasa ra´pido, pero no ha sido en vano. Durante estos
an˜os he tenido tiempo para aprender, para viajar, para trabajar e incluso para
disfrutar. Seis an˜os que han concluido con la escritura de esta Memoria y la cual,
probablemente, no habr´ıa visto la luz si, no so´lo durante seis an˜os, sino durante
veintiocho, yo no hubiera recibido la ayuda y el apoyo de la gente que esta´ a mi
alrededor.
Las primeras palabras de agradecimiento tienen que ser sin lugar a duda para
mis padres. Gracias por todo lo que habe´is hecho por mı´; gracias por apoyarme
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en cualquier decisio´n que haya tomado; gracias por aconsejarme. En definitiva,
gracias por estar siempre ah´ı donde os haya podido necesitar.
A Juan Luis: gracias por el tiempo que me has dedicado y por todo lo que me
has ensen˜ado.
A Fernando: gracias por escucharme, por preocuparte por mı´, por ayudarme y
por tener tanta paciencia conmigo. Gracias por todas las horas que hemos pasado
garabateando papeles, en la pizarra o delante del ordenador.
Julio, a ti te quiero dar las gracias por todos los buenos momentos que hemos
pasado trabajando juntos. Gran parte de esta Memoria es fruto del entusiasmo
que me has transmitido.
A la gente de la Pontificia Universidad Cato´lica de Chile y de la Universidad
de Buenos Aires tengo que agradecerles su hospitalidad. Gracias Martin, gracias
Patu por hacerme sentir como en casa.
Uno de mis ma´s gratos recuerdos escolares es el “Fenster o¨ffnen, hier stinkt!1
con el que empezaban siempre las clases de F. Crevoisier. Gracias por ayudarme
a dar mis primeros pasos en el apasionante mundo de las matema´ticas.
Gracias Maite por todos los consejos que me has dado durante nuestras largas
charlas, ya fuese tomando cafe´ o en una apasionante tarde de compras. Te echo de
menos.
Para la mayor´ıa de la gente trabajar resulta duro. Cuando en tu lugar de
trabajo tienes buenos amigos, todo es mucho ma´s sencillo. Gracias Chema, Dani,
Javi, Pablo, Rau´l y Ana, por acogerme en vuestra panda. Gracias Fernando y
Jose, porque resulta agradable comer con compan˜´ıa. Lola, gracias por tu apoyo.
Cristina y Elena, gracias por aguantar mi mu´sica y mi incansable parloteo durante
el tiempo que hemos compartido despacho.
Portu y Ana, “los amigos”. Pasamos horas y horas juntos: en el fondo del mar
o en la cima de una montan˜a, en el cine y en el teatro, cenando en un sitio fino
o en la tasquilla de debajo de casa. . . y creo que nunca lograre´ que entenda´is en
que´ consiste mi trabajo; gracias de todas formas por escucharme. Gracias tambie´n
por las risas, sin las cuales todo se har´ıa cuesta arriba.
Gracias Ana, porque con tus pocos meses de vida, ya eres lo ma´s importante
1¡Abrid las ventanas, aqu´ı apesta!
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que tengo en la mı´a. Gracias tambie´n porque la mayor motivacio´n que puedo tener
despue´s de un largo d´ıa de trabajo es saber que al volver a casa encontrare´ tus
pequen˜as manitas y tu gran sonrisa.
Y por u´ltimo a ti Gonzalo: porque sobran los motivos y las palabras nunca
podra´n expresar todo mi agradecimiento, simplemente, gracias por estar siempre
a mi lado.
Madrid, junio 2006
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IExplosio´n en sistemas de
reaccio´n-difusio´n

Introduccio´n
Una de las propiedades ma´s notables que distinguen a los problemas de evolu-
cio´n no lineales de los lineales es la posibilidad de formacio´n de singularidades a
partir de datos regulares para los que se puede establecer una teor´ıa de existencia,
unicidad y dependencia continua para pequen˜os intervalos de tiempo. Considere-
mos un modelo sencillo en el que aparece un te´rmino de reaccio´n,{
u′ = up,
u(0) = u0 > 0,
con p > 1. Esta ecuacio´n tiene como u´nica solucio´n
u(t) = Cp(T − t)−
1
p−1 , Cp = (p− 1)−
1
p−1
con T = u1−p0 (p− 1)−1.
En este ejemplo tan simple puede verse que la solucio´n u esta´ bien definida
para todo 0 < t < T , mientras que
l´ım sup
t↗T
‖u(·, t)‖∞ =∞.
Cuando esto ocurre decimos que u explota (blow-up en la literatura inglesa). En
general, si u′ = f(u), donde f es positiva, creciente y regular, la condicio´n de
Osgood, [91], ∫ +∞ 1
f
< +∞,
es necesaria y suficiente para que u(t) explote en tiempo finito T en el sentido
anterior.
3
4 Introduccio´n
Un ejemplo sencillo de una ecuacio´n de evolucio´n en la que no aparecen singu-
laridades si los datos son regulares lo proporciona la ecuacio´n del calor,
ut = ∆u, (x, t) ∈ RN × (0,∞).
Como el valor de la solucio´n u tiende a igualarse en el todo el espacio a medida
que pasa el tiempo (se difunde), en ocasiones tambie´n se denota a esta ecuacio´n
con el nombre de ecuacio´n de difusio´n.
En vista de estos dos ejemplos anteriores uno se puede preguntar que´ le ocurri-
ra´ a la solucio´n de una ecuacio´n en la que se combinan te´rminos de difusio´n con
te´rminos de reaccio´n.
¿Esta´ la solucio´n definida globalmente? ¿hay explosio´n?
En otras palabras, nos planteamos si en la evolucio´n de la ecuacio´n “gana” el
te´rmino de difusio´n o si por el contrario el efecto de la reaccio´n se ve reducido por
la difusio´n.
Centre´monos en el siguiente modelo de reaccio´n-difusio´n
ut = ∆u+ u
p,
para describir las principales cuestiones que surgen en el estudio de este tipo de
ecuaciones.
¿Hay explosio´n para algu´n dato?, ¿explotan todas las soluciones o so´lo algu-
nas?, ¿para que´ datos explotan las soluciones?
Para nuestro problema modelo se sabe que hay soluciones que explotan si y so´lo
si p > 1. El valor cr´ıtico p = 1 se conoce como exponente de existencia global.
Adema´s, si 1 < p ≤ pc = N+2N todas las soluciones cla´sicas no negativas (no
triviales) explotan en tiempo finito, mientras que si p > pc hay soluciones globales
y soluciones que explotan. Un problema para el cual explotan todas las soluciones
se llama un problema de Fujita y el nu´mero pc se conoce como exponente de Fujita.
¿Cua´ndo se produce la explosio´n?
Diremos que hay explosio´n cuando T , el tiempo en el que la solucio´n se hace
infinita, es una cantidad finita. Existen otros tipos de explosio´n, la explosio´n en
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tiempo infinito o grow-up y la explosio´n instanta´nea, pero no sera´n objeto de
estudio en esta Memoria.
¿Do´nde se produce la explosio´n?
Para una solucio´n que explota en tiempo finito es interesante poder definir el
conjunto espacial de puntos donde la solucio´n se hace infinito. Cuando el proble-
ma esta´ definido en RN existen tres alternativas: explosio´n puntual, en la que el
conjunto de explosio´n tiene medida del Lebesgue N -dimensional cero; explosio´n
regional, en la que la medida de dicho conjunto es finita y positiva, y explosio´n
global, en la que la solucio´n explota en todo punto. Estas nociones se adaptan
fa´cilmente al caso en que el problema no esta´ definido en todo el espacio.
Para el problema modelo la explosio´n es siempre puntual. Sin embargo, hay
otros problemas de evolucio´n para los que hay una mayor diversidad de compor-
tamientos. Como ejemplo tenemos la ecuacio´n de medios porosos con reaccio´n,
ut = ∆u
m + up, m > 1, p > 1.
La explosio´n es puntual si p > m, regional si p = m y global si p < m.
¿Co´mo se produce la explosio´n?
En la respuesta a esta pregunta aparecen dos aspectos importantes: la tasa de
explosio´n de u, esto es, la velocidad a la que tiene lugar la explosio´n y el perfil de
explosio´n, es decir, la forma espacial de la solucio´n cerca del tiempo de explosio´n.
Para el problema modelo (conm = 1) se prueba que las soluciones que explotan
en tiempo T lo hacen con la misma velocidad que la solucio´n plana que explota en
ese mismo instante,
l´ım
t↗T
(T − t) 1p−1‖u(·, t)‖∞ = (p− 1)
1
1−p .
La teor´ıa matema´tica de explosio´n comenzo´ en la de´cada de 1960 con los tra-
bajos de Kaplan [80] y Fujita [62], [63]; aunque no existe todav´ıa una teor´ıa
completa, lo que por otra parte puede resultar casi imposible dada la cantidad
y variedad de problemas que existen, s´ı se han realizado estudios exhaustivos en
algunos modelos. Existen algunos libros que muestran muchos de los resultados
conocidos y que contienen extensas listas de referencias, por ejemplo [12], [104].
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Sin embargo, e´ste es un campo muy activo en el que hay continuamente nuevos
resultados. Algunos de ellos esta´n recogidos en [43], [64] y [85].
Todas la referencias arriba detalladas se centran, en mayor o menor medi-
da, en problemas escalares. Existen tambie´n numerosos trabajos que se ocupan
de la explosio´n en sistemas parabo´licos de reaccio´n-difusio´n, ya sea en proble-
mas definidos en todo el espacio ([50]) o en dominios acotados ([27], [49], [60]),
as´ı como en sistemas acoplados a trave´s de su frontera mediante flujos no lineales
([41], [42], [96], [113], [114]). Todos ellos consideran difusiones lineales y se cen-
tran fundamentalmente en encontrar curvas de Fujita y curvas de existencia global.
En el caso de difusiones no lineales, determinar curvas de Fujita es un problema
dif´ıcil que so´lo ha sido resuelto en casos particulares, [95], [104].
Comencemos considerando un ejemplo sencillo, en el que hay dos ecuaciones
de reaccio´n-difusio´n, ut = ∆u+ u
p,
vt = ∆v + v
q,
(x, t) ∈ RN × (0, T ),
con dato inicial (u0, v0) no negativo. Este ejemplo resulta quiza´ un poco artificial,
ya que las ecuaciones esta´n desacopladas y por tanto se pueden estudiar simple-
mente los dos problemas escalares y combinar los resultados. Es fa´cil ver que para
que haya soluciones que exploten, basta con que o bien p > 1 o bien q > 1.
Obse´rvese que para que el par (u, v) explote, basta con que lo haga una de sus dos
componentes. Adema´s, si se cumple al menos una de las condiciones
1 < p ≤ N + 2
N
, 1 < q ≤ N + 2
N
,
entonces todas las soluciones explotan.
La situacio´n es ma´s compleja, y ma´s interesante, si en las ecuaciones del ejem-
plo anterior intercambiamos los te´rminos de reaccio´n. Es decir, consideramos un
sistema cuyas ecuaciones esta´n acopladas, y en el que por tanto no se puede tratar
cada ecuacio´n de forma independiente, ut = ∆u+ v
p,
vt = ∆v + u
q,
(x, t) ∈ RN × (0, T ),
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con dato inicial (u0, v0) no negativo. En [48] se demuestra que hay soluciones que
explotan si y so´lo si pq > 1. Adema´s todas las soluciones no triviales explotan si
se cumplen las dos condiciones siguientes
pq > 1, γ :=
ma´x{p, q}+ 1
pq − 1 ≥
N
2
,
mientras que si γ < N
2
hay tanto soluciones que explotan como soluciones globales.
Es evidente que si una de las componentes del sistema anterior permanece
acotada, la otra tambie´n lo esta´. Por consiguiente, ambas componentes explotan
cuando nos acercamos al tiempo de explosio´n. Eso no sucede as´ı en todos los
sistemas.
Si la solucio´n de un sistema explota, no hay en principio ningu´n motivo por el
cual todas las componentes deban ir a infinito en el tiempo de explosio´n. Puede
suceder que algunas componentes permanezcan acotadas y otras no, feno´meno que
denominaremos explosio´n no simulta´nea (blow-up no simulta´neo). Para que esto
sea posible, el acoplamiento entre las distintas componentes del sistema tiene que
ser “de´bil”, de manera que las componentes que explotan no arrastren consigo a las
otras. Para ilustrar este feno´meno consideremos un sistema totalmente acoplado
que combina la ecuacio´n del calor con te´rminos de reaccio´n no lineales, ut = ∆u+ u
p11vp12 ,
vt = ∆v + u
p21vp22 ,
(x, t) ∈ RN × (0, T ),
con dato inicial (u0, v0) no negativo y exponentes pij ≥ 0. El sistema tiene solu-
ciones que explotan (ve´ase [50]) si y so´lo si se cumple alguna de las condiciones
p11 > 1, p22 > 1, (p11 − 1)(p22 − 1)− p12p21 < 0.
En [97] se demuestra que si p11 > p21 + 1 existen datos iniciales tales que una de
las componentes del sistema permanece acotada mientras que la otra explota.
De esta exposicio´n podemos concluir que, cuando se trata con sistemas, adema´s
de las preguntas planteadas para los problemas escalares, surgen otras adicionales,
relacionadas estrictamente con este tipo de problemas.
¿Explotan todas las componentes del sistema simulta´neamente o so´lo lo
hacen algunas, mientras que las otras permanecen acotadas?
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Y para que se de´ esta u´ltima posibilidad,
¿co´mo de de´bil tiene que ser el acoplamiento entre las ecuaciones?
No es posible dar una respuesta a estas preguntas que sea va´lida para todos los
problemas. Por ello, se hace necesario estudiar cada caso por separado, usando
ideas y te´cnicas distintas adaptadas a cada problema concreto. Aunque se conocen
bastantes resultados para el caso de difusio´n lineal (ve´ase [94], [97] y las referencias
que aparecen en estos trabajos), quedan au´n muchos interrogantes cuando se trata
de difusio´n no lineal.
En esta primera parte de la Memoria estudiamos formacio´n de singularidades
en sistemas, centra´ndonos fundamentalmente en el caso de difusio´n no lineal.
En el Cap´ıtulo 2 estudiamos un sistema de dos ecuaciones parabo´licas con
difusio´n no lineal con te´rminos fuente no lineales,{
ut = (u
m)xx + u
p11vp12 ,
vt = (v
n)xx + u
p21vp22 ,
(x, t) ∈ R× (0, T ),
siendo pij ≥ 0 y los exponentes de difusio´n, m y n, estrictamente positivos.
En [104] se analizan la posibilidad de explosio´n no simulta´nea de este mismo
sistema, pero restringido a soluciones planas, es decir, independientes de x, u
′ = up11vp12 ,
v′ = up21vp22 .
La condicio´n necesaria y suficiente para que que las soluciones de este problema
exploten resulta ser la misma que la obtenida para el caso de difusio´n lineal.
Adema´s, se prueba que si p11 > p21+1, entonces la componente u explota mientras
que v permanece acotada.
A la vista de esta condicio´n, nos planteamos determinar la posible influencia
de la difusio´n en la explosio´n no simulta´nea. Para ello distinguiremos dos casos:
difusio´n lenta y difusio´n ra´pida. La difusividad de la componente u viene dada por
mum−1, por tanto, cuando m > 1, para valores de u pro´ximos a cero, la difusio´n es
lenta, ya que el te´rmino um−1 es pequen˜o. Si por el contrario m < 1, la difusio´n es
ra´pida. Claramente los conceptos de difusio´n lenta y ra´pida en funcio´n de m > 1
y m < 1 se invierten cuando u es grande.
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En primer lugar veremos que cuando m > 1 la misma condicio´n dada para
las soluciones planas, tambie´n caracteriza la explosio´n no simulta´nea. Es decir, la
difusio´n no influye en la explosio´n no simulta´nea y las soluciones se comportan
como las planas. La idea que hay detra´s de este feno´meno es que si u es grande,
la difusividad mum−1 es ra´pida y por tanto las soluciones se “hacen planas”.
Teorema. Sea m ≥ 1. Si u explota y v permanece acotada,
entonces p11 > p21+1. Rec´ıprocamente, si p11 > p21+1, enton-
ces existen datos iniciales tales que u explota y v permanece
acotada.
Uno se podr´ıa preguntar si las soluciones planas caracterizan siempre la explo-
sio´n no simulta´nea en este problema. Y la respuesta es no. Una novedad importante
que aporta este cap´ıtulo a la teor´ıa general es que aparecen condiciones para ca-
racterizar la explosio´n no simulta´nea que dependen de la difusio´n. E´sta tiene gran
relevancia si m < 1 e influye notablemente en la posibilidad de aparicio´n de explo-
sio´n no simulta´nea. Intuitivamente se puede pensar que los valores de u pro´ximos a
infinito no se difunden, por ser mum−1 pequen˜o. Las soluciones son entonces “poco
planas”, “se hacen picudas”.
Teorema. Sea 0 < m < 1. Si u explota y v permanece acota-
da, entonces p11 > ma´x{1, p21 + m+12 }.
La demostracio´n del rec´ıproco de este resultado tiene dificultades te´cnicas que
no hemos sido capaces de superar. Sin embargo, se tiene el siguiente resultado
parcial.
Teorema. Sea 0 < m < 1. Si p11 > ma´x{1, p21 + m+12 } y
adema´s p12 = 0, entonces existen datos iniciales tales que u
explota y v permanece acotada.
Este resultado, en el que las ecuaciones se desacoplan parcialmente imponiendo
la condicio´n p12 = 0, parece indicar, no obstante, que el teorema sera´ cierto en el
caso general.
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Obse´rvese que cuando 0 < m < 1 el rango de para´metros en el que es posible la
explosio´n no simulta´nea aumenta con respecto a las planas. Es decir, hay una regio´n
en la que no es posible que las soluciones planas tengan explosio´n no simulta´nea,
y sin embargo s´ı existen soluciones no planas tales que una componente explota y
la otra no.
El resto de los cap´ıtulos de esta parte de la Memoria esta´n dedicados a estudiar
otro problema modelo: si en el Cap´ıtulo 2 la reaccio´n se produc´ıa dentro del dominio
mediante te´rminos fuente no lineales, en los cap´ıtulos 3, 4 y 5 la reaccio´n se debe a
un flujo no lineal a trave´s de la frontera. En particular, en el Cap´ıtulo 3 estudiamos
la posibilidad de explosio´n no simulta´nea de las soluciones de{
ut = (u
m)xx,
vt = (v
n)xx,
(x, t) ∈ (0, L)× (0, T ),
acopladas mediante te´rminos no lineales en uno de los extremos del intervalo{
−(um)x(0, t) = up11(0, t)vp12(0, t),
−(vn)x(0, t) = up21(0, t)vp22(0, t),
t ∈ (0, T ),
y con flujo cero en el otro extremo,{
(um)x(L, t) = 0,
(vn)x(L, t) = 0,
t ∈ (0, T ).
Al igual que en el problema anterior, es natural preguntarse cua´l sera´ la influen-
cia de la difusio´n en la explosio´n no simulta´nea. Uno se podr´ıa plantear incluso si
el hecho de que el sistema este´ definido en un intervalo acotado influye de alguna
manera en las condiciones de los exponentes para que haya explosio´n o si por el
contrario e´stas sera´n las mismas que las del problema definido en toda la recta
real.
En [98] se demuestra que para el problema definido en la semirrecta positiva,
u explota y v permanece acotada, si y so´lo si 2p21 < 2p11−(m+1). Como veremos,
esta condicio´n coincide, cuando p11 > m, con la de explosio´n no simulta´nea del
sistema estudiado en nuestro caso. Esto se debe fundamentalmente a la estructura
espacial de la componente que explota, u: cuando p11 > m la explosio´n se concentra
en el origen y el comportamiento de la solucio´n lejos de ese punto no tiene ninguna
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relevancia. Desde el punto de vista de la explosio´n se puede pensar que u no “ve”
lo que pasa lejos del cero y la condicio´n en x = L no influye de manera alguna en
el comportamiento de explosio´n de u. Sin embargo, si p11 ≤ m, la condicio´n para
que haya explosio´n no simulta´nea (en el problema definido en el intervalo acotado,
Cap´ıtulo 3) es bien distinta. En esta caso la difusio´n no influye y se tiene que u
explota y v permanece acotada si 2p21 < p11 − 1.
Teorema. Si u explota y v permanece acotada, entonces
2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)}. Rec´ıprocamente, si
2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)}, entonces existen datos
iniciales tales que u explota y v permanece acotada.
En esta situacio´n uno se podr´ıa preguntar tambie´n si existe algu´n rango de
para´metros para el cual u explota y v permanece acotada para todos los datos
iniciales. En este sentido presentamos aqu´ı los primeros resultados conocidos en la
literatura sobre este feno´meno. Si bien es verdad que no cubren todos los posibles
casos de explosio´n no simulta´nea, sirven al menos de ejemplo para la ilustrar lo
que podr´ıa ser la teor´ıa general.
La explosio´n es siempre no simulta´nea si, adema´s de existir la posibilidad de
que u explote y v permanezca acotada, se da alguna de las siguientes condiciones:
u explota y v no puede explotar por s´ı misma, (punto (i) del teorema);
u y v pueden explotar por s´ı mismas, (punto (ii) del teorema).
Teorema. Supongamos que se cumple la condicio´n de explosio´n
no simulta´nea 2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)}. Si adema´s se
cumple alguna de las siguientes condiciones:
(i) p22 ≤ mı´n{1, n+12 };
(ii) p22 > mı´n{1, n+12 }, 2p12 ≥ ma´x {p22 − 1, 2p22 − (n+ 1)}
y adema´s o bien p11 ≥ m y p22 ≥ n, o bien p21 = 0 y m ≥ 1;
entonces u explota y v permanece acotada para todo dato inicial
positivo.
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Obse´rvese que el punto (ii) del teorema introduce algunas restricciones adi-
cionales y no cubre todos los posibles casos en los que cada componente puede
explotar por s´ı misma.
Una vez estudiadas todas las posibilidades de explosio´n no simulta´nea pare-
ce razonable plantearse tambie´n si existen datos tales que las dos componentes
exploten simulta´neamente o incluso si lo hacen para todos los datos iniciales.
Teorema. Si las condiciones 2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)}
y 2p12 < ma´x {p22 − 1, 2p22 − (n+ 1)} se verifican simulta´neamen-
te, entonces hay datos iniciales tales que la explosio´n es no si-
multa´nea y adema´s existe al menos una solucio´n con explosio´n si-
multa´nea.
Si por otro lado no se da ninguna condicio´n que haga posible la explosio´n no
simulta´nea, pero s´ı hay soluciones que explotan, es inmediato que las dos compo-
nentes del sistema tienen que tender a infinito en el mismo tiempo, y la explosio´n
es simulta´nea.
Cuando la explosio´n es no simulta´nea, determinar la tasa de explosio´n de la
componente que explota se reduce a estudiar el problema escalar considerando la
componente que permanece acotada como un coeficiente congelado, pero que de-
pende del tiempo. Cuando la explosio´n es simulta´nea el ana´lisis es ma´s complicado
y so´lo hay resultados parciales que caracterizan la tasa de explosio´n de ambas
componentes. En el Cap´ıtulo 4, nos centramos en este problema, pero en el caso
simplificado en el cual la difusio´n es lineal. En concreto estudiamos las tasas de
explosio´n simulta´nea para el problema{
ut = uxx,
vt = vxx,
(x, t) ∈ (0, L)× (0, T ),
con flujo no lineal en x = 0{
−ux(0, t) = up11(0, t)vp12(0, t),
−vx(0, t) = up21(0, t)vp22(0, t),
t ∈ (0, T ),
y flujo cero en el otro extremo del intervalo, x = L.
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Existen numerosos resultados parciales (ve´ase [92], [102], [115]) que determi-
nan las tasas cuando la explosio´n del sistema es simulta´nea, aunque dejan algunos
rangos de para´metros por cubrir. En todos estos trabajos, las tasas quedan defi-
nidas mediante potencias de (T − t). Sin embargo, esto no es siempre as´ı. En los
casos cr´ıticos, en los que se pasa de explosio´n simulta´nea a explosio´n no simulta´nea
y que hasta ahora nunca hab´ıan sido estudiados, mostramos que aparecen tasas
logar´ıtmicas.
Teorema. Si la explosio´n es simulta´nea, entonces u(0, t) se
comporta como f(t) y v(0, t) lo hace como g(t), siendo f yg
solucio´n del sistema de ecuaciones ordinarias siguiente: f
′ = f 2p11−1g2p12 ,
g′ = f 2p21g2p22−1.
Los resultados presentados hasta aqu´ı responden en mayor o menor medida a
las preguntas planteadas en pa´ginas anteriores. Para completar el estudio, ser´ıa
interesante intentar responder a las mismas preguntas pero desde la o´ptica del
ana´lisis nume´rico. En concreto, nos planteamos dar una respuesta afirmativa a la
siguiente cuestio´n:
¿Existen me´todos nume´ricos que reproduzcan las principales propiedades
de explosio´n?
Uno de los objetivos de los me´todos nume´ricos para problemas de explosio´n es
intentar reproducir las propiedades cualitativas de la solucio´n del problema que se
esta´ aproximando. En [7] y [70] se pueden encontrar largas listas de referencias
sobre me´todos nume´ricos para problemas con explosio´n.
Cuando se intentan aplicar los esquemas nume´ricos “cla´sicos” de malla espa-
cial fija a problemas con flujo en la frontera, se observa que en algunos casos no
se reproducen correctamente las condiciones de explosio´n (ve´ase [53]). Se hace
entonces necesario desarrollar un me´todo en el cual la malla no sea fija: es decir,
un me´todo que an˜ada puntos a la malla segu´n un determinado criterio, [54].
El Cap´ıtulo 5 esta´ dedicado precisamente al estudio nume´rico de un problema
con flujo en la frontera. Concretamente intentamos reproducir nume´ricamente las
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propiedades de explosio´n del problema planteado en el Cap´ıtulo 3.
Para definir el esquema nume´rico consideramos dos particiones independientes
del intervalo de definicio´n del problema (0, L) y buscamos aproximaciones nume´ri-
cas (U(t), V (t)) de la verdadera solucio´n (u(x, t), v(x, t)), que sean solucio´n del
sistema de ecuaciones ordinarias que resulta al discretizar las derivadas espaciales
del problema continuo utilizando diferencias finitas centradas con paso no uniforme
y manteniendo la variable t continua.
La idea fundamental del me´todo adaptativo consiste en que, dependiendo del
nu´mero de veces que se refinen las mallas, infinitas o finitas veces, existen dos
posibles ecuaciones diferenciales ordinarias que rigen el comportamiento de U ′.
De la misma forma, tambie´n habra´ dos ecuaciones diferentes que determinen el
comportamiento de V ′. Integrando el sistema apropiado en cada caso recuperamos
los resultados descritos en el Cap´ıtulo 3 para el problema continuo.
Teorema. El me´todo nume´rico descrito en el Cap´ıtulo 5 repro-
duce correctamente las condiciones de explosio´n, explosio´n no si-
multa´nea y explosio´n simulta´nea del problema descrito en el Cap´ıtu-
lo 3. Adema´s, cuando la explosio´n es no simulta´nea la tasa de ex-
plosio´n y el conjunto de explosio´n de la componente que explota
coinciden con los del problema continuo.
Por otro lado recordemos que en el caso continuo so´lo obtuvimos resultados par-
ciales para describir las condiciones que producen siempre explosio´n no simulta´nea.
Estos resultados se pueden completar cuando se hace el estudio del me´todo nume´ri-
co, cubriendo todo el rango de exponentes, lo que nos lleva a conjeturar que el
mismo resultado sera´ correcto en el problema continuo.
Teorema. La explosio´n es siempre no simulta´nea
si y so´lo si 2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)} y
2p12 ≥ ma´x {p22 − 1, 2p22 − (n+ 1)}.
Cuando se trata de estudiar las tasas de explosio´n simulta´nea, el estudio nume´-
rico tambie´n mejora los resultados conocidos para el problema continuo. En el caso
discreto, integrando los cuatro sistemas de ecuaciones ordinarias que describen el
comportamiento de la solucio´n, resulta sencillo calcular las tasas de explosio´n.
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Teorema. Supongamos que U y V explotan simulta´neamente.
Si p11 ≥ m y p22 ≥ n o m = n = 1, entonces las tasas de
explosio´n nume´ricas coinciden con las continuas.
Dado que no se conocen todas las tasas de explosio´n simulta´nea para el pro-
blema continuo, en general no podremos identificar las tasas nume´ricas con las
continuas. Cabe destacar sin embargo, que las tasas nume´ricas coinciden con las
continuas cuando estas u´ltimas se conocen. Gracias a este hecho podemos conje-
turar tasas continuas en rangos donde en principio son desconocidas.

1Definiciones
El objetivo de este cap´ıtulo es simplemente definir los conceptos relacionados con
la explosio´n no simulta´nea, que sera´n necesarios en los cap´ıtulos posteriores.
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1.1 Planteamiento del problema
Consideremos dos ecuaciones parabo´licas con difusio´n no lineal de la forma{
ut = (u
m)xx,
vt = (v
n)xx,
(x, t) ∈ (a, b)× (0, T ), (1.1)
con m y n constantes positivas. El intervalo de definicio´n espacial (a, b) puede
ser bien toda la recta real, R, o bien un intervalo acotado, digamos (0, L) y la
constante T denota el tiempo ma´ximo de existencia de la solucio´n, que puede ser
en principio, finito o infinito.
En esta parte de la Memoria nos planteamos estudiar co´mo influye el com-
portamiento de una componente de la solucio´n en la otra y en particular nos
centraremos en la formacio´n de singularidades en tiempo finito. A la vista de las
ecuaciones (1.1) este planteamiento no tiene mucho sentido, ya que la solucio´n de
este problema esta´ bien definida para t ∈ (0,∞). Adema´s, como las ecuaciones
esta´n totalmente desacopladas, cada una de ellas es independiente de la otra y no
cabe la posibilidad de influencias entre las componentes de la solucio´n.
Por tanto para poder proseguir con nuestro estudio, lo primero que nos ocupa
es modificar convenientemente el problema (1.1) para obtener un sistema en el que
las ecuaciones este´n acopladas. Para ello consideraremos dos te´rminos up11vp12 y
up21vp22 distintos de cero, y con p11, p12, p21 y p22 constantes no negativas. Una
primera idea es an˜adir estos te´rminos a las ecuaciones, de manera que e´stas queden
acopladas mediante te´rminos fuente,{
ut = (u
m)xx + u
p11vp12 ,
vt = (v
n)xx + u
p21vp22 ,
(x, t) ∈ (a, b)× (0, T ).
Otra posibilidad es mantener las ecuaciones de (1.1) sin modificar y conseguir que
el sistema quede acoplado introduciendo te´rminos de flujo a trave´s de la frontera
(que supondremos en x = 0){ −(um)x(0, t) = up11(0, t)vp12(0, t),
−(vn)x(0, t) = up21(0, t)vp22(0, t),
t ∈ (0, T ).
En cualquiera de los dos casos obtenemos un sistema de dos ecuaciones pa-
rabo´licas acopladas mediante te´rminos de reaccio´n no lineales. Para terminar de
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definir el problema consideramos unos datos iniciales{
u(x, 0) = u0(x),
v(x, 0) = v0(x),
x ∈ (a, b),
que supondremos siempre estrictamente positivos, continuos y acotados.
1.2 Definiciones
Dado un sistema de ecuaciones parabo´licas como los descritos en la seccio´n
anterior, nos interesa saber si es posible que las soluciones tiendan a infinito en
tiempo finito o incluso si es posible que una tienda a infinito en tiempo finito y la
otra no.
Definicio´n 1.1 Diremos que la solucio´n (u, v) del sistema de ecuaciones parabo´li-
cas es global si T es infinito.
Si por el contrario T es finito, entonces
l´ım sup
t↗T
{‖u(·, t)‖L∞ + ‖v(·, t)‖L∞} =∞,
y diremos que la solucio´n explota.
Si la solucio´n de un sistema de dos ecuaciones explota, no hay en principio
ningu´n motivo por el cual las dos componentes, u y v, deban tender a infinito
simulta´neamente en el tiempo de explosio´n T . De hecho, pueden existir datos
iniciales para los cuales una de las componentes explota, mientras que la otra
permanece acotada.
Definicio´n 1.2 Diremos que hay explosio´n no simulta´nea en el sistema de ecua-
ciones parabo´licas si o bien u explota y v permanece acotada, o bien v explota y
u permanece acotada.
Para fijar ideas y facilitar la lectura, supondremos, siempre que no se diga lo
contrario, cuando hablemos de explosio´n no simulta´nea que es u la componente
que explota y v la que esta´ acotada.
20 1. Definiciones
Cuando u explota y v permanece acotada parece lo´gico pensar que u se compor-
ta como la solucio´n de un problema escalar en el que v es un coeficiente congelado
que depende del tiempo. En esta situacio´n uno puede estar interesado en conocer
en que´ puntos tiende u a infinito.
Definicio´n 1.3 Definimos el conjunto de explosio´n de u como
B(u) = {x : existe xn → x, tn ↗ T con u(xn, tn)→∞}.
Si la explosio´n esta´ localizada en un nu´mero finito de puntos, diremos que la
explosio´n es puntual. Cuando la solucio´n explota en todos los puntos donde el pro-
blema esta´ definido, la explosio´n es global. Finalmente, si la explosio´n se produce
en un subconjunto de medida positiva estrictamente contenido en el intervalo de
definicio´n del problema diremos que la explosio´n es regional.
Tambie´n ser´ıa interesante conocer co´mo tiende u a infinito y si es posible ca-
racterizar el comportamiento de u mediante una funcio´n elemental.
Definicio´n 1.4 Definimos la tasa de explosio´n de u como la velocidad a la que u
se hace infinito en T en el siguiente sentido: existe una constante positiva, C?, tal
que
l´ım
t↗T
‖u(·, t)‖∞
g(t)
= C?,
siendo g una funcio´n elemental.
En general no podremos determinar la constante C? y tendremos que conten-
tarnos con dar estimaciones de la forma
c ≤ ‖u(·, t)‖∞
g(t)
≤ C,
con c y C constantes positivas.
En la mayor´ıa de los problemas que estudiamos la tasa es de tipo potencia, es
decir
c ≤ ‖u(·, t)‖∞(T − t)γ ≤ C, γ > 0.
Sin embargo esto no es siempre as´ı: se conocen casos en los que la tasa puede ser
un logaritmo o incluso un productos de logaritmos y potencias.
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A lo largo de los cap´ıtulos que componen esta parte de la Memoria usaremos la
siguiente notacio´n: mediante R+ denotaremos al intervalo (0,∞). Las constantes C
y c sera´n positivas y podra´n cambiar su valor de una l´ınea a otra o incluso dentro
de la misma l´ınea. Finalmente f ∼ g significara´ que existen constantes positivas
C1 y C2 tales que C1f ≤ g ≤ C2f .
Los programas utilizados para realizar los ca´lculos nume´ricos han sido realiza-
dos todos con Matlabr.

2Sistemas con fuentes de calor en
el interior
Este cap´ıtulo esta´ dedicado al estudio de un sistema de ecuaciones parabo´licas
que consta de dos ecuaciones de reaccio´n-difusio´n totalmente acopladas mediante
te´rminos fuente y con difusio´n de tipo potencia. Bajo hipo´tesis adecuadas en los
datos iniciales demostramos que en ocasiones puede haber explosio´n no simulta´nea.
Las condiciones para que haya explosio´n no simulta´nea dependen fuertemente de los
para´metros de difusio´n y de hecho observamos que aparecen diferencias sustanciales
entre el caso de difusio´n ra´pida y el de difusio´n lenta.
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2.1 Preliminares
Consideremos soluciones (u, v) del sistema parabo´lico no lineal{
ut = (u
m)xx + u
p11vp12 ,
vt = (v
n)xx + u
p21vp22 ,
(x, t) ∈ R× (0, T ), (2.1)
con datos iniciales continuos, acotados y sime´tricos{
u(x, 0) = u0(x),
v(x, 0) = v0(x),
x ∈ R, (2.2)
y supongamos que pij ≥ 0 y m, n > 0. En este rango de para´metros las difu-
siones pueden ser degeneradas o singulares a nivel cero. Es ma´s, los te´rminos de
reaccio´n no son necesariamente Lipschitz, lo que puede producir feno´menos de no
unicidad. Para evitar estas dificultades te´cnicas, supondremos que u0, v0 ≥ δ > 0.
Esto no supone ninguna restriccio´n significativa, ya que nuestro objetivo es estu-
diar el comportamiento del sistema para valores grandes de la solucio´n. Adema´s,
esta condicio´n en los datos iniciales permite considerar las soluciones en sentido
cla´sico. Es habitual encontrar ciertas restricciones de monoton´ıa en este tipo de
problemas, [104], que nosotros tambie´n impondremos. A saber, supondremos que
u0, v0 son datos iniciales sime´tricos y decrecientes en |x|, y tales que ut, vt ≥ 0.
Un caso particular del problema (2.1) es el de las soluciones planas. Es decir,
soluciones independientes de x y que por tanto satisfacen el siguiente sistema de
ecuaciones ordinarias {
u′(t) = up11(t)vp12(t),
v′(t) = up21(t)vp22(t),
(2.3)
con dato inicial u(0) = u0 > 0, v(0) = v0 > 0.
Comparando las soluciones del problema (2.1) con soluciones planas que ex-
plotan y con soluciones planas globales, es fa´cil concluir que las soluciones del
problema (2.1) explotan si y so´lo si los exponentes pij verifican alguna de las si-
guientes condiciones
p11 > 1, p22 > 1, (p11 − 1)(p22 − 1)− p12p21 < 0.
Una vez que sabemos cua´ndo hay explosio´n, nuestro siguiente paso es carac-
terizar el rango de para´metros para los que ocurre explosio´n no simulta´nea en el
problema (2.1)–(2.2).
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La posibilidad de explosio´n no simulta´nea del problema (2.1)–(2.2) se menciona
por primera vez en [104], aunque en este trabajo los autores se restringen las
soluciones planas. Existen soluciones (u, v) del sistema (2.3) tales que u explota y
v esta´ acotada si y so´lo si
p11 > p21 + 1.
Resulta razonable que en esta condicio´n no aparezca ningu´n para´metro de difusio´n
(m o n), ya que las soluciones planas tampoco dependen de ella. Surgen entonces
de manera natural las siguientes preguntas:
¿hay explosio´n no simulta´nea de soluciones no planas fuera de este rango
de para´metros?
Y en caso afirmativo,
¿co´mo influye la difusio´n en la condicio´n de explosio´n no simulta´nea?
En el caso de difusio´n lineal m = n = 1 (estudiado en [97]), la respuesta a
la primera pregunta es no. La condicio´n necesaria (con ciertas restricciones en el
dato inicial) y suficiente para la existencia de explosio´n no simulta´nea vuelve a ser
p11 > p21 + 1.
Queda entonces pendiente responder a estas dos preguntas cuando la difusio´n es
no lineal. En la Seccio´n 2.4 estudiamos el caso m > 1 y veremos que la respuesta a
la primera pregunta vuelve a ser negativa. Es decir, la condicio´n para que u explote
y v este´ acotada es de nuevo p11 > p21 + 1.
Podemos responder afirmativamente a la primera pregunta cuando el coeficiente
de difusio´n de la solucio´n que explota es menor que uno, 0 < m < 1. En la
Seccio´n 2.5 veremos que, con la restriccio´n adicional p12 = 0, la condicio´n para que
haya explosio´n no simulta´nea es
p11 > ma´x
{
1, p21 +
m+ 1
2
}
.
Obse´rvese que el para´metro de difusio´nm aparece expl´ıcitamente en esta condicio´n.
Por lo tanto, si 0 < m < 1 hay explosio´n no simulta´nea en un rango de
para´metros para el cual este feno´meno no es posible en el caso de soluciones planas.
Conjeturamos que este resultado sera´ tambie´n cierto sin la hipo´tesis adicional
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p12 = 0. Sin embargo, la demostracio´n de este hecho parece delicada, como se
vera´ en la Seccio´n 2.5.
2.2 Tasas no simulta´neas
El punto clave para obtener las condiciones de explosio´n no simulta´nea es el
estudio detallado del comportamiento de u cuando v esta´ acotada. Para ello pode-
mos considerar a v como un coeficiente congelado. Adema´s, como las soluciones son
sime´tricas, u se puede ver como una solucio´n que explota del siguiente problema
ut = (u
m)xx + u
p11h, (x, t) ∈ R+ × (0, T ),
ux(0, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ R+,
(2.4)
con ux ≤ 0, ut ≥ 0. La funcio´n h = h(x, t) ≥ c > 0, que sustituye a v, esta´ acotada,
es continua y satisface hx ≤ 0, ht ≥ 0. El comportamiento de las soluciones del
problema (2.4) es bien conocido cuando h = 1,
ut = (u
m)xx + u
p11 , (x, t) ∈ R+ × (0, T ),
ux(0, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ R+,
(2.5)
ve´ase por ejemplo [104]. En el caso general, como h esta´ acotada tanto superior
como inferiormente, esperamos que la solucio´n de (2.4) se comporte como la
de (2.5).
Esta observacio´n justifica que introduzcamos los siguientes nu´meros
α =
1
p11 − 1 , β =
p11 −m
2(p11 − 1) ,
determinados por la estructura autosemejante del problema (2.5). Obse´rvese que
en el rango de explosio´n de (2.4), p11 > 1, α es estrictamente mayor que cero. En
este caso, cuando α > 0, el problema (2.5) posee una solucio´n autosemejante de la
forma
U(x, t) = (T − t)−αF
( x
(T − t)β
)
, (2.6)
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que adema´s satisface
U(x, t) ≤ Cx−αβ , (x, t) ∈ R+ × (0, T ), (2.7)
ve´ase [104].
Como dijimos anteriormente, esperamos que las soluciones de (2.4) se compor-
ten como las de (2.5): demostramos a continuacio´n que la explosio´n tiene estructura
autosemejante, incluso si h 6= 1.
Lema 2.1 Sea p11 > 1 y sea u una solucio´n de (2.4). Entonces existe una cons-
tante C > 0 tal que
u(0, t) ≤ C(T − t)−α. (2.8)
Demostracio´n. Sea M(t) = ‖u(·, t)‖∞ = u(0, t). Siguiendo la te´cnica de cambios
de escala introducida en [74], definimos
φM(y, s) =
1
M(t)
u(ay, bs+ t), y ≥ 0, −t
b
≤ s ≤ 0,
donde
a =M
m−p11
2 , b =M1−p11 .
Los para´metros a y b esta´n elegidos de forma que la familia {φM} resulte ser
solucio´n de la misma ecuacio´n que u,
(φM)s = (φ
m
M)yy + φ
p11
M hM , (2.9)
con hM(y, s) = h(ay, bs + t). Obse´rvese adema´s que, como u explota, M ↗ ∞
cuando t↗ T . Por otro lado, como p11 > 1, tenemos b↘ 0.
Supongamos que existe una constante positiva C tal que para todoM suficien-
temente grande se tiene que
(φM)s(0, 0) ≥ C > 0. (2.10)
Entonces, reescribiendo (2.10) en te´rminos de M , obtenemos
M−p11M ′ ≥ C.
Integrando esta u´ltima expresio´n entre t y T y usando queM ↗∞ cuando t↗ T ,
deducimos la tasa de explosio´n (2.8).
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Para concluir la demostracio´n del lema queda entonces pendiente probar la
afirmacio´n (2.10).
La prueba se basa fundamentalmente en el hecho de que {φM} es una familia
uniformemente acotada de soluciones de (2.9). La cota uniforme 0 ≤ φM ≤ 1 es
consecuencia de la monoton´ıa en tiempo de la solucio´n ut ≥ 0. El hecho de tener
una cota uniforme para φM es crucial para continuar con el argumento, ya que,
como es bien conocido, las soluciones uniformemente acotadas de (2.9) resultan
ser equicontinuas en subconjuntos compactos de su dominio, [46]. As´ı, utilizando
el Lema de Ascoli-Arzela, dada una sucesio´n {φMj}, existe una funcio´n conti-
nua Φ y una subsucesio´n, que denotamos de nuevo por {φMj}, tal que φMj → Φ
uniformemente en [0, L]× [−S, 0] cuando Mj →∞, (obse´rvese que para cualquier
S < 0 el dominio contiene un conjunto compacto de la forma [0, L]× [−S, 0] si M
es suficientemente grande).
Se cumple tambie´n que Φ(0, 0) = 1. Por tanto, existe un entorno de (0, 0), U ,
tal que Φ > 1
2
en U . Como la convergencia es uniforme en U (podemos suponer
que U es compacto), tenemos que 1
4
≤ φMj ≤ 1 en U para j grande. Deducimos
entonces que las funciones φMj son soluciones de ecuaciones uniformemente pa-
rabo´licas en U . Como adema´s esta´n uniformemente acotadas, obtenemos gracias
a las estimaciones tipo Schauder, [87], que
‖φMj‖C2+α,1+α2 ≤ C en U,
lo que nos permite pasar al l´ımite en las derivadas de la ecuacio´n (2.9).
El razonamiento se concluye por reduccio´n al absurdo. Supongamos que existe
una sucesio´n {φMj} tal que (φMj)s(0, 0)→ 0. Pasando al l´ımite en (2.9),
Φs = (Φ
m)yy +KΦ
p11 , K = l´ım
t↗T
hM(y, s),
con Φs(0, 0) = 0. Por otro lado, como Φs ≥ 0 y (Φs)y(0, 0) = 0, obtenemos, por el
Lema de Hopf, que Φs ≡ 0. Es decir Φ no depende de s. Por lo tanto, Φ es una
solucio´n no negativa de 
(Φm)yy +KΦ
p11 = 0,
Φy ≤ 0,
Φ(0) = 1,
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y en consecuencia, Φm es co´ncava. Es ma´s, como K > 0, tiene que existir al menos
un punto donde Φm sea estrictamente co´ncava; si no fuese as´ı tendr´ıamos Φp11 ≡ 0,
que es imposible, ya que Φ(0) = 1. Finalmente, de la concavidad estricta de Φm,
concluimos que Φm tiene que cortar al eje y, y obtenemos una contradiccio´n con
el hecho de que Φ es no negativa. 2
Lema 2.2 Sea p11 > 1 y sea u una solucio´n de (2.4). Entonces existen constantes
C, c > 0 tal que
u(x, t) ≥ C(T − t)−α, x ≤ c(T − t)β. (2.11)
Demostracio´n. Como h esta´ acotada, u es subsolucio´n de
ut = (u
m)xx + Cu
p11 .
Consideremos una solucio´n plana de este u´ltimo problema con el mismo tiempo
de explosio´n, T , que u. Por tanto
u(0, t) > C(T − t)−α, (2.12)
para todo t ∈ (0, T ). Si no fuese as´ı, deber´ıa existir un tiempo t0 en el cual u
estuviese por debajo de la solucio´n plana. Pero esto implicar´ıa que las solucio-
nes tendr´ıan que tener distintos tiempos de explosio´n, contrariamente a nuestra
hipo´tesis.
El siguiente paso consiste en extender la estimacio´n (2.12) a conjuntos de la
forma x ≤ c(T − t)β. Para ello observamos que u es una supersolucio´n de
ut = (u
m)xx, (x, t) ∈ R+ × (0, T ),
u(0, t) = C(T − t)−α, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ R+.
(2.13)
El problema (2.13) tiene una solucio´n autosemejante, U , con tiempo de explo-
sio´n finito T . Esta solucio´n U es de la forma (2.6), (ve´ase [57] param = 1, [68], [69]
para m > 1 y [52] para 0 < m < 1).
Introducimos la funcio´n u˜ como un cambio de escala en U , u˜(x, t) = AU(Bx, t).
La idea consiste en elegir A y B de forma que u˜ y u se puedan comparar. Tomando
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A = Bγ, con γ = 2
1−m , tenemos que u˜ satisface el siguiente problema
u˜t = (u˜
m)xx, (x, t) ∈ R+ × (0, T ),
u˜(0, t) = AU(0, t) = AC(T − t)−α, t ∈ (0, T ),
u˜(x, 0) = AU(A
1
γ x, 0), x ∈ R+.
Si elegimos ahora A suficientemente pequen˜o, por comparacio´n, u˜(x, t) ≤ u(x, t).
Por tanto,
u(x, t) ≥ A(T − t)−αF
( A 1γ x
(T − t)β
)
≥ cA(T − t)−α
para x ≤ ξ0A−
1
γ (T − t)β, donde c = mı´n
ξ∈[0,ξ0]
F (ξ). Si cogemos ξ0 pequen˜o, el perfil
autosemejante es mayor que una constante positiva y por tanto concluimos que
c > 0. 2
2.3 Conjunto de explosio´n no simulta´neo
Los resultados obtenidos hasta ahora, Lema 2.1 y Lema 2.2, junto con el
comportamiento de las soluciones autosemejantes en el origen, son las u´nicas
herramientas necesarias para la demostracio´n de los teoremas de explosio´n no
simulta´nea. No obstante, por completitud, continuamos con el estudio del com-
portamiento de u, describiendo su estructura espacial cerca del origen cuando el
tiempo esta´ pro´ximo al tiempo de explosio´n. Como consecuencia obtenemos el
conjunto de explosio´n de u.
Sea
φ(x) =

x, x ∈ (0, 1
3
),
−3x2 + 3x− 1
3
, x ∈ (1
3
, 2
3
),
1− x, x ∈ (2
3
, 1).
Para ε > 0 definimos φε(x) = εφ(ε
2x).
Lema 2.3 Sea p11 > 1 y sea u una solucio´n de (2.4) con ux < 0. Si p11 > m, y
1 < γ <
p11 − (1−m)
m
,
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entonces existe una constante C > 0 tal que
u(x, t) ≤
(
C
∫ x
0
φε(s) ds
) −1
m(γ−1)
(2.14)
para (x, t) ∈ [0, ε−2]× [0, T ).
En [58] y en [61] se demuestran resultados similares para un problema con
reaccio´n en la frontera y para m = 1 respectivamente. Las te´cnicas que se utilizan
en ambos casos se pueden adaptar para la demostracio´n de este lema.
Demostracio´n. Definimos
J(x, t) = wx(x, t) + φε(x)w
γ(x, t),
donde w = um y afirmamos que
J ≤ 0 en [0, ε−2]× [0, T ). (2.15)
Supongamos demostrada la desigualdad (2.15). Entonces, integrando, tenemos que∫ x
0
ws
wγ
ds ≤ −
∫ x
0
φε(s) ds,
lo que implica
1
1− γw(x, t)
1−γ ≤ −
∫ x
0
φε(s) ds.
De esta u´ltima relacio´n se obtiene (2.14) si γ > 1.
Tenemos que demostrar por tanto (2.15). La idea para ello es aplicar el Principio
del Ma´ximo a J .
La funcio´n w verifica
g′(w)wt = wxx + w
p11
m h, g(w) = w
1
m .
Teniendo en cuenta adema´s que wx = J − φεwγ obtenemos que
g′Jt − Jxx +
(
1−m
m
)
wx
w
Jx =bJ − φ′′εwγ + w
p11
m hx
+
p11 − 1−mγ +m
m
w
p11
m
+γ−1hφε
+
2mγ +m− 1
m
w2γ−1φεφ′ε − γ
mγ − 1
m
w3γ−2φ3ε,
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donde b es una funcio´n acotada en 0 < x < ε−2 y 0 < t < T . De este modo
g′Jt − Jxx +
(
1−m
m
)
wx
w
Jx − bJ ≤ 0
si
φ′′εw
γ − hxw
p11
m
φε
+
p11 − 1−mγ +m
m
w
p11
m
+γ−1h
−2mγ +m− 1
m
w2γ−1φ′ε + γ
mγ − 1
m
w3γ−2φ2ε ≥ 0.
Como hx ≤ 0 y mγ < p11 − (1−m), esta u´ltima desigualdad es cierta si(
p11 −mγ − 1 +m
m
)
w
p11
m h ≥
(
2mγ +m− 1
m
)
ε3φ′(ε2x)− ε
4φ′′(ε2x)w
φ(ε2x)
,
para lo que basta tomar ε suficientemente pequen˜o.
Resumiendo, en las hipo´tesis del Lema 2.3, obtenemos que
g′Jt − Jxx +
(
1−m
m
)
wx
w
Jx − bJ ≤ 0, (2.16)
para ε suficientemente pequen˜o.
Por otro lado, como wx(0, t) = 0 y wx(x, 0) < 0, tenemos que
J(0, t) = 0, J(ε−2, t) ≤ 0, J(x, 0) < 0. (2.17)
Concluimos finalmente de (2.16) y (2.17), aplicando el Principio del Ma´ximo a J ,
que J ≤ 0, como hab´ıamos conjeturado. 2
Corolario 2.4 Sea p11 > 1 y sea u una solucio´n de (2.4) con ux < 0. Si p11 > m,
entonces existe una constante C > 0, que depende u´nicamente de ε, p11 y m, tal
que
u(x, t) ≤ Cx −2m(γ−1) , (x, t) ∈
[
0,
1
3ε2
]
× [0, T ). (2.18)
Observacio´n 2.1 Si m ≥ 1 se tiene que p11 ≤ p11 − (1 − m). Podemos tomar
entonces mγ = p11 y obtener que
u(x, t) ≤ Cx−αβ , (x, t) ∈
[
0,
1
3ε2
]
× [0, T ).
Es decir, u tiene el mismo decaimiento cerca del origen que la solucio´n autoseme-
jante del problema (2.5), ve´ase la fo´rmula (2.7).
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El lema que enunciamos a continuacio´n describe el conjunto de explosio´n de u,
B(u), cuando v esta´ acotada; es decir, cuando la explosio´n es no simulta´nea. Como
era de esperar, el signo de β, que depende de la relacio´n entre p11 y m, determina
el conjunto de explosio´n, incluso si h(x, t) 6= 1.
Lema 2.5 Sea u una solucio´n de (2.4). El conjunto de explosio´n de u viene dado
por
B(u) =

{0}, β > 0 (p11 > m),
[0, L], β = 0 (p11 = m),
R+, β < 0 (p11 < m).
Demostracio´n. El conjunto de explosio´n de u se deduce directamente de la esti-
macio´n (2.18) si β > 0.
Para determinar el conjunto de explosio´n cuando β ≤ 0 utilizamos un pro-
blema auxiliar del cual se conoce el conjunto de explosio´n. Como dijimos en la
demostracio´n del Lema 2.2, u es una supersolucio´n de
ut = (u
m)xx, (x, t) ∈ R+ × (0, T ),
u(0, t) = C(T − t)−α, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ R+.
Por comparacio´n, si u˜ es una solucio´n de este problema, se tiene que u ≤ u˜ y por
tanto B(u˜) ⊆ B(u).
En [33] y [67] se demuestra que B(u˜) = R+, si β < 0 y B(u˜) = [0, L˜] si β = 0.
Como consecuencia se obtiene el conjunto de explosio´n de u, B(u). 2
2.4 Explosio´n no simulta´nea, m > 1
Llegados a este punto tenemos las herramientas necesarias para demostrar los
resultados de explosio´n no simulta´nea para el problema (2.1)–(2.2). Empecemos
por la difusio´n lenta, por ser este el caso en el que la explosio´n no simulta´nea se
produce en el mismo rango de exponentes que en las soluciones planas.
34 2. Sistemas con fuentes de calor
Teorema 2.6 Sea m ≥ 1. Si u explota y v permanece acotada, entonces
p11 > p21 + 1.
Rec´ıprocamente, si p11 > p21+1, entonces existen datos iniciales (u0, v0) tales que
u explota y v permanece acotada.
Dado que p21 ≥ 0, para tener explosio´n no simulta´nea, necesitamos en parti-
cular que p11 > 1, de manera que u pueda explotar por s´ı misma. La condicio´n
p11 > p21 + 1 afirma que p21 es pequen˜o comparada con p11 y por tanto, cuando u
explota no arrastra necesariamente a v consigo.
Demostracio´n. Como v esta´ acotada, la funcio´n u es una subsolucio´n de
ut = (u
m)xx + Cu
p11 (2.19)
que tiene tiempo de explosio´n finito. Comparando con una solucio´n plana de (2.19)
con dato inicial u(x, 0) = ‖u0‖∞, es fa´cil ver que las soluciones de (2.19) son
globales en tiempo si p11 ≤ 1. Por lo tanto, como u explota, se tiene que tener
p11 > 1.
El siguiente paso consiste en demostrar que p11 > p21+1. Para ello, sustituimos
la tasa de explosio´n (2.11) en la ecuacio´n de v,
vt ≥ (vn)xx + vp22 C
(T − t)
p21
p11−1
χ{x≤c(T−t)β}.
La idea que tenemos en mente es transformar adecuadamente esta expresio´n
para poder utilizar la Fo´rmula de Representacio´n para la ecuacio´n del calor. De-
finimos por tanto w = vn, que esta´ acotada, es estrictamente positiva, verifica
wt ≥ 0, wx ≤ 0 y adema´s
cwt ≥ 1
n
w
1−n
n wt ≥ wxx + w
p22
n
C
(T − t)
p21
p11−1
χ{x≤c(T−t)β}.
La constante que aparece delante de la derivada temporal no tiene ninguna impor-
tancia. Por tanto, por simplicidad, la omitiremos en lo que sigue.
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Consideremos ahora el siguiente problema, cuya solucio´n z esta´ por debajo
de w,
zt = zxx + C(T − t)−
p21
p11−1χ{x≤c(T−t)β}, (x, t) ∈ R+ × (0, T ),
zx(0, t) = 0, t ∈ (0, T ),
z(x, 0) = z0(x) = w0(x), x ∈ R+,
(2.20)
con C una constante apropiada. Supondremos adema´s que zx ≤ 0 y zt ≥ 0. Para
calcular la solucio´n de (2.20) podemos usar la Fo´rmula de Representacio´n para la
ecuacio´n del calor, ve´ase [59]. Sea Γ la Solucio´n Fundamental de la ecuacio´n del
calor,
Γ(x, t) =
1√
4pit
exp
(
−x
2
4t
)
.
Se tiene entonces que
z(0, t) =
∫
R+
Γ(y, t)z0(y) dy +
∫ t
0
∫
R+
Γ(y, t− τ) C
(T − τ)
p21
p11−1
χ{y≤c(T−τ)β} dy dτ
≥
∫ t
0
∫
R+
Γ(y, t− τ) C
(T − τ)
p21
p11−1
χ{y≤c(T−τ)β} dy dτ.
Haciendo el cambio de variables
y =
√
t− τ s, dy = √t− τ ds, (2.21)
obtenemos
z(0, t) ≥
∫ t
0
C
(T − τ)
p21
p11−1
∫ c(T−τ)β− 12
0
e−
s2
4 ds dτ.
Como m > 1, el l´ımite de integracio´n c(T − τ)β− 12 tiende a ∞ a cuando τ ↗ T ,
por ser en este caso β < 1
2
. Entonces
z(0, t) ≥
∫ t
0
C
(T − τ)
p21
p11−1
dτ.
Si p11 ≤ p21 + 1 esta u´ltima integral diverge cuando t ↗ T , lo que implica
que z explota. Si z explota, v, que esta´ por encima, tambie´n tiene que explotar.
Pero eso es contradictorio, ya que v esta´ acotada. Queda demostrado entonces que
p11 > p21 + 1.
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El rec´ıproco es inmediato: necesitamos construir datos iniciales tales que u
explote y v este´ acotada cuando p11 > p21+1. Para ello basta tomar datos iniciales
independientes de x. Estos datos producen soluciones planas, que como ya dijimos,
explotan de forma no simulta´nea en ese rango de exponentes. 2
2.5 Explosio´n no simulta´nea, 0 < m < 1
El problema ma´s interesante, por ser en este caso el resultado distinto del
obtenido para las soluciones planas, es el de la difusio´n ra´pida, 0 < m < 1. Es en
este caso cuando la difusio´n cobra importancia y en la condicio´n para que haya
explosio´n no simulta´nea aparece el para´metro de difusio´n m.
Teorema 2.7 Sea 0 < m < 1. Si u explota y v permanece acotada, entonces
p11 > ma´x
{
1, p21 +
m+ 1
2
}
.
Ser´ıa interesante poder demostrar un resultado similar al Teorema 2.6, en el
que la condicio´n p11 > p21+1 es necesaria y suficiente para que haya datos iniciales
tales que la explosio´n es no simulta´nea. Sin embargo, so´lo hemos sido capaces de
probar el rec´ıproco del Teorema 2.7 en el caso concreto p12 = 0. Pensamos que este
caso particular deber´ıa ilustrar el comportamiento general.
Teorema 2.8 Sea 0 < m < 1. Si p11 > ma´x{1, p21 + m+12 } y adema´s p12 = 0,
entonces existen datos iniciales (u0, v0) tales que u explota y v permanece acotada.
Demostracio´n del Teorema 2.7. Las ideas principales en la demostracio´n de
este teorema son iguales que las utilizadas en la prueba del Teorema 2.6. De hecho,
la condicio´n p11 > 1 se obtiene de la misma forma.
Para demostrar que 2p11 > 2p21 +m + 1, volvemos a utilizar la solucio´n z del
problema (2.20). Como ahora β > 1
2
, tenemos que
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z(0, t) ≥
∫ t
0
∫
R+
C
(T − τ)
p21
p11−1
e−
s2
4 χ{s≤(T−τ)β(t−τ)− 12 } ds dτ
≥
∫ t
0
C
(T − τ)
p21
p11−1
∫ c(T−τ)β− 12
0
e−
s2
4 ds dτ ≥
∫ t
0
C
(T − τ)
p21
p11−1−β+
1
2
dτ.
Si
p21
p11 − 1 − β +
1
2
≥ 1,
la u´ltima integral diverge cuando t↗ T , lo que produce una contradiccio´n con el
hecho de que v este´ acotada. Utilizando la expresio´n expl´ıcita de β, concluimos
que 2p11 > 2p21 +m+ 1. 2
Para demostrar el Teorema 2.8 no podemos volver a utilizar las ideas planteadas
en la prueba del Teorema 2.6, ya que si queremos construir soluciones con explosio´n
no simulta´nea fuera del rango p11 > p21+1, tenemos que buscar entre las soluciones
que no son planas. Es aqu´ı donde nos vemos obligados a introducir la restriccio´n
p12 = 0. Gracias a esta condicio´n tenemos la posibilidad de usar una solucio´n
autosemejante, U , de (2.5) como componente u. Esto tiene la ventaja de que la
estructura espacial de la solucio´n autosemejante es conocida, lo que es crucial para
la demostracio´n del teorema. La mayor dificultad a la hora de eliminar la restriccio´n
p12 = 0 es demostrar que las soluciones de (2.4) con h 6= 1 tienen una estructura
espacial aproximadamente autosemejante. Recue´rdese, Observacio´n 2.1, que so´lo
se conoce la estimacio´n u(x, t) ≤ Cxαβ en el caso m > 1.
Adema´s del comportamiento autosemejante de U , al igual que en los teoremas
anteriores, tambie´n estamos interesados en utilizar la Fo´rmula de Representacio´n
para la ecuacio´n del calor para manejar ma´s fa´cilmente la componente v. En el
siguiente resultado auxiliar, Lema 2.9, se establece la condicio´n de explosio´n no
simulta´nea cuando una de las componentes tiene difusio´n lineal y la otra es auto-
semejante.
Sea (U, z) una solucio´n de{
Ut = (U
m)xx + U
p11 ,
zt = zxx + z
p22
n Up21 ,
(x, t) ∈ R+ × (0, T ), (2.22)
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con {
Ux(0, t) = 0,
zx(0, t) = 0,
t ∈ (0, T ), (2.23)
y dato inicial estrictamente decreciente{
U(x, 0) = U0(x),
z(x, 0) = z0(x),
x ∈ R+. (2.24)
Elegimos datos iniciales tales que U es autosemejante y zt ≥ 0. Obse´rvese que
las soluciones planas quedan excluidas de este problema gracias a la hipo´tesis de
monoton´ıa estricta sobre el dato inicial. Supongamos tambie´n que z0 ≥ δ > 0.
Lema 2.9 Sea 0 < m < 1. Si p11 > ma´x{1, p21 + m+12 }, entonces existen datos
iniciales (U0, z0) tales que U explota y z permanece acotada.
Demostracio´n. El hecho de que U satisfaga (2.6) y (2.7) implica que
U(x, t) ≤
 C(T − t)
−α, x ≤ c(T − t)β,
Cx−
α
β , x > c(T − t)β.
Obse´rvese que en el rango de para´metros en el que estamos trabajando los expo-
nentes verifican α, β > 0.
Supongamos primero que p22 > n y fijemos un dato inicial z0 de forma que
‖z0‖∞ < 14 .
Afirmamos que z(x, t) ≤ z(0, t) ≤ 1 para todo 0 ≤ t < T . Supongamos que
esta afirmacio´n no es cierta y sea entonces t0 < T el primer tiempo en el que
z(0, t0) = 1. Usando nuevamente la Fo´rmula de Representacio´n se tiene que
z(0, t) =
∫
R+
Γ(y, t)z0(y) dy +
∫ t
0
∫
R+
Γ(y, t− τ)z p22n (y, τ)Up21(y, τ) dy dτ
≤ z0(0) + z
p22
n (0, t)
∫ t
0
∫
R+
Γ(y, t− τ) C
(T − τ)
p21
p11−1
χ{y≤c(T−τ)β} dy dτ
+z
p22
n (0, t)
∫ t
0
∫
R+
Γ(y, t− τ)Cy−
2p21
p11−mχ{y>c(T−τ)β} dy dτ
= z0(0) + z
p22
n (0, t)I1(t) + z
p22
n (0, t)I2(t).
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Para estimar las integrales I1 e I2 hacemos de nuevo el cambio de variables dado
por (2.21). Obtenemos
I1(t) ≤
∫ t
0
C
(T − τ)
p21
p11−1
∫ (T−τ)β(t−τ)− 12
0
e−
s2
4 ds dτ ≤
∫ t
0
C
(T − τ)
p21
p11−1−β+
1
2
dτ,
I2(t) ≤
∫ t
0
C
(T − τ)
p21
p11−m
∫ ∞
c(T−τ)β(t−τ)− 12
e−
s2
4 s
− 2p21
p11−m ds dτ ≤
∫ t
0
C
(T − τ)
p21
p11−m
dτ.
Como m < 1, tenemos β > 1
2
. Esto, junto con 2p21 < 2p11 − (m + 1), implica
que tanto I1 como I2 esta´n uniformemente acotadas en [0, t0]. Es ma´s, se puede
conseguir que sean tan pequen˜as como sea necesario eligiendo T suficientemente
pequen˜o. As´ı, si elegimos U0 grande, de forma que el tiempo de explosio´n, T , de
U(x, t) = (T − t)−αF
( x
(T − t)β
)
sea pequen˜o, tenemos que
z(0, t) ≤ z0(0) + 1
2
z
p22
n (0, t). (2.25)
Como z(0, t) ≤ 1 para 0 ≤ t ≤ t0, z
p22
n (0, t) ≤ z(0, t) y por tanto
z(0, t0) ≤ z0(0) + 1
2
z
p22
n (0, t0) ≤ z0(0) + 1
2
z(0, t0).
Concluimos que z(0, t0) ≤ 12 , lo que conduce a una contradiccio´n.
Para el caso p22 ≤ n razonamos de forma ana´loga al caso p22 > n. Elegimos
un dato inicial z0 tal que 1 ≤ ‖z0‖∞ ≤ 2. Entonces z(0, t) ≥ 1 para todo t. Sea
t0 < T el primer tiempo en el que z(0, t0) = 6. Si ese tiempo no existe, concluimos
que z esta´ acotada para todo tiempo 0 ≤ t < T , y el resultado es inmediato. Por
el contrario, si en algu´n momento z alcanza el nivel 6, de la misma forma que en
el caso anterior, obtenemos que z(0, t) verifica (2.25) para 0 ≤ t ≤ t0 y adema´s
z
p22
n (0, t) ≤ z(0, t). Pero esto implica que
3 =
1
2
z(0, t0) ≤ z0(0) ≤ 2,
que es de nuevo a una contradiccio´n.
Resumiendo, en cualquiera de los dos casos, tanto si p22 > n como si p22 ≤ n,
concluimos que U explota y que z esta´ acotada. 2
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Demostracio´n del Teorema 2.8. El Lema 2.9 garantiza que podemos escoger
datos iniciales U0 y z0 tales que U explota y que la componente z de la solucio´n
de (2.22)–(2.24) este´ acotada. Por lo tanto, si z esta´ acotada, v¯ = z
1
n tambie´n lo
esta´. Por otro lado, v¯, que es solucio´n de
nv¯n−1vt = (v¯n)xx + v¯p22Up21 , (x, t) ∈ R+ × (0, T ),
v¯x(0, t) = 0, t ∈ (0, T ),
v¯(x, 0) = z
1
n
0 (x), x ∈ R+,
es adema´s una supersolucio´n acotada de
cvt = (v
n)xx + v
p22Up21 .
La constante que aparece delante de vt no tiene ninguna relevancia y se puede eli-
minar mediante un cambio de variables. Mediante un argumento de comparacio´n,
cualquier solucio´n v de (2.1) con dato inicial pequen˜o, verifica v ≤ v¯ y por tanto
concluimos que v esta´ acotada. 2
2.6 El problema de Neumann
Para finalizar este cap´ıtulo estudiamos la explosio´n no simulta´nea en el proble-
ma de Neumann. Es decir, consideramos soluciones del mismo sistema parabo´li-
co (2.1) pero definido en un intervalo acotado,{
ut = (u
m)xx + u
p11vp12 ,
vt = (v
n)xx + u
p21vp22 ,
(x, t) ∈ (−L,L)× (0, T ), (2.26)
con condiciones Neumann en la frontera{
(um)x(−L, t) = (um)x(L, t) = 0,
(vn)x(−L, t) = (vn)x(L, t) = 0,
t ∈ (0, T ), (2.27)
y dato inicial {
u(x, 0) = u0(x),
v(x, 0) = v0(x),
x ∈ (−L,L). (2.28)
Al igual que en las secciones anteriores supondremos que u0 y v0 son datos iniciales
estrictamente positivos, continuos, acotados, sime´tricos y decrecientes en (0, L).
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Teorema 2.10 Los teoremas 2.6, 2.7 y 2.8 son tambie´n ciertos para el proble-
ma (2.26)–(2.28).
La prueba de este teorema es sustancialmente igual que la de los teoremas
anteriores. No obstante, si bien todos los resultados demostrados a lo largo del
cap´ıtulo siguen siendo va´lidos, algunas de las te´cnicas utilizadas tienen que ser
adaptadas a este nuevo problema.
Empecemos por el Lema 2.1. Si β ≥ 0 la demostracio´n es cierta adapta´ndola al
intervalo (0, L). Sin embargo, si β < 0, la definicio´n de φM adaptada al intervalo
(0, L),
φM(y, s) =
1
M(t)
u(ay, bs+ t), 0 ≤ y ≤ L
a
,
−t
b
≤ s ≤ 0,
tiene el inconveniente de que el intervalo espacial se contrae a cero cuando t↗ T ,
(recue´rdese la definicio´n de a =M
m−p11
2 ). Para evitar esta contraccio´n realizamos
una extensio´n perio´dica par a toda la recta real positiva, lo cual es posible ya que
(um)x(0, t) = (u
m)x(L, t) = 0. En esta nueva situacio´n podemos aplicar el Lema 2.1
de la Seccio´n 2.2.
En lo que al Lema 2.2 se refiere, e´ste sigue siendo cierto si redefinimos el
problema (2.13) al intervalo acotado [0, L] an˜adiendo simplemente la condicio´n de
frontera (um)x(L, t) = 0. Como Ux ≤ 0, la solucio´n autosemejante de (2.13) en R+
es una subsolucio´n del problema restringido al intervalo.
Demostracio´n del Teorema 2.10. Dado que la prueba de este teorema es muy
parecida a la de los teoremas 2.6, 2.7 y 2.8, mostraremos u´nicamente las princi-
pales diferencias que aparecen. E´stas surgen a la hora de obtener la condicio´n de
explosio´n no simulta´nea p11 > p21 + 1 (respectivamente 2p11 > 2p21 + m + 1).
Consideramos el siguiente problema de contorno,
zt = zxx + C(T − t)
−p21
p11−1χ{x≤c(T−t)β}, (x, t) ∈ (0, L)× (0, T ),
zx(0, t) = zx(L, t) = 0, t ∈ (0, T ),
z(x, 0) = z0(x) = v
n
0 (x), x ∈ (0, L).
(2.29)
Como la idea es copiar las pruebas anteriores tenemos que extender el problema
a toda la recta real positiva. Para ello definimos una funcio´n continua, positiva
y decreciente, zˆ0, tal que zˆ0(x) = z0(x) en [0, L]. Si z es solucio´n de (2.29) con
42 2. Sistemas con fuentes de calor
dato inicial z0 y zˆ es la solucio´n extendida a R+ con dato inicial zˆ0, un argumento
de comparacio´n en [0, L] × [0, T ) nos permite concluir que z(x, t) ≥ zˆ(x, t). El
argumento final de la demostracio´n es como en los teoremas anteriores utilizando
la funcio´n zˆ y el problema (2.20). 2
3Sistemas con flujos a trave´s de
la frontera
En este cap´ıtulo nos encontramos de nuevo ante un sistema de dos ecuaciones pa-
rabo´licas con difusio´n no lineal pero esta vez definidas en un dominio acotado. En
este caso las dos ecuaciones esta´n acopladas en la frontera mediante te´rminos de
reaccio´n no lineales. Al igual que en el Cap´ıtulo 2 caracterizamos, en el caso de so-
luciones crecientes en tiempo, el conjunto de para´metros para el cual es posible que
haya explosio´n no simulta´nea. Adema´s encontramos condiciones en los exponentes,
para los que la explosio´n es siempre no simulta´nea, sea cual sea el dato inicial.
Finalmente demostramos que, en el rango de exponentes donde cada componente
puede explotar por s´ı misma, hay datos iniciales concretos que producen explosio´n
no simulta´nea.
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44 3. Sistemas con flujos a trave´s de la frontera
3.1 Preliminares
Nos centramos ahora en el estudio de la formacio´n de singularidades en tiempo
finito de las soluciones (u, v) de un sistema parabo´lico formado por dos ecuaciones
de tipo medios porosos{
ut = (u
m)xx,
vt = (v
n)xx,
(x, t) ∈ (0, L)× (0, T ), (3.1)
acopladas de forma no lineal en uno de los extremos del intervalo{
−(um)x(0, t) = up11(0, t)vp12(0, t),
−(vn)x(0, t) = up21(0, t)vp22(0, t),
t ∈ (0, T ), (3.2)
y con flujo cero en el otro extremo,{
(um)x(L, t) = 0,
(vn)x(L, t) = 0,
t ∈ (0, T ). (3.3)
Los datos iniciales {
u(x, 0) = u0(x),
v(x, 0) = v0(x),
x ∈ (0, L), (3.4)
los supondremos continuos y acotados. Al igual que en el Cap´ıtulo 2 considerare-
mos todos los posibles para´metros m,n > 0, pij ≥ 0 y supondremos que los datos
iniciales son estrictamente positivos para evitar problemas de unicidad, [34]. Su-
pondremos tambie´n que los datos iniciales son compatibles con las condiciones de
contorno, de forma que las soluciones se pueden entender en sentido cla´sico. Como
es habitual en este tipo de problemas haremos la hipo´tesis adicional de monoton´ıa
ut, vt ≥ 0, que en este caso se da si (um0 )′′ ≥ 0 y (vn0 )′′ ≥ 0.
Obse´rvese que, gracias a la condicio´n de flujo cero en la frontera (3.3), las solu-
ciones de (3.1)–(3.4) se pueden extender al intervalo (0, 2L) mediante una simetr´ıa.
Obtenemos as´ı soluciones del mismo problema, pero sustituyendo la condicio´n en
x = L por una condicio´n en x = 2L de la forma{
(um)x(2L, t) = u
p11(2L, t)vp12(2L, t),
(vn)x(2L, t) = u
p21(2L, t)vp22(2L, t),
t ∈ (0, T ).
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Rec´ıprocamente, las soluciones sime´tricas de este u´ltimo problema son soluciones
del problema original, (3.1)–(3.4). Esta correspondencia entre las soluciones tiene
la ventaja de que permite trasladar los resultados de un problema al otro.
En los u´ltimos an˜os ha habido un creciente intere´s por el estudio de explosio´n
debido a te´rminos de reaccio´n en la frontera, tanto para problemas escalares como
para sistemas, ve´ase por ejemplo [31], [56] y las referencias que incluyen. Sin
embargo, poco se sabe au´n acerca de la explosio´n no simulta´nea en sistemas. La
primera mencio´n a un problema de este tipo la encontramos en [94], donde se
analiza (3.1)–(3.4) con m = n = 1. Posteriormente, en [98], se estudia la explosio´n
no simulta´nea del mismo par de ecuaciones (3.1) pero definidas en R+ en vez de
en un intervalo, y con las mismas condiciones de contorno en el origen, (3.2).
Entre los objetivos de este cap´ıtulo esta´ el caracterizar el rango de exponentes
para el cual es posible que haya explosio´n no simulta´nea, Seccio´n 3.5
Como primer paso ser´ıa interesante saber bajo que´ condiciones hay soluciones
no triviales de (3.1)–(3.4) que explotan. En [113], [114] se demuestra que al menos
una de las dos componentes, u o v, explota si y so´lo si los exponentes pij verifican
alguna de las siguientes condiciones
p11 > mı´n
{
1,
m+ 1
2
}
, p22 > mı´n
{
1,
n+ 1
2
}
,
p12p21 >
(
mı´n
{
1,
m+ 1
2
}
− p11
)(
mı´n
{
1,
n+ 1
2
}
− p22
)
.
Desgraciadamente, este resultado so´lo caracteriza la explosio´n del problema, pero
nada afirma sobre la posibilidad de explosio´n no simulta´nea.
La condicio´n necesaria y suficiente para que existan datos iniciales tales que u
explota y v permanece acotada viene dada por
2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)} .
Obviamente, intercambiando los papeles de u y v, obtenemos que la condicio´n
para que haya soluciones tales que v explota y u permanece acotada es
2p12 < ma´x {p22 − 1, 2p22 − (n+ 1)} .
La condicio´n de explosio´n no simulta´nea depende de la relacio´n entre p11 y
m. De hecho, cambia bruscamente al pasar por el valor p11 = m. Veremos que
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esto no es casual, sino que esta´ fuertemente relacionado con la tasa de explosio´n
no simulta´nea. Resulta notable adema´s que, cuando p11 < m, la difusio´n influye
fuertemente a trave´s del para´metro m en la condicio´n.
Llegados a este punto, uno se podr´ıa plantear co´mo influyen los datos iniciales
en la explosio´n no simulta´nea. Es decir,
¿hay algu´n rango de exponentes para el cual la explosio´n es siempre no
simulta´nea, independientemente de los datos iniciales?
La respuesta a esta pregunta es s´ı, como veremos en la Seccio´n 3.5.
Una vez caracterizada completamente la explosio´n no simulta´nea nos plantea-
mos determinar la posibilidad de explosio´n simulta´nea. Veremos que, aunque el
conjunto de datos iniciales para los que es posible la explosio´n no simulta´nea es
grande, existen, en el rango de para´metros en el que la explosio´n simulta´nea es
posible, soluciones excepcionales que explotan simulta´neamente.
3.2 Tasas no simulta´neas
Como ya hicimos notar en el Cap´ıtulo 2, el conocimiento de las tasas de explo-
sio´n no simulta´nea es una herramienta clave a al hora de determinar la explosio´n
no simulta´nea.
Para poder determinar esta tasa, volvemos a considerar a vp12(0, t) como un
coeficiente congelado. Por tanto u es una solucio´n del siguiente problema

ut = (u
m)xx, (x, t) ∈ (0, L)× (0, T ),
−(um)x(0, t) = up11(0, t)h(t), t ∈ (0, T ),
(um)x(L, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ (0, L),
(3.5)
donde h es una funcio´n continua, acotada, creciente y estrictamente positiva. El
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caso concreto en el que h es una constante,
ut = (u
m)xx, (x, t) ∈ (0, L)× (0, T ),
−(um)x(0, t) = Cup11(0, t), t ∈ (0, T ),
(um)x(L, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ (0, L),
(3.6)
ha sido ampliamente estudiado, ve´ase [58]. Se sabe que las soluciones de este
u´ltimo problema explotan si y so´lo si
p11 > mı´n
{
1,
m+ 1
2
}
.
Por comparacio´n, las soluciones de (3.5) explotan si y so´lo si se cumple la misma
restriccio´n sobrep11.
Como consecuencia de la hipo´tesis de monoton´ıa en tiempo, ut ≥ 0, se tiene
que (um)xx ≥ 0 y por lo tanto
mı´n
x∈[0,L]
(um)x(x, t) = (u
m)x(0, t). (3.7)
Es ma´s, como ux ≤ 0, tenemos que
ma´x
x∈[0,L]
u(x, t) = u(0, t). (3.8)
Deducimos entonces que si u explota en tiempo finito T , {0} tiene que pertenecer
al conjunto de explosio´n de u.
Como dijimos anteriormente, la condicio´n para que se produzca explosio´n no
simulta´nea, 2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)} , depende fuertemente de la di-
fusio´n y cambia al cruzar el valor p11 = m. Este comportamiento se justifica
analizando la tasa de explosio´n de u cuando v esta´ acotada,
C1 ≤ (T − t)γu(0, t) ≤ C2, (3.9)
para 0 < t < T , C1 y C2 constantes positivas y con
γ =
1
ma´x {p11 − 1, 2p11 − (m+ 1)} .
Obse´rvese que γ, y por tanto la tasa, cambia precisamente al pasar por el valor
p11 = m. Segu´n esta observacio´n, resulta razonable entonces que estudiemos la
tasa de explosio´n de u atendiendo a la relacio´n entre p11 y m.
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Empecemos con el caso p11 < m. Veamos en primer lugar que cuando u explota,
B(u) = [0, L]. Adema´s, u explota con la misma velocidad en todos los puntos.
Lema 3.1 Sea p11 > mı´n{1, m+12 } y sea u una solucio´n de (3.5). Si p11 < m,
entonces para toda c < 1 existe un tiempo t0 = t0(c) < T tal que
c u(0, t) ≤ u(x, t) ≤ u(0, t), x ∈ [0, L], t0 ≤ t ≤ T. (3.10)
En particular B(u) = [0, L].
Para demostrar este lema usaremos ideas de [55].
Demostracio´n. La desigualdad de la derecha, u(x, t) ≤ u(0, t), es consecuencia
directa de (3.8).
Para demostrar la otra desigualdad, c u(0, t) ≤ u(x, t), usamos la relacio´n (3.7).
Gracias al Teorema del Valor Medio, obtenemos que existe un valor ξ ∈ (0, x) tal
que
um(x, t)− um(0, t) = x(um)x(ξ, t) ≥ x(um)x(0, t)
= −xup11(0, t)h(t) ≥ −CLup11(0, t).
Por lo tanto,
um(x, t) ≥ um(0, t) (1− CLup11−m(0, t)) .
Obtenemos finalmente que
um(x, t) ≥ cmum(0, t),
con c < 1. Esta u´ltima desigualdad se obtiene a partir de
1− CLup11−m(0, t) ≥ cm
para t pro´ximo a T , que es cierto por ser p11 − m < 0 y explotar u(0, t) con
ut(0, t) ≥ 0. 2
De hecho, este lema afirma algo ma´s: el perfil en el tiempo de explosio´n es
plano.
Corolario 3.2 Sea p11 > mı´n{1, m+12 } y sea u una solucio´n de (3.5). Si p11 < m,
entonces
l´ım
t↗T
u(x, t)
u(0, t)
= 1, x ∈ [0, L].
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Observacio´n 3.1 Las condiciones p11 > mı´n{1, m+12 } y p11 < m solamente son
compatibles si m > 1. En ese caso, mı´n{1, m+1
2
} = 1.
Lema 3.3 Sea p11 > mı´n{1, m+12 } y sea u una solucio´n de (3.5). Si p11 < m,
entonces se verifica
C1 ≤ (T − t)
1
p11−1u(0, t) ≤ C2,
para 0 < t < T .
Demostracio´n. Como primer paso para demostrar el lema, observamos que la
masa
F (t) =
∫ L
0
u(x, t) dx
se comporta como u(0, t). Es decir, existen constantes C1 y C2 tal que
C1u(0, t) ≤ F (t) ≤ C2u(0, t), 0 < t < T. (3.11)
En efecto, de (3.8) obtenemos inmediatamente que F (t) ≤ Lu(0, t). Por otra parte,
dado c < 1, la desigualdad de la izquierda en (3.11) se deduce fa´cilmente para
t0(c) ≤ t ≤ T : basta integrar (3.10) para obtener cL u(0, t) ≤ F (t). Para extender
esta desigualdad a (0, t0(c)) tomamos una constante c1, suficientemente pequen˜a,
y tal que
F (t) =
∫ L
0
u(x, t) dx ≥
∫ L
0
u(x, 0) dx ≥ c1
cL
∫ L
0
u(x, t0(c)) dx.
Usando (3.10) y la monoton´ıa en tiempo de u, llegamos a la conclusio´n de que
C1
cL
∫ L
0
u(x, t0(c)) dx ≥ C1
cL
∫ L
0
cu(0, t0(c)) dx ≥ C1u(0, t0(c)) ≥ C1u(0, t),
para t ≤ t0(c).
Queda as´ı demostrada la cadena de desigualdades (3.11). Al ser entonces la ma-
sa F (t) y u(0, t) equivalentes, para demostrar el lema, basta probar desigualdades
similares a (3.9) para F (t).
Para todo t < T la masa satisface la ecuacio´n diferencial ordinaria
F ′(t) =
∫ L
0
ut(x, t) dx =
∫ L
0
(um)xx(x, t) dx
= (um)x(L, t)− (um)x(0, t) = h(t)up11(0, t).
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Como h esta´ acotada inferiormente, usando una de las desigualdades de (3.11) se
tiene que
F ′(t) ≥ Cup11(0, t) ≥ C(F (t))p11 .
Finalmente, integrando en (t, T ) deducimos la estimacio´n superior
F (t) ≤ C(T − t)− 1p11−1 .
La estimacio´n inferior F (t) ≥ C(T−t)− 1p11−1 se obtiene de forma similar, utilizando
que h esta´ acotada superiormente y la otra desigualdad de (3.11). 2
Lema 3.4 Sea p11 > mı´n{1, m+12 } y sea u una solucio´n de (3.5). Si p11 ≥ m,
entonces se verifica
C1 ≤ (T − t)
1
2p11−(m+1)u(0, t) ≤ C2,
para 0 < t < T .
Demostracio´n. La idea de esta prueba es la misma que la del Lema 2.1 del
Cap´ıtulo 2. Esbozamos u´nicamente las ligeras diferencias y remitimos al lector al
cap´ıtulo anterior para los detalles.
Sea M(t) = ma´xu(·, t) y sea
φM(y, s) =
1
M(t)
u(ay, bs+ t), 0 ≤ y ≤ L
a
,
−t
b
≤ s ≤ 0,
con
a =Mm−p11 , b =Mm+1−2p11 .
Cuando t ↗ T , M ↗ ∞. Adema´s en las hipo´tesis del lema, 2p11 > m + 1 y
por lo tanto b ↘ 0. Es ma´s, si p11 > m entonces a ↘ 0; por otro lado, a = 1 si
p11 = m. Para el argumento que sigue es importante que el intervalo de definicio´n
de y no se contraiga a cero, como ocurrir´ıa aqu´ı si p11 < m. Obse´rvese que en la
demostracio´n del Lema 2.1 del Cap´ıtulo 2 no tenemos que tener esta precaucio´n,
ya que el problema original esta´ definido en R+ y por tanto y ≥ 0.
Una vez demostrado que existe una constante positiva C tal que para todo M
suficientemente grande se tiene que
(φM)s(0, 0) ≥ C > 0, (3.12)
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la tasa (3.9) se obtiene reescribiendo (3.12) en te´rminos de M ,
c ≤Mm−2p11(t)M ′(t) ≤ C,
e integrando esta u´ltima expresio´n entre t y T .
La demostracio´n de (3.12) sigue los mismos pasos que el Lema 2.1. Usamos el
hecho de que {φM} es una familia uniformemente acotada de soluciones de
(φM)s = (φ
m
M)yy, (y, s) ∈ (0, La )× (− tb , 0),
−(φmM)y(0, s) = φp11M (0, s)h(bs+ t), s ∈ (− tb , 0),
(φmM)y(
L
a
, s) = 0, s ∈ (− t
b
, 0),
para concluir que es equicontinua, ve´ase [46], [117], y as´ı pasar al l´ımite (a lo
largo de una subsucesio´n), φMj → Φ cuando Mj → ∞. Las estimaciones de tipo
Schauder permiten pasar al l´ımite en la ecuacio´n que verifican las funciones φMj .
As´ı, la funcio´n w = Φs satisface ws = (mΦ
m−1w)yy en el conjunto de positividad
de Φ. Es ma´s,
−(mΦm−1w)y(0, s) = p11Φp11−1w(0, s)h(T ).
Por otro lado tenemos que (φMj)s(0, 0)→ Φs(0, 0), lo que implica que Φs(0, 0) = 0.
Adema´s, como ut ≥ 0, w = Φs ≥ 0. Por lo tanto, w tiene un mı´nimo en (0, 0) y,
por el Lema de Hopf, w ≡ 0.
Obtenemos finalmente que Φ es una solucio´n estacionaria no negativa de la
ecuacio´n de los medios porosos, (Φm)yy = 0. Integrando obtenemos que
Φm(y) = c1y + c2.
Adema´s, como Φ(0) = 1,
−(Φm)′(0) ≥ Φp11(0)h(T ) = h(T ),
y as´ı
Φm(y) ≤ 1− h(T )y.
Concluimos entonces el argumento, tanto si p11 > m, como si p11 = m, con una
contradiccio´n. Si p11 > m, Φ se hace negativa, mientras que si p11 = m, o bien Φ
se hace negativa o bien no verifica la condicio´n (Φm)′(L) = 0. 2
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3.3 Explosio´n en un problema escalar auxiliar
Gracias a la seccio´n anterior, sabemos que si u explota y v permanece acotada,
u verifica la tasa de explosio´n no simulta´nea (3.9). Por tanto v es una supersolucio´n
de
vt = (v
n)xx, (x, t) ∈ (0, L)× (0, T0),
−(vn)x(0, t) = cvp22(0, t)(T − t)−γp21 , t ∈ (0, T0),
(vn)x(L, t) = 0, t ∈ (0, T0),
v(x, 0) = v0(x), x ∈ (0, L),
(3.13)
con c una constante positiva y T0 el tiempo ma´ximo de existencia de v.
El punto clave de esta seccio´n es demostrar que, para que v este´ acotada hasta
tiempo T (el tiempo de explosio´n de u), γp21 tiene que ser ma´s pequen˜o que
1
2
.
Teorema 3.5 Si γp21 ≥ 12 , entonces toda solucio´n no trivial y no negativa de (3.13)
explota en tiempo finito T0 ≤ T .
Teorema 3.6 Si γp21 <
1
2
, entonces dado ε > 0 y un dato inicial v0 existe T
suficientemente pequen˜o tal que la solucio´n de (3.13) cumple
sup
0<t<T
‖v(·, t)‖∞ ≤ ‖v0‖∞ + ε.
En particular, v esta´ acotada.
Obse´rvese que si v permanece acotada hasta tiempo t = T , parece lo´gico esperar
que se comporte como una solucio´n del problema
vt = (v
n)xx, (x, t) ∈ (0, L)× (0, T ),
−(vn)x(0, t) = c(T − t)−γp21 , t ∈ (0, T ),
(vn)x(L, t) = 0, t ∈ (0, T ),
v(x, 0) = v0(x), x ∈ (0, L).
(3.14)
Al igual que en el problema (3.13), para que la solucio´n v de (3.14) este´ acotada
hasta tiempo T , γp21 tiene que ser menor que
1
2
.
Teorema 3.7 Si γp21 ≥ 12 , entonces toda solucio´n no trivial y no negativa de (3.14)
explota en tiempo T .
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Teorema 3.8 Si γp21 <
1
2
, entonces dado ε > 0 y un dato inicial v0 existe T
suficientemente pequen˜o tal que la solucio´n de (3.14) cumple
sup
0<t<T
‖v(·, t)‖∞ ≤ ‖v0‖∞ + ε. (3.15)
En particular, v esta´ acotada.
Observacio´n 3.2 Los teoremas anteriores siguen siendo va´lidos si aparece una
constante C > 0 delante de vt.
Los teoremas 3.5 y 3.6 son consecuencia directa de estos dos u´ltimos resultados.
Demostracio´n del Teorema 3.5. El hecho de que estemos considerando datos
iniciales estrictamente positivos y soluciones mono´tonas en tiempo, permite afirmar
que la solucio´n v de (3.13) es una supersolucio´n de (3.14) con γp21 ≥ 12 . Como
todas las soluciones no triviales y no negativas de este u´ltimo problema explotan
en tiempo T , Teorema 3.7, por comparacio´n v tambie´n tiene que explotar. El
tiempo de explosio´n de v no es necesariamente T , sino que puede ser anterior,
T0 ≤ T . 2
Demostracio´n del Teorema 3.6. Dado ε > 0 y un dato inicial v0 fijo, sea z
una solucio´n de (3.14) con dato inicial z(x, 0) = v0(x) y c suficientemente grande.
Eligiendo T pequen˜o, como por hipo´tesis γp21 <
1
2
, el Teorema 3.8 implica que
z cumple la propiedad (3.15). Por lo tanto es una supersolucio´n de (3.13). Por
comparacio´n v ≤ z. Concluimos entonces que v tambie´n tiene que satisfacer la
condicio´n (3.15). 2
Para terminar la seccio´n queda entonces pendiente demostrar los teoremas 3.7
y 3.8. Empecemos para ello probando que el problema (3.14) cumple una propiedad
de contraccio´n en L∞.
Lema 3.9 Sean v1 y v2 dos soluciones de (3.14) y supongamos que sus datos
iniciales esta´n ordenados, v1(x, 0) ≥ v2(x, 0). Entonces
‖v1(·, t2)− v2(·, t2)‖∞ ≤ ‖v1(·, t1)− v2(·, t1)‖∞, (3.16)
para 0 ≤ t1 < t2 < T .
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Demostracio´n. Si v1(x, 0) ≥ v2(x, 0), la comparacio´n muestra que v1 ≥ v2. Defi-
namos
Φ(x, t) =

vn1 (x, t)− vn2 (x, t)
v1(x, t)− v2(x, t) si v1(x, t) 6= v2(x, t),
nvn−11 (x, t) si v1(x, t) = v2(x, t).
Se tiene entonces que la diferencia w = v1 − v2 ≥ 0 es una solucio´n de la ecuacio´n
parabo´lica
wt = (Φ(x, t)w)xx, (x, t) ∈ (0, L)× (t1, t2),
−(Φ(x, t)w)x(0, t) = 0, t ∈ (t1, t2),
(Φ(x, t)w)x(L, t) = 0, t ∈ (t1, t2),
w(x, t1) = v1(x, t1)− v2(x, t1), x ∈ (0, L).
Por tanto, el ma´ximo de w en [t1, t2] × [0, L] se alcanza en la frontera parabo´lica
de este dominio. Veamos que en cada uno de los casos posibles se concluye el
resultado (3.16).
Si el ma´ximo esta´ localizado en t = t1, el resultado se sigue de forma inmediata
(recue´rdese que w = v1 − v2 ≥ 0).
Si por el contrario el ma´ximo se alcanza en los puntos x = 0 o x = L, el Lema
de Hopf implica que w ≡ 0, y por tanto la monoton´ıa de ‖w(·, t)‖∞ es trivial. 2
Observacio´n 3.3 El Lema de Hopf se puede utilizar en este contexto, ya que,
por ser v1 > 0 en un entorno del punto de ma´ximo, la ecuacio´n es uniformemente
parabo´lica en ese entorno.
Esta propiedad de contraccio´n que acabamos de demostrar implica que el Teo-
rema 3.7 (y en consecuencia el Teorema 3.5) es cierto considerando cualquier dato
inicial.
Corolario 3.10 O bien todas las soluciones de (3.14) esta´n acotadas hasta tiem-
po T , o bien todas explotan en tiempo T .
Demostracio´n. Sea v1 una solucio´n de (3.14) y v2 la solucio´n de (3.14) con dato
inicial trivial, v2(x, 0) = 0. Entonces, por comparacio´n, v1(x, t) ≥ v2(x, t). Como
la diferencia ‖v1(·, t)− v2(·, t)‖∞ no crece con el tiempo, ve´ase (3.16), se tiene
‖v1(·, T )− v2(·, T )‖∞ ≤ ‖v1(·, 0)− v2(·, 0)‖∞ = ‖v1(·, 0)‖∞.
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Como v1(·, 0) esta´ acotada, concluimos de esta relacio´n que cualquier solucio´n v1
explota en tiempo t = T si y so´lo si v2 explota en tiempo T . 2
Lema 3.11 El Teorema 3.7 es cierto en el caso lineal, n = 1.
Para demostrar este lema usaremos algunas ideas que aparecen en [98].
Demostracio´n. El Teorema 3.7 afirma que todas las soluciones de (3.14) explotan
en tiempo T si γp21 >
1
2
. Para probar el lema, gracias al corolario anterior, podemos
restringirnos a demostrar que la solucio´n con dato inicial trivial explota, ya que
entonces cualquier otra solucio´n con cualquier otro dato inicial tambie´n explotara´.
Sea G la Funcio´n de Green para el problema (3.14). Se tiene entonces que
G(x, y, t, s) = Γ(x− y, t− s) +H(x, y, t, s),
donde Γ es la Solucio´n Fundamental para la ecuacio´n del calor (recue´rdese que
n = 1),
Γ(x, t) =
1√
4pit
exp
(
−x
2
4t
)
,
y H(x, y, t, s) es la solucio´n de
Hs(x, y, t, s) +Hyy(x, y, t, s) = 0, (y, s) ∈ (0, L)× (0, T ),
Hy(x, 0, t, s) = Γx(x, t− s), s ∈ (0, T ),
Hy(x, L, t, s) = Γx(x− L, t− s), s ∈ (0, T ),
H(x, y, t, t) = 0, y ∈ (0, L).
El hecho de que |H(0, 0, t, s)| este´ acotada, implica, usando la Fo´rmula de Repre-
sentacio´n y la Funcio´n de Green, que
v(0, t) ≥ C
∫ t
0
ds
(t− s) 12 (T − s)γp21 − C ≥ C
∫ t
0
ds
(T − s)γp21+ 12 − C. (3.17)
Como por hipo´tesis γp21 ≥ 12 , v explota en tiempo T . 2
Lema 3.12 El Teorema 3.8 es cierto en el caso lineal, n = 1.
Demostracio´n. Dado ahora cualquier dato inicial v0, para probar el Teorema 3.8
cuando n = 1, escribimos la solucio´n v como suma de dos funciones v = v1 + v2.
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Tomamos entonces v1 una solucio´n de la ecuacio´n del calor con flujo cero y dato
inicial v1(x, 0) = v0(x) y v2 una solucio´n de (3.14) (con n = 1) y dato inicial
v2(x, 0) = 0. De la desigualdad (3.17) obtenemos que
v2(x, t) ≤ CT 12−γp21 .
Por otro lado, de la teor´ıa general de la ecuacio´n del calor tenemos que
v1(x, t) ≤ v0(x).
De estas dos desigualdades concluimos que
v(x, t) ≤ v0(x) + CT 12−γp21 ,
que implica la condicio´n (3.15) si T es pequen˜o. 2
Para extender los resultados a una n general, volvemos a utilizar argumentos
usados previamente en [98]. El punto clave en la demostracio´n consiste en construir
supersoluciones de la ecuacio´n del calor. Para ello so´lo hay que tener en cuenta
que, si v esta´ acotada, como adema´s es estrictamente positiva,
0 < c ≤ nvn−1 ≤ C, (3.18)
para cualquier n.
Demostracio´n del Teorema 3.7. Supongamos que v es una solucio´n de (3.14)
acotada hasta tiempo T y sea z = vn. La funcio´n z, que tambie´n esta´ acotada, es
solucio´n de
1
n
z
1−n
n zt = zxx, (x, t) ∈ (0, L)× (0, T ),
−zx(0, t) = c(T − t)−γp21 , t ∈ (0, T ),
zx(L, t) = 0, t ∈ (0, T ),
z(x, 0) = vn0 (x), x ∈ (0, L).
Gracias al Corolario 3.10 sabemos que o bien todas las soluciones explotan o bien
ninguna de ellas lo hace. Podemos elegir por tanto, sin pe´rdida de generalidad,
cualquier dato inicial z(x, 0). Sea entonces z(x, 0) ≥ δ > 0 tal que zxx(x, 0) ≥ 0.
As´ı, zt ≥ 0 y z(x, t) ≥ δ para todo t. Como z esta´ acotada y es estrictamente
positiva, cumple la condicio´n (3.18). Como consecuencia, z es una supersolucio´n
Feno´menos no lineales en problemas parabo´licos 57
acotada de la ecuacio´n del calor con un flujo en la frontera que viene dado por la
expresio´n c(T − t)−γp21 . Por comparacio´n, la solucio´n z¯ de
Cz¯t ≥ z¯xx, (x, t) ∈ (0, L)× (0, T ),
−z¯x(0, t) = c(T − t)−γp21 , t ∈ (0, T ),
z¯x(L, t) = 0, t ∈ (0, T ),
z¯(x, 0) ≥ δ, x ∈ (0, L),
esta´ por debajo de z, z¯ ≤ z. Pero entonces z, y por lo tanto v, no puede estar
acotada, ya que segu´n el Lema 3.11, la solucio´n z¯ de este u´ltimo problema explota
en tiempo T . 2
Demostracio´n del Teorema 3.8. Dado un dato inicial v0, sea z una solucio´n
de (3.14) con n = 1, z0(x) = v
n
0 (x), y una constante k(z0), que determinaremos
ma´s adelante, delante de zt,
k(z0)zt = zxx, (x, t) ∈ (0, L)× (0, T ),
−zx(0, t) = c(T − t)−γp21 , t ∈ (0, T ),
zx(L, t) = 0, t ∈ (0, T ),
z(x, 0) = vn0 (x), x ∈ (0, L).
Sea v¯ = z
1
n , entonces
k(z0)nv¯
n−1v¯t = (v¯n)xx, (x, t) ∈ (0, L)× (0, T ),
−(v¯n)x(0, t) = c(T − t)−γp21 , t ∈ (0, T ),
(v¯n)x(L, t) = 0, t ∈ (0, T ),
v¯(x, 0) = z
1
n
0 (x) = v0(x), x ∈ (0, L).
Como γp21 <
1
2
, podemos tomar T suficientemente pequen˜o y de forma que
z(x, t) ≤ ‖z0‖∞ + ε. Como z tambie´n esta´ acotado lejos del cero, digamos por
δ, y zt > 0, tenemos, independientemente del valor de n > 0, tomando δ de forma
apropiada y k−1(z0) = n(‖z0‖∞ + ε)n−1n , que
k(z0)nv¯
n−1 ≤ 1.
Por lo tanto v¯ es una supersolucio´n del problema (3.14). As´ı,
sup
0<t<T
‖v(·, t)‖∞ ≤ sup
0<t<T
‖v¯(·, t)‖∞ ≤ (‖v0‖n∞ + ε)
1
n ,
de donde se concluye (3.15). 2
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Observacio´n 3.4 La masa
∫ L
0
v satisface
∫ L
0
v(x, t) dx−
∫ L
0
v0(x) dx =
∫ t
0
c(T − τ)−γp21 dτ.
Por lo tanto, una solucio´n de (3.14) permanece acotada en la norma L1 hasta
tiempo T si y so´lo si γp21 < 1. Esta condicio´n difiere de la obtenida para la
explosio´n en la norma L∞, γp21 < 12 .
3.4 Conjunto de explosio´n no simulta´neo
Consideremos las ecuaciones (3.1) definidas en la recta real, [98]. La condicio´n
de explosio´n no simulta´nea en este caso es simplemente
2p21 < 2p11 − (m+ 1).
Obse´rvese que e´sta coincide con la condicio´n de explosio´n no simulta´nea del pro-
blema definido en el intervalo [0, L]
2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)}
cuando p11 > m. En este caso, el conjunto de explosio´n no simulta´neo de u so´lo
contiene al origen (ve´ase el Lema 3.13) al igual que ocurre en el problema definido
en R+. Esta estructura espacial explica la coincidencia en la condicio´n de explosio´n
no simulta´nea. De forma informal se puede entender de la siguiente manera: como
la explosio´n se produce u´nicamente en el origen, la singularidad no “ve” lo que
pasa lejos de ese punto y por lo tanto la condicio´n en x = L no contribuye al
comportamiento de explosio´n del problema (3.1)–(3.4) cuando p11 > m. Por tanto,
ambos problemas son “iguales”.
Lema 3.13 Si u explota y v permanece acotada, entonces el conjunto de explosio´n
de u viene dado por
B(u) =

{0}, p11 > m,
[0, Lˆ] ⊆ [0, L], p11 = m,
[0, L], p11 < m.
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Demostracio´n. Consideremos el problema auxiliar
ut = (u
m)xx, (x, t) ∈ (0, L)× (0, T ),
u(0, t) = c(T − t)−γ, t ∈ (0, T ),
(um)x(L, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ (0, L),
(3.19)
y distingamos los casos p11 ≤ m y p11 > m. Como en cualquiera de los dos casos
se verifica la tasa (3.9), u puede ser vista, segu´n la desigualdad de (3.9) que se
considere, como una supersolucio´n o como una subsolucio´n de (3.19) .
Empecemos por el caso p11 ≤ m. Si u es una supersolucio´n de (3.19) y u˜ una
subsolucio´n del mismo problema, por comparacio´n B(u˜) ⊆ B(u).
La idea es entonces buscar una subsolucio´n de (3.19), con un conjunto de
explosio´n conocido, y del cual podamos concluir el Lema 3.13.
Sea u˜ la solucio´n del problema
ut = (u
m)xx, (x, t) ∈ R+ × (0, T ),
u(0, t) = c(T − t)−γ, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ (0, L),
(3.20)
que en particular es subsolucio´n de (3.19). El conjunto de explosio´n de las solucio-
nes de (3.20) ha sido descrito en [33] y [67]. En estos trabajos se demuestra que, si
p11 = m, el conjunto de explosio´n de u˜ es B(u˜) = [0, L˜] mientras que B(u˜) = R+,
si p11 < m. En cualquiera de los dos casos obtenemos el conjunto correcto B(u).
El razonamiento es similar cuando p11 > m. Si u es una subsolucio´n que ex-
plota de (3.19), buscamos una solucio´n u˜ del mismo problema, cuyo conjunto de
explosio´n sea conocido, ya que por comparacio´n B(u) ⊆ B(u˜).
Sea u˜ entonces una solucio´n de (3.19). Si m ≥ 1 se sabe que (ve´ase [58])
B(u˜) = {0}.
Si m < 1 la conclusio´n no se obtiene de forma tan sencilla. Consideremos la
solucio´n particular u˜ construida en [28]. Es decir, en este caso u˜ es una solucio´n de
u˜t = (u˜
m)xx definida en (x, t) ∈ (0, 2L)× (0,∞), con dato inicial u0 (extendido al
intervalo (0, 2L) por simetr´ıa), y tal que u˜(x, t)→∞ cuando x→ 0, 2L para todo t.
Segu´n [28] esta solucio´n es una solucio´n maximal del problema, u˜(x, t) ≥ u(x, t).
Adema´s u˜ esta´ acotada en el interior del intervalo (0, 2L). Como u explota y
esta´ por debajo de u˜, su conjunto de explosio´n so´lo puede ser B(u˜) = {0}. 2
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3.5 Explosio´n no simulta´nea
Encontrar una condicio´n sobre los exponentes del problema que conduzca a
la explosio´n no simulta´nea requiere de un razonamiento ana´logo al dado en la
Seccio´n 2.4 del Cap´ıtulo 2. Por un lado hace falta una condicio´n que permita a u
explotar por s´ı misma, sin la ayuda de v. Esto es posible si
p11 > mı´n
{
1,
m+ 1
2
}
,
ve´ase [58]. Por otro lado hace falta que p21 sea pequen˜o comparado con p11. De
esta forma cuando u explota no tiene por que´ arrastrar a v con ella.
Teorema 3.14 Si u explota y v permanece acotada, entonces
2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)} . (3.21)
Rec´ıprocamente, si se cumple la condicio´n (3.21) entonces dado v0, existe un dato
inicial u0 tal que u explota y v permanece acotada.
Observacio´n 3.5 Como p21 ≥ 0, la condicio´n (3.21) implica en particular que
p11 > mı´n{1, m+12 }.
Demostracio´n. Por hipo´tesis v esta´ acotada superiormente para todo 0 < t < T .
La componente u es entonces una subsolucio´n de (3.5) y por tanto es necesario
que p11 > mı´n{1, m+12 } para que explote, [58] y Seccio´n 3.2.
Por otro lado, como u explota y v esta´ acotada, se verifica la tasa de explosio´n
no simulta´nea (3.9). Utilizando la cota inferior
u(0, t) ≥ C(T − t)−γ
en la ecuacio´n de v, obtenemos que v es una supersolucio´n de (3.13). Gracias al
Teorema 3.5 concluimos que γp21 <
1
2
y por tanto (3.21).
Para demostrar el enunciado rec´ıproco fijemos en primer lugar un dato inicial
v0 tal que ‖v0‖∞ = N .
Como p11 > mı´n{1, m+12 }, segu´n vimos en la Seccio´n 3.1 (ve´ase tambie´n [113]
y [114]), las soluciones de (3.1)–(3.4) explotan. Adema´s, si el dato inicial u0 se
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elige suficientemente grande, la explosio´n del problema (3.1)–(3.4) ocurre en un
tiempo T pequen˜o.
Como siguiente paso veamos que v esta´ acotada, y que por tanto u tiene que
ser la componente que explota.
Supongamos que esta afirmacio´n es falsa y que t0 es el primer tiempo en el que
v toca la altura 2N . Si tal tiempo t0 no existe, el resultado es inmediato, ya que
en ese caso
‖v(·, t)‖∞ ≤ 2N.
Podemos suponer por tanto que t0 < T .
Como v esta´ acotada, al menos hasta t0, para cualquier tiempo t ∈ [0, t0], u es
una solucio´n de (3.5) con δ ≤ h(t) ≤ 2N . En esta situacio´n, la tasa de explosio´n
no simulta´nea de u, (3.9), es va´lida so´lo hasta t0. Utilizando la cota superior
u(0, t) ≤ C(T − t)−γ
en la ecuacio´n de v, obtenemos que v es una subsolucio´n de (3.13) para t ≤ t0. El
objetivo es por tanto extender la acotacio´n de v hasta T .
Sea v¯ la solucio´n de (3.13) con el mismo dato inicial v0. Por el Teorema 3.5,
como γp21 <
1
2
, v¯ no explota. Es ma´s, como hemos elegido el dato inicial u0 para
que el tiempo de explosio´n, T , sea pequen˜o, v¯(0, t0) <
3N
2
. Pero entonces
2N = v(0, t0) ≤ v¯(0, t0) < 3N
2
,
que es contradictorio y nos permite concluir entonces que v esta´ acotada hasta
tiempo T . 2
El Teorema 3.14 describe cua´ndo hay datos iniciales tales que u explota y
v permanece acotada. Sin embargo, en ocasiones el resultado se puede mejorar
obteniendo condiciones para las cuales la explosio´n es siempre no simulta´nea. Esto
es as´ı, por ejemplo, si v no puede explotar sin la ayuda de u.
Teorema 3.15 Supongamos que se cumple la condicio´n (3.21). Si
p22 ≤ mı´n
{
1,
n+ 1
2
}
,
entonces u explota y v permanece acotada para todo dato inicial.
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Demostracio´n. Como se cumple (3.21), en particular p11 > mı´n{1, m+12 } y por
tanto u explota. Sabemos, gracias al Teorema 3.14, que existen datos iniciales tales
que v esta´ acotada. Sin embargo esto no es suficiente: nuestro objetivo es demostrar
que la explosio´n es no simulta´nea, sea cual sea el dato inicial.
Una vez que sabemos que u explota, existen dos posibilidades:
la componente u explota sola;
las componentes u y v explotan simulta´neamente.
Veamos que esta segunda opcio´n no puede ocurrir.
En primer lugar obse´rvese que el tiempo de explosio´n se puede hacer tan pe-
quen˜o como sea necesario, simplemente redefiniendo el dato inicial como el valor
que toma la solucio´n en T − ε. Sea v0 el dato inicial en T − ε elegido de forma que
‖v0‖∞ = N .
El razonamiento concluye igual que el de la prueba del Teorema 3.14, tomando
el primer tiempo t0 en el que v(0, t0) = 2N y llegando a una contradiccio´n.
Sin embargo en este caso el resultado es va´lido para cualquier dato inicial. El
hecho de trasladar el punto de partida a T − ε permite cubrir todos los posibles
datos iniciales v0 ≥ δ > 0 eligiendo diferentes valores para N . 2
Recordemos que la condicio´n para que haya datos iniciales tales que v explota
y u permanece acotada es
2p12 < ma´x {p22 − 1, 2p22 − (n+ 1)} . (3.22)
Si esta condicio´n no se cumple,
2p12 ≥ ma´x {p22 − 1, 2p22 − (n+ 1)} (3.23)
y v explota; entonces u tiene que explotar tambie´n.
Pensamos que la explosio´n deber´ıa ser siempre no simulta´nea cuando se de´ la
condicio´n p22 > mı´n{1, n+12 } junto con (3.21) y (3.23). En este rango de exponentes
la explosio´n puede ser no simulta´nea, pero al mismo tiempo cada componente tiene
la posibilidad de explotar por s´ı misma, sin la influencia de la otra.
Mostramos dos resultados parciales que introducen algunas restricciones adi-
cionales en las condiciones arriba mencionadas, pero que creemos deber´ıan ilustrar
el caso general.
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Teorema 3.16 Supongamos que se cumple la condicio´n (3.21). Si adema´s se cum-
ple (3.23) y
p22 > mı´n
{
1,
n+ 1
2
}
con p11 ≥ m y p22 ≥ n, entonces u explota y v permanece acotada para todo dato
inicial.
Obse´rvese que este teorema caracteriza completamente la explosio´n no si-
multa´nea si m,n ≤ 1. En este caso las condiciones p11 > mı´n{1, m+12 } y p22 >
mı´n{1, n+1
2
} implican en particular p11 ≥ m y p22 ≥ n. Por tanto estas hipo´tesis
no imponen ninguna restriccio´n adicional.
Demostracio´n. La condicio´n p11 > mı´n{1, m+12 } junto con p11 ≥ m implican que
2p11 > m+1. Adema´s (3.21) es simplemente 2p21 < 2p11− (m+1). Ana´logamente,
2p22 > n+1. Trivialmente a partir de (3.23) obtenemos que 2p12 ≥ 2p22− (n+1).
Supongamos que existe un dato inicial (u0, v0), tal que u y v explotan si-
multa´neamente en tiempo T . Siguiendo la te´cnica utilizada previamente en [96],
definimos
M(t) = ma´xu(·, t) y N(t) = ma´x v(·, t).
Adema´s, para t < T , consideramos
ϕM(y, s) =
1
M(t)
u(ay, bs+ t), 0 < y <
L
a
, − t
b
< s < 0,
ψN(y, s) =
1
N(t)
v(cy, ds+ t), 0 < y <
L
c
, − t
d
< s < 0,
(3.24)
con
a =
Mm−p11
Np12
, b =
M−2p11+m+1
N2p12
, c =
Nn−p22
Mp21
, d =
N−2p22+n+1
M2p21
.
En este punto es importante que p11 ≥ m y p22 ≥ n, ya que para poder seguir
con el argumento es necesario que a y c no tiendan a infinito cuando M,N ↗∞,
para que los intervalos de definicio´n de y no se contraigan a cero.
Utilizando las mismas ideas que en el Lema 3.4 (ve´ase tambie´n [96]) se puede
ver fa´cilmente que
c ≤ (ϕM)s(0, 0) ≤ C, c ≤ (ψN)s(0, 0) ≤ C. (3.25)
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Si reescribimos las expresiones (3.25) en te´rminos de M y N , obtenemos que{
Mm−2p11M ′ ≥ CN2p12 ,
Nn−2p22N ′ ≤ CM2p21 . (3.26)
Supongamos en primer lugar que 2p12 > 2p22 − (n + 1). Integrando el siste-
ma (3.26) entre 0 y t obtenemos
C − CM(t)2p21−2p11+m+1 ≥ CN(t)2p12−2p22+n+1 − C.
Como hay explosio´n simulta´nea, M y N tienden a infinito cuando t↗ T . Por otro
lado 2p21 < 2p11−(m+1) y 2p12 > 2p22−(n+1). As´ı llegamos a una contradiccio´n,
ya que el lado izquierdo de la desigualdad es una constante, mientras que el derecho
tiende a infinito.
De la misma forma, si 2p12 = 2p22 − (n+ 1), obtenemos
C − CM(t)2p21−2p11+m+1 ≥ C lnN(t)− C,
que es nuevamente imposible.
Concluimos entonces que no hay datos iniciales para los cuales la explosio´n es
simulta´nea. O lo que es lo mismo, que para todos los datos iniciales la explosio´n
es no simulta´nea. Como se cumplen las condiciones (3.21) y (3.23), tiene que ser
u necesariamente la componente que explota y v la que esta´ acotada. 2
Teorema 3.17 Supongamos que se cumple la condicio´n (3.21). Si adema´s se cum-
ple (3.23) y
p22 > mı´n
{
1,
n+ 1
2
}
con p21 = 0 y m ≥ 1, entonces u explota y v permanece acotada para todo dato
inicial.
Demostracio´n. Como p21 = 0, v es solucio´n de
vt = (v
n)xx, (x, t) ∈ (0, L)× (0, Tv),
−(vn)x(0, t) = vp22(0, t), t ∈ (0, Tv),
(vn)x(L, t) = 0, t ∈ (0, Tv),
v(x, 0) = v0(x), x ∈ (0, L),
(3.27)
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siendo Tv el tiempo de explosio´n de v. Obse´rvese que v tiene que explotar, por ser
p22 > mı´n{1, n+12 }, [58].
El problema (3.27) es de la forma del estudiado en la Seccio´n 3.2, (3.6). Sabemos
entonces que la tasa de explosio´n de v viene dada por
c(Tv − t)−η ≤ v(0, t) ≤ C(Tv − t)−η,
con
η =
1
ma´x {p22 − 1, 2p22 − (n+ 1)} ,
ve´ase la Seccio´n 3.2 y tambie´n [58].
Empecemos probando el teorema para m = 1 y luego veamos co´mo generali-
zarlo a m > 1.
Si m = 1, utilizando la tasa de explosio´n de v en la ecuacio´n de u, tenemos que
u es una supersolucio´n de
ut = uxx, (x, t) ∈ (0, L)× (0, Tu),
−ux(0, t) = Cup11(Tv − t)−ηp12 , t ∈ (0, Tu),
ux(L, t) = 0, t ∈ (0, Tu),
u(x, 0) = u0(x), x ∈ (0, L),
(3.28)
con ηp12 ≥ 12 . Si u˜ es una solucio´n de este u´ltimo problema, gracias al Teorema 3.5,
sabemos que tiene que explotar en un tiempo Tu˜ ≤ Tv. Por comparacio´n u tambie´n
explota, digamos en un tiempo T , que adema´s es tal que T ≤ Tu˜.
Nuestro propo´sito es ver que el tiempo Tu˜ es estrictamente menor que Tv, y que
por tanto T ≤ Tu˜ < Tv. De esta forma, aunque v explote, u siempre lo hara´ antes
y la explosio´n sera´ no simulta´nea.
Como u˜ es una solucio´n de (3.28), podemos utilizar la Fo´rmula de Represen-
tacio´n,
u˜(0, t) ≥ C
∫ t
0
u˜p11(0, s)
(Tv − s)ηp12(t− s) 12
ds ≥ C
∫ t
0
u˜p11(0, s)
(Tv − s)ηp12+ 12
ds.
Sea
w(t) =
∫ t
0
u˜p11(0, s)
(Tv − s)ηp12+ 12
ds,
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y por tanto
w′(t) =
u˜p11(0, t)
(Tv − t)ηp12+ 12
.
Por otro lado, como u˜(0, t) ≥ Cw(t), tenemos que
w′(t)
wp11(t)
≥ C
(Tv − t)ηp12+ 12
.
Integrando esta u´ltima expresio´n en (t, Tv) obtenemos
C
wp11−1(Tv)
≤ C −
∫ Tv
t
C
(Tv − s)ηp12+ 12
ds = C − I(t).
Y as´ı,
cw(Tv) ≥ (C − I(t))−
1
p11−1 .
Como I(t) diverge cuando t ↗ Tv, tiene que existir un tiempo T0 < Tv, tal que
C = I(T0) y por tanto w(T0) ≥ ∞. Es decir, w explota como muy tarde en
tiempo T0.
Por otro lado, como u˜(0, t) ≥ w(t), el tiempo de explosio´n de u˜ es anterior al
de w. Concluimos de esta forma que T ≤ Tu˜ ≤ T0 < Tv.
El siguiente paso consiste en extender la demostracio´n a m > 1. El punto clave
de la demostracio´n es el mismo que el del Teorema 3.7: encontrar una cota similar
a (3.18) para u,
0 < c ≤ mum−1. (3.29)
De esta expresio´n y definiendo z = um, obtenemos que z es una supersolucio´n
de la ecuacio´n del calor, (3.28). Como ya hemos demostrado el resultado para
m = 1, z tiene que explotar en tiempo T0 < Tv. Por lo tanto u explota en tiempo
T ≤ T0 < Tv y la explosio´n es siempre no simulta´nea. 2
Observacio´n 3.6 Este teorema no se puede extender a m < 1 usando esta de-
mostracio´n, ya que en este caso la cota (3.29) es falsa.
Volvamos de nuevo al problema definido en R+, [98]. Como apuntamos ante-
riormente, su comportamiento es similar al de (3.1)–(3.4) cuando p11 > m. Para
corroborar este hecho, obse´rvese que el Teorema 3.16 es cierto tambie´n para el
problema estudiado en [98]. Es ma´s, se puede demostrar en ambos casos de la
misma forma.
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Teorema 3.18 Sea 2p21 < 2p11 − (m+ 1). Si se cumple (3.23) y
p22 > mı´n
{
1,
n+ 1
2
}
,
entonces las soluciones del problema (3.1)– (3.2) y (3.4) definido en R+ verifican
que u explota y v permanece acotada para todo dato inicial.
En este caso las restricciones adicionales del Teorema 3.16, p11 ≥ m y p22 ≥ n,
se obtienen trivialmente a partir de las hipo´tesis del teorema, 2p21 < 2p11−(m+1)
y p22 > mı´n{1, n+12 }.
3.6 Explosio´n simulta´nea
En los casos en los que es posible la explosio´n no simulta´nea esperamos que el
conjunto de datos iniciales para el cual de hecho ocurre sea grande. Veremos que
es un conjunto abierto en la topolog´ıa L∞. Adema´s, conjeturamos que deber´ıa ser
un conjunto denso, al menos en algu´n rango de exponentes.
Teorema 3.19 Supongamos que se cumple la condicio´n (3.21). El conjunto de
datos iniciales tales que u explota y v permanece acotada es abierto en la topolog´ıa
L∞.
Demostracio´n. Sea (u, v) una solucio´n tal que u explota en tiempo T y v per-
manece acotada hasta ese tiempo, digamos v ≤ C.
Como u explota en tiempo T , tiene que ser grande en un tiempo cercano ante-
rior T−ε. Por otro lado, como la solucio´n (u, v) esta´ acotada hasta ese tiempo, por
continuidad con respecto a los datos iniciales, existe un entorno de (u0(x), v0(x))
en L∞ tal que, si el dato inicial de (uˆ, vˆ) esta´ contenido en ese entorno y adema´s
uˆt ≥ 0, entonces uˆ es grande y vˆ ≤ C + 1 en el tiempo T − ε.
El razonamiento de la prueba del Teorema 3.14 nos permite concluir que uˆ
explota y vˆ permanece acotada. 2
Sin embargo, el hecho de que el conjunto de datos iniciales donde es posible la
explosio´n no simulta´nea sea grande no excluye la posibilidad de que haya explosio´n
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simulta´nea en algu´n rango de para´metros. Por ejemplo, si adema´s de haber explo-
sio´n no simulta´nea, cada una de las componentes puede explotar por s´ı misma, es
decir si
2p21 < ma´x {p11 − 1, 2p11 − (m+ 1)}
y
2p12 < ma´x {p22 − 1, 2p22 − (n+ 1)} ,
existen datos iniciales para los cuales hay explosio´n simulta´nea.
Teorema 3.20 Si las condiciones (3.21) y (3.22) se verifican simulta´neamente,
entonces existe una solucio´n (u, v) con explosio´n simulta´nea.
Demostracio´n. Como se verifica la condicio´n (3.21), existe un dato inicial (u0, v0)
tal que u explota y v permanece acotada. De la misma forma, la condicio´n (3.22)
implica que existe otro dato inicial (uˆ0, vˆ0), tal que v explota y u permanece aco-
tada.
Para cualquier λ ∈ [0, 1] consideremos (uλ, vλ) la solucio´n de (3.1)–(3.4) con
dato inicial
(uˆ0λ+ (1− λ)u0, vˆ0λ+ (1− λ)v0),
y definamos
A = {λ ∈ [0, 1] : uλ explota y vλ esta´ acotada},
B = {λ ∈ [0, 1] : vλ explota y uλ esta´ acotada}.
Los conjuntos A y B son no vac´ıos, ya que 0 ∈ A y 1 ∈ B. Por otro lado, el
Lema 3.19 implica que A y B son abiertos. Utilizando un argumento de conexio´n
deducimos que existe λ0 ∈ (0, 1) tal que λ0 6∈ A∪B. Como (uλ0 , vλ0) no puede ser
una solucio´n acotada, ya que en el rango de para´metros que estamos considerando
las soluciones explotan (ve´ase [113] y [114]), hemos construido una solucio´n con
explosio´n simulta´nea. 2
4Tasas de explosio´n simulta´nea
En los cap´ıtulos anteriores estudiamos feno´menos de explosio´n no simulta´nea en
problemas con difusio´n no lineal. Nos centramos ahora en describir las tasas de
explosio´n simulta´nea pero restringie´ndonos a un sistema de dos ecuaciones del calor
acopladas de forma no lineal a trave´s de la frontera.
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4.1 Preliminares
Consideremos de nuevo el problema estudiado en el Cap´ıtulo 3, (3.1)–(3.4),
pero en el caso particular en el que la difusio´n es lineal, m = n = 1,{
ut = uxx,
vt = vxx,
(x, t) ∈ (0, L)× (0, T ). (4.1)
En uno de los extremos del intervalo el flujo es no lineal,{
−ux(0, t) = up11(0, t)vp12(0, t),
−vx(0, t) = up21(0, t)vp22(0, t),
t ∈ (0, T ), (4.2)
y en el otro extremo el flujo es cero,{
ux(L, t) = 0,
vx(L, t) = 0,
t ∈ (0, T ). (4.3)
Los datos iniciales {
u(x, 0) = u0(x),
v(x, 0) = v0(x),
x ∈ (0, L), (4.4)
los supondremos continuos y acotados. Las hipo´tesis restantes que supusimos en
el Cap´ıtulo 3 seguira´n siendo va´lidas para este problema.
Obse´rvese que las condiciones de explosio´n, explosio´n no simulta´nea y explo-
sio´n simulta´nea descritas en el cap´ıtulo anterior son ciertas tambie´n para el pro-
blema (4.1)–(4.4). De hecho, por ser el caso m = n = 1 un caso particular de
la difusio´n no lineal, algunas de estas condiciones ya se conoc´ıan con anteriori-
dad (ve´ase [112] para las condiciones de explosio´n y [94] para la explosio´n no
simulta´nea). No obstante, por completitud y con el fin de facilitar la lectura, las
enunciamos aqu´ı de nuevo.
Las soluciones de (4.1)–(4.4) explotan si y so´lo si los exponentes pij verifican
alguna de las condiciones siguientes
p11 > 1, p22 > 1, p12p21 > (1− p11)(1− p22),
ve´ase [112].
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Por otro lado, si
p11 > p21 + 1
hay datos iniciales para los que u explota y v permanece acotada. Ana´logamente,
si
p22 > p12 + 1
v explota y u permanece acotada, ve´ase [94] y el Teorema 3.14.
Segu´n el Teorema 3.16, si se cumplen simulta´neamente las condiciones
p11 > p21 + 1 y p22 ≤ p12 + 1,
o bien
p22 > p12 + 1 y p11 ≤ p21 + 1,
entonces la explosio´n es siempre no simulta´nea.
Si
p11 ≤ p21 + 1 y p22 ≤ p12 + 1,
no es posible que haya explosio´n no simulta´nea. Sin embargo, como se da la con-
dicio´n p12p21 > (1 − p11)(1− p22), las soluciones explotan. La explosio´n tiene que
ser por tanto siempre simulta´nea.
Finalmente falta mencionar el caso en el que la explosio´n no simulta´nea y la
simulta´nea pueden coexistir. Esto ocurre si
p11 > p21 + 1 y p22 > p12 + 1,
como vimos en el Teorema 3.20.
En la Seccio´n 3.2 del Cap´ıtulo 3 estudiamos la tasa de explosio´n cuando la
explosio´n es no simulta´nea. Vimos que e´sta coincide con la del problema escalar,
en el que la componente que explota se sustituye por una constante.
¿Cua´l es la tasa de explosio´n cuando la explosio´n es simulta´nea?
Existen algunos resultados parciales, que enunciamos a continuacio´n, que respon-
den a esta pregunta.
Sean
α1 =
1 + p12 − p22
2(p12p21 − (1− p11)(1− p22)) , α2 =
1 + p21 − p11
2(p12p21 − (1− p11)(1− p22)) .
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En [92] se estudia el caso
p11 < 1 + p21, p22 < 1 + p12 y p12p21 > (1− p11)(1− p22).
Si se cumple o bien p11 < 1 cuando p11 ≤ p22 + p21 − p12 o bien p22 < 1 cuando
p22 ≤ p11 + p12 − p21, se demuestra que las tasas simulta´neas viene dadas por
u(0, t) ∼ (T − t)−α1 , v(0, t) ∼ (T − t)−α2 . (4.5)
Estas condiciones incluyen el caso p11 < 1, p22 < 1, p12p21 > (1 − p11)(1 − p22),
estudiado previamente en [102] bajo ciertas hipo´tesis de regularidad adicionales
en los datos iniciales.
Recientemente se ha extendido este resultado a
p11 ≥ 1 y p22 ≥ 1, con α1, α2 > 0.
En [115] se demuestra, adaptando a sistemas el me´todo de cambio de escalas
descrito en [74], ve´ase tambie´n [30], [98] y [116], que en este caso las tasas de
explosio´n simulta´nea son nuevamente (4.5).
Sin embargo, estos dos resultados no cubren todo el rango de para´metros donde
la explosio´n simulta´nea es posible. El objetivo de este cap´ıtulo es completar este
estudio.
Para ello veremos que cuando la explosio´n es simulta´nea el ma´ximo de la solu-
cio´n, (u(0, t), v(0, t)), se comporta como la solucio´n de un sistema de de ecuaciones
ordinarias.
4.2 Tasas simulta´neas
Si bien es verdad que existen resultados parciales, ve´anse [92] y [115], que
describen las tasas cuando la explosio´n es simulta´nea, todav´ıa quedan algunas
inco´gnitas por resolver. El siguiente teorema enuncia de forma general co´mo tienen
que ser estas tasas y da una respuesta global, tanto para los casos conocidos como
para los desconocidos.
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Teorema 4.1 Si la explosio´n de (4.1)–(4.4) es simulta´nea, entonces
u(0, t) ∼ f(t) y v(0, t) ∼ g(t),
donde f y g son solucio´n de  f
′ = f 2p11−1g2p12 ,
g′ = f 2p21g2p22−1.
(4.6)
Si α1, α2 > 0, la integracio´n directa de este sistema muestra que las tasas de
explosio´n son nuevamente (4.5), siempre y cuando la explosio´n sea simulta´nea.
Podr´ıa parecer a priori que las tasas estara´n siempre descritas por la expre-
sio´n (4.5). Sin embargo, esto no es cierto cuando algu´n αi se anula; en estos casos
aparecen tasas logar´ıtmicas. Este cambio en la tasa es razonable, ya que se da
precisamente en el l´ımite entre la explosio´n simulta´nea y la no simulta´nea.
Por ejemplo, cuando los para´metros cruzan la l´ınea cr´ıtica p11 = p21+1 (siendo
p22 < 1 + p12), v pasa de explotar con una tasa que es una potencia pura
v(0, t) ∼ (T − t)−α2 ,
a estar acotada. Entre estas dos situaciones α2 vale cero. La componente v explota
en ese momento de una forma ma´s de´bil dada por
v(0, t) ∼ (− ln(T − t)) 12(p12+1−p22) . (4.7)
La componente u tampoco explota a lo largo de esa l´ınea cr´ıtica de la forma
esperada
u(0, t) ∼ (T − t)−α1 ,
sino que su tasa tambie´n sufre una correccio´n logar´ıtmica,
u(0, t) ∼ (T − t)− 12(p11−1) (− ln(T − t))
p12
2(p12+1−p22)(p11−1) . (4.8)
Obse´rvese que la parte que corresponde a la potencia pura de (T − t) en la tasa
de u coincide con la tasa de explosio´n no simulta´nea de u (ve´ase (3.9)). Es ma´s,
α1 tiende a
1
2(p11−1) cuando p11 ↗ p21 + 1.
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En el punto en el que las dos l´ıneas cr´ıticas, p11 = p21 + 1 y p22 = p12 + 1, se
cortan, recuperamos las potencias puras en las tasas,
u(0, t) ∼ (T − t)− 12(p11−1+p12) , v(0, t) ∼ (T − t)− 12(p22−1+p21) . (4.9)
Como hemos mencionado antes, el Teorema 4.1 tiene cara´cter general. Sub-
dividiremos la demostracio´n en distintos lemas segu´n los huecos para los cuales
todav´ıa no se conoce el resultado. Describamos primero con detalle cua´les son esos
huecos, ve´ase la Figura 4.1:
(i.a) p11 < 1 y 1 ≤ p22 < p11 + p12 − p21 si p12 > p21 o
(i.b) p22 < 1 y 1 ≤ p11 < p22 + p21 − p12 si p21 > p12;
(ii) p11 = p21 + 1 y p22 ≤ p12 + 1;
(iii) p22 = p12 + 1 y p11 ≤ p21 + 1.
1
1 p21 + 1
p12 + 1
p11
p22
Explosio´n
Explosio´n
no simulta´nea
simulta´nea
p22 = p11 + p12 − p21
Figura 4.1: Huecos para p12 > p21
4.3 Hueco (i.a)
Dada la simetr´ıa que existe entre los huecos (i.a) y (i.b), probamos el Teo-
rema 4.1 u´nicamente para uno de los dos (el (i.a)), siendo la otra demostracio´n
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similar.
Lema 4.2 Si p11 < 1 y 1 ≤ p22 < p11+ p12− p21, entonces se cumple la condicio´n
(4.5), siempre y cuando p12 > p21.
Demostracio´n. Si p22 ≤ p11+ p12− p21, gracias a los resultados previos descritos
en [92], sabemos que se cumplen la tasa inferior para u y la superior para v
u(0, t) ≥ C(T − t)−α1 , v(0, t) ≤ C(T − t)−α2 . (4.10)
Queda entonces pendiente probar las desigualdades contrarias.
Utilizando la tasa superior de v en la ecuacio´n de u, tenemos que u verifica
ut = uxx, (x, t) ∈ (0, L)× (0, T ),
−ux(0, t) ≤ Cup11(0, t)(T − t)−α2p12 , t ∈ (0, T ),
ux(L, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x, ) x ∈ (0, L).
De este problema obtenemos directamente la tasa superior para u,
u(0, t) ≤ C(T − t)−α1 ,
usando la Proposicio´n 1 de [102].
Para obtener la tasa inferior para v, en vez de utilizar su ecuacio´n, como viene
siendo habitual, volvemos a usar la ecuacio´n que satisface u.
De la Fo´rmula de Representacio´n para la ecuacio´n del calor y la relacio´n de
salto, ve´ase [59], obtenemos
u(0, t) ∼
∫ t
0
up11(0, s)
vp12(0, s)
(t− s) 12 ds.
Como u(0, t) ∼ (T − t)−α1 ,
(T − t)−α1 ∼
∫ t
0
(T − s)−α1p11 v
p12(0, s)
(t− s) 12 ds.
Integrando por partes y usando que v es creciente en tiempo tenemos,
u(0, t) ≤ Cu(0, t1) + Cvp12(0, t)
∫ t
t1
(T − s)−α1p11
(t− s) 12 ds.
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Por tanto, multiplicando a ambos lados de la desigualdad por (T − t)α1 ,
u(0, t)− Cu(0, t1)
(T − t)−α1 ≤ Cv
p12(0, t)(T − t)α1
∫ t
t1
(T − s)−α1p11
(t− s) 12 ds. (4.11)
Podemos elegir t1 (que dependera´ de t) de forma que
u(0, t)− Cu(0, t1)
(T − t)−α1 ≥ k1
y
(T − t)−α2p12+α1
∫ t
t1
(T − s)−α1p11
(t− s) 12 ds ≤ k2,
para constantes k1, k2 > 0. Por tanto, de (4.11) obtenemos
k1 ≤ vp12(0, t)(T − t)α2p12k2,
que implica la tasa inferior para v. 2
Observacio´n 4.1 Como ya mencionamos anteriormente, en [102] se hacen hipo´-
tesis de regularidad sobre los datos iniciales que no son necesarias en nuestro caso.
Sin embargo, la Proposicio´n 1 de [102], que utilizamos en esta prueba, es cierta
sin esas restricciones.
4.4 Hueco (ii)
Para rellenar el hueco (ii) distinguiremos dos casos, p22 < p12+1 y p22 = p12+1.
El hueco (iii) se trata de forma similar.
Lema 4.3 Si p11 = p21 + 1 y p22 < p12 + 1, entonces se cumplen las condicio-
nes (4.7) y (4.8).
Demostracio´n. Para la demostracio´n de este lema volvemos a usar las te´cnicas
de [96], utilizadas tambie´n previamente en la prueba del Teorema 3.16.
DefinamosM(t) = u(0, t) y N(t) = v(0, t) y dos funciones ϕ y ψ como en (3.24)
para t < T ,
ϕM(y, s) =
1
M(t)
u(ay, bs+ t), 0 < y <
L
a
, − t
b
< s < 0,
ψN(y, s) =
1
N(t)
v(cy, ds+ t), 0 < y <
L
c
, − t
d
< s < 0,
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con
a =
M1−p11
Np12
, b = a2, c =
N1−p22
Mp21
, d = c2.
Como p11 > 1, a y b tienden a cero cuando t↗ T . Para poder utilizar las ideas
de la prueba del Teorema 3.16, tambie´n necesitamos que c y d tiendan a cero. Esto
es trivialmente cierto si se cumple la condicio´n p22 ≥ 1. Veamos que si p22 < 1,
entonces c y d tambie´n tienden a cero.
Si p22 < 1 existe una constante K suficientemente grande tal que
Kuγ > v, γ < mı´n
{
1,
p21
1− p22
}
,
En efecto, sea w = Kuγ. Es fa´cil ver que, como γ < 1, w es una supersolucio´n
de la ecuacio´n del calor,
wt − wxx = Kγuγ−1ut −Kγ(γ − 1)uγ−2(ux)2 −Kγuγ−1uxx
= −Kγ(γ − 1)uγ−2(ux)2 ≥ 0.
Por otro lado, comoK es suficientemente grande, existe un tiempo t0 fijo, pro´xi-
mo a T tal que w(x, t0) > v(x, t0). El objetivo es demostrar que esta desigualdad
es cierta para todo t pro´ximo a T .
Supongamos entonces que existe un primer tiempo t1 y un punto x1 ∈ [0, L]
tal que w(x1, t1) = v(x1, t1). Si tal punto x1 existe, por el Principio del Ma´ximo
tenemos que x1 = 0. Entonces,
−wx(0, t) = −K(uγ)x(0, t) = Kγup11+γ−1(0, t)vp12(0, t),
−vx(0, t) = up21(0, t)vp22(0, t).
Como p11 = p21 + 1 y p22 < p12 + 1, se tiene que, al estar t1 pro´ximo a T ,
(w − v)x(0, t1) = up21(0, t1)vp22(0, t1)(1− γvp12+1−p22(0, t1)) < 0,
lo que conduce a una contradiccio´n.
Por tanto w = Kuγ > v para t cercano a T . As´ı,
d
1
2 = c =
N1−p22
Mp21
≤ CMγ(1−p22)−p21 → 0,
cuando M tiende a infinito.
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Una vez que sabemos que a, b, c y d tienden a cero, podemos demostrar
(ve´ase [74], [96] o la prueba del Teorema 3.16 para los detalles) que
C1 ≤ (ϕM)s(0, 0) ≤ C2, C1 ≤ (ψN)s(0, 0) ≤ C2. (4.12)
Si reescribimos esta expresio´n en te´rminos de M y N obtenemos que M
1−2p11M ′ ∼ CN2p12 ,
N1−2p22N ′ ∼ CM2p21 .
y recordando la definicio´n deM y N , concluimos que u y v se comportan como las
soluciones del sistema (4.6) y por tanto sus respectivas tasas de explosio´n son (4.8)
y (4.7). 2
Observacio´n 4.2 Las tasas (4.7) y (4.8) se obtienen encontrando una relacio´n en-
tre u y v: es fa´cil ver, utilizando las ecuaciones que determinan el comportamiento
de u y v, (4.6), y las relaciones entre los exponentes, que
(u2−2p11(0, t)v−2p12(0, t))′ ∼ (2− 2p11)− 2p12v2p22−2−2p12(0, t) ∼ C
Integrando esta relacio´n en (t, T ) y usando que la solucio´n explota simulta´neamente
se obtiene que
u2−2p11(0, t)v−2p12(0, t) ∼ (T − t). (4.13)
Si se despeja u y se sustituye en la ecuacio´n que describe el comportamiento de
v, se obtiene una ecuacio´n diferencial ordinaria para v que, al integrarla, produce
la tasa (4.7). Para calcular la tasa de u, basta con sustituir la obtenida para v
en (4.13).
Lema 4.4 Si p11 = p21+1 y p22 = p12+1, entonces se cumple la condicio´n (4.9).
Demostracio´n. La prueba de este lema se basa en las mismas ideas que la de-
mostracio´n del lema anterior. Los mismos ca´lculos que nos permitieron probar que
Kuγ > v se pueden repetir, tomando ahora γ = 1, para ver que u ∼ v. Tambie´n se
pueden utilizar de nuevo las ideas de [74], que en este caso resultan incluso ma´s
sencillas, ya que como p11, p22 > 1, se tiene automa´ticamente que a, b, c, d→ 0. La
relacio´n entre u y v junto con (4.12) nos proporciona las tasas. 2
5Un me´todo nume´rico adaptativo
para tratar un sistema parabo´lico
Una vez establecidos los resultados anal´ıticos de explosio´n en sistemas parabo´li-
cos, nos enfrentamos al problema de reproducirlos nume´ricamente. En primer lugar
observamos que los me´todos usuales de malla fija no son apropiados para aproxi-
mar este tipo de problemas cerca de los puntos de explosio´n. Presentamos en este
cap´ıtulo un me´todo adaptativo en espacio que reproduce correctamente el compor-
tamiento de la solucio´n continua del problema estudiado en el Cap´ıtulo 3.
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5.1 Preliminares
En el Cap´ıtulo 3 estudiamos un sistema definido en un intervalo acotado com-
puesto por dos ecuaciones cuasilineales de tipo parabo´lico y con difusio´n no lineal
de tipo potencia, {
ut = (u
m)xx,
vt = (v
n)xx,
(x, t) ∈ (0, L)× (0, T ). (5.1)
Las ecuaciones estaban acopladas mediante un flujo no lineal en uno de los extre-
mos del intervalo y ten´ıan flujo cero en el otro extremo,{
(um)x(0, t) = 0,
(vn)x(0, t) = 0,
t ∈ (0, T ), (5.2)
{
(um)x(L, t) = u
p11(L, t)vp12(L, t),
(vn)x(L, t) = u
p21(L, t)vp22(L, t),
t ∈ (0, T ). (5.3)
Los datos iniciales {
u(x, 0) = f(x),
v(x, 0) = g(x),
x ∈ (0, L), (5.4)
los supon´ıamos regulares, acotados y estrictamente positivos, f(x), g(x) ≥ δ > 0.
Obse´rvese que por consistencia con algunos trabajos previos, [53], [54], que
tratan el estudio nume´rico de problemas con flujo a trave´s de la frontera, hemos
intercambiado las condiciones (3.2) y (3.3): en este nuevo problema el flujo es
cero en el extremo izquierdo del intervalo, (5.3), mientras que el flujo no lineal se
produce a trave´s del extremo derecho, (5.2).
Las hipo´tesis iniciales del problema son las habituales. Los para´metros m y
n son positivos y pij ≥ 0. Para no tener problemas de regularidad, supondremos
que los datos iniciales son, adema´s de estrictamente positivos, compatibles con los
datos de frontera. En cuanto a la monoton´ıa del problema, supondremos que los
datos iniciales son crecientes y que las soluciones crecen con el tiempo, ut, vt > 0.
Existen numerosos trabajos que estudian aproximaciones nume´ricas de solucio-
nes que explotan en problemas de evolucio´n, ve´ase por ejemplo [1], [15], [17], [24],
[51], [90], el trabajo recopilatorio [7] y las referencias que incluyen. Sin embargo,
en general, so´lo consideran el caso escalar.
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El objetivo de este cap´ıtulo es desarrollar un esquema nume´rico que reproduzca
las propiedades de explosio´n del sistema (5.1)–(5.4) de forma apropiada.
Antes de ocuparnos del desarrollo del me´todo nume´rico, resumamos brevemente
los resultados de explosio´n obtenidos en el Cap´ıtulo 3 para el problema (5.1)–(5.4),
ve´ase tambie´n [113], [114]:
1. Las soluciones explotan si y solo si los exponentes pij verifican alguna de las
siguientes condiciones
p11 > mı´n
{
1,
m+ 1
2
}
, p22 > mı´n
{
1,
n+ 1
2
}
,
p12p21 >
(
mı´n
{
1,
m+ 1
2
}
− p11
)(
mı´n
{
1,
n+ 1
2
}
− p22
)
.
(5.5)
Las soluciones globales son no acotadas.
2. Existen datos iniciales (f, g) tales que u explota y v permanece acotada si y
solo si
2p21 < ma´x{p11 − 1, 2p11 − (m+ 1)}. (5.6)
La condicio´n para que haya soluciones tales que v explota y u esta´ acotada
es
2p12 < ma´x{p22 − 1, 2p22 − (n+ 1)}. (5.7)
Es ma´s, el conjunto de datos iniciales para los cuales hay explosio´n no si-
multa´nea es abierto en la topolog´ıa L∞.
3. Si u explota y v permanece acotada la tasa de explosio´n no simulta´nea de u
viene dada por
u(0, t) ∼ (T − t)−γ, γ = 1
ma´x{p11 − 1, 2p11 − (m+ 1)} , (5.8)
En ese caso, el conjunto de explosio´n no simulta´neo de u es
B(u) =

{L}, p11 > m,
[Lˆ, L], p11 = m,
[0, L], p11 < m.
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4. Si se cumple (5.6) junto con alguna de las dos condiciones siguientes
(i) p22 ≤ mı´n
{
1,
n+ 1
2
}
;
(ii) p22 > mı´n
{
1,
n+ 1
2
}
, 2p12 ≥ ma´x{p22 − 1, 2p22 − (n + 1)}, p11 ≥ m y
p22 ≥ n,
entonces u explota y v permanece acotada para todo dato inicial.
5. Si se cumplen conjuntamente las condiciones (5.6) y (5.7), entonces existen
datos iniciales tales que u y v explotan simulta´neamente.
La primera idea que nos viene a la cabeza cuando se trata de reproducir nume´ri-
camente las propiedades del sistema (5.1)–(5.4) es considerar un esquema semi-
discreto, obtenido al discretizar la variable espacial y manteniendo la variable
temporal t continua. Como las ecuaciones en (5.1) no esta´n acopladas, podemos
usar una malla distinta para cada una de las componentes del sistema.
Por tanto, consideramos dos conjuntos de nodos, {x0, . . . , xN}, {y0, . . . , yM},
con x0 = 0 = y0, xN = L = yM , y buscamos aproximaciones nume´ricas
U(t) = (u0(t), . . . , uN(t)) ≈ (u(x0, t), . . . , u(xN , t)),
V (t) = (v0(t), . . . , vM(t)) ≈ (v(y0, t), . . . , v(yM , t)),
que sean solucio´n del sistema de ecuaciones ordinarias siguiente,
u′0 =
2
h21
(um1 − um0 ),
u′i =
2
hi+1 + hi
(
umi+1 − umi
hi+1
− u
m
i − umi−1
hi
)
, 1 ≤ i ≤ N − 1,
u′N =
2
h2N
(umN−1 − umN) +
2
hN
up11N v
p12
M ,
v′0 =
2
l21
(vn1 − vn0 ),
v′j =
2
lj+1 + lj
(
vnj+1 − vnj
lj+1
− v
n
j − vnj−1
lj
)
, 1 ≤ j ≤M − 1,
v′M =
2
l2M
(vnM−1 − vnM) +
2
lM
up21N v
p22
M ,
(5.9)
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donde hi = xi − xi−1, lj = yj − yj−1 y con dato inicial
ui(0) = f(xi), 0 ≤ i ≤ N, vj(0) = g(yj), 0 ≤ j ≤M.
Sea T el tiempo ma´ximo de existencia de la solucio´n nume´rica. Al igual que
en el caso continuo, si T <∞, se tiene que
l´ım
t↗T
{‖U(t)‖∞ + ‖V (t)‖∞} =∞,
y diremos que la solucio´n nume´rica explota. Si una de las dos componentes explota
y la otra permanece acotada se produce lo que se conoce con el nombre de explosio´n
nume´rica no simulta´nea.
Siguiendo las te´cnicas usadas en [53], donde se estudia el comportamiento
nume´rico del problema escalar con flujo no lineal a trave´s de la frontera, podemos
probar que, si U o V son grandes, sus ma´ximos, situados en x = L, satisfacen u
′
N ∼ up11N vp12M ,
v′M ∼ up21N vp22M .
(5.10)
Por tanto concluimos que (ve´ase tambie´n [71]):
1. Las aproximaciones nume´ricas (U, V ) explotan si y solo si los exponentes pij
verifican alguna de las siguientes condiciones
p11 > 1, p22 > 1, p12p21 > (1− p11)(1− p22).
2. Existen datos iniciales (U(0), V (0)) tales que U explota y V permanece aco-
tada si y solo si
p21 < p11 − 1.
3. Si U explota y V permanece acotada, la tasa de explosio´n de U viene dada
por
‖U(t)‖∞ ∼ (T − t)−
1
p11−1 .
En ese caso, el conjunto de explosio´n de U es
B(U) =
{
[xı¯, L], p11 > m,
[0, L], p11 ≤ m,
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donde ı¯ es un nu´mero entero determinado u´nicamente por p11 y m. El con-
junto de explosio´n, B(U), se entiende como el conjunto de explosio´n de la
interpolada de Lagrange, U I , de U en los nodos de la malla.
Deducimos por tanto de esta enumeracio´n que el esquema (5.9) no es el apro-
piado para aproximar el problema (5.1)–(5.4): no reproduce correctamente ni las
condiciones de explosio´n ni las de explosio´n no simulta´nea, ni tampoco la tasa. El
conjunto de explosio´n so´lo es correcto si p11 < m.
Desafortunadamente concluimos que el me´todo semidiscreto de malla fija no
nos conduce al resultado deseado. Esto hace que nos planteemos la pregunta,
¿existe algu´n me´todo nume´rico que reproduzca correctamente las con-
diciones de explosio´n y explosio´n no simulta´nea, as´ı como las tasas y el
conjunto de explosio´n?
Y si es as´ı,
¿por que´ funciona bien?
La respuesta a la primera pregunta es afirmativa. Inspirados en [54], desarro-
llamos un esquema adaptativo que reproduce correctamente el comportamiento de
las soluciones de (5.1)–(5.4), como veremos en la Seccio´n 5.4. Es ma´s, el me´todo
tambie´n es capaz de reproducir las tasas de explosio´n simulta´neas estudiadas en
el Cap´ıtulo 4.
Contestamos a la segunda pregunta de forma heur´ıstica. El me´todo adaptativo
funciona bien, porque preserva la invariancia por cambios de escala del problema
continuo.
Por ejemplo, cuando u explota en un u´nico punto, x = L, y v permanece
acotada, la componente u se comporta como una solucio´n autosemejante de la
forma
u = (T − t)−αF (ξ), ξ = (L− x)(T − t)−β,
con
α =
1
2p11 − (m+ 1) , β =
p11 −m
2p11 − (m+ 1) ,
ve´ase [58]. Como en este caso, el de explosio´n puntual, p11 es mayor estricto que
m, segu´n el Teorema 5.6, se tiene que tener que la solucio´n obtenida con el me´todo
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adaptativo se comporta de la siguiente forma,
uN ∼ (T − t)−α
si h es suficientemente pequen˜o. Si por otro lado, a la hora de adaptar la malla,
los sucesivos pasos espaciales, h
(k)
N , son elegidos de forma apropiada (segu´n la
fo´rmula (5.13)), se reproduce el comportamiento autosemejante nume´ricamente,
h
(k)
N ∼ (T − tk)β.
Es ma´s, cuando las tasas de explosio´n simulta´neas son conocidas, tenemos que
h
(k)
N ∼ um−p11N v−p12M ∼ (T − tk)−(m−p11)α1+p12α2 ∼ (T − tk)β1 ,
y
l
(k)
M ∼ u−p21N vn−p22M ∼ (T − tk)−(n−p22)α2+p21α1 ∼ (T − tk)β2 ,
donde
β1 =
(m− p11)(n+ 1− 2p22) + p12(−2p21 +m− 1)
(2p11 −m− 1)(2p22 − n− 1)− 4p12p21 ,
β2 =
(n− p22)(m+ 1− 2p11) + p21(−2p12 + n− 1)
(2p11 −m− 1)(2p22 − n− 1)− 4p12p21 .
Obse´rvese que estos valores de α1, α2, β1 y β2 son los esperados de la homoge-
neidad del problema.
En [3] y en [71] se estudian las condiciones de explosio´n y explosio´n no si-
multa´nea para sistemas con difusio´n lineal sin prestar atencio´n a las tasas. Estos
sistemas se discretizan en espacio utilizando un me´todo de malla fija, lo que implica
que la evolucio´n de la aproximacio´n nume´rica se rige por el sistema (5.10),{
u′N ∼ up11N vp12M ,
v′M ∼ up21N vp22M .
Como vimos anteriormente, con este sistema no se obtienen las tasas correctas
de explosio´n no simulta´nea, ni siquiera en el caso en el que la difusio´n es lineal.
Es ma´s, incluso cuando se trabaja con el problema escalar la tasa es incorrecta y
resulta necesario desarrollar un esquema adaptativo, ve´ase [54].
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El me´todo adaptativo que describimos en las siguientes secciones afirma que la
evolucio´n de la solucio´n nume´rica viene determinada por el sistema{
u′N ∼ u2p11−1N v2p12M ,
v′M ∼ u2p21N v2p22−1M ,
cuando m = n = 1.
Uno se podr´ıa preguntar por que´ si en [3] y en [71] se esta´ utilizando un sistema
erro´neo para determinar el comportamiento de la solucio´n se obtienen condiciones
correctas de explosio´n. El hecho es que, casualmente, las condiciones sobre los
exponentes para que haya explosio´n o explosio´n no simulta´nea cuando la difusio´n
es lineal coinciden para ambos sistemas. Esto no es as´ı si la difusio´n es no lineal.
5.2 El me´todo adaptativo
Sean h
(0)
i y l
(0)
j con 1 ≤ i ≤ N(0) y 1 ≤ j ≤ M(0) las longitudes de los pasos
de las mallas iniciales.
El hecho de que los datos iniciales verifiquen (fm)′′, (gn)′′ ≥ ε > 0, nos permite
afirmar que u′i(0), v
′
j(0) > 0 si el para´metro de la malla
h := ma´x
i,j
{h(0)i , l(0)j }
es suficientemente pequen˜o. Por tanto, tomando h pequen˜o, es posible elegir dos
constantes r y q, tal que en t = 0 se verifiquen las condiciones
ru2p11−mN v
2p12
M < u
′
N , (5.11)
y
qu2p21N v
2p22−n
M < v
′
M . (5.12)
El me´todo adaptativo funciona de la siguiente forma: resolvemos el sistema de
ecuaciones ordinarias (5.9) siempre y cuando se satisfagan estas desigualdades. Si
en algu´n momento (5.11) deja de cumplirse, an˜adimos un punto a la malla de U . Si
por el contrario es (5.12) la condicio´n que se viola, an˜adimos el punto a la malla de
V . El nuevo punto se an˜ade de forma que las desigualdades se verifiquen otra vez.
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Obse´rvese que con este me´todo el nu´mero de nodos de (5.9) depende del tiempo,
N = N(t), M =M(t).
Este procedimiento produce una sucesio´n de tiempos de refinado {tk}Kk=0, siendo
K finito o infinito. Entre dos de estos tiempos se verifica siempre el sistema (5.9).
El me´todo comienza con t0 = 0 y, si K <∞, termina en tK = T . Para simplificar
la notacio´n, si t ∈ (tk, tk+1) escribiremos h(k)N y l(k)M en vez de hN(t) y lM(t).
Una vez esbozado el funcionamiento del me´todo adaptativo, el siguiente paso
que nos ocupa es describir detalladamente co´mo se an˜aden los puntos a la malla.
Para ello definimos
R(t;hN) :=
2
h2N
(umN−1(t)− umN(t)) + 2hN u
p11
N (t)v
p12
M (t)
u2p11−mN (t)v
2p12
M (t)
,
Q(t; lM) :=
2
l2M
(vnM−1(t)− vnM(t)) + 2lM u
p21
N (t)v
p22
M (t)
u2p21N (t)v
2p22−n
M (t)
.
As´ı, imponer las condiciones (5.11) y (5.12) es equivalente a
R(t;hN) > r, Q(t; lM) > q.
Supongamos que una de estas dos condiciones, digamos la de R, no se cumple para
todo t > 0. Sea entonces tk el primer tiempo en el que R alcanza la tolerancia r,
R(tk;h
(k−1)
N ) = r.
Es en este momento cuando tenemos que an˜adir un punto z entre xN−1 y xN = L
a la malla de x. Por tanto la nueva longitud del paso es h
(k)
N = L− z.
Para poder continuar con el me´todo tenemos que asignarle un valor, uz(tk), al
nuevo nodo. Lo elegimos de forma que se cumpla
1
h
(k−1)
N
(umN−1(tk)− umN(tk)) =
1
h
(k)
N
(umz (tk)− umN(tk)).
Como veremos, esta eleccio´n es crucial para el buen funcionamiento del esquema
adaptativo.
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Veamos a que´ conclusio´n llegamos usando la nueva malla {x0, . . . , xN−1, z, xN}:
R(tk;h
(k)
N ) =
2
(h
(k)
N )
2
(umz (tk)− umN(tk)) + 2h(k)N u
p11
N (tk)v
p12
M (tk)
u2p11−mN (tk)v
2p12
M (tk)
=
2
h
(k−1)
N
(umN−1(tk)− umN(tk)) + 2up11N (tk)vp12M (tk)
h
(k)
N u
2p11−m
N (tk)v
2p12
M (tk)
=
h
(k−1)
N
h
(k)
N
R(tk;h
(k−1)
N ) =
h
(k−1)
N
h
(k)
N
r > r.
Al introducir este nuevo punto en la malla hemos conseguido que R vuelva a estar
por encima de la tolerancia r, con lo que el me´todo continua de la forma descrita
hasta que o bien R o bien Q alcancen sus respectivas tolerancias.
Obse´rvese que en la descripcio´n que hemos hecho del me´todo todav´ıa queda
cierta libertad en la eleccio´n de la longitud h
(k)
N .
Sea
H = (up11−mN (tk)vp12M (tk))−1
y sea
h
(k)
N = H, H < h(k−1)N , (5.13)
h
(k)
N =
h
(k−1)
N
2
, H ≥ h(k−1)N .
Como dijimos anteriormente, esta eleccio´n tiene la ventaja de que preserva las
propiedades de cambio de escala del problema continuo cuando p11 > m1. En este
caso, gracias a la monoton´ıa en tiempo de uN , vM , se tiene que H < h(k−1)N . De este
modo, la definicio´n de h
(k)
N siempre sera´ la expresio´n (5.13) cuando p11 sea mayor
que m.
5.3 Resultados auxiliares
Desarrollamos ahora una serie de herramientas que sera´n de gran utilidad para
poder probar que el me´todo adaptativo que hemos construido en la seccio´n anterior
reproduce correctamente el comportamiento de las soluciones de (5.1)–(5.4).
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En primer lugar veamos que la solucio´n nume´rica tiene las mismas propiedades
de monoton´ıa que la continua.
Lema 5.1 Si u′i(0) > 0 para 0 ≤ i ≤ N(0), entonces u′i(t) > 0 para 0 ≤ i ≤ N(t)
y t ≥ 0.
Demostracio´n. Empecemos demostrando el lema para malla fija.
El caso i = N es inmediato, ya que la monoton´ıa en tiempo se sigue directa-
mente de la condicio´n (5.11).
Sea t¯ el primer tiempo tal que u′i(t¯) = 0 para algu´n valor de i. Si i 6= 0,
0 ≥ u′′i (t¯) ≥
2C
hi+1 + hi
(
u′i+1(t¯)
hi+1
+
u′i−1(t¯)
hi
)
≥ 0.
Por lo tanto, para no llegar a una contradiccio´n, u′i−1(t¯) y u
′
i+1(t¯) tienen que ser
cero. Finalmente, razonando de la misma forma repetidas veces, concluimos que
u′N(t¯) = 0, que es una contradiccio´n.
Deducimos entonces que u′i(t¯) > 0 para todo tiempo y todo valor de i 6= 0.
Cuando i = 0 el resultado se concluye ana´logamente, calculando en este caso
el valor de u′′0(t¯).
Para generalizar el resultado al problema adaptativo, basta observar que el
valor de la solucio´n nume´rica en el nuevo punto de la malla es tal que se conserva
la monoton´ıa estricta en el tiempo de refinado tk. Por lo tanto, la demostracio´n
hecha para malla fija sigue siendo va´lida en t ∈ [tk, tk+1]. 2
Lema 5.2 Si ui(0) < ui+1(0) para 0 ≤ i ≤ N(0)−1, entonces ui(t) < ui+1(t) para
0 ≤ i ≤ N(t)− 1 y t > 0.
Demostracio´n. Al igual que en la demostracio´n del lema anterior, probamos el
resultado para malla fija. La generalizacio´n al me´todo adaptativo se hace de la
misma forma.
La prueba de este resultado se basa principalmente en la monoton´ıa demostrada
en el lema previo, Lema 5.1.
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Empecemos considerando el caso i = 0. Gracias al Lema 5.1, sabemos que
u′0 > 0. Por tanto, de la ecuacio´n que rige el comportamiento del nodo,
u′0 =
2
h21
(um1 − um0 ),
obtenemos que u1 > u0.
El argumento se concluye por induccio´n. Supongamos demostrado que para
todo t, ui > ui−1 y sea t¯ el primer tiempo tal que ui(t¯) = ui+1(t¯) para algu´n valor
de i comprendido entre 1 y N−1. Entonces, usando de nuevo la monoton´ıa estricta
u′i > 0, tenemos que
0 < u′i(t¯) =
2
hi+1 + hi
(
umi+1(t¯)− umi (t¯)
hi+1
− u
m
i (t¯)− umi−1(t¯)
hi
)
=
2
hi+1 + hi
(
−u
m
i (t¯)− umi−1(t¯)
hi
)
< 0.
Queda demostrado de esta forma que ui(t) < ui+1(t) para todo t. 2
Observacio´n 5.1 Para la componente V tambie´n se cumplen estas dos propieda-
des de monoton´ıa, Lema 5.1 y Lema 5.2.
Nuestro siguiente objetivo consiste en determinar las condiciones sobre los pa-
ra´metros del sistema para los cuales R y Q esta´n acotadas o no.
Como veremos ma´s adelante, Seccio´n 5.4, el esquema nume´rico adaptativo se
comporta como uno de entre cuatro posibles sistemas de ecuaciones. El hecho de
que R y Q este´n acotadas o no determina cua´l de los cuatro sistemas es el que rige
el comportamiento de la solucio´n.
Lema 5.3 Supongamos que la componente U explota.
(i) Si p11 ≥ m, entonces R esta´ acotada.
(ii) Si p11 < m y V esta´ acotada, entonces R no esta´ acotada.
(iii) Si V esta´ acotada, entonces Q esta´ acotada.
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Demostracio´n. (i) Utilizando que V esta´ acotada inferiormente y la monoton´ıa
en i de ui, es fa´cil obtener una cota superior para R,
R(t;hN) ≤ 2u
p11
N (t)
hNu
2p11−m
N (t)v
p12
M (t)
≤ C
hN
um−p11N (t). (5.14)
Para continuar a partir de esta cota para R, observamos que hay dos posibili-
dades:
la malla no se refina nunca;
la malla se refina al menos una vez.
En el primero de los casos, hN ≥ c > 0. Como p11 > m, es fa´cil ver que R tiene
que estar acotada.
Si, por el contrario, la malla se refina al menos una vez, el resultado no se obtiene
de forma tan directa a partir de (5.14), ya que cuando t es grande, hN tiende a
cero y uN a infinito. Utilizando entonces la expresio´n expl´ıcita de hN , (5.13), y la
monoton´ıa en tiempo de U y V , tenemos que
R(t;h
(k)
N ) ≤
2up11−mN (tk)v
p12
M (tk)
1
r
up11−mN (t)v
p12
M (t)
≤ 2r
para todo tk ≤ t ≤ tk+1.
(ii) Antes de probar este apartado del lema, mostramos un ca´lculo sencillo hecho
para el problema continuo, que creemos deber´ıa ayudar a comprender el caso dis-
creto. Por otro lado, usaremos, tanto para el caso continuo como para el discreto,
que la componente v, respectivamente V , esta´ acotada inferiormente y por tanto
la sustituiremos por una constante. De esta forma pretendemos hacer ma´s sencilla
la lectura.
Sea w(t) =
∫ L
0
um(x, t) dx. Derivando con respecto a t tenemos que
w′(t) =
∫ L
0
mum−1(x, t)(um)xx(x, t) dx.
Recordemos de la Seccio´n 3.2 del Cap´ıtulo 3 que, como consecuencia de la mono-
ton´ıa en tiempo de la solucio´n, ut > 0, el ma´ximo de u y el de ux esta´n en x = L.
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Integrando por partes,
w′(t) = mum−1(L, t)(um)x(L, t)−
∫ L
0
m(um−1)x(um)x dx
≥ Cup11+m−1(L, t)− C
∫ L
0
m(um−1)x(L, t)(um)x(L, t) dx
≥ Cup11+m−1(L, t)− Cu2p11−1(L, t).
Finalmente, como p11 < m, tenemos que p11+m−1 > 2p11−1, y esto que implica
que
w′(t) ≥ Cup11+m−1(L, t)− Cu2p11−1(L, t) ∼ up11+m−1(L, t). (5.15)
Estos mismos ca´lculos se pueden repetir para el caso discreto. Definamos el
ana´logo de w como
w˜ =
h1
2
um0 +
N−1∑
i=1
hi+1 + hi
2
umi +
hN
2
umN .
Derivando con respecto a t y utilizando la fo´rmula dada en (5.9) para u′i obtenemos,
w˜′ = mum−10
(
um1 − um0
h1
)
+
N−1∑
i=1
mum−1i
(
umi+1 − umi
hi+1
− u
m
i − umi−1
hi
)
+mum−1N
(
umN − umN−1
hN
+ up11N v
p12
M
)
.
(5.16)
El siguiente paso consiste en adaptar la integracio´n por partes al problema discreto.
Para ellos utilizamos la fo´rmula de sumacio´n por partes
N−1∑
i=1
(ai+1 − ai)bi = aNbN − a1b1 −
N−1∑
i=1
ai+1(bi+1 − bi),
con
ai+1 =
umi+1 − umi
hi+1
, ai =
umi − umi−1
hi
, bi = mu
m−1
i .
Despue´s de usar que tanto el ma´ximo de ui como el de ai se encuentran en el nodo
i = N , obtenemos
w˜′ ≥ −Lm
(
umN − umN−1
hN
)(
um−1N − um−1N−1
hN−1
)
+mum+p11−1N .
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Si comparamos esta u´ltima expresio´n con (5.15) observamos que nos falta un
te´rmino de la forma u2p11−1N . E´ste se obtiene a partir de(
umN − umN−1
hN
)(
um−1N − um−1N−1
hN−1
)
(5.17)
usando de nuevo la localizacio´n de los ma´ximos y el Teorema del Valor Medio.
Veamos co´mo:
En primer lugar obse´rvese que
0 < u′N =
−2(umN−umN−1
hN
+ up11N )
hN
,
de donde se obtiene que
up11N >
umN − umN−1
hN
. (5.18)
Por lo tanto, el primer te´rmino de (5.17) se puede acotar superiormente por up11N .
Es para acotar el segundo te´rmino donde usamos el Teorema del Valor Medio,(
um−1N − um−1N−1
hN−1
)
=
(
(umN)
m−1
m − (umN−1)
m−1
m
hN−1
)
=
m
m− 1ξ
m−1
m
−1
(
umN − umN−1
hN−1
)
,
donde ξ es un valor intermedio entre umN−1 y u
m
N . As´ı, gracias a la localizacio´n del
ma´ximo de ui y a la expresio´n (5.18),
m
m− 1ξ
m−1
m
−1
(
umN − umN−1
hN−1
)
≤ m
m− 1(u
m
N)
− 1
mup11N ≤ Cup11−1N .
Resumamos brevemente el resultado obtenido. Acotamos (5.17) inferiormente
por u2p11−1N , gracias a lo cual concluimos que
w˜′ ≥ −Cu2p11−1N + Cum+p11−1N ∼ um+p11−1N ,
que es el mismo resultado que obtuvimos en el caso continuo.
Por otro lado, del Principio del Ma´ximo discreto, [47], aplicado a la ecuacio´n
satisfecha por (umi )
′, concluimos que existe t¯ < T tal que
ma´x
i
(umi )
′(t) = (umN)
′(t)
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para todo t ≥ t¯.
Por lo tanto, podemos sustituir en la fo´rmula (5.16) cada (umi )
′ por (umN)
′ para
obtener w˜′(t) ≤ C(umN)′(t). As´ı,
um+p11−1N ∼ w˜′ ≤ Cum−1N u′N ,
que implica
u′N(t) ≥ Cup11N (t), t ≥ t¯.
Sustituyendo esta desigualdad en la fo´rmula de R tenemos que
R =
u′N
up11N u
p11−m
N v
2p12
M
→∞ cuando uN →∞. (5.19)
(iii) Supongamos primero que la malla de V no se refina nunca. Como uN explota
y vj esta´ acotada y es mono´tona en j,
Q ≤ C
lM
u−p21N → 0 cuando uN →∞.
Esto contradice el hecho de que Q > q y por lo tanto la malla se refina al menos
una vez.
La prueba concluye como en el apartado (i), utilizando la expresio´n expl´ıcita
de lM (que se define de forma ana´loga a hN) en la definicio´n de Q. 2
Resulta razonable pensar a partir de este u´ltimo lema que el hecho de que R
y Q este´n acotadas o no esta´ fuertemente relacionado con el nu´mero de veces que
se refina la malla.
Lema 5.4 (i) Dado Θ > 0 existen constantes r0 = r0(Θ, f, g) y q0 = q0(Θ, f, g)
tal que para todo r < r0 y q < q0 no se refina ninguna de las dos mallas antes de
que (U, V ) alcance el nivel Θ.
(ii) Si U explota y p11 > m, entonces la malla de U se refina infinitas veces.
(iii) Si U explota y V esta´ acotada y adema´s p11 < m, entonces la malla de U se
refina como mucho un nu´mero finito de veces.
Demostracio´n. (i) La prueba se deduce directamente de la igualdad (5.19): las
cantidades involucradas esta´n acotadas inferiormente. Tambie´n esta´n acotadas su-
periormente en te´rminos de Θ y del dato inicial. Si t¯ es el primer tiempo en el
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que la solucio´n alcanza el nivel Θ, entonces R(t) ≥ r0 para t ∈ [0, t¯]. El mismo
razonamiento es va´lido para Q.
(ii)–(iii) Las pruebas son inmediatas a partir de (5.14) y (5.19), respectivamente. 2
Para terminar la seccio´n enunciamos un lema que determina las condiciones
para que en un sistema de ecuaciones diferenciales ordinarias concreto se produzca
explosio´n o explosio´n no simulta´nea. Este sistema representa a los que en la pro´xi-
ma seccio´n describiremos como responsables del comportamiento de la solucio´n
del esquema nume´rico adaptativo.
Lema 5.5 Sea (w, z) una solucio´n de{
w′ = wq11zq12 ,
z′ = wq21zq22 ,
(5.20)
con qij ≥ 0.
(i) Hay soluciones que explotan si y so´lo si los exponentes qij verifican alguna
de las siguientes condiciones
q11 > 1, q22 > 1, q12q21 > (1− q11)(1− q22). (5.21)
(ii) Existen datos iniciales (w(0), z(0)) tales que w explota y z permanece acotada
si y so´lo si
q21 < q11 − 1.
(iii) Para todo dato inicial positivo, w explota y z permanece acotada si y so´lo si
los exponentes qij verifican
q21 < q11 − 1 y q12 ≥ q22 − 1. (5.22)
Demostracio´n. El resultado se obtiene por integracio´n directa. Ve´ase [104] para
los detalles. 2
5.4 Propiedades de la solucio´n nume´rica adaptativa
Como hemos mencionado repetidas veces en las secciones previas, el compor-
tamiento de la solucio´n nume´rica adaptativa viene determinado por unos sistemas
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de ecuaciones diferenciales ordinarias concretos. Seamos ma´s precisos en esta afir-
macio´n.
En funcio´n de que R este´ acotada superiormente o no, la ecuacio´n que rige el
comportamiento de u′N estara´ dada por
u′N ∼ up11N vp12M o u′N ∼ u2p11−mN v2p12M ,
respectivamente. De la misma manera, v′M tiene un comportamiento determinado
por
v′M ∼ up21N vp22M o v′M ∼ u2p21N v2p22−nM .
Combinando estas ecuaciones obtenemos los cuatro posibles sistemas antes men-
cionados.
Integrando el sistema apropiado en cada caso recuperamos los resultados des-
critos en el Cap´ıtulo 3 para el problema continuo. Obse´rvese que no imponemos
a priori ninguno de los cuatro posibles sistemas, ya que no sabemos cua´l dara´ el
comportamiento correcto de la solucio´n sin conocer previamente dicha solucio´n.
Teorema 5.6 Sea (u, v) una solucio´n de (5.1)–(5.4) mono´tona en tiempo y en
espacio y sea (U, V ) la aproximacio´n nume´rica a esa solucio´n obtenida mediante el
me´todo nume´rico adaptativo descrito en las secciones anteriores. Para todo Θ > 0
existen valores r0 = r0(Θ, f, g), q0 = q0(Θ, f, g) tales que, si r < r0 y q < q0,
entonces (U, V ) converge uniformemente en [0, L]× [0, T¯ ] a (u, v) cuando h→ 0,
siendo T¯ en primer tiempo en el que (u, v) toca el nivel Θ. Es ma´s:
(i) Las aproximaciones nume´ricas (U, V ) explotan si y so´lo si se cumple alguna
de las condiciones descritas en (5.5).
(ii) Existen datos iniciales (U(0), V (0)) tales que U explota y V permanece aco-
tada si y so´lo si se cumple la condicio´n (5.6). Adema´s, el conjunto de datos
iniciales para los cuales hay explosio´n no simulta´nea es abierto en la topolog´ıa
de L∞.
(iii) Si U explota y V permanece acotada, la tasa de explosio´n de U viene dada
por
‖U(t)‖∞ ∼ (T − t)−γ,
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con γ descrito en (5.8). En esta situacio´n, el conjunto de explosio´n de U es
B(U) =
 {L}, p11 > m,
B(U) = [0, L], p11 ≤ m.
(iv) Hay explosio´n no simulta´nea siempre, es decir U explota y V permanece
acotada independientemente de los datos iniciales, si y so´lo si se cumple la
condicio´n (5.6), pero no se cumple (5.7).
(v) Si se cumplen las condiciones (5.6) y (5.7), entonces hay datos iniciales tales
que U y V explotan simulta´neamente.
Obse´rvese que el rango de exponentes para el cual la explosio´n es siempre no
simulta´nea (descrito en el punto (iv) del Teorema 5.6) extiende al rango conocido
para el problema continuo (ve´anse los puntos 4 y 5 en la pa´gina 82). Recordemos
que este resultado para el problema continuo no cubr´ıa todos los posibles casos de
explosio´n no simulta´nea. Dado que el me´todo nume´rico reproduce correctamente
el resto de propiedades (puntos 1 a 3 de la pa´gina 81), parece razonable pensar que
este resultado podr´ıa ser correcto para completar el estudio del problema continuo.
Dada la extensio´n del Teorema 5.6, para facilitar la lectura, lo desglosaremos
en distintos lemas, que demostraremos independientemente.
1. Convergencia del esquema nume´rico. Dado que la explosio´n esta´ defi-
nida en L∞, resulta natural que busquemos la convergencia en esta norma. Aun-
que existen demostraciones del teorema de convergencia basadas en estimaciones
de energ´ıa, [47], por completitud, probamos de nuevo el resultado. Utilizamos
aqu´ı una te´cnica basada en argumentos de comparacio´n.
Definicio´n 5.1 Diremos que (U, V ) es una supersolucio´n estricta de (5.9) si sa-
tisface el sistema (5.9) sustituyendo las igualdades (=) por mayores estrictos (>).
Definicio´n 5.2 Diremos que (U, V ) es una subsolucio´n estricta de (5.9) si satis-
face el sistema (5.9) sustituyendo las igualdades (=) por menores estrictos (<).
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Lema 5.7 Sean (U, V ) y (U, V ) una supersolucio´n estricta y una subsolucio´n es-
tricta respectivamente de (5.9) tales que
ui(0) > ui(0), 0 ≤ i ≤ N(0),
vj(0) > vj(0), 0 ≤ j ≤M(0).
Entonces
ui(t) > ui(t), 0 ≤ i ≤ N(t),
vj(t) > vj(t), 0 ≤ j ≤M(t),
mientras la supersolucio´n y la subsolucio´n existan.
Demostracio´n. Razonemos por reduccio´n al absurdo. Supongamos que el lema
no es cierto y sea
t¯ := sup{t : U(t) > U(t), V (t) > V (t)} <∞.
Entonces, sin pe´rdida de generalidad podemos suponer que existe un nodo i tal
que ui(t¯) = ui(t¯), uk(t¯) ≥ uk(t¯) para k 6= i y vj(t¯) ≥ vj(t¯), para todo j.
Veamos co´mo obtenemos una contradiccio´n cuando i es tal que 1 ≤ i ≤ N − 1.
Utilizando las definiciones de supersolucio´n estricta y subsolucio´n estricta obtene-
mos que
0 ≥ u′i(t¯)− u′i(t¯)
>
2
hi+1 + hi
(
umi+1(t¯)− umi+1(t¯)
hi+1
+
umi−1(t¯)− umi−1(t¯)
hi
)
≥ 0,
que es una contradiction.
Obviamente, los casos i = 0 y i = N se tratan de la misma forma utilizando
las ecuaciones que describen el comportamiento de estos nodos. 2
Observacio´n 5.2 Se puede hacer el mismo razonamiento si t¯ es el primer tiempo
tal que vj(t¯) = vj(t¯), vk(t¯) ≥ vk(t¯) y ui(t¯) ≥ ui(t¯) para algu´n nodo j, k 6= j y
todo i.
Lema 5.8 Sea (u, v) una solucio´n de (5.1)–(5.4) y sea (U, V ) su aproximacio´n
nume´rica calculada con el me´todo adaptativo. Para todo Θ positivo existen valores
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r0 = r0(Θ, f, g) y q0 = q0(Θ, f, g) tales que, si r < r0, q < q0 y h es suficientemente
pequen˜o, entonces
sup
0≤t≤T¯
ma´x
i,j
(|u(xi, t)− ui(t)|+ |v(yj, t)− vj(t)|) ≤ Ch, (5.23)
donde T¯ es el primer tiempo en el que (u, v) alcanza el nivel Θ.
Demostracio´n. Dividiremos la prueba en dos pasos. En primer lugar demos-
traremos que hay convergencia para un problema con los te´rminos no lineales
truncados. El segundo paso consiste en demostrar que en realidad las truncaciones
no han surtido efecto y que por tanto la convergencia demostrada corresponde al
problema original.
Paso 1 Sean wˆ = um, zˆ = vn y
κ = κ(Θ) := sup
0<t<T¯
ma´x{‖wˆ(·, t)‖∞, ‖zˆ(·, t)‖∞}.
Definimos las funciones de truncacio´n, acotadas y con regularidad C1, F κij, de
la siguiente forma
F κij(s) = s
pij
mj , s ≤ κ+ 1
2
y consideramos wˆκ y zˆκ soluciones de
((wˆκ)
1
m )t = (wˆ
κ)xx,
(wˆκ)x(0, t) = 0,
(wˆκ)x(L, t) = F
κ
11(wˆ)F
κ
12(zˆ),

((zˆκ)
1
n )t = (zˆ
κ)xx,
(zˆκ)x(0, t) = 0,
(zˆκ)x(L, t) = F
κ
21(wˆ)F
κ
22(zˆ).
(5.24)
Sea (W κ, Zκ) la aproximacio´n adaptativa de (wˆκ, zˆκ). Entonces (W κ, Zκ) es
solucio´n del sistema
((wκ0 )
1
m )′ =
2
h21
((wκ1 )− (wκ0 )),
((wκi )
1
m )′ =
2
hi+1 + hi
(
(wκi+1)− (wκi )
hi+1
− (w
κ
i )− (wκi−1)
hi
)
,
((wκN)
1
m )′ =
2
h2N
((wκN−1)− (wκN)) +
2
hN
F κ11(w
κ
N)F
κ
12(z
κ
M),
para 1 ≤ i ≤ N − 1, con ecuaciones ana´logas para las derivadas de zκj .
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Veamos en primer lugar que la aproximacio´n (W κ, Zκ) esta´ acotada hasta tiem-
po T¯ , siendo la cota independiente de las mallas espaciales.
La solucio´n (W κ, Zκ) es una subsolucio´n estricta de una discretizacio´n, hecha
utilizando diferencias finitas con malla fija, del problema
((wˆκ)
1
m )t = (wˆ
κ)xx + 1,
(wˆκ)x(0, t) = 0,
(wˆκ)x(L, t) =
(
κ+
1
2
) p11
m
+
p12
n ,

((zˆκ)
1
n )t = (zˆ
κ)xx + 1,
(zˆκ)x(0, t) = 0,
(zˆκ)x(L, t) =
(
κ+
1
2
) p21
m
+
p22
n .
(5.25)
Dado que el sistema no esta´ acoplado y que el flujo a trave´s de la frontera es cons-
tante, un resultado de convergencia cla´sico, implica, gracias a la cota para (5.25),
convergencia uniforme para las aproximaciones nume´ricas si h es suficientemente
pequen˜o. Por comparacio´n (W κ, Zκ) esta´ acotado hasta T¯ .
Por otro lado, si (W κ, Zκ) esta´ acotado hasta T¯ , el me´todo no refina cuando
r < r0, q < q0, ve´ase el Lema 5.4. Por lo tanto, basta demostrar el resultado de
convergencia (5.23) para (wˆκ, zˆκ) y su aproximacio´n nume´rica (W κ, Zκ) utilizando
una discretizacio´n de malla fija.
Como mencionamos anteriormente, la demostracio´n del resultado de conver-
gencia (5.23) se hace utilizando un argumento de comparacio´n con supersoluciones
estrictas.
Para ello definimos en primer lugar las funciones de error
ei(t) = w
κ
i (t)− wˆκi (t), ²j(t) = zκj (t)− zˆκj (t),
donde wˆκi (t) y zˆ
κ
j (t) representan a las soluciones de (5.24) evaluadas en los nodos
de la malla,
wˆκi (t) = wˆ
κ(xi, t), zˆ
κ
j (t) = zˆ
κ(yj, t).
Sea
t¯ = sup{t : 0 ≤ t < T¯ , ma´x
i
|ei(t)| ≤ 1,ma´x
j
|²j(t)| ≤ 1}.
El objetivo es ver que´ ecuaciones verifican las funciones de error en el intervalo
de tiempo [0, t¯] para despue´s encontrar supersoluciones estrictas a estos problemas.
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Si 1 ≤ i ≤ N − 1, la funcio´n de error satisface
1
m
(wκi )
1−m
m e′i ≤
2
hi+1 + hi
(
ei+1 − ei
hi+1
− ei − ei−1
hi
)
− 1
m
(wˆκi )
′((wκi )
1−m
m − (wˆκi )
1−m
m ) + Ch
≤ 2
hi+1 + hi
(
ei+1 − ei
hi+1
− ei − ei−1
hi
)
+ Cξ
1−2m
m
i |ei|+ Ch,
donde ξi es un valor intermedio entre w
κ
i y wˆ
κ
i . Como wˆ
κ
i (t) es positiva y acota-
da y adema´s en t ∈ [0, t¯] la funcio´n de error ei es menor que uno, wκi tambie´n
esta´ acotada. Entonces,
e′i ≤
2C
hi+1 + hi
(
ei+1 − ei
hi+1
− ei − ei−1
hi
)
+ C|ei|+ Ch.
De forma similar obtenemos que la ecuacio´n para la derivada de la funcio´n de
error en el primer nodo es
e′0 ≤
2C
h21
(e1 − e0) + C|e0|+ Ch.
Finalmente, para obtener la ecuacio´n de la derivada del u´ltimo nodo usamos
de nuevo el Teorema del Valor Medio,
1
m
(wκN)
1−m
m e′N ≤
2
h2N
(eN−1 − eN)
+
2
hN
(
F κ11(w
κ
N)F
κ
12(z
κ
M)− F κ11(wˆκN)F κ12(zˆκM)
)
+ C|eN |+ Ch
≤ 2
h2N
(eN−1 − eN) + 2
hN
(
F κ11(w
κ
N)(F
κ
12(z
κ
M)− F κ12(zˆκM))
+(F κ11(w
κ
N)− F κ11(wˆκN))F κ12(zˆκM)
)
+ C|eN |+ Ch
≤ 2
h2N
(eN−1 − eN) + 2
hN
(C|²M |+ C|eN |) + C|eN |+ Ch.
Por lo tanto, como wκN esta´ acotada tanto superior como inferiormente en [0, t¯],
e′N ≤
2C
h2N
(eN−1 − eN) + 2C
hN
(|²M |+ |eN |) + C|eN |+ Ch.
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Obviamente, haciendo ca´lculos similares se obtienen las ecuaciones que verifican
las derivadas de la funcio´n de error ²j.
Concluimos que las funciones de error son subsolucio´n en t ∈ [0, t¯] de
e′0 =
2C
h21
(e1 − e0) + C|e0|+ Ch,
e′i =
2C
hi+1 + hi
(
ei+1 − ei
hi+1
− ei − ei−1
hi
)
+ C|ei|+ Ch,
e′N =
2C
h2N
(eN−1 − eN) + 2C
hN
(|eN |+ |²M |) + C|eN |+ Ch,
(5.26)
junto con las ecuaciones correspondientes para ²j. Obse´rvese que este sistema posee
un principio de comparacio´n (que se demuestra como el Lema 5.7).
Definamos ahora las supersoluciones estrictas que servira´n para comparar: eli-
giendo constantes C1, C2, C3, C4 y C5 de forma apropiada, pero independiente-
mente de h, las funciones
ϕi(t) = h(C1 exp(C2t) + C3)(exp(2C4xi)− C5xi),
ψj(t) = h(C1 exp(C2t) + C3)(exp(2C4yj)− C5yj),
son supersoluciones estrictas de (5.26). En particular, basta tomar C2 y C4 sufi-
cientemente grandes. Adema´s ϕi(0) y ψj(0) esta´n trivialmente por encima del dato
inicial, ya que |ei(0)|, |²j(0)| = 0. As´ı, aplicando el principio de comparacio´n,
ei(t) ≤ ϕi(t), ²j(t) ≤ ψj(t).
Este mismo argumento se puede usar tambie´n para −ei, −²j y finalmente ob-
tenemos que
|ei(t)| ≤ ϕi(t) ≤ Ch exp(CT¯ ),
|²j(t)| ≤ ψj(t) ≤ Ch exp(CT¯ ),
t ∈ [0, t¯].
De esta forma hemos demostrado el resultado de convergencia (5.23) para fun-
ciones con no linealidades truncadas hasta t¯. Por otro lado, como |ei|, |²i| ≤ 12 para
t ∈ [0, t¯] y h suficientemente pequen˜o, podemos extender el resultado hasta t¯ = T¯ .
Paso 2 La solucio´n (wˆ, zˆ) = (um, vn) coincide con la solucio´n (wˆκ, zˆκ) de (5.24)
hasta T¯ , ya que por hipo´tesis, hasta este tiempo, (wˆ, zˆ) esta´ acotada por κ. Por
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lo tanto, gracias al resultado obtenido en el primer paso de esta demostracio´n,
(W κ, Zκ) converge a la solucio´n original (wˆ, zˆ) hasta T¯ . As´ı, si h es pequen˜o,
wκN ≤ κ+
1
2
, zκM ≤ κ+
1
2
.
Estas cotas implican que la truncacio´n para el problema nume´rico no surte efecto,
es decir, (W κ, Zκ) = (W,Z). Por tanto (W,Z) converge uniformemente a (wˆ, zˆ)
hasta T¯ y concluimos el resultado (5.23). 2
2. Explosio´n nume´rica. El primer paso para el estudio de las propiedades de
explosio´n del me´todo adaptativo, consiste en determinar las condiciones sobre los
exponentes del problema para que haya explosio´n.
Lema 5.9 Las aproximaciones nume´ricas (U, V ) explotan en tiempo finito si y
so´lo si los exponentes pij verifican alguna de las siguientes condiciones
p11 > mı´n
{
1,
m+ 1
2
}
, p22 > mı´n
{
1,
n+ 1
2
}
,
p12p21 >
(
mı´n
{
1,
m+ 1
2
}
− p11
)(
mı´n
{
1,
n+ 1
2
}
− p22
)
.
Demostracio´n. =⇒ Supongamos en primer lugar que p11 > m+12 . La integra-
cio´n directa de la ecuacio´n que describe el me´todo,
u′N ≥ ru2p11−mN v2p12M ≥ cu2p11−mN , (5.27)
implica explosio´n.
Si por el contrario p11 > 1, utilizando el sistema (5.9) y la monoton´ıa en i de
ui, obtenemos que la masa
w(t) =
∫ L
0
U I(x, t) dx =
h1
2
u0(t) +
N−1∑
i=1
hi+1 + hi
2
ui(t) +
hN
2
uN(t).
satisface
w′ = up11N v
p12
M ≥ Cwp11 . (5.28)
Recordemos que U I denota la interpolada de Lagrange de U . Como estamos su-
poniendo que p11 > 1, w no esta´ definida globalmente. Por lo tanto, observando
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la definicio´n de w, concluimos que uN tampoco puede estar definida globalmente
y por lo tanto explota.
Resumamos el resultado obtenido hasta ahora: Las aproximaciones nume´ricas
(U, V ) explotan si
p11 > mı´n
{
1,
m+ 1
2
}
o si p22 > mı´n
{
1,
n+ 1
2
}
.
Obse´rvese que la prueba en este u´ltimo caso es ana´loga a la hecha para p11.
Supongamos finalmente que p12p21 >
(
mı´n{1, m+1
2
} − p11
) (
mı´n{1, n+1
2
} − p22
)
,
pero que sin embargo p11 ≤ mı´n{1, m+12 } y p22 ≤ mı´n{1, n+12 }. Los mı´nimos de
estas condiciones se obtienen en uno u otro valor dependiendo de los valores de m
y n. Por este motivo, distinguiremos distintos casos en la demostracio´n.
En cada uno de los cuatro posibles casos, la demostracio´n se basa en probar
que uN y vM (o las masas w(t) y z(t) de U
I(·, t) y V I(·, t), respectivamente)
son supersoluciones de determinados sistemas de ecuaciones. Gracias al Lema 5.5,
podemos ver que las soluciones de estos sistemas explotan y por comparacio´n, las
supersoluciones tambie´n tienen que hacerlo.
Veamos finalmente cua´les son los sistemas apropiados en cada caso para realizar
esta comparacio´n.
• m > 1, n > 1:
{
w′ = cwp11zp12 ,
z′ = cwp21zp22 .
• m > 1, n ≤ 1:
{
w′ = cwp11vp12M ,
v′M = cw
2p21v2p22−nM .
• m ≤ 1, n > 1:
{
u′N = cu
2p11−m
N z
2p12 ,
z′ = cup21N z
p22 .
• m ≤ 1, n ≤ 1:
{
u′N = cu
2p11−m
N v
2p12
M ,
v′M = cu
2p21
N v
2p22−n
M .
⇐= Para demostrar el rec´ıproco supongamos que no se verifica ninguna de las
condiciones sobre los exponentes descritas en el lema.
Veamos en primer lugar que en esta situacio´n las componentes U y V no pueden
explotar solas. Supongamos para ello que V esta´ acotada y que U explota. Si
p11 ≥ m, R esta´ acotada y por tanto
u′N ≤ Cu2p11−mN ,
ve´ase el Lema 5.3. Si, por el contrario, p11 < m, R → ∞ y el me´todo refina
como mucho un nu´mero finito de veces, Lema 5.3 y Lema 5.4. Esto implica que
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hN ≥ c > 0, y por tanto
u′N ≤ Cup11N .
En cualquiera de los dos casos, como p11 ≤ mı´n{1, m+12 }, por integracio´n obtenemos
que U no puede explotar.
Concluimos entonces que las dos componentes tienen que explotar simulta´nea-
mente. Para terminar la demostracio´n, usamos de nuevo un argumento de compa-
racio´n. En este caso uN y vM son subsoluciones de uno de los siguientes sistemas,
que dependen de la acotacio´n o no de R y Q.
• R,Q→∞ :
{
u′N = cu
p11
N v
p12
M ,
v′M = cu
p21
N v
p22
M .
• R→∞, Q ≤ C :
{
u′N = cu
p11
N v
p12
M ,
v′M = cu
2p21
N v
2p22−n
M .
• R,Q ≤ C :
{
u′N = cu
2p11−m
N v
2p12
M ,
v′M = cu
2p21
N v
2p22−n
M .
• R ≤ C, Q→∞ :
{
u′N = cu
2p11−m
N v
2p12
M ,
v′M = cu
p21
N v
p22
M .
En cada uno de los cuatro casos, utilizando el Lema 5.5, la relacio´n de los
exponentes conduce a soluciones acotadas. Por lo tanto, como uN y vM son sub-
soluciones de estos sistemas, tambie´n tienen que estar acotadas. 2
3. Explosio´n no simulta´nea. Nos enfrentamos ahora con el problema de en-
contrar condiciones sobre los exponentes de (5.1)–(5.4) para los cuales U explota
y V esta´ acotada. Gracias al me´todo adaptativo construido en la Seccio´n 5.2 po-
demos demostrar que se reproducen correctamente las propiedades del problema
continuo, ya que la condicio´n necesaria y suficiente para que haya datos iniciales
tales que la explosio´n es no simulta´nea viene dada por
2p21 < ma´x{p11 − 1, 2p11 − (m+ 1)}. (5.29)
La condicio´n para que V explote y U permanezca acotada es, como cabr´ıa esperar,
2p12 < ma´x{p22 − 1, 2p22 − (n+ 1)}. (5.30)
Lema 5.10 Si U explota y V permanece acotada, entonces se cumple la condi-
cio´n (5.29). Adema´s,
uN(t) ≥ C(T − t)−γ, γ = 1
ma´x{p11 − 1, 2p11 − (m+ 1)} . (5.31)
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Demostracio´n. Como el ma´ximo de la condicio´n (5.29) depende de la relacio´n
entre p11 y m parece razonable que distingamos estos dos casos en el desarrollo de
esta prueba.
Empecemos suponiendo que p11 ≥ m. En este caso, R esta´ acotada y por tanto
de la ecuacio´n que describe el me´todo adaptativo tenemos que
u′N ≤ Cu2p11−mN . (5.32)
Si 2p11 −m ≤ 1, uN esta´ acotada, una contradiccio´n.
Si p11 < m la malla se refina u´nicamente un nu´mero finito de veces. Del siste-
ma (5.9) obtenemos
u′N ≤ Cup11N . (5.33)
A partir de esta desigualdad deducimos que p11 tiene que ser mayor estricto que 1
para que uN explote.
De estos dos casos, p11 > m y p11 ≤ m, concluimos que la condicio´n necesaria
para que U explote es
p11 > mı´n
{
1,
m+ 1
2
}
.
Para demostrar la tasa inferior (5.31), basta integrar en cada uno de los dos
casos las desigualdades (5.32) y (5.33) en el intervalo (t, T ) y utilizar que uN
explota.
Por ejemplo, si p11 ≥ m haciendo un cambio de variables tenemos∫ T
t
u′N
u2p11−mN
=
∫ uN (T )
uN (t)
ds
s2p11−m
≤ C(T − t).
De esta u´ltima desigualdad y usando que en este caso 2p11−m ≥ 1 y que adema´s
uN(T ) tiende a infinito, obtenemos finalmente
uN(t) ≥ C(T − t)−
1
2p11−m−1 .
El u´ltimo paso de esta demostracio´n consiste en encontrar la condicio´n para
que sea posible la explosio´n no simulta´nea. Para ello utilizamos, adema´s de que V
esta´ acotada tanto superior como inferiormente, la tasa inferior para uN , (5.31),
en la ecuacio´n del me´todo adaptativo que describe el comportamiento de vM ,
v′M ≥ qu2p21N v2p22−nM ≥ C(T − t)−2p21γ.
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Integrando esta desigualdad, como V esta´ acotada, concluimos que 2p21γ < 1, es
decir (5.29). 2
Lema 5.11 Si se cumple la condicio´n (5.29), entonces dado V (0) existe un dato
inicial U(0) tal que U explota y V permanece acotada. Adema´s
uN(t) ≤ C(T − t)−γ, γ = 1
ma´x{p11 − 1, 2p11 − (m+ 1)} . (5.34)
Demostracio´n. Como ya hemos mencionado repetidas veces, el hecho de que
p21 ≥ 0, implica, gracias a la condicio´n (5.29), que p11 > mı´n{1, m+12 }, y por tanto
la solucio´n (U, V ) explota, Lema 5.9. La idea de la demostracio´n pasa por ver que
V esta´ acotada y que por tanto tiene que ser U la componente que explota.
Distingamos de nuevo los casos p11 ≥ m1 y p11 < m. En el primer caso inte-
gramos la desigualdad (5.27),
u′N ≥ ru2p11−mN v2p12M ≥ cu2p11−mN
en el intervalo (t, T ) y utilizamos que en este caso la condicio´n (5.29) es simple-
mente 2p11 > m+ 1, para obtener la tasa (5.34).
Si p11 < m hacemos un razonamiento similar, pero esta vez integrando la
expresio´n (5.28),
w′ = up11N v
p12
M ≥ Cwp11 .
Para ver que w y uN son equivalentes, necesitamos saber que el me´todo refina la
malla de U un nu´mero finito de veces y para que esto sea cierto es necesario que
V este´ acotada.
Veamos entonces que V esta´ acotada para alguna eleccio´n de los datos iniciales.
Supongamos que V no esta´ acotada y que hay un primer tiempo t¯ < T tal que
vM(t¯) = 3vM(0).
Como vM esta´ acotada en [0, t¯], uN y w son equivalentes hasta ese tiempo y
por tato se verifica la tasa,
uN(t) ≤ C(T − t)−γ, 0 < t < t¯ (5.35)
Adema´s, el hecho de que vM este´ acotada implica que Q tambie´n lo esta´,
Lema 5.3. Por tanto, gracias a la tasa (5.35)
v′M ≤ Cu2p21N v2p22−nM ≤ C(T − t)−2p21γv2p22−nM .
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Sabemos por otro lado que se cumple la condicio´n (5.29). Por tanto, si T es su-
ficientemente pequen˜o (lo cual se puede conseguir tomando U(0) suficientemente
grande), vM(t¯) < 2vM(0), que es una contradiccio´n.
Concluimos as´ı que V esta´ acotada para todo t < T y por tanto la tasa (5.35)
es cierta para t < T . 2
Lema 5.12 Si se cumple la condicio´n de explosio´n no simulta´nea (5.29), entonces
el conjunto de datos iniciales para los cuales U explota y V permanece acotada es
abierto en la topolog´ıa L∞.
Demostracio´n. La demostracio´n es igual que la del Lema 3.19 del Cap´ıtulo 3. 2
Finalmente para terminar esta seccio´n demostramos el punto (iv) del Teore-
ma 5.6, donde se muestra cua´les son las condiciones que tienen que cumplir los
exponentes para que la explosio´n sea siempre no simulta´nea.
Lema 5.13 La explosio´n es siempre no simulta´nea, es decir U explota y V per-
manece acotada independientemente de los datos iniciales, si y so´lo si se cumple
la condicio´n (5.29) pero no se cumple (5.30)
Demostracio´n. =⇒ El hecho de que U explote y V permanezca acotada
implica, gracias al Lema 5.10, que se cumple la condicio´n (5.29) sean cuales sean
los datos iniciales.
Por otro lado, supongamos que se cumple la condicio´n (5.30). Entonces utili-
zando el ana´logo del Lema 5.11 para V , sabemos que existen datos iniciales para
los cuales V explota y U permanece acotada. Pero esto es imposible, ya que como
acabamos de demostrar, independientemente de los datos iniciales elegidos, U ex-
plota y V no. Concluimos por tanto que la condicio´n (5.30) no se puede cumplir.
⇐= El resultado se sigue directamente del Lema 5.5. Veamos co´mo.
Eligiendo unos exponentes determinados, qij, (uN , vM) es solucio´n (sustituyen-
do los = por ∼) del sistema (5.20).
Por ejemplo, si R esta´ acotada y Q no lo esta´, (uN , vM) es solucio´n de{
u′N ∼ cu2p11−mN v2p12M ,
v′M ∼ cup21N vp22M ,
(5.36)
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con los siguientes exponentes qij
q11 = 2p11 −m, q12 = 2p12, q21 = p21, q22 = p22.
Por otro lado, como se cumple la condicio´n (5.29), sabemos que existen datos
iniciales para los cuales U explota y V permanece acotada. El hecho de que haya
explosio´n no simulta´nea aplicado al sistema (5.36) implica, por el Lema 5.5, que
q21 < q11 − 1.
Un razonamiento ana´logo se puede hacer con la condicio´n (5.30). Como e´sta
no se cumple, no hay datos iniciales tales que V explota y U permanece acotada.
Se tiene entonces necesariamente que
q12 ≥ q22 − 1.
Resumamos el resultado obtenido: segu´n el punto (iii) del Lema 5.5, estas dos
condiciones sobre los exponentes implican que la solucio´n del sistema (5.36) es tal
que uN explota y vM permanece acotada para todos los datos iniciales. Por tanto
hay explosio´n no simulta´nea siempre. 2
Observacio´n 5.3 Como dijimos anteriormente, el Lema 5.13 generaliza los resul-
tados conocidos para el problema continuo, teoremas 3.16 y 3.17 del Cap´ıtulo 3.
4. Conjunto de explosio´n no simulta´neo. El conjunto de explosio´n de U ,
entendido como el conjunto de explosio´n de su interpolada de Lagrange, U I , de-
pende de la relacio´n entre p11 y m. Cuando p11 > m el me´todo refina infinitas
veces la malla y la explosio´n es puntual. En este caso, como veremos, la demos-
tracio´n se basa en la propagacio´n de la explosio´n a lo largo de los nodos. Por el
contrario, cuando p11 < m la malla se refina como mucho un nu´mero finito de
veces. Por tanto, se puede considerar que a partir de un determinado tiempo la
malla esta´ fija. En este caso veremos que la explosio´n es global. El caso p11 = m
es ligeramente ma´s delicado, ya que no podemos asegurar cua´ntas veces se refina
la malla, Lema 5.4.
Lema 5.14 Sea i un entero tal que i < N(t¯), para algu´n tiempo t¯ < T . Si
ui(t) ≤ C(T − t)−αi
110 5. Un me´todo nume´rico adaptativo para tratar un sistema parabo´lico
y αi−1 = αim− 1, entonces
ui−1(t) ≤

C(T − t)−αi−1 , αi−1 > 0,
C1 − C2 ln(T − t), αi−1 = 0,
C, αi−1 < 0.
Demostracio´n. Si i > 1, gracias a la monoton´ıa de ui en i,
u′i−1(t) =
2
hi + hi−1
(
umi (t)− umi−1(t)
hi
− u
m
i−1(t)− umi−2(t)
hi−1
)
≤ Cumi ≤ C(T − t)−αim.
Integrando entre 0 y t la desigualdad
u′i−1(t) ≤ C(T − t)−αim
y teniendo en cuenta que αi−1 = αim− 1, se obtiene el resultado deseado.
Si i = 1 utilizamos la ecuacio´n para u′0,
u′0 =
2
h21
(um1 − um0 ).
El resultado se concluye con el mismo razonamiento que en el caso i > 1. 2
Observacio´n 5.4 Este lema afirma en particular que si αi−1 < 0, entonces ui−1
tiene que estar acotado. Si por el contrario αi−1 ≥ 0, entonces no se puede asegurar
cua´l es el comportamiento de ui−1: puede explotar o no.
Corolario 5.15 Sea xi un nodo tal que ui(t) ≤ C(T − t)−αi con αi > 0 y sea I
el primer entero tal que αi−I ≥ 0 y αi−(I+1) < 0. Entonces hay como mucho I + 1
nodos a la izquierda de xi que podr´ıan explotar.
Observacio´n 5.5 Los nodos que pueden explotar son ui−I , ui−(I−1),. . . ,ui−1 y ui.
Lema 5.16 Sea p11 > m. Si U explota y V permanece acotada, entonces el con-
junto de explosio´n de U es B(U) = {L}.
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Demostracio´n. Sea ı¯ un entero tal que ı¯ < N(t¯), para algu´n tiempo t¯ < T .
Sea ıˆ otro entero tal que ıˆ > ı¯. Como p11 > m, el me´todo refina la malla
infinitas veces, y por tanto podemos elegir ıˆ de forma que haya I + 1 nodos entre
xı¯ y xıˆ para t pro´ximo a T , siendo I un entero a determinar.
Por otro lado, debido a la monoton´ıa en i de U y gracias a la tasa no si-
multa´nea (5.34), tenemos que
uıˆ(t) ≤ uN(t) ≤ C(T − t)−
1
2p11−m−1 .
Por tanto, uıˆ(t) ≤ C(T − t)−αıˆ , con
αıˆ =
1
2p11 −m− 1 > 0.
En esta situacio´n, la idea es aplicar el resultado del Corolario 5.15 para demos-
trar que el nodo xı¯ no puede explotar.
Para ello, definimos I como el primer entero tal que αıˆ−I ≥ 0 y αıˆ−(I+1) < 0.
Usando el Corolario 5.15, deducimos que uı¯ tiene que estar acotado, ya que hemos
elegido ıˆ de forma que entre xı¯ y xıˆ haya I + 1 nodos.
Finalmente concluimos la demostracio´n observando que, como hN → 0, el nodo
xı¯ se puede elegir tan pro´ximo a x = L como sea necesario. As´ı, los nodos que
explotan tienen que colapsar todos en x = L. 2
Lema 5.17 Sea p11 < m. Si U explota y V permanece acotada, entonces el con-
junto de explosio´n de U es B(U) = [0, L].
Demostracio´n. Gracias al Lema 5.3 sabemos que, si p11 < m, el me´todo refina la
malla como mucho un nu´mero finito de veces. Existe entonces un tiempo t¯ a partir
del cual la malla es fija. Como V esta´ acotada podemos usar las ideas descritas
en [53] para el problema escalar para demostrar que el conjunto de explosio´n de
U es todo el intervalo [0, L], y por tanto la explosio´n es global. 2
Para completar el estudio del conjunto de explosio´n no simulta´neo, queda pen-
diente demostrar que cuando p11 = m la explosio´n tambie´n es global. Como dijimos
anteriormente, en este caso, se distinguen dos posibles situaciones: o bien la malla
se refina infinitas veces o bien se refina como mucho un nu´mero finito de veces.
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Lema 5.18 Sea p11 = m. Si U explota y V permanece acotada, entonces el con-
junto de explosio´n de U es B(U) = [0, L].
Demostracio´n. Empecemos estudiando el caso en el que la malla se refina un
nu´mero finito de veces. En esta situacio´n, como ya mencionamos en la prueba del
Lema 5.17, la malla permanece fija a partir de un cierto tiempo. Remitimos por
tanto de nuevo al lector a [53] para demostrar que el conjunto de explosio´n es
global.
Cuando la malla se refina un nu´mero infinito de veces, gracias a las tasas de
explosio´n no simulta´nea podemos definir las variables autosemejantes yi(s) = (T − t)
γui(t),
(T − t) = e−s.
que esta´n acotadas. Utilizando de nuevo las te´cnicas descritas en [53] se puede
demostrar la convergencia de estas variables a un perfil positivo, y concluir que el
conjunto de explosio´n de U es global. 2
5. Explosio´n simulta´nea. Finalmente, para terminar la demostracio´n del Teo-
rema 5.6, estudiamos la posibilidad de explosio´n simulta´nea. Al igual que en el
caso continuo, aunque el conjunto de datos iniciales para los que hay explosio´n
no simulta´nea es grande, existen datos excepcionales tales que U y V explotan si-
multa´neamente. Esto es as´ı si (5.29) y (5.30) se cumplen al mismo tiempo. Obse´rve-
se que de nuevo se reproduce correctamente el comportamiento del caso continuo,
Teorema 3.20. Es ma´s, la demostracio´n de ambos resultados es igual.
Lema 5.19 Si se cumplen las condiciones (5.29) y (5.30), entonces hay datos
iniciales tales que U y V explotan simulta´neamente.
Demostracio´n. La prueba de este resultado es igual que la demostracio´n del
Teorema 3.20 en el Cap´ıtulo 3. 2
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5.5 Tasas simulta´neas
En el Cap´ıtulo 4 describimos las tasas simulta´neas (continuas) para el caso
concreto m = n = 1 completando los estudios previos de [92], [102] y [115].
No obstante, poco se sabe para el caso de difusio´n no lineal. En el caso discreto,
integrando los cuatro sistemas de ecuaciones ordinarias que describen el compor-
tamiento de la solucio´n (ve´ase la Pa´gina 96), resulta sencillo calcular las tasas de
explosio´n. Aunque en general no podremos identificar las tasas nume´ricas obteni-
das como las correspondientes a un rango de para´metros concreto, existen casos
excepcionales (por ejemplo, si p11 ≥ m y p22 ≥ n) en los que s´ı es posible reconocer-
las. Obse´rvese que en estos casos, en los que la identificacio´n entre tasas nume´ricas
y tasas continuas es posible, se reproduce correctamente el comportamiento del
problema continuo.
Teorema 5.20 Supongamos que U y V explotan simulta´neamente. Si p11 ≥ m y
p22 ≥ n o m = n = 1, entonces las tasas de explosio´n nume´ricas coinciden con las
continuas.
Solamente hay dos situaciones posibles para que haya explosio´n simulta´nea: o
se cumplen las condiciones (5.29) y (5.30), o no se cumple ninguna de las dos. En
el primer caso la explosio´n simulta´nea es excepcional, Lema 5.19, mientras que
en el segundo, no existe la posibilidad de que haya explosio´n no simulta´nea y las
soluciones explotan simulta´neamente.
Consideremos los nu´meros
α1 =
2p22 − 2p12 − n− 1
(2p11 −m− 1)(2p22 − n− 1)− 4p12p21 ,
α2 =
2p11 − 2p21 −m− 1
(2p11 −m− 1)(2p22 − n− 1)− 4p12p21 .
(5.37)
Lema 5.21 Supongamos que U y V explotan simulta´neamente con α1 y α2 posi-
tivos. Si p11 ≥ m y p22 ≥ n entonces se verifican las tasas
uN(t) ∼ (T − t)−α1 , vM(t) ∼ (T − t)−α2 . (5.38)
Demostracio´n. Como p11 ≥ m y U explota, R esta´ acotada, Lemma 5.3. De la
misma forma, como p22 ≥ n y V explota, Q esta´ acotada.
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En esta situacio´n, R y Q acotadas, uN y vM se comportan como las soluciones
de {
u′N ∼ u2p11−mN v2p12M ,
v′M ∼ u2p21N v2p22−nM .
Integrando este sistema y teniendo en cuenta que hay explosio´n simulta´nea,
tenemos que vM se comporta como una potencia positiva de uN
vM ∼ u
2p21−2p11+m+1
2p12−2p22+n+1
N . (5.39)
Para obtener la tasa de uN , basta sustituir esta expresio´n en la ecuacio´n de u
′
N ,
u′N ∼ u2p11−mN u
2p12
2p21−2p11+m+1
2p12−2p22+n+1
N
e integrar entre (t, T ). Operando con los exponentes se concluye que
uN(t) ∼ (T − t)−α1 .
La tasa de vM se puede deducir de dos maneras diferentes. Se puede despejar
en la relacio´n (5.39) uN en funcio´n de vM ,
uN ∼ v
2p12−2p22+n+1
2p21−2p11+m+1
M ,
y luego proceder como se hizo para la tasa de uN : se sustituye esta u´ltima expresio´n
en la ecuacio´n de v′M y se integra.
La otra forma de obtener la tasa de vM es si cabe ma´s sencilla. Consiste sim-
plemente en sustituir en (5.39) la tasa de uN y operar con los exponentes. 2
Observacio´n 5.6 El hecho de que los exponentes α1 y α2 definidos en (5.37)
sean positivos es crucial para demostrar el lema. Recordemos, Cap´ıtulo 4, que en
los casos patolo´gicos en los que algu´n αi se anula, aparecen tasas logar´ıtmicas. De
hecho, si α2 = 0 y 2p12 ≤ ma´x{p22−1, 2p22−(n+1)}, una demostracio´n similar a la
esbozada en la Observacio´n 4.2, viendo ahora que (um+1−2p11(0, t)v−2p12(0, t))′ ∼ C,
muestra las tasas logar´ıtmicas en este caso.
Lema 5.22 Supongamos que U y V explotan simulta´neamente. Si m = n = 1
entonces se las tasas nume´ricas coinciden con las continuas.
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Demostracio´n. La idea de la demostracio´n pasa por ver que uN y vM se compor-
tan como las soluciones de {
u′N ∼ u2p11−1N v2p12M ,
v′M ∼ u2p21N v2p22−1M ,
que resulta ser el mismo sistema de ecuaciones ordinarias que aparec´ıa en el Cap´ıtu-
lo 4, Teorema 4.1, para describir las tasas continuas.
Supongamos primero que la explosio´n simulta´nea se produce porque se cumplen
las condiciones (5.29) y (5.30). Como m = n = 1 estas condiciones se escriben
simplemente como
p21 < p11 − 1, p12 < p22 − 1,
y por tanto, en particular, p11 ≥ 1 y p22 ≥ 1.
Obse´rvese que en este caso obtenemos que R y Q esta´n acotadas, de donde se
concluye el resultado.
Veamos entonces que´ pasa si no se cumple ninguna de las condiciones (5.29)
y (5.30).
El objetivo es de nuevo demostrar que R y Q esta´n acotadas. Hagamos un
argumento de reduccio´n al absurdo distinguiendo los tres posibles casos en los que
negamos el que R y Q este´n acotadas.
(a) Q esta´ acotada y R no esta´ acotada: uN y vM se comportan como soluciones
del sistema de ecuaciones diferenciales ordinarias{
u′N ∼ up11N vp12M ,
v′M ∼ u2p11−1N v2p12M .
Como hicimos en la demostracio´n del lema anterior, integramos este sistema para
obtener una relacio´n entre uN y vM , que en este caso es
v
p12−2(p22−1)
M ∼ u2p21−(p11−1)N .
Por hipo´tesis p21 ≥ p11−1, por tanto, el exponente de uN , 2p21−p11+1 es positivo.
Esto implica que p12 − 2p22 + 2 tambie´n tiene que ser positivo, ya que si no fuese
as´ı, la explosio´n no podr´ıa ser simulta´nea.
As´ı,
R ≤ C
up11−1N v
p12
M
≤ C
u
p11−1+p12 2p21−p11+1p12−2p22+2
N
.
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Como el exponente de uN en esta u´ltima desigualdad resulta ser positivo, conclui-
mos que R esta´ acotada, lo que contradice la hipo´tesis inicial.
(b) R esta´ acotada y Q no esta´ acotada: se razona igual que en el caso (a).
(c) R y Q no esta´n acotadas: uN y vM se comportan entonces como soluciones de{
u′N ∼ up11N vp12M ,
v′M ∼ up21N vp22M .
La conclusio´n se obtiene como en los casos anteriores. Integrando el sistema se
encuentra una relacio´n entre uN y vM , lo que permite deducir que R esta´ acotada.
En cualquiera de los tres casos hemos llegado a una contradiccio´n, por tanto
R y Q tienen que estar acotadas. La demostracio´n concluye utilizando la misma
te´cnica que en la prueba del Lema 5.21. 2
5.6 Experimentos nume´ricos
Mostramos a continuacio´n que los resultados presentados en las secciones pre-
vias se pueden observar cuando se implementa el me´todo nume´rico.
En los experimentos nume´ricos hemos usado un integrador de ecuaciones dife-
renciales ordinarias apropiado para problemas stiff para integrar en tiempo. Con-
sideremos el intervalo espacial [0, 1], discretizado con una malla inicial de taman˜o
h = 1
100
. Como datos iniciales hemos elegido f(x) = Ax
2
m , g(x) = Bx
2
n , tomando
las constantes A y B de forma que estos datos sean compatibles con las condiciones
de frontera. Obse´rvese que estos datos iniciales producen soluciones crecientes en
tiempo.
Los para´metros r y q tienen que ser menores que R(0, hN) y Q(0, lM), res-
pectivamente. Con la eleccio´n que hemos hecho de los datos iniciales estas dos
cantidades, R(0, hN) y Q(0, lM), son independientes tanto del paso como de los
para´metros del sistema, pij, m y n. De hecho ambas cantidades valen 0.5. Toma-
mos por tanto r = q = 0.25.
En primer lugar mostramos un experimento de explosio´n no simulta´nea. Para
ello hemos elegido los siguientes para´metros, m = 2, n = 0.5, p11 = 4, p12 = 0.5,
p21 = 1.5 y p22 = 0.5.
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En la Figura 5.1 comparamos la tasa de explosio´n del me´todo adaptativo con
la tasa del me´todo de mallas fijas.
  
malla adaptiva
malla fija
− log(Th − t)
log uN (t)
5 20
1
4
Figura 5.1: Tasas de explosio´n no simulta´neas
Para poder ver con mayor claridad la diferencia hemos utilizado escalas lo-
gar´ıtmicas. As´ı, si
uN ∼ (T − t)γ,
tomando logaritmos en esta expresio´n, tenemos que la pendiente de la curva re-
presenta al exponente γ que aparece en la tasa.
Obse´rvese que en un principio las dos curvas son similares y no se distingue la
pendiente correcta hasta que el me´todo no empieza a refinar.
t
Th
uN(t)
0
150
0
t
Th
vM (t)
0
0.6
1.3
Figura 5.2: Explosio´n no simulta´nea
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En la Figura 5.2 representamos el ma´ximo de U y el de V como funcio´n del
tiempo. Se observa claramente que U explota y V permanece acotada.
La u´ltima figura relacionada con la explosio´n no simulta´nea (Figura 5.3) mues-
tra, utilizando de nuevo escalas logar´ıtmicas, co´mo se an˜aden los puntos a la malla.
La pendiente en este caso es el exponente que aparece en la definicio´n de hN , (5.13).
− log(Th − t)
log hN
0
0 2010 30
−12
−8
−4
Figura 5.3: Comportamiento autosemejante del paso
Finalmente mostramos un caso de explosio´n simulta´nea con los para´metros
m = 2, n = 0.5, p11 = 0.7, p12 = 1, p21 = 1 y p22 = 0.5.
t
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1500
0
Figura 5.4: Explosio´n simulta´nea
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5.7 Un me´todo que mueve puntos
Para terminar este cap´ıtulo hacemos una ra´pida mencio´n a otra forma de cons-
truir un me´todo adaptativo. En vez de an˜adir puntos para redefinir la malla cuan-
do el tiempo esta´ pro´ximo al tiempo de explosio´n, e´stos se mueven acerca´ndose al
punto donde se produce la singularidad, ve´ase [54].
La ventaja de mover puntos frente a an˜adirlos es obvia: el taman˜o de la malla
permanece constante en el tiempo.
El me´todo esta´ inspirado en el algoritmo para mover las mallas desarrollado
en [24]. En nuestro caso podemos favorecernos adema´s del hecho de que conocemos
a priori la localizacio´n espacial de la singularidad, x = L. En vez de mover todos
los nodos de la malla, concentramos simplemente un nu´mero fijo de puntos cerca
de la frontera, manteniendo el resto de la malla fija.
Los teoremas principales de este cap´ıtulo, el Teorema 5.6 y el Teorema 5.20,
siguen siendo va´lidos con este esquema nume´rico.

Conclusiones y comentarios
1. Sistemas con fuentes de calor en el interior. Uno de los aspectos a
nuestro juicio ma´s relevante demostrado en el Cap´ıtulo 2 es que, cuando el para´me-
tro de difusio´n m del problema{
ut = (u
m)xx + u
p11vp12 ,
vt = (v
n)xx + u
p21vp22 ,
(x, t) ∈ R× (0, T ),
es menor que 1, las condiciones para que u explote y v permanezca acotada en
tiempo finito T incluyen al rango de explosio´n no simulta´nea para las soluciones
planas. De hecho demostramos, Teorema 2.7, que si u explota y v permanece
acotada, entonces
p11 > ma´x
{
1, p21 +
m+ 1
2
}
.
Para demostrar el rec´ıproco de este resultado, se hace necesario conocer el
comportamiento de la componente que explota cerca del origen. Recordemos que
el Corolario 2.4 asegura que existe una constante C > 0 tal que
u(x, t) ≤ Cx −2m(γ−1) , 1 < γ < p11 − (1−m)
m
.
cerca de x = 0 y para todo t ∈ (0, T ). Esta condicio´n es o´ptima si m ≥ 1, ya
que entonces podemos tomar mγ = p11 y obtener que u tiene un decaimiento
autosemejante cerca del origen
u(x, t) ≤ Cx−αβ = Cx− 2p11−m .
Sin embargo, cuando m < 1 esta u´ltima desigualdad no tiene por que´ ser cierta. Es
por ello que nos vemos obligados a imponer la condicio´n p12 = 0 para demostrar
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el Teorema 2.8. En esta situacio´n, la primera ecuacio´n del sistema queda desaco-
plada de la segunda. Esto nos permite utilizar una solucio´n autosemejante, U , del
problema, que en particular verifica
U(x, t) ≤ Cx−αβ , (x, t) ∈ R+ × (0, T ).
Ser´ıa deseable poder demostrar un resultado similar al Teorema 2.6 para el caso
0 < m < 1, sin tener que imponer ninguna hipo´tesis adicional sobre los exponentes
del sistema, como hacemos en el Teorema 2.8. De hecho, nos gustar´ıa probar el
siguiente resultado
Teorema. Sea 0 < m < 1. Existen datos iniciales (u0, v0) tales que u explota y v
permanece acotada si y so´lo si
p11 > ma´x
{
1, p21 +
m+ 1
2
}
.
El hecho de que el resultado sea cierto si p12 = 0 nos hace pensar que tambie´n
se cumplira´ en el caso general. Sin embargo, como ya hemos mencionado antes,
creemos que la demostracio´n pasa por encontrar una prueba que muestre que u
decae, al menos cerca del origen, como x−
α
β , cuando 0 < m < 1.
2. Sistemas con flujos a trave´s de la frontera. Los resultados que se expo-
nen en el Cap´ıtulo 3 presentan como novedad fundamental la aparicio´n de condicio-
nes sobre los exponentes de un sistema de forma que la explosio´n de las soluciones
es siempre no simulta´nea.
Sin embargo, el resultado que se muestra en la Seccio´n 3.5 es parcial. Pensamos
que una caracterizacio´n completa de la explosio´n no simulta´nea deber´ıa pasar por
demostrar una relacio´n entre la componente u y la componente v de la forma
v ∼ u−
α2
α1 ,
donde los exponentes α1 y α2 dependen de los para´metros del problema (m, n, pij).
Y as´ı, gracias a esta relacio´n, poder concluir la explosio´n no simulta´nea, segu´n sea
el signo de α1α2.
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3. Me´todos nume´ricos. El me´todo nume´rico que desarrollamos en el Cap´ıtu-
lo 5 se basa en discretizar la variable espacial y utilizar despue´s un integrador
nume´rico para resolver el sistema de ecuaciones ordinarias que resulta. Este he-
cho no supone pe´rdida de generalidad en los resultados que obtenemos (que se
enuncian para t, la variable temporal, continua), ya que el integrador nume´rico
que proporciona Matlabr es de un orden muy superior al de la discretizacio´n
espacial que definimos.
En el Ape´ndice A estudiamos un problema escalar mediante un me´todo nu-
me´rico totalmente discreto. Para la discretizacio´n espacial utilizamos la misma
idea que la presentada en el Cap´ıtulo 5 y usamos un me´todo de orden 2 para
discretizar la variable temporal. Esta eleccio´n proporciona, sin duda, un me´todo
menos preciso que el del Cap´ıtulo 5, donde se integra la variable temporal con
integradores nume´ricos de mayor orden. Para obtener una mayor precisio´n cuando
usamos un esquema totalmente discreto, deber´ıamos discretizar la variable tem-
poral con un me´todo Runge-Kutta de mayor orden. Sin embargo, esto complica
considerablemente la notacio´n y las demostraciones.
Concluimos as´ı que la idea expuesta en el Cap´ıtulo 5 para estudiar el problema
nume´rico proporciona resultados muy precisos y resulta sencilla en la notacio´n y
programacio´n.
4. Tasas simulta´neas. En el Cap´ıtulo 4 se determinan las tasas de explosio´n
de la solucio´n de un sistema con difusio´n lineal, con un flujo de tipo no lineal
a trave´s de la frontera. Demostramos que, si las dos componentes del sistema
explotan simulta´neamente, entonces se comportan como las soluciones del sistema
de ecuaciones diferenciales ordinarias
 f
′ = f 2p11−1g2p12 ,
g′ = f 2p21g2p22−1.
Inspirados en este resultado, nos gustar´ıa poder demostrar uno similar para el
problema descrito en el Cap´ıtulo 3, en el que la difusio´n es no lineal.
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Teorema. Si u y v explotan simulta´neamente, entonces
u(0, t) ∼ f(t) y v(0, t) ∼ g(t),
donde f y g son solucio´n de un sistema de ecuaciones diferenciales ordinarias de
la forma  f
′ = f q11gq12 ,
g′ = f q21gq22 .
Un primer resultado parcial en este sentido se presenta en el Cap´ıtulo 5, don-
de se demuestra que si las aproximaciones nume´ricas de este problema, U y V ,
explotan simulta´neamente, y adema´s p11 ≥ m y p22 ≥ n entonces
uN(t) ∼ (T − t)−α1 , vM(t) ∼ (T − t)−α2 ,
con
α1 =
2p22 − 2p12 − n− 1
(2p11 −m− 1)(2p22 − n− 1)− 4p12p21 > 0,
α2 =
2p11 − 2p21 −m− 1
(2p11 −m− 1)(2p22 − n− 1)− 4p12p21 > 0.
Al igual que a la hora de caracterizar la explosio´n no simulta´nea del problema,
pensamos que la prueba de un teorema que describa las tasas simulta´neas se deber´ıa
basar en encontrar una relacio´n de la forma v ∼ u−
α2
α1 . Adema´s, segu´n los resultados
obtenidos en el Cap´ıtulo 4, pensamos que, en los casos l´ımite, en los que α1α2 = 0
deber´ıan aparecer tasas logar´ıtmicas.
5. Sistemas de mayor orden. Otro problema interesante de abordar ser´ıa el
del estudio de un sistema (3× 3):
ut = uxx,
vt = vxx,
wt = wxx,
(x, t) ∈ R+ × (0, T ),
con flujo no lineal en el que todas las ecuaciones este´n acopladas
−ux(0, t) = up11(0, t)vp12(0, t)wp13(0, t),
−vx(0, t) = up21(0, t)vp22(0, t)wp23(0, t),
−wx(0, t) = up31(0, t)vp32(0, t)wp33(0, t),
t ∈ (0, T ).
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En el esp´ıritu del Cap´ıtulo 3 las preguntas naturales que surgen son
¿es posible dar condiciones sobre los exponentes del problema para que
una componente explote y las otras no?
Rec´ıprocamente, si una de las componentes explota y las otras esta´n acotadas
¿que´ relacio´n hay entre los exponentes?
Es ma´s,
¿existe alguna condicio´n sobre los exponentes del problema para que dos com-
ponentes exploten simulta´neamente y la otra permanezca acotada?
El conocimiento de las tasas, simulta´neas y no simulta´neas, nos permitira´ dar
respuesta a estas preguntas.
Veamos un ejemplo: supongamos que u y v explotan simulta´neamente y que
w permanece acotada. Entonces, gracias a los resultados del Cap´ıtulo 4, podemos
determinar las tasas de explosio´n de u y de v. E´stas se pueden sustituir en la ecua-
cio´n de w para as´ı, siguiendo las te´cnicas descritas en el Cap´ıtulo 3, caracterizar
los exponentes del problema.
6. Avalancha te´rmica. Otra posible extensio´n para el problema con flujo a
trave´s de la frontera es el estudio de la avalancha te´rmica y la posible continuacio´n
despue´s de la explosio´n. Centre´monos en un problema concreto: consideremos dos
ecuaciones lineales {
ut = uxx,
vt = vxx,
(x, t) ∈ R+ × (0, T ),
acopladas mediante un flujo no lineal en la frontera{
−ux(0, t) = up11(0, t)vp12(0, t),
−vx(0, t) = up21(0, t)vp22(0, t),
t ∈ (0, T ).
Como es habitual, los datos iniciales{
u(x, 0) = u0(x),
v(x, 0) = v0(x),
x ∈ R+,
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los supondremos continuos y acotados. Adema´s impondremos tambie´n condiciones
de monoton´ıa, ut, vt ≥ 0.
Inspirados en el trabajo previo [99], en el que se estudia la continuacio´n despue´s
de la explosio´n de un problema escalar, nos preguntamos si es posible que haya una
extensio´n no trivial de la solucio´n para tiempos posteriores al tiempo ma´ximo de
definicio´n del problema, t > T . En tal caso diremos que la explosio´n es incompleta.
Si por el contrario, tal extensio´n no es posible, hablaremos de explosio´n completa.
Siguiendo las ideas expuestas en [99] sustituimos las condiciones de frontera
del problema original por las truncaciones
f ijn (x) = mı´n{xpij , npij}.
lo que produce soluciones (un, vn) definidas globalmente.
La idea que reside detra´s de esta construccio´n es la de poder extender la solucio´n
despue´s del tiempo T tomando el l´ımite
l´ım
n→∞
un = u, l´ım
n→∞
vn = v.
El primer resultado que proponemos en este sentido afirma que la explosio´n es
siempre completa en ambas componentes.
Teorema. La explosio´n del sistema con flujo no lineal a trave´s de la frontera es
siempre completa. Es decir,
u(x, t) =

u(x, t), 0 < t < T,
l´ım
t↗T
u(x, t), t = T,
∞, t > T,
v(x, t) =

v(x, t), 0 < t < T,
l´ım
t↗T
v(x, t), t = T,
∞, t > T.
Dado que la explosio´n es completa en ambas componentes (incluso si la ex-
plosio´n es no simulta´nea), en t = T se produce la propagacio´n instanta´nea de la
singularidad. Este feno´meno, descrito en [99] y [100] para problemas escalares,
se conoce con el nombre de avalancha te´rmica. De forma matema´tica se describe
como una discontinuidad entre los perfiles de explosio´n,
u(x, T−) = l´ım
t↗T
u(x, t) y v(x, T−) = l´ım
t↗T
v(x, t),
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y el valor que la solucio´n toma despue´s,
u(x, T+) = v(x, T+) = +∞.
Por tanto el siguiente problema que uno se puede plantear es el de caracterizar
la avalancha te´rmica cerca de t = T . Con el fin de centrarnos en un problema
concreto, supongamos que los exponentes del problema implican que la explosio´n
es no simulta´nea. En este caso, la transicio´n entre v(x, T−), que es finita en todo
punto, y v(x, T+), que es infinita en todo punto, se hace todav´ıa ma´s notable y
hace que el problema sea ma´s interesante.
Expongamos a continuacio´n a grandes rasgos cua´l ser´ıa la idea del resultado
a demostrar: sea tu(n) el primer tiempo en el que un(0, t) = n y tv(n) el primer
tiempo en el que vn(0, t) = n. Obse´rvese que, como la explosio´n es no simulta´nea,
si n es grande se tiene que
tu(n) < T < tv(n).
El siguiente teorema que enunciamos relaciona la diferencia entre estos tiempos.
Teorema. Sea n suficientemente grande. Entonces
(i) El primer tiempo en el que un(0, t) = n, tu(n), verifica
T − tu(n) ∼ 1
n2(p11−1)
.
(ii) El primer tiempo en el que vn(0, t) = n, tv(n), verifica
tv(n)− T ∼

1
n2p21
, p22 > 1,
n2(1−p22)
n2p21
, p22 < 1,
lnn
n2p21
, p22 = 1.

II
Soluciones de viscosidad

Introduccio´n
El estudio de la existencia y unicidad de soluciones de ecuaciones el´ıpticas y pa-
rabo´licas dentro del marco de la teor´ıa de viscosidad tiene como base la compa-
racio´n con supersoluciones y subsoluciones. Esta teor´ıa comenzo´ a utilizarse en la
de´cada de 1980 en ecuaciones de primer orden, [36], [38]. Posteriormente se desa-
rrollo´ una amplia teor´ıa para ecuaciones completamente no lineales, [26], [37], la
cual fue extendida a ecuaciones parabo´licas, [110], [111].
Una de las mayores ventajas que presenta la teor´ıa de soluciones de viscosidad
es que permite que funciones que son u´nicamente continuas sean soluciones de
ecuaciones diferenciales no lineales de primer y segundo orden. Esto permite de-
mostrar teoremas muy generales de existencia y unicidad y proporciona una gran
flexibilidad a la hora de pasar al l´ımite en diferentes contextos.
Ejemplos cla´sicos en los que se utiliza esta teor´ıa son la ecuacio´n de Hamilton-
Jacobi
ut = F (|∇u|),
y su aproximacio´n difusiva
ut = F (|∇u|) + ε∆u, ε > 0,
donde ∇u denota el gradiente espacial de la funcio´n u = u(x, t) y ∆u es el lapla-
ciano espacial, ve´ase [37]. Sin embargo, las ecuaciones degeneradas no se adaptan
bien a la teor´ıa de viscosidad cla´sica, ya que no existen familias de supersoluciones
y subsoluciones lo suficientemente amplias que se puedan utilizar como funciones
test. El objetivo de esta parte de la Memoria es desarrollar un concepto de solucio´n
de viscosidad apropiado para tratar estos problemas en el caso parabo´lico. Para
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ello nos centraremos en la siguiente ecuacio´n:
ut = a(u)∆u+ |∇u|2.
Los resultados de la teor´ıa cla´sica de soluciones de viscosidad se adaptan bien
al estudio de esta ecuacio´n siempre que a(u) sea regular, acotada por arriba y
este´ lejos del cero por abajo,
0 < C1 ≤ a(u) ≤ C2,
ya que en este caso la ecuacio´n es cuasilineal uniformemente parabo´lica. Si por el
contrario a(u) es continua y positiva para u > 0, pero se anula en u = 0, la ecuacio´n
resultante es degenerada, y generaliza la aproximacio´n difusiva de la ecuacio´n de
Hamilton-Jacobi. Obse´rvese que el hecho de que la ecuacio´n sea degenerada puede
dar lugar a la aparicio´n de fronteras libres, lo que a su vez da lugar a pe´rdida
de generalidad. Es decir, las soluciones no son necesariamente cla´sicas cuando
aparecen fronteras libres. Sin embargo, el problema esta´ bien puesto en la clase de
las funciones continuas.
Como primer paso en nuestro estudio, consideremos una funcio´n a lineal de la
forma
a(u) = σu
con σ una constante positiva. El concepto de solucio´n de viscosidad para esta
ecuacio´n, as´ı como sus propiedades se estudia en [25]. Si u = 0 esta ecuacio´n es
degenerada y el concepto de solucio´n de viscosidad definido en [37] no es apropiado
para este problema. Es por ello que se hace necesario definir un nuevo concepto
de solucio´n de viscosidad. Se demuestra entonces que en esta clase de soluciones
(soluciones de viscosidad no negativas y acotadas) el problema de Cauchy esta´ bien
puesto.
El punto fundamental del estudio hecho en [25] es que, mediante la relacio´n
u =
m
m− 1ρ
m−1,
la ecuacio´n ut = σu∆u+ |∇u|2 se puede transformar en la ecuacio´n de los medios
porosos,
ρt = ∆ρ
m,
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donde m = σ+1 y ρ representa la densidad del gas. Esta u´ltima relacio´n se escribe
en forma de divergencia, y es bien conocido que en esta forma posee una teor´ıa
de´bil, [5], [93], [106]. La transformacio´n de u a ρ es necesaria para completar la
prueba de unicidad de soluciones de viscosidad.
Una vez estudiado el problema en el que a(u) es lineal, a(u) = σu, el siguien-
te paso consiste en extender los resultados de [25] al caso no lineal. Para ello
supondremos que a verifica las siguientes hipo´tesis:
(H1) Problema degenerado en u = 0: la funcio´n a : [0,∞) → R es de clase C1 si
u > 0, es continua en u = 0 y
a(u) = 0 si u = 0, a(u) > 0 si u > 0.
(H2) Crecimiento sublineal de a cerca de u = 0: para todo M > 0 existe una
constante k = k(M) tal que
a(u) ≤ ku
para todo 0 ≤ u ≤M .
La generalidad de estas hipo´tesis introduce algunas dificultades adicionales con
respecto al estudio hecho en [25]: no se pueden utilizar las soluciones cla´sicas de
frontera libre para comparar, ya que e´stas no tienen por que´ existir. Adema´s, la
transformacio´n a la correspondiente ecuacio´n de tipo divergencia
ρt = ∆Φ(ρ)
no es inmediata y requiere un estudio detallado.
El objetivo final de esta parte de la Memoria es demostrar el siguiente teorema.
Teorema. Bajo las condiciones (H1), (H2), el problema{
ut = a(u)∆u+ |∇u|2, (x, t) ∈ RN × (0,∞),
u(x, 0) = u0(x), x ∈ RN ,
con u0 continuo, acotado y no negativo, esta´ bien planteado en
la clase de soluciones de viscosidad acotadas, continuas y no
negativas. Adema´s, el Principio del Ma´ximo se puede aplicar
a las soluciones de viscosidad.
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Para poder demostrar este teorema se necesita desarrollar primero la teor´ıa
de viscosidad apropiada para el problema que estamos considerando: definiciones,
transformacio´n densidad-presio´n, construccio´n de subsoluciones y supersoluciones,
etc. La transformacio´n-densidad presio´n es crucial en la demostracio´n del teorema,
ya que, al igual que en [25], la prueba de unicidad no es directa. Deberemos probar
primero que existe una ecuacio´n de filtracio´n asociada al problema.
Teorema. La solucio´n de viscosidad coincide con la transfor-
mada de la solucio´n de´bil continua de la ecuacio´n de filtracio´n
asociada,
ρt = ∆Φ(ρ).
Despue´s de un primer cap´ıtulo, Cap´ıtulo 6, en el que se establecen los funda-
mentos de las soluciones de viscosidad, dedicamos el Cap´ıtulo 7 a describir co´mo
construir soluciones de viscosidad a partir de otras dadas. Para un dato inicial u0
definimos una funcio´n u como un l´ımite decreciente de soluciones cla´sicas, uε, con
dato inicial estrictamente positivo, u0,ε(x) ≥ u0(x) + ε,
u(x, t) = l´ım
ε→0
uε(x, t).
Teorema. La funcio´n u es solucio´n de viscosidad del proble-
ma. Es ma´s, es la solucio´n de viscosidad maximal.
Tambie´n definimos nuevas subsoluciones y supersoluciones de viscosidad a par-
tir de otras ya existentes, tomando supremos e ı´nfimos en bolas. Estas construc-
ciones, que denominaremos convoluciones de supremos e ı´nfimos, tendra´n especial
relevancia en el Cap´ıtulo 8, donde demostraremos la comparacio´n de soluciones de
viscosidad con datos iniciales estrictamente separados, en el sentido de la Defini-
cio´n 6.5.
Teorema. Sea u una subsolucio´n de viscosidad y v una su-
persolucio´n de viscosidad. Supongamos que los datos iniciales
u0 y v0 esta´n estrictamente separados. Entonces u y v perma-
necen ordenadas en todo tiempo posterior.
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Este teorema permite construir, para un dato inicial u0 dado, la solucio´n de
viscosidad minimal. E´sta se define como l´ımite de soluciones maximales, un, de
problemas con datos iniciales estrictamente separados,
u(x, t) = l´ım
n→∞
un ≤ u,
donde u es la solucio´n maximal asociada al problema con dato inicial u0.
Teorema. Dado u0, sea {u0,n} una sucesio´n creciente de
datos iniciales estrictamente separados. Si u0,n ↗ u0 cuando
n tiende a infinito, entonces u es la solucio´n de viscosidad
minimal.
La construccio´n de las soluciones de viscosidad maximales y minimales propor-
ciona finalmente las herramientas necesarias para demostrar el teorema principal
de esta parte de la Memoria (ve´ase el enunciado en la Pa´gina 133). Dedicaremos
la Seccio´n 8.4 del Cap´ıtulo 8 a probar este resultado.
Para concluir esta introduccio´n comentemos algunos resultados conocidos re-
lacionados con las soluciones de viscosidad.
En primer lugar obse´rvese que en [76] se establece la equivalencia entre solu-
ciones de viscosidad y soluciones en el sentido de las distribuciones para ecuaciones
el´ıpticas lineales de orden dos. Por otro lado la equivalencia entre soluciones de
viscosidad y soluciones de´biles de la ecuacio´n p-Laplaciana
−div(|∇u|p−2∇u) = 0
para 1 < p < ∞ ha sido demostrada en [78]. Estos autores tambie´n prueban la
equivalencia de soluciones de la versio´n parabo´lica de este problema.
El hecho de que el operador de segundo orden degenere en funcio´n de u dificulta
considerablemente el desarrollo hecho en los cap´ıtulos posteriores para la ecuacio´n
ut = a(u)∆u+ |∇u|2.
En este sentido en [81] se hace un estudio detallado de las soluciones de viscosi-
dad de los problemas de Hele-Shaw y de Stefan. Dichas soluciones se obtienen como
l´ımite de las soluciones de viscosidad de la ecuacio´n de los medios porosos, [25].
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Existen numerosos trabajos recientes que se centran en el estudio de existen-
cia, unicidad, continuidad y otras propiedades de las soluciones de viscosidad de
ecuaciones parabo´licas (degeneradas o no) no lineales de la forma
ut = F (x, t, u,Du,D
2u),
ve´ase por ejemplo [11], [16], [32] o [77]. Todos ellos imponen hipo´tesis de mono-
ton´ıa a la funcio´n F con respecto a la variable u. Este tipo de restriccio´n no tiene
sentido en nuestro caso.
En [14], [89] se estudia la existencia de soluciones de una versio´n generalizada
de la ecuacio´n que nosotros consideramos. A diferencia del trabajo desarrollado
aqu´ı, que se centra fundamentalmente en comprobar la unicidad de soluciones,
en [14], [89] se prueba la existencia de soluciones de viscosidad de
ut = a(u)∆u+ |∇u|2 + F (u),
as´ı como diversas estimaciones de continuidad.
Para concluir nos gustar´ıa comentar que el libro [10] incluye algunas aplica-
ciones de la teor´ıa de viscosidad, como por ejemplo control o´ptimo determin´ıstico
o problemas de perturbacio´n singular para ecuaciones el´ıpticas. Consu´ltese tam-
bie´n [8] para ecuaciones de Hamilton-Jacobi-Bellman y [88] para ecuaciones es-
toca´sticas.
6Preliminares
En primer lugar nos centraremos en establecer los principios ba´sicos de la teor´ıa
de soluciones de viscosidad para el problema que queremos estudiar. Adema´s de
definir los conceptos de supersolucio´n y subsolucio´n de viscosidad, as´ı como de
determinar sus primeras propiedades, haremos una descripcio´n detallada de un
tipo de subsoluciones y de supersoluciones especiales (Barenblatt y ondas viajeras
esfe´ricas), que utilizaremos para comparar. Dedicaremos tambie´n especial atencio´n
al estudio de la denominada transformacio´n densidad-presio´n. Esta transformacio´n
permitira´, en posteriores cap´ıtulos, establecer un resultado de unicidad.
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6.1 Definiciones
Denotemos por Q al dominio espacio-temporal RN × (0,∞) y consideremos
soluciones continuas, acotadas y no negativas definidas en Q del problema
ut = a(u)∆u+ |∇u|2, (6.1)
con dato inicial continuo, acotado y no negativo
u(x, 0) = u0(x), x ∈ RN . (6.2)
Impondremos condiciones de regularidad muy generales sobre la funcio´n a: en
primer lugar, para que el problema sea degenerado en u = 0 supondremos que
a : [0,∞)→ R es de clase C1 si u > 0, continua en u = 0 y
a(u) = 0 si u = 0, a(u) > 0 si u > 0.
Adema´s, queremos que a tenga crecimiento sublineal cerca de u = 0. Es decir,
para todo M > 0 existe una constante k = k(M) tal que
a(u) ≤ ku
para todo 0 ≤ u ≤ M . Esto es equivalente a suponer que a(u)
u
esta´ localmente
acotado.
Fijemos en primer lugar la notacio´n que vamos a utilizar a lo largo de los
siguientes cap´ıtulos. Denotaremos por C(D) al espacio de las funciones continuas
definidas en el dominio D. Este dominio representara´ bien un dominio del espacio
RN o bien un dominio espacio-temporal de RN × R. El subespacio de funciones
continuas y acotadas en D sera´ Cb(D). Mediante f ∈ C2,1(Q) denotaremos a una
funcio´n f dos veces diferenciable en x y una en t. Es decir, f ∈ C2,1x,t (Q). Una bola
abierta en RN con radio r y centro x0, se representara´ por Br(x0) y si la bola
es cerrada, Br(x0). Un entorno parabo´lico de un punto P0 = (x0, t0) ∈ Q es un
cilindro de la forma Ω = Br(x0)× (t0 − τ, t0] ⊂ Q para r, τ > 0.
Definicio´n 6.1 Una funcio´n u de clase C2,1(Q) es una solucio´n cla´sica de (6.1)
si la ecuacio´n ut = a(u)∆u + |∇u|2 se satisface en todo Q. Una subsolucio´n
cla´sica satisface la desigualdad ut ≤ a(u)∆u+ |∇u|2 y una supersolucio´n cla´sica,
ut ≥ a(u)∆u+ |∇u|2.
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Definicio´n 6.2 Una funcio´n continua y no negativa u definida en Q es una sub-
solucio´n de viscosidad de (6.1) si y so´lo si toda funcio´n ϕ ∈ C2,1(Q), que toca a u
por arriba en un punto (x0, t0), satisface
ϕt ≤ a(ϕ)∆ϕ+ |∇ϕ|2 (6.3)
en (x0, t0).
Observacio´n 6.1 Diremos que ϕ toca a u por arriba en un punto P0 = (x0, t0) si
ϕ − u alcanza un mı´nimo local cero en un entorno parabo´lico Ω de P0. Es decir,
u ≤ ϕ en Ω y u = ϕ en P0.
Observacio´n 6.2 Reemplazando ϕ por
ψ = ϕ+ δ((x− x0)4 + (t− t0)2), δ > 0,
se obtiene que ψ − u alcanza en el punto P0 un mı´nimo local estricto cero. Con
este cambio, las derivadas de ϕ en P0 que aparecen en la fo´rmula (6.3) permanecen
inalteradas y por tanto podemos sustituir ϕ por ψ en la Definicio´n 6.2.
La definicio´n de supersolucio´n presenta alguna diferencia con respecto a la
definicio´n en la teor´ıa cla´sica de viscosidad, ya que tiene que tener en cuenta el
efecto que produce el hecho de que la ecuacio´n sea degenerada. Debido a este
feno´meno hemos de introducir primero el concepto de solucio´n cla´sica de frontera
libre. Este tipo de soluciones sera´n de gran utilidad, ya que las utilizaremos como
funciones test.
Definicio´n 6.3 Una funcio´n u continua y no negativa definida en Q es una solu-
cio´n cla´sica de frontera libre de (6.1) si:
(i) la funcio´n u es positiva en un conjunto abierto P (u) ⊂ Q, donde adema´s es
regular y es solucio´n de (6.1) en sentido cla´sico.
(ii) La frontera del conjunto de positividad, Γ = ∂P ∩ Q, denominada frontera
libre, es una hipersuperficie regular en espacio-tiempo y adema´s se cumple
u ∈ C2,1(P ∪ Γ).
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(iii) Se verifica la condicio´n dina´mica en Γ,
ν = |∇u|, (6.4)
donde ν denota la velocidad normal de avance de la frontera.
Definicio´n 6.4 Diremos que una solucio´n cla´sica de frontera libre se mueve si
cumple la condicio´n adicional
(iv) ∇u 6= 0 en Γ.
Modificando ligeramente la Definicio´n 6.3 podemos definir tambie´n subsolucio-
nes y supersoluciones cla´sicas de frontera libre: si en la condicio´n (i) sustituimos
la ecuacio´n por la siguiente desigualdad
ut ≤ a(u)∆u+ |∇u|2
y en (iii) cambiamos (6.4) por ν ≤ |∇u| obtenemos una subsolucio´n cla´sica de
frontera libre. Las supersoluciones cla´sicas de frontera libre se obtienen de la misma
forma, sustituyendo en este caso las igualdades por ≥.
En lo que sigue y para facilitar la escritura supondremos que las soluciones,
supersoluciones y subsoluciones cla´sicas de frontera libre siempre se mueven y
por tanto no lo mencionaremos. Haremos notar expl´ıcitamente que no se mueven,
cuando e´ste sea el caso.
Definicio´n 6.5 Diremos que u y v esta´n estrictamente separadas (o equivalente-
mente, que u esta´ estrictamente separada de v), y lo denotaremos mediante u ≺ v,
si
(i) el soporte de u, sop(u), es un compacto de RN que adema´s verifica
sop(u) ⊂ Int(sop(v)).
(ii) Dentro del soporte de u las funciones u y v esta´n estrictamente ordenadas,
u(x) < v(x).
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Definicio´n 6.6 Una funcio´n continua y no negativa u definida en Q es una super-
solucio´n de viscosidad de (6.1) si y so´lo si se satisfacen las siguientes condiciones:
(i) Toda funcio´n ϕ ∈ C2,1(Q) que toca a u por abajo en un punto (x0, t0) con
u(x0, t0) > 0 satisface
ϕt ≥ a(ϕ)∆ϕ+ |∇ϕ|2
en (x0, t0).
(ii) Ninguna subsolucio´n cla´sica de frontera libre (que se mueve) v que esta´ es-
trictamente separada de u en un tiempo t = t1 ≥ 0, v(x, t1) ≺ u(x, t1),
puede cruzar a u en un tiempo posterior. Es decir, v(x, t) ≤ u(x, t) para
todo x ∈ RN y t > t1.
Observacio´n 6.3 En [25] se introduce por primera vez la idea de comparacio´n
con soluciones de frontera libre. No´tese que la definicio´n utilizada en este contexto
es ligeramente ma´s de´bil que la presentada en [25], ya que utiliza subsoluciones.
Sin embargo resulta muy conveniente para el desarrollo de la teor´ıa.
En este sentido es necesario hacer hincapie´ en que en los resultados que aparecen
en secciones posteriores so´lo se utilizara´ un tipo concreto de subsoluciones de
frontera libre: las funciones Barenblatt introducidas en la Seccio´n 6.4. Por tanto,
el punto (ii) de la Definicio´n 6.6 se puede formular utilizando la comparacio´n
con esta familia concreta de subsoluciones. Veremos en el Cap´ıtulo 8 que ambas
definiciones son equivalentes.
Definicio´n 6.7 Una funcio´n continua y no negativa u definida en Q es una so-
lucio´n de viscosidad de (6.1) si es al mismo tiempo subsolucio´n de viscosidad y
supersolucio´n de viscosidad.
6.2 Primeras propiedades de las soluciones de viscosidad
Una vez establecidas las definiciones ba´sicas de la teor´ıa de viscosidad, el si-
guiente paso consiste en comprobar que estas definiciones son consistentes con la
teor´ıa cla´sica para ecuaciones parabo´licas cuasilineales no degeneradas. Gracias a
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esta teor´ıa (ve´ase [84]) se tiene que, si a(u) es regular y positiva para u > 0 y el dato
inicial u0 es estrictamente positivo, continuo y acotado, entonces la ecuacio´n (6.1)
tiene una u´nica solucio´n cla´sica acotada, u > 0.
1. Soluciones no negativas. Empecemos el ana´lisis considerando soluciones
no negativas. Este es el caso ma´s desfavorable (frente al de soluciones positivas),
ya que las ecuaciones pueden ser degeneradas y no se puede aplicar la teor´ıa cla´si-
ca, [84], antes mencionada.
Lema 6.1 Una funcio´n no negativa u ∈ C2,1(Q) es subsolucio´n de viscosidad
de (6.1) si y so´lo si u es subsolucio´n cla´sica.
Demostracio´n. =⇒ Supongamos primero que u es una subsolucio´n de vis-
cosidad. Entonces toda funcio´n ϕ ∈ C2,1(Q) que toca a u por arriba en (x0, t0)
verifica
ϕt ≤ a(ϕ)∆ϕ+ |∇ϕ|2
en el punto (x0, t0).
Por otro lado, como u es de clase C2,1 en Q podemos tomar u = ϕ, y por tanto
se tiene
ut ≤ a(u)∆u+ |∇u|2
en Q en sentido cla´sico.
⇐= Sea u una subsolucio´n cla´sica de (6.1) y ϕ una funcio´n de clase C2,1(Q) tal
que ϕ − u tiene un mı´nimo local cero en un punto (x0, t0). En esta situacio´n, en
(x0, t0) se verifica lo siguiente:
ϕ = u, ∇ϕ = ∇u, ϕt ≤ ut, ∆ϕ ≥ ∆u.
Por tanto,
ϕt ≤ ut ≤ a(u)∆u+ |∇u|2 ≤ a(ϕ)∆ϕ+ |∇ϕ|2
en (x0, t0) y u resulta ser una subsolucio´n de viscosidad. 2
Lema 6.2 Sea u una subsolucio´n cla´sica de frontera libre (que no se mueve).
Entonces u es en particular una subsolucio´n de viscosidad.
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Demostracio´n. Consideremos una funcio´n ϕ ∈ C2,1(Q) que toca a u por arriba
en P0 = (x0, t0).
Como u es una subsolucio´n cla´sica de frontera libre, si u(P0) > 0, se tiene
ut ≤ a(u)∆u+ |∇u|2
en P0 y la demostracio´n concluye como en el lema anterior.
Supongamos ahora que el punto de contacto P0 es tal que u(P0) = 0. Es decir,
P0 es un punto de la frontera libre de u.
Si |∇u| = 0 en P0, se cumple tambie´n que ϕ = |∇ϕ| = 0 y ϕt ≤ 0. As´ı,
ϕt ≤ 0 = a(ϕ)∆ϕ+ |∇ϕ|2,
de donde se deduce que u es subsolucio´n de viscosidad. 2
Observacio´n 6.4 Es obvio que si ∇u 6= 0 en la frontera libre, la funcio´n ϕ no
puede tocar a u por arriba y el resultado se concluye sin ningu´n tipo de compara-
cio´n.
La pregunta natural que surge a continuacio´n es si existe algu´n resultado ana´lo-
go a los lemas 6.1 y 6.2 para supersoluciones. Con las herramientas que poseemos
hasta el momento, la respuesta es negativa: aunque existen resultados parciales,
al ser la definicio´n de supersolucio´n de viscosidad ma´s restrictiva que la de las
subsoluciones, los resultados que se obtienen son en general ma´s de´biles.
Lema 6.3 Sea u una funcio´n no negativa de clase C2,1(Q). Si u es supersolucio´n
de viscosidad de (6.1), entonces u es supersolucio´n cla´sica.
Demostracio´n. Si u es una supersolucio´n de viscosidad regular, utilizando el
mismo argumento que en la demostracio´n del Lema 6.1, concluimos que, en un
punto de positividad en el que ϕ toca a u por abajo, ϕ verifica
ϕt ≥ a(ϕ)∆ϕ+ |∇ϕ|2.
Tomando ϕ = u concluimos que u es supersolucio´n cla´sica.
Por otro lado, si P0 es un punto en el que u vale 0, como u es no negativa, u tiene
que alcanzar un mı´nimo en P0. Necesariamente se tiene que cumplir entonces que
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u = ∇u = ut = 0, a(u) = 0, de forma que u cumple la definicio´n de supersolucio´n
cla´sica de forma trivial. 2
Demostrar un ana´logo al Lema 6.2 para supersoluciones no resulta tan sencillo.
El motivo fundamental es que no se puede demostrar la comparacio´n con subsolu-
ciones cla´sicas de frontera libre sin probar primero un Principio del Ma´ximo para
ecuaciones degeneradas. Posponemos este resultado a la Seccio´n 8.5 del Cap´ıtulo 8.
2. Soluciones positivas. La situacio´n descrita anteriormente mejora notable-
mente cuando tanto los datos iniciales como la solucio´n son estrictamente positivos,
ya que en este caso se puede aplicar la teor´ıa de soluciones cuasilineales uniforme-
mente parabo´licas, [84].
Dado un dato inicial u0, continuo en RN y tal que
0 < ε ≤ u0 ≤M,
podemos resolver el problema (6.1)–(6.2) aplicando esta teor´ıa. Obtenemos as´ı una
solucio´n cla´sica acotada, u, que verifica
0 < ε < u < M.
Es fa´cil ver que en este caso las nociones de solucio´n de viscosidad y solucio´n
cla´sica coinciden.
Lema 6.4 Sea u ∈ C(Q) una solucio´n de viscosidad de (6.1) positiva y acotada.
Si u0(x) ≥ ε > 0, entonces u es una solucio´n cla´sica en Q. Adema´s u ≥ ε y es
u´nica.
Demostracio´n. Consideremos una solucio´n de tipo Barenblatt B, (ve´ase la Sec-
cio´n 6.4, fo´rmula (6.13)). Modificando los para´metros, τ , C y x0 que intervienen en
su definicio´n podemos adema´s de trasladarla en espacio, aumentar o disminuir su
soporte y su altura. As´ı, si u es una solucio´n de viscosidad y u0 ≥ ε > 0, podemos
conseguir que u0(x) > B(x− x0, 0; τ, C) ≥ 0. Comparando ambas funciones segu´n
el punto (ii) de la definicio´n de supersolucio´n, Definicio´n 6.6, obtenemos que
u(x, t) > B(x− x0, t; τ, C) ≥ 0.
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Como u resulta ser uniformemente positiva, entonces tambie´n es uniformemente
parabo´lica, y en consecuencia de clase C2+α,1+α2 . Se tiene por tanto que u es la u´nica
solucio´n cla´sica, ve´ase [110], [111]. 2
Observacio´n 6.5 El mismo resultado es va´lido si la ecuacio´n esta´ definida en un
cilindro espacio-temporal acotado, Ω, con dato estrictamente positivo y continuo
en la frontera parabo´lica.
Terminamos esta seccio´n, dedicada a las primeras propiedades de las soluciones
de viscosidad, demostrando un Principio De´bil del Ma´ximo para soluciones de
viscosidad positivas.
Lema 6.5 Sean u1 y u2 una subsolucio´n de viscosidad y una solucio´n cla´sica
de (6.1) respectivamente, definidas ambas en un cilindro espacio-temporal cerrado
y acotado, Ω. Si u1 ≤ u2 en Γ = ∂Ω, entonces u1 ≤ u2 en Ω.
Demostracio´n. Gracias a la teor´ıa cla´sica de ecuaciones cuasilineales, podemos
construir una familia de soluciones cla´sicas uε de la ecuacio´n,
(uε)t = a(uε)∆uε + |∇uε|2 + ε, (6.5)
con dato de frontera
uε = u2 + ε
y tal que aproximen a u2 por arriba.
Se tiene que, cuando ε → 0, uε converge a u2 de forma mono´tona decreciente
y localmente uniforme.
Supongamos ahora que uε toca a u1 por arriba en un punto P1 de Ω. Entonces,
por definicio´n de subsolucio´n de viscosidad,
(uε)t ≤ a(uε)∆uε + |∇uε|2.
Concluimos de esta u´ltima expresio´n que
(uε)t < a(uε)∆uε + |∇uε|2 + ε,
desigualdad que contradice a la ecuacio´n (6.5).
Por lo tanto uε y u1 no se pueden tocar en Ω, u1 < uε. Pasando al l´ımite
obtenemos el resultado deseado, u1 ≤ u2 en Ω. 2
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Lema 6.6 Sean v1 y v2 una supersolucio´n de viscosidad positiva y una solucio´n
cla´sica de (6.1) respectivamente, definidas ambas en un cilindro espacio-temporal
cerrado y acotado, Ω. Si v2 ≤ v1 en Γ = ∂Ω, entonces v2 ≤ v1 en Ω.
Demostracio´n. La idea de la demostracio´n es la misma que la del lema anterior:
aproximamos v2 por debajo por soluciones vε de
(vε)t = a(vε)∆vε + |∇vε|2 − ε,
con dato de frontera
vε = v2 − ε > 0,
y aplicamos la definicio´n de supesolucio´n de viscosidad a vε. Concluimos el resul-
tado pasando al l´ımite en ε. 2
6.3 La transformacio´n densidad-presio´n
En algunos momentos, durante el desarrollo de la teor´ıa de viscosidad, nece-
sitaremos usar argumentos basados en la teor´ıa de´bil. Esta teor´ıa se aplica a una
variable estrechamente relacionada con u, la densidad ρ, que se obtiene a partir
de u mediante una transformacio´n funcional. Este procedimiento permite cambiar
la ecuacio´n original, en forma de no divergencia, por una ecuacio´n en forma de
divergencia, para la que la teor´ıa de´bil es bien conocida.
Seamos ma´s concretos: transformamos soluciones u ≥ 0 de la ecuacio´n (6.1) en
soluciones ρ = T (u) de la ecuacio´n de filtracio´n asociada
ρt = ∆Φ(ρ), (6.6)
para alguna funcio´n real Φ creciente, que obviamente esta´ definida en te´rminos de
T y de la funcio´n a(u) que aparece en (6.1).
El problema directo, es decir, encontrar ρ a partir de u no parece inmediato.
Sin embargo, la transformacio´n ha sido estudiada con detalle en el sentido inverso.
Para hacer una primera aproximacio´n al problema que nos ocupa, supongamos
que Φ es una potencia,
Φ(ρ) = ρm, m > 1.
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Esta ecuacio´n se conoce con el nombre de ecuacio´n de los medios porosos; ρ es la
densidad del gas y u, que representa la presio´n, viene dada por la fo´rmula
u =
m
m− 1ρ
m−1.
As´ı, la ecuacio´n (6.1) se escribe de la forma
ut = (m− 1)u∆u+ |∇u|2.
Esta transformacio´n se usa por ejemplo en [5] para establecer propiedades de las
soluciones de la ecuacio´n de los medios porosos, como la velocidad de propagacio´n
finita o la regularidad o´ptima.
En el contexto general de la ecuacio´n de filtracio´n con funcio´n Φ, la relacio´n
entre u y ρ es ma´s complicada. E´sta viene dada por
u = P(ρ) ≡
∫ ρ
c
Φ′(s)
s
ds, (6.7)
que representa lo que hemos venido llamando transformacio´n densidad-presio´n.
La constante c ≥ 0 es arbitraria y la tomaremos igual a cero si la integral es
convergente. En caso contrario c > 0.
Para darle sentido a la fo´rmula (6.7) consideramos la clase F de funciones
crecientes y continuas, Φ : [0,∞)→ [0,∞), de clase C2 en (0,∞) y tal que Φ(0) = 0
y Φ′(ρ) > 0 para todo ρ > 0. De hecho, para centrarnos mejor en el problema que
tenemos entre manos, supondremos que la integral (6.7) es convergente en ρ = 0.
Esto restringe F a una subclase F0 de funciones Φ, en la cual trabajaremos.
Bajo estas hipo´tesis se puede ver fa´cilmente que P es una biyeccio´n estricta-
mente creciente de [0,∞) en un intervalo I de la recta real. Si P(ρ)→∞ cuando
ρ → ∞, el intervalo I es de la forma [0,∞), mientras que es finito, I = [0, h), en
caso contrario. No obstante, obse´rvese que como estamos considerando u´nicamen-
te soluciones acotadas, no tenemos que ocuparnos en este ana´lisis del problema
cuando ρ→∞. Concluimos entonces que existe una transformacio´n inversa
ρ = P−1(u)
definida para todo u ∈ I. Adema´s, las funciones P y P−1 son C1 para u, ρ > 0 y
continuas hasta cero.
Establecemos en el siguiente resultado la relacio´n que existe entre ambas ecua-
ciones en sentido cla´sico, ve´ase tambie´n [83].
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Lema 6.7 Sea ρ ∈ C2,1(Q) una solucio´n cla´sica no negativa de (6.6) con Φ ∈ F0.
Si u se define mediante la fo´rmula (6.7), u = P(ρ), entonces u es una solucio´n
cla´sica no negativa de
ut = a(u)∆u+ |∇u|2, (6.8)
con valores en I, y donde a(u) viene dada por
a(u) = Φ′(P−1(u)) > 0. (6.9)
Demostracio´n. El resultado se obtiene fa´cilmente gracias a las hipo´tesis de re-
gularidad.
Si ρ > 0 entonces
ut =
Φ′(ρ)
ρ
ρt y ∇u = Φ
′(ρ)
ρ
∇ρ,
de forma que
ut =
Φ′(ρ)
ρ
ρt =
Φ′(ρ)
ρ
∆Φ(ρ) =
Φ′(ρ)
ρ
div(Φ′(ρ)∇ρ) = Φ
′(ρ)
ρ
div(ρ∇u)
=
Φ′(ρ)
ρ
ρ∆u+
Φ′(ρ)
ρ
∇ρ∇u = Φ′(ρ)∆u+ |∇u|2 = a(u)∆u+ |∇u|2,
con Φ′(ρ) = a(u). 2
Ma´s adelante veremos, Proposicio´n 7.5, que esta relacio´n se puede extender para
obtener una correspondencia entre soluciones de´biles de la ecuacio´n de filtracio´n y
soluciones de viscosidad de (6.1).
El siguiente paso consiste en asegurarnos de que la transformacio´n se puede
invertir. Es decir, queremos comprobar que podemos obtener ρ a partir de u.
Como las ecuaciones que definen a ρ, (6.6), y a u, (6.8), quedan caracterizadas
por la funciones Φ y a(u) respectivamente, so´lo es necesario comprobar que la
aplicacio´n dada por A : Φ 7→ P 7→ a, definida para Φ ∈ F0, se puede invertir en
algu´n contexto.
Lema 6.8 (i) La imagen de la aplicacio´n A : Φ 7→ a, definida para Φ ∈ F0, es el
conjunto A(F) de funciones a : [0, h) → R+, tales que a(u) es C1 y positiva para
u > 0 y
∫
a−1(u) du diverge cuando u→ 0.
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(ii) Para toda funcio´n a ∈ A, su imagen inversa es una familia uniparame´trica de
funciones de F0 de la forma {Φk(s) : k > 0}, donde
Φk(s) = kΦ1
( s
k
)
.
(iii) La funcio´n Φ(s) es de clase Cr, r ≥ 1, para s > 0 si y so´lo si a(u) ∈ Cr−1 para
u > 0.
Demostracio´n. Dada una funcio´n a, obtenida a partir de Φ, y P , que tambie´n
se deduce de Φ, queremos ver que a ∈ A y que podemos recuperar la funcio´n Φ
original, salvo un para´metro.
En primer lugar obse´rvese que
Φ′(s) = a(P(s)), Φ′(s) = sP ′(s)
para todo s > 0. Por lo tanto, de la relacio´n (6.7) obtenemos que
1
s
=
P ′(s)
a(P(s)) .
Aqu´ı hemos utilizado como variable la letra s en vez de ρ para enfatizar que
estamos interesados en la dependencia funcional. Si escribimos u en lugar de P(s)
e integramos esta u´ltima expresio´n obtenemos que∫
ds
s
=
∫
du
a(u)
.
Por tanto, como ρ = P−1(u),
P−1(u) = k exp
(∫ du
a(u)
)
.
De esta forma P−1 queda identificada salvo por la constante de integracio´n k > 0.
Sea por tanto Pk la funcio´n con constante k. Entonces (Pk)−1(u) = k(P1)−1(u), lo
que implica que
Pk(s) = P1
( s
k
)
.
Una vez que hemos determinado P−1 en funcio´n de a, el siguiente paso consiste
el calcular Φ a partir de P . Esto se puede hacer gracias a la relacio´n
Φ′(s) = sP ′(s).
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Al igual que antes, tenemos que comprobar las constantes de integracio´n. Como
Φ(0) = P(0) = 0, obtenemos que
Φk(s) = kΦ1
( s
k
)
.
Finalmente, la fo´rmula (6.9) implica que a es una funcio´n de clase C1, positiva
para u > 0 y que adema´s la integral ∫ u
c
du
a(u)
diverge cuando c→ 0.
Bajo estas condiciones P−1 es diferenciable para u > 0 y P−1(0) = 0, lo que
significa que Φ ∈ F0. 2
El siguiente paso dentro del estudio de la transformacio´n densidad-presio´n con-
siste en establecer condiciones suficientes sobre Φ que aseguren que las hipo´tesis im-
puestas sobre a(u) en la Pa´gina 138 se verifican. No´tese que como a(P(s)) = Φ′(s),
en particular tenemos que a′(P(s))P ′(s) = Φ′′(s). Del hecho de que Φ′(s) = sP ′(s)
deducimos finalmente que
a′(P(s)) = sΦ
′′(s)
Φ′(s)
. (6.10)
Proposicio´n 6.9 (i) La funcio´n Φ es convexa si y so´lo si a es mono´tona creciente.
(ii) Supongamos que Φ es positiva y que adema´s existe una constante C > 0 tal
que
sΦ′′(s) ≤ C Φ′(s). (6.11)
Entonces a′(u) ≤ C, y por tanto a(u) ≤ Cu.
Demostracio´n. (i) Es consecuencia directa de las definiciones de a y Φ.
(ii) Segu´n la fo´rmula (6.10), de la hipo´tesis sΦ′′(s) ≤ C Φ′(s) obtenemos que
a′(P(s)) ≤ C.
De esta u´ltima expresio´n, tomando u = P(s) e integrando, concluimos el resultado:
a(u) ≤ Cu. 2
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Observacio´n 6.6 En [39], [40] se utiliza la condicio´n
cΦ′(s) ≤ sΦ′′(s) ≤ CΦ′(s),
ligeramente ma´s restrictiva que la utilizada aqu´ı, (6.11), para desarrollar la teor´ıa
de la ecuacio´n de filtracio´n.
1. Ejemplos. Para concluir esta seccio´n dedicada al estudio de la transformacio´n
densidad-presio´n mostramos varios ejemplos, que creemos ilustran la teor´ıa general.
(i) Ecuacio´n de los medios porosos: Como ya mencionamos al principio de esta
seccio´n, es fa´cil ver que la ecuacio´n (6.6) con Φ(ρ) = cρm, produce una funcio´n a
de la forma
a(u) = (m− 1)u.
(ii) Funcio´n exponencial: Supongamos ahora que Φ es Φ(ρ) = e−
1
ρ . Entonces
a′(u) =
ρΦ′′(ρ)
Φ′(ρ)
=
1
ρ
− 2, (6.12)
de forma que a′(u)→∞ cuando u y ρ tienden a 0. Adema´s a es co´ncava cerca de
u = 0.
Seamos ma´s precisos. Como
u = P(ρ) =
∫ ρ
0
e
1
s
1
s2
s
ds ∼ 1
ρ
e−
1
ρ
cuando ρ→ 0 y en una primera aproximacio´n se obtiene que
log
1
u
=
1
ρ
.
Por tanto, sustituyendo en (6.12) e integrando,
a′(u) ∼ log 1
u
, a(u) ∼ u log 1
u
.
Este ejemplo no queda cubierto por la teor´ıa de soluciones de viscosidad que
desarrollamos aqu´ı, ya que a(u)
u
no esta´ localmente acotado.
(iii) Comportamiento casi lineal: En el lado opuesto del ejemplo anterior se en-
cuentra el caso en el que Φ es casi lineal. Es decir,
Φ(ρ) ∼ ρ
lnα ρ
,
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con α > 1 para que la propagacio´n sea finita. As´ı, cuando ρ→ 0, obtenemos
a(u) =
1− α ln−1 ρ
lnα ρ
∼ 1
lnα ρ
.
Al igual que en el ejemplo anterior, utilizando una aproximacio´n para u,
u = P(ρ) ∼ (1− α)−1 ln1−α(ρ),
cuando ρ→ 0, se tiene finalmente que
a(u) ∼ γu1+β,
con constantes
γ = (1− α) αα−1 y β = 1
α− 1 > 0.
Para concluir, queremos ilustrar la transformacio´n inversa. Para ello tomamos
la transformacio´n inversa a(u) = u2, es decir β = 1 y γ = 1. En esta situacio´n,
ρ = P−1(u) ∼ ke− 1u .
Eligiendo el caso particular k = 1, se tiene que
Φ′(ρ) =
1
ln2(ρ)
y por tanto, cuando ρ→ 0,
Φ(ρ) ∼ ρ
ln2(ρ)
.
Observacio´n 6.7 La transformacio´n densidad-presio´n se puede aplicar a una cla-
se de funciones Φ ma´s generales, sin necesidad de imponer la restriccio´n de que
P(ρ) sea finita en ρ = 0. De esta forma se cubre el caso conocido como difusio´n
ra´pida, estudiado por ejemplo en [29].
6.4 Ejemplos de subsoluciones y supersoluciones
Si bien es verdad que la familia de subsoluciones y supersoluciones que podemos
utilizar como funciones test es amplia, en la pra´ctica, y para el desarrollo de la
teor´ıa so´lo usaremos dos ejemplos concretos de funciones: las funciones Barenblatt
y las ondas viajeras esfe´ricas. Estas dos familias de funciones son modelos cla´sicos
de soluciones expl´ıcitas de la ecuacio´n de los medios porosos.
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1. Funciones Barenblatt. El ejemplo principal de funciones que usaremos
como test lo proporcionan las funciones Barenblatt.
Lema 6.10 Sea B(x, t; τ, C) la familia de funciones
B(x, t; τ, C) =
(
C(t+ τ)2λ −K|x|2)
+
(t+ τ)
, (6.13)
con λ, K, C, τ constantes positivas. Supongamos que a(u) ≤ ku para alguna
constante k > 0 en el rango u ∈ [0,ma´xB). Si λ = (kN + 2)−1 y 2K = λ,
entonces B(x, t; τ, C) es una subsolucio´n cla´sica de (6.1).
Demostracio´n. Queremos ver que se cumple Bt ≤ a(B)∆B+|∇B|2 en el conjunto
de puntos en los que B > 0.
Por un lado tenemos que
Bt = (2λ− 1)C(t+ τ)2λ−2 +K|x|2(t+ τ)−2.
Para a(B)∆B + |∇B|2 obtenemos una cota inferior usando que a(B) ≤ kB y
2λ− 1 = −kNλ,
a(B)∆B + |∇B|2
= −2KN(t+ τ)−1a(B) + |2Kx(t+ τ)−1|2
≥ −λNkC(t+ τ)2λ−2 + λNk(t+ τ)−2K|x|2 + 4K2(t+ τ)−2|x|2
= (2λ− 1)C(t+ τ)2λ−2 + 2K2(nk + 2)|x|2(t+ τ)−2
= (2λ− 1)C(t+ τ)2λ−2 + λKλ−1|x|2(t+ τ)−2.
Esta estimacio´n, junto con la obtenida para Bt, implican que B es una subso-
lucio´n cla´sica de (6.1). 2
El hecho de que la ecuacio´n (6.1) sea invariante por traslaciones en espacio
y tiempo nos permite construir nuevas subsoluciones trasladando las funciones
Barenblatt, (6.13), de forma arbitraria en espacio y tiempo.
Corolario 6.11 En las hipo´tesis del Lema 6.10, las funciones B(x, t; τ, C) son
subsoluciones de viscosidad de (6.1).
154 6. Preliminares
Demostracio´n. Es una consecuencia directa del Lema 6.1. 2
Corolario 6.12 En las hipo´tesis del Lema 6.10, las funciones B(x, t; τ, C) son
subsoluciones cla´sicas de frontera libre de (6.1).
Demostracio´n. Gracias al Lema 6.10 sabemos que B es una subsolucio´n cla´sica.
Adema´s, como la frontera libre viene dada por la expresio´n
|x| =
(C
K
) 1
2
(t+ τ)λ,
concluimos que no hay puntos estacionarios. Por tanto B es una subsolucio´n cla´sica
de frontera libre (que se mueve). 2
2. Ondas viajeras esfe´ricas. El segundo ejemplo de funciones que usaremos
para comparar es la familia de ondas viajeras. Creemos conveniente para facilitar
el desarrollo de la teor´ıa considerar primero el caso de una dimensio´n espacial. As´ı,
obtenemos ondas viajeras planas de la forma
u1(x, t) = A(x+ ct− b)+, u2(x, t) = A(−x+ ct− b)+, (6.14)
con constantes A, b y c positivas.
Se puede ver con un ca´lculo sencillo que las ondas viajeras definidas mediante
la fo´rmula (6.14) son, siempre y cuando 0 < A ≤ c, supersoluciones cla´sicas
de frontera libre definidas en R × (0,∞). La primera de ellas se mueve hacia
la izquierda con velocidad c, mientras que la segunda lo hace hacia la derecha,
tambie´n a velocidad c. Es ma´s, si A = c, tanto u1 como u2 son soluciones cla´sicas
de frontera libre.
Lema 6.13 Las ondas viajeras planas definidas mediante la fo´rmula (6.14) son
l´ımite de una sucesio´n mono´tona de soluciones cla´sicas positivas.
Demostracio´n. La demostracio´n es igual para las dos funciones u1 y u2. Centre´-
monos en una de ellas.
El primer paso consiste en reescribir la fo´rmula u(x, t) = A(x+ ct− b)+ como
u = f(η), η = A(x+ ct− b).
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Si A = c, u es una solucio´n cla´sica de frontera libre ya que f satisface la relacio´n
f ′ = a(f)f ′′ + (f ′)2 siempre que f > 0. No´tese que en este contexto mediante ′
denotamos la diferenciacio´n con respecto a η.
Continuamos la demostracio´n utilizando un razonamiento usual en este tipo de
argumentos: aproximamos f por ondas viajeras positivas fε, tales que f < fε y
fε(−∞) = ε, f ′ε(−∞) = 0. (6.15)
Gracias a la transformacio´n densidad-presio´n descrita en la Seccio´n 6.3, podemos
escribir la ecuacio´n que verifica fε como
ρ′ε = (Φ(ρε))
′′. (6.16)
Integrando (6.16) se obtiene ρε = Φ
′(ρε)+K. La constante K se ajusta usando las
condiciones de frontera (6.15),
(ρε − ε1) = Φ′(ρε),
donde ε1 es la densidad correspondiente a la presio´n ε. Integrando de nuevo, con-
cluimos que ∫ ρε
ρ0
Φ′(ρε)
ρε − ε1 dρε =
∫ ξ
ξ0
dξ.
La primera integral diverge cuando ρε → ε1, ya que Φ′(ε1) > 0 (ve´ase la Sec-
cio´n 6.3). Por tanto, obtenemos una solucio´n cla´sica ρε de (6.16), que es siempre
positiva. Tambie´n se observa que ρ′ε y (Φ(ρε))
′′ son positivas y que (Φ(ρε))
′
ρε
→ 1
cuando η →∞.
Para recuperar de nuevo fε no hay ma´s que deshacer la transformacio´n. Con-
cluimos que fε, que es mayor que ε, es estrictamente creciente y adema´s es tal que
f ′ε(η)→ 1 cuando η →∞. Si A = c, la funcio´n asociada uε es una solucio´n cla´sica
positiva de (6.1). Si A < c se obtiene una supersolucio´n.
El u´ltimo paso consiste en pasar al l´ımite cuando ε decrece a cero. As´ı obtene-
mos que ρε → ρ uniformemente sobre conjuntos compactos y por tanto fε → f . 2
Cuando se trabaja en ma´s variables espaciales se puede extender el concepto de
onda viajera definido para dimensio´n uno simplemente sustituyendo en la fo´rmu-
la (6.14) el argumento x por x1. De forma ma´s general, se puede escribir (x · e),
donde e es el vector unitario que denota la direccio´n de movimiento de la onda
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plana. Sin embargo, esta generalizacio´n no es suficiente. En cap´ıtulos posteriores
necesitaremos tambie´n otro tipo de supersoluciones, las ondas viajeras esfe´ricas,
definidas mediante la fo´rmula
u(x, t) = A(|x|+ ct− b)+, (6.17)
en R = {|x| < R, −T < t < 0}, con constantes A, b y c positivas. Estas ondas
viajeras tienen simetr´ıa radial en espacio y un agujero en el soporte que se rellena
segu´n pasa el tiempo. Obse´rvese que el soporte de u nunca sobrepasa la bola BR
2
(0)
si 2b > R.
Lema 6.14 Supongamos que a(u) ≤ ku, k > 0 constante, para 0 ≤ u ≤ M ,
R
2
≤ b < R y que
c
A
≥ 1 + 2k(N − 1)
(
1− b
R
)
. (6.18)
Entonces la onda viajera esfe´rica (6.17) es una supersolucio´n cla´sica de frontera
libre de (6.1) en R.
Demostracio´n. En primer lugar tenemos que ver que en el conjunto en el que u
es positiva, |x| > b− ct, se cumple
ut ≥ a(u)∆u+ |∇u|2.
Es decir, queremos comprobar que se verifica
cA ≥ a(u)A(N − 1)|x| + A
2,
en todos los puntos de R donde u > 0. Como a(u) ≤ ku, basta con ver que
k(N − 1)u ≤ (c− A)|x|.
Por otro lado, como |x| < R y t < 0, tenemos que
u = A(|x|+ ct− b) ≤ A(R− b).
Es ma´s, 2|x| ≥ R en los puntos en los que u > 0. Concluimos por tanto la siguiente
condicio´n
k(N − 1)A(R− b) ≤ (c− A)R
2
,
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que resulta ser suficiente para que u sea supersolucio´n.
La condicio´n de frontera libre, ν ≥ |∇u| 6= 0, se comprueba fa´cilmente. Basta
con observar que gracias a (6.18) se tiene ν = c > A = |∇u|. 2
Lema 6.15 Las ondas viajeras esfe´ricas definidas mediante la fo´rmula (6.17) son
l´ımite de una sucesio´n mono´tona de soluciones cla´sicas positivas.
Demostracio´n. Retomemos la aproximacio´n fε de f definida previamente para
dimensio´n uno. En este caso usamos la condicio´n que relaciona a A y a c, (6.18),
y como N > 1, observamos que aparece un te´rmino de primer orden adicional,
(N − 1)a(f)f
′(η)
|x| ,
con signo positivo (que es “malo”). Sin embargo, a pesar de tener el signo malo, esta
expresio´n es, para ε suficientemente pequen˜o, uniformemente similar al te´rmino
(N − 1)a(u) A|x|
considerado en el Lema 6.14. Por tanto fε sigue siendo una supersolucio´n si las
hipo´tesis del Lema 6.14 se satisfacen y ε es pequen˜o. La prueba concluye como en
el Lema 6.13. 2
3. Supersoluciones que explotan. Finalmente construimos una familia de
supersoluciones, U , que, si bien no tienen gran relevancia en la teor´ıa de viscosidad,
servira´n para controlar la altura ma´xima de todas las soluciones.
Para definir estas supersoluciones an˜adimos la hipo´tesis a(u) ≤ ku para u ≥ 0.
Lema 6.16 La funcio´n U definida mediante la fo´rmula
U(x, t) =M + b |x|
2
T − t + ct, (6.19)
donde M y T son constantes arbitrarias, es una supersolucio´n cla´sica estricta en
el dominio S = RN × (0, T
2
), si las constantes b y c se eligen convenientemente.
Observacio´n 6.8 No´tese que debido al te´rmino 1
T−t estas funciones explotan, es
decir, se hacen infinito, en tiempo finito.
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Demostracio´n. Para comprobar que U es supersolucio´n estricta del problema
tenemos que imponer condiciones en b y en c de forma que
Ut > a(U)∆U + |U|2.
As´ı, se tiene que cumplir que
b|x|2(T − t)−2 + c > 2a(U)Nb(T − t)−1 ++4b2(T − t)−2|x|2.
Manipulando esta u´ltima desigualdad y usando la hipo´tesis a(U) ≤ kU observamos
que tenemos que comprobar que
b|x|2 + c(T − t)2 > 2Nbk(b|x|2 + (M + ct)(T − t)) + 4b2|x|2.
Controlemos por separado los te´rminos en los que aparece x2 y los que dependen
del tiempo.
Para los te´rminos con x2 basta tomar 2b(Nk + 2) < 1, que se cumple si b
es suficientemente pequen˜o. En cuanto a los te´rminos con dependencia temporal,
como en el dominio S se tiene que 0 < t < T
2
, basta con elegir
c
T
2
> 2Nbk(M + c
T
2
).
As´ı,
2NbkM < c
T
2
(1− 2Nbk). (6.20)
En lo que sigue fijaremos M y T y tomaremos b = ε > 0 pequen˜o de forma que
los valores aceptables de cT son tambie´n O(ε). 2
7Construcciones
Si en el cap´ıtulo anterior establec´ıamos los principios ba´sicos de la teor´ıa de solucio-
nes de viscosidad, e´ste esta´ dedicado a construir las herramientas necesarias para
demostrar los resultados principales de dicha teor´ıa. Uno de los puntos relevantes
sera´ la construccio´n de la solucio´n de viscosidad maximal, que resultara´ de gran
importancia en cap´ıtulos posteriores. Por otro lado, las construcciones geome´tri-
cas hechas con supremos e ı´nfimos de subsoluciones y supersoluciones de viscosidad
tendra´n un papel fundamental en la demostracio´n del Teorema 8.2 en el Cap´ıtulo 8.
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7.1 Existencia de la solucio´n de viscosidad maximal
Llegados a este punto estamos en condiciones de construir, a partir de un dato
inicial u0 dado, una solucio´n de viscosidad concreta. Es ma´s, veremos que esta
construccio´n proporciona una solucio´n que es maximal entre todas las soluciones
de viscosidad (con dato inicial u0) no negativas y acotadas.
Dado un dato inicial u0 ∈ C(RN), no negativo y acotado, 0 ≤ u0(x) ≤ M ,
empezamos construyendo una solucio´n de (6.1)–(6.2) con dato inicial estrictamente
positivo y acotado
u0,ε(x) ≥ u0(x) + ε.
Gracias a la teor´ıa de ecuaciones cuasilineales uniformemente parabo´licas, [84],
sabemos que la solucio´n uε ≥ ε, asociada a u0,ε es una solucio´n cla´sica. Es ma´s,
si los datos iniciales esta´n ordenados, es decir u0,ε′ < u0,ε si 0 < ε
′ < ε, por
el Principio del Ma´ximo para soluciones cla´sicas, las soluciones tambie´n esta´n
ordenadas, uε′ ≤ uε si ε′ ≤ ε. Obtenemos as´ı una sucesio´n mono´tona y acotada
de soluciones cla´sicas de (6.1)–(6.2). Pasando al l´ımite cuando ε decrece a cero
concluimos que existe el l´ımite
u(x, t) = l´ım
ε→0
uε(x, t), (7.1)
que es una funcio´n no negativa y acotada.
La definicio´n de u, como l´ımite de soluciones con dato inicial u0,ε(x) = u0(x)+ε,
deber´ıa ser, en principio, suficiente. Sin embargo, para el correcto desarrollo de la
teor´ıa sera´ conveniente que definamos u0,ε como sigue
u0,ε(x) =

u0(x) + ε, |x| ≤ 1
ε
,
M + ε, |x| ≥ 2
ε
,
extendie´ndolo de forma continua en 1
ε
< |x| < 2
ε
. Esta definicio´n resultara´ u´til,
porque necesitaremos un control del comportamiento de la solucio´n en el infinito
para demostrar el resultado de maximalidad. Despue´s de probar el resultado ve-
remos que la forma concreta de aproximar la solucio´n maximal no es relevante y
deducimos por tanto que la definicio´n original de u0,ε tambie´n produce una solucio´n
maximal.
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Proposicio´n 7.1 La funcio´n u definida mediante (7.1) es una solucio´n de visco-
sidad de (6.1)–(6.2).
Demostracio´n. Como primer paso para demostrar este resultado, veamos que
u es una funcio´n continua. En lugar de hacer un estudio de la regularidad de la
ecuacio´n, deducimos la continuidad de u como consecuencia de:
la transformacio´n densidad-presio´n (ve´ase Seccio´n 6.3) que transforma solu-
ciones de la ecuacio´n (6.1) en soluciones de la ecuacio´n de filtracio´n asociada,
ρt = ∆Φ(ρ);
la continuidad de las soluciones ρ de la ecuacio´n de filtracio´n, que se describe
con detalle en el Ape´ndice B.
Obse´rvese que, debido a la monoton´ıa de la sucesio´n {uε} y a la continuidad
de las funciones u y uε, la convergencia en (7.1) es localmente uniforme.
Una vez demostrado que el l´ımite u es continuo, el siguiente paso consiste en
ver que es una subsolucio´n de viscosidad.
Para ello consideremos una funcio´n test ϕ ∈ C2,1(Q) tal que ϕ−u tiene un mı´ni-
mo local cero en un punto P0 (supongamos, sin pe´rdida de generalidad, P0 = (0, 0))
de un entorno parabo´lico Ω = Br(0)× (−r2, 0], con r pequen˜o. Como comentamos
en la Observacio´n 6.2, reemplazando ϕ por ψ = ϕ + δ(x4 + t2) podemos asegurar
que v = ψ − u tiene un mı´nimo estricto cero en Ω, precisamente en el punto P0.
Adema´s v|Γ ≥ δr4, siendo Γ la frontera parabo´lica de Ω.
Por otro lado sabemos que uε → u uniformemente. Podemos tomar por tanto
|uε − u| ≤ δ r
4
4
y definir, para una constante cε que determinaremos luego, la funcio´n
vε = ψε − uε = (ψ + cε)− uε.
Bajo estas hipo´tesis tenemos que
vε(P0) ≤ δr
4
4
+ cε y vε|Γ ≥
3δr4
4
+ cε = δ1.
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Concluimos entonces que vε tiene que alcanzar su mı´nimo en Ω en un punto interior,
Pε. Si elegimos cε de forma tal que ψε(Pε) = uε(Pε), entonces vε tiene un mı´nimo
local cero en Pε.
Por u´ltimo, como las funciones uε son soluciones cla´sicas estrictamente positivas
de (6.1)–(6.2), son tambie´n soluciones de viscosidad. As´ı,
(ψε)t ≤ a(ψε)∆ψε + |∇ψε|2 en Pε.
Cuando ε→ 0 podemos escoger r → 0 de forma que Pε → P0 y cε → 0. Por tanto,
pasando al l´ımite en esta u´ltima desigualdad, obtenemos que
ϕt ≤ a(ϕ)∆ϕ+ |∇ϕ|2 en P0.
Queda as´ı demostrado que u es una subsolucio´n de viscosidad.
Para demostrar que u es una supersolucio´n de viscosidad usamos la misma idea
que la que hemos utilizado para ver que es subsolucio´n, considerando una funcio´n
test ϕ, tal que ϕ− u tiene un ma´ximo local cero.
Siguiendo la definicio´n de supersolucio´n de viscosidad, Definicio´n 6.6, falta por
comprobar que toda subsolucio´n cla´sica de frontera libre que esta´ por debajo de u
en un tiempo t1, no puede cruzar a u en un tiempo t2 posterior.
Sea v una subsolucio´n cla´sica de frontera libre tal que v(x, t1) ≺ u(x, t1). Gra-
cias a las construccio´n de u y a la monoton´ıa estricta de la sucesio´n {uε} tenemos
que uε(x, t) > u(x, t), y por tanto
v(x, t1) ≺ u(x, t1) < uε(x, t1).
Por otro lado, como las funciones uε son cla´sicas y positivas y v tambie´n es
cla´sica en los puntos en los que es positiva, el Principio del Ma´ximo implica que v
y uε no se pueden tocar. As´ı,
uε(x, t2) > v(x, t2)
(ve´ase la demostracio´n de la Proposicio´n 7.3 para ma´s detalles). Finalmente, pa-
sando al l´ımite cuando ε tiende a cero, tenemos que
l´ım
ε→0
uε(x, t2) = u(x, t2) ≥ v(x, t2).
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Concluimos la demostracio´n observando que, como u es al mismo tiempo sub-
solucio´n y supersolucio´n, es una solucio´n de viscosidad. 2
Para probar el resultado de maximalidad de u necesitamos un lema te´cnico
previo.
Lema 7.2 Sea u una solucio´n de viscosidad acotada tal que u0(x) ≤M , Entonces
u(x, t) ≤M en Q.
Demostracio´n. Supongamos que la solucio´n de viscosidad que estamos conside-
rando esta´ acotada por la cantidad M2 > M . Sea entonces k el supremo de
a(u)
u
para 0 ≤ u < M2 + 1.
Fijemos un tiempo T > 0 y para cada ε > 0 suficientemente pequen˜o conside-
remos la funcio´n
U(x, t) =M ′ + b |x|
2
T ′ − t + ct,
con para´metros M ′ = M + ε, T ′ = 2T , b = ε y c = O(ε) elegidos segu´n (6.20).
De esta forma U es una supersolucio´n cla´sica estricta de Ut = a(U)∆U + |U|2 en
S = RN × (0, T ), siempre y cuando U sea menor que M2+1. En estas condiciones
U es inicialmente mayor que u. Adema´s, ambas funciones esta´n separadas para
valores grandes de |x| uniformemente en 0 < t < T .
Por tanto, si U no es estrictamente mayor que u en S, tiene que existir un
primer punto P1 = (x1, t1), con x1 ∈ RN y 0 < t1 < T , en el que U toque a u por
arriba. En ese punto podemos aplicar la definicio´n de subsolucio´n de viscosidad a
u con funcio´n test U para obtener
(U)t(P1) ≤ a(U(P1))∆U(P1) + |∇U(P1)|2 .
Esta desigualdad contradice el hecho de que U sea una supersolucio´n estricta en
un entorno parabo´lico de P1 (en el que U ≤M2 + 1).
Concluimos que
u(x, t) < U(x, t) =M + ε+ ε |x|
2
2T − t +O(ε)t
en S. Por tanto, haciendo tender ε a cero, obtenemos finalmente que u(x, t) ≤M
en S. 2
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Proposicio´n 7.3 La solucio´n de viscosidad u definida mediante (7.1) es la solu-
cio´n de viscosidad maximal del problema de Cauchy (6.1)–(6.2).
Demostracio´n. Sea uˆ otra solucio´n de viscosidad de (6.1) con dato inicial u0. El
objetivo es demostrar que u ≥ uˆ. Para ello comparamos en primer lugar uˆ con la
familia uε cuyo l´ımite es u. Obse´rvese que en t = 0 los datos iniciales satisfacen
u0,ε > u0 y por tanto so´lo tenemos que probar que uε esta´ por encima de uˆ para
t > 0.
En primer lugar no´tese que la posibilidad de que uˆ salte por encima de uε y
que los puntos de cambio de signo se muevan hacia infinito cuando t → 0, queda
descartada por el lema anterior y por la propia construccio´n de uε.
Por tanto, si uε no esta´ siempre por encima de uˆ, tiene que existir un primer
punto P0 en el que uˆ toca a uε por abajo, es decir la diferencia entre ambas
funciones, uˆ − uε, alcanza un ma´ximo local cero. Como uε es positiva, uˆ tambie´n
tiene que serlo en un entorno de P0. Se sigue entonces que hay un entorno parabo´lico
de P0 en el que ambas funciones son positivas, y por tanto regulares. Adema´s, uˆ y
uε esta´n ordenadas en ese entorno. El Principio Fuerte del Ma´ximo implica que uε
y uˆ no se pueden tocar en P0. Esto es una contradiccio´n que descarta la hipo´tesis
de que uˆ toque a uε por abajo. Por lo tanto, uε > uˆ en Q.
Finalmente, pasando al cuando ε→ 0, obtenemos que
u = l´ımuε ≥ uˆ
para todo tiempo. Concluimos as´ı que u es la solucio´n maximal de (6.1)–(6.2). 2
A continuacio´n demostramos una de las principales propiedades de las solucio-
nes maximales: esta´n ordenadas en funcio´n de los datos iniciales.
Proposicio´n 7.4 Sean u y uˆ dos soluciones maximales con datos iniciales orde-
nados, u0(x) ≥ uˆ0(x) para todo x en RN , entonces
u(x, t) ≥ uˆ(x, t)
para (x, t) en Q.
Demostracio´n. Sean u0 y uˆ0 dos datos iniciales tales que u0(x) ≥ uˆ0(x) y con-
sideremos los datos iniciales u0,ε(x) = u0(x) + ε ≥ uˆ0(x) + ε = uˆ0,ε(x). Gracias al
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Principio del Ma´ximo tenemos que uε(x, t) ≥ uˆε(x, t). El resultado para soluciones
maximales,
u(x, t) ≥ uˆ(x, t),
se concluye pasando al l´ımite cuando ε→ 0. 2
Proposicio´n 7.5 La imagen de la transformacio´n densidad-presio´n definida en el
Lema 6.7 aplicada a la solucio´n de´bil acotada de (6.6), contiene a la solucio´n de
viscosidad maximal de la ecuacio´n (6.1) obtenida en (7.1).
Demostracio´n. Dado un dato inicial ρ0 ≥ 0 continuo y acotado, lo aproximamos
por datos iniciales positivos ρ0,ε(x). La u´nica condicio´n que imponemos sobre la
familia ρ0,ε es que aproxime a ρ0 uniformemente y de forma mono´tona por arriba
cuando ε → 0. La teor´ıa de ecuaciones parabo´licas cuasilineales, [84], afirma que
el problema de Cauchy ρt = ∆Φ(ρ) asociado a cada ρ0,ε tiene una u´nica solucio´n.
Adema´s las soluciones ρε son cla´sicas y forman una sucesio´n decreciente. Gracias a
los resultados de regularidad demostrados en [45] y [103], sabemos que ρ, el l´ımite
de ρε, es una solucio´n continua, (ve´ase el Ape´ndice B). Por tanto, la sucesio´n {ρε}
converge localmente uniformemente a ρ.
Por otro lado, gracias la Lema 6.7, tenemos que la funcio´n uε = P(ρε) es una
solucio´n cla´sica de (6.1). Pasando al l´ımite cuando ε decrece a cero, obtenemos
finalmente que
u = l´ım
ε→0
uε = l´ım
ε→0
P(ρε) = l´ım
ε→0
∫ ρε
c
Φ′(s)
s
ds =
∫ ρ
c
Φ′(s)
s
ds,
por tanto u = P(ρ) y el l´ımite es localmente uniforme. 2
7.2 Propiedades del soporte
Dedicamos esta seccio´n a estudiar el soporte de la soluciones de viscosidad y
determinar sus propiedades fundamentales.
Proposicio´n 7.6 Sea u una supersolucio´n de viscosidad. Entonces el soporte de
u es no decreciente en tiempo. Es ma´s, si u0 6≡ 0, entonces l´ım
t→∞
sop(u(·, t)) = RN .
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Demostracio´n. Sea u una supersolucio´n de viscosidad y sea (x0, t0) un punto tal
que u(x0, t0) > 0. Queremos ver que u(x0, t) > 0 para t > t0.
Sea B una subsolucio´n tipo Barenblatt tal que
u(x0, t0) > B(x− x0, 0; τ, C).
Del punto (ii) de la definicio´n de supersolucio´n de viscosidad, Definicio´n 6.6, con-
cluimos que B esta´ por debajo de u en todo tiempo posterior a t0. Por tanto
u(x0, t) > B(x− x0, t− t0; τ, C) > 0, t > t0.
La demostracio´n termina usando las propiedades del soporte de las funciones
Barenblatt. 2
Proposicio´n 7.7 Sea u una solucio´n de viscosidad. Entonces el soporte de u se
expande de forma continua.
Demostracio´n. Basta restringirnos a analizar el movimiento en t = 0. Seamos
ma´s concretos: dado ε > 0 y un radio R À 0, tenemos que encontrar τ > 0 tal
que sop(u(·, t)) ∩ BR(0) este´ incluido en un entorno de radio ε de sop(u0) ∩ BR(0)
si 0 < t < τ .
Sea entonces x0 ∈ BR(0) un punto que esta´ a distancia ε de sop(u0) ∩ BR(0).
Queremos ver que u(x0, t) es cero para 0 < t < τ ; es decir, que x0 no esta´ en
el conjunto de positividad de u. Para demostrarlo utilizamos un argumento de
comparacio´n con las ondas viajeras esfe´ricas construidas en la Seccio´n 6.4. La
idea fundamental de la prueba es que estas ondas viajeras tienen velocidad de
propagacio´n finita.
Sea uA,c,R,b,T la onda viajera definida en el conjunto {|x| < R,−T < t < 0}
mediante la fo´rmula (6.17) y consideremos
W (x, t) = uA,c,ε, ε
2
,τ (x− x0, t− τ).
Como los para´metros A, c y τ todav´ıa no se han determinado, los elegimos de
forma que en t = 0 se cumpla u0(x) ≤ W (x, 0) en la bola Bε(x0), y que adema´s
W (x, t) ≥M = ‖u‖∞ en la frontera parabo´lica del cilindro en el que esta´ definido
W . Por tanto, adema´s de las condiciones impuestas en el Lema 6.14 sobre los
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para´metros que aseguran que W es supersolucio´n, tambie´n se tiene que cumplir
que A(ε − cτ − b) ≥ M . Todo ello implica que si ε es pequen˜o, A tiene que ser
grande y por tanto c tambie´n es grande (ya que c > A) y τ muy pequen˜o.
Por otro lado la construccio´n de las ondas esfe´ricas, Lema 6.15, implica que W
es l´ımite decreciente de supersoluciones positivas regulares, Wδ. As´ı Wδ > W ≥M
en la frontera parabo´lica y Wδ(x, 0) > W (x, 0) ≥ u0(x). Utilizando un argumento
de comparacio´n concluimos que Wδ(x0, t) > u(x0, t) para 0 ≤ t ≤ τ y por tanto,
pasando al l´ımite, W (x0, t) ≥ u(x0, t).
Para concluir la demostracio´n obse´rvese que W (x0, t) = A(−cτ−b)+ = 0 y por
tanto,
u(x0, t) ≤ W (x0, t) = 0
para todo 0 ≤ t ≤ τ . 2
El siguiente aspecto que nos ocupa es demostrar que, bajo ciertas condicio-
nes sobre la forma de la solucio´n cerca de la frontera libre, su soporte se mueve
inmediatamente.
Lema 7.8 Sea u una solucio´n de viscosidad tal que u0 ∈ C2 en su soporte, Ω0, y
|∇u0| 6= 0 cerca de un punto x0 ∈ Γ0 = ∂Ω0. Entonces, en t = 0 y cerca de x0, la
frontera libre de u se mueve inmediatamente en la direccio´n exterior.
Demostracio´n. Para dar mayor claridad a la exposicio´n dividiremos la demos-
tracio´n en cinco pasos.
Paso 1 Sea x0 un punto de Γ0. Mediante una traslacio´n y una rotacio´n de los
x
′ = (x1, · · · , xN−1)
x0xN
∇u(x0)
ﬀ
ejes podemos suponer que x0 = 0 y que ∇u(x0)
apunta en la direccio´n negativa del eje xN .
Como por hipo´tesis |∇u0| 6= 0 en x0, podemos
suponer sin pe´rdida degeneralidad que
∂u0
∂xN(x)
6= 0, para x cercano a x0.
El Teorema de la Funcio´n Impl´ıcita implica que existe un entorno, U , del punto
(x01 , . . . , x0N−1 , u) = (x
′
0, u) = (0, 0) ∈ RN y una funcio´n ϕ ∈ C2(U) tal que se
verifica lo siguiente: si (x′, u) es un punto de U con x′ = (x1, · · · , xN−1) ∈ RN−1,
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entonces la funcio´n
Φ(x′, u) = (x′, ϕ(x′, u))
es un difeormorfismo de clase C2 de U en su imagen, V , que resulta ser un entorno
de x0 = 0, y Φ(0, 0) = x0 = 0. Adema´s, Γ0 ∩ V es la imagen de U ∩ {u = 0} por
Φ, con ecuacio´n
xN = ϕ(x
′, u),
y Ω0 ∩ V = Φ(U ∩ {u < 0}); es decir xN < ϕ(x′, u) para (x′, u) ∈ U .
Paso 2 Gracias a la regularidad C1 del dato inicial, la superficie dada mediante
z = u0(x) tiene un plano tangente en x0 = 0, de ecuacio´n
z = ∇u0(x0) · x.
Como adema´s ∇u0(x0) 6= 0, el plano no es horizontal. Utilizando la notacio´n sim-
plificada que hemos introducido al principio de la demostracio´n, podemos escribir
la ecuacio´n del plano como
z = −αxN , α = − ∂u0
∂xN
(0).
Por otro lado, como u0 ∈ C2 en su soporte y ∇u0 6= 0 cerca de x0 = 0, la
curvatura de Γ0 cerca de x0 es finita, 0 ≤ k0 < ∞. Concluimos por tanto que Ω0
tiene la propiedad de bola interior con una bola de radio R = 1
k0
en x0.
Paso 3 Sea B1 una bola centrada en x0 = 0 de radio δ y sea B la subsolucio´n de
tipo Barenblatt, definida en (6.13), elegida de forma que B casi toque a x0. Adema´s,
tambie´n podemos elegir las constantes que definen a B para que su soporte inicial,
sop(B(x, 0)), sea una pequen˜a bola B′ contenida en Ω0 ∩ B1.
Paso 4 El objetivo de este paso es demostrar que la superficie z = B(x, 0) se
puede poner por debajo de z = u0(x). Es decir, que
u0(x) > B(x, 0), x ∈ B′.
Afirmamos que si |∇B(x0, 0)| es suficientemente pequen˜o, supongamos por
ejemplo que 2|∇B(x0, 0)| < α, entonces para todo x ∈ B1, el plano tangente a
B en x0 esta´ por debajo del plano tangente a u0 en x0 y por tanto B(x, 0) esta´ por
debajo de u0(x) en B1∩B′. Para comprobar esta afirmacio´n consideramos la proyec-
cio´n x1 = (x
′
N , x
′) del punto x = (xN , x′) sobre ∂B′ y paralela al eje xN . Tambie´n
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definimos x2 = (x
′′
N , x
′) como la proyeccio´n de x en Γ0, paralela al eje xN y tal que
xN < x
′
N < x
′′
N < 0. Por el Teorema de Taylor, si x ∈ B1 ∩ B′ podemos escribir,
u0(x) ∼ u0(x2) + ∂u
∂xN
(x2)(xN − x′′N) ∼ α(x′′N − xN),
B(x, 0) ∼ B(x1, 0) + ∂B
∂xN
(x1)(xN − x′N) ≤
α
2
(x′N − xN).
El hecho de que x′N−xN < x′′N−xN implica que B(x, 0) < u0(x) para todo x ∈ B′,
ve´ase la Figura 7.1.
sop(B) = B′
Γ0B1
x0
x′
(xN , x
′) x
′
N
x′′N
xN
Figura 7.1: Soporte de B y frontera libre de u
Paso 5 Para concluir la demostracio´n observamos en primer lugar que la fron-
tera libre de B se mueve inmediatamente. Por otro lado, como B y u esta´n estric-
tamente separadas en t = 0, B no puede cruzar a u en un tiempo posterior, t > 0.
Como consecuencia, la frontera libre de u tambie´n se tiene que mover inmediata-
mente en t = 0. 2
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7.3 Convoluciones con supremos e ı´nfimos
Dada una subsolucio´n de viscosidad u y un radio r > 0, definimos la funcio´n
vr como
vr(x, t) = sup
Br(x,t)
u(y, τ), (7.2)
donde Br(x, t) = {(y, τ) : |y− x|2+ (τ − t)2 ≤ r2} es una bola cerrada definida en
el dominio espacio-temporal.
De forma similar, dada una supersolucio´n de viscosidad u, definimos
vr(x, t) = ı´nfBr(x,t)
u(y, τ). (7.3)
Estas construcciones, ya utilizadas en [25], son subsolucio´n y supersolucio´n de
viscosidad, respectivamente. Esto, junto con las propiedades geome´tricas demos-
tradas en los lemas 7.10 y 7.11, se utilizara´ en el cap´ıtulo siguiente para demostrar
el teorema de comparacio´n, Teorema 8.2.
Lema 7.9 Las funciones vr y vr son, respectivamente, subsolucio´n de viscosidad
y supersolucio´n de viscosidad de (6.1) para t ≥ r.
Demostracio´n. En primer lugar no´tese que la condicio´n t ≥ r es necesaria pa-
ra que las bolas espacio-temporales, Br(x, t), que aparecen en las fo´rmulas (7.2)
y (7.3) este´n definidas para tiempos positivos. Una vez hecha esta observacio´n
centre´monos en demostrar que las funciones son subsolucio´n y supersolucio´n de
viscosidad.
Empecemos con vr. Dado un punto P0 = (x0, t0) del dominio, sea P1 = (x1, t1)
el punto de Br(P0) donde se alcanza el supremo usado en la definicio´n de vr(P0).
Definimos la funcio´n trasladada
uh(x, t) = u(x+ h1, t+ h2),
donde h1 = x1 − x0 y h2 = t1 − t0. Como u es subsolucio´n de viscosidad, es
inmediato ver que uh tambie´n lo es en el dominio trasladado. Adema´s se tiene que
uh(P0) = u(P1) = vr(P0) y por la definicio´n de vr como un supremo, uh ≤ vr en
un entorno parabo´lico de P0.
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Supongamos ahora que ϕ es una funcio´n test que toca a vr por arriba en P0.
Entonces, ϕ tambie´n toca a uh por arriba en P0 y como uh ≤ vr, la diferencia
uh − ϕ tiene un ma´ximo local cero en P0 en un entorno de P0. Concluimos que
ϕt ≤ a(ϕ)∆ϕ+ |∇ϕ|2
en P0, por ser uh subsolucio´n de viscosidad. Obtenemos as´ı que vr(x, t) tambie´n
es subsolucio´n de viscosidad.
Para demostrar que vr es una supersolucio´n de viscosidad usamos la misma
idea para cubrir la primera parte de la definicio´n.
Sin embargo, esto no es suficiente. Necesitamos comprobar tambie´n la condicio´n
(ii) de la Definicio´n 6.6; es decir, la comparacio´n con subsoluciones cla´sicas de
frontera libre.
Sea por tanto v una subsolucio´n cla´sica de frontera libre, tal que
v(x, t0) ≺ vr(x, t0).
Obse´rvese en primer lugar que, si h = (h1, h2), la definicio´n (7.3) es equivalente
a tomar el ı´nfimo de las funciones trasladadas
vr(x, t) = ı´nf|h|≤r
uh(y, τ),
con uh(y, τ) = u(y + h1, τ + h2), para |h| ≤ r. Se cumple entonces que
v(x, t0) ≺ vr(x, t0) ≤ uh(x, t0).
Como las funciones trasladadas uh son supersoluciones de viscosidad, tenemos que
v(x, t) ≤ uh(x, t) para t ≥ t0 y finalmente, tomando el ı´nfimo sobre los valores
|h| ≤ r, obtenemos el resultado deseado. 2
Como hemos comentado antes, estas construcciones sera´n de gran utilidad en la
demostracio´n del Teorema 8.2. Son de relevancia no so´lo por el hecho de que sean
subsolucio´n y supersolucio´n de viscosidad, sino por la regularidad de su frontera.
Lema 7.10 El conjunto de positividad de vr tiene en todos los puntos de su fron-
tera la propiedad de bola interior con una bola de radio r. El soporte de vr tiene
la propiedad de bola exterior con una bola de radio r.
172 7. Construcciones
Demostracio´n. Sea P(vr) el conjunto de positividad de vr y P0 = (x0, t0) un
punto de su frontera, ∂ P(vr).
Como P0 esta´ en la frontera del conjunto de positividad de vr, por la definicio´n
de vr como supremo, se concluye de forma inmediata que u = 0 en la bola cerrada
de radio r centrada en P0. Adema´s, tiene que existir un punto P1 a distancia r de
P0 que este´ en la frontera del conjunto de positividad de u. Claramente se cumple
vr(P1) > 0.
El siguiente paso consiste en probar que la bola de radio r centrada en P1
esta´ contenida en P(vr), y por tanto que es la bola interior a la frontera de vr
mencionada en el enunciado del lema.
Como P1 ∈ ∂ P(u), por definicio´n existe una sucesio´n de puntos P1n → P1, tales
que u(P1n) > 0. Sea P
′ un punto que dista de P1 menos que r, d(P ′, P1) < r; es
decir, P ′ ∈ Br(P1). Adema´s, existe n suficientemente grande tal que d(P1n , P ′) < r.
Finalmente, como
vr(P
′) = sup
Br(P ′)
u(P ) ≥ u(P1n) > 0
concluimos que P ′ pertenece al conjunto de positividad de vr y por tanto, al ser
P ′ arbitrario, la bola Br(P1) esta´ contenida en el conjunto de positividad de vr.
La segunda afirmacio´n que se enuncia en el lema se demuestra de manera
similar. 2
Lema 7.11 En los puntos de la frontera del soporte de u donde esta´n centradas las
bolas del Lema 7.10 se cumple el enunciado complementario: hay una bola exterior
en el primer caso y una bola interior en el segundo.
Demostracio´n. Veamos co´mo demostrar la primera parte del lema. La segunda
afirmacio´n se prueba de forma ana´loga.
Queremos ver que en todo punto P1 de la frontera de u que sea el centro de
una bola interior de radio r para la frontera del conjunto de positividad de vr, hay
una bola exterior de radio r para el soporte de u.
Sea P1 un punto de la frontera de u y P0 el punto de la frontera de vr considerado
en la demostracio´n del Lema 7.10. Se cumple entonces que d(P1, P0) = r y adema´s
sop(u) ∩ Br(P0) = ∅. Si no fuese as´ı, vr(P0) > 0, que es una contradictorio con el
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hecho de que P0 este´ en la frontera de vr. Por tanto la bola Br(P0) es una bola
exterior para el soporte de u. 2
En el posterior desarrollo de la teor´ıa de soluciones de viscosidad no sera´ su-
ficiente la construccio´n de supersolucio´n dada por (7.3). Necesitaremos hacer una
ligera modificacio´n y considerar el ı´nfimo sobre bolas cuyo radio disminuye segu´n
pasa el tiempo. Definimos por tanto vr como
vr,δ(x, t) = ı´nfBr−δt(x,t)
u(y, τ).
Si δ > 0, la funcio´n vr,δ sigue siendo una supersolucio´n de viscosidad y el Lema 7.9
es cierto siempre que δt < r. El argumento es similar al hecho en la demostracio´n
de este lema: dado un punto P0 hay un punto P1 a distancia (en espacio-tiempo)
menor o igual que r0 = r − δt0, en el cual
vr,δ(P0) = u(P1).
Podemos definir de nuevo la trasladada uh(P ) = u(P + h) con h = P0 − P1
para obtener que vr,δ(P0) = uh(P0). Sea Ω un entorno parabo´lico de P0. Entonces,
para un punto P ∈ Ω se tiene que t ≤ t0, de forma que d(P + h, P ) ≤ r0 ≤ r, y
por tanto
uh(P ) = u(P + h) ≥ vr,δ(P ).
Concluimos as´ı que, como uh es una supersolucio´n de viscosidad, vr,δ tambie´n tiene
que serlo.
Tambie´n se puede demostrar fa´cilmente el Lema 7.11 para esta nueva superso-
lucio´n: dado un punto P0 = (x0, t0) de la frontera libre de vr,δ, podemos demostrar
que la bola de radio r0 = r − δt0 centrada en P0 es una bola interior para el
conjunto de positividad de u con tangencia en un punto P1.
Sin embargo, la propiedad de bola exterior para el soporte de vr,δ, Lema 7.11,
no es inmediata, ya que el radio de la bola sobre la cual se toma el ı´nfimo cambia
con el tiempo.
Lema 7.12 Dados los puntos P0 = (x0, t0) y P1 = (x1, t1) definidos anteriormen-
te, el conjunto de puntos para los cuales podemos asegurar que vr,δ es igual a 0,
incluye la region delimitada por el elipsoide
S = {(x, t) : (x− x1)2 + (t− t1)2 = (r − δt)2}
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que pasa por P0. En consecuencia, existe una bola exterior para sop(vr,δ) en P0,
pero con un radio menor que r0.
Observacio´n 7.1 Dados los puntos P0 y P1, el hiperplano H tangente a la su-
perficie S en P0 depende de δ. De hecho, siempre tiene la misma proyeccio´n sobre
el plano t = t0: una esfera N -dimensional de radio |x0 − x1| = r0 cos β, donde β
denota el a´ngulo formado por el vector P1P0 con el hiperplano espacial dado por
t =constante.
Sin embargo, la componente temporal de la normal unitaria a H en RN+1 viene
dada por nN+1(P0) = sin(θδ), donde
tan(θδ) =
sin β + δ
cos β
, (7.4)
que crece cuando δ crece.
No´tese que tan(θδ) es precisamente la velocidad a la que la proyeccio´n espacial
avanza con el tiempo.
8Teoremas principales de la teor´ıa
de soluciones de viscosidad
En este cap´ıtulo demostramos los teoremas fundamentales de la teor´ıa de soluciones
de viscosidad para ecuaciones cuasilineales parabo´licas no degeneradas: unicidad,
comparacio´n y dependencia continua de los datos iniciales. Para ello veremos pri-
mero que soluciones de viscosidad con datos iniciales estrictamente separados esta´n
ordenadas en tiempos posteriores. Gracias a este resultado podremos construir so-
luciones minimales que, junto con las maximales, nos permitira´n demostrar la uni-
cidad. Despue´s de probar los teoremas de comparacio´n y de dependencia continua
para soluciones de viscosidad, estableceremos definiciones equivalentes a la de su-
persolucio´n de viscosidad. Esto nos ayudara´ a completar algunos de los resultados
enunciados en el Cap´ıtulo 6.
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8.1 Preliminares
Una vez establecidas las bases de la teor´ıa de viscosidad para ecuaciones pa-
rabo´licas cuasilineales degeneradas, cap´ıtulos 6 y 7, nos enfrentamos a demostrar
uno de los teoremas fundamentales de esta parte de la memoria, el Teorema 8.1.
Veremos a lo largo de este cap´ıtulo que el problema que estamos estudiando,
ut = a(u)∆u+ |∇u|2, (x, t) ∈ Q (8.1)
con dato inicial continuo, acotado y no negativo
u(x, 0) = u0(x), x ∈ RN , (8.2)
esta´ bien puesto en la clase de las funciones continuas: existe una u´nica solucio´n
que depende continuamente de los datos. Adema´s, se demuestra el teorema de
comparacio´n de soluciones.
Como ya dijimos en la Introduccio´n de esta parte de la Memoria, el hecho de
que las hipo´tesis sobre a sean muy generales, ve´ase la Pa´gina 138, introduce ciertas
dificultades adicionales en el estudio de las soluciones de viscosidad de este proble-
ma: no se pueden utilizar las soluciones cla´sicas de frontera libre para comparar,
ya que e´stas no tienen por que´ existir. Adema´s, como vimos en el Cap´ıtulo 6, la
transformacio´n densidad-presio´n no es inmediata.
Teorema 8.1 Bajo las hipo´tesis (H1) y (H2) el problema (8.1)–(8.2) esta´ bien
puesto en la clase de soluciones de viscosidad acotadas, continuas y no negativas.
Es ma´s, la solucio´n de viscosidad coincide con la transformada de la solucio´n de´bil
continua de la ecuacio´n de filtracio´n asociada,
ρt = ∆Φ(ρ).
El Principio del Ma´ximo se pude aplicar a las soluciones de viscosidad.
Para demostrar el teorema empezaremos viendo que las soluciones de viscosidad
estrictamente separadas se pueden comparar. Gracias a este resultado podremos
construir las soluciones de viscosidad minimales, que junto con las soluciones maxi-
males y la transformacio´n densidad-presio´n, nos permitira´n demostrar la unicidad
y el teorema de comparacio´n de soluciones de viscosidad. Finalmente demostrare-
mos la dependencia continua de los datos.
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8.2 Comparacio´n de soluciones de viscosidad estrictamen-
te separadas
Si una subsolucio´n de viscosidad y una supersolucio´n de viscosidad poseen datos
iniciales estrictamente separados, entonces esta´n ordenadas en tiempos posterio-
res. Para probar este resultado, enunciado con precisio´n en el siguiente teorema,
utilizamos las construcciones de supremos e ı´nfimos descritas en el Cap´ıtulo 7. En
particular, usaremos las construcciones geome´tricas demostradas en los lemas 7.10
y 7.11, ya que necesitaremos hacer un ana´lisis geome´trico detallado, inspirado
en [25], de los posibles puntos de contacto entre las soluciones.
Teorema 8.2 Sea u una subsolucio´n de viscosidad y v una supersolucio´n de vis-
cosidad de (8.1). Supongamos que los datos iniciales u0 y v0 esta´n estrictamente
separados, u0 ≺ v0 si x ∈ RN . Entonces u y v permanecen ordenadas para todo
tiempo
u(x, t) ≤ v(x, t), (x, t) ∈ Q = RN × (0,∞).
Demostracio´n. Desglosamos la demostracio´n en 5 pasos.
Paso 1 Supremos e ı´nfimos. Sea δ > 0 y r > 0 pequen˜o, tal que r À δ.
Basa´ndonos en las construcciones hechas en el Cap´ıtulo 7, introducimos las si-
guientes funciones
W (x, t) = ı´nf
Br−δt(x,t)
v(y, τ),
definida en (x, t) ∈ RN × (t′, T ), con t′ = r
1+δ
y T = r
δ
, y
Z(x, t) = sup
Br(x,t)
u(y, τ),
definida en RN × (r, T ). Si δ y r son pequen˜os y t ≤ r
δ
, se verifica que:
W es una supersolucio´n de viscosidad y Z es una subsolucio´n de viscosidad
de (8.1) en QT = RN × (r, T );
Z(·, r) ≺ W (·, r).
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La primera de estas dos afirmaciones quedo´ demostrada en la Seccio´n 7.3 del
Cap´ıtulo 7. La segunda es consecuencia de la separacio´n estricta de los datos y
de la Proposicio´n 7.7, que asegura que el soporte de u no se puede expandir de
forma discontinua en t = 0. En efecto, si el soporte de u no se expande de forma
discontinua en t = 0, en un tiempo pequen˜o t = r > 0, seguira´ verifica´ndose que
u(·, r) ≺ v(·, r), 0 ≤ t ≤ r.
Gracias a la continuidad de las soluciones y a la construccio´n de Z y W , tenemos
que, si r es pequen˜o,
Z(·, r) ≺ W (·, r).
La idea de la demostracio´n del teorema es la siguiente: probar que W esta´ por
encima de Z para todo x ∈ RN , r < t < T y para toda eleccio´n de r y δ sufi-
cientemente pequen˜os. Entonces, haciendo tender primero δ → 0 y luego r → 0,
concluimos que u ≤ v.
Supongamos por tanto que existe un primer punto en el que W y Z se tocan e
intentemos llegar a una contradiccio´n.
Paso 2 Contacto interior. Veamos en primer lugar que el posible punto
de contacto, P0, entre W y Z no puede estar en el interior.
Supongamos entonces que en dicho punto Z es positiva, lo que implica que W
tambie´n lo es, Z(P0) = W (P0) > 0. Entonces, ambas funciones son positivas en
un entorno parabo´lico de P0, digamos Ω. Adema´s, esta´n separadas en la frontera
de Ω.
En esta situacio´n podemos encontrar dos soluciones cla´sicas positivas, z y w,
definidas en ∂Ω como z = Z + ε1 y w = W − ε2, con ε1 y ε2 tales que z < w en
∂Ω. Aplicando el Principio Fuerte del Ma´ximo para soluciones cla´sicas a z y w,
obtenemos que z(P0) < w(P0). Por otro lado, el Lema 6.5, junto con el hecho de
que Z < z en ∂Ω, implica que Z(x, t) ≤ z(x, t) en Ω. De forma ana´loga, gracias al
Lema 6.6 tenemos que w(x, t) ≤ W (x, t) en Ω.
Resumiendo,
Z(P0) ≤ z(P0) < w(P0) ≤ W (P0),
de donde concluimos que W no puede tocar a Z por arriba en un punto en el que
ambas funciones son positivas.
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Paso 3 Contacto en la frontera libre. Una vez demostrado que el punto
de contacto entre W y Z no puede estar en el interior, veamos que tampoco puede
estar en la frontera.
Supongamos que el primer punto, P0 = (A0, t0), en el que Z y W se tocan
esta´ situado en la frontera libre (es decir, en la frontera del conjunto de positividad).
El objetivo del resto de esta demostracio´n es ver que, si r < t0 < T , tal punto no
puede existir.
Si P0 es un punto de la frontera libre de Z, se cumple que Z(P0) = W (P0) = 0.
Segu´n vimos en el Cap´ıtulo 7, el soporte de Z tiene una bola interior de radio r,
mientras que el soporte de W tiene una bola exterior de radio r′ < r − δt0.
Por otro lado, como el primer punto de contacto entre los soportes de ambas
funciones ocurre en t0, para todo tiempo anterior, t < t0, el soporte de Z tiene
que estar incluido en el soporte de W . Esto significa que las dos bolas antes men-
cionadas son disjuntas para t < t0. En P0 pueden ser tangentes o no. Es decir, los
hiperplanos tangentes en P0 pueden ser iguales o distintos en funcio´n de la tangen-
cia de las bolas. No obstante, en cualquiera de las dos situaciones, los hiperplanos
tangentes tienen una proyeccio´n espacial comu´n y tienen que estar ordenados en
tiempo de forma que se cumpla la inclusio´n de los soportes.
Existe un punto P1 = (A1, t1) de la frontera libre de u a distancia r de P0. Esto
se comprueba fa´cilmente recordando la definicio´n de Z como un supremo: existe
una bola de radio r centrada en P0 en la que u = 0. A distancia r+ε de P0 y cerca
del punto P1, la funcio´n u tiene que ser positiva en algu´n sitio. Si no fuese as´ı, y
u fuese 0 en esa regio´n, P0 no podr´ıa estar en la frontera de Z.
Tambie´n sabemos, gracias a la definicio´n de W , que existe otro punto, digamos
P2 = (A2, t2), situado en la frontera libre de v y que dista r0 = r − δt0 de P0.
Como hemos dicho anteriormente, para δ > 0, el hiperplano que acota la bola
exterior de la frontera libre de W en P0 no puede ser perpendicular a la l´ınea que
une P0 con P2. Por tanto los puntos P1, P0 y P2 no esta´n alineados. Sin embargo,
las proyecciones espaciales de los hiperplanos en t0 tienen que coincidir, lo que
implica que las proyecciones espaciales de P1, P0 y P2 s´ı que esta´n alineadas.
Antes de continuar con la demostracio´n del Teorema 8.2, demostremos primero
un lema que determina la posicio´n del hiperplano tangente a la frontera libre de
Z en P0.
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Lema 8.3 Sea H un hiperplano definido en espacio-tiempo tangente a la frontera
libre de Z en P0. Entonces H no es ni vertical ni horizontal.
Demostracio´n. La prueba de este lema consta de dos partes: primero veremos
que H no puede ser vertical y luego que no es horizontal.
Para ver que el hiperplanoH no es vertical, usamos en primer lugar la definicio´n
deW como el ı´nfimo de v tomado en bolas de la forma Br−δt(x, t). En esta situacio´n
podemos afirmar que la diferencia entre las velocidades de propagacio´n de los
soportes de W y v es δ: las bolas Br−δt(x, t) disminuyen segu´n pasa el tiempo. As´ı,
en tiempo t tienen radio r − δt, mientras que en una unidad de tiempo posterior
su radio es r − δ(t+ 1). Restando estas dos expresiones obtenemos la diferencia δ
entre las velocidades de propagacio´n de los soportes.
Por otro lado, la Proposicio´n 7.7 implica que el soporte de v no se contrae y
por tanto, tampoco lo hacen ni el soporte de Z y ni el de W . En consecuencia,
podemos asegurar que Z y W se mueven hacia delante con una velocidad mayor
o igual que δ en P0. De esta forma hemos conseguido descartar la posibilidad de
que haya un hiperplano tangente vertical a los soportes de Z y W en P0.
La demostracio´n de que el hiperplano H tampoco puede ser horizontal se basa
en un argumento de cambio de escala y en la comparacio´n con ondas viajeras.
Supongamos que existe un hiperplano tangente horizontal en P0. Mediante
una traslacio´n en los ejes podemos suponer que P0 = (0,−r) y P1 = (0, 0). El
hiperplano horizontal tangente al soporte de Z en P0 es entonces de la forma
t = −r y adema´s la bola exterior al soporte de u en P1 tiene tangencia horizontal.
Por continuidad, para todo δ > 0 pequen˜o, existe un cilindro
Cλ = {(x, t) : |x| ≤ λ,−λ2 ≤ t ≤ 0}
en el que u ≤ δ.
El siguiente paso consiste en definir en el cilindro C1, mediante un cambio de
escala de la funcio´n u, una nueva subsolucio´n, uλ, del problema (8.1):
uλ(x, t) = u(λx, λ
2t).
Obse´rvese que esta funcio´n vale cero en la base del cilindro C1, es decir en t = −1,
y adema´s es menor que δ en la frontera lateral.
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Finalmente, si δ es muy pequen˜o, la frontera libre de u no puede llegar a x = 0
en t = 0. Esto produce una contradiccio´n con la propiedad de propagacio´n finita.
Para comprobar este hecho, basta con construir una supersolucio´n con simetr´ıa
radial, que se mueva desde la frontera hacia el interior muy lentamente,
u1(r, t) = A(r + ct− 1 + ε)+,
con A ≥ ε
δ
y c y ε pequen˜os. Comparando u y u1 en C1 concluimos que P1 = (0, 0)
no puede ser un punto de la frontera libre de u, lo que va contra su definicio´n. 2
Demostracio´n del Teorema 8.2 (continuacio´n).
Paso 4 Comportamiento lineal de la frontera. Antes de establecer el
comportamiento lineal de la frontera libre de Z, fijemos una nueva notacio´n.
Por comodidad trasladamos los ejes, de forma que P0 se convierta en el punto
(0, t0) y elegimos las coordenadas espaciales para que la direccio´n positiva del eje
x1 apunte en la direccio´n del vector A0A1, que es la proyeccio´n espacial de P0P1.
Supongamos tambie´n que x = (x1, x
′), con x′ ∈ RN−1.
Sea H el hiperplano tangente a la bola interior de Z en P0.
I
P0 = (0, t0)
P1
α
H
H1
t
x1
Figura 8.1: Disposicio´n de los puntos
El vector normal interior a H en
P0 lo denotamos por (e1,m), siendo
m = tanα para algu´n a´ngulo α en-
tre 0 y pi
2
. En esta situacio´n, m es la
velocidad de avance de la frontera li-
bre de Z y P1 = (d1, 0, t0 + r senα),
con d1 = r cosα, es un punto de la
frontera libre de u. La velocidad de
avance de H1, el hiperplano tangen-
te a W en P0, es menor o igual que
m. Esta velocidad queda determinada por el a´ngulo, β, formado por P0P2 y su
proyeccio´n espacial, segu´n la fo´rmula (7.4). En cualquier caso, β < α.
Lema 8.4 Se tiene la siguiente estimacio´n no tangencial cerca del punto P0
Z(x, t0) > m(1− ε)(x1)+, (8.3)
y cuando x1 → 0, ε→ 0 en un cono no tangencial.
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Observacio´n 8.1 Un cono espacial no tangencial en 0 es un cono K definido en
RN , con ve´rtice en cero, eje e1 y abertura menor que pi2 .
Demostracio´n. La demostracio´n del Lema 8.4 se basa en un argumento de con-
tradiccio´n.
Supongamos entonces que la desigualdad (8.3) no es cierta y que, por tanto,
para una sucesio´n de puntos An = (x1n , x
′
n) que converge a 0 ∈ RN y que esta´ en
un cono no tangencial K en 0 existe ε > 0 fijo tal que
Z(Qn) ≤ m(1− ε)(x1n)+, (8.4)
siendo Qn = (An, t0).
De la condicio´n (8.4) y de la definicio´n de Z como un supremo concluimos que
la funcio´n u tiene que ser menor o igual que µn = m(1− ε)x1n en una bola Br(Qn)
centrada en Qn. Adema´s, u se anula en otra bola del mismo radio, pero centrada
en P0 = (0, t0), ve´ase la Figura 8.2.
Qn P0
¼
W
u = 0u ≤ µn t
x
Figura 8.2: Valores de la funcio´n u.
El siguiente paso consiste en extender
la region en la que u se anula. Por un lado
sabemos que v se anula en el punto P2,
ya que e´ste esta´ situado en su frontera li-
bre. Adema´s, P2 dista r − δt0 de P0 en
la direccio´n del vector −(e1, tan β). De la
definicio´n de W como un ı´nfimo se sigue
que, para t = t0, W vale cero en la bola
espacial B′ de radio 0 < d2 < r− δt0 cen-
trada en el punto Q′ = −d2e1. En efecto,
cualquier bola de radio r − δt0 centrada en un punto P ′ de B′ tiene que incluir
al punto P2 y adema´s el ı´nfimo de v en esa bola tiene que ser 0. Por tanto, W se
tiene que anular en P ′. Como, por otro lado, Z ≤ W en t = t0, Z tambie´n se anula
en P ′. De nuevo, por la definicio´n de Z como el supremo de u en bolas de radio
r, concluimos que u se anula en el conjunto Σ formado por la unio´n de las bolas
espacio-temporales de radio r centradas en B′.
Nos enfrentamos ahora al punto crucial de la demostracio´n de este lema: definir
el conjunto Lλ, donde analizaremos el comportamiento de u. Concluiremos enton-
ces que u se anula en un entorno del punto P1, llegando as´ı a una contradiccio´n.
Feno´menos no lineales en problemas parabo´licos 183
Para x1n = λ > 0 pequen˜o, consideramos el conjunto espacio-temporal L = Lλ,
en el que se tiene u ≤ µλ = m(1 − ε)λ. Describimos la estructura del conjunto
detallando las partes que componen su frontera.
t1
t1 − τ
P1
Qn P0
^
L = Lλ
x
t
Figura 8.3: El conjunto Lλ en espacio-tiempo.
Por un lado tenemos las “ta-
pas”, que pertenecen a los hiperpla-
nos t = t1 − τ y t = t1. Tambie´n
hay una parte de la frontera, cerca-
na al origen, formada por porciones
de la frontera de Σ que contienen al
punto P1. Esto corresponde a una
superficie co´ncava en la que u = 0.
Por u´ltimo, en el lado opuesto, la
frontera esta´ formada por parte de
la frontera de la bola Br(Qn), la es-
fera Sr(Qn), donde sabemos, por el ana´lisis hecho previamente, que u ≤ µλ. Cuan-
do λ tiende a 0, el conjunto Lλ adopta, alrededor de P1, la forma de una cun˜a
de profundidad λ y ancho O(√λ). En efecto, asinto´ticamente, alrededor de P1,
esta cun˜a es como la regio´n entre dos planos paralelos que avanzan a velocidad
m > 0. De esta afirmacio´n se concluye la profundidad λ. Adema´s, los planos esta´n
curvados en tiempo y hacia el origen espacial, lo que complica el estudio, pero
finalmente se deduce la estimacio´n O(√λ).
Una vez descrito Lλ, analizamos u como solucio´n de (8.1) en este conjunto.
Veamos que si se cumple la condicio´n (8.4), para x1n suficientemente pequen˜o,
entonces u se tiene que anular en un entorno de P1, llegando as´ı a una contradiccio´n.
La prueba concluye por comparacio´n de u con una supersolucio´n de la forma
u˜(x, t) = A(|x|+ ct− b)+,
con para´metros A, b y c todav´ıa por determinar.
Para facilitar la exposicio´n, desplazamos el eje t de forma que t1 = t0 + r senα
se transforme en el t1 = 0 y el punto P1 en (d1, 0, 0). Elegimos la velocidad c y la
pendiente A de la onda viajera esfe´rica u˜ pro´ximas a m
c = m
(
1− ε
3
)
, A = m
(
1− 2ε
3
)
, (8.5)
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y tal que
c
A
> 1.
Adema´s, escogemos b = d1 + λε > d1, lo que asegura que en t = 0 la funcio´n u˜ se
anula tanto en P1,
u˜(P1) = u˜(d1, 0, 0) = A(d1 − b)+ = m
(
1− 2ε
3
)
(d1 − d1 − λε)+ = 0,
como en un entorno de este mismo punto.
Dado el dominio R = {|x| < R,−τ < t < 0}, con R > d1 y τ pequen˜o, gracias
al Lema 6.14, sabemos que, si b esta´ pro´ximo a R y es tal que
b < R,
R− b
R
¿ ε,
entonces u˜ es una supersolucio´n de (8.1) enR. De hecho, eligiendo A y c segu´n (8.5)
se cumple la condicio´n (6.18) y por tanto u˜ es una supersolucio´n cla´sica de frontera
libre en R.
Como u´ltimo paso de la demostracio´n comparamos la funcio´n u˜ con u en el
conjunto Lλ,τ = Lλ ∩ {−τ ≤ t ≤ 0} para λ y τ mucho menores que ε. De hecho,
fijamos ε pequen˜o, τ mucho menor y 6λ = mετ .
Empecemos la comparacio´n en la parte inferior de Lλ,τ , donde t = −τ . El
hecho de que hayamos elegido los para´metros A, b y c de forma que u˜ ≥ m(1− ε)λ
siempre que u sea positiva, implica automa´ticamente que u˜ ≥ u. Para probar esta
afirmacio´n obse´rvese que u = 0 en una bola espacial Bd(τ)(0) de radio
d(τ) = d1 +mτ +O(τ 2).
Por tanto, u˜ ≥ u en t = −τ si
u˜ = m
(
1− 2ε
3
)(
|x| −m
(
1− ε
3
)
τ − b
)
+
≥ m(1− ε)λ,
lo cual es cierto bajo nuestras hipo´tesis. En efecto, basta con sustituir b por su
valor, b = d1 + λε, y tener en cuenta que 6λ = mετ . As´ı,
u˜ ≥ m
(
1− 2ε
3
)(
d1 +mτ +O(τ 2)−mτ + mετ
3
− d1 − λε
)
+
≥ m
(
1− 2ε
3
)
(2λ− λε)+ ≥ m(1− ε)λ = u.
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En la frontera interior de Lλ,τ la comparacio´n resulta ser ma´s sencilla, ya que
u = 0 ≤ u˜.
Finalmente, para analizar el comportamiento de u en la frontera exterior de
Lλ,τ , observamos que e´sta esta´ formada por puntos (x1, x
′, t) de la esfera Sr(Qn),
dados por
|x1 − λ|2 + |x′ − kλ|2 + (t+ r senα)2 = r2.
Dado que estamos trabajando en un cono no tangencial, se puede acotar k inde-
pendientemente de λ. Por tanto
|x|2 = x21 + (x′)2
= 2x1λ+ 2x
′kλ− λ2(1 + k2)− t2 − 2tr senα + r2(1− sen2 α)
= 2x1λ+ 2x
′kλ− λ2(1 + k2)− t2 − 2tr senα + d21.
(8.6)
En esta parte de la frontera, se cumple en una primera aproximacio´n que
x1 ≈ d1 = r cosα,
adema´s de la cota
x′ = O(
√
λ).
As´ı, si t ∈ (−τ, 0) y despreciando los te´rminos de orden superior en λ, y por tanto
en t, obtenemos que
|x| ≈ d1 + λ+m(−t).
Este hecho se comprueba fa´cilmente comparando esta u´ltima expresio´n con (8.6),
suprimiendo los te´rminos de orden superior y recordando que r senα = d1m. Ob-
tenemos por tanto que u˜ es mayor que u si
u˜ ≈ m
(
1− 2ε
3
)(
d1 + λ+m(−t) +
(
1− ε
3
)
mt− d1 − λε
)
+
= m
(
1− 2ε
3
)(
λ− ε
3
mt− λε
)
+
= m
(
1− 2ε
3
)(
λ(1− ε) + ε
3
m|t|
)
+
≥ m(1− ε)λ.
Concluimos que u ≤ u˜ en la frontera parabo´lica de Lλ,τ , y por tanto u ≤ u˜
en Lλ,τ . Esto implica que u se anula en un entorno de P1, contradiccio´n a la que
desea´bamos llegar. De esta forma queda demostrada la desigualdad (8.3). 2
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Demostracio´n del Teorema 8.2 (continuacio´n).
Paso 5 Conclusio´n. Gracias a la estimacio´n (8.3), que determina que el com-
portamiento de la frontera libre de Z cerca del punto P0 es lineal, podemos describir
el movimiento de las fronteras libres. En estas condiciones colocamos una subso-
lucio´n de tipo Barenblatt, B, por debajo de Z en t0, de forma que casi toque a P0
y tenga velocidad m, como el hiperplano H. Adema´s elegimos B para que cruce
al mismo hiperplano cuando avanza con una velocidad menor m′ < m, despue´s de
un corto intervalo de tiempo. De forma ma´s precisa: podemos asegurar que para
un intervalo de tiempo pequen˜o, t0 + τ1 ≤ t ≤ t0 + τ2, el soporte de B cubre a la
bola espacial centrada en P0 y de radio m
′(t − t0). Obse´rvese que acercando B a
P0 podemos elegir τ1 y τ2 tan pequen˜os como sea necesario.
El siguiente paso consiste en traspasar esta informacio´n a v. Como Z esta´ por
debajo de W en t0, la funcio´n Barenblatt B tambie´n lo esta´. Por tanto, por la
definicio´n de W como el ı´nfimo de v en bolas de radio r − δt, se puede colocar
una copia de B debajo de v. Para ello so´lo hace falta desplazar B una distancia
menor o igual que r0 = r − δt0 en espacio-tiempo. Como v es una supersolucio´n
de viscosidad, la propiedad de comparacio´n con subsoluciones cla´sicas de frontera
libre asegura que B tiene que permanecer por debajo de v en tiempos posteriores.
Adema´s, como el soporte de B se mueve a lo sumo con velocidad m en el intervalo
de tiempo que estamos considerando, concluimos que el soporte de v crece hasta
distar al menos m′ veces incremento de tiempo de todos los puntos situados a
distancia menor que r0 de P0.
De lo expuesto en el pa´rrafo anterior deducimos que el soporte de W se ex-
pande al menos con velocidad m′ + δ. Como δ es arbitrario (recue´rdese que se
tomo´ pequen˜o en la Pa´gina 177), podemos elegirlo de forma que m′ + δ > m, lo
que es una contradiccio´n con el hecho de que exista un hiperplano tangente H1 a
W en P0 cuya velocidad de avance sea menor o igual que m (ve´ase Figura 8.1).
Gracias a esta u´ltima contradiccio´n deducimos que no puede haber ningu´n
punto de contacto entre Z y W , lo que concluye la prueba del Teorema 8.2. 2
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8.3 Existencia de la solucio´n de viscosidad minimal.
Gracias al Teorema 8.2 demostrado en la seccio´n anterior y a la existencia de la
solucio´n de viscosidad maximal (ve´ase el Cap´ıtulo 7) podemos construir un nuevo
tipo de soluciones de viscosidad: las soluciones minimales.
Para llevar a cabo esta construccio´n consideramos el l´ımite de soluciones maxi-
males en el siguiente sentido: sea u0 un dato inicial general para (6.1)–(6.2), y u la
solucio´n de viscosidad maximal asociada a este problema. Consideremos tambie´n
una sucesio´n {u0,n} de datos iniciales para la misma ecuacio´n (6.1) y tal que
u0,1 ≺ u0,2 ≺ . . . ≺ u0,n ≺ . . . ≺ u0. (8.7)
No´tese que cada uno de los problemas definido con uno de estos datos iniciales,{
ut = a(u)∆u+ |∇u|2,
u(x, 0) = u0,n, n = 1, 2 . . .
(8.8)
tiene una solucio´n de viscosidad maximal asociada, digamos un. Gracias al Teore-
ma 8.2, se tiene entonces que
u1 ≤ u2 ≤ . . . ≤ un ≤ . . . ≤ u.
Pasando al l´ımite cuando n→∞ definimos
u(x, t) = l´ım
n→∞
un ≤ u. (8.9)
Proposicio´n 8.5 Sea {u0,n} una sucesio´n de datos iniciales para (8.8) definida
por (8.7). Si u0,n ↗ u0 cuando n tiende a infinito, entonces u es la solucio´n de
viscosidad minimal de (6.1)–(6.2).
Demostracio´n. Como primer paso obse´rvese que la continuidad del l´ımite (8.9)
se obtiene utilizando el mismo argumento de regularidad que en la Proposicio´n 7.1.
Por otro lado, debido a la continuidad del l´ımite y a la monoton´ıa de la sucesio´n
{u0,n}, la convergencia de u0,n a u0 es localmente uniforme. Adema´s, los soportes de
u0,n tambie´n convergen; es decir, sop(u0,n) → sop u0, en el sentido de la distancia
entre conjuntos.
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Para probar que u es una solucio´n de viscosidad se usa un razonamiento similar
al que se utilizo´ para demostrar que el l´ımite de soluciones cla´sicas es una solucio´n
de viscosidad (Proposicio´n 7.1). So´lo detallaremos aqu´ı co´mo comprobar el segundo
punto de la definicio´n de supersolucio´n de viscosidad, por ser e´sta la parte ma´s
delicada.
Sea v una subsolucio´n cla´sica de frontera libre tal que v(x, 0) ≺ u0(x). Gracias
a la convergencia de los soportes y a la de los datos iniciales, para n suficientemente
grande podemos encontrar un dato inicial u0,n de forma que
v(x, 0) ≺ u0,n(x) ≺ u0(x).
Como adema´s u0,n es el dato inicial del problema con solucio´n maximal de visco-
sidad un, tenemos que
v(x, t) ≤ un(x, t).
Finalmente, por la construccio´n de u como el l´ımite de soluciones de viscosidad
maximales, obtenemos
v(x, t) ≤ u(x, t).
Veamos por u´ltimo que u es minimal. Sea u˜ otra solucio´n de viscosidad del pro-
blema (6.1) con en mismo dato inicial u0. Como por hipo´tesis u0,n ≺ u0, podemos
utilizar el Teorema 8.2 para concluir que la solucio´n maximal asociada al problema
con dato u0,n verifica un ≤ u˜. Pasando al l´ımite en esta u´ltima expresio´n obtenemos
finalmente que
u ≤ u˜,
lo que implica que u es solucio´n de viscosidad minimal de (6.1)–(6.2). 2
Observacio´n 8.2 La existencia de las soluciones de viscosidad maximal y mini-
mal ha sido obtenida para datos acotados y continuos generales. Esto supondra´ una
simplificacio´n para demostrar el resultado de unicidad: todas las posibles soluciones
del problema (6.1)–(6.2) esta´n encajonadas entre la maximal y la minimal.
Observacio´n 8.3 Ambas soluciones comparten la propiedad de construirse como
el l´ımite, localmente uniforme, de soluciones regulares.
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Observacio´n 8.4 El mismo argumento usado en la Proposicio´n 7.5 se aplica para
ver que la solucio´n minimal es la transformada de una solucio´n de´bil del problema
de filtracio´n asociado.
En la siguiente seccio´n demostraremos un resultado de unicidad general, Teo-
rema 8.7. No obstante, en las condiciones actuales, tenemos las herramientas ne-
cesarias para enunciar otro resultado, menos general, pero cuya demostracio´n, que
se basa en el Teorema 8.2 para soluciones estrictamente separadas, es ma´s directa,
ya que no requiere utilizar la transformacio´n densidad-presio´n.
Proposicio´n 8.6 Sea u una solucio´n de viscosidad tal que u0 ∈ C2 en la clausura
de su conjunto de positividad, Ω0, y |∇u0| 6= 0 cerca de un punto x0 ∈ Γ0 = ∂Ω0.
Entonces, la solucio´n de viscosidad de (6.1) es u´nica y coincide con la solucio´n
de´bil del problema de filtracio´n asociado (6.6).
Observacio´n 8.5 Las hipo´tesis impuestas sobre u0 coinciden con las del Lema 7.8,
y por tanto la frontera libre de u se mueve inmediatamente.
Demostracio´n. Sean u y u una solucio´n de viscosidad maximal y una minimal,
respectivamente, de (6.1). La idea de la demostracio´n es ver que u ≡ u, lo que
implica, dado que cualquier posible solucio´n u verifica u ≤ u ≤ u (ve´ase la Obser-
vacio´n 8.2), la unicidad de soluciones.
Bajo las condiciones impuestas sobre el dato inicial u0, usamos la invarianza
bajo cambios de escala de la ecuacio´n para definir
uε(x, t) = (1 + ε)u(x, (1 + ε)t).
La funcio´n uε es otra solucio´n de viscosidad de (6.1) con dato inicial
uε,0(x) = uε(x, 0) = (1 + ε)u0(x).
Obse´rvese que el hecho de que uε,0(x) > u0(x) implica que la frontera libre de uε,0
tambie´n se tiene que mover inmediatamente, como lo hace la de u0. Concluimos
as´ı que, para algu´n τ(ε) > 0 pequen˜o, las soluciones uε y u esta´n estrictamente
separadas en el siguiente sentido
uε(x, τ) > u(x, 0), sop(u(·, 0)) ⊂ Int(sop(uε(·, τ))). (8.10)
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Para comprobar esta afirmacio´n basta elegir ε > 0 tal que
sop(u(·, 0)) ⊂ Int(sop(u(·, τ ′))),
para algu´n τ ′ > 0 pequen˜o. Si ahora definimos
uε(x, τ) = (1 + ε)u(x, τ
′) = (1 + ε)u(x, (1 + ε)τ)
concluimos (8.10).
Por u´ltimo, del Teorema 8.2 se sigue que u tiene que estar por debajo de uε
para todo t ≥ τ y todo ε > 0. En el l´ımite, cuando ε → 0, obtenemos u ≤ u, lo
que implica la unicidad. 2
8.4 Unicidad general, comparacio´n de soluciones y depen-
dencia continua.
La unicidad de soluciones para el problema (6.1)–(6.2) enunciada en el Teo-
rema 8.1 so´lo se puede demostrar (hasta donde nosotros sabemos) utilizando la
transformacio´n T definida en la Seccio´n 6.3 del Cap´ıtulo 7 y un resultado de uni-
cidad para el problema de filtracio´n asociado.
Sean u y u una solucio´n de viscosidad maximal y una minimal, respectivamen-
te, de (6.1), con dato inicial, u0, no negativo, continuo y acotado. Al igual que
en la prueba de la Proposicio´n 8.6, el objetivo es demostrar que u ≡ u. Para ello
utilizamos la transformacio´n a la ecuacio´n de filtracio´n: tanto u como u tienen
una solucio´n de´bil de (6.6) asociada, ρ y ρ, construidas gracias a la transforma-
cio´n densidad-presio´n en la Seccio´n 6.3. Gracias a estas funciones demostramos la
unicidad de soluciones de viscosidad.
Teorema 8.7 Sean ρ y ρ dos soluciones de´biles, no negativas, continuas y orde-
nadas de la ecuacio´n de filtracio´n (6.6), ρt = ∆Φ(ρ), con el mismo dato inicial.
Entonces si Φ es Lipschitz en el rango donde las soluciones esta´n definidas, ρ y ρ
son iguales.
Demostracio´n. Sea ρ(x, t) = ρ(x, t) − ρ(x, t) ≥ 0. Como ρ y ρ tienen el mismo
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dato inicial, ρ(x, 0) = 0. Consideremos
M(t) =
∫
RN
ρ(x, t)ϕ(x) dx
para alguna funcio´n ϕ ∈ L1(RN) regular, que definiremos ma´s adelante. Integrando
por partes obtenemos que
M ′(t) =
d
dt
∫
RN
(ρ− ρ)ϕdx =
∫
RN
∆(Φ(ρ)− Φ(ρ))ϕdx
=
∫
RN
∆ϕ
(
Φ(ρ)− Φ(ρ)) dx.
En esta situacio´n, si ψ ∈ L1(RN), ψ ≥ 0, elegimos ϕ como la solucio´n de la ecuacio´n
−∆ϕ+ ϕ = ψ,
que existe, es u´nica y adema´s verifica ϕ > 0 y
∫
ϕdx =
∫
ψ dx.
Usando ahora el hecho de que Φ es mono´tona y Lipschitz obtenemos
M ′(t) =
∫
RN
ϕ(Φ(ρ)− Φ(ρ)) dx−
∫
RN
ψ(Φ(ρ)− Φ(ρ)) dx
≤ K
∫
RN
(ρ− ρ)ϕdx ≤ K
∫
RN
ρϕ dx = KM(t),
siendo K una cota superior de Φ′ en el rango de ρ y ρ. No´tese que, como ψ ≥ 0,
el te´rmino
−
∫
RN
ψ(Φ(ρ)− Φ(ρ)) dx
es negativo y por tanto se puede despreciar.
Finalmente, como M(0) = 0, la ecuacio´n
M ′(t) ≤ KM(t)
implica que M ≡ 0. De esta forma concluimos la unicidad de soluciones de (6.6) y
por tanto tambie´n la unicidad de soluciones de viscosidad. 2
Teorema 8.8 Sean u1 y u2 respectivamente una subsolucio´n de viscosidad y una
supersolucio´n de viscosidad de (6.1), con datos iniciales u0,1 y u0,2, tales que
u0,1(x) ≤ u0,2(x), x ∈ RN .
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Entonces u1 y u2 permanecen ordenadas en todo tiempo posterior,
u1(x, t) ≤ u2(x, t), (x, t) ∈ Q.
Demostracio´n. Sea u una solucio´n de viscosidad de (6.1) con dato inicial u0, tal
que
u0,1(x) ≤ u0(x) ≤ u0,2.
Dividimos la prueba en dos pasos: primero veremos que la subsolucio´n u1 esta´ por
debajo de u y luego que u2 esta´ por encima de u.
Para ver que u1(x, t) ≤ u(x, t) siempre que u0,1(x) ≤ u0(x) recordemos que
para construir las soluciones maximales definimos una sucesio´n {uε} de soluciones
cla´sicas de (6.1) con dato inicial u0,ε(x) ≥ u0(x) + ε > u0(x). Como demostramos
en la Seccio´n 7.1 del Cap´ıtulo 7 el l´ımite, u, de esta sucesio´n es la solucio´n de
viscosidad maximal del problema y por tanto, segu´n el Teorema 8.7, la u´nica
solucio´n.
Por otro lado, una vez fijado ε > 0, utilizando la teor´ıa de ecuaciones parabo´li-
cas cuasilineales, [84], podemos aproximar uε por arriba por una solucio´n regular
ϕ = ϕε,δ de la ecuacio´n
ϕt = a(ϕ)∆ϕ+ |∇ϕ|2 + δ, (8.11)
y con el mismo dato inicial u0,ε. Adema´s, cuando δ → 0, la funcio´n ϕε,δ converge
a uε de forma mono´tona decreciente y localmente uniforme.
Supongamos ahora que ϕ toca a u1 por arriba en un punto P1 = (x1, t1). Por
la definicio´n de subsolucio´n de viscosidad (Definicio´n 6.2), tenemos que
ϕt ≤ a(ϕ)∆ϕ+ |∇ϕ|2
en P1, lo que contradice la fo´rmula (8.11). Concluimos por tanto que ϕ y u1 no se
pueden tocar y as´ı u1 < ϕ = ϕε,δ. Si hacemos tender primero δ a 0 y despue´s ε,
obtenemos finalmente que
u1(x, t) ≤ u(x, t), (x, t) ∈ Q.
Para ver que u ≤ u2 utilizamos la definicio´n de solucio´n minimal. Dado u0,
inspirados en la construccio´n hecha en la Seccio´n 8.3, aproximamos u0 por una
sucesio´n de datos iniciales de (6.1), de forma que
v0,1 ≺ v0,2 ≺ . . . ≺ v0,n ≺ . . . ≺ u0 ≤ u0,2.
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Gracias al Teorema 8.2, sabemos que
v1 ≤ v2 ≤ . . . ≤ vn ≤ . . . ≤ u2. (8.12)
Tambie´n tenemos por otro lado que l´ım
n→∞
vn = u, siendo u la solucio´n minimal
de (6.1) y por tanto u´nica. Pasando al limite en la ecuacio´n (8.12) obtenemos
u(x, t) ≤ u2(x, t), (x, t) ∈ Q.
Queda as´ı demostrado el teorema de comparacio´n para soluciones de viscosidad
con datos iniciales ordenados. 2
Teorema 8.9 Sea u una solucio´n de viscosidad y {un} una sucesio´n de soluciones
de viscosidad tal que la sucesio´n de sus datos iniciales {u0,n} esta´ uniformemente
acotada y converge localmente uniformemente al dato u0. Entonces un converge a
u de forma localmente uniforme.
Demostracio´n. Una vez demostrado el Teorema 8.8, podemos reducir esta prueba
al caso de sucesiones {un} mono´tonas.
Consideremos datos iniciales u0,n con soporte compacto y tales que la sucesio´n
{u0,n} converge a u0 por abajo. Supongamos tambie´n que los datos iniciales, y por
tanto las soluciones asociadas, esta´n ordenados. De esta forma, como {un} es una
sucesio´n mono´tona y acotada tiene l´ımite, el cual, debido a la convergencia de los
datos iniciales, tiene que ser necesariamente la solucio´n de viscosidad u.
Sea ahora {u0,n} una sucesio´n decreciente de datos iniciales positivos definidos
por
u0,n ≥ u0 + 1
n
que converge a u0 por arriba. Obse´rvese que estos datos iniciales son estrictamente
positivos, y por tanto no tienen soporte compacto. Sin embargo, la idea de la
demostracio´n es la misma que en el caso anterior. Como los datos esta´n ordenados,
las soluciones asociadas tambie´n tienen que estarlo. Por la convergencia de u0,n a
u0 concluimos que un tiene que converger a u. 2
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8.5 Definiciones
En el Cap´ıtulo 6 dejamos algunos problemas, referentes a la equivalencia en-
tre supersoluciones de viscosidad y supersoluciones cla´sicas, sin resolver. A con-
tinuacio´n nos centraremos en estudiar la posibilidad de debilitar el concepto de
supersolucio´n de viscosidad para poder completar as´ı estos resultados.
Definicio´n 8.1 Una funcio´n continua y no negativa u definida en Q es una su-
persolucio´n de´bil de viscosidad de (6.1) si y so´lo si se satisfacen las siguientes
condiciones:
(i) Toda funcio´n ϕ ∈ C2,1(Q) que toca a u por abajo en un punto (x0, t0) con
u(x0, t0) > 0 satisface
ϕt ≥ a(ϕ)∆ϕ+ |∇ϕ|2
en (x0, t0).
(ii) Ninguna subsolucio´n de tipo Barenblatt B que esta´ estrictamente separada
de u en un tiempo t = t1 ≥ 0, v(x, t1) ≺ u(x, t1), puede cruzar a u en un
tiempo posterior. Es decir, v(x, t) ≤ u(x, t) para todo x ∈ RN y t > t1.
Definicio´n 8.2 Una funcio´n continua y no negativa u definida en Q es una su-
persolucio´n estricta de viscosidad de (6.1) si y so´lo si se satisfacen las siguientes
condiciones:
(i) Toda funcio´n ϕ ∈ C2,1(Q) que toca a u por abajo en un punto (x0, t0) con
u(x0, t0) > 0 satisface
ϕt ≥ a(ϕ)∆ϕ+ |∇ϕ|2
en (x0, t0).
(ii) Ninguna subsolucio´n cla´sica de frontera libre v (que no se mueve) que esta´ es-
trictamente separada de u en un tiempo t = t1 ≥ 0, v(x, t1) ≺ u(x, t1), puede
cruzar a u en un tiempo posterior. Es decir, v(x, t) ≤ u(x, t) para todo
x ∈ RN y t > t1.
Obse´rvese que estas dos definiciones coinciden en el primer punto con la de
supersolucio´n de viscosidad.
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Proposicio´n 8.10 Sea u una funcio´n continua, acotada y no negativa. Entonces
son equivalentes
(i) u es una supersolucio´n de viscosidad de (6.1).
(ii) u es una supersolucio´n de´bil de viscosidad de (6.1).
(iii) u es una supersolucio´n estricta de viscosidad de (6.1).
Demostracio´n.
(iii)=⇒(i)=⇒(ii) Claramente, de las definiciones se concluye que una superso-
lucio´n estricta de viscosidad es una supersolucio´n de viscosidad y que e´sta es a su
vez una supersolucio´n de´bil de viscosidad.
(ii)=⇒(iii) Veamos ahora que una supersolucio´n de´bil de viscosidad es una su-
persolucio´n estricta de viscosidad.
Sea u una supersolucio´n de´bil de viscosidad y v una subsolucio´n cla´sica de
frontera libre que esta´ estrictamente separada de u en el tiempo inicial t = 0.
La idea de la demostracio´n es la siguiente: queremos demostrar que u ≤ v en
Q; es decir, que si u y v esta´n separadas inicialmente, v no puede cortar a u en
un tiempo posterior. Para ello consideramos v˜ una subsolucio´n de viscosidad con
el mismo dato inicial que v. Veamos que v ≤ v˜ en Q y luego que v˜ ≤ u en Q, con
lo que la proposicio´n quedar´ıa demostrada.
Como v es una subsolucio´n cla´sica de frontera libre, por el Lema 6.2 sabemos
que v es en particular una subsolucio´n de viscosidad. Concluimos por tanto, gracias
al Teorema 8.8, que v ≤ v˜ en Q.
Por otro lado, como u y v˜ esta´n estrictamente separadas inicialmente, podemos
repetir la misma demostracio´n que se uso´ para probar el Teorema 8.2 para ver que
v˜ ≤ u en Q. Obse´rvese que para ello so´lo utilizamos un argumento de comparacio´n
con funciones Barenblatt; es decir no hizo falta usar la definicio´n de supersolucio´n
de viscosidad, sino so´lo el punto (ii) de la definicio´n de supersolucio´n de´bil de
viscosidad, Definicio´n 8.1. Por tanto v˜ ≤ u en Q lo que implica que v ≤ u en Q. 2
En el Cap´ıtulo 6 vimos, Lema 6.1, que una funcio´n u ∈ C2,1(Q) no negativa
es subsolucio´n de viscosidad si y so´lo si es subsolucio´n cla´sica. Adema´s tambie´n
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vimos, Lema 6.2, que si u es subsolucio´n cla´sica de frontera libre entonces u es en
particular una subsolucio´n de viscosidad.
El final de este cap´ıtulo esta´ dedicado a encontrar resultados ana´logos a los es-
tablecidos en el Cap´ıtulo 6 para subsoluciones, para supersoluciones. Para ello nos
resultara´ de gran utilidad el haber relajado la definicio´n de supersolucio´n de visco-
sidad, demostrando la equivalencia entre las distintas nociones de supersolucio´n.
Empecemos recordando que, segu´n el Lema 6.3, si u ∈ C2,1(Q) es una supersolu-
cio´n de viscosidad de (6.1) entonces u es una supersolucio´n cla´sica. Veamos ahora
que el rec´ıproco tambie´n es cierto.
Proposicio´n 8.11 Sea u ∈ C2,1(Q) una supersolucio´n cla´sica. Entonces u es una
supersolucio´n de viscosidad.
Demostracio´n. Gracias a la Proposicio´n 8.10, basta con ver que u cumple la
definicio´n de supersolucio´n de´bil de viscosidad.
Consideremos una funcio´n test ϕ de clase C2,1 tal que ϕ− u tiene un ma´ximo
local cero en un punto (x0, t0) en el que u es positiva. Razonando como en la
demostracio´n del Lema 6.1 se tiene que
ϕt ≤ ut ≤ a(u)∆u+ |∇u|2 ≤ a(ϕ)∆ϕ+ |∇ϕ|2
en (x0, t0), de donde concluimos que se verifica el punto (i) de la Definicio´n 8.1.
Comprobamos ahora que se cumple el punto (ii): sea B(x, t) una subsolucio´n
cla´sica de frontera libre de tipo Barenblatt que esta´ estrictamente separada de u
en t = 0. Veamos que u y B no se pueden tocar en un tiempo posterior.
Como tanto u como B son cla´sicas, aplicando el Principio del Ma´ximo conclui-
mos que el posible punto de contacto no puede estar en el interior. Tampoco puede
estar en la frontera libre, ya que la supersolucio´n u tiene en esos puntos gradiente
cero.
La supersolucio´n cla´sica u es por tanto una supersolucio´n de viscosidad. 2
Proposicio´n 8.12 Sea u ∈ C2,1(Q) una supersolucio´n cla´sica de frontera libre.
Entonces u es una supersolucio´n de viscosidad.
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Demostracio´n. Si u es una supersolucio´n cla´sica de frontera libre comprobamos
que u es una supersolucio´n de viscosidad compara´ndola con una Barenblatt B
modificada, de forma que
Bt ≤ a(B)∆B + ε|∇B|2,
con ε < 1. En esta situacio´n, la velocidad de propagacio´n de B viene dada por
ν = ε|∇B|.
Supongamos que B y u esta´n estrictamente separadas en t = 0. El argumento
habitual, usado tambie´n en la demostracio´n anterior, nos permite concluir que B
y u no se pueden tocar en el conjunto de positividad.
El contacto tampoco puede ser en la frontera libre. Si existiese un punto de
contacto P entre ambas funciones se tendr´ıa que cumplir |∇B| ≤ |∇u| en P .
Por otro lado, como B esta´ inicialmente separada de u, para que pueda existir
un punto de contacto la velocidad de B tiene que ser mayor o igual que la de u.
Ambas situaciones no pueden coexistir, por tanto u y B no se cruzan y u es una
supersolucio´n de viscosidad. 2

Conclusiones y comentarios
1. Unicidad. No unicidad. Uno de los puntos fundamentales para demos-
trar el resultado de unicidad general, Teorema 8.7, es la transformacio´n densidad-
presio´n descrita en la Seccio´n 6.3 del Cap´ıtulo 6. De hecho, la demostracio´n de este
teorema es indirecta: probamos la unicidad de soluciones de viscosidad demostran-
do primero la unicidad de las soluciones de la ecuacio´n de filtracio´n asociada. Este
hecho no es algo excepcional de la ecuacio´n estudiada en esta parte de la Memo-
ria. Incluso en [25], donde se estudia un caso ma´s sencillo, tampoco se da una
demostracio´n directa (utilizando u´nicamente te´cnicas de soluciones de viscosidad)
de que el problema este´ bien puesto.
Obviamente ser´ıa deseable encontrar una demostracio´n para el Teorema 8.7
que se base so´lo en la nocio´n de solucio´n de viscosidad y no requiera usar la
transformacio´n densidad-presio´n.
Por otro lado, obse´rvese que existen ejemplos de ecuaciones relacionadas con
la estudiada aqu´ı, en los que no hay unicidad ni para las soluciones de´biles ni para
las de viscosidad.
Para ilustrar este hecho consideremos el caso l´ımite en el que el te´rmino cua-
dra´tico del gradiente de la ecuacio´n desaparece. Tomemos adema´s a(u) = u. La
ecuacio´n resultante,
ut = u∆u,
ya fue propuesta en [25] por presentar dificultades a la hora de desarrollar la teor´ıa:
aunque las herramientas construidas nos permiten definir para cada dato inicial la
solucio´n de viscosidad maximal y la minimal, no hay unicidad dentro de la clase
de soluciones de viscosidad con dato inicial continuo y no negativo.
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2. Contraejemplo. El objetivo del ejemplo que mostramos a continuacio´n es
ilustrar la importancia de controlar el comportamiento de la frontera libre a la
hora de definir las soluciones de viscosidad.
Si se suprime el punto (ii) en la definicio´n de supersolucio´n de viscosidad,
Definicio´n 6.6, y no se an˜ade otro equivalente, el concepto de solucio´n de viscosidad
resulta muy vago, lo que puede implicar la pe´rdida de unicidad.
Consideremos la ecuacio´n de los medios porosos un dominio acotado, Ω, ρt = ∆ρ
m, (x, t) ∈ Ω× (0,∞),
ρ = 0, (x, t) ∈ Σ = ∂Ω× (0,∞),
con m > 1. Tomamos como dato inicial una funcio´n no trivial
ρ(·, 0) = ρ0 ∈ L1(Ω), ρ0 ≥ 0.
Este problema tiene una u´nica solucio´n de´bil no negativa que depende de forma
continua de los datos en la norma L1(Ω). Adema´s, en [6] se demuestra que existe
una u´nica solucio´n autosemejante de la ecuacio´n de los medios porosos, que des-
cribe el comportamiento asinto´tico de todas las soluciones de este problema de
Cauchy-Dirichlet. Esta solucio´n autosemejante es de variables separadas,
ρ˜(x, t) = t−αf(x), α =
1
m− 1 ,
donde f es una solucio´n estacionaria de
∆fm + αf = 0.
En [6] tambie´n se prueba que si fm es una solucio´n acotada de esta ecuacio´n,
entonces fm ∈ C∞(Ω). Por otro lado, el Principio del Ma´ximo implica que fm
es estrictamente positiva en Ω, a no ser que sea ide´nticamente cero. Ve´ase tam-
bie´n [108] para los detalles.
El siguiente paso consiste en extender la solucio´n cla´sica ρ˜ a todo el espacio.
Para ello definimos
ρ˜(x, t) = 0, x /∈ Ω, t > 0.
Sea u˜ la funcio´n obtenida a partir de ρ˜ a trave´s de la transformacio´n densidad-
presio´n descrita en el Cap´ıtulo 6:
u˜(x, t) =
 T
−1(ρ), x ∈ Ω, t > 0,
0, x /∈ Ω t > 0.
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Gracias al Lema 6.7 sabemos que u˜ es una solucio´n cla´sica de
u˜t = a(u˜)∆u˜+ |∇u˜|2
en Ω, siempre que ρ˜ sea una solucio´n cla´sica de la ecuacio´n de filtracio´n asociada.
Es decir, u˜ es cla´sica en Ω × (0,∞). Por otro lado, como u˜ se anula fuera de Ω
tambie´n es solucio´n cla´sica ah´ı. Esto implica en particular que u˜ es solucio´n de
viscosidad en Ω y fuera de Ω.
Queda por tanto pendiente estudiar el comportamiento de u˜ en Σ = ∂Ω, donde
no hemos comprobado au´n si es supersolucio´n de viscosidad. De hecho, la con-
dicio´n (ii) de la definicio´n es falsa en los puntos de Σ: toda subsolucio´n cla´sica
de frontera libre, v, que esta´ estrictamente separada de u˜ en un cierto tiempo t
tiene que cruzar a u˜ en un tiempo posterior. Esto es as´ı porque el soporte de v se
expande con el tiempo, mientras que el de u˜ permanece fijo.
Concluimos por tanto que u˜ no es una solucio´n de viscosidad. La solucio´n de
viscosidad “verdadera” se obtiene a trave´s de la transformacio´n densidad-presio´n
aplicada a la solucio´n de´bil del problema.
3. Otros datos iniciales. Generalizacio´n de la ecuacio´n. Una posible
generalizacio´n del problema que estudiamos podr´ıa consistir en tomar un dato
inicial u0 cualquiera, es decir que no estuviera necesariamente acotado.
Otra posible extensio´n del estudio hecho en esta parte de la Memoria consistir´ıa
en generalizar la ecuacio´n a una de la forma
ut = a(x, u)∆u+ b(x, u)F (|∇u|2),
con condiciones apropiadas sobre a, b y F .
Los me´todos desarrollados en los cap´ıtulos anteriores se basan fundamental-
mente en la construccio´n de subsoluciones y supersoluciones para poder utilizar
te´cnicas de comparacio´n. Es por ello que nos inclinamos a pensar que las te´cni-
cas descritas no se puedan utilizar directamente para describir las soluciones de
viscosidad de la ecuacio´n generalizada.

III
La ecuacio´n de los medios
porosos en un dominio con
agujeros

Introduccio´n
La ecuacio´n de los medios porosos,
ut = ∆u
m, m > 1,
ha sido objeto de estudio sistema´tico desde mediados del siglo pasado. Una de sus
principales propiedades es la de velocidad de propagacio´n finita: si el dato inicial
del problema tiene soporte compacto, la solucio´n tambie´n lo tiene para cualquier
tiempo posterior y aparece un frente, denominado frontera libre, que separa la
regio´n donde la solucio´n es positiva de la zona donde es cero.
Una de los posibles aspectos a estudiar es el comportamiento asinto´tico de la
solucio´n. Para ello, uno intenta contestar, entre otras, a estas preguntas:
¿existe alguna funcio´n que determine el comportamiento de la solucio´n
de la ecuacio´n de los medios porosos cuando el tiempo es grande?
Y si es as´ı,
¿cua´l es esta funcio´n?
Si la ecuacio´n de los medios porosos esta´ definida en todo RN con t > 0, tomando
datos iniciales u0 ≥ 0 en L1(RN) se puede demostrar que existe una constante
C0 > 0 tal que u se comporta como BC0 cuando t → ∞ (ve´ase [107] y las
referencias que incluye), donde
BC(x, t) = t
−α
(
C − β(m− 1)
2m
|x|2
t2β
) 1
m−1
+
= t−αFC(xt−β),
es una solucio´n autosemejante conocida como solucio´n de Barenblatt. La funcio´n
FC se denomina perfil y los exponentes α y β, que se denominan usualmente
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exponentes de autosemejanza, vienen dados por
α =
N
N(m− 1) + 2 , β =
1
N(m− 1) + 2 .
En concreto se prueba que
l´ım
t→∞
‖u(x, t)−BC0(x, t)‖L1(RN ) = 0
y
l´ım
t→∞
tα‖u(x, t)−BC0(x, t)‖L∞(RN ) = 0.
Adema´s, como para este problema existe una ley de conservacio´n de masas, la
convergencia en norma L1 implica en particular que∫
RN
u(x, t) dx =
∫
RN
u0(x) dx =
∫
RN
BC0(x, t) dx.
El comportamiento de la solucio´n de la ecuacio´n de los medios porosos es bien
distinto si la ecuacio´n se define en un dominio exterior, ya que entonces tambie´n
influyen los datos de frontera. El objetivo de esta parte de la Memoria es dar
respuesta a las preguntas anteriores cuando se considera el problema de Dirichlet
con dato de frontera homoge´neo.
Un problema similar al que nos ocupara´ aqu´ı ya fue propuesto en [101]. En
ese trabajo se estudia el comportamiento de la ecuacio´n de los medios porosos
en Ω = RN \ G, siendo G ⊂ RN un abierto acotado con frontera regular. No es
necesario que el abierto G sea conexo, lo que implica que puede haber uno o varios
agujeros. El dato de frontera, g, es de tipo Dirichlet no trivial y no depende del
tiempo 
ut = ∆u
m, (x, t) ∈ Ω× (0,∞),
u(x, t) = g(x), (x, t) ∈ ∂Ω× (0,∞),
u(x, 0) = u0(x), x ∈ Ω.
El comportamiento asinto´tico de la solucio´n queda determinado utilizando la
te´cnica de matching o matched asymptotics1.
En primer lugar se muestra que en las variables originales, x y t, la solucio´n se
estabiliza a una solucio´n estacionaria, H
1
m , del problema, siendo la funcio´n H una
1Conexio´n de desarrollos asinto´ticos.
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solucio´n de la ecuacio´n de Laplace en el dominio exterior Ω, con dato de frontera
g. Esto es lo que se conoce con el nombre de l´ımite interior.
Por otro lado, haciendo un cambio de escala apropiado, se demuestra que en
la regio´n cercana a la frontera libre el comportamiento asinto´tico de la solucio´n,
que denominaremos l´ımite exterior, viene dado por una solucio´n autosemejante de
la ecuacio´n de los medios porosos, que resulta ser singular en x = 0, para todo
t. Esta solucio´n esta´ completamente determinada salvo por una constante, que se
ajusta utilizando matching con el l´ımite interior.
En [82] se hace un primer estudio sobre el comportamiento asinto´tico de la
solucio´n del problema cuando el dato de frontera es ide´nticamente cero, tanto para
N ≥ 3 como para N = 2. Los resultados que se presentan son formales y se limitan
al caso radial.
Inspirados en la te´cnica de matching usada en [101], abordamos el problema
estudiado en [82] cuando N ≥ 3, considerando datos y dominios generales,
ut = ∆u
m, (x, t) ∈ Ω× (0,∞),
u(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞),
u(x, 0) = u0(x), x ∈ Ω.
La solucio´n u de este problema se comporta de maneras muy distintas depen-
diendo de la dimensio´n N . As´ı, distinguimos tres casos diferentes: N mayor, igual
y menor que 2. Para N ≥ 3 la masa asinto´tica no es cero, mientras que si N = 1,
dicha masa tiende a cero como una potencia del tiempo,∫
R
u(x, t) dx = O(t− 12m ),
(ve´ase [79]). En el caso intermedio, N = 2, estudiado recientemente en [66], se
muestra la transicio´n entre ambos comportamientos, ya que en este caso la masa
tiende a cero en una escala logar´ıtmica.
Una primera herramienta necesaria para estudiar el comportamiento de u se
obtiene en la Seccio´n 9.2, donde demostramos una ley de conservacio´n. Al con-
trario que en el caso del problema definido en todo el espacio, donde la masa,∫
RN
u(x, t) dx, se conserva, la solucio´n u del problema en el dominio exterior pier-
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de masa con el tiempo. Sin embargo, veremos que hay una cierta cantidad,
I(t) =
∫
Ω
f(x)u(x, t) dx,
con f una funcio´n armo´nica concreta que definiremos en la Seccio´n 9.2, que s´ı se
conserva. Esta ley de conservacio´n permitira´ calcular, en el Cap´ıtulo 10, la masa
asinto´tica de u.
Por otro lado, necesitaremos construir subsoluciones y supersoluciones que nos
permitan identificar tanto el decaimiento de la solucio´n, como su tasa de expansio´n.
Las supersoluciones se obtienen directamente tomando una Barenblatt con una
constante C suficientemente grande. Para las subsoluciones no es tan sencillo.
Debido al dato de frontera y al soporte compacto de u, nos vemos obligados a
combinar dos familias de subsoluciones de la ecuacio´n de los medios porosos para
poder construir una subsolucio´n del problema completo. Finalmente, gracias a
estas construcciones, veremos que u decae como O(t−α), mientras que su soporte
se expande como O(tβ), siendo α y β los exponentes de autosemejanza de las
soluciones fuente de la ecuacio´n de los medios porosos.
En vista de esta afirmacio´n, para poder estudiar el comportamiento asinto´tico
de u cerca de su frontera libre necesitamos hacer un cambio de escala, segu´n los
exponentes α y β, que amplifique el taman˜o de la solucio´n y “acerque” la frontera
desde el infinito. Definimos por tanto la nueva funcio´n
vext(y, τ) = t
αu(ytβ, t), τ = log t.
En el Cap´ıtulo 10 demostramos que vext converge al perfil FC? de una solucio´n
Barenblatt con constante C?, BC? .
Teorema. Sea N ≥ 3 y u una solucio´n de´bil de la ecuacio´n
de los medios porosos en el dominio exterior Ω con dato de
frontera trivial. Entonces existe una constante C? tal que
l´ım
t→∞
tα|u(x, t)−BC?(x, t)| = 0
uniformemente en conjuntos {x ∈ RN : |x| ≥ δtβ}, δ > 0.
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Obse´rvese que la convergencia es uniforme en una regio´n exterior que llega
hasta la frontera libre.
La constante l´ımite C? se calcula en te´rminos del dato inicial del problema
mediante la fo´rmula
C? =
(
1
k(m,N)
∫
Ω
H(x)u0(x) dx
)2(m−1)β
,
donde k(m,N) es una constante y H es una funcio´n armo´nica que vale 1 en infinito
y 0 en ∂Ω.
Como la masa no se conserva, es natural preguntarse cua´nta masa se pierde por
la frontera fija del dominio. Esta cantidad se calcula mediante la proyeccio´n del
dato inicial sobre una determinada funcio´n armo´nica (ve´ase la Observacio´n 10.1)
que mide la capacidad del agujero G. Una de las conclusiones a nuestro juicio ma´s
importantes de esta parte de la Memoria es que, en una primera aproximacio´n, esta
es la u´nica influencia que tiene la estructura del dominio sobre el comportamiento
asinto´tico de la solucio´n.
Finalmente, para concluir la caracterizacio´n del comportamiento de u en el
exterior, analizamos el movimiento de su frontera libre.
Corolario. La frontera libre de u se comporta cuando t
tiende a infinito como la frontera libre de la solucio´n de
Barenblatt BC?.
Completamos el estudio del comportamiento asinto´tico de la solucio´n de la
ecuacio´n de los medios porosos en el dominio exterior Ω viendo que´ sucede en la
regio´n interior, es decir, cerca de los agujeros. En este caso el cambio de escala
que necesitamos es ma´s sencillo: basta con amplificar la solucio´n con el factor tα,
manteniendo la variable espacial fija (es decir, un cambio cuasi-estacionario). As´ı,
demostramos que
vint(x, t) = t
αu(x, t)
converge al estado estacionario
HC(x) = C
m
m−1H(x).
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Teorema. Sea N ≥ 3 y u una solucio´n de´bil de la ecuacio´n de
los medios porosos en el dominio exterior Ω con dato de fron-
tera trivial. Entonces el comportamiento asinto´tico interior de
u queda determinado por el estado estacionario HC?, donde
HC?(x) = C
m
m−1
? H(x).
Obse´rvese que en las posibles componentes acotadas de Ω el l´ımite que se
obtiene es trivial. De hecho, la ecuacio´n de los medios porosos en un dominio
acotado con dato de frontera Dirichlet homoge´neo decae como O(t− 1m−1 ) (no´tese
que α < 1
m−1). Ma´s precisamente,
l´ım
t→∞
|t 1m−1u(x, t)− F (x)| = 0,
para una determinada funcio´n F , ve´ase [108].
Aunque existe toda una familia de funciones armo´nicas HC , que se distinguen
entre s´ı mediante el para´metro C, so´lo una de ellas define el comportamiento
asinto´tico de u. Ajustando la constante C mediante la te´cnica de matching con la
solucio´n de Barenblatt que da el comportamiento exterior obtenemos que la funcio´n
armo´nica correcta es precisamente la que tiene altura en el infinito C = C?.
Comparando la te´cnica de matching usada en [101] y la que utilizamos aqu´ı se
observa que el sentido de las implicaciones es distinto: en [101] el l´ımite interior
queda completamente determinado mediante la funcio´n g y se usa el matching
para describir el l´ımite exterior, mientras que en nuestro caso usamos esta te´cnica
para obtener el l´ımite interior a partir del exterior.
Una vez caracterizado el comportamiento de la solucio´n cuando el tiempo tiende
a infinito en te´rminos de su l´ımite exterior y su l´ımite interior, surge de forma
natural la siguiente pregunta:
¿existe alguna funcio´n expl´ıcita que determine de forma global el com-
portamiento de la solucio´n cuando el tiempo es grande?
La respuesta a esta pregunta es s´ı: la funcio´n
UG(x, t) =
(
BC?(x, t)− t−αC
1
m−1
? (1−H 1m (x))
)
+
,
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que se caracteriza, entre otras cosas, por valer cero en la frontera de Ω y por tener
soporte compacto, nos permitira´, en la u´ltima seccio´n del Cap´ıtulo 10, determinar
globalmente el comportamiento de u.
Teorema. Sea N ≥ 3 y u una solucio´n de´bil de la ecuacio´n
de los medios porosos en el dominio exterior Ω con dato de
frontera trivial. Entonces,
l´ım
t→∞
tα|u(x, t)− UG(x, t)| = 0,
uniformemente en x ∈ Ω.
Concluimos esta Introduccio´n recordando los resultados obtenidos en [79] para
el caso N = 1. Despue´s de hacer una extensio´n impar, se identifica el problema ori-
ginal con otro en el que el dato inicial cambia de signo y tiene masa cero,
∫
R
u0 = 0.
Se demuestra entonces que la solucio´n converge uniformemente a un perfil anti-
sime´trico, la solucio´n dipolo D, introducida previamente en [9]. Concretamente,
l´ım
t→∞
tα|u(x, t)−D(x, t)| = 0,
uniformemente en R, donde
D(x, t) = t−αF (xt−β),
con
α =
1
m
, β =
1
2m
y F una determinada funcio´n.
Obse´rvese que en dimensio´n N = 1 no es necesario considerar por separado las
regiones interior y exterior, ya que la solucio´n dipolo proporciona directamente la
formulacio´n global. No´tese tambie´n que los exponentes α y β no coinciden con los
de dimensio´n superior lo que corrobora el hecho de que el efecto que produce el
agujero en el dominio en el comportamiento de la solucio´n es distinto cuando se
trata de N = 1 o N ≥ 3.

9Preliminares
Dedicamos este cap´ıtulo a establecer las herramientas que sera´n necesarias para de-
terminar el comportamiento asinto´tico de la solucio´n de la ecuacio´n de los medios
porosos en un dominio exterior. Despue´s de definir el concepto de solucio´n, demos-
tramos una ley de conservacio´n para este problema. Finalmente, construimos las
subsoluciones y supersoluciones que permitira´n demostrar la tasa de decaimiento
de la solucio´n y de avance de su frontera libre.
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9.1 Definiciones
Sea G ⊂ RN un abierto acotado con frontera regular y sea Ω = RN \ G. En
principio no supondremos que G sea conexo, de forma que puede representar uno
o varios agujeros en RN . El objetivo de esta parte de la Memoria es estudiar el
comportamiento asinto´tico de la ecuacio´n de los medios porosos (EMP en lo que
sigue) en el dominio exterior Ω con dato cero en la frontera,
ut = ∆u
m, (x, t) ∈ Ω× (0,∞),
u(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞),
u(x, 0) = u0(x), x ∈ Ω,
(9.1)
donde m > 1. Supondremos que los datos iniciales u0 pertenecen a L
1(Ω), son no
negativos (y no triviales) en Ω y de soporte compacto en Ω. Esta u´ltima hipo´te-
sis implica que el soporte de u(·, t) tambie´n permanece acotado en todo tiempo
posterior, t > 0 (propiedad de propagacio´n finita, que se deduce fa´cilmente por
comparacio´n con soluciones definidas en todo el espacio). El hecho de que u tenga
soporte compacto nos permite estudiar el comportamiento con el tiempo de su
frontera libre,
Γ(t) = ∂{x ∈ Ω : u(x, t) > 0} \ ∂Ω. (9.2)
Adema´s, gracias a la regularizacio´n L1−L∞, [13], [105], [109], podemos suponer,
sin pe´rdida de generalidad que u0 ∈ L∞(Ω).
Fijemos en primer lugar la notacio´n que utilizaremos a lo largo de esta parte de
la Memoria. Denotaremos mediante c a una constante positiva que puede cambiar
su valor de una l´ınea a otra o incluso dentro de la misma l´ınea. Al igual que
en la Parte II, Br(x0) es la bola abierta de radio r y centro x0. Nos centraremos
u´nicamente en el caso de dimensio´n espacial N ≥ 3 y por tanto de aqu´ı en adelante
no volveremos a mencionarlo expl´ıcitamente. Los casosN = 1 y 2 fueron estudiados
previamente en [79] y [66] y por tanto no son objeto de esta Memoria.
Definicio´n 9.1 Sea ΩT = Ω × (0, T ] y sea u ∈ C((0, T ] : L1(Ω)) ∩ L∞(ΩT ) una
funcio´n definida en ΩT . Diremos que u es una solucio´n de´bil de (9.1) en [0, T ] si
para cada funcio´n test, φ ∈ C1,0(ΩT ) ∩C2,1(ΩT ), de soporte compacto en ΩT , que
adema´s verifique φ ≥ 0 en ΩT y φ = 0 en ∂Ω × (0, T ], u satisface la identidad
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integral∫
Ω
u(x, t)φ(x, t) dx =
∫ t
0
∫
Ω
{
um(x, t)∆φ(x, t) + u(x, t)φt(x, t)
}
dx dt
+
∫
Ω
u0(x)φ(x, 0) dx,
para 0 ≤ t ≤ T .
Definicio´n 9.2 Sea ΩT = Ω × (0, T ] y sea u ∈ C((0, T ] : L1(Ω)) ∩ L∞(ΩT ) una
funcio´n definida en ΩT . Diremos que u es una solucio´n de´bil de (9.1) en [0,∞) si
es una solucio´n de´bil en el sentido de la Definicio´n 9.1 en cualquier intervalo [0, T ].
Definimos subsoluciones y supersoluciones de (9.1) como es habitual: reem-
plazamos en la definicio´n de solucio´n la igualdad por desigualdades; ≤ para la
definicio´n de subsolucio´n y ≥ para la de supersolucio´n.
9.2 Ley de conservacio´n
Como ya dijimos en la Introduccio´n, la masa total de la solucio´n de la ecuacio´n
de los medios porosos definida en RN se conserva. Esto no es as´ı en el proble-
ma (9.1), ya que parte de la masa de u se pierde a trave´s de los agujeros del
dominio. No obstante, veremos que existe una masa asinto´tica para la solucio´n,
que calcularemos expl´ıcitamente utilizando la expresio´n (10.1) en la fo´rmula (10.5).
Demostremos a continuacio´n que para el problema (9.1) hay una ley de con-
servacio´n modificada en la que la cantidad que se conserva representa a la la masa
con un peso.
Sea f una funcio´n armo´nica definida en Ω y tal que f = 0 en la frontera de Ω.
Inspirados en [82] introducimos la siguiente cantidad,
I(t) =
∫
Ω
f(x)u(x, t) dx.
Veamos que I no depende del tiempo.
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Lema 9.1 La funcio´n I es un invariante integral. Es decir,
I(0) =
∫
Ω
f(x)u0(x) dx =
∫
Ω
f(x)u(x, t) dx = I(t).
Demostracio´n. Consideremos la derivada de I con respecto a t e integremos por
partes en Ω,
dI
dt
=
∫
Ω
f∆um =
∫
∂Ω
(
f
∂um
∂ν
− um∂f
∂ν
)
,
siendo ν la normal exterior. Obse´rvese que para obtener la u´ltima igualdad usamos
que u es de soporte compacto en Ω.
Por otro lado, como um y f son, por definicio´n, cero en ∂Ω, concluimos que
dI
dt
= 0. (9.3)
Esta u´ltima igualdad implica finalmente que I no depende del tiempo y que por
tanto se conserva. 2
9.3 Subsoluciones y supersoluciones
Para caracterizar el comportamiento asinto´tico de la solucio´n cuando el tiem-
po es grande, necesitamos construir subsoluciones y supersoluciones del proble-
ma (9.1). Gracias a estas funciones podremos ver que u decae como O(t−α), mien-
tras que su soporte se expande como O(tβ), siendo
α =
N
N(m− 1) + 2 , β =
1
N(m− 1) + 2 . (9.4)
1. Supersoluciones. Consideremos la familia de funciones de tipo Barenblatt
BC(x, t) = t
−α
(
C − β(m− 1)
2m
|x|2
t2β
) 1
m−1
+
= t−αFC(ξ),
con C > 0 y ξ = xt−β. Es bien sabido que estas funciones son soluciones de la
EMP en todo el espacio. El para´metro C depende de la masa total de BC ; ma´s
concretamente, la masa MC =
∫
RN
BC(x, t) dx se relaciona con C mediante la
fo´rmula
MC = k(m,N)C
1
2(m−1)β , (9.5)
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donde
k(m,N) = 2pi
N
2 β
(
2m
β(m− 1)
)N
2 Γ(σ)
Γ( σ
2β
)
, σ =
1
m− 1 , (9.6)
ve´ase [107].
Dado que BC es solucio´n de la EMP en todo el espacio, es fa´cil ver que es una
supersolucio´n del problema que estamos considerando aqu´ı, (9.1), para C grande y
t ≥ t¯ > 0: dado un tiempo positivo t¯, basta con escoger C suficientemente grande,
de forma que BC(·, t¯) este´ por encima de u(·, t¯). No´tese que esto es posible, porque
u(·, t¯) es una funcio´n acotada y de soporte compacto.
2. Subsoluciones. Las funciones Barenblatt no se pueden usar como subsolu-
ciones del problema: si bien es verdad que tomando C suficientemente pequen˜o,
una traslacio´n apropiada permite colocarlas por debajo de u en un determinado
tiempo, la propiedad de expansio´n de su soporte implica que en un tiempo poste-
rior sera´n positivas en la frontera fija ∂Ω y por tanto dejara´n de estar por debajo
de u.
Otra posibilidad, que elimina el inconveniente presentado por las funciones
Barenblatt en la frontera fija, es considerar la familia de funciones
HA(x, t) = At
−α
(
1−
(R−
|x|
)N−2) 1
m
+
,
donde R− es una constante positiva mayor que 1. Estas funciones son subsoluciones
de la EMP, ya que su m-e´sima potencia es armo´nica en su soporte y (HA)t ≤ 0.
Adema´s, valen 0 en la frontera de Ω y tienen el decaimiento esperado, t−α. Sin
embargo no son de soporte compacto, luego tampoco se pueden usar como subso-
luciones de (9.1).
La idea por tanto para construir una subsolucio´n del problema es combinar
estas dos familias de funciones, desechando de cada una las propiedades que le
impiden ser subsolucio´n de (9.1).
Un primer intento consiste en definir la subsolucio´n tomando el mı´nimo entre
BC y HA. Como cada una de estas funciones es subsolucio´n de la ecuacio´n, so´lo
tenemos que comprobar que el a´ngulo que forman al intersecarse sea el correcto.
Sin embargo, esto no es as´ı. Segu´n se observa en la Figura 9.1 ambas funciones se
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|x|
tαC1/(m−1)
..........................................................................................................................tαA
HA
BC
Figura 9.1: Subsoluciones
cortan formando un pico hacia arriba, que es el a´ngulo “malo” para construir la
subsolucio´n.
Modificando ligeramente HA antes de “pegarla”con BC , podemos por un lado
aprovechar el hecho de que BC y HA sean subsolucio´n, y por otro conseguir que
intersequen con el a´ngulo correcto. Veamos co´mo hacerlo.
Para un retardo τ > 0, consideramos
ĤA(t),τ (x, t) = A(t)(t+ τ)
−α
(
1−
(R−
|x|
)N−2
− a(|x| − r1)
4
+
(t+ τ)4γ
) 1
m
+
,
BC0,τ (x, t) = (t+ τ)
−α
(
C0 − β(m− 1)
2m
|x|2
(t+ τ)2β
) 1
m−1
+
,
siendo R−, r1, a, C0, y γ constantes positivas y γ < β. Sea σ > 0, y definamos
A(t) = 2C
1
m−1
0 (1 + (t+ τ)
−σ).
En esta situacio´n el ma´ximo de ĤA(t),τ es siempre mayor que el de BC0,τ . Sea R+(t)
el radio de la interfase exterior de ĤA(t),τ y B+(t) el radio de la interfase de BC0,τ .
Veremos durante la demostracio´n del Lema 9.2 que si los para´metros se eligen de
forma apropiada, entonces ĤA(t),τ y BC0,τ intersecan con el a´ngulo correcto en un
punto r?(t), que verifica R+(t) < r?(t) < B+(t), ve´ase la Figura 9.2.
En estas condiciones definimos
ϕC0,τ (x, t) =

0, |x| < R− o |x| > B+(t),
ĤA(t),τ (x, t), R− ≤ |x| ≤ r?(t),
BC0,τ (x, t), r?(t) ≤ |x| ≤ B+(t),
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que resulta ser la subsolucio´n de (9.1) en (x, t) ∈ Ω× (t0,∞) que busca´bamos.
Lema 9.2 Existe un tiempo t0 > 0 suficientemente grande y un retardo τ , cons-
tantes C0 pequen˜a y σ < 4γ − 1 tal que
ϕC0,τ (x, t) < u(x, t), x ∈ Ω, t ≥ t0.
R
−
r1 r⋆(t) R+(t) B+(t) |x|
................
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.
C
1/(m−1)
0
..........................................................................................................................A(t)
(t+ τ)αHˆA(t),τ
(t+ τ)αHA(t),τ
(t+ τ)αBC0,τ
Figura 9.2: Subsolucio´n ϕC0,τ
Demostracio´n. Desglosaremos la prueba en tres pasos: veremos en primer lugar
que existe un tiempo t¯ tal que ϕC0,τ es subsolucio´n de la EMP para todo tiempo
posterior t ≥ t¯. Demostraremos a continuacio´n que u y ϕC0,τ esta´n ordenadas ini-
cialmente. Para ello comprobamos que existen t0 ≥ t¯, un retardo τ y constantes
R−, r1, a y C0 tal que u(x, t0) esta´ por encima de ϕC0,τ (x, t0). Finalmente, pro-
baremos que ϕC0,τ (x, t) esta´ bien definida; es decir, que el a´ngulo de interseccio´n
entre HA(t),τ y BC0,τ es el correcto, no so´lo inicialmente, sino para todo tiempo
t ≥ t0.
Paso 1 Como BC0,τ es solucio´n de la EMP, obtenemos directamente que ϕC0,τ
tambie´n lo es (y es por tanto subsolucio´n) en r?(t) ≤ |x| ≤ B+(t).
Por otro lado, la definicio´n de ĤA(t),τ implica que, como HA(t),τ es subsolucio´n,
so´lo tenemos que comprobar el caso r1 < |x| < r? y t ≥ t¯. Dicho de otra forma,
definiendo r = |x| y Ĥ(r, t) = ĤA(t),τ (x, t) tenemos que ver que
Ĥt − N − 1
r
(Ĥm)r − (Ĥm)rr ≤ 0, r1 < r < r?, t ≥ t¯.
Esto se obtiene fa´cilmente si t¯ es suficientemente grande teniendo en cuenta sim-
plemente que σ < 4γ − 1.
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Paso 2 Sea A = BA+(0) \ BA−(0) un anillo tal que, para un tiempo fijo t0 ≥ t¯,
suficientemente grande, A ⊂ Int(sop(u(·, t0))), ve´ase [6].
Fijamos R− = A− y A− < r1 < A+ y elegimos C0, que mide la altura de
ϕC0,τ , de forma que u0 este´ por encima de ϕC0,τ en t0; es decir, necesitamos que
A(t) < mı´nu(·, t0) dentro del anillo A.
Una vez determinada la altura de ϕC0,τ debemos ajustar su soporte inicial
para que este´ contenido en el soporte de u y poder as´ı utilizar un argumento de
comparacio´n. Obse´rvese que todav´ıa no hemos elegido los para´metros a y τ .
Por tanto, para que
sop(ϕC0,τ (·, t0)) = [R−, B+(t0)] ⊂ Int(sop(u(·, t0))),
imponemos en primer lugar que
B+(t0) = (cC0)
1
2 (t0 + τ) = A+.
Esto determina el valor de τ . El valor de a se fija de forma que la subsolucio´n
este´ bien definida inicialmente; es decir, elegimos a para que la construccio´n hecha
con las funciones BC0,τ y HA(t),τ produzca el a´ngulo de interseccio´n correcto. Para
ello es necesario que
R+(t0) < B+(t0). (9.7)
As´ı, como R+(t) verifica
R+(t) < r1 +
(t+ τ)γ
a
1
4
, (9.8)
basta con escoger a de forma que
r1 +
(t0 + τ)
γ
a
1
4
< B+(t0)
para que se cumpla la condicio´n (9.7).
Paso 3 Asegurar que el a´ngulo de interseccio´n entre BC0,τ y HA(t),τ en r? es el
correcto y as´ı poder definir ϕC0,τ en todo tiempo, no so´lo requiere que se cumpla
la condicio´n (9.7) inicialmente, sino que tambie´n es necesario que R+(t) < B+(t)
para t ≥ t0.
Gracias a (9.8), basta con comprobar para ello que
r1 +
(t+ τ)γ
a
1
4
< B+(t).
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Definamos
F (t) = r1 +
(t+ τ)γ
a
1
4
−B+(t).
De la condicio´n (9.7) sabemos que F (t0) < 0. Supongamos que existe un primer
tiempo t1 tal que F (t1) = 0. Entonces, como γ < β,
F ′(t1) =
γ(t1 + τ)
γ−1
a
1
4
−B+(t1)β(t1 + τ)−1 = B+(t1)(t1 + τ)−1(γ − β − γr1) < 0,
que es una contradiccio´n.
Concluimos as´ı que ϕC0,τ es subsolucio´n del problema (9.1). Adema´s, como
esta´ por debajo de u0 en t0, un argumento de comparacio´n permite concluir que u
y ϕC0,τ tienen que estar ordenadas en cualquier tiempo posterior t ≥ t0. 2

10
Comportamiento asinto´tico de la
solucio´n
En este cap´ıtulo demostramos que el comportamiento para tiempos grandes de la
solucio´n de la EMP en el dominio exterior queda determinado por una Barenblatt
lejos de la frontera fija y cerca de la frontera libre. Por otro lado, lejos de la fron-
tera libre, en el interior, la solucio´n se comporta como una funcio´n cuya m-e´sima
potencia es armo´nica. Esta funcio´n queda totalmente determinada por su altura en
infinito, la cual se obtiene a partir del l´ımite exterior usando la te´cnica de matching.
Para concluir los resultados presentados en el cap´ıtulo definimos una funcio´n que
describe el comportamiento de la solucio´n globalmente.
Contenido
10.1. L´ımite exterior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
10.2. L´ımite interior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
10.3. Formulacio´n global . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
223
224 10. Comportamiento asinto´tico
10.1 L´ımite exterior
Consideremos una solucio´n de Barenblatt, BC? , con constante C? definida me-
diante la fo´rmula
C? =
(
1
k(m,N)
∫
Ω
H(x)u0(x) dx
)2(m−1)β
, (10.1)
donde H es la u´nica funcio´n armo´nica que vale 0 en la frontera de Ω y tiende a 1
cuando |x| tiende a infinito, y k(m,N) es la constante que relaciona C? con la
masa de BC? (ve´anse las fo´rmulas (9.5), (9.6) y [107]).
Teorema 10.1 Sea N ≥ 3. Si u es la solucio´n de´bil de (9.1), entonces
l´ım
t→∞
tα|u(x, t)−BC?(x, t)| = 0
uniformemente en conjuntos de la forma {x ∈ RN : |x| ≥ δtβ}, δ > 0.
Demostracio´n. Estructuramos la prueba en varios pasos: en primer lugar, uti-
lizamos un cambio de escala para demostrar que el Teorema 10.1 es cierto para
subsucesiones. A continuacio´n veremos que el l´ımite a lo largo de cualquier subsuce-
sio´n es una Barenblatt y que en particular tiene que ser la Barenblatt con constante
C?, BC? . Como el resultado es cierto independientemente de la subsucesio´n elegida,
esto implica finalmente que el teorema es cierto sin ninguna restriccio´n.
Paso 1 Cambio de escala y compacidad. Definimos
uλ(x, t) = λ
αu(λβx, λt), (10.2)
con α y β constantes dadas por la fo´rmula (9.4). Como las soluciones Barenblatt
son invariantes bajo este cambio de escala, existe una constante, digamos C˜, tal
que BC˜ acota a la familia {uλ} uniformemente. Por tanto, gracias a los resultados
de compacidad para la EMP demostrados en [46], [117], existe una subsucesio´n
{λk} y una funcio´n u∞ tal que
uλk → u∞
uniformemente en subconjuntos compactos de RN\{0} × (0,∞). Es ma´s, u∞ es
una solucio´n de´bil de la EMP en RN\{0} × (0,∞).
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Paso 2 El l´ımite es una Barenblatt. Veamos a continuacio´n que u∞ es
una funcio´n tipo Barenblatt.
Gracias a las subsoluciones y supersoluciones construidas en el cap´ıtulo ante-
rior, sabemos que existen constantes C, τ , t0 y C0, tales que
ϕC0,τ (x, t− t0) < u(x, t) < BC(x, t),
para t grande. Si cambiamos la escala de esta u´ltima expresio´n (segu´n la fo´rmu-
la (10.2)) y pasamos al l´ımite cuando λk → ∞ obtenemos que u∞ esta´ acotada
por arriba y por abajo por soluciones de Barenblatt,
BC0 ≤ u∞ ≤ BC , x 6= 0. (10.3)
Concluimos de esta relacio´n que u∞ es una solucio´n no trivial de la EMP en
RN \ {0}, t > 0, y que adema´s esta´ acotada para todo tiempo positivo. Esto
implica, al ser N ≥ 3, que se puede eliminar la singularidad; es decir, se puede
definir u∞ como solucio´n de la EMP para todo t > 0, x ∈ RN .
La demostracio´n de esta u´ltima afirmacio´n utiliza un argumento esta´ndar: sea
ψ una funcio´n de corte tal que 0 ≤ ψ ≤ 1, que se anula cerca de x = 0 y
que vale 1 en |x| ≥ 1 y definamos ψr(x) = ψ(xr ). Escribamos a continuacio´n la
formulacio´n de´bil de la EMP con respecto a la funcio´n test φ(x, t) = ζ(x, t)ψr(x)
con ζ ∈ C∞c (RN × (0,∞)). Obse´rvese que, como φ = 0 cerca de x = 0, e´sta
es una funcio´n test admisible para la solucio´n de la EMP con una singularidad
acotada. La prueba concluye tomando el l´ımite cuando r tiende a 0, ya que, como
u∞ esta´ acotada, obtenemos que u∞ es una solucio´n de la EMP para todo t > 0,
x ∈ RN .
La relacio´n (10.3) tambie´n implica que
sopBC0 ⊆ sopu∞ ⊆ sopBC ,
y por tanto, en t = 0, tenemos que sop(u∞(x, 0)) = {0}. Como la traza inicial es
una medida finita, [39], concluimos que tiene que ser un mu´ltiplo de una delta.
Por tanto, u∞ es una solucio´n de tipo Barenblatt, llame´mosla BC? , con constante
C? que verifica C0 ≤ C? ≤ C.
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Paso 3 Convergencia a lo largo de subsucesiones. La invarianza por
el cambio de escala (10.2) de las funciones de Barenblatt, implica que
|uλk(y, 1)−BC?(y, 1)| = λαk |u(λβky, λk)−BC?(λβky, λk)|
= λαk |u(x, λk)−BC?(x, λk)|,
para λk grande y con x = λ
β
ky. Por tanto, de la convergencia uniforme de uλk a BC?
cuando λk →∞ en conjuntos de la forma {|y| ≥ δ} deducimos, tomando λk = tk,
que el resultado enunciado en el Teorema 10.1 es cierto para subsucesiones.
Paso 4 Conclusio´n. El u´ltimo paso de la demostracio´n consiste en ver que,
independientemente de la subsucesio´n elegida, el para´metro C? de la funcio´n l´ımite
viene dado por (10.1).
Gracias a la ley de conservacio´n (9.3) obtenemos que∫
Ω
H(x)u0(x) dx =
∫
Ω
H(x)u(x, tk) dx
donde H es la funcio´n armo´nica definida en la Pa´gina 224. Obse´rvese que, conocido
el dato inicial, la primera integral se puede calcular de forma tan precisa como se
desee. Para la integral de la derecha tenemos,∫
Ω
H(x)u(x, tk) dx =∫
{|x|≤δtβk}∩Ω
H(x)u(x, tk) dx︸ ︷︷ ︸
I1
+
∫
{|x|≥δtβk}
H(x)u(x, tk) dx︸ ︷︷ ︸
I2
(10.4)
para cualquier δ > 0 y tk suficientemente grande. Veamos co´mo estimar las inte-
grales I1 e I2.
Acotando u por una Barenblatt y usando que H ≤ 1, obtenemos
I1 ≤ t−αk
∫
{|x|≤δtβk}∩Ω
FC(xt
−β
k ) dx ≤
∫
{|ξ|≤δ}
FC(ξ) dξ,
donde FC es el perfil de una Barenblatt con constante C. As´ı, l´ım
tk→∞
I1 puede hacerse
tan pequen˜o como sea necesario simplemente tomando δ pequen˜o.
Para calcular I2 hacemos de nuevo el cambio de variables x = ξt
β
k y pasamos
al l´ımite cuando tk → ∞ utilizando el resultado de convergencia uniforme para
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subsucesiones. Como α = Nβ, obtenemos
l´ım
tk→∞
I2 =
∫
{|ξ|≥δ}
l´ım
tk→∞
H(ξtβk)u(ξt
β
k , tk)t
Nβ
k dξ =
∫
{|ξ|≥δ}
FC?(ξ) dξ.
Finalmente, pasando al l´ımite en la expresio´n (10.4) y haciendo tender δ → 0,
concluimos que∫
Ω
H(x)u0(x) dx =
∫
RN
FC?(ξ) dξ =MC? = k(m,N)C
1
2(m−1)β
? , (10.5)
donde k(m,N) es la constante dada por (9.6) y MC? es la masa asinto´tica de u.
No´tese que este resultado es independiente de la sucesio´n {tk} elegida. 2
Observacio´n 10.1 (Pe´rdida de masa) La masa asinto´tica de u coincide con
la masa de la solucio´n de Barenblatt con constante l´ımite C?. Esta afirmacio´n se
comprueba fa´cilmente con ca´lculos similares a los realizados en el u´ltimo paso de
la demostracio´n anterior. As´ı, la cantidad de masa perdida en el proceso, MP (u),
viene dada por
MP (u) :=
∫
Ω
u0(x) dx− l´ım
t→∞
∫
Ω
u(x, t) dx =
∫
Ω
(1−H(x))u0(x) dx > 0.
Si definimos una nueva funcio´n, Φ, como Φ(x) = 1−H(x), entonces, la cantidad
de masa perdida es
MP (u) =
∫
Ω
u0(x)Φ(x) dx.
De esta expresio´n se concluye que la geometr´ıa del dominio influye en el compor-
tamiento asinto´tico mediante la proyeccio´n del dato inicial sobre Φ, que representa
as´ı la capacidad de G. Este hecho se justifica mediante la teor´ıa del potencial,
ya que Φ es la funcio´n armo´nica definida en Ω que vale 1 en ∂Ω y 0 en infinito.
Dicho en otras palabras, Φ mide la capacidad de G mediante la fo´rmula (ve´ase por
ejemplo [65])
cap1,2(G) =
∫
Ω
|∇Φ|2 dx.
Para concluir el ana´lisis del comportamiento exterior de u estudiamos el avance
de su frontera libre cuando t es grande. Para ello definimos
m+(t) = ma´x
x∈Γ(t)
|x|, m−(t) = mı´n
x∈Γ(t)
|x|,
donde Γ(t) es la frontera libre de u, ve´ase (9.2) para su definicio´n.
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Corolario 10.2 Sea N ≥ 3. Si u es la solucio´n de´bil de (9.1), entonces
l´ım
t→∞
m+(t)
tβ
= l´ım
t→∞
m−(t)
tβ
=
( 2mC?
β(m− 1)
) 1
2
.
Demostracio´n. Dado ε > 0 obtenemos de forma inmediata, escribiendo el Teo-
rema 10.1 en las variables del cambio de escala, que
m−(t)
tβ
≥
( 2mC?
β(m− 1)
) 1
2 − ε, (10.6)
para t suficientemente grande.
Veamos ahora como encontrar una cota superior para m+(t)t
−β. De lo expuesto
anteriormente sabemos que la masa asinto´tica de la solucio´n es MC? . Por tanto,
para un tiempo suficientemente grande t1 se tiene que
M(u(·, t1)) ≤MC? + ε,
ve´ase la Observacio´n 10.1.
Consideremos ahora la solucio´n û de la EMP definida en todo RN con dato
inicial
û(x, t1) =
{
u(x, t1), x ∈ Ω,
0, x 6∈ Ω.
Sea Γ̂(t) la frontera libre de û en tiempo t y m̂+(t) = ma´xx∈Γ̂(t) |x|. Es fa´cil ver
que para t ≥ t1, û es una supersolucio´n del problema que estamos tratando y por
tanto
m̂+(t) ≥ m+(t).
Adema´s, como la solucio´n del problema definido en todo el espacio conserva la
masa, ve´ase [107], û tiene que estar siempre por debajo de la funcio´n de Barenblatt
de masa MC? + ε. As´ı,
l´ım
t→∞
m̂+(t)
tβ
≤
(2m(C? + ε)
β(m− 1)
) 1
2
. (10.7)
Finalmente, como m−(t) ≤ m+(t) ≤ m̂+(t) y ε es arbitrariamente pequen˜o,
combinando las expresiones (10.6) y (10.7) deducimos el resultado. 2
Feno´menos no lineales en problemas parabo´licos 229
10.2 L´ımite interior
Gracias al estudio hecho hasta el momento sabemos que u decae como O(t−α),
ya que las subsoluciones y supersoluciones construidas en el Cap´ıtulo 9, que acotan
a u inferior y superiormente respectivamente, tienen este decaimiento. En esta
situacio´n es natural preguntarse cua´l sera´ el perfil asinto´tico de la solucio´n si
cambiamos su escala segu´n este factor.
A lo largo de esta seccio´n daremos respuesta de forma rigurosa a esta pregunta.
Previamente haremos algunas cuentas formales con el fin de ilustrar las ideas que
residen detra´s de los resultados.
Sea v = tαu. Entonces v es solucio´n de la ecuacio´n
∆vm = t−2β(tvt − αv), (x, t) ∈ Ω× (0,∞),
con el mismo dato de frontera que u,
v = 0, x ∈ ∂Ω.
Supongamos momenta´neamente que t−2β+1vt → 0 cuando t → ∞. Como
t−2βαv tambie´n tiende a 0, esperamos entonces que el l´ımite de vm sea una so-
lucio´n no trivial de la ecuacio´n de Laplace en Ω con dato de frontera Dirichlet
homoge´neo. Todas las posibles soluciones de este problema son mu´ltiplos de la
funcio´n H. Por tanto quedan completamente definidas por su altura en infinito.
Para calcular dicha altura utilizamos la te´cnica de matching : determinamos la al-
tura del l´ımite interior en infinito hacie´ndola coincidir con la ya conocida altura
del l´ımite exterior en cero.
Teorema 10.3 Sea N ≥ 3. Si u es la solucio´n de´bil de (9.1), entonces el com-
portamiento asinto´tico interior de u viene dado por el estado estacionario HC?,
donde
HC?(x) = C
m
m−1
? H(x).
Ma´s concretamente, dado ε > 0 existen δ = δ(ε) y tint = tint(ε, δ) tales que
|tαmum(x, t)−HC?(x)| ≤ ε
para todo |x| ≤ δtβ, x ∈ Ω y t > tint.
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Observacio´n 10.2 Del enunciado del teorema deducimos que la convergencia es
uniforme en conjuntos de la forma |x|t−β ≤ λ(t), x ∈ Ω, para cualquier funcio´n
positiva λ(t) tal que l´ım
t→∞
λ(t) = 0.
Como primer paso, antes de demostrar el teorema, veamos que tαmum(x, t)
converge en media a HC?(x). Para ello definamos
WT (·, τ) = 1
T
∫ τ+T
τ
w(·, s) ds,
donde
w(x, τ) = tαmum(x, t), τ = log t. (10.8)
Lema 10.4 Dados ε > 0 y T > 0 existen δ = δ(ε, T ) y τint = τint(ε, T, δ) tales que
|WT (x, τ)−HC?(x)| ≤ ε (10.9)
para todo |x| ≤ δeβτ , x ∈ Ω y τ > τint.
Demostracio´n. Dado ε > 0 sabemos, gracias a la convergencia exterior (Teore-
ma 10.1), que para todo δ > 0, existe un tiempo t0 = t0(δ), que depende de δ, tal
que, para t ≥ t0 se tiene
F (δ)− ε ≤ tαu(δtβ, t) ≤ F (δ) + ε, (10.10)
donde F (δ) = (C?−Kδ2)
1
m−1
+ ,K > 0 constante, es el perfil de la funcio´n Barenblatt
l´ımite, BC? .
Consideremos el dominio Ωτ = Ω ∩ BR(τ)(0), con R(τ) = δeβτ . La funcio´n w,
definida mediante (10.8), es solucio´n de
−∆w = −e−2βτ (vτ − αv), (x, τ) ∈ Ωτ × (0,∞),
w = 0, (x, τ) ∈ ∂Ω× (0,∞),
w = g, (x, τ) ∈ ∂BR(τ)(0)× (0,∞).
Obse´rvese que de (10.10) deducimos que la restriccio´n, g, de w a ∂BR(τ), verifica
(F (δ)− ε)m ≤ g(x, τ) ≤ (F (δ) + ε)m,
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para τ ≥ τ0 = log t0.
La idea de la demostracio´n pasa por escribir w utilizando la Fo´rmula de Re-
presentacio´n para la ecuacio´n de Laplace y acotar las integrales resultantes en
te´rminos de ε, δ y T .
Sea por tanto τ un coeficiente congelado y G la Funcio´n de Green para el
dominio Ωτ . As´ı, dado x0 ∈ Ωτ , consideramos
{ −∆G = δx0 , x ∈ Ωτ ,
G = 0, x ∈ ∂Ωτ ,
donde δx0 denota la medida de Dirac que dota de masa unidad al punto x0. La
funcio´n w se escribe entonces como
w(x, τ) = −
∫
∂BR(τ)(0)
g
∂G
∂ν
dσ −
∫
Ωτ
e−2βτ (vτ − αv)G dx.
Afirmamos entonces que, para T > 0 fijo y |x| ≤ δeβτ , se tiene
∣∣∣ 1
T
∫ τ+T
τ
w(x, s) ds−HC?(x)
∣∣∣ ≤ ε+ c(ε+ δ) + cδ2(1 + e(N−2)βT )
T
+ cδ2, (10.11)
de donde se concluye el lema.
Obse´rvese en primer lugar que, como
∣∣∣ 1
T
∫ τ+T
τ
w(x, s) ds−HC?(x)
∣∣∣ ≤ 1
T
(∣∣∣− ∫ τ+T
τ
∫
∂BR(s)(0)
g
∂G
∂ν
dσ ds−HC?(x)︸ ︷︷ ︸
|I1|
∣∣∣
+
∣∣∣ ∫ τ+T
τ
∫
Ωs
e−2βs(vs − αv)G dx ds︸ ︷︷ ︸
|I2|
∣∣∣),
la idea para demostrar (10.11) es acotar independientemente las integrales I1 e I2.
Empecemos estimando I1 en te´rminos de T , δ y ε. Como
∂G
∂ν
es una cantidad
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negativa en ∂BR(τ)(0), para τ ≥ τ0 tenemos que
I1 ≤ −
∫ τ+T
τ
∫
∂BR(s)(0)
(F (δ) + ε)m
∂G
∂ν
dσ ds−HC?(x)
≤ −
∫ τ+T
τ
∫
∂BR(s)(0)
(Fm(0) + c1δ + c2ε)
∂G
∂ν
dσ ds−HC?(x)
= −
∫ τ+T
τ
∫
∂BR(s)(0)
Fm(0)
∂G
∂ν
dσ ds−HC?(x) + c(ε+ δ)
∫ τ+T
τ
∫
∂BR(s)(0)
−∂G
∂ν
dσ ds,
siendo c1 y c2 constantes positivas. Continuamos con el argumento observando que,
por un lado
−
∫ τ+T
τ
∫
∂BR(s)(0)
Fm(0)
∂G
∂ν
dσ ds
es la solucio´n, digamos Ĥ, de la ecuacio´n de Laplace en Ωτ que es igual a 0 en ∂Ω
y vale Fm(0) = C
m
m−1
? en ∂BR(τ)(0) y por el otro∫
∂BR(s)(0)
−∂G
∂ν
dσ ds = 1.
Entonces, podemos acotar I1 por
I1 ≤
∫ τ+T
τ
(Ĥ(x; τ)−HC?(x)) ds+ c(ε+ δ)
∫ τ+T
τ
ds,
Para concluir obse´rvese que Ĥ converge uniformemente a HC? cuando τ →∞; por
tanto, si τ ≥ τ0 es suficientemente grande, Ĥ(·; τ)−H(·) ≤ ε. As´ı obtenemos que
I1 ≤ Tε+ Tc(ε+ δ).
Procediendo de forma similar tenemos que I1 ≥ −Tε− Tc(ε+ δ) y concluimos
as´ı que
|I1| ≤ Tε+ Tc(ε+ δ).
Encontrar una cota para I2 requiere ma´s esfuerzo, ya que pasa por estimar
las integrales de la Funcio´n de Green. Utilizamos en primer lugar la propiedad de
semiconvexidad de la solucio´n de la EMP,
ut ≥ − u
(m− 1)t ,
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ve´ase por ejemplo [106] para los detalles. Esta expresio´n se reescribe para v = tαu
como
vτ ≥ −2βv
(m− 1) .
Por tanto sumando y restando −2βv
(m−1) y utilizando que v esta´ acotada obtenemos,
|I2| ≤
∣∣∣ ∫ τ+T
τ
∫
Ωs
e−2βs
(
vs +
2β
m− 1v
)
G dx ds
∣∣∣
+
∣∣∣ ∫ τ+T
τ
∫
Ωs
e−2βs
( 2β
m− 1 + α
)
vG dx ds
∣∣∣
≤
∫ τ+T
τ
∫
Ωs
(
(e−2βsv)s +
2βm
m− 1ve
−2βs
)
G dx ds+ c
∫ τ+T
τ
∫
Ωs
e−2βsG|v| dx ds
≤
∫ τ+T
τ
∫
Ωs
(e−2βsv)sG + ce−2βsG dx ds+ c
∫ τ+T
τ
∫
Ωs
e−2βsG dx ds.
Sea ahora R0 el radio de una bola estrictamente contenida en G, BR0(0), y
consideremos el anillo Aτ = BR(τ)(0) \ BR0(0). Por comparacio´n obtenemos que
G ≤ GA en Ωτ , siendo GA la Funcio´n de Green para Aτ . Por tanto,
|I2| ≤
∫ τ+T
τ
∫
Ωs
(
(e−2βsv)s +
2βm
m− 1ve
−2βs
)
GAs dx ds︸ ︷︷ ︸
I21
+ c
∫ τ+T
τ
∫
Ωs
e−2βsGAs dx ds.︸ ︷︷ ︸
I22
Usando la expresio´n expl´ıcita de GAτ ,
GAτ (x; x0) = c
(
|x− x0|2−N −
(R(τ)
|x0|
)N−2
|IR(τ)(x0)− x|2−N
− |x− IR0(x0)|2−N +
( R(τ)
|IR0(x0)|
)N−2
|IR(τ)(IR0(x0))− x|2−N
)
≤ c
(
|x− x0|2−N +R2−N(τ)
∣∣∣∣1− |x|R20R2(τ)|x0|
∣∣∣∣2−N ),
con IR(x) = (
R
|x|)
2x, obtenemos∫
Aτ
GAτ dx ≤ c(R(τ))2 = cδ2e2βτ ,
234 10. Comportamiento asinto´tico
y por tanto
I22 ≤ c
∫ τ+T
τ
e−2βs
∫
Ωs
GAs dx ds ≤ c
∫ τ+T
τ
e−2βs
∫
As
GAs dx ds ≤ cδ2T.
Para encontrar una estimacio´n para la integral I21 obse´rvese que para τ sufi-
cientemente grande (co´mo de grande depende u´nicamente de G) se tiene∣∣∣∣1− |x|R20R2(τ)|x0|
∣∣∣∣ ≥ 12 .
As´ı, manipulando las integrales y usando la monoton´ıa de R, se obtiene que
I21 ≤c
I︷ ︸︸ ︷∫ τ+T
τ
∫
Ωs
(e−2βsv)s|x− x0|2−N dx ds+ cR2−N(τ)
∫ τ+T
τ
∫
Ωs
(e−2βsv)s dx ds
+ c
∫ τ+T
τ
∫
Ωs
2βm
m− 1ve
−2βsGAs dx ds.
El u´ltimo te´rmino de esta expresio´n se puede estimar usando la misma idea que se
utilizo´ para I22. Para acotar I intercambiamos el orden de integracio´n:
I ≤ c
∫
Ωτ+T
|x− x0|2−N
∫ τ+T
σ(x)
(e−2βsv)s ds dx
+ cR2−N(τ)
∫
Ωτ+T
∫ τ+T
σ(x)
(e−2βsv)s ds dx ≤ cδ2(1 + e(N−2)βT ),
para una funcio´n σ concreta.
La estimacio´n para I2 es por tanto
|I2| ≤ cδ2(1 + e(N−2)βT ) + cTδ2.
Resumamos el resultado obtenido: si |x| ≤ δeβτ y τ es suficientemente grande,
entonces
1
T
(|I1|+ |I2|) ≤ ε+ c(δ + ε) + cδ
2(1 + e(N−2)βT )
T
+ cδ2,
lo que prueba la afirmacio´n (10.11). En consecuencia, tomando δ = δ(ε, T ) sufi-
cientemente pequen˜o, demostramos tambie´n el lema. 2
Una vez probada la convergencia en media, la demostracio´n del Teorema 10.3
resulta ser un lema de ca´lculo.
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Demostracio´n del Teorema 10.3. Argumentemos por contradiccio´n suponiendo
que existe una sucesio´n de puntos {(xn, τn)} con τn →∞ tal que
|xn|e−βτn → 0, n→∞ y w(xn, τn) ≥ HC?(xn) + 2ε.
Usemos de nuevo la propiedad de semiconvexidad para la EMP, escrita ahora
en te´rminos de w,
wτ ≥ −Cw,
con C una constante positiva. Integrando esta expresio´n entre τn y τn+s concluimos
que
w(xn, τn + s) ≥ w(xn, τn)e−Cs ≥ (HC?(xn) + 2ε)e−Cs.
Por tanto
WT (xn, τn) ≥ 1
T
(HC?(xn) + 2ε)
∫ T
0
e−Cs ds =
1
T
(HC?(xn) + 2ε)
(1− e−CT
C
)
≥(HC?(xn) + 2ε)(1− CT ) ≥ (HC?(xn) + 2ε)
(
1− ε
HC?(xn) + 2ε
)
=HC?(xn) + ε,
si CT < mı´n{ ε
2C
m
m−1
?
, 1
4
}.
De esta forma llegamos a una contradiccio´n con el resultado obtenido en el
Lema 10.4, quedando as´ı demostrado el teorema. 2
10.3 Formulacio´n global
En las dos secciones anteriores hemos presentado los resultados que describen
el comportamiento asinto´tico de la solucio´n de (9.1) mediante una formulacio´n en
el exterior, cerca de la frontera libre, y un l´ımite interior, cerca de los agujeros. Sin
embargo, hasta el momento no hemos podido dar ninguna representacio´n global
para el l´ımite de u cuando t tiende a infinito.
La formulacio´n global del comportamiento asinto´tico de u se obtiene combi-
nando los teoremas 10.1 y 10.3. Para ello consideremos la funcio´n
UG(x, t) =
(
BC?(x, t)− t−αC
1
m−1
? (1−H 1m (x))
)
+
. (10.12)
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Esta aproximacio´n global se caracteriza por valer 0 en la frontera fija del dominio
y por tener soporte compacto. Adema´s su interfase exterior se comporta, cuando
t es grande, como la frontera libre de BC? , y por tanto como la frontera libre de u.
Teorema 10.5 Sea C? la constante dada por (10.1) y UG la funcio´n definida
en (10.12). Entonces, si u es la solucio´n de´bil de (9.1) se tiene que
l´ım
t→∞
tα|u(x, t)− UG(x, t)| = 0,
uniformemente en x ∈ Ω.
Demostracio´n. Como BC?(x, t) = t
−αFC?(xt
−β), de la definicio´n de UG tenemos
que
tα|u(x, t)− UG(x, t)| ≤ |tαu(x, t)− C
1
m−1
? H
1
m (x)|+ |C
1
m−1
? − FC?(xt−β)|
= |tαu(x, t)−H
1
m
C?
(x)|+ |C
1
m−1
? − FC?(xt−β)|.
Para estimar el primer valor absoluto usamos la convergencia uniforme del l´ımite
interior, Teorema 10.3. El segundo valor absoluto se acota utilizando la definicio´n
de FC? . Concluimos entonces que, dado ε > 0, existen δ = δ(ε) > 0 y un tiempo
tint tales que
tα|u(x, t)− UG(x, t)| ≤ ε
si |x| ≤ δ(ε)tβ y t ≥ tint.
Una vez vista la convergencia cerca de la frontera fija, analizamos la conver-
gencia lejos de e´sta, cerca de la frontera libre. Razonando de forma similar al caso
anterior, obtenemos que
tα|u(x, t)− UG(x, t)| ≤ tα|u(x, t)−BC?(x, t)|+ |C
1
m−1
? (1−H 1m (x))|.
Se sigue del Teorema 10.1 y del comportamiento en el infinito de H que, para todo
δ > 0, y en particular para δ(ε), existe un tiempo text tal que
tα|u(x, t)− UG(x, t)| ≤ ε
si |x| ≥ δ(ε)tβ y t ≥ text.
Combinando estas dos estimaciones concluimos la convergencia global de u a
UG, es decir en x ∈ Ω, para t ≥ ma´x{text, tint}. 2
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Observacio´n 10.3 Existe una region donde el l´ımite exterior y el interior se su-
perponen, ve´ase la Figura 10.1. Es decir, si δ es suficientemente pequen˜o, se tiene
que
tα|BC? − t−αH
1
m
C?
| ≤ ε,
en la regio´n
1
δ
< |x| < δtβ.
...................................................................................................................................................
Regio´n de superposicio´n
.....................................
.....................................
1/δ δtβ
H
1/m
C⋆
BC⋆
Figura 10.1: Regio´n de superposicio´n de l´ımites
Este hecho se comprueba fa´cilmente utilizando el comportamiento de BC? cerca
del origen y el de HC? en infinito. Obse´rvese en primer lugar que
tα|BC? − t−αH
1
m
C?
| ≤ |tαBC? − C
1
m−1
? |+ |H
1
m
C?
− C
1
m−1
? |. (10.13)
As´ı, si |x| ≤ δtβ con δ pequen˜o, tenemos que
|tαBC? − C
1
m−1
? | ≤ ε
2
.
Por otro lado,
|H
1
m
C?
− C
1
m−1
? | ≤ ε
2
si |x| > 1
δ
y δ pequen˜o.
Estas dos estimaciones nos permiten acotar la expresio´n (10.13) y concluir que
tα|BC? − t−αH
1
m
C?
| ≤ ε
si |x| pertenece a la regio´n (1
δ
, δtβ) para δ pequen˜o.
De forma ana´loga se demuestra que, si x ∈ (1
δ
, δtβ), δ es pequen˜o y t es suficien-
temente grande, entonces u se comporta simulta´neamente como el l´ımite exterior
y el interior.
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Para concluir el cap´ıtulo demostramos que tambie´n hay convergencia de u a la
aproximacio´n global UG en norma L
1(Ω).
Corolario 10.6 Sean u y UG como en el Teorema 10.5. Entonces
l´ım
t→∞
‖u(x, t)− UG(x, t)‖L1(Ω) = 0.
Demostracio´n. En primer lugar obse´rvese que, como tanto la frontera libre de
u como la de UG se propagan como O(tβ), existe una constante C tal que ambas
funciones se anulan en el conjunto |x| ≥ Ctβ. Por tanto, utilizando el teorema de
convergencia a la aproximacio´n global, Teorema 10.5, tenemos que∫
Ω
|u(x, t)−UG(x, t)| dx
=
∫
|x|≤Ctβ
|u(x, t)− UG(x, t)| dx+
∫
|x|≥Ctβ
|u(x, t)− UG(x, t)| dx
≤
∫
|x|≤Ctβ
t−αε dx = t−αε(Ctβ)N = CNε
para t suficientemente grande. El hecho de que ε sea arbitrariamente pequen˜o
implica la convergencia en L1(Ω). 2
Observacio´n 10.4 En esta parte de la Memoria hemos trabajado con datos ini-
ciales de soporte compacto, y por tanto este resultado de convergencia en L1 se
enuncia y demuestra para esta clase de datos. Sin embargo, se puede extender a
datos iniciales ma´s generales, u0 ∈ L1(Ω), utilizando un argumento de densidad,
ve´ase [107].
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1. Capacidad. Dado un conjunto acotadoQ, la capacidad deQ se define como el
l´ımite de las capacidades de una sucesio´n anidada de conjuntos acotados regulares
que aproximan a Q. Equivalentemente, utilizando la caracterizacio´n variacional,
se define la capacidad de Q como
cap1,2(Q) = ı´nf
Φ∈K
∫
|∇Φ|2,
donde K = {Φ ∈ C10(RN) : Φ = 1 en Q}, ve´anse por ejemplo [65], [86].
Podemos calcular la pe´rdida de masa de la solucio´n de los problemas definidos
en cada uno de los dominios de la sucesio´n que aproxima a Q en te´rminos de su
capacidad. Si la capacidad l´ımite es 0, entonces el problema l´ımite, definido en Q,
no pierde masa.
2. p-Laplaciano. Consideremos ahora soluciones u de la ecuacio´n p-laplaciana
de evolucio´n (EPL en lo que sigue),
ut = ∆pu = div(|∇u|p−2∇u), (x, t) ∈ Ω× (0,∞),
u(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞),
u(x, 0) = u0(x), x ∈ Ω,
con p > 2.
Al igual que suced´ıa en el caso de la EMP con las funciones Barenblatt, para
la EPL tambie´n existen unas soluciones fuente. Estas son de la forma
BC(x, t) = t
−αp
(
C − k
( |x|
tβp
) p
p−1
) p−1
p−2
+
,
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donde
αp =
N
N(p− 2) + p, βp =
1
N(p− 2) + p, k =
p− 2
p
β
1
p−1
p .
La constante C de la solucio´n fuente se relaciona con la masa M de la solucio´n
mediante la siguiente expresio´n,
C = c(p,N)M
p(p−2)
p−1 βp .
En este caso tambie´n podemos definir una funcio´n Φp que mide la p-capacidad
del agujero G; es decir, Φp es una funcio´n p-armo´nica, que vale 1 en ∂Ω y tiende
a 0 cuando |x| → ∞.
Nos gustar´ıa demostrar un resultado ana´logo al Teorema 10.5 para la solucio´n
u de la EPL.
Teorema. Sea u una solucio´n de la EPL. Existe una constante Cp tal que
Up(x, t) = BCp(x, t)− t−αpC
p−2
p−1
p Φp(x)
es una aproximacio´n global para u; es decir,
tαp |u(x, t)− Up(x, t)| → 0
uniformemente cuando t→∞.
Recordemos que uno de los puntos fundamentales en el ana´lisis del compor-
tamiento asinto´tico de la EMP fue determinar la masa l´ımite de la solucio´n, o
lo que es equivalente, determinar la constante asinto´tica C?. El ca´lculo de dicha
constante se realizo´ utilizando la ley de conservacio´n demostrada en la Seccio´n 9.2
del Cap´ıtulo 9. Intentemos reproducir esta idea para la EPL. Para ello definimos
I(t) =
∫
Ω
f(x)u(x, t) dx.
Como u es de soporte compacto, integrando por partes en Ω obtenemos que
dI
dt
=
∫
Ω
fut dx = −
∫
Ω
|∇u|p−2∇f · ∇u dx.
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Obse´rvese que, llegados a este punto, no podemos continuar con el mismo desarrollo
que el hecho para la EMP. La principal dificultad que nos encontramos es que el
operador p-laplaciano no es autoadjunto.
Podr´ıamos demostrar por tanto, al igual que hicimos para la EMP, que el l´ımite
exterior es una solucio´n fuente BC a lo largo de subsucesiones, pero al no conocer
la masa asinto´tica, no podemos concluir la convergencia independientemente de la
subsucesio´n escogida.
3. Hot spots. Una posible extensio´n de los resultados presentados en esta parte
de la memoria consiste en determinar los hot spots, H(t), del problema (9.1); es
decir, estudiar el movimiento de los puntos determinados por
H(t) = {x ∈ Ω : u(x, t) = ma´x
y∈Ω
u(y, t)},
cuando t→∞.
Cuando N = 1, el comportamiento de H(t) se concluye directamente de la
convergencia de u a la solucio´n dipolo.
Sea
H+(t) = sup
x∈H(t)
|x|, H−(t) = ı´nf
x∈H(t)
|x|.
Si llamamos ξ? al u´nico punto donde el perfil del dipolo alcanza un ma´ximo, en-
tonces
l´ım
t→∞
H±(t)
t
1
2m
= ξ?.
Para N general, so´lo se conocen resultados parciales para el caso m = 1.
En [75], se prueba que si Ω = RN \ BR(0) entonces
l´ım
t→∞
H±(t)
t
1
N
= (2(N − 2)RN−2) 1N , N ≥ 3,
l´ım
t→∞
H±(t)
(t log t)
1
2
=
√
2, N = 2.
En el caso que nos ocupa a nosotros, m > 1 y N ≥ 3, la existencia de la aproxi-
macio´n global UG, ve´ase el Teorema 10.5, implica que los hot spots se localizan en
la regio´n donde el comportamiento exterior y el interior se superponen. Se verifica
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adema´s que
H±(t)→∞, H±(t)
tβ
→ 0
cuando t→∞.
Aunque el comportamiento exacto de H(t) es un problema abierto, conjetura-
mos que debera´ ser como el caso de una dimensio´n espacial: H(t) se debera´ mover
como el ma´ximo de la aproximacio´n global,
H±(t) ∼ O(t
2β
N ).
4. Datos de frontera con decaimiento ra´pido. Otro aspecto a tener en
cuenta es el ana´lisis del comportamiento de u cuando se sustituye el dato de fron-
tera trivial por uno de la forma
0 ≤ u(x, t) ≤ ct−σ, x ∈ ∂Ω,
con σ ≥ α. En este caso se pueden seguir utilizando las funciones tipo Barenblatt
como supersoluciones. Por tanto el teorema de convergencia sigue siendo cierto y
adema´s la frontera libre se mueve como O(tβ).
Por otro lado, si
u(x, t) = ψ(x)t−σ, x ∈ ∂Ω,
donde σ ∈ (−∞, 1
m
) y ψ es una funcio´n no trivial, no negativa y acotada, la frontera
libre de u se mueve como O(tβm(1−σ(m−1))), ve´ase [101].
A la vista de estos dos resultados se observa que todav´ıa no esta´ cubierto todo
el rango de posibles valores para σ, ya que falta por estudiar el caso en el que u
decae como
0 ≤ u(x, t) ≤ ct−σ, x ∈ ∂Ω,
para σ ∈ [ 1
m
, α).
5. Ecuacio´n del calor y difusio´n ra´pida. Otros datos iniciales. El pro-
blema (9.1) restringido am = 1, es decir, la ecuacio´n del calor, y con datos iniciales
de la forma
u0 ∼ C|x|−γ, γ > 0
se estudia en [72], tanto para γ > N como para γ ≤ N .
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Si γ > N se obtienen resultados similares a los descritos en esta parte de la
memoria, exceptuando los relativos al comportamiento de la frontera libre. Las
te´cnicas descritas en los cap´ıtulos anteriores permiten extender estos resultados
a datos ma´s generales, u0 ∈ L1(Ω), e incluso desarrollar la misma teor´ıa para el
problema con difusio´n ra´pida (m < 1).
En el caso γ ≤ N las demostraciones presentadas en [72] dependen de la linea-
lidad del problema y por tanto no se pueden aplicar cuando m 6= 1. Sin embargo, el
caso m 6= 1 s´ı se puede tratar con las herramientas descritas en esta Memoria para
datos iniciales de soporte compacto. Se puede demostrar que el comportamiento
exterior de la solucio´n viene dado por una solucio´n autosemejante de la EMP, defi-
nida en todo el espacio y con el decaimiento apropiado en infinito. Estas soluciones
autosemejantes, construidas en [4], se unen, utilizando la te´cnica de matching, con
la solucio´n cuasi-estacionaria que define el comportamiento en el interior. El agu-
jero del dominio no produce ningu´n efecto sobre el desarrollo exterior, ya que es
insignificante comparado con el taman˜o de la solucio´n en infinito.

IV
Ape´ndices

AUn me´todo totalmente discreto
Este ape´ndice pretende recoger los resultados obtenidos cuando se discretiza total-
mente, en espacio y en tiempo, una ecuacio´n parabo´lica con difusio´n no lineal y con
un flujo no lineal de tipo potencia a trave´s de la frontera.
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A.1 Preliminares
Como ya comentamos en el cap´ıtulo dedicado a conclusiones y comentarios de
la Parte I de esta Memoria, al estudiar un me´todo nume´rico disen˜ado para re-
solver problemas parabo´licos, no so´lo se debe discretizar la variable espacial, sino
que tambie´n ha de tenerse en cuenta la discretizacio´n temporal. En el me´todo
utilizado en el Cap´ıtulo 5 se consideraba la variable t continua y se discretizaba
u´nicamente en espacio. Para completar el estudio queremos presentar brevemente
un me´todo adaptativo totalmente discreto para un problema con una u´nica ecua-
cio´n parabo´lica y flujo no lineal a trave´s de la frontera. El objetivo es el mismo
que nos plantea´bamos en el Cap´ıtulo 5: reproducir correctamente las propiedades
de explosio´n de un problema dado.
Consideremos el problema
ut(x, t) = (u
m)xx(x, t), (x, t) ∈ (0, 1)× (0, T ),
(um)x(0, t) = 0, t ∈ (0, T ),
(um)x(1, t) = u
p(1, t), t ∈ (0, T ),
(A.1)
con un dato inicial u(x, 0) = f(x), x ∈ (0, 1), estrictamente positivo y compatible
con los datos de frontera.
Antes de desarrollar el me´todo totalmente discreto para (A.1), resumamos bre-
vemente los resultados continuos conocidos para este problema, ve´ase [58] para
los detalles:
1. Para todo dato inicial positivo, las soluciones explotan si y solo si
p > mı´n
{
1,
m+ 1
2
}
.
2. Si u explota la tasa de explosio´n viene dada por
‖u(·, t)‖∞ ∼ (T − t)−γ, γ = 1
ma´x{p− 1, 2p− (m+ 1)} .
3. El conjunto de explosio´n es, [35], [58],
B(u) =
 [0, 1], 1 < p ≤ m,{1}, p > m.
Feno´menos no lineales en problemas parabo´licos 249
Observacio´n A.1 En el caso que tratamos aqu´ı no aparece la posibilidad de
explosio´n regional por ser el intervalo de definicio´n del problema pequen˜o. Si tra-
bajamos en [0, L] con L grande y p = m la explosio´n es regional.
Un primer intento para aproximar el problema (A.1) es el realizado en [53], que
considera un esquema semidiscreto basado en la discretizacio´n espacial con malla
fija de taman˜o h y manteniendo la variable temporal continua. Los resultados
obtenidos se enuncian a continuacio´n:
1. La aproximacio´n nume´rica U explota si y solo si p > 1.
2. La tasa de explosio´n de U viene dada por
‖U(t)‖∞ ∼ (Th − t)−
1
p−1 ,
donde Th denota el tiempo de explosio´n de U .
3. El conjunto de explosio´n de U es
B(U) = [1−Kh, 1],
siendo K una constante que depende so´lo de p y de m. Al igual que en el
Cap´ıtulo 5, B(U) se entiende como el conjunto de explosio´n de la interpolada
de Lagrange, U I , de U en los nodos de la malla.
Se observa por tanto que el esquema con malla fija no reproduce correctamente
las propiedades de explosio´n de la solucio´n continua del problema (A.1) cuando
p > m.
El objetivo del ape´ndice es desarrollar un me´todo adaptativo en espacio, ins-
pirado en [54] y en las ideas descritas en el Cap´ıtulo 5, que permita reproducir
el comportamiento de la solucio´n continua. La discretizacio´n espacial se combina
con una discretizacio´n temporal basada en ideas de [2]. Para la integracio´n tem-
poral presentamos extensamente un me´todo de Euler expl´ıcito con paso de tiempo
adaptativo. Se comentara´ brevemente co´mo adaptar la te´cnica descrita en [2] a un
me´todo Euler impl´ıcito.
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Observacio´n A.2 Aunque los me´todos expl´ıcitos no son adecuados para resolver
discretizaciones de problemas parabo´licos, ya que e´stos dan lugar a problemas stiff,
los hemos utilizado aqu´ı, por ser ma´s sencillos a la hora de ilustrar la teor´ıa general.
Este ape´ndice pretende u´nicamente ilustrar co´mo construir un me´todo adap-
tativo totalmente discreto; por tanto so´lo enunciaremos los resultados ma´s sig-
nificativos. El Teorema A.1 muestra que el me´todo que desarrollamos reproduce
correctamente las propiedades de explosio´n del problema (A.1). El lector interesado
puede encontrar los detalles y las demostraciones en [17].
A.2 El me´todo adaptativo
El esquema adaptativo totalmente discreto que describimos a continuacio´n se
construye siguiendo tres pasos:
discretizacio´n espacial;
discretizacio´n temporal adaptativa;
refinado de la malla espacial.
1. Discretizacio´n espacial. Siguiendo la misma idea que la descrita en el
Cap´ıtulo 5 consideramos el conjunto de nodos, {x0, . . . , xN} con x0 = 0, xN = 1,
y buscamos una aproximacio´n nume´rica
U(t) = (u0(t), . . . , uN(t)) ≈ (u(x0, t), . . . , u(xN , t))
que sea solucio´n del sistema de ecuaciones ordinarias
u′0 =
2
h21
(um1 − um0 ),
u′i =
2
hi+1 + hi
(
umi+1 − umi
hi+1
− u
m
i − umi−1
hi
)
, 1 ≤ i ≤ N − 1,
u′N =
2
h2N
(umN−1 − umN) +
2
hN
upN ,
(A.2)
donde hi = xi − xi−1 y con dato inicial
ui(0) = f(xi), 0 ≤ i ≤ N.
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2. Discretizacio´n temporal. Para discretizar la variable temporal se pueden
utilizar diversos me´todos. Describiremos aqu´ı con detalle un esquema de Euler
expl´ıcito y explicaremos brevemente el me´todo de Euler impl´ıcito. Aunque no
nos centraremos aqu´ı en me´todos Runge-Kutta de mayor orden, e´stos tambie´n
se pueden usar para la integracio´n temporal. La idea para ello es la misma que
mostramos a continuacio´n.
Fijemos primero la notacio´n. Sea U j = (uj1, . . . , u
j
N) la discretizacio´n de U(t)
en un tiempo tj y τj el paso de tiempo adaptativo, que sera´ elegido por el me´todo
usado para la discretizacio´n temporal. Se cumple entonces que
tj =
j∑
k=1
τk.
Me´todo de Euler expl´ıcito. Inspirados en [2], elegimos el paso de tiempo τj
segu´n la siguiente regla
τj(u
j
N)
2p−m = λ, p > m,
τj(u
j
N)
p = λ, p ≤ m,
(A.3)
donde el para´metro del me´todo, λ, tiene que ser pequen˜o para que se cumpla una
determinada condicio´n de estabilidad propia los me´todos expl´ıcitos. Obse´rvese que,
segu´n esta definicio´n, el paso de la discretizacio´n temporal τj decrece cuando la
solucio´n crece (es decir, segu´n avanza el tiempo t).
Aplicando entonces el me´todo de Euler expl´ıcito a (A.2), obtenemos
uj+10 − uj0
τj
=
2
h21
((uj1)
m − (uj0)m),
uj+1i − uji
τj
=
2
hi+1 + hi
(
(uji+1)
m − (uji )m
hi+1
− (u
j
i )
m − (uji−1)m
hi
)
,
uj+1N − ujN
τj
=
2
h2N
((ujN−1)
m − (ujN)m) +
2
hN
(ujN)
p,
(A.4)
con 1 ≤ i ≤ N − 1.
Me´todo de Euler impl´ıcito. De forma ana´loga al esquema expl´ıcito definimos
el me´todo impl´ıcito. Elegimos τj segu´n la fo´rmula (A.3), sin imponer ahora ninguna
restriccio´n sobre el taman˜o del para´metro λ. En este caso, la parte correspondiente
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a la discretizacio´n de (um)xx se evalu´a en el tiempo t
j+1. As´ı, el sistema (A.2) se
convierte en
uj+10 − uj0
τj
=
2
h21
((uj+11 )
m − (uj+10 )m),
uj+1i − uji
τj
=
2
hi+1 + hi
(
(uj+1i+1 )
m − (uj+1i )m
hi+1
− (u
j+1
i )
m − (uj+1i−1 )m
hi
)
,
uj+1N − ujN
τj
=
2
h2N
((uj+1N−1)
m − (uj+1N )m) +
2
hN
(ujN)
p,
con 1 ≤ i ≤ N − 1.
No´tese que este me´todo no es totalmente impl´ıcito, ya que la discretizacio´n de
la condicio´n de frontera no lineal up se evalu´a en tiempo tj, cuando deber´ıa ser
evaluada en tj+1. Este hecho evita, cuando m = 1, tener que resolver un sistema
no lineal en cada paso. Si m 6= 1 no aporta ninguna ventaja, ya que en este caso
la no linealidad aparece tambie´n a trave´s del te´rmino de difusio´n (um)xx.
Me´todos de cualquier orden. Describamos brevemente co´mo construir me´to-
dos de cualquier orden con un paso de tiempo adaptativo. Siguiendo las ideas
descritas en [2] introducimos una nueva variable temporal s = s(t) para el proble-
ma semidiscreto (A.2), de forma que Û(s) = U(t(s)). Elegimos s para que Û(s)
este´ definida globalmente y as´ı poder usar un me´todo de paso de tiempo fijo. El
cambio de escala viene dado por
dt
ds
=
1
uηN(s)
,
t(0) = 0,
(A.5)
donde el para´metro η se elegira´ ma´s adelante en funcio´n de p y m.
En estas condiciones reescribimos el sistema (A.2) en te´rminos de Û y s como
uˆηN uˆ
′
0 =
2
h21
(uˆm1 − uˆm0 ),
uˆηN uˆ
′
i =
2
hi+1 + hi
(
uˆmi+1 − uˆmi
hi+1
− uˆ
m
i − uˆmi−1
hi
)
, 1 ≤ i ≤ N − 1,
uˆηN uˆ
′
N =
2
h2N
(uˆmN−1 − uˆmN) +
2
hN
uˆpN ,
(A.6)
con uˆi(0) = f(xi), 0 ≤ i ≤ N .
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La idea del me´todo consiste en definir discretizaciones temporales adaptativas
para el sistema (A.2) a partir de esquemas con paso fijo λ para (A.5)–(A.6). Veamos
co´mo hacerlo con un ejemplo concreto.
Si discretizamos (A.5) con un me´todo de Euler expl´ıcito, obtenemos
tj+1 − tj
λ
=
1
(ujN+1)
η
,
t(0) = 0.
(A.7)
El sistema (A.6) se convierte entonces en
uˆηN
uˆj+10 − uˆj0
λ
=
2
h21
((uˆj1)
m − (uˆj0)m),
uˆηN
uˆj+1i − uˆji
λ
=
2
hi+1 + hi
(
(uˆji+1)
m − (uˆji )m
hi+1
− (uˆ
j
i )
m − (uˆji−1)m
hi
)
,
uˆηN
uˆj+1N − uˆjN
λ
=
2
h2N
((uˆjN−1)
m − (uˆjN)m) +
2
hN
(uˆjN)
p,
(A.8)
con 1 ≤ i ≤ N − 1. Si definimos ahora τj = tj+1 − tj, y denotamos U j = Û j,
entonces (A.8) coincide con el esquema (A.4) descrito anteriormente. Adema´s, si
η =
{
2p−m, p > m,
p, p ≤ m,
de (A.7) obtenemos que el paso de tiempo adaptativo, τj, verifica la definicio´n
dada en (A.3).
3. Refinado de la malla. El me´todo utilizado para refinar la malla espacial
utiliza la te´cnica que describimos en el Cap´ıtulo 5: se an˜ade un nuevo punto a la
malla cada vez que una cierta cantidad alcanza una tolerancia dada.
Centre´monos en el caso en el que la discretizacio´n temporal se realiza utilizando
un me´todo de Euler expl´ıcito y consideremos u´nicamente el caso p > m, ya que,
cuando p ≤ m el esquema con paso fijo reproduce correctamente las condiciones
de explosio´n del sistema continuo.
Siguiendo los argumentos del Cap´ıtulo 5, podemos elegir una constante r tal
que la condicio´n
r(ujN)
2p−m ≤ u
j+1
N − ujN
τj
(A.9)
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se verifique inicialmente. La idea que reside detra´s de esta eleccio´n es la de conse-
guir que el problema discreto tenga la misma tasa de explosio´n que el problema
continuo.
Por otro lado, como la ecuacio´n que describe el comportamiento del u´ltimo
nodo es
uj+1N − ujN = τj
(
2
h2N
((ujN−1)
m − (ujN)m) +
2
hN
(ujN)
p
)
, (A.10)
la expresio´n (A.9) es equivalente a
r(ujN)
2p−m ≤ 2
h2N
((ujN−1)
m − (ujN)m) +
2
hN
(ujN)
p ≤ c2(ujN)2p−m. (A.11)
As´ı, si definimos
R(j;hN) =
2
h2N
((ujN−1)
m − (ujN)m) + 2hN (u
j
N)
p
(ujN)
2p−m ,
siguiendo los argumentos descritos en el Cap´ıtulo 5, tendremos que an˜adir un nuevo
punto a la malla espacial siempre que R(j;hN) ≤ r.
A.3 Propiedades de la solucio´n nume´rica adaptativa
Sea uh,λ la solucio´n nume´rica de (A.1), obtenida por interpolacio´n en espacio y
tiempo a partir de U j. Recordemos que h denota el taman˜o de la malla espacial y
λ es el para´metro de la discretizacio´n temporal. De forma ana´loga a la definicio´n
de explosio´n en el problema continuo, diremos que uh,λ explota si existe un tiempo
finito Th,λ tal que
l´ım
t↗Th,λ
‖uh,λ(·, t)‖∞ =∞.
No´tese que si Th,λ es el tiempo de explosio´n de la solucio´n nume´rica, se tiene
que
Th,λ =
∞∑
k=0
τk. (A.12)
Observacio´n A.3 La solucio´n del me´todo nume´rico explota en tiempo finito si
ujN →∞ cuando j →∞ y adema´s la serie (A.12) converge.
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El resultado que enunciamos a continuacio´n afirma que la solucio´n nume´rica
obtenida al discretizar (A.1) mediante un me´todo adaptativo (diferencias finitas
en espacio y Euler expl´ıcito en tiempo), reproduce correctamente las propiedades
de explosio´n de la solucio´n continua, u.
Teorema A.1 Sea u una solucio´n de (A.1) creciente en espacio, suficientemente
regular y que explota en tiempo T y sea uh,λ la aproximacio´n nume´rica obtenida con
el me´todo adaptativo descrito en la Seccio´n A.2. Entonces para τ > 0, 0 < τ < T ,
uh,λ converge uniformemente a u en conjuntos de la forma [0, 1] × [0, T − τ ]. Es
ma´s:
(i) La solucio´n nume´rica uh,λ explota si y so´lo si
p > mı´n
{
1,
m+ 1
2
}
.
(ii) Si uh,λ explota en tiempo Th,λ, su tasa de explosio´n viene dada por
‖uh,λ(·, t)‖∞ ∼ (Th,λ − tj)−γ, γ = 1
ma´x{p− 1, 2p− (m+ 1)} .
(iii) Cuando uh,λ explota su conjunto de explosio´n viene dado por
B(uh,λ) =
 {1}, p > m,[0, 1], p ≤ m.
Demostramos tambie´n la convergencia del tiempo de explosio´n discreto al con-
tinuo, obteniendo en el caso m = 1 una cota para |Th,λ − T | en te´rminos de h
y λ.
Teorema A.2 Sean T y Th,λ los tiempos de explosio´n de u y uh,λ respectivamente.
Entonces,
l´ım
(h,λ)→(0,0)
|Th,λ − T | = 0.
Es ma´s, si m = 1, existen α > 0 y C > 0 tales que
|Th,λ − T | ≤ C(h2 + λ)α.
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La idea principal de la demostracio´n de la segunda parte de este teorema (el
caso m = 1) es encontrar una supersolucio´n, e para la ecuacio´n que verifica el
error, e, y de forma que
e(x, t) ≤ C(h2 + λ)(T − t)−η. (A.13)
Esto permite encontrar una cota, en funcio´n de h y λ, para |Th,λ − T |.
El resultado cuando m 6= 1 no es tan fuerte, ya que so´lo afirma que |Th,λ − T |
tiende a cero, pero no determina co´mo lo hace. No hemos podido demostrar el
resultado ana´logo al del caso m = 1, ya que para construir la supersolucio´n e y
obtener la cota (A.13) se uso´ la linealidad de la ecuacio´n que verifica el error.
BContinuidad de las soluciones de
la ecuacio´n de filtracio´n
Resumimos aqu´ı los resultados relacionados con la continuidad de soluciones de la
ecuacio´n de filtracio´n. Recordemos que dicha ecuacio´n se uso´ repetidas veces en la
Parte II para definir la trasformacio´n densidad-presio´n.
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B.1 Preliminares
La posible continuidad de las soluciones de´biles de la ecuacio´n de filtracio´n
ρt = ∆Φ(ρ) (B.1)
en funcio´n de las condiciones impuestas sobre Φ ha sido ampliamente estudiada,
ve´ase por ejemplo [45], [46], [103], [117].
Como vimos en el Cap´ıtulo 6 (Seccio´n 6.3), gracias a la transformacio´n
u = P(ρ) ≡
∫ ρ
c
Φ′(s)
s
ds
podemos convertir soluciones u de
ut = a(u)∆u+ |∇u|2
en soluciones ρ de (B.1). La relacio´n entre ambas ecuaciones queda determinada
por la fo´rmula
a(u) = Φ′(P−1(u)) > 0. (B.2)
Esta definicio´n introduce algunas restricciones que tendra´n que ser tenidas en
cuenta a la hora de estudiar la posible continuidad de la solucio´n ρ. Entre estas
limitaciones cabe destacar la impuesta por la condicio´n
a(u) ≤ ku (B.3)
introducida en la Seccio´n 6.1.
La teor´ıa para la ecuacio´n de filtracio´n (B.1) esta´ enunciada para funciones Φ
tales que Φ′ esta´ localmente acotada, tanto superior como inferiormente, ve´ase [46]
y [117]. Obse´rvese que los resultados presentados en estos trabajos no se pueden
utilizar en nuestro caso: la definicio´n de Φ′, (B.2), junto con la hipo´tesis (B.3) no
nos permite asegurar que Φ′ este´ acotada inferiormente.
Afortunadamente esta situacio´n queda cubierta por [45] y [103], como veremos
en la siguiente seccio´n.
Antes de enunciar el Teorema B.1, que asegura la continuidad de soluciones de
la ecuacio´n (B.1) bajo nuestras hipo´tesis, recordemos la importancia que de hecho
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tiene que tales soluciones sean continuas, recordando los resultados en los que es
necesaria dicha regularidad y esbozando su demostracio´n.
La continuidad de las soluciones de (B.1) se usa por primera vez en la Pro-
posicio´n 7.1, que afirma la existencia de soluciones de viscosidad maximales. La
demostracio´n de esta proposicio´n comenzaba probando que la funcio´n u es una
funcio´n continua. Luego se ver´ıa que adema´s es una solucio´n de viscosidad.
Es para probar que u es continua donde utilizamos la continuidad de ρ. En lugar
de hacer un estudio de la regularidad de la ecuacio´n, se obtiene el resultado como
consecuencia de la transformacio´n densidad-presio´n, que permite transformar las
funciones uε en soluciones ρε, y de la continuidad de las soluciones de la ecuacio´n
de filtracio´n.
Tambie´n se utiliza la continuidad de ρ en la demostracio´n de la Proposicio´n 7.5.
Recordemos que para demostrar esta proposicio´n part´ıamos de un dato inicial
ρ0 ≥ 0 continuo y acotado, que era aproximado por datos iniciales positivos ρ0,ε(x).
En esta situacio´n, la teor´ıa de ecuaciones parabo´licas cuasilineales, [84], afirma
que el problema de Cauchy (B.1) asociado a cada ρ0,ε tiene una u´nica solucio´n.
Adema´s las soluciones ρε son cla´sicas y forman una sucesio´n decreciente, cuyo
l´ımite ρ es continuo (como veremos a continuacio´n). Por tanto, la sucesio´n {ρε}
converge localmente uniformemente a ρ.
B.2 Teorema de Continuidad
Para poder establecer la continuidad de las soluciones de la ecuacio´n de filtra-
cio´n (B.1) utilizando [45], en primer lugar definimos
v = Φ(ρ), β = Φ−1.
As´ı, reescribimos (B.1) como
β(v)t −∆v = 0. (B.4)
Sea Ω un dominio de RN . Definimos el dominio cil´ındrico ΩT ≡ Ω × (0, T ),
para T > 0.
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Definicio´n B.1 Diremos que la funcio´n v ∈ L2loc(0, T ;W 1,2loc (Ω)) es una solucio´n
de´bil de (B.4) si
t→ β(v(·, t)) es de´bilmente continua en L2loc(Ω),∫
Ω
β(v)ϕ(x, s) dx
∣∣∣∣s=t2
s=t1
+
∫ t2
t1
∫
Ω
−β(v)ϕt +∇v · ∇ϕdx ds = 0
para toda funcio´n test ϕ ∈ W 1,2loc (0, T ;L2loc(Ω)) ∩ L2loc(0, T ;W 1,20 (Ω)).
Obse´rvese que, debido a la definicio´n de β como β = Φ−1, e´sta hereda las
propiedades de Φ. Es decir:
la funcio´n β : [0,∞)→ [0,∞) es de clase C2(0,∞);
para todo v > 0 se verifica β′ > 0;
β(0) = 0;
β esta´ acotada sobre compactos;
β′(v) ≥ C, por ser Φ′(ρ) = a(u) ≤ C.
Esta u´ltima condicio´n aparece en [45] como necesaria para poder establecer que
las soluciones de´biles acotadas v son continuas y que adema´s tienen un mo´du-
lo uniforme de continuidad. Enunciamos a continuacio´n el teorema que aparece
en [45].
Teorema B.1 (E. DiBenedetto, V. Vespri, [45]) Sea v una solucio´n de´bil de
la ecuacio´n de filtracio´n (B.4) en el sentido de la Definicio´n B.1. Supongamos que
β verifica las hipo´tesis anteriores y que
‖v‖∞,ΩT ≤M.
Entonces v es continua en ΩT .
Adema´s, para cada compacto K ⊂ ΩT , existe un mo´dulo uniforme de continui-
dad. Es decir, existe una funcio´n continua, no negativa y estrictamente creciente
ω : K → R,
s→ ωdatos,K(s), ωdatos,K(0) = 0.
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Esta funcio´n que se puede determinar a priori u´nicamente en funcio´n de los datos
y de la distancia de K a la frontera parabo´lica de ΩT , es tal que
|u(x1, t1)− u(x2, t2)| ≤ ωdatos,K(|x1 − x2|+ |t1 − t2| 12 ),
para todo par de puntos (xi, ti) ∈ K, i = 1, 2.
En la situacio´n que hemos descrito, para poder aplicar este teorema y poder
asegurar que ρ es continua, falta comprobar que v, la solucio´n de´bil de (B.4),
verifica
‖v‖∞,ΩT ≤M,
conM > 0 una constante. Para demostrar este hecho, basta observar que v = Φ(ρ),
de donde obtenemos, utilizando de nuevo la definicio´n de Φ′, que ‖Φ(ρ)‖∞,ΩT ≤M .
Por tanto concluimos que v es continua. Esta continuidad se traslada au-
toma´ticamente a la solucio´n ρ de (B.1) usando que β es continua y que adema´s
ρ(x, t) = β(v(x, t)). De esta forma obtenemos el mo´dulo de continuidad para solu-
ciones ρ acotadas de la ecuacio´n de filtracio´n.

CComportamiento exterior de la
EMP. Un ejemplo radial
En este ape´ndice pretendemos ilustrar los resultados descritos en la Parte III de
la Memoria. Utilizando un ejemplo con simetr´ıa radial calculamos expl´ıcitamente
la constante asinto´tica del problema e implementamos un me´todo nume´rico que
permite observar tanto la convergencia de la solucio´n a su l´ımite exterior y a su
l´ımite interior como el avance de la frontera libre.
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C.1 Preliminares
Sea Ω = RN \ G con G la bola de radio 1 centrada en el origen, B1(0). El
objetivo de este ape´ndice es estudiar el comportamiento de
ut = ∆u
m, (x, t) ∈ Ω× (0,∞),
u(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞),
u(x, 0) = u0(x), x ∈ Ω,
(C.1)
cuando u0 es un dato inicial radial.
Obse´rvese que, como tanto el dominio de definicio´n del problema como el dato
inicial tienen simetr´ıa radial, la solucio´n u del problema tambie´n es radial. En
consecuencia, el problema que estamos estudiando, (C.1), se puede reescribir como
ut = (u
m)rr +
N − 1
r
ur, (r, t) ∈ (1,∞)× (0,∞),
u(1, t) = 0, t ∈ (0,∞),
u(r, 0) = u0(r), r ∈ (1,∞).
(C.2)
Centre´monos en el caso concreto en el que el dato inicial es
u0(r) = ((1− r)(r − 10))+.
Tomemos N = 3 y m = 2. Los exponentes de autosemejanza α y β, que
describen el decaimiento de la solucio´n y la velocidad de avance de la frontera
libre respectivamente, son entonces
α =
N
N(m− 1) + 2 =
3
5
, β =
1
N(m− 1) + 2 =
1
5
.
Con estos para´metros y teniendo en cuenta la simetr´ıa radial del problema, la
solucio´n de Barenblatt que describe el comportamiento exterior de u es
BC?(r, t) = t
−α
(
C? − β(m− 1)
2m
r2
t2β
) 1
m−1
+
= t−
3
5
(
C? − 1
20
r2
t
2
5
) 1
2
+
.
El l´ımite interior viene dado por la funcio´n armo´nica
t−α(HC?(r))
1
m = t−αC
1
m−1
? (H(r))
1
m = t−
3
5C?
(
1− 1
r
) 1
m
.
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Obse´rvese que, de las dos expresiones anteriores, se deduce que para determinar
exactamente el comportamiento cuando t tiende a infinito de u es necesario conocer
la constante asinto´tica del problema, C?. En este ejemplo concreto, utilizando la
fo´rmula (10.1), obtenemos
C? =
(
1
k(m,N)
∫
Ω
H(x)u0(x) dx
)2(m−1)β
=
(
4pi
k(m,N)
∫ 10
1
(r − 1)2(10− r)r dr
) 2
5
≈ 9.705,
siendo k(m,N) = 20
3
2 · 8 · pi
15
≈ 149.8627.
C.2 Resultados nume´ricos
Utilizando un esquema nume´rico apropiado podemos aproximar la solucio´n
del problema radial (C.2) e ilustrar as´ı su comportamiento asinto´tico. El me´todo
nume´rico que implementamos consta de tres pasos:
front tracking ; 1
discretizacio´n espacial;
discretizacio´n temporal.
El algoritmo de front tracking que usamos para determinar la frontera libre utiliza
ideas descritas en [44] y [73]. La discretizacio´n de la variable r se hace mediante un
esquema en diferencias finitas manteniendo la variable t continua. Resolvemos el
sistema de ecuaciones diferenciales ordinarias que resulta con el integrador ODE15s
que proporciona Matlabr para este tipo de problemas.
Mostramos en primer lugar, Figura C.1, como evoluciona la solucio´n con el
tiempo. La l´ınea punteada representa la solucio´n en el tiempo t = 104. Represen-
tamos mediante “punto-raya” a la solucio´n en t = 105. El resto de las l´ıneas, las de
1Una posible traduccio´n al espan˜ol ser´ıa “persecucio´n de la frontera”. Preferimos el te´rmino
anglosajo´n, por ser ma´s habitual.
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Figura C.1: Evolucio´n de u
trazo continuo, corresponden a tiempos intermedios entre 104 y 105. En la figura
se observa que la solucio´n decrece y la frontera libre crece segu´n avanza el tiempo.
Una vez vista la evolucio´n temporal de la solucio´n nos centramos en mostrar su
comportamiento asinto´tico. Para ello dibujamos en las escalas correspondientes al
l´ımite interior y exterior la solucio´n del problema obtenida para el tiempo t = 104.
 
 
0 20
0
12
r
tαu(r, t)
Funcio´n armo´nica
Solucio´n u en t = 104
Solucio´n u en t = 1
Figura C.2: L´ımite interior
En la Figura C.2 dibujamos la solucio´n multiplicada por tα. Obse´rvese que,
segu´n lo expuesto en el Cap´ıtulo 10, u converge a la solucio´n estacionaria
H
1
m
C?
(r) = C?
(
1− 1
r
) 1
2
,
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que esta´ representada por medio de la l´ınea punteada.
La Figura C.3 muestra el l´ımite exterior. Se observa que u converge a la funcio´n
correcta, que en este caso corresponde a una Barenblatt con constante C?. En la
escala que usamos en esta figura, la frontera interior se contrae a cero. Esto significa
que el agujero del dominio es cada vez ma´s pequen˜o y segu´n pasa el tiempo deja
de influir en el comportamiento de la solucio´n.
 
 
0 20
0
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tαu(r, t)
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Solucio´n u en t = 104
Solucio´n u en t = 1
Figura C.3: L´ımite exterior
Obse´rvese que tanto HC? como BC? se conocen de antemano y por tanto no es
necesario calcularlas nume´ricamente.
K
0 9
2
5
log r
log t
Figura C.4: Frontera libre
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Finalmente nos centramos en la frontera libre. Gracias al Corolario 10.2 sabe-
mos que la frontera libre de u crece como x ∼ tβ, para t suficientemente grande. De
forma ma´s precisa, se comporta como tβ multiplicada por una constante concreta.
En nuestro caso esta constante es aproximadamente 13.932. Este hecho se ilustra
en la Figura C.4: dibujando la frontera libre en escalas logar´ıtmicas podemos ob-
servar que converge a una recta de pendiente β = 0.2 y con ordenada en el origen
K ≈ log(13.932).
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