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a b s t r a c t
We present algorithms for computing small stretch (α, β)-spanners in the streaming
model. An (α, β)-spanner of a graphG is a subgraph S ⊆ G such that for each pair of vertices
the distance in S is at most α times the distance in G plus β . We assume that the graph is
given as a stream of edges and vertices, and that only one pass over the data is allowed.
Furthermore, the number of vertices and edges are not known in advance. We denote bym
the current number of scanned edges and by n the current number of discovered vertices.
In this model we show how to compute a (k, k− 1)-spanner of an unweighted undirected
graph, for k = 2, 3, in O(1) amortized processing time per edge/vertex. The computed
(k, k − 1)-spanners have O(n1+1/k) edges and our algorithms use only O(n1+1/k) words of
memory space. In case only Θ(n) internal memory is available, the same spanners can be
computed using O(n1+1/k/B) external memory blocks, each of size B. Each edge/vertex is
processed in O(1) amortized time, plus O(1/B) amortized block transfers.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Graph spanners arise in many applications, including communication networks, computational biology, computational
geometry, distributed computing, and robotics [2,5,6,11–13,15,16,19–23]. Intuitively, a spanner of a graph is a subgraph that
preserves approximate distances between all pairs of vertices. More formally, given α ≥ 1 and β ≥ 0, an (α, β)-spanner of
a graph G is a subgraph S of G such that for each pair of vertices the distance in S is at most α times the distance in G plus β .
A spanner with α = 1 (resp., β = 0) is called a purely additive (resp., purely multiplicative) spanner.
A deterministicO(m+n) time algorithm for computing a (k, k−1)-spanner of sizeO(n1+ 1k ) of an unweighted graphwith
n vertices andm edges has been given by Baswana et al. [9]. In the same paper it is shown that any graph has a (1, 6)-spanner
having O(n4/3) edges, which can be computed in O(mn)worst case time. For weighted graphs, a randomized O(m+ n) time
algorithm that computes a purelymultiplicative (2k−1, 0)-spanner of sizeO(n1+ 1k )has been given byBaswana and Sen [10];
a derandomization of this algorithm, still running in O(m+ n)worst case time, has been proposed by Roditty et al. in [24].
For the dynamic case, some algorithms have been proposed for unweighted graphs. Ausiello et al. [4] show how to
maintain a 5-spanner or a 3-spanner of an unweighted graph under an intermixed sequence of Ω(n) edge insertions and
deletions in O(∆) amortized time per operation, where ∆ is the maximum degree of the original graph. The maintained
5-spanner has O(n4/3) edges, while the 3-spanner has O(n3/2) edges. A randomized solution for general stretch factor
in a dynamic setting has been presented by Baswana [7], where an algorithm for maintaining a (2k − 1)-spanner of an
I Partially supported by the ItalianMinistry of University and Research under Project MAINSTREAM ‘‘Algorithms for Massive Information Structures and
Data Streams’’ and by EU project 215270 FRONTS.∗ Corresponding author. Tel.: +39 06 49910496.
E-mail addresses: ausiello@dis.uniroma1.it (G. Ausiello), paolo.franciosa@uniroma1.it (P.G. Franciosa), italiano@disp.uniroma2.it (G.F. Italiano).
0304-3975/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2008.04.022
G. Ausiello et al. / Theoretical Computer Science 410 (2009) 3406–3413 3407
unweighted graph under edge deletions is presented. The expected size of the spanner is optimal, and each edge deletion is
processed in O(polylog n) expected time. In a fully dynamic setting, the algorithm in [7] needs O˜( m
n1+1/k ) amortized time for
each edge insertion/deletion. In the same paper, it is also shown that 3-spanners and 5-spanners of optimal expected size
can be maintained in constant expected time per edge insertion or deletion, and that these techniques can be extended to
manage graphs with d different edge weights.
In recent years, some attention has been devoted to the computation of graph spanners in the streaming model. In the
streamingmodel it is assumed that input data is scanned as a sequence of values in arbitrary order, and the storage available
to the algorithm is smaller than the input. Thus, the algorithm is not allowed to randomly access input data. The complexity
of a streaming algorithm ismeasured in terms of the number of passes over the input sequence (in themore restricting case,
only one pass is allowed), the amount of internal storage used (always smaller than the input size) and the time needed to
process the input.
In [18], Feigenbaum et al. show a randomized algorithm that computes a multiplicative (2k + 1)-spanner of an
unweighted graph in a single pass of the edges, The spanner has expected size O(n1+1/k). Each edge is processed in expected
O(k2 · n1/k log n) time, using O(k · n1+1/k log n) memory words. They do not give any better bound for the overall time
complexity. Note that the size-stretch tradeoff is not optimal, since it always exists a (2k − 1)-spanner with the same size
as those computed by [18]. Optimal (expected) size-stretch tradeoffs for multiplicative spanners have been independently
achieved by Baswana [8] and by Elkin [17]. In [8] a (2k− 1)-spanner of expected size O(k · n1+1/k) is computed by a single
pass of the edges in overall O(m) time, using O(k · n1+1/k)memory space. The time required to process a single edge is O(n).










worst case time, where δ is the maximum degree of the endpoints of the
processed edge. The algorithm in [17], with high probability, needs O(t1−1/t log2−1/t n · n1+1/t) bits of memory space and
produces a (2t − 1)-spanner with O((t · log n)1−1/t · n1+1/t) edges. Moreover, the techniques introduced in [17] also give
rise to a fully dynamic centralized algorithm for maintaining a (2t− 1)-spanner. Although at any step of the stream process
the algorithms in [8], [17] and [18] compute a spanner of the graph scanned so far, in order to apply their randomization
technique the final value of nmust be known in advance, and the size is (at least partially) related to the final value of n as
well.
Similar results are given in [8] for computing spanners of weighted graphs on the StreamSort model of Aggarwal et al.
[1], in which it is assumed that intermediate streams of data can be written, sorted and read again by the algorithm.
Our results. In this paper we show that, in the more restricted streaming model in which an unweighted graph is given as a
stream of edges and vertices in any arbitrary order and only one pass over the data is allowed, it is possible to compute, for
k = 2, 3, an optimal size (k, k− 1)-spanner (i.e. containing O(n1+1/k) edges in the worst case) in O(1) amortized processing
time per edge. Although the total time needed to process the whole set of edges is Θ(m), more than constant time could
be needed to process a single edge: we show that each edge is processed in worst-case time O(n1/k). Our algorithms use
O(n1+1/k)memory space in the worst case. Both with respect to the size of the spanner and the amount of memory needed,
our worst case bounds outperform by a factor O((log n)1−1/k) the high probability bounds in [17]. In fact, the algorithm
in [17] computes a 5-spanner with O((log n)2/3 · n4/3) edges using O(log5/3 n · n4/3) bits of memory space, while computes
a 3-spanner with O((log n)1/2 · n3/2) edges using O(log3/2 n · n3/2) bits of memory space.
Our algorithms work without knowing in advance either the total number n of vertices or the total number m of edges
of the graph. At each stage of the algorithm, once an arbitrary prefix G1 of the graph with n1 vertices an m1 edges have
been processed, a (k, k− 1)-spanner of G1 is computed having O(n1+1/k1 ) edges, using O(n1+1/k1 )memory and requiring O(1)
amortized time per edge.
In case only Θ(n) memory is available, our algorithms can be adapted to store some of the data structures in external
memory. According to the well known external memory with block transfer model of Vitter [25], the same spanners can be
computed using O(n1+1/k/B) external memory blocks, each of size B bits. Each edge is processed in O(1) amortized time,
plus O(1/B) amortized block transfers.
All our bounds are either worst case or amortized on worst-case sequences (not expected), are based on simple data
structures, and rely on a relaxation of the deterministic clustering scheme introduced in [4]. In that paper, the clustering
was updated under a sequence of edge deletions, while edge insertions were dealt with in a lazy fashion. On the opposite,
we show here how a simplified version of the clustering can be maintained under edge insertions.
The same approach may be extended to the computation of spanners of weighted graph, by applying a standard scaling
technique on edge weights (see also [4,17,18]). Graph edges are partitioned in classes according to their weights, and each
edge class defines a subgraphwith constant aspect ratio. Independent spanners are computed for each subgraph, neglecting
edgeweights, and the union of these spanners defines a spanner for the original graph. The stretch and the size of the spanner
depend both on the aspect ratio of each subgraph and on the number of weight classes.
Preliminary experimental results presented by Ausiello et al. [3] on several classes of graphs, besides confirming the
asymptotic behaviour of our algorithms, show that they are very efficient in practice. More precisely, the experimental
results show that our algorithm for (3, 2)-spanners has a good performance both in terms of processing time and in the size
of the spanner. The (3, 2)-spanner computed by our algorithm appears to be sparser than the 5-spanner computed by the
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algorithm in [8]. The algorithm in [8] has also been tested for larger stretch factors: experimental results show that larger
values of k do not ensure to produce sparser spanners than k = 2, 3.
The remainder of the paper is organized as follows.We present a clustering scheme in Section 2. In Section 3 we describe
the algorithms for computing (3, 2)-spanners in the streaming model. A careful analysis of the algorithm behavior is given
in Section 4. Changes needed to obtain (2,1)-spanners are described in Section 5. In Section 6 we show how to deal with the
case in which only O(n)main memory is available. Final remarks are given in Section 7.
2. Definitions
2.1. Basic definitions
We assume that the reader is familiar with the standard graph terminology, as contained for instance in [14]. Let
G = (V , E) be an undirected graph, with V being the set of vertices and E the set of edges. We assume that the graph is
given as a stream of edges and vertices (with edge (x, y) appearing after vertices x and y), and that only one pass over the
data is allowed. Furthermore, the number of vertices and edges are not known in advance. We denote by m the current
number of scanned edges and by n the current number of discovered vertices.
Given a vertex x, its neighborhood is the set N(x) = {x} ∪ {y | (x, y) ∈ E} (note that x ∈ N(x) by definition).
Given two vertices u, v ∈ V , a path pi in G = (V , E) connecting vertex u to vertex v is a sequence of vertices u =
v0, v1, . . . , v` = v such that (vi−1, vi) ∈ E, for 0 < i ≤ `. We say that each edge (vi−1, vi) is in path pi , for 0 < i ≤ `.
As a special case, a path is said to be empty if it contains only one vertex. The length of a path pi is given by the number of
edges in pi ; an empty path has length 0. A sequence of contiguous vertices in a path pi is called a subpath of pi . Note that,
according to this definition of path, the same vertex may appear more than once in a path. A path that traverses distinct
vertices is called a simple path: it is easy to see that if there is a path pi in G then there is also a simple path in G connecting
the same pair of vertices that is not longer than pi .
The distance distG(u, v) from u to v in G is given by the minimum length of a path in G from u to v (or+∞ if there is no
such path). A shortest path from u to v is then defined as any path pi from u to v with length distG(u, v). A graph G′ = (V ′, E ′)
is a subgraph of graph G = (V , E) if V ′ ⊆ V and E ′ ⊆ E.
Given a graph G, an (α, β)-spanner S is a subgraph of G that preserves distances up to a multiplicative factor α plus an
additive term β . More formally,
Definition 1. Let G = (V , E) be a graph, and let α, β be integer values, with α ≥ 1 and β ≥ 0. An (α, β)-spanner of G is a
graph S = (V , E ′)with E ′ ⊆ E such that the following holds:
∀ u, v ∈ V distS(u, v) ≤ α · distG(u, v)+ β. (1)
An (α, 0)-spanner is called a purely multiplicative spanner, or α-spanner, while a (1, β)-spanner is called a purely additive
spanner.
2.2. Spanners induced by a clustering
Given a set of vertices x1, x2, . . . , xk, a clustering is a family of mutually disjoint sets C(x1), C(x2), . . . , C(xk), with
C(xi) ⊆ N(xi) for 1 ≤ i ≤ k. Each set C(xi) is called cluster, and xi is its center. Note that the center xi of a cluster C(xi)
does not belong necessarily to C(xi), but may belong to a different cluster.
A vertex is called clustered if it belongs to a cluster, and free otherwise; if vertex y is clustered, Cl(y) denotes the cluster
containing y, while center(y) denotes the center of Cl(y).
Given a clustering Γ of a graph G = (V , E), it is possible to derive a (3, 2)-spanner S = (V , E ′) of G, taking E ′ as the union
of the following sets of edges:
cluster edges: all edges (x, y) such that x is a center and y ∈ C(x);
CC-bridge edges: for each pair of clusters Ci, Cj, with i 6= j, one arbitrary edge (x, y) ∈ E such that (x, y) is not a cluster
edge, x ∈ Ci and y ∈ Cj, if one exists. We say that edge (x, y) connects clusters Ci and Cj;
free edges: all edges (x, y) ∈ E such that at least one among x and y is a free vertex.
We call S = (V , E ′) a CC-subgraph on Γ , since bridges connect clusters to clusters.
By choosing a different set of bridge edges it is possible to obtain a (2,1)-spanner. This time, bridges connect clusters to
vertices: a CV-subgraph on Γ S = (V , E ′′) is derived by choosing E ′′ as the union of the following edge sets:
cluster edges: all edges (x, y) such that y ∈ C(x);
CV-bridge edges: for each cluster C and each clustered vertex x ∈ C ′ 6= C , one arbitrary edge (x, y) ∈ E such that (x, y) is
not a cluster edge and y ∈ C , if one exists. We say that edge (x, y) connects x to cluster C;
free edges: all edges (x, y) ∈ E such that at least one among x and y is a free vertex.
In order to prove that CC-subgraphs and CV-subgraphs preserve distances in Gwe consider special kinds of paths. Given
a path pi in G consisting of vertices v0, v1, . . . , vj, we call pi a:
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• free path: if v0, v1, . . . , vj−1 are free vertices, while vj is either free or clustered;
• free-ended path: if v0, v1, . . . , vj−1 are clustered vertices, while vj is free;
• clustered path: if v0, v1, . . . , vj are clustered.
Any non-empty path pi in G can be decomposed into a sequence of non-empty subpaths pi1, pi2, . . . , pip, p ≥ 1, such that
at most one subpath, the last one, can be clustered. This decomposition can be obtained by splitting pi any time either a free
vertex follows a clustered vertex or a clustered vertex follows a free vertex.
Theorem 1. Given a graph G = (V , E) and a clustering Γ , any CC-bridged subgraph S = (V , E ′) on Γ is a (3, 2)-spanner of G.
Proof. Given a shortest path pi∗ between vertices x and y of length d in G, we show that there must be a path in S between
x and y of length at most 3 · d+ 2. To show this, we decompose the path pi∗ into free, free-ended and clustered subpaths.
Let pi = v0, v1, . . . , vj be a clustered subpath of pi∗. Let us first assume that Cl(vi) and Cl(vi+1) are distinct, for
0 ≤ i ≤ j− 1: since pi is a path in G, then there is an edge in G joining a vertex in Cl(vi) and a vertex in Cl(vi+1), thus there
will be either a cluster edge or a CC-bridge (ai, bi) in S, with ai ∈ Cl(vi) and bi ∈ Cl(vi+1). Thus, there is a path of length 3 in
S from any vertex xi ∈ Cl(vi) to vertex bi ∈ Cl(vi+1), namely, by traversing edges (xi, center(xi)), (center(xi), ai) and (ai, bi).
In case Cl(vi) = Cl(vi+1), there is a path in S of length 2 form any vertex xi ∈ Cl(vi) to any other vertex in Cl(vi), walking
through center(vi). Joining all these j paths (choosing xi = bi−1) we obtain a path of length at most 3 · j in S from v0 to vertex
bj−1 ∈ Cl(vj). By adding edges (bj−1, center(bj−1)) and (center(bj−1), vj)we obtain a path in S from v0 to vj of length 3 · j+2.
In a similar way, we can show that if pi is a free-ended path from x to y in G of length j, then there is a path from x to y
in S of length 3 · j. The first j − 1 edges in pi form a clustered path, hence there is a path in S from v0 to some vertex y in
Cl(vj−1) having length 3 · (j− 1). We now add edges (y, center(vj−1)), (center(vj−1), vj−1) and (vj−1, vj), the last edge being
in S since vj is a free vertex, to obtain a path connecting x to ywith length 3 · j.
Obviously, if pi is a free path then the same path is also available in S.
A path in G from vertex x to vertex y is decomposed as above into subpaths pi1, pi2, . . . , pij, having length d1, d2, . . . , dj,
respectively, where
∑j
i=1 di = d, and such that only pij possibly is a clustered subpath. Thus, it follows that there is a path
in S from x to ywhose length is at most
(∑j−1
i=1 3 · di
)
+ 3 · dj + 2 = 3 · d+ 2. 
Theorem 2. Given a graph G = (V , E) and a clustering Γ , a CV-bridged subgraph S = (V , E ′′) on Γ is a (2, 1)-spanner of G.
Proof. Given a shortest path pi∗ between vertices x and y of length d in G, we show that there must be a path in S between x
and y of length at most 2 ·d+1. As in the proof of Theorem 1, we decompose the path pi∗ into free, free-ended and clustered
subpaths.
Let pi = v0, v1, . . . , vj be a clustered subpath of pi∗. Let us first assume that pi∗ walks through distinct clusters, and look
at the first pair of edges in pi : there must be either a cluster edge or a CV-bridge connecting v0 to some y ∈ Cl(v1) and v2 to
some z ∈ Cl(v1). The four edges (v0, y), (y, center(v1)), (center(v1), z) and (z, v2) give a path of length 4 from v0 to v2 in S.
If j is even, we can concatenate paths of length 4 from v0 to v2, from v2 to v4, . . . , from vj−2 to vj obtaining a path of length
2 · j from v0 to vj. If j is odd, we obtain as above a path in S of length 2 · (j− 1) from v0 to vj−1, and then add the CV-bridge
(vj−1, k), connecting vj−1 to Cl(vj), edge (k, center(vj)) and edge (center(vj), vj), giving a path of length 2 · j+ 1 from v0 to
vj. It is easy to see that if pi contains vertices in the same cluster, then the shortest path in S from v0 to vj could be shorter
than 2 · j+ 1.
If pi is a free-ended path of length j, we can build a path in S of length at most 2 · j − 1 from v0 to vj−1 as above (since
v0, v1, . . . , vj−1 is a clustered path) and complete it by the free edge (vj−1, vj) to give a path of length 2 · j.
Obviously, if pi is a free path then the same path is also available in S.
A path in G from vertex x to vertex y is decomposed as above into subpaths pi1, pi2, . . . , pij, having length d1, d2, . . . , dj,
respectively, where
∑j
i=1 di = d, and such that only pij possibly is a clustered subpath. Thus, it follows that there is a path
in S from x to ywhose length is at most
(∑j−1
i=1 2 · di
)
+ 2 · dj + 1 = 2 · d+ 1. 
3. The algorithm
We first describe the algorithm for constructing a (3, 2)-spanner; the construction of a (2,1)-spanner follows the same
lines.
In order to build a (3, 2)-spanner we maintain the following information. For each vertex xwe store:
• a flag indicatingwhether x is clustered or free. In case it is clusteredwe also store the label Cl(x) and the label of center(x);
• a set of edges F(x), that contains the set of free edges (x, y) leading to each free vertex y ∈ N(x). Set F(x) possibly contains
some edge (x, z) such that z is no longer free. We also maintain the value |F(x)|;
• if x is the center of a cluster C , the list of vertices belonging to C .
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Fig. 1. Procedure CC-EdgeProcess.
Bridge edges are stored in a matrix Bridge, whose entry Bridge[i, j] contains the bridge connecting clusters Ci and Cj.
Obviously, Bridge[i, j] is empty in the case (Ci × Cj) ∩ E = ∅, but it is also possible that Bridge[i, j] is empty if there is some
edge in a set F(x) that connects Ci and Cj.
To bound the number of clusters, we proceed as follows: we create a cluster only if it contains at least n1/3 vertices, where
n is the number of vertices currently known to the algorithm. This implies that clusters created in the first steps of the edge
stream processing can be very small, while clusters created later on are larger.
An edge (x, y) is processed as shown in Procedure CC-EdgeProcess (see Fig. 1). If (x, y) connects two vertices which are
either in the same cluster or in two different clusters already connected by a CC-bridge, we discard (x, y). If (x, y) connects
two clusters not yet connected by a CC-bridge, we update matrix Bridge accordingly. In case (x, y) joins a center x and a
free vertex y, we add y to C(x). Otherwise, if y is free, we add (x, y) to the set F(x) of edges that connect x to (possibly) free
vertices. When this set becomes too large, we scan F(x) checking whether the other endpoint is still free: if we find at least
n1/3 free vertices a new cluster centered at x is created.
When vertices are included in a new cluster, as in Lines 3 (resp. 4) of Procedure CC-EdgeProcess, we do not shrink set
F(y) for all y ∈ N(z) (resp. for all y ∈ N(x)). This means that sets F(·) may contain edges whose endpoints are no longer
free. For this reason, the condition in Line 1 of Procedure CC-EdgeProcess does not ensure that a new cluster centered on x
can be created. So, we clean up set F(x) and count the effective number of free vertices in N(x) any time we try to create a
new cluster.
4. Algorithm performances
We show that constant amortized time per edge is required for updating the (3, 2)-spanner. Moreover, processing an
edge requires O(n1/3) time in the worst case, where n is the current number of vertices.
Theorem 3. Each edge is processed by Procedure CC-EdgeProcess in O(1) amortized time.
Proof. The only operations requiring more than constant worst case time are:
• creating a new cluster in Line 3;
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• examining F(x) in Line 2.
We show that O(n+m) overall worst case time is spent in these operation, on a sequence ofm edges.
Creating cluster C requires |C | worst case time. Since each vertex becomes clustered at most once during the whole
construction, this requires O(n) overall time.
A set F(x) of edges is examined only when F(x) ≥ 2 · n1/3. After scanning F(x), either:
(a) a new cluster C is created, with |C | ≥ |F(x)|/2, or
(b) no new cluster is created: in this case at least |F(x)|/2 edges are definitely removed from F(x).
In case (a), we charge the cost of scanning F(x) to the clustered vertices, giving at most 2 units per clustered vertex, while
in case (b) we charge the same cost to the removed edges, giving at most 2 units per edge. Since the total size of clusters is
at most n, and the total number of removed edges is at mostm, the overall cost of the loop in Line 1 is O(m+ n).
This yields O(m)worst case time on a sequence ofm edges, yielding the theorem. 
We now analyze the worst case time spent during a single edge processing.
Theorem 4. Each edge is processed by Procedure CC-EdgeProcess in O(n1/3) worst case time.
Proof. The state of a vertex (whether it is free or clustered) can be checked in constant time, and the same holds for checking
the existence of a bridge between two clusters.
Themost expensive case occurswhen F(x) ≥ 2·n1/3. This is detected as soon as F(x) = 2·n1/3, since each edge processing
may increase |F(x)| by at most one, hence this case is solved in O(n1/3) time. 
The simple algorithm proposed above computes a (3, 2)-spanner of optimal size.
Theorem 5. The (3, 2)-spanner computed by Procedure CC-EdgeProcess has O(n4/3) edges.
Proof. At any time, during the construction, our (3, 2)-spanner contains the cluster edges, sets F(x), for x ∈ V , and bridge
edges. The sizes of these sets can be bounded as follows:
• cluster edges: there is a cluster edge for each clustered vertex x, provided that x 6= center(x). Thus, there is at most one
cluster edge for each clustered vertex, giving a total of O(n) edges;
• set⋃x∈V F(x): each F(x) never contains more than 2 · n1/3 edges, giving a total of O(n4/3) edges.
• bridges: at most |Γ |2 edges, where |Γ | is the total number of clusters.
In order to bound the number of clusters we need a more careful analysis. A cluster can be created only if it contains at least
n1/3 vertices, where n is the number of vertices currently known to the algorithm; as stated before, this means that at the
beginning of the edge processing very small clusters can be created, while clusters created later must be larger. In order to
bound the number of currently existing clusters we can partition clusters according to the number of vertices known at the
time each cluster has been created.
Let us denote by phase φi the operations performed while the number of known vertices was in (2i−1, 2i], for i =
1, 2, . . . , dlog2 ne, and let Γi be the set of clusters created during phase φi. Each C ∈ Γi contained at least 2 i−13 vertices
when it was created. Since during φi the graph has at most 2i vertices, Γi contains at most 2i/2
i−1
3 clusters. The total number

















The number of bridges is thus O(n4/3). 
The algorithm needs to maintain in memory all current spanner edges, plus matrix Bridge, which stores bridges between
all pairs of clusters. Theorem 5 ensures that the spanner needs space O(n4/3), and the bound on the number of clusters
derived in the proof of Theorem 5 shows that there are O(n2/3) clusters. Thus we can state the following:
Theorem 6. Algorithm CC-EdgeProcess works in O(n4/3)memory.
5. Construction of (2,1)-spanners
The construction of a (2,1)-spanner follows the same lines of the algorithm above, with the main difference that we
maintain bridges between each cluster and each clustered vertex, namely CV-bridge edges, instead of bridges between pairs
of clusters, CC-bridge edges. Moreover, clusters are created containing at least n1/2 (instead of n1/3) vertices.
In Fig. 2 it is shown how to process each edge in order to compute a (2,1)-spanner.
The same arguments used in the case of (3, 2)-spanners give the following performances:
Theorem 7. Given a graph, Procedure CV-EdgeProcess computes a (2, 1)-spanner having O(n3/2) edges by a single pass of the
edges in space O(n3/2). Each edge is processed in O(1) amortized time and in O(n1/2) worst case time.
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Fig. 2. Procedure CV-EdgeProcess.
Proof. The proof follows the same lines as Theorems 3–6. To prove the spanner size, we observe that the number of CV-

















The number of CV-bridge edges is then O(n3/2). 
6. Working in external memory
The algorithms described in the previous sections need O(n1+1/k) memory. In the case of very large graphs, this value
could exceed the size of main memory. We show here how to modify the algorithms, maintaining only O(n) information
in main memory, while all data structures requiring larger space are maintained in external memory. We refer to the well
known external memory model [25], in which data is organized on external memory in blocks, each of size B, and the
algorithm performance is evaluated in terms of the number of I/O operations, i.e., block transfers between external memory
and main memory.
We assume that all the information related to vertices, such as vertex state (center and/or clustered or free), cluster label
in case of clustered vertices and the value of |F(·)|, are stored in main memory and can be accessed without any I/O. The
only data structures that may require space ω(n) are sets F(·), storing possibly free edges, and the matrix Bridge. We store
each set F(·) in |F(·)|/B blocks, that are read and possibly updated any time Lines 2 and 3 are executed. These operations
imply a simple sequential scan of each set F(·); by the same arguments as in the proof of Theorem 4, each scan requires
O(n1/k/B) I/Os, and the total number of I/Os during the whole sequence of edge processing is O(m/B) (this holds in the
realistic assumption that n1/k > B).
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In order to efficiently update and query the matrix Bridge we adopt a lazy approach. For the sake of simplicity we refer
to Procedure CC-EdgeProcess in Fig. 1, the same considerations apply to algorithm CV-EdgeProcess. Any time we are going
to discard an edge (x, y), we must check whether Cl(x) and Cl(y) are already connected by a CC-bridge. Note that this test
does not affect the behavior of the algorithm: we only need it to decide whether (x, y) can be discarded or must be kept as
part of the spanner. Thus, we do not need to answer the query in real-time, and we can append (x, y) to a set Bridgetemp of
potential CC-bridges to be processed. While Bridge is stored on external memory as a sequence of edges lexicographically
ordered according to the pair of cluster labels of the endpoints, candidate bridges are appended to Bridgetemp on external
memory in any order, in blocks of size B.
When Bridgetemp containsmore than n4/3 edges, we lexicographically sort Bridgetemp according to the pair of cluster labels
of the endpoints and check each candidate bridge against matrix Bridge. This can be done by two passes of radix sort, and by
a parallel sequential scan of Bridgetemp and Bridge. At the end of this process we obtain the updated sorted version of Bridge.
All this process requires O(n4/3/B) I/Os, and is performed after processing at least n4/3 edges.
We can thus state the following results:
Theorem 8. Given an unweighted graph, a (k, k− 1)-spanner with O(n1+1/k) edges, for k = 2, 3, can be computed in the data
streaming model by a single pass using O(n)main memory and O(n1+1/k/B) external memory blocks, requiring:
• O(1) amortized RAM time plus O(1/B) amortized I/Os to process each edge;
• O(n1/k) worst case RAM time plus O(n1/k/B) worst case I/Os to process each edge.
7. Conclusions and future work
We presented algorithms for computing (k, k − 1)-spanners, where k = 2, 3, of unweighted graphs in the streaming
model, and in a semi-externalmodel inwhich onlyO(n)memory space is available. An interesting aspect of our algorithms is
that no a priori knowledge is required on the number of vertices and edges of the input graph. At any step of the computation
a (k, k− 1)-spanner of the graph seen so far is computed, and all our size, space and time bounds only refer to the currently
known portion of the graph. In this sense, our algorithms can also be seen as incremental algorithms for computing graph
spanners. The same approach can be extended to weighted graphs by standard scaling techniques.
Our method is based on simple data structures. Preliminary experimental results [3], besides confirming the asymptotic
behaviour of our algorithms, show that they are very efficient in practice, both in terms of processing time and in the size
of the spanner. On random graphs of various density, our algorithms are much faster than the solution in [8], and produce
sparser spanners (for similar stretch factors).
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