ABSTRACT Determining the variable transmission structure is the key step in designing a distributed monitoring scheme for multiunit processes. This paper proposes randomized algorithm (RA) integrated with evolutionary optimization-based data-driven distributed local fault detection scheme to achieve efficient monitoring of multiunit chemical processes. First, the RA is employed to generate faulty validation data. Second, evolutionary optimization-based variable transmission structure determination is performed to achieve the minimal non-detection rate by selecting transferred variables. Then, a principal component analysis (PCA) or kernel PCA monitoring model is established for each operation unit to identify the status of the unit. Last, a comprehensive index is developed to identify the status of the entire process. The established local monitors consider the relationship with other units but avoid introducing redundant information, thereby exhibiting superior monitoring performance. Case studies on two numerical examples, including a linear and a nonlinear case and the Tennessee Eastman benchmark process, are provided. Comparative results of traditional local or global monitoring methods verify the efficiency of the proposed monitoring scheme.
I. INTRODUCTION
Modern chemical processes are generally characterized by multiple integrated operation units, and monitoring of these large-scale multiunit processes is imperative [1] - [5] . Today, process data have become abundant due to their wide use of intelligent sensors. Data-driven multivariate statistical process monitoring (MSPM) has become a topic receiving close review [6] - [13] . Among MSPM methods, principal component analysis (PCA) is generally used to deal with linear Gaussian processes, whereas kernel PCA (KPCA) is used to deal with nonlinear processes [14] - [19] . Although PCA and KPCA are well researched, their application on dealing with large-scale multiunit processes is under investigation.
Multiblock process monitoring methods have been first attempted to deal with multiunit processes. A multiblock partial least square (PLS) method is proposed in [20] , in which monitoring charts for sub-blocks and the entire process are established. In [21] , new definitions for block and variable contributions to T 2 and Q statistics are proposed for decentralized monitoring. More recently, in [22] , a multiblock kernel PLS method is developed to solve process nonlinearity. In [23] , a multiblock concurrent PLS method is developed for decentralized monitoring of continuous annealing processes. Although successful applications have been reported, traditional multiblock methods encounter the following problems: (i) traditional multiblock methods do not focus on variable communication among units; (ii) traditional multiblock methods do not focus on local fault detection for the local units. Under this background, the data-driven distributed monitoring scheme becomes a research topic receiving close review.
Recently, a distributed PCA method is proposed in [24] by constructing sub-blocks using principal directions. A mutual information-based multi-block monitoring scheme with linear correlation and high-order statistical information during the division is proposed in [25] . In using these methods, determining the number of blocks and the division threshold first is necessary, but such determination may be subjective and lead to uninterpretable models. Second, these methods do not consider the fault information in process decomposition, thereby failing to achieve the optimal monitoring performance.
Distributed monitoring schemes aided by fault information are proposed because the monitoring performance can be affected by variable relations and fault characteristics. A performance-driven block division scheme, which has been extended to deal with nonlinear and dynamic processes [14] , [18] , is proposed in [26] . In [1] , the impact of process decomposition on the PCA monitoring performance is theoretically analyzed. A framework for designing a distributed monitoring scheme is also proposed. The monitoring performance for available faulty data is generally employed as the objective in designing a distributed monitoring scheme. However, the faulty data or information is not always available in practical application, thus leading to the insufficiency in optimization objective. Second, these methods assume that variables communicate freely but do not focus on the local unit with physical structures.
In establishing a local fault detector, determining the variable transmission structure among units is a key step, thereby affecting the monitoring performance significantly. Monitoring the variables only in the local unit may ignore the correlation with the other units, whereas involving unrelated variables from other units may introduce monitoring redundancy. To address this problem, a randomized algorithm (RA) integrated with evolutionary optimization, that is, genetic algorithm (GA)-based distributed local fault detection scheme is proposed. RA is an efficient technique to generate random samples. The current work uses the RA to generate faulty samples for monitoring performance evaluation. Process decomposition is conducted through the GA-based optimization, which minimizes non-detection rate (NDR) by finding the optimal variable transmission structure based on the generated faulty validation data. Local monitoring models are then established, and a comprehensive index is developed to indicate the status of the entire process. The proposed RA-GA-based distributed monitoring scheme considers the relationship among units but avoids introducing monitoring redundancy; therefore, superior monitoring performance is achieved.
The rest of the paper is organized as follows. In Section II, the basics of multivariate statistical fault detection, PCA, KPCA, and the RA are briefly reviewed. In Section III, the proposed RA-GA-based distributed monitoring algorithm is presented in detail. Then, in Section IV, application examples on two numerical cases and the Tennessee Eastman benchmark process are provided. Finally, conclusions are drawn in Section V.
II. PRELIMINARIES A. MULTIVARIATE STATISTICAL FAULT DETECTION
Multivariate statistical fault detection determines if a fault exists within the multivariate statistical framework of hypothesis testing. Assume a measurement x f ∈ R m (m denotes the number of measured variables) with possible faults is expressed as follows [1] , [6] :
where x N ∼ N (0, ) denotes the fault-free process data; is the covariance; f denotes the fault magnitude, and = θ 1 θ 2 . . . θ m T determines the fault direction.
The following hypothesis testing is formulated to identify if the measurement is normal or abnormal [1] , [6] :
A statistic J is generally constructed to determine whether the rejection of the null hypothesis is supported. Let J th be the threshold of J . The probability prob {J > J th |f = 0} is called false alarm rate (FAR, or significant level α); the probability prob {J > J th |f = 0} is called fault detection rate (FDR).
When no prior fault information is available, the Hotelling T 2 statistic provides the maximal FDR for a given FAR, which is calculated as follows [6] :
The threshold of T 2 is determined as T 2 th = χ 2 α (m) when the covariance can be estimated with sufficiently considerable amount of process data.
B. PCA FAULT DETECTION
In a few conditions, calculating the inverse of may be difficult due to numerical instability. Therefore, singular value decomposition (SVD) on the is performed as follows [6] :
PCA monitoring is derived by dividing the eigenvalue matrix as = pc 0 0 res and the loading matrix P as P = P pc P res . Two statistics are constructed as follows [6] :
where I is the identity matrix. The thresholds are determined by T 2 th = χ 2 α (l) and Q th = θ 1
where l ≤ m is the number of retained PCs in the dominant
, c α is the normal deviate corresponding to the upper 1−α percentile for a given significance level α.
C. KPCA FAULT DETECTION
PCA effectively characterizes linear correlation among variables but may poorly perform for nonlinear processes. Cover's theorem indicates that the nonlinear data structure may possibly be linear after high-dimensional nonlinear mapping [16] , [27] . Then, KPCA is employed to deal with nonlinear processes. In KPCA, a set of zero-mean process data x j ∈ R m (j = 1, . . . , N ) are mapped into the feature space through a nonlinear mapping (·). The covariance C F of the mapped data is as follows [16] , [27] :
Performing eigenvalue decomposition on the C F derives the following [16] , [27] :
Owing to the existence of coefficients (7) becomes [16] , [27] 
where
The kernel principal component (KPC) of a new sample is as follows [16] , [27] :
where k = 1, . . . , l (l denotes the number of retained KPCs). The statistics of T 2 and Q are formulated as follows [16] , [27] :
where n denotes the number of non-zero eigenvalues. The threshold can be determined through kernel density estimation (KDE) because the Gaussian assumption may be violated in KPCA. Additional details are provided in [28] .
D. RA
RA refers to the framework that makes a few random selection in the course of its execution [29] , [30] . Herein, the basics of RA related to the current study are presented.
In designing a process monitoring scheme, FAR and FDR are two important indexes for evaluating the monitoring performance. The computation of FAR and FDR involves determining the probability that J > J th under certain (faultfree or faulty) condition, which can be solved within the RA framework. Given a confidence level 1 − δ(δ ∈ (0, 1)) and the accuracy level ε ∈ (0, 1), RA delivers an estimate p (γ )
with probability of at least 1 − δ, where ω is a random variable with the known density D (ω) and support D ω [29] , [30] . To obtain the estimate p (γ ), N independent identical distributed random samples ω (1) , . . . , ω (N ) ⊂ D ω are first generated. Then, the corresponding J ω (i) , i = 1, . . . , N values are calculated, and the p (γ ) is calculated as follows:
where D γ is the support of γ . The accuracy and reliability of the estimate p (γ ) depends on the number of samples N , as discussed in the following theorems [29] , [30] . Theorem 1 (Hoeffding Inequality):
. . , N be independent bounded random variables. For any ε > 0, the following holds:
the following theorem is derived:
Theorem 2: For any ε ∈ (0, 1) , δ ∈ (0, 1), the number of randomized samples satisfies one-side Chernoff bound
which derives p (γ ) < p (γ ) + ε with probability
E. PROBLEM FORMULATION
A plant-wide process can be characterized by multiple operation units, and the correlations among units are complex. For example, a process with B operation units U 1 to U B is VOLUME 6, 2018 A local monitor M b is established to monitor the unit b, and a decision-making system (DMS) is established for monitoring the entire process [1] . In establishing the local monitor M b , determining the involved variables may be difficult without prior process knowledge. Using only the variables from the local unit may ignore the correlation with the other units, and involving variables from the other units may introduce monitoring redundancy, thereby degrading the monitoring performance. The key step in establishing the local monitors is to identify which variables should be transferred to and included in a local monitor, that is, the variable transmission structure. In the current work, the PCA or KPCA is used as local monitor. Then, an RA-GA based method, which automatically determines the transmission structure by maximizing the FDR with an acceptable FAR, is proposed.
III. PROPOSED RA-GA-BASED LOCAL FAULT DETECTION SCHEME
The proposed modeling procedures comprise RA-based validation data generation, GA-based transmission structure determination, and DMS establishment, which are detailed as follows.
A. RA-BASED VALIDATION DATA GENERATION
For a process, the normal operating data are generally available whereas the faulty data are unavailable. Then, the faultfree data can be used to establish a monitoring model and test the FAR performance. The goal of transmission structure determination is to select the variables that are beneficial for local fault detection in a unit with maximum FDR with an acceptable FAR. A set of validation data with process fault is necessary to evaluate the FDR performance. Herein, the validation data are generated through RA in Algorithm 1.
In step 1, a larger N provides more reliability to the estimation but also increases the calculation amount. Therefore, N should be determined as a trade-off between the computing power and the accuracy. In step 2, faulty data are generated to excite the relations among variables for fault detection. Significant faults provide easy fault detection, which is not beneficial for selecting the transferred variables 2) Determine the fault type and magnitude f and generate N random samples according to the fault distribution, which is denoted as F; 3) Normalize the normal operating data through meanvariance and obtain X N ; 4) Construct the faulty data as X f = X N + F. given that all transmission structures may provide excellent performance. Thus, appropriate faults can be generated by adjusting the magnitude once the fault type is determined. Algorithm 1 returns a set of faulty data, which can be used as validation data to evaluate the FDR performance. Then, based on the fault-free data and the generated validation data, GA-based transmission structure determination is carried out. GA is an efficient tool to solve discrete optimization problems [31] . The first step in using GA is to establish the fitness function. The objective of the distributed fault detection is to achieve maximal FDR given a certain FAR for the b-th unit by transforming variables from the other units. Then, based on the process data, the fitness function can be formulated as follows: 
where FAR th denotes the maximum FAR allowed in practical application, which is equivalent to solving the following minimization problems: 
where NDR denotes the non-detection rate, and η |w| is a penalty term that minimizes the number of transferred variables. Generally, η is set significantly small but positive. In each generation, the PCA or KPCA monitoring model for the local unit is established using the temporarily selected variables, including the variables in the local unit and the transferred variables, and the fitness function value in Eq. (18) on the validation data can be calculated. Then, evolution continues according to the ''survival of the fittest'' until the best possible solution is obtained or a few stopping rules are reached. The transferred variables to the local unit can be determined, and the local PCA or KPCA models can be established. Algorithm 2 details the GA-based transmission structure determination procedures.
Algorithm
2 GA-Based Transmission Structure Determination 1) Collect a set of fault-free data, and divide the fault-free data as training and validation data; 2) For the b-th unit, establish the fitness function and design the chromosome; 3) Generate a set of chromosomes and generate the validation data with faults using the RA; 4) Based on the temporarily selected variables, calculate the fitness function value; 6) Identify if the optimal solution is obtained:
(a) If the optimal solution is obtained, then determine the transferred variables based on the final chromosome for the b-th unit and go to step 2); (b) If the optimal solution is not obtained, then go to step 4) and continue the optimization. With genetic operation, the population of the next generation is obtained by elitism [32] .
C. DMS ESTABLISHMENT
After all local monitors are established, a decision-making system can be established to demonstrate institute indication VOLUME 6, 2018 of the entire process status. Herein, the following decision logic is employed:
Evidently, the threshold of the index J g is one. A fault is indicated when J g is larger than one. The procedures of the proposed distributed fault detection scheme are presented in Fig. 3 .
IV. APPLICATION EXAMPLES
The GA optimization tool in Matlab Toolbox is directly used in the optimization procedures. The FAR is determined as the same level, that is, less than 0.03, by adjusting the significance level through fault-free validation data.
A. CASE STUDY ON A LINEAR NUMERICAL EXAMPLE
A linear numerical example comprising two operation units, namely,
T , is constructed as follows: where t 1 , t 2 , . . . , t 5 denotes independent Gaussian distributed source signals, and ε = [ε 1 . . . ε 8 ] T denotes independent Gaussian distributed process noise. A set of 400 samples under normal operating condition is generated as the training data.
Based on RA, a set of 2000 samples under normal operating condition is selected as validation data to test FAR performance. In addition, a set of validation data with 2000 samples are generated to evaluate the FDR performance. The faults are assumed to be uniformly distributed and individually added to each operating unit. The GA-based optimization results for the two units are presented in Fig. 4 .
The GA optimization rapidly converges because the number of variables under the selection is small. Figure 4 indicates that the variable x 2,2 should be transferred to unit 1, and the variables x 1,1 and x 1,2 should be transferred to unit 2 to establish the local PCA monitors. This result is interpretable because x 2,2 is designed to be highly correlated with the variables in unit 1, whereas the variables x 1,1 and x 1,2 are highly correlated with the variables in unit 2.
The following two types of faults are generated to evaluate the monitoring performance. The monitoring results of the PCA using variables from only the local units (local PCA), the proposed distributed PCA (distributed PCA) monitoring scheme, and the results using all variables from the entire process (global PCA) are presented in Figs. 5(a), (b) , and (c), respectively. T 2 i denotes the T 2 of the i-th unit, and Q i denotes the Q statistic of the i-th unit. Figure 5 shows that the J g of the proposed distributed fault detection scheme has the best monitoring performance, with the smallest number of non-detection (ND) points. Similar results are evident in the monitoring of fault 2, which are presented in Fig. 6 . Monte Carlo tests are conducted 100 times to provide a reliable comparative result, and the average NDRs of different methods are provided in Fig. 7 . J Lg , J Dg , and J Gg denote the J g statistic of local PCA, distributed PCA, and global PCA, respectively. Evidently, the distributed PCA approach has the lowest NDR. The efficiency of the proposed distributed PCA in local fault detection for a linear process is verified.
B. CASE STUDY ON A NONLINEAR NUMERICAL EXAMPLE
A nonlinear numerical example comprising two operation units
T is constructed as follows:
where t 1 , t 2 , . . . , t 4 ∈ [0.02, 2] are independent and uniformly distributed source signals. A set of 400 samples under normal operating condition is generated for training.
A set of 2000 fault-free samples is selected as validation data for FAR performance evaluation. A set of faulty validation data with 2000 samples are generated based on RA based on the assumption that the process faults are uniformly distributed. The GA-based optimization results for the two units are presented in Fig. 8 , which shows that the variables x 2,3 should be sent to the local KPCA monitor for the first unit, whereas x 1,1 , x 1,2 , and x 1,3 should be sent to the local KPCA monitor for the second unit. The distributed KPCA monitors are established based on the results. The two similar faults in the linear case are introduced to the process to evaluate the performance of various methods.
The monitoring results of local KPCA, distributed KPCA, and global KPCA are presented in Figs. 9(a), (b) , and (c), respectively. The distributed KPCA monitoring scheme evidently performs the best, with the smallest number of ND points. Similar results are evident for fault 2, as presented in Fig. 10 . Monte Carlo tests are conducted 100 times, and the average NDRs of different methods are provided in Fig. 11 , which shows that the proposed monitoring scheme has the lowest NDR. The efficiency of the proposed monitoring scheme in local fault detection for a nonlinear process is verified.
C. CASE STUDY ON THE TE BENCHMARK PROCESS
The TE process is a benchmark problem which has been widely used to monitor performance evaluation [33] , [34] . A total of 33 variables are generally employed and can be classified into five operation units according to geographical location and physical connection, that is, reactor, condenser, compressor, separator, and tripper, as presented in Fig. 12 and Table 1 [33] , [35] , [36] . Based on RA-GA, the transferred variables for each unit in establishing PCA or KPCA models are determined and presented in Table 1 . Although the PCA and KPCA explore different data structures, their transferred variables show considerable similarity.
The monitoring results for two typical faults, that is, fault 5 and 20, are plotted, whereas the results for all 21 programmed faults are provided in Table 2 . Fault 5 involves a step change in condenser cooling water inlet temperature, and the monitoring results for the fault are presented in Fig. 13 . At the first stage, the fault can be detected by all the six methods. However, after the 400th point, the fault can only be detected by the distributed PCA and KPCA methods. Fault 20 is an unknown fault, and the monitoring results for this fault are presented in Fig. 14 . Evidently, the distributed PCA and KPCA provide the best monitoring performance with the smallest number of ND points. The NDRs for all programmed faults are provided in Table 2 . The lowest NDRs are marked by bold font, which indicates that the proposed monitoring scheme performs the best for most faults. Notably, although the lowest NDRs are achieved for the TE process, the main advantage of the proposed monitoring scheme falls on the local fault detection problem, which is clearly illustrated by the two numerical cases.
V. CONCLUSIONS
An RA integrated with GA-based local fault detection scheme for monitoring multiunit chemical processes is proposed. First, the RA is employed to generate faulty validation data, based on which the GA optimization is performed to determine the optimal variable transmission structure. Second, based on the obtained variable transmission structure, the local PCA or KPCA monitoring model is established, and the corresponding statistics are constructed to identify the process status of the local units. Last, a comprehensive index is developed to identify the status of the entire process. The application of two numerical examples and the TE benchmark process verified the feasibility of the proposed approach.
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