Modeling data with multivariate count responses is a challenge problem due to the discrete nature of the responses. Such data are commonly observed in many applications such as biology, epidemiology and social studies. The existing methods for univariate count response cannot be easily extended to the multivariate situation since the dependency among multiple responses needs to be properly accommodated. In this paper, we propose a multivariate Poisson Log-Normal regression model for multivariate data with count responses. An efficient Monte Carlo EM algorithm is also developed to facilitate the model estimation. By simultaneously estimating the regression coefficients and inverse covariance matrix over the latent variables, the proposed regression model takes advantages of association among multiple count responses to improve the model prediction performance. Simulation studies are conducted to systematically evaluate the performance of the proposed method in comparison with conventional methods. The proposed method is further used to analyze a real influenza-like illness data, showing accurate prediction and forecasting with meaningful interpretation.
Introduction
As the technologies advance, data with multivariate responses are commonly collected to describe the underlying structure of the problems such as in econometrics, national security, online advertisement. To model such data, multivariate regression model is a common technique to regress q ≥ 2 responses on p predictors. When the responses are multivariate count variables, it is challenging to quantify the association among the multivariate count responses due to the discrete nature of the data. To consider a joint model for data with multivariate count responses, it is important to properly exploit the hidden associations among the count responses.
Multivariate regression model requires to estimate p×q coefficient parameters as there are many predictors and responses. One way to consider the joint model of multivariate count responses is penalty-based model selection from the perspective of parameter regularization. The key idea is to allow the count responses independent with each other, while the regression coefficients have certain common sparse structure. Hence the joint modeling is enabled because of the joint estimation of regression coefficient through appropriate penalties. Such a modeling strategy leads to an explicit loss function with attractive computation. However, this method overlook the essential correlation among multiple count responses, which could result in poor prediction performance. From another side, there are several recent work to study the graphical model of multivariate count data from the angle of conditional dependency. But those method often focus on the approximated likelihood function under the framework of generalized liner models. Several Bayesian approaches, e.g. [24, 9] , and [27] , are also proposed through the joint prior distribution of coefficient parameters. The estimation procedure of these Bayesian methods sometimes face intensive computation especially when both p and q are relatively large.
In this work, we proposed a novel multivariate Poisson log-normal model for the data with multiple count responses. The motivation of adopting the log-normal model is to borrow strength from regression under multivariate normal, which can simultaneously estimate the regression coefficients and covariance structure. For the proposed multivariate Poisson log-normal model, the logarithm of rate parameters of Poisson is modeled as multivariate normal with sparse inverse covariance matrix. Thus, it can fully exploit the conditional dependency among the multiple count responses. Our key contributions to model data with multivariate count responses are as follows:
• The proposed method combines the strengths of regression and graphical model to improve prediction in the multivariate regression problem.
• It also enables an interpretable models in terms of the predictors by reducing the number of regression parameters by using the lasso penalty.
• A neat MCEM algorithm is developed to facilitate the estimation of parameters, which allows to iteratively estimate the regression coefficients by lasso and the inverse covariance matrix by graphical lasso.
• By applying the proposed model to the real world influenza-like illness dataset, we study the dependencies between different type of flus in two Latin American countries.
It is worth pointing out the proposed method is not restricted to adopt lasso penalty for regression parameters. It can be easily extended to other penalties such as adaptive lasso, group lasso or fused lasso. Note that covariance matrix estimation and inverse covariance matrix estimation have attracted many attentions in the literature [13, 26, 23] . However, here we use it in the context of a multivariate regression for count data. Thus the inverse covariance matrix estimation here is to improve the prediction performance, not just an unsupervised procedure. One may call such a strategy supervised covariance estimation, which has not been widely studied in the literature. One exception is the multivariate regression for continuous responses [26] . Therefore, the proposed method would be a first work to incorporate the covariance matrix estimation into the multivariate regression model of count responses.
Multivariate Poisson Log-Normal Model
In this section, we describe the Multivariate Poisson Log-Normal (MVPLN) Model in detail. In Section 2.1, we first introduce the notation that will be used in the rest of the paper. We formally specify the MVPLN model, and derive the penalized log-likelihood of the MVPLN model for sparse model estimation in Section 2.2. The Monte Carlo Expectation-Maximization (MCEM) algorithm for parameter estimation is developed in Section 2.3, and finally the approach to select tuning parameters is provided in Section 2.4.
Notation
In this section, we define some common notations that will be used in the rest of this paper. Normal lower case letters, e.g. x and y, represent scalars. While, bold lower case alphabets, e.g. x and y, are used to represent column vectors, and bold upper case letters in the calligraphic font, e.g. X and Y, denote random column vectors. Let alphabets with superscript in parentheses, e.g. x (i) , denote the i th component of the corresponding vector x. Matrices are represented by bold upper case letters in normal font, e.g. X and Y . Alphabets in lower case with two subscripts, e.g. x i,j , denote the (i, j) entry of the corresponding matrix X.
The Proposed Model
Consider the multivariate random variable Y = {Y (1) ,
+ , where the superscript T denotes the transpose, and Z + represents the set of all positive integers. For count data, it is reasonable to make the assumption that Y follows the multivariate Poisson distribution. Without loss of generality, let's assume that each dimension of Y, say Y (i) , follows the univariate Poisson distribution with parameter θ (i) , and is conditional independent of other dimensions given θ (i) . That is: 
p denote the predictor vector. In order to establish relationship between Y and x, we consider the following regression model:
where B is a p × q coefficient matrix, and the q × q covariance matrix Σ captures the covariance structure of variable θ = {θ (1) , θ (2) , . . . , θ (q) } T given x. Through the variable θ, we model the covariance structure of the count variable Y indirectly. Fig. 1 shows the plate notation of the proposed MVPLN model. With the conditional independence assumption, the probability mass function for the multivariate Poisson random variable Y is
From the model specification in Equation (2), since ε ∼ N (0, Σ), we know that B T x + ε follows the multivariate normal distribution N (B T x, Σ). Thus, we can derive that given x, the variable θ follows the multivariate Log-Normal distribution with the density function:
Thus, the joint probability distribution of Y and θ is:
and the probability mass function for Y | x is:
where p(Y = y | θ) and p(θ | x) are specified in Equation (3) and (4) 
where p(Y = y j | x j ) is specified in Equation (6) . To jointly infer the sparse estimations of coefficient matrix B and covariance matrix Σ, we adopt the regularized negative log-likelihood function with l 1 penalties as our loss function. To be specific, the loss function could be written as:
where || · || 1 denote the l 1 matrix norm, and λ 1 > 0, λ 2 > 0 are two tuning parameters.
Monte Carlo EM Algorithm for Parameter Estimation
In order to obtain the estimations of MVPLN model parameters B and Σ, we could simply solve the following optimization problem:
However, it is difficult to obtain the close form of the loss function defined in Equation (8) due to the difficulty to compute the integral in Equation (6) explicitly. Thus, it's hard for us to directly minimize the objective function of the optimization problem in Equation (9) . Here, we turn to the iterative approach for the solution. We treat θ as latent random variables, and apply the EM algorithm to obtain the maximum likelihood parameter estimation (MLE).
E-step
Suppose at iteration t + 1, the current estimations of the model parameters are B (t) and Σ (t) . Thus, the conditional distribution of the latent variable θ given x, y, B (t) and Σ (t) is:
where p(Y = y, θ | x; B (t) , Σ (t) ) and p(Y = y | x; B (t) , Σ (t) ) are specified in Equation (5) and (6) with B and Σ substituted by B (t) and Σ (t) , respectively. Then, the expected log-likelihood would be:
M-step Find the estimations for the parameters B and Σ at iteration t+1 by solving the following optimization problem:
The E-step and M-step are repeated alternatively until convergence. Due to the complicated integrals involved in the conditional distribution of θ in Equation (10) and expected log-likelihood in Equation (11) in the EM algorithm, it is difficult to find the analytical form of Q(B, Σ | B (t) , Σ (t) ), and solve the corresponding optimization problem in M-step. Thus, we turn to the Monte Carlo EM (MCEM) algorithm for an approximate solution, in which the MCMC technique is applied in the E-step to obtain an approximate expected log-likelihood function. Then, the MLE of the model parameters is obtained by maximizing the penalized approximate log-likelihood in the M-step.
Monte Carlo E-step
In the Monte Carlo (MC) E-step, instead of trying to derive the close form of the conditional probability distribution of θ j , we draw m random samples of θ j , say
, and approximate the expected log-likelihood function with:
Drawing random samples of θ j can be achieved with the Metropolis Hasting algorithm. In iteration t + 1 of the MC E-step, y j , x j , B (t) and Σ (t) are all known values, which makes p(Y = y j | x j ; B (t) , Σ (t) ) a constant. In this case, Equation (10) yields
as initial value, and let τ ← 1;
with probability α;
) and g(θ * | θ) be the density function of the proposal distribution.
Algorithm 1 illustrates the Metropolis Hasting algorithm for sampling
). In order to reduce the burn-in period of the Metropolis sampling algorithm, we adopt the tailored normal distribution [8] as our proposal distribution. The initial value of the location parameter for the tailored normal distribution should be the mode of
and the covariance matrix is τ (−H(θ 
. By combining Equation (3), (4) and (5) together, we can derive that
where 1 denotes a column vector of 1s, and C represents the sum of all the constants in log f (θ j ). Then, the first order and second order derivatives of F (θ j ) w.r.t. θ j are
Let ∇F (θ j ) = 0, and we could get that the initial value of the location parameter for the tailored normal distribution is the solution to the following equation:
which can be solved by any numerical root discovering algorithms. However, taking performance issue into account, we let κ j = log θ j , and adopt a linear approxmiation to e κj with first order Taylor expansion at κ (0) j = log y j . In this case, the approximate analytical solution of θ j is θ j = e κj where
In the case that the covariance matrix τ (−H(θ j )) −1 is not positive semidefinite, the nearest positive semidefinite matrix to τ (−H(θ j )) −1 is used to replace τ (−H(θ j )) −1 .
Maximize Approximate Penalized Expected Log-likelihood
With the Monte Carlo approximation of the expected log-likelihood in the MC E-step, the optimization problem we need to solve in the M-step of the MCEM algorithm becomes:
If we let Ω = Σ −1 , by combining Equation (3), (4), (5), and (13), we can reformulateQ(B,
, and the optimization problem in M-step defined in Equation (19) can be written as:
where
The optimization problem defined in Equation (21) is not convex. However, it is convex w.r.t. either B or Ω with the other fixed [26] . Thus, we present an iterative algorithm that optimizes the objective function in Equation (21) alternatively w.r.t. B and Ω.
With B fixed at B 0 , the optimization problem in Equation (21) yields:
which is the similar problem studied in [13] . We solve this problem with the graphical lasso.
When Ω is fixed at Ω 0 , we have the following optimization problem:
which is similar to the problem solved by Lasso, and we could adopt the cyclical coordinate descent algorithm [12] to obtain the estimation of B. However, considering the computational burden already brought in by the MCMC approximation in the MC E-step, we propose an approach, which applies the quadratic approximation to the L 1 matrix norm penalty, to solve the optimization problem in Equation (23) .
LetB denote the current estimation of B and 1/ |B| represent the matrix that each entry is the inverse of the square root of the absolute value of the corresponding entry inB. Then, the L 1 matrix norm penalty in Equation (23) could be approximated with the following approach 
. . .
vec(H);
Here, • denotes the Hadamard (element-wise) product. If we write Φ into the following block matrix
where X j is m×p matrix with each row being x j for all j = 1, 2, . . . , n, the objective function of the optimization problem in (23) can be written as:
Taking the first order derivative of η(B) w.r.t. B and setting it to zero, we have
If we let
X T j X j = S, and apply the matrix vectorization operator vec(·) to both sides of Equation (25), we would get the solution to the optimization problem in Equation (23) as
and the estimated coefficent matrix B can be obtained by reorganizing the vec(B) in the above equation. By solving the optimization problem in Equation (22) and (23) alternatively until convergence, we will obtain the MLE of the coefficient matrix B and inverse covariance matrix Ω. Algorithm 2 summarizes this M-step of the MCEM algorithm.
Selection of Tuning Parameters
To determine the optimal values of the tuning parameters λ 1 and λ 2 , we adopt the extended Bayesian Information Criterion (EBIC) approach proposed in [5] and extended to Gaussian Graphical Models in [11] . Assume B λ1,λ2 and Ω λ1,λ2 denote the MLE of the model parameter B and Ω with regularization parameters λ 1 and λ 2 . The EBIC value for this model is given by the following equation:
whereQ (B λ1,λ2 , Ω λ1,λ2 ) is the approximate expected log-likelihood in Equation (13), v(B λ1,λ2 ) and v(Ω λ1,λ2 ) denote the number of non-zero entries in B λ1,λ2 and Ω λ1,λ2 , respectively, and n is the number of training observations. With EBIC, the optimal values for λ 1 and λ 2 is selected by
Simulation Study
In this section, we discuss the simulation studies of the proposed MVPLN model on synthetic data. Our experimental investigations on the synthetic data focus on answering the following questions: In our simulation study, we compare the proposed MVPLN model with the separate univariate Lasso regularized Poisson regression model (GLMNET model) in R glmnet package [14] . The regularized univariate Poisson regression is applied to each response dimension, and Bayesian Information Criterion (BIC) is used to select regularization parameters in order to make a fair comparison. The simulation data is generated with the following approach. Each data observation in the n × p predictor matrix X is independently sampled from a multivariate normal distribution N (µ X , σ X I), where the location parameter µ X is sampled from a uniform distribution Unif (µ min , µ max ). The corresponding observations in the n × q response matrix Y are generated following the definition of the MVPLN model in Equation (1) and (2) . In order to enforce the sparsity, a fixed number of zeros are randomly placed into each column of the coefficient matrix B. The other non-zero entries of B are independently sampled from a univariate normal distribution N (µ B , σ B ) . Regarding the inverse covariance matrix Ω = Σ −1 for ε, we consider four scenarios: (1) . Random Ω, where the inverse covariance matrix is generated by Ω = Ψ T Ψ to ensure the positive semidefinite property. Each entry in Ψ is independently sampled from a uniform distribution Unif (−1, 1); (2). Banded Ω, where the sparsity is enforced by modified Cholesky decomposition [21] :
Here, T is a lower triangular matrix with 1 s on the diagonal, and D is a diagonal matrix. The non-zero off diagonal elements in T and diagonal elements in D are independently sampled from uniform distribution Unif (−1, 1) and Unif (0, 1) respectively; (3). sparse Ω, where the Ω matrix is generated by performing some random row and column permutations over the banded Ω matrix; (4). Diagonal Ω, where the diagonal elements are sampled independently from standard uniform distribution. In order to make sure that the elements in the response matrix Y are within the reasonable range, we scale the matrix Σ to make the largest element equal to ψ. By tuning the synthetic data generation parameters µ min , µ max , σ X , µ B , σ B , and ψ, we could adjust the range and variations in the generated response matrix Y .
In our experiments, we fix the number of observations in the training data at n = 50, and number of observations in the test data at 20. We consider two scenarios: (1) the dimension of predictors is less than the number of observations in training data (p < n); (2) the dimension of predictors is greater than or equal to the number of observations in training data (p ≥ n). We let p = 30, q = 5 for the case p < n, and p = 70, q = 5 for the case p ≥ n. For each parameter setting, the simulation is repeated for 60 times, and the reported results are averaged across the 60 replications to alleviate the randomness. 
Estimation Accuracy
To measure model estimation accuracy w.r.t. B and Σ, we report the estimation errors by computing the distance between B andB (or Ω = Σ −1 andΩ =Σ −1 ) using the normalized matrix Frobenius Norm (F-Norm) which is defined by the following equation:
Here, B denotes the true value of coefficient matrix andB represents the estimation given by the MVPLN or GLMNET model. Table 1 shows the estimation errors of coefficient matrix B and inverse covariance matrix Ω in various parameter settings. Since GLMNET model cannot infer the inverse covariance matrix, we omit the corresponding results here. We can see that the proposed MVPLN model consistently outperform the GLMNET model in all parameter settings, especially when the variation in the simulated data is large (ψ is large). Such promising results demonstrate that the proposed MVPLN model leverages the dependency structures between the multi-dimensional count responses to improve the estimation accuracy.
Prediction Errors
To evaluate the prediction performance of the proposed model, we report the average root-mean-square error (rMSE) across all the response dimensions over the test data. Figure 2 and 3 show the average rMSE for the cases when p < n and p > n respectively. These figures show that when the variations in the simulated data is small (ψ is small), the prediction performances of the proposed MVPLN model and GLMNET model are comparable. As the variations in the data increase, the prediction performance of the proposed MVPLN model becomes better than GLMNET model. This demonstrates that by incorporating the dependency structures between the count responses, the proposed MVPLN model improve its prediction performance. However, when the variations in the data is small, it is difficult for the MVPLN model to take many advantages from the inverse covariance matrix estimation. On the contrary, approximating the log-likelihood with MCMC techniques would put negative effects on the model estimation and prediction accuracy. That's why we observe that when ψ is small, the proposed MVPLN model sometimes does not perform as well as the GLMNET model in term of rMSE.
Model Convergence
Another aspect we would like to emphasize here is the model convergence performance. During the experiments over the simulated data, we notice that the GLMNET model will not always converge in some parameter settings, especially when ψ is large. As a result, no parameter estimations are given by the GLMNET model. Figure 4 shows the convergence rate (the fraction of experiment replications that converge and produce valid model estimation) over the simulated data for various parameter settings. We can see from the figure that the larger 
Real Data Application
We apply the proposed MVPLN model to a real influenza-like illness (ILI) dataset for two Latin American countries, Brazil and Chile. In this ILI dataset, the weekly counts of four types of ILI diseases, FLUAH3, FLUB, FLUH1N1 and FLUA, were collected from WHO FluNet [1] from May 1st, 2012 to Dec. 27, 2014, which serve as the multivariate responses of the dataset. The predictors of this ILI dataset are the weekly counts of 108 ILI related keywords collected from the twitters of Brazil and Chile during the same period by the EMBERS project [25] . Before applying the proposed MVPLN model, we preprocessed the ILI dataset with the following approach. We first clustered the 108 ILI related keywords into 20 clusters based on their weekly counts during the selected period using the K-Means algorithm. Then for each cluster, we aggregated the weekly counts together for the keywords that belong to this cluster, and finally, we scaled the aggregated keyword counts for each cluster so that it has zero mean and unit standard deviation.
Results on the Entire ILI Dataset
It should also be noticed that although this ILI dataset is time relevant, we take it as non-time series dataset in our first study here since the proposed MVPLN model is not specially designed to model time series datasets. We use 70% of the preprocessed ILI dataset as the training set and the rest of 30% as the test set. We apply the proposed MVPLN model over the training set , and compute the rMSE of the test set as the criterion for the prediction performance of the model. As a comparison, we also apply the GLMNET model to the same ILI dataset, and compare the rMSE with the proposed MVPLN model. We repeat this experiment for 60 independent runs, and for each run, we shuffle the ILI dataset and re-split the training set and test set. Figure 5 shows the rMSE box plots of the proposed MVPLN model and the GLMNET model for Brazil and Chile after removing some extreme outliers. As we can see from the box plots, although the proposed MVPLN model generate slightly large rMSE over the test set for some response dimensions occasionally, in general, the rMSE of the MVPLN model are much smaller and has less variation when compared to the GLMNET model for both Brazil and Chile, which indicates that the proposed MVPLN model is better and more stable in term of the prediction performance over the real datasets with count responses. Such results demonstrate that by leveraging the covariance structures between multiple count responses, the proposed MVPLN model improves the prediction performance. However, we also notice that for some flu type, the proposed MVPLN model sometimes generate large rMSE value, e.g. FLUAH3 in the Brazil dataset, FLUH1N1 and FluA in the Chile dataset. The potential reason for this may be that the data shuffling procedure happens to put most of the data instances with large responses into the model training set, which could mislead the model estimation and result the overestimate over the test set.
Results of One-week Ahead Predictions
In this study, we take the time domain in the ILI dataset into account and perform a one-week ahead prediction of the ILI counts with the data of the past N weeks. To be more specific, we train the proposed MVPLN model over the preprocessed ILI dataset filtered by a time window of size N (weeks), forecast the ILI counts for the consecutive week, and then move the time window one week ahead to make prediction for the next week. In our experiment, we set the size of the time window to be N = 80, and perform 50 steps of such one-week ahead forecast. Table 2 shows the median of the rMSE for the one-week ahead prediction over the ILI datasets of Brazil and Chile. Given a sequence of data {y 1 , y 2 , . . . , y n }, the MAD is defined as MAD = median (|y i − median(y)|) .
As we can see, the proposed MVPLN model performs better than the GLMNET model in terms of the prediction errors for such one-week ahead prediction in most of the cases. As we mentioned before, the proposed MVPLN model is not particularly designed for modeling time series data. If we extend the current proposed MVPLN model to be able to deal with time series data with multiple count responses, we believe it would provide more promising results. This could be an interesting direction for future research and investigation on this topic. We also study the dependencies between the multiple responses (different flus here) in the ILI dataset. Based on the estimated inverse covariance matrix in each iteration of the one week ahead predictions, we calculate the corresponding partial correlation matrix. The heatmap in Figure 6 describes the mean of the partial correlation matrix between the four types of flus under consideration across the 50 iterations of the one-week ahead predictions for Brazil and Chile. As the figure shows, FluA is weakly correlated with FLUAH3 and FLUB in Brazil, while in Chile, FLUH1N1 is weakly correlated with FLUAH3 and FLUB compared to the rest of the combinations of the four types of flus in Brazil and Chile. Identifying such dependency structures between different types of flus may help the public health officials for health care decision making or preventing potential flu epidemics.
Related Work
Multi-response regression has been an active research area in recent years. From the regression perspective, multi-response regression aims to estimate the regression coefficients as well as recover the covariance structure among response variables. The MRCE approach [26] simultaneously make the sparse estimation of coefficient matrix and covariance structure via optimizing the penalized likelihood. Similarly, in [23] , the authors proposed a framework to jointly estimating a sparse functional mapping from multiple predictor to multiple responses as well as the conditional dependency structure among the responses via a penalized l 2 distance criterion. Calibrated multivariate regression [22] calibrates the regularization for each regression task w.r.t. its noise level to achieve a better finite sample performance. In block regularized Lasso [28] , the authors studied the multivariate multiresponse linear regression problem via l 1 /l 2 regularized Lasso, which coupled the multiple responses together.
Multi-task Learning. Many literatures in this area focus on learning the shared features or underlying common structures among multiple tasks. In [2] , l 2,1 matrix norm was adopted as regularizer to learning a low-dimension shared structure across the multiple related tasks. While in Multi-stage Multi-task learning [15] , capped-l 1 penalty was imposed to estimate the sparse shared features. By including a squared norm regularizer, the calibrated multivariate regression model [17] was applied to learn the shared features among tasks. Kumar and Daumé III [20] proposed a framework to learn task grouping and overlap that enables selectively share information across the tasks. While in [32] , a multi-task learning framework was proposed to forecast spatialtemporal events. The multi-task feature learning framework in [16] simultaneously captures the shared features among related tasks and identifies outlier tasks by imposing group Lasso penalties over row groups and column groups respectively. In [7] , the multi-task learning was performed by penalizing the loss function with trace norm and l 1,2 -norm to infer the common low-rank structure among relevant tasks and uncover the irrelevant tasks using a group-sparse structure. The Bayesian multi-task learning with t-process was studied in [30] , and it was demonstrated that t-process could efficiently distinguish the good tasks from noisy or outlier tasks through their empirical studies.
Compared to the l-norm as regularizers, the authors of [3] proposed a framework to learn the common shared structures based on regularization with spectral functions of matrices, and in the dirty model for multi-task learning [18] , the estimated parameter matrix can be decomposed into a row-sparse matrix corresponding to overlapping features and an elementwise sparse matrix corresponding to non-shared features.
In [33] , the authors showed the equivalence between the clustered multi-task learning and the alternating structure optimization when learning the shared low-dimension structure among multiple related task, and in [6] , an improved alternating structure optimization method based on a non-convex formulation was proposed to learn the shared features. In [31] , multiple related tasks were learned via latent independent component analysis where shared features corresponded to hidden common independent sources. Kernel based learning methods for single task learning, e.g. SVM, were extended to the scenario of multi-task learning in [10] , and multi-task learning in the context of Gaussian Processes was investigated in [4] . However, all of the multi-response regression or multitask learning works discussed so far focuses on dealing with continuous responses, and none of them involves count data, which is exactly what we are trying to do here in this paper.
Poisson Models. Despite the research works on multi-task learning that mainly focus on the continuous responses, there are also several literatures that adopt Poisson models in the realm of influenza-like-illness (ILI) study, traffic accident analysis, and consumer services. Wang et al. [29] proposed a dynamic Poisson autoregression model for short-term ILI case count prediction. In [24] and [9] , the authors provided a multivariate model specification to simultaneously model the crash or collision counts by injury severity in the traffic accident. While, in [27] , a multivariate Poisson regression model is proposed to predict the purchase patterns of crosscategory store brands. However, compared to the proposed model in this paper, the Poisson regression models in these literature are either univariate or inferred with Bayesian approach and no sparsity is enforced over the coefficients, which loses the capability of variable selection. Moreover, the covariance matrix involved in the multivariate models are sampled from the specific prior distribution, which requires prior knowledge about the data. While our approach infers the covariance matrix directly from the data.
Some other literatures, e.g. [19] , formulate the multivariate Poisson variable as a linear combination of several independent univariate Poisson random variables, and the covariance structure is directly captured by sharing common univariate Poisson variables among different dimensions. However, with such formulation, more regression coefficients need to be estimated if we would like to capture more cross-way covariance structures.
Conclusion
In this paper, we propose and formulate a multivariate Poisson log-normal model for the data with count responses. By developing a neat MCEM algorithm, we achieve the simultaneous sparse estimations of the regression coefficients and the inverse covariance matrix of the model. Results of the simulation studies on synthetic data and the application to real ILI dataset demonstrate that the proposed MVPLN model achieves a good estimation and prediction performance when compared to the separate univariate Lasso regularized Poisson regression model. Additional interesting future work for the proposed model here would be, instead of using MCMC techniques, develop a better approximate EM algorithm for more computationally efficient model inferences.
