All papers cite references, but not all citations are equal. This is because references have different citation-mention frequencies. Some references are mentioned only once, while some are mentioned several times. Papers are cited by others when they are relevant to the citing paper. The fact that a reference has a high citation-mention frequency may mean that its content is more closely related to the citing paper. From this point of view, we examined the relevancy of a cited paper to a citing paper on the basis of citation-mention frequency. Two aspects of relevancy are considered: citation linkage and content. We construct a highly mentioned class of references and a rarely mentioned class of references. We introduce the concepts of ''reference-similarity'' and ''content-similarity.'' First, we count the number of co-cited references and calculate the reference-similarity. Second, we extract the abstracts of papers and calculate the content-similarity using the bag-of-words model. The results show that references from the highly mentioned class are more relevant to the citing papers than those from the rarely mentioned class.
I. INTRODUCTION
Scientific papers are one of the places where the results of scientific research are reported, so they play an important role in prompting and supporting scientific activity. In general, researchers search for previous works and find scientific problems to be solved, and then proceed with their own research based on previous results. Searching for previous works is essential for researchers to develop and improve their research. However, not all previous works are cited. In addition, previous works are not equally mentioned in citing papers [1] . Even though all of the references that are cited in a paper are necessary to understand the citing paper, the contributions of references are not equal. So, researchers have begun to focus on weighted citation analysis to consider the concrete role of each citation.
Weighted citation analysis has long been attempted to improve the accuracy of evaluations of scientific activities by considering to what extent a reference contributes to a citing paper [2] , [3] . In weighted citation analysis, the weighting method has been studied by considering the following The associate editor coordinating the review of this manuscript and approving it for publication was Byung-Gyu Kim . citation features: (1) Citation-mention frequency [1] - [8] ;
(2) citation location and context [9] - [11] ; and (3) the prestige of the citation resource (the prestige of cited journals or authors) [12] , [13] . Among these citation features, citationmention frequency, citation location, and citation context really reflect the concrete situation of each citation. Thus, some researchers explored the new features such as citationmention frequency, citation location, and citation context in order to obtain more sophisticated measurements of a citation's impact [14] . Among these citation features, the citation-mention frequency has received the most attention.
Several works reported that using the citation-mention frequency was effective in weighted citation analysis. Some researchers reported that the citation-mention frequency could improve the accuracy of assessments of scientific contributions [15] . Another study showed that the citation-mention frequency could not be ignored in a citation analysis [16] . There was also research that found that the citation-mention frequency might reveal the different contributions of cited references [17] . The academic influence on cited papers was likely to be increased with their citation-mention frequency in a citing paper [18] . The citation-mention frequency was a useful feature that led to the design of the influence-primed h-index by weighting citations using the citation-mention frequency [1] . Thus, researchers designed the WL-index where the citation-mention frequency was taken into account [6] .
In a weighted citation analysis using the citation-mention frequency, the central issue is to distinguish between essential citations and perfunctory citations. This is because there are many perfunctory citations in citing papers [19] , [20] . To solve this problem, there are two options: one is to remove citations by citation-mention frequency. Using this approach, which involved removing all of the citations that were mentioned only once in the citing paper, researchers offered 12 different weighting schemes based on the citation-mention frequency and reported that re-citation analysis was more effective than the others [7] . The other is to remove citations based on the citation location; the location of a citation can be effectively used in identifying perfunctory citations [18] . However, it cannot be concluded that all of the citations are perfunctory. Thus, weighting schemes that use the citationmention frequency still have some problems.
In order to be exact when using the citation-mention frequency, it is necessary to reveal the information contained in the citation-mention frequency. Sometimes, the same reference is mentioned in different parts of the citing paper. In this case, each citation-mention contributes to the citing paper independently [15] . If all citation-mentions contribute to the citing paper independently, it is clear that the citation-mention frequency represents the degree of contribution. Why did the reference contribute a lot to the citing paper? Why was the reference mentioned many times? In general, it is natural to think that a reference that is closely related to a citing paper may be mentioned more times than others and contribute more than others. Conversely, if the content of a reference is not closely related to the content of the citing paper, the reference may be cited perfunctorily. From this point of view, we will clarify if the citation-mention frequency can represent a cited paper's degree of relevancy to the citing paper.
In this paper, we examine the relevancy of cited papers to citing papers on the basis of the citation-mention frequency. The purpose of this research is to clarify the extent to which the citation-mention frequency can be used as a measure of the relevancy of a cited paper to a citing paper. We collected 105 citing papers and 1,012 cited papers. Two aspects of relevancy were studied: citation linkage and content. References were divided into two classes. One class was the set of references with a low citation-mention frequency and the other was the set of references with a high citation-mention frequency. We introduced the concept of ''reference-similarity'' and ''content-similarity.'' Then, we calculated the similarities between citing papers and cited papers and compared the similarities between the highly mentioned class and the rarely mentioned class. We used ta t-test to verify the statistical significance of the differences between the two classes, and we used Pearson's correlation coefficient to reveal the relationship between the citationmention frequency and the similarity.
The remainder of this paper is organized as follows. Section 2 introduces the research questions for this research. In section 3, we explain the data collection and methodology. We introduce the concept of referencesimilarity, which is based on citation linkage, and contentsimilarity, which is based on the content of papers. We present the experimental results and analyze them in section 4. In section 5, we discuss some issues in the relationship between our work and previous works and discuss the usage of the citation-mention frequency. Finally, we summarize our research results and discuss future works.
II. RESEARCH HYPOTHESES
A paper generally cites many references, but is each reference necessary for readers to understand the origins of the paper? If not, such references should not be cited. Therefore, the cited papers will have a certain relevancy to the citing paper. However, the degree of relevancy will not be equal across all cited papers. So, how can we represent this difference in relevancy? Maybe it can be represented by the difference in the citation-mention frequency. Taking this point of view, we are going to clarify that the citation-mention frequency can represent the relevancy of a cited paper to the citing paper.
We hypothesize that references from the highly mentioned class are more closely related to the citing paper than are references from the rarely mentioned class. We counted the citation-mentions of each reference within the citing paper and examined the relevancy of the cited paper to the citing paper. Two aspects of the relevancy were examined: citationlinkage and content.
In this paper, we verify the following hypotheses related to the relevancy of a cited paper to a citing paper:
(1) The highly mentioned class is more closely related to the citing paper than the rarely mentioned class with respect to the referenced papers.
The fact that two papers are similar to each other may mean that they come from similar works. That is, the two papers may have many references that they both cite. The more that references are co-cited, the more similar the previous works of the two papers may be. Also, the more similar the previous works are, the more similar their contents may be. From this point of view, we used the number of co-cited references to examine the relevancy of a cited paper to the citing paper.
(2) The highly mentioned class is more closely related to the citing paper than the rarely mentioned class with respect to the content of papers.
A reference is cited due to its relevancy to the citing paper. If the content is unrelated, there is no reason for it to be cited. The similarity between two documents should be calculated across the full text, but this is very hard to implement, and it is not necessary to do so. A paper's abstract represents the content of the paper in brief. Thus, we used the abstracts of two papers to calculate the similarity between them with regard to their content.
(3) There is a linear relationship between the citationmention frequency and the similarities. If, in accordance with the above two hypotheses, references with a high citation-mention frequency are more closely related to the citing papers, it would be natural to think that the similarity between the citing paper and cited paper may increase with the increments of the citation-mention frequency. We used Pearson's correlation coefficient to evaluate the relationship between the citation-mention frequency and similarities.
Through the verification of these hypotheses, we will clarify whether the citation-mention frequency can be used as a measure of relevancy.
III. DATA AND METHODS

A. DATA COLLECTION
We collected 105 citing papers published in 2014 and 2015 from the journal ''IEEE Transactions on Software Engineering'' and 1,012 cited papers from related journals. The number of collected papers and the number of references in the collected papers are shown in Table1. There were 105 citing papers with a total of 6,119 references. There were 1,012 cited papers with a total of 34,696 references.
For the 105 citing papers, we counted the citation-mention frequency of each reference across the full text and divided all references into 2 classes. One class was the set of references that were mentioned more than or equal to three times (we call this the highly mentioned class) and the other was the set of references that were mentioned fewer than three times (we call this the rarely mentioned class). Some researchers have reported that 22% of references are mentioned 3 times or more [16] , [17] . One study examined articles in 4 journals and reported that about 20% of references were mentioned more than 2 times [21] . Thus, we set the criteria value as three, representing whether the reference was highly mentioned or rarely mentioned, and used the value to divide the references into two classes.
There are multiple kinds of reference, such as ''articles,'' ''books,'' ''software,'' and so on, but we focused on references to ''articles.'' It was difficult to download all of the references in the citing papers for reasons such as accessibility. Thus, we collected the top five references from every citing paper among those that belonged to the highly mentioned class. In total, we collected 487 papers that belonged to the highly mentioned class. Also, we collected five random cited papers from among the references in the citing papers in the rarely mentioned class. In total, we collected 525 papers that belonged to the rarely mentioned class.
We constructed 1,012 pairs of citing-cited papers and studied the relevancy of cited papers to citing papers.
First, we prepared the data for the similarity calculation based on the citation linkage. For the 1,012 pairs of citingcited papers, we counted the number of references that were cited in both papers. The counting was done manually using the full text of each paper.
Second, we preprocessed the abstracts of the papers in order to calculate the similarity between two papers based on the content. The preprocessing was performed in two stages: filtering out the unnecessary words and producing the stems of words.
We used a stop-words handler to filter out the unnecessary words. There were some words that were present in both papers but were not related to their content (for example, articles, pronouns, and so on). They were not significantly related to the content of the sentences but influenced the similarity between two sentences. Thus, such words that negatively influenced the calculation of the similarity needed to be filtered out. Then, we used a stemmer to analyze the stems of words. Many words are derived from other words (for example, the past tense of a verb, the plural of a noun, and so on). However, the main senses of these words are essentially unchanged. With this in mind, we analyzed the stems of words and converted the set of words into a set of stems of words.
We used the Rainbow stop-words handler and Lovins stemmer. Rainbow is a program that is widely used for statistical text classification. This program provides a function for filtering out stop words, as mentioned above (http://www.cs.cmu.edu/∼mccallum/bow/rainbow/).
The Lovins stemmer is a program that produces base words that represent related words. For example, for the word ''mentioned,'' it produces the word ''mention'' (http://snowball.tartarus.org/algorithms/lovins/stemmer.html). Figure 1 shows the framework used for preprocessing the abstracts of the paired papers.
1) CITATION-LINKAGE-BASED METHOD
The fact that two papers have many co-cited references may mean their research comes from the same resource. Thus, it may imply that two studies are similar. In practice, the similarity between two papers is calculated on the basis of citation linkage in the Web of Science.
Linkage-based similarities have long been used to calculate the similarity between scientific papers. There are many similarity measures based on citation linkage, such as bibliographic coupling [22] , co-citation [23] , SimRank [24] , and P-Rank [25] ; these measures are based on the number of co-cited references. In order to examine the similarity between two papers on the basis of citation linkage, we counted the number of references that were cited in both the citing paper and the cited paper. However, the number of references differed from one another. Some papers cited 10 references and some cited more than 30 references. That is to say, the number of references was relative. Thus, it was not desirable to use an absolute value. If a paper cited 10 references, the papers together could not cite more than 10 references. Thus, we used the minimum value to define the reference-similarity.
We defined the reference-similarity between two papers as follows:
Reference-similarity: R A is the collection of references in paper A and R B is the collection of references in paper B.
RS = |R
In Formula (1), R A is the number of references in the citing paper, with R B as the number of references in the cited paper and |R A ∩ R B | as the number of co-cited papers.
In the above definition, the formula retains the following two attributes:
We calculated the reference-similarity for all pairs of citing-cited papers and compared the highly mentioned class with the rarely mentioned class. In this case, we used a t-test to verify any statistically significant differences [26] .
2) CONTENT-BASED METHOD
The fact that a reference is mentioned in the citing paper more times may mean the reference is closely related to the citing paper. Content-based analysis has long been used. In many cases, studies used the cosine similarity to evaluate the similarity between two papers. In order to examine the relevancy of two papers on the basis of their content, we extracted words from the abstracts, with unnecessary words filtered out. We used the bag-of-words model to transform a set of words into a set of vectors, where each element of the vector was associated with the frequency of the correspond-ing word. The bag-of-words model is widely used in natural language processing. When using the bag-of-words model, a text is represented by a set of words called the ''bag-of-words.'' In general, a bag-of-words model uses the frequency of a word as a feature. For instance, suppose that there are two sentences: ''This is a car'' and ''This is a book for a car.'' In these sentences, after the unnecessary words are filtered out, the set of words is equal to car and book. In this case, vector (1, 0) and vector (1, 1) correspond to the first sentence and the second sentence, respectively. That is, all sentences are represented by vectors, where each element of the vector represents the frequency of words. We used the cosine similarity to define the content-similarity between two papers [27] .
The content-similarity between two scientific papers was defined as follows:
Content-similarity: A = (a 1 , a 2 , . . . a n ) is the vector of Abstract A, while B = (B 1 , B 2 , . . . B n ) is the vector of Abstract B, a i and b i represent the frequency of the i th
ai and bi are the frequency of i th word in paper A and paper B. The framework of the research methodology is shown in Figure 2 . We calculated the content-similarity of all pairs and compared the highly mentioned class with the rarely mentioned class and used a t-test to verify the statistically significant differences. Then, we used Pearson's correlation coefficient to show if there was a linear relationship between citation-mention frequency and similarity.
IV. RESULTS AND ANALYSIS
For the highly mentioned class and the rarely mentioned class, we calculated the reference-similarity and the contentsimilarity between the citing paper and cited paper, respectively. The sample mean and sample variance of the similarities are shown in Table 2 .
As can be seen from Table 2 , the similarity means of the highly mentioned class were larger than the similarity means of the rarely mentioned class. However, the difference in the average value does not mean that there was a significant difference between the two classes. To verify if there were any VOLUME 7, 2019 significant differences between the two classes, we performed a statistical hypothesis test. The normal Q-Q Plot of similarity value is shown in Figure 3 . The similarity value is in normal distribution. We used a t-test to verify if there were any statistically significant differences between the highly mentioned class and rarely mentioned class. A t-test is a statistical hypothesis test that can be used to determine whether two sets of data are significantly different to each other.
The testing process was as follows:
(1) We stated the null hypothesis and alternative hypothesis.
H0 : RS h − RS r = 0, CS h − CS r = 0 H1 : RS h − RS r > 0, CS h − CS r > 0 H0 was the null hypothesis, which posited that there was no significant difference between the highly mentioned class and rarely mentioned class. H1 was the alternative hypothesis, which posited that the similarity between the citing papers and cited papers in the highly mentioned class was larger than that for those in the rarely mentioned class. The alternative hypothesis was our research hypothesis, which we needed to test. RS h and RS r represented the means of reference-similarity for the highly mentioned class and the rarely mentioned class, respectively. CS h and CS r represented the means of content similarity for the highly mentioned class and rarely mentioned class, respectively.
(2) We set the significance level as 0.01. The significance level is the probability threshold below which the null hypothesis will be rejected. A significance level of 0.01 means that we can believe our research hypothesis with a probability of 0.99.
(3) The sample size of the highly mentioned class was 487 (n 1 = 487) and that of the rarely mentioned class was 525 (n 2 = 525). Thus, the degree of freedom was as follows. 
t 1010 0.01 was taken from thet-distribution table on the basis of the degree of freedom and the significance level. We used two-tailed distributions; thus, t 1010 0.01 ≈ 2.330. Therefore, T RS and T CS were about 0.0234 and 0.0252 from equation (3) and equation (4), respectively. (6) We verified if the following inequality was held or not: Since RS h − RS r = 0.1993 − 0.1043 = 0.0950 > 0.0234 and CS h − CS r = 0.3278 − 0.2503 = 0.0775 > 0.0252, the inequality was held. Thus, the null hypothesis H0 was rejected and the alternative hypothesis H1 was accepted. The results of the t-test are shown in Table 2 . In Table 2 ,X , σ 2 , and n represent the sample mean, sample variance, and sample size, respectively. T represents the t-test statistic.
The results of the t-test showed that there was a statistically significant difference between the highly mentioned class and the rarely mentioned class. That is to say, the cited papers from the highly mentioned class were more closely related to the citing papers than the cited papers from the rarely mentioned class with respect to the content or reference of the paper.
The above results do not mean that the similarity was completely proportional to the citation-mention frequency. Thus, we used Pearson's correlation analysis to check if there was a linear relationship between them [28] . Pearson's correlation analysis is widely used to verify whether there is a linear relationship between two variables. Pearson's correlation analysis is based on Pearson's correlation coefficient. Pearson's correlation coefficient was calculated as follows:
In equation (5), cov(X, Y ) is the covariance between X and Y ; σ x and σ y are the standard deviations of X and Y , respectively; and −1 ≤ p x,y ≤ 1. The process of calculating the Pearson's correlation coefficient was as follows: 1) We calculated the standard deviations of citationmention frequency, reference-similarity, and contentsimilarity. σ F , σ CS , and σ RS are the standard deviations of citation-mention frequency, content-similarity, and reference-similarity, respectively. The results are shown in Table 3 . As seen in Table 3 , the Pearson's correlation coefficients were low. This means that there was no clear linear relationship between citation-mention frequency and similarities. That is to say, content-similarity and reference-similarity were not completely proportional to citation-mention frequency. However, there was no negative linear relationship between citation-mention frequency and similarities.
We used Pearson's correlation analysis to examine the relationship between the citation-mention frequency and the publication year, and the relationship between similarity and the publication year. The calculation of Pearson's correlation coefficient was performed according to the method mentioned above. The results are shown in Table 4 . As can be seen from Table 4 , the Pearson's correlation coefficient between the citation-mention frequency and the difference in publication year was −0.0181. This means that there was no linear relationship between the two variables. In other words, the citation-mention frequency was not proportional to when the paper was published.
The absolute values of the Pearson's correlation coefficients were low. This means that there was no clear linear relationship between similarities and publication year. However, the Pearson's correlation coefficients were less than 0. This implies that there may be a decrement in the similarity between the citing and cited documents as the difference in publication year increases.
V. DISCUSSION AND CONCLUSION
Previous works insisted that the substantial influence of references on citing papers is likely to increase with the increments of citation-mention frequency. Some researchers stated that citation-mention frequency is a fair measure of the scientific contribution of a reference to the citing paper; research has revealed that closely related references are mentioned more times than less-related references [15] . In line with this research, we revealed that references from the highly mentioned class are more closely relevant to citing papers than references from the rarely mentioned class.
In this paper, we evaluated the relevancy of cited papers to citing papers on the basis of the citation-mention frequency. According to our research results, there was a significant difference between the references from the highly mentioned class and the rarely mentioned class; the references from the highly mentioned class were more closely relevant to the citing papers. This means that the citation-mention frequency can reflect the relevancy of a cited paper to a citing paper and be used as a measure of relevancy. That is, the citationmention frequency can represent the information contained in the citation context. Some researchers combined mentions, location, and other characteristics of citation content and made large-scale corpora analyses, finding that the citationmention frequency was an important feature [29] .
The citation-mention frequency can be effectively used in a weighted citation analysis. If each citation-mention contributes to the citing paper independently, it is clear that the citation-mention frequency can represent the degree of contribution. Some researchers reported that there is an overlap between the citation location and citation-mention frequency [1] . Since the citation-mention frequency includes complementary, information such as contribution or relevancy to the citing paper, it can reflect the concrete situation of each citation comprehensively. Thus, using only the citation-mention frequency is sufficient to improve the accuracy of citation impact indicators. However, our results do not mean that the relevancy is completely proportional to the citation-mention frequency. As can be seen from the verification of hypothesis 3, there was no clear linear relationship between the citation-mention frequency and the similarities. This implies that it is not reasonable to append the citation-mention frequency directly to the total number of citations. Since the citation-mention frequency is relative, there is still a need for a more sophisticated method that uses it.
The research has some limitations. The study suffers from the manual work involved, and due to the difficulty of acquiring data, the samples were not universal in terms of disciplines and journals. Accordingly, we will do our best to automate our extraction of references in the future.
In this paper, our main findings were as follows:
(1) References that are mentioned more frequently are more closely related to the citing paper with respect to the content or references.
(2) There is no linear relationship between the citationmention frequency and similarities. That is, the relevancy of the cited paper to the citing paper is not completely proportional to the citation-mention frequency.
(3) The similarity between the citing paper and the cited paper tends to be low according to the increment of difference in the publication year.
In summary, our main finding is that the citation-mention frequency can represent the relevancy of a cited paper to the citing paper and can reflect the concrete situation of each citation comprehensively.
In the future, we will study weighting methods using the citation-mention frequency. In particular, we intend to design citation impact indicators that consider the citation-mention frequency. We believe that weighted citation analysis using the citation-mention frequency will be able to improve the accuracy of scientific evaluation.
