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a b s t r a c t
Anderson and Griggs proved independently that a rank-symmetric-unimodal normalized
matching (NM) poset possesses a nested chain decomposition (or nesting), and Griggs later
conjectured that this result still holds if we remove the condition of rank-symmetry. We
give several methods for constructing nestings of rank-unimodal NM posets of rank 3,
which together produce substantial progress towards the rank 3 case of the Griggs nesting
conjecture. In particular, we show that certain nearly symmetric posets are nested; we
show that certain highly asymmetric rank 3 NM posets are nested; and we use results on
minimal rank 1 NM posets to show that certain other rank 3 NM posets are nested.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Recall that the class of normalized matching posets is a class of posets broad enough to contain natural examples like
Boolean lattices 2[n], linear lattices Ln(q), and divisor lattices (i.e., products of chains), but also structured enough that results
like the following theorem, obtained independently by Anderson [1] and Griggs [2], are possible.
Anderson–Griggs Theorem. Every rank-symmetric-unimodal normalized matching poset has a symmetric chain decomposi-
tion.
(See Anderson [3] and Engel [4] for definitions and background material, or see Section 2 for a short summary.)
Circa 1975, Griggs [2,5,6] conjectured that the Anderson–Griggs Theorem can be generalized to non-rank-symmetric
posets:
Griggs Nesting Conjecture. Every normalized matching rank-unimodal poset is nested.
In this paper, we prove the Griggs Nesting Conjecture for posets of rank 3 of width at most 7. More precisely, we define
a (r0, . . . , rn)-graded poset to be a graded poset of rank n, whose ith rank number is ri. In those terms, our main result is:
Main Theorem. Let P be an (r0, r1, r2, r3)-graded normalized matching poset with r = max(r0, r3) ≤ r1 ≤ r2. If any of the
following conditions are satisfied:
(1) (Folding) r1 ≥ r2 −
⌈ r2
r
⌉+ 1;
(2) (Plus One) r1 = r + 1;
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(3) (Stanley Completion) rr1 < r2; or
(4) (Multiple) r1 divides r2;
Then P is nested. In particular, P is nested if r ≤ 2; if r2 ≤ 7; or if r2 ≥ r21 .
As we shall see, each case of the Main Theorem actually refers to a particular technique for constructing nested chain
decompositions that can be used in more general circumstances. For example, for any n, we can use the Folding and Plus
One techniques to find infinite families of non-symmetric sequences (r0, . . . , rn), such that the Nesting Conjecture holds for
all (r0, . . . , rn)-graded rank-unimodal normalized matching posets (see Corollary 5.4 and Remark 8.2).
Chain partitions of classes of posets and matching properties of posets have been the object of much study; for example,
see [7–13], Griggs [2,5,6,14], Griggs, Grinstead, and Yeh [15], Harper [16], Horrocks [17], Hsieh and Kleitman [18], Lonc [19],
Metropolis, Rota, Strehl, andWhite [20], Vogt and Voigt [21], andWest, Harper, and Daykin [22]. However, little progress has
beenmade on the Griggs Nesting Conjecture so far; besides the Anderson–Griggs Theorem itself, the only previously known
case seems to be the case of rank 2 posets (see Wang [23] or Section 3 for a proof). The Nesting Conjecture is also related to
a deep result of Greene and Kleitman [24] that any poset possesses a chain partition that is both k- and (k + 1)-saturated
(see [3, Ch. 13] for definitions and a proof), as the Nesting Conjecture is equivalent to the existence, for normalizedmatching
posets, of a chain partition that is k-saturated for all k (see [6,22]).
To give some perspective on the progress that we have made towards the Nesting Conjecture, we note that we have not
just proven the Nesting Conjecture for all rank 3 posets of width at most 7. Under the hypotheses of the Main Theorem, the
Folding condition proves the Nesting Conjecture for cases where r2 is slightly larger than r1, and the Stanley Completion
and Multiple conditions cover the cases where r2 is much larger than r1 (e.g., r2 ≥ r21 ). Therefore, in some sense, only the
intermediate rank 3 cases remain.
We nowoutline the rest of this paper. After reviewing backgroundmaterial (Section 2) and reducing theMain Theorem to
what we call our standard case (Section 3), we examine two examples (Section 4) that give both a setting for our techniques
and an idea of some of the difficulties involved in proving the Nesting Conjecture. The rest of the paper is devoted to
proving the various parts of theMain Theorem, starting with the Folding Theorem (Section 5), then the Plus One and Stanley
Completion Theorems (Section 6), and then the Multiple Theorem (Section 7). We conclude by summarizing the progress
we have made (Section 8), including results for posets of rank greater than 3.
2. Background
In this section, we summarize some necessary background definitions, terminology, and results, using Anderson [3] and
Engel [4] as our standard references. Note that since our notation for bipartite graphs, graded posets, Hasse diagrams, chain
decompositions, and matchings is somewhat nonstandard, as is Definition 2.2, even the experienced reader may wish to
glance through this section.
Bipartite graphs.We use Λ(X, Y ) (and similar notation) to denote a bipartite graph with vertex set X ∪ Y and edges of the
form {x, y} for some x ∈ X and y ∈ Y .
Posets, chains, antichains. Let P be a partially ordered set (poset). A linearly ordered subset a0 < · · · < an of P is called a
chain of length n (or size n+ 1). An antichain in P is a set of mutually incomparable elements and thewidth of P is the size of
its largest antichain. The dual P∗ of P is defined by taking the underlying set of P and reversing the partial order, i.e., x ≤ y
in P∗ if and only if y ≤ x in P .
Graded posets.We say that P is a graded poset of rank n if all maximal chains in P have length n. In a graded poset, the rank of
each x ∈ P is the length of amaximal chain from aminimal element to x, and the set of all elements of rank i is the ith level of
P . We sometimes also say that P = (R0, . . . , Rn) to indicate that Ri is the ith level of P . For a graded poset P = (R0, . . . , Rn)
and any index subset 0 ≤ i1 < · · · < ik ≤ n, (Ri1 , . . . , Rik) denotes the rank-selected subposet of P obtained by restricting P
to the levels Ri1 , . . . , Rik .
Hasse diagrams. Let P = (R0, . . . , Rn) be a graded poset. For any index subset 0 ≤ i1 < · · · < ik ≤ n, the Hasse diagram
H(Ri1 , . . . , Rik) is the graph with vertex set Ri1 ∪ · · · ∪ Rik and edge set
{{
x, x′
} | x ∈ Ri` , x′ ∈ Ri`+1 , x ≤ x′}. For example, for
0 ≤ i < j ≤ n, H(Ri, Rj) is a bipartite graph with edge set
{{
x, x′
} | x ∈ Ri, x′ ∈ Rj, x ≤ x′}. We call H(P) = H(R0, . . . , Rn)
the Hasse diagram of P . Note that H(P), and therefore, P itself, can be described completely by describing the bipartite
graphs H(Ri, Ri+1); in fact, we will construct several posets in this manner.
Rank number conditions. The rank numbers (orWhitney numbers) of a graded poset P are the sizes of the levels of P . We say
that a graded poset P of rank n is (r0, . . . , rn)-graded if the ith rank number of P is ri. Such a poset is called rank-unimodal if
there exists an integer kwith 0 ≤ k ≤ n such that
r0 ≤ · · · ≤ rk−1 ≤ rk ≥ rk+1 ≥ · · · ≥ rn, (1)
and such a poset is called rank-symmetric if, for 0 ≤ i ≤ n, we have ri = rn−i. A poset with both properties is said to be
rank-symmetric-unimodal.
Chain decompositions. Two chains C1 and C2 in a finite graded poset P are said to be nested if |C1| ≤ |C2| implies that the
levels occurring in C1 are a subset of the levels occurring in C2. A partition of P into chains is called a chain decomposition,
or chain partition, of P , and such a partition is called a nested chain decomposition, or nesting, if every pair of chains in the
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decomposition is nested. We say that P is nested if it has a nesting. A nesting for a rank-symmetric-unimodal finite graded
poset P is called a symmetric chain decomposition of P .
Extensions and completions. Let P be a rank-selected subposet of the graded poset P+, and let C+ be a chain partition of P+.
We say that C+ is an extension of a chain partition C1 of P if, for every C ∈ C+, C ∩ P is either empty or a chain of C1; and
we say that C+ is a completion of a set C2 of disjoint chains in P+ if every chain in C2 is a chain in C+.
Matchings. For a bipartite graph Λ(X, Y ), we define a matching from X into Y to be an injective function f : X → Y such
that each {x, f (x)} is an edge ofΛ. For example, if |X | = |Y |, this is called a perfect matching. Similarly, if L1 and L2 are levels
of a graded poset P , we define a matching f : L1 → L2 to be a matching in the bipartite graph H(L1, L2), i.e., an injective
f : L1 → L2 such that either x ≤ f (x) for all x ∈ L1, or x ≥ f (x) for all x ∈ L1. We sometimes represent a matching f : X → Y
by the set of disjoint edgesM = {{x, f (x)} | x ∈ X}.
Normalized matching bipartite graphs. For A a subset of the vertex set of a graph, we use Γ (A) to denote the set of neighbors
of A. We say that a bipartite graphΛ(X, Y ) is normalized matching if, for any Z ⊆ X , we have
|Γ (Z)|
|Y | ≥
|Z |
|X | . (2)
Recall that by taking complements, we see that the normalized matching property for Λ(X, Y ) is actually symmetric in X
and Y (see [4, Prop. 4.5.2]).
Normalized matching posets. A finite graded poset P = (R0, . . . , Rn) is said to be normalized matching if H(Ri, Ri+1) is a
normalized matching bipartite graph for 0 ≤ i < n. Equivalently (see [3, Thm. 2.3.1]), P is normalized matching if any
antichain A in P satisfies the LYM inequality
∑
x∈A N(x)−1 ≤ 1, where N(x) is the size of the level containing x.
Normalizedmatching posets possess a number of important properties, such as the following (see Griggs [14] for proofs).
Theorem 2.1. Any normalized matching poset P has the following properties.
(1) (Sperner) The width of P is equal to the size of the largest level of P.
(2) (Stanley chains) For any level L of P, there exist |L| disjoint chains in P such that each of the chains meet every level of size at
least |L|.
(3) (Strong matching) For any levels L1 and L2 of P with |L1| ≤ |L2|, there exists a matching from L1 into L2. 
Definition 2.2. If P is a normalized matching poset, and L is a level of P of smallest possible size, we call a set of chains
like those described in part (2) of Theorem 2.1 a set of Stanley chains for P . For example, if P is a (r0, . . . , rn)-graded rank-
unimodal poset, a set of Stanley chains for P will be a set of min(r0, rn) chains of length n (size n + 1) that meet each level
of P .
Other.We use bxc (resp. dxe) to denote the largest (resp. smallest) integer less (resp. greater) than or equal to x.
3. The rank 2 conjecture and our standard case
In this section, we give a proof of the Nesting Conjecture for rank 2 posets, and reduce the rank 3 case of the conjecture
to what we call our standard case ( Convention 3.3). We begin with the following idea, which we will use repeatedly.
Definition 3.1. Let P = (R0, . . . , Rn) be a graded poset. We say that the poset
P ′ = (R0, . . . , Rk−1, Rk ∪ G, Rk+1, . . . , Rn) (3)
is obtained from P by adding a set of ghosts G to level Rk if H(Rk ∪ G, Rk+1) is obtained from H(Rk, Rk+1) by adjoining G to
the vertex set of H(Rk, Rk+1) and adjoining {{g, y} | g ∈ G, y ∈ Rk+1} to the edge set of H(Rk, Rk+1); defining H(Rk−1, Rk∪G)
similarly; and leaving all other H(Ri, Ri+1) as before. Note that an easy exercise shows that if P is normalizedmatching, then
so is P ′.
Our first application of ghosts is to give a quick proof of the rank 2 case of the Nesting Conjecture (see also Wang [23]).
Theorem 3.2. The Griggs nesting conjecture is true for posets of rank 2.
Proof. Let P = (R0, R1, R2) be an (r0, r1, r2)-graded rank-unimodal normalizedmatching poset. If r0 ≤ r1 ≤ r2 (or similarly,
r2 ≤ r1 ≤ r0) then the strong matching property (Theorem 2.1) implies that wemaymatch R0 into R1 and R1 into R2 and get
a nesting.Wemay therefore assume, by symmetry, that r2 ≤ r0 ≤ r1. Let P ′ be obtained from P by adding r2−r0 ghosts to R2.
Since P ′ is rank-symmetric-unimodal normalized matching, the Anderson–Griggs Theorem implies that P ′ has a symmetric
chain decomposition. Eliminating the ghosts and shortening the chains that contain them gives a nesting of P . 
Our next application of ghosts is to reduce the rank 3 case of the Nesting Conjecture to the following situation.
Convention 3.3 (Standard Case). In our standard case, we assume that P = (R0, R1, R2, R3) is an arbitrary (r0, r1, r2, r3)-
graded normalized matching poset, where r0, r1, r2, and r3 are positive integers with r0 = r3 < r1 < r2.
Lemma 3.4. Let (r0, r1, r2, r3) be a positive unimodal integer sequence, and let M be the set of all (r0, r1, r2, r3)-graded
normalized matching posets. Choose m,m′, i, j such that
{
m,m′, i, j
} = {1, 2, 3, 4} and rm ≥ rm′ ≥ rj ≥ rj.
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Fig. 1. A matching from R1 to R2 that cannot be completed to a nesting.
(1) If every (r3, r2, r1, r0)-graded normalized matching poset is nested, then so is every P ∈M. Hence, without loss of generality,
we may assume that m = 2 or m = 3.
(2) If m = 3, then every P ∈M is nested.
(3) If m = 2 and m′ = 3, then every P ∈M is nested.
(4) If m = 2, m′ = 1, and r0 = r1 or r1 = r2, then every P ∈M is nested.
(5) Assume m = 2 and m′ = 1, and let s = max {r0, r3}. If every (s, r1, r2, s)-graded normalized matching poset is nested, then
so is every P ∈M.
In particular, to prove the Griggs Nesting Conjecture for rank 3 posets, it suffices to consider the standard case.
Proof. Throughout, let P = (R0, R1, R2, R3) be an arbitrary element ofM.
(1) If a poset is nested, so is its dual, and the dual of a poset P ∈M is an (r3, r2, r1, r0)-graded normalized matching poset.
(2) By strong matching (Theorem 2.1), we may match Ri into Ri+1 for i = 0, 1, 2 and get a nesting of P .
(3) By Theorem 3.2, we may find a nesting C for the poset (R1, R2, R3). We may then match R0 into R1 to extend C to a
nesting of P .
(4) Supposem = 2,m′ = 1, and r0 = r1 (the case r1 = r2 is similar). Find a perfect matching between R0 and R1 and create
a new poset P ′ = (R′, R2, R3), where R′ is a set of size r0 = r1 obtained by identifying each pair of matched elements (in
other words, by collapsing R0 and R1). Since P ′ is normalized matching, by Theorem 3.2, it has a nesting, and pulling that
nesting back to P gives the desired nesting of P .
(5) Suppose r0 < r3 = s (the case r3 < r0 is similar). Add r3 − r0 ghosts to R0 to obtain a poset P ′ that is still rank-unimodal
and normalized matching. If we can find a nesting of P ′, then by eliminating the ghosts, we get a nesting of P . 
4. Two key examples
In this section, we present two examples that describe our basic approaches to the Nesting Conjecture, display some of
the limits of those approaches, and present further evidence of the difficulty of the Nesting Conjecture. Specifically, we give
an example where the proof of the Anderson–Griggs Theorem does not generalize, and exhibit a set of Stanley chains that
cannot be completed to a nesting.
Generalizing Anderson–Griggs. If P = (R0, . . . , Rn) is a rank-symmetric-unimodal normalized matching poset, let Pk =
(Rk, . . . , Rn−k) for 1 ≤ k ≤ bn/2c, giving a sequence Pbn/2c ⊆ Pbn/2c−1 ⊆ · · · ⊆ P1 ⊆ P0 = P . The proof of the
Anderson–Griggs Theorem (see Anderson [3, Thm. 3.6.4]) uses the Ford–Fulkerson Theorem (see [3, Thm. 3.6.3]) to show that
any nesting of Pk can be extended to a nesting of Pk−1 by adding either 2 or 0 new elements to each existing chain. Therefore,
starting with an arbitrary perfect matching between levels Rbn/2c and Rdn/2e and repeatedly applying Ford–Fulkerson, we get
a nesting of P .
If P = (R0, . . . , Rn) is rank-unimodal normalized matching, but not rank-symmetric, we can try to imitate this proof
by assuming inductively that we have a nesting of the k largest levels of P and finding matchings of either one or both of
the next two largest levels into the existing chains in some way that gives a nesting. However, this approach fails in the
following class of examples.
Example 4.1. Suppose, in our standard case (Convention 3.3), that
r1 ≤ r2 −
⌈
r2
r0
⌉
. (4)
In that case, consider the (r0, r1, r2, r3)-graded poset P = (R0, R1, R2, R3)whose Hasse diagram is described as follows.
• Choose H(R0, R1) and H(R1, R2) to be complete bipartite.
• Choose some x ∈ R3, and choose H(R2, R3) so that |Γ (x)| =
⌈
r2
r0
⌉
and Γ (y) = R2 for y ∈ R3, y 6= x.
The poset P is illustrated in the case (r0, r1, r2, r3) = (4, 6, 10, 4) by Fig. 1, in which each shaded area represents a
complete bipartite graph.
It is now an easy exercise to check that P is normalized matching. Furthermore, since H(R1, R2) is complete bipartite and
|R1| ≤ |R2 \ Γ (x)|, there exists a matching of R1 into R2 \ Γ (x) ⊆ R2, as indicated by the bold lines in Fig. 1. This matching
gives a nesting of (R1, R2) that cannot be extended to a nesting of P , as no edge in the matching can be extended to a chain
of size 4 containing x.
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Fig. 2. Stanley chains that cannot be completed to a nesting.
Fig. 3. (P, f ) and its N-graph.
Completing Stanley chains. In our standard case (Convention 3.3), we can try to find a nesting of P by choosing a set of r0 = r3
Stanley chains (Definition 2.2) for P and trying to complete those chains to a nesting of P; in fact, it would suffice to find a
matching from the r1− r0 remaining elements in R1 to the r2− r0 remaining elements in R2. However, this approach fails in
the following class of examples.
Example 4.2. Suppose, in our standard case (Convention 3.3), that r0r1 ≥ r2. In that case, consider the (r0, r1, r2, r3)-graded
normalized matching poset P = (R0, R1, R2, R3)whose Hasse diagram is described as follows.
• Choose H(R0, R1) and H(R2, R3) to be complete bipartite.
• Choose some x ∈ R1, and choose H(R1, R2) so that |Γ (x)| =
⌈
r2
r1
⌉
and Γ (y) = R2 for y ∈ R1, y 6= x.
The poset P is illustrated in the case (r0, r1, r2, r3) = (4, 6, 13, 4) by Fig. 2, in which each shaded area represents a
complete bipartite graph.
It is now an easy exercise to check that P is normalized matching. Furthermore, since H(R0, R1), H(R1 \ {x} , R2),
and H(R2, R3) are all complete bipartite graphs, there exists a collection C of r3 = r0 ≥
⌈
r2
r1
⌉
Stanley chains for P such
that every element of Γ (x) ∩ R2 is contained in a chain of C, as indicated by the bold lines in Fig. 2. The collection C cannot
be completed to a nesting C+ of P because the element x ∈ R1 would have to be contained in a chain of the form x < x2
(x2 ∈ R2) in C+, and every element of Γ (x) ∩ R2 is already contained in a chain in C.
Remark 4.3. Examples 4.1 and 4.2 illustrate some of the difficulties in the proof of the Nesting Conjecture, by showing
that a straightforward greedy algorithm can fail in both of the approaches we consider. Nevertheless, in the rest of this
paper,wewill see that such greedy algorithms can always succeed under certain numerical conditions. Specifically, imitating
Anderson–Griggs succeeds if P is almost rank-symmetric (the Folding Theorem, Theorem5.3) and completing Stanley chains
succeeds if P is very far from rank-symmetric (the Stanley Completion Theorem, Corollary 6.5).
5. The folding theorem
Our first positive nesting result generalizes Perfect’s ‘‘folding’’ proof [25] of the Ford–Fulkerson theorem (see Anderson [3,
Sect. 3.6]) from rank-symmetric-unimodal posets to a certain kind of nearly-rank-symmetric rank-unimodal poset. The key
is the following extension of a construction due to Perfect.
Definition 5.1. Let P = (R0, R1, R2, R3) be a rank 3 normalized matching poset with ri = |Ri| and r3 = r0 < r1 < r2, and
choose a matching f from R1 into R2. We define the N-graph of (P, f ) to be the following bipartite graph N .
(1) The vertex set of N is the union of X = R0 ∪ R2 and Y = R1 ∪ G ∪ R3, where G is a set of (partial) ghosts of size r2 − r1.
(2) As shown in Fig. 3 (with r0 = 3, r1 = 6, r2 = 8), the edges of N are as follows.
(a) For each x ∈ R0 and y ∈ R1 such that x ≤ y, we have an edge {x, y}.
(b) For each y ∈ R1, we have an edge {f (y), y}. (Note that f (y) ∈ X .)
(c) We choose a matching between G and R2 \ f (R1), and add edges {x, y} (x ∈ R2 \ f (R1), y ∈ G) corresponding to that
matching.
(d) For each x ∈ R2 and y ∈ R3 such that x ≤ y, we have an edge {x, y}.
The key observation about the N-graph N of (P, f ), is that a perfect matching in N gives a nesting of P . Specifically, given
a perfect matching g : (R0 ∪ R2)→ (R1 ∪ G ∪ R3) in N represented by a set of edgesM , we extend the existing matching f
between the two middle levels of P by including a chain x < g(x) < f (g(x)) < g(f (g(x))) for each x ∈ R0. As shown in
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Fig. 4. Unfolding a matching in the N-graph.
Fig. 4, since the matching in N is perfect and |R1 ∪ G| = |R2|, we see that f (g(R0)) = g−1(R3), and that the elements of P not
contained in chains of size 4 are precisely the elements contained in edges inM of the form {f (y), y}, y ∈ (R1 ∪ G) \ g(R0).
Before proving the Folding Theorem (Theorem 5.3), we introduce the following functions, parameterized by positive
integer constants r0 < r1 < r2:
ψ(a) =
⌈
ar1
r0
⌉
−
⌊
(a− 1)r2
r0
⌋
− 1, (5)
φ(b) =
⌊
br1
r0
⌋
− b. (6)
We observe that φ(b) ≤ φ(b+ 1), which means that
φ(b) ≤ φ(a) for integers b ≤ a. (7)
We also observe that ψ(a) has the following property.
Lemma 5.2. If ψ(r0) ≥ 0, then ψ(a) ≥ 0 for 1 ≤ a ≤ r0.
Proof. Suppose ψ(r0) ≥ 0. Then r0r1r0 >
(r0−1)r2
r0
, where the inequality is strict because r0r1/r0 is an integer. Therefore,
ar1
r0
>
(a− 1)r2
r0
(8)
for 1 ≤ a ≤ r0, since both sides of (8) are linear in a and the inequality holds for a = 1 and a = r0. It follows that⌈
ar1
r0
⌉
−
⌊
(a− 1)r2
r0
⌋
≥ 1 (9)
for 1 ≤ a ≤ r0. 
Theorem 5.3 (Folding). Let (r0, . . . , rn) be a unimodal sequence of positive integers such that rn = r0 < r1 < rn−1, and let M
be the set of all (r0, . . . , rn)-graded normalized matching posets. Then the following are equivalent.
(1) For any P = (R0, . . . , Rn) ∈M, any nesting of (R1, . . . , Rn−1) can be extended to a nesting of P.
(2) The sequence (r0, . . . , rn) satisfies r1 ≥ rn−1 −
⌈
rn−1
r0
⌉
+ 1.
In particular, in our standard case (Convention 3.3), if
r1 ≥ r2 −
⌈
r2
r0
⌉
+ 1, (10)
then P is nested.
Proof. On the one hand, an easy generalization of Example 4.1 shows that statement (2) is necessary for statement (1) to
hold. So conversely, assume statement (2).
In that case, for P = (R0, . . . , Rn) ∈ M, given a nesting C of (R1, . . . , Rn−1), we may form a rank-unimodal poset P ′ =
(R0, R1, Rn−1, Rn), where H(R0, R1) and H(Rn−1, Rn) are defined as in P , and the edges of H(R1, Rn−1) are
{{x, y} | x ∈ R1, y ∈ Rn−1, x and y are in the same chain of C} . (11)
Then if the theorem holds for n = 3, P ′ is nested, and we can use a nesting of P ′ to construct a nesting of P , as shown in
Fig. 5, in which the heavy lines represent the new edges coming from the nesting of P ′ and the other lines represent the
given nesting C.
It therefore suffices to consider the case n = 3, whence statement (2) implies
ψ(r0) = r1 −
(⌊
r2 − r2r0
⌋
+ 1
)
= r1 −
(
r2 −
⌈
r2
r0
⌉
+ 1
)
≥ 0. (12)
Now, by the observation after Definition 5.1, it is enough to verify that the Hall Marriage condition holds for the N-graph
of P = (R0, R1, R2, R3). So as shown in Fig. 6, let A0 and A2 be subsets of R0 and R2, respectively; let B1 = Γ (A0) ⊆ R1; let
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Fig. 6. Checking the Hall Marriage condition.
B3 = Γ (A2) ∩ R3; let C = Γ (A2) ∩ (R1 ∪ G); and let ai = |Ai| and bi = |Bi|. It remains to show that |B3 ∪ B1 ∪ C | ≥ a0 + a2.
In fact, since |C | = a2 and B3 ∩ (B1 ∪ C) = ∅, it suffices to show that a0 + a2 is at most
b3 +max(a2, b1) ≤ b3 + |B1 ∪ C | = |B3 ∪ B1 ∪ C | . (13)
If b3 ≥ a0, then certainly b3 +max(a2, b1) ≥ a0 + a2, so it suffices to show that if b3 < a0, then b1 + b3 − (a0 + a2) ≥ 0. By
normalized matching and the fact that a2 and b1 are integers, we have a2 ≤
⌊
b3r2
r0
⌋
and b1 ≥
⌈
a0r1
r0
⌉
. Therefore, by (7),
b1 + b3 − a0 − a2 ≥
⌈
a0r1
r0
⌉
+ b3 −
⌊
b3r2
r0
⌋
− a0
=
⌈
a0r1
r0
⌉
− a0 − φ(b3)
≥
⌈
a0r1
r0
⌉
− a0 − φ(a0 − 1)
=
⌈
a0r1
r0
⌉
− a0 −
(⌊
(a0 − 1)r2
r0
⌋
− (a0 − 1)
)
= ψ(a0), (14)
which is nonnegative by Lemma 5.2 and (12). The theorem follows. 
Note that, just as the Ford–Fulkerson Theorem can be applied repeatedly to obtain a symmetric chain decomposition of
any rank-symmetric-unimodal normalized matching poset, if the hypotheses of the Folding Theorem hold for some poset P
at each ‘‘stage’’ from the middle outwards, we can repeatedly apply Folding to find a nesting of P . For example, we have the
following result. (See also Remark 8.2.)
Corollary 5.4. If P = (R0, . . . , Rn) is an (r0, . . . , rn)-graded rank-unimodal normalized matching poset such that |ri − rn−i| ≤
1 for 0 ≤ i ≤ n, then P is nested.
Proof. The corollary is clear if n ≤ 2 or (r0, . . . , rn) is monotone, so proceeding by induction, assume that n ≥ 3 and
(r0, . . . , rn) is notmonotone. On the one hand, supposemax(r0, rn) > min(r1, rn−1). Rank-unimodality then implies r0 6= rn,
so without loss of generality, we may assume that rn = r0 + 1. In that case, since (r0, . . . , rn) is not monotone, rn ≤ rn−1,
which means that
r0 ≤ min(r1, rn−1) < rn = r0 + 1 ≤ rn−1. (15)
Consequently, r0 = r1 and rn−1 = rn, and we may use perfect matchings to collapse R0 and R1 and collapse Rn−1 and Rn (as
in the proof of Lemma 3.4, part (4)), yielding a rank-unimodal normalized matching poset P ′ of rank n− 2 that still satisfies
our hypotheses. By induction, P ′ has a nesting, and pulling that nesting back to P shows that P is nested.
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Fig. 7. Nesting n levels plus matching with avoidance (n = 3).
On the other hand, supposemax(r0, rn) ≤ min(r1, rn−1). After possibly adding a ghost either to R0 or Rn, by symmetry, we
may assume that rn = r0 ≤ r1 ≤ rn−1. If rn = r0 = rn−1, the collapsing argument again implies that P is nested. Otherwise,
r0 < rn−1, which means that r1 ≥ rn−1 − 1 ≥ rn−1 −
⌈
rn−1
r0
⌉
+ 1. Therefore, since (R1, . . . , Rn−1) is nested by induction, the
Folding Theorem implies that P is nested. The corollary follows. 
6. Matching with avoidance
Just as extending the Ford–Fulkerson Theorem to a (slightly) asymmetric situation gives us the Folding Theorem, the
following extension of the Hall Marriage Theorem for normalized matching bipartite graphs gives us two nesting results,
namely, the Plus One Theorem (Corollary 6.3) and the Stanley Completion Theorem (Corollary 6.5).
Theorem 6.1. Let Λ(X, Y ) be a normalized matching bipartite graph, let k = |X | and n = |Y |, and assume n > k. If Y0 is a
subset of Y such that
|Y0| ≥ n−
⌈n
k
⌉
+ 1, (16)
then there exists a matching of X into Y0.
Proof. For A ⊆ X , let Γ0(A) = Γ (A)∩ Y0. By the Hall Marriage Theorem, it suffices to show that for all A ⊆ X , |Γ0(A)| ≥ |A|.
By normalized matching, since |Y \ Y0| ≤
⌈ n
k
⌉− 1, we see that
|Γ0(A)| ≥ |Γ (A)| − |Y \ Y0| ≥
⌈ |A| n
k
⌉
− |Y \ Y0| ≥
⌈ |A| n
k
⌉
−
⌈n
k
⌉
+ 1. (17)
It therefore suffices to show that the function
f (a) =
⌈an
k
⌉
−
⌈n
k
⌉
+ 1− a (18)
is nonnegative for all integers a ≥ 1. However, f (1) = 0, and f (a+ 1) ≥ f (a), so the theorem follows. 
Remark 6.2. Note that the condition (16) in Theorem 6.1 is optimal in the following sense: For disjoint sets X and Y such
that k = |X | and n = |Y | > k, choose any x0 ∈ X , and let Λ(X, Y ) be a bipartite graph such that |Γ (x0)| =
⌈ n
k
⌉
and
Γ (x) = Y for x 6= x0. It is easily verified that Λ(X, Y ) is normalized matching and that there is no matching from X into
Y0 = Y \ Γ (x0).
Corollary 6.3 (Plus One Theorem). If P = (R0, . . . , Rn) is a (r0, . . . , rn)-graded rank-unimodal normalized matching poset,
rn = r0 < r1 ≤ rn−1, and r1 = r0 + 1, then any nesting of (R1, . . . , Rn) can be extended to a nesting of P. In particular, in our
standard case ( Convention 3.3), if r1 = r0 + 1, then P is nested.
Proof. Suppose we are given a nesting of (R1, . . . , Rn). Let R′1 be the set of all elements of R1 that are part of a chain of size
n in our chosen nesting of (R1, . . . , Rn), as represented by the shaded area in Fig. 7. It then suffices to show that there exists
a matching of R0 into R′1. However, since∣∣R′1∣∣ = r0 = r1 − 1 = r1 − ⌈ r1r0
⌉
+ 1, (19)
the first statement of the corollary follows from Theorem 6.1. The last statement of the corollary then follows from applying
the rank 2 case of the Nesting Conjecture (Theorem 3.2) to (R1, R2, R3). 
Remark 6.4. Suppose k ≥ n − ⌈ nk⌉ + 1 for some positive integers n > k. If k ≥ n/2, then k ≥ n − 2 + 1 = n − 1;
and if k < n/2, then n/2 > n − ⌈ nk⌉ + 1, implying ⌈ nk⌉ > n/2 + 1, and therefore, k < 2. Comparing (16), we see that
besides r0 = r1 − 1, the only values of r0 for which the argument in Corollary 6.3 works are r0 = 1 and r0 = r1, and in both
those cases, any nesting of (R1, . . . , Rn) can be extended to all of P for trivial reasons.
Corollary 6.5 (Stanley Completion Theorem). Let (r0, r1, r2, r3) be an integer sequence such that 0 < r3 = r0 < r1 < r2, and
let M be the set of all (r0, r1, r2, r3)-graded normalized matching posets. Then the following are equivalent.
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(1) For P ∈M, every collection of Stanley chains for P can be completed to a nesting of P.
(2) We have r0r1 < r2.
In particular, if r0r1 < r2 in our standard case ( Convention 3.3), then P is nested.
Proof. On the one hand, Example 4.2 shows that statement (2) is necessary for statement (1) to hold. So conversely, assume
r0r1 < r2. If r1 divides r2, then
⌈
r2
r1
⌉
− 1 = r2r1 − 1 ≥ r0; and if r1 does not divide r2,
⌈
r2
r1
⌉
− 1 =
⌊
r2
r1
⌋
≥ r0. Either way,
r2 − r0 ≥ r2 −
⌈
r2
r1
⌉
+ 1.
Now suppose that P = (R0, R1, R2, R3) ∈ M and C is a set of Stanley chains for P . Let R′2 be the set of all elements of R2
that are not covered by C, as represented by the shaded area in Fig. 8. Then, since∣∣R′2∣∣ = r2 − r0 ≥ r2 − ⌈ r2r1
⌉
+ 1, (20)
by Theorem6.1, there exists amatching from R1 into R′2 represented by a set of edgesM .Wemay therefore cover all elements
of R1 not covered by C with disjoint chains corresponding to edges of M , as shown by the heavy solid lines in Fig. 8. (The
dashed lines represent edges inM that we do not use.) These chains of size 2, along with the chains of size 1 containing the
elements of R2 we have not already covered, complete C to a nesting of P , and the corollary follows. 
7. The multiple theorem
We come to our final nesting result. The basic idea is to apply the classification of a certain kind of minimal normalized
matching bipartite graph (see Definition 7.5). We begin with a definition.
Definition 7.1. Let Λ(X, Y ) be a normalized matching bipartite graph. We define the (k, n)-clone of Λ to be the bipartite
graph with vertex set
V = (X × {1, . . . , k}) ∪ (Y × {1, . . . , n}) (21)
and edge set
E = {{(x, i), (y, j)} | 1 ≤ i ≤ k, 1 ≤ j ≤ n, x ∈ X, y ∈ Y , {x, y} is an edge ofΛ(X, Y )} . (22)
Lemma 7.2. If Λ(X, Y ) is a normalized matching bipartite graph, then the (k, n)-clone of Λ(X, Y ) is also normalized matching.
In the following, for B ⊆ Y , we let Bj = {(b, j) | b ∈ B}.
Proof. Since the (k, n)-clone of Λ is the (k, 1)-clone of the (1, n)-clone of Λ, and normalized matching is symmetric in X
and Y (see Section 2), it is enough to consider the (1, n)-clone ofΛ. In that case, for A ⊆ X , letΓ (A) be the set of all neighbors
of A in the original graphΛ, and let Γc(A) be the set of all neighbors of A in the (1, n)-clone ofΛ. We have
|Γc(A)| =
∣∣∣∣∣ n⋃
j=1
Γ (A)j
∣∣∣∣∣ = n |Γ (A)| ≥ n
( |Y |
|X |
)
|A| =
∣∣∣∣∣ n⋃
j=1
Yj
∣∣∣∣∣
|X | |A| , (23)
where the inequality follows becauseΛ(X, Y ) is normalized matching. The lemma follows. 
We call a complete bipartite graph K1,d a d-fan. In those terms, we have the following result.
Theorem 7.3. Let Λ(X, Y ) be a normalized matching bipartite graph with n = |X | and k = |Y |. If n divides k, and d = k/n,
thenΛ contains the disjoint union of n d-fans as a subgraph.
Proof. LetΛc(X × {1, . . . , d} , Y ) be the (d, 1)-clone ofΛ(X, Y ). Since
|(X × {1, . . . , d})| = nd = |Y | (24)
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Fig. 9. A perfect matching inΛc gives disjoint d-fans inΛ (d = 2).
Fig. 10. Using disjoint fans to complete a set of Stanley chains to a nesting.
andΛc is normalizedmatching (Lemma 7.2), by the Hall Marriage Theorem, there exists a set of edgesMc ofΛc representing
a perfect matching inΛc , as shown on the left-hand side of Fig. 9. If we then let
F = {{x, y} | {(x, i), (y, 1)} ∈ Mc} (25)
be the projection ofMc down toΛ, as shown on the right-hand side of Fig. 9, we see that the edges F define a subgraph ofΛ
such that every vertex of Y has valence 1 and every vertex of X has valence d. The theorem follows. 
Corollary 7.4 (Multiple Theorem). In our standard case ( Convention 3.3), if r1 divides r2, then P is nested.
Proof. Suppose r1 divides r2, and let d = r2/r1. By Theorem 7.3, we may construct a new poset P ′ by replacing the bipartite
graph H(R1, R2)with a subgraph H ′(R1, R2) consisting of a disjoint union of d-fans. An easy calculation shows that a disjoint
union of d-fans is normalized matching, so P ′ is normalized matching.
Since H(P ′) is a subgraph of H(P), it now suffices to show that P ′ is nested. Since P ′ is normalized matching, we may
choose a set C of Stanley chains for P ′. As shown on the left-hand side of Fig. 10, in which the heavy lines represent the
chains of C and the remaining lines show the portion of H ′(R1, R2) not covered by C, since H ′(R1, R2) is a disjoint union
of d-fans, the elements of R1 not covered by C can be matched into the elements of R2 not covered by C, as shown in the
right-hand side of Fig. 10. We may therefore complete C to a nesting of P ′. The corollary follows. 
The fact that considering a ‘‘minimal subconfiguration’’ proves to be so useful in proving Corollary 7.4 motivates the
following definitions. (To the best of our knowledge, these ideas were first considered by West, Harper, and Daykin [22],
though the terminology used here is ours.)
Definition 7.5. We say that a normalized matching bipartite graphΛ(X, Y ) isminimal if removing any edge ofΛ results in
a bipartite graph Λ′ with the same vertex set X ∪ Y that is no longer normalized matching. We call a connected minimal
normalized matching bipartite graph amatchweb.
For example, a union of disjoint d-fans (with fixed d) is a minimal normalized matching bipartite graph, and a d-fan is
a matchweb. Further consideration of matchwebs would take us too far afield here, but for more on the fundamentals of
matchwebs, see [26].
8. Summary of progress
Comparing the Main Theorem, Lemma 3.4, and the Folding, Plus One, Stanley Completion, and Multiple Theorems
(Theorem5.3 and Corollaries 6.3, 6.5 and 7.4),we see that it remains only to show that, in our standard case ( Convention 3.3),
P is nested whenever r0 ≤ 2, r2 ≤ 7, or r2 ≥ r21 . The last claim follows by combining the Stanley Completion and Multiple
Theorems, so only the first two remain.
Staying with our standard case, and beginning with small values of r0, we first observe that P is clearly nested for r0 = 1.
Next, suppose r0 = 2. On the one hand, if r2 = 2n is even, then either r1 ≥ n+ 1 = 2n− r2r0 + 1, and P is nested by Folding;
or r1 = n, and P is nested by the Multiple Theorem; or r1 < n and P is nested by Stanley Completion. On the other hand, if
r2 = 2n+ 1 is odd, then either r1 ≥ n+ 1 = 2n+ 1−
⌈
r2
r0
⌉
+ 1, and P is nested by Folding; or r1 ≤ n, and P is nested by
Stanley Completion. It follows that P is always nested if r0 ≤ 2.
It remains to show that P is nested for r2 ≤ 7, which we do case-by-case; in fact, we continue our case analysis through
r2 = 10 to give a better picture of what we have (and have not) achieved. Note that Folding implies that P is nested if
r2 = r1 + 1, and Plus One implies that P is nested if r1 = r0 + 1. Therefore, we may now assume that r0 ≥ 3, r1 ≥ r0 + 2,
and r2 ≥ r1 + 2. We now consider all such cases with 7 ≤ r2 ≤ 10. Note that since we have covered all cases in which Plus
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One applies, and in this range, Stanley Completion covers no cases not covered by other methods, we only discuss whether
Folding and the Multiple Theorem imply that P is nested.
• For r2 = 7, the only case remaining is (3, 5, 7, 3), which follows by Folding. The Main Theorem follows.• For r2 = 8, the case (3, 6, 8,3) follows by Folding, but the remaining cases (3, 5, 8, 3) and (4, 6, 8, 4) are not covered.• For r2 = 9, Folding covers all remaining cases except (3, r1, 9, 3) (r1 = 5, 6), (4, 6, 9, 4), and (5, 7, 9, 5).• For r2 = 10, the Multiple Theorem covers r1 = 5, and Folding covers all other cases except (3, 6, 10, 3), (4, r1, 10, 4)
(r1 = 6, 7), (5, r1, 10, 5) (r1 = 7, 8), and (6, 8, 10, 6).
Remark 8.1. We note that this enumeration of small cases is in some sense non-representative, as for larger r2, Stanley
Completion seems to cover the greatest number of cases out of all of our methods, including most of our r2 ≥ r21 result.
Remark 8.2. Wenote that Folding andPlusOne canbeused to prove theNesting Conjecture for infinite families of non-rank-
symmetric (r0, . . . , rn)-graded rank-unimodal normalizedmatchingposets other than the family considered inCorollary 5.4.
This is perhaps best illustrated not by attempting to give a complete list of all posets that can be nested in this manner, but
by considering an example.
We claim that all (3, 5, 8, 32, 29, 10, 9, 5, 2)-graded normalized matching posets are nested. First, by Folding, since
32 − ⌈ 3210⌉ + 1 = 29, every (10, 32, 29, 10)-graded normalized matching poset is nested, so every (9, 32, 29, 10)-graded
normalized matching poset is nested (add a ghost). By Plus One, we may extend this result to a nesting of any (9, 32, 29, 10,
9)-graded normalized matching poset, which means that any (8, 32, 29, 10, 9)-graded normalized matching poset is nested
(add a ghost). Applying Folding two more times, we extend our result to (3, 5, 8, 32, 29, 10, 9, 5, 3)-graded normalized
matching posets, which means that (3, 5, 8, 32, 29, 10, 9, 5, 2)-graded normalized matching posets are nested (ghost).
Note added in proof
Since the completion of this paper, Escamilla, Nicolae, Salerno, Shahriari, and Tirrell [27] have further considered rank-
unimodal normalizedmatching posets of rank 3, have constructed newmethods for nesting such posets, and have expanded
the collection of rank numbers for which a nesting is guaranteed. As a corollary of their work, it follows that every rank 3,
rank-unimodal, normalized matching poset of width at most 11, is nested.
Acknowledgements
We thank Katherine Shelley Nolan for the use of material in her master’s thesis [28] (later incorporated into [26]) that
greatly helped to improve the exposition in this paper. We also thank Pomona College, MSRI, and IPM (Tehran), each of
which supported visits from some subset of the authors during the development andwriting of this paper. Finally, we thank
the anonymous referees of this paper for their thorough reading and helpful suggestions.
References
[1] I. Anderson, Some problems in combinatorial number theory, Ph.D. Thesis, Univ. of Nottingham, 1967.
[2] J.R. Griggs, Sufficient conditions for a symmetric chain order, SIAM J. Appl. Math. 32 (1977) 807–809.
[3] I. Anderson, Combinatorics of Finite Sets, Dover Books, 2002.
[4] K. Engel, Sperner Theory, Cambridge Univ. Press, 1997.
[5] J.R. Griggs, On chains and Sperner k-families in ranked posets, J. Combin. Theory A 28 (1980) 156–168.
[6] J.R. Griggs, Problems on chain partitions, Discrete Math. 72 (1988) 157–162.
[7] B. Bajnok, S. Shahriari, Long symmetric chains in the Boolean lattice, J. Combin. Theory A 75 (1996) 44–54.
[8] R. Gutterman, S. Shahriari, Games of chains and cutsets in the Boolean lattice, Order 14 (1998) 321–325.
[9] T. Hsu, M.J. Logan, S. Shahriari, The generalized Füredi conjecture holds for finite linear lattices, Discrete Math. 306 (2006) 3140–3144.
[10] T. Hsu, M.J. Logan, S. Shahriari, C. Towse, Partitioning the Boolean lattice into chains of large minimum size, J. Combin. Theory A 97 (1) (2002) 62–84.
[11] T. Hsu, M.J. Logan, S. Shahriari, C. Towse, Partitioning the Boolean lattice into a minimal number of chains of relatively uniform size, Eur. J. Combin.
24 (2) (2003) 219–228.
[12] D.L. Li, S. Shahriari, Games of chains and cutsets in the Boolean lattice II, Order 18 (2001) 247–267.
[13] M. Logan, S. Shahriari, A new matching property for posets and existence of disjoint chains, J. Combin. Theory A 108 (1) (2004) 77–87.
[14] J.R. Griggs, Matchings, cutsets, and chain partitions in graded posets, Discrete Math. 144 (1995) 33–46.
[15] J.R. Griggs, C.M. Grinstead, R.K.C. Yeh, Partitioning Boolean lattices into chains of subsets, Order 4 (1987) 65–67.
[16] L.H. Harper, The morphology of partially ordered sets, J. Combin. Theory A 17 (1974) 44–58.
[17] D.G.C. Horrocks, Nested chain partitions of Hamiltonian filters, J. Combin. Theory A 81 (1998) 176–189.
[18] W.N. Hsieh, D.J. Kleitman, Normalized matching in direct products of partial orders, Stud. Appl. Math. 52 (1973) 285–289.
[19] Z. Lonc, Proof of a conjecture on partitions of a Boolean lattice, Order 8 (1991) 17–27.
[20] N. Metropolis, G.-C. Rota, V. Strehl, N. White, Partitions into chains of a class of partially ordered sets, Proc. AMS 71 (1978) 193–196.
[21] F. Vogt, B. Voigt, Symmetric chain decompositions of linear lattices, Comb. Probab. Comput. 6 (2) (1997) 231–245.
[22] D.B. West, L.H. Harper, D.E. Daykin, Some remarks on normalized matching, J. Combin. Theory A 35 (1983) 301–308.
[23] Y. Wang, Nested chain partitions of LYM posets, Discrete Appl. Math. 145 (3) (2005) 493–497.
[24] C. Greene, D.J. Kleitman, The structure of Sperner k-families, J. Combin. Theory A 20 (1976) 80–88.
[25] H. Perfect, Remark on a criterion for common transversals, Glasgow Math J. 10 (1969) 66–67.
[26] R. Fredrich, T. Hsu, M.J. Logan, K. Nolan, Matchwebs (2008) (in preparation).
[27] Elinor Gardner Escamilla, Andreea Cristina Nicolae, Paul Russell Salerno, Shahriar Shahriari, Jordan Olliver Tirrell, On nested chain decompositions of
normalized matching posets of rank 3 (submitted for publication).
[28] K. Shelley, Matchwebs, Master’s Thesis, San José State University, 2007.
