Wave Operators and Similarity for Long Range $N$-body Schr\"odinger
  Operators by Kitada, Hitoshi
ar
X
iv
:1
51
1.
05
13
7v
2 
 [m
ath
-p
h]
  5
 D
ec
 20
15
Wave Operators and Similarity for Long
Range N-body Schro¨dinger Operators
Dedicated to the late Professor Tosio Kato on his 100th birthday
Hitoshi Kitada∗
Department of Mathematics
Metasciences Academy
Tokyo, Japan
Abstract
We consider asymptotic behavior of e−itHf for N -body Schro¨dinger opera-
tor H = H0 +
∑
1≤i<j≤N Vij(x) with long- and short-range pair potentials
Vij(x) = V
L
ij (x) + V
S
ij (x) (x ∈ Rν) such that ∂αxV Lij (x) = O(|x|−δ−|α|) and
V Sij (x) = O(|x|−1−δ) (|x| → ∞) with δ > 0. Introducing the concept of
scattering spaces which classify the initial states f according to the asymp-
totic behavior of the evolution e−itHf , we give a generalized decomposition
theorem of the continuous spectral subspace Hc(H) of H. The asymptotic
completeness of wave operators is proved for some long-range pair potentials
with δ > 1/2 by using this decomposition theorem under some assumption
on subsystem eigenfunctions.
AMS Subject Classification: 81U10 35J10 35P25 47A40
Keywords: wave operators, similarity, N -body Schro¨dinger operator, long-range
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1 Introduction
We consider N particles 1, 2, ..., N (N ≥ 2) with mass m1, ..., mN which move in
R
ν , where ν ≥ 1 is an integer. We assume that there is no external force1, so that
∗E-mail address: kitada@ms.u-tokyo.ac.jp
1See [14], [36] for the case when external forces are included. Especially [36] deals with
time-dependent external force.
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only possible interaction is the one between two non-identical particles i and j.
We denote the position of the i-th particle by ri = (ri1, . . . , riν) ∈ Rν , and write
the relative position between the i-th and j-th particles as xij = ri − rj ∈ Rν ,
where (i, j) is a pair of particles i and j with 1 ≤ i < j ≤ N . Then it will be
reasonable to assume that the interaction between i-th and j-th particles is given
by a pair potential Vij(xij) determined by the relative position xij of i and j. We
use the notation 〈x〉 = (1 + |x|2)1/2 (x ∈ Rd, d ≥ 1 an integer), and assume the
following condition on the pair potentials.
Assumption 1.1. The pair potential Vij(x) (x ∈ Rν) is divided into a sum of
a real-valued C∞ function V Lij (x) (long-range pair potential) and a real-valued
measurable function V Sij (x) (short-range pair potential) such that the following
holds for some constants δ ∈ (0, 1), C > 0 and Cα > 0 for any multi-index α.
|∂αxV Lij (x)| ≤ Cα〈x〉−|α|−δ, (1.1)
|V Sij (x)| ≤ C〈x〉−1−δ. (1.2)
Under this assumption with some additional assumption, we will consider the
asymptotic behavior as t→ ±∞ of the evolution e−itHf of the Schro¨dinger opera-
tor H defined in a Hilbert space H for the state function f in the continuous spec-
tral subspace Hc = Hc(H) of H . In the case of N -body Hamiltonian H , there is a
natural decomposition of H according to cluster decomposition a = {C1, . . . , Ck}
of the set {1, 2, . . . , N} such as H = Ha + Ia with Ha = Ha + Ta, where Ha
is the subsystem Hamiltonian describing the internal world of each cluster Cj
(1 ≤ j ≤ k), and Ta is the Hamiltonian describing the intercluster free motion. Ia
is the sum of the intercluster interactions described by intercluster pair potentials,
which include both of the internal coordinates and intercluster coordinates. We
denote by |a| the number k of clusters in a, i.e. |a| = k for a = {C1, . . . , Ck}.
The description of asymptotic behavior of e−itH is usually supposed to be given
by channel wave operators
W±a = s- lim
t→±∞
eitHJae
−itHaP a, (1.3)
where P a is the orthogonal projection onto the eigenspace of Ha, and Ja is a
suitable time-independent modifier introduced to deal with the long-range tail of
the pair potentials. If such wave operators exist, they intertwine H and Ha in the
following way.
EH(B)W
±
a =W
±
a EHa(B) for all Borel sets B of R. (1.4)
It has been supposed that the sum of the ranges R(W±a ) of the channel wave
operators is equal to the continuous spectral subspace Hc(H)
Hc(H) =
⊕
2≤|a|≤N
R(W±a ). (1.5)
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This is called ‘asymptotic completeness of wave operators,’ so that asymptotic
behavior of e−itHf for f ∈ Hc(H) =
⊕
2≤|a|≤N R(W±a ) is given as a sum of partly
free evolutions Jae
−itHaga for some ga ∈ P aH (2 ≤ |a| ≤ N).
Tosio Kato [18] calls this situation that the wave operators W±a give a simi-
larity between H on Hc(H) and Ha’s on H. Namely ‘similarity’ means the usual
existence and the asymptotic completeness of wave operators, and this problem
has been solved in the case N = 2 by [19], [20], [39], [40], [34], [35], [1], [8]2
for the short-range potential, and by [21], [22], [23], [9], [17], [15]2 for the long-
range potential. For further references see [46]. In the case N ≥ 3, Sigal-Soffer [41]
proved the similarity for the short-range pair potentials by the use of usual channel
wave operators. Their proof relies on a decomposition of phase space. Later than
Sigal-Soffer [41], Graf [13] gave a proof based on an improved decomposition of
configuration space. Kitada [26] also gave a proof based on another decomposition
of configuration space.
For long-range pair potentials, Enss [10] gave a proof of similarity for long-
range pair potentials with δ >
√
3 − 1 for 3-body case. Wang [42] improved the
method of Enss [10] to 3-body long-range pair potentials with δ > 1/2 whose
negative parts decaying like 〈x〉−γ with γ > 2(1− δ)/δ. Ge´rard [12] gave a proof
of similarity for the 3-body case with the potentials satisfying (1.1), δ > 1/2, and
virial condition: 2Vij(x) + x · ∇xVij(x) ≤ −C〈x〉−δ for C > 0. Derezin´ski [3] gave
a proof of the asymptotic completeness for general N -body case with δ >
√
3− 1.
Further references may be found in [4] and [45].
In the sense that physically interesting case of Coulomb pair potentials has been
completed by the work of Derezin´ski [3] for general N -body problem, it might be
natural that further investigation has not been done for longer-range potentials.
However, from the mathematical view point, it is an important problem to
pursue whether or not the similarity extends to general long-range pair poten-
tials. Further due to the progress after Sigal-Soffer [41], we now have advanced
techniques such as the partition of unity associated with the decomposition of
configuration space as the ones in [13] and [26] and the extended micro-localizing
factor in [30] introduced for N = 2. Given those, it would now be an appropri-
ate time to begin with the investigation of general long-range pair potentials with
δ > 0.
Our strategy to investigate general long-range pair potentials in this paper
is firstly to introduce scattering spaces with utilizing the refined decomposition
of configuration space. Then we will prove a generalized decomposition theorem
of the continuous spectral subspace Hc(H) of H by scattering spaces under the
following additional assumption.
Assumption 1.2. Every eigenvector ψa of any subsystem Hamiltonian Ha (2 ≤
2historical order
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|a| ≤ N − 1) satisfies ‖|xa|ψa‖ <∞.
As it is known [11] that the nonthreshold eigenvectors decay exponentially, this
assumption concerns the threshold eigenvectors. We will consider the case t→∞
in the rest of the paper, since the case t→ −∞ can be treated similarly.
The scattering space Sra (2 ≤ |a| ≤ N , 0 ≤ r ≤ 1) consists of the state functions
f ∈ H such that the evolution e−itHf develops into the region where |xij| > σt
((ij) 6≤ a) and |xa| ≤ µtr as t→ ∞ for some σ > 0 and any µ > 0. In particular
for the case r = 1, we have the following generalized decomposition theorem of
Hc(H).
Theorem 1.1. Let Assumptions 1.1 and 1.2 be satisfied. The continuous spectral
subspace Hc(H) is decomposed as an orthogonal sum of the scattering spaces S1a
with 2 ≤ |a| ≤ N .
Hc(H) =
⊕
2≤|a|≤N
S1a. (1.6)
In section 8 we will introduce in wave operator (1.3) an auxiliary factor P εa (t)
as in (1.7) below, where P εa (t) is an extension of micro-localizing factor introduced
in [30] for N = 2 and localizes the state microlocally in the extended phase space
R × X × X ′. Here R is the space for time parameter t, X = Rν(N−1) is the
configuration space, and X ′ = Rν(N−1) denotes the conjugate momentum space.
W±a = s- lim
t→±∞
eitHP εa (t)Jae
−itHaP a. (1.7)
With this extended microlocal factor, it is possible to apply the simple and beau-
tiful Kato’s celebrated ‘smooth operator’ technique [18] to prove the existence of
wave operatorsW±a and the related limits for general δ > 0. This makes it possible
to characterize the range of wave operators in terms of scattering spaces as in the
following theorem, which will be proved in section 10 together with Theorem 1.1.
Theorem 1.2. Let Assumptions 1.1 and 1.2 be satisfied. Then wave operators
(1.3) exist, and satisfy
R(W±a ) = S0a (2 ≤ |a| ≤ N). (1.8)
Further we will prove the following.
Theorem 1.3. Let Assumptions 1.1 and 1.2 be satisfied with δ ∈ (1/2, 1) for all
long-range pair potentials V Lij and assume that short-range pair potentials vanish:
V Sij = 0 (∀(i, j)). Suppose that the eigenspace of subsystem Hamiltonian Ha (2 ≤
|a| ≤ N − 1) is of finite dimension and that Vij(x) = V Lij (x) ≥ 0 for all pairs (i, j)
and x ∈ Rν. Then wave operators (1.3) exist, and satisfy
R(W±a ) = S0a = S1a (2 ≤ |a| ≤ N). (1.9)
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Theorem 1.1 therefore implies the asymptotic completeness for the long-range
pair potentials specified in the theorem.
Theorem 1.4. Let the assumptions of Theorem 1.3 be satisfied. Then wave op-
erators (1.3)
W±a = s- lim
t→±∞
eitHJae
−itHaP a (1.10)
exist, and are asymptotically complete.
Hc(H) =
⊕
2≤|a|≤N
R(W±a ). (1.11)
A traditional proof of the asymptotic completeness for the short-range case
will be given in section 9 in order to contrast the new point of our method. At an
early stage of the present investigation, we expected that for large part of long-
range pair potentials, the asymptotic completeness would hold except for some
special cases when Yafaev channel ([43], [44]) occurs. However we noticed in the
midst of the investigation that Yafaev channels seem to be rather dominant for
the very long-range case when δ ∈ (0, 1/2). Yafaev channel is characterized by the
condition that the initial condition f ∈ Hc(H) satisfies f ∈ S1a \ S0a . Although we
could not find any effective condition to control the occurrence of such channels,
the traditional formulation of the asymptotic completeness survives as a new form
as the equation (1.6) in Theorem 1.1.
The proof for the short-range case given in section 9 will use a traditional
argument by mathematical induction originated in Sigal-Soffer [41]. In this proof
there needs to prove the existence of the limit like
Ω˜af = lim
t→∞
eitHaP εa (t)J
∗
ae
−itHf. (1.12)
In the short-range case the proof of the existence of this limit produces no problem,
as the pair potentials are short-range and the integrability of the differentiation
d
dt
(eitHaP εa (t)J
∗
ae
−itHf) (1.13)
is not hard to show by smooth operator technique due to the extended micro-
localizing factor P εa (t). However in the long-range case, the proof of the existence
of the limit itself is a problem, since the long-range part of intercluster interac-
tion ILa (xa, x
a) (see (2.8)) includes both of intercluster coordinate xa and internal
coordinates xa when N ≥ 3. This makes it hard to prove the integrability of
(1.13) unless long-range pair potentials vanish even if we prepare a modifier Ja
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that can handle the general long-range tail with δ > 0. To overcome this diffi-
culty, one inserts an intermediate interaction ILa (xa, 0) as in Derezin´ski [3], and
tries to evaluate the difference
ILa (xa, x
a)− ILa (xa, 0) = xa ·
∫ 1
0
∇xaILa (xa, θxa)dθ. (1.14)
To control the extra factor xa and get the integrability of (1.13), one needs to
analyze the internal motion and assume the condition δ >
√
3− 1. To avoid such
problems of the traditional approach, we will firstly expand the scattering state in
terms of subsystem scattering states, and reduce the problem to the consideration
of the following limit including eigenprojection P a of subsystem Hamiltonians
under an additional Assumption 1.2 on subsystem eigenfunctions.
Ωaf = lim
t→∞
P aeitHaJ∗aP
ε
a (t)e
−itHf. (1.15)
This step will give Theorems 1.1 and 1.2. These two theorems imply that the
asymptotic completeness is equivalent to the condition
S0a = S
1
a. (1.16)
When long-range pair potentials vanish, this condition readily follows from the
existence of the limit (1.12) by the traditional method of induction with detouring
the hard part of the discussion. When long-range pair potentials do not vanish, it
is necessary to attack this problem directly, which constitutes a hard step of the
problem as we will see in section 10.
2 Notation
We will give in this section basic notation which we will need in the following.
In doing so we will avoid unnecessary abstraction, and will concentrate on the
most important points. We will also assume that the reader is familiar with
pseudodifferential operators, Fourier integral operators, and their calculus (see
e.g., [31]-[33]), and will avoid the unnecessary complication of calculation with
just stating the principal symbols and the support relations.
The coordinate space of N -particles is
R
νN = {x|x = (r1, . . . , rN) ∈ RνN , rj ∈ Rν(j = 1, . . . , N)}.
Let the center of mass of the N particles be denoted by
xC =
m1r1 + · · ·+mNrN
m1 + · · ·+mN ∈ R
ν .
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We set with n = N − 1
XC = {r|r ∈ Rν , r = xC} = Rν , X = {x|x ∈ RνN , xC = 0} = Rν(N−1) = Rνn.
(2.1)
Then the total space RνN is decomposed as a direct product of XC and X .
R
νN = Rν × Rν(N−1) = XC ×X. (2.2)
As the coordinates of X , we adopt Jacobi coordinate system which describes the
relative position of the N -particles.
xi = ri+1 − m1r1 + · · ·+miri
m1 + · · ·+mi ∈ R
ν , i = 1, 2, . . . , N − 1. (2.3)
The corresponding reduced mass µi is given by
1
µi
=
1
mi+1
+
1
m1 + · · ·+mi . (2.4)
We equip X with the inner product
〈x, y〉 =
N−1∑
i=1
µixi · yi, (2.5)
where · denote the Euclidean scalar product of Rν . With respect to this inner
product, the change of variables between Jacobi coordinates (2.3) is realized by
orthogonal transformations of the space X , while µi and xi depend on the order
of the construction of the Jacobi coordinates (2.3).
To consider the behavior of the particles, we need to introduce the notion of
clustered Jacobi coordinate. Let a = {C1, . . . , Ck} be a disjoint decomposition of
the set {1, 2, . . . , N}: Cℓ 6= ∅ (ℓ = 1, 2, . . . , k), ∪kℓ=1Cℓ = {1, 2, . . . , N}, Cℓ∩Cm = ∅
(ℓ 6= m). We denote the number of elements of a set S by |S|. Then |a| =
k. We call a a cluster decomposition with |a| clusters C1, . . . , C|a|. A cluster
decomposition b is called a refinement of a cluster decomposition a, denoted by
b ≤ a, iff every C ∈ b is a subset of some D ∈ a, and b 6≤ a is its negation:
there exists a cluster C ∈ b such that no D ∈ a includes C ∈ b as a subset. The
notation b < a means that b ≤ a and b 6= a. For a pair (i, j), (i, j) ≤ a means that
{i, j} ⊂ D for some D ∈ a, and (i, j) 6≤ a means that {i, j} 6⊂ D for all D ∈ a.
A clustered Jacobi coordinate x = (xa, x
a) associated with a cluster decompo-
sition a = {C1, . . . , Ck} is obtained by first choosing a Jacobi coordinate
xCℓ = (xCℓ1 , . . . , x
Cℓ
|Cℓ|−1
) ∈ XCℓ = Rν(|Cℓ|−1) (ℓ = 1, 2, . . . , k)
for the |Cℓ| particles in the cluster Cℓ and then by choosing an intercluster Jacobi
coordinate
xa = (x1, . . . , xk−1) ∈ Xa = Rν(k−1)
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for the k centers of mass of the clusters C1, . . . , Ck. Then x
a = (xC1 , . . . , xCk) ∈
Xa = XC1 × · · · × XCk = Rν(N−k) and x = (xa, xa) ∈ Xa × Xa = Rν(k−1) ×
R
ν(N−k) = Rν(N−1) = Rνn = X . We denote the conjugate momentum space of X
by X ′ = {ξ|ξ ∈ Rν(N−1)}.
Given Jacobi coordinate (2.3), the Schro¨dinger operator H defined in the
Hilbert space H = L2(X) with the domain D(H) = H2(X), and the correspond-
ing classical Hamiltonian H(x, ξ) with the center of mass motion separated and
removed are expressed in the form
H = H(x,Dx) = H(x,D) = H0 + V,
H0 = H0(Dx) = H0(D), V = V (x), (Dx = D = −i∂x),
H(x, ξ) = H0(ξ) + V (x), H0(ξ) =
n∑
i=1
1
2µi
|ξi|2, V (x) =
∑
1≤i<j≤N
Vij(xij).
(2.6)
Passing to the clustered Jacobi coordinates x = (xa, x
a) ∈ X and the corre-
sponding conjugate momentum ξ = (ξa, ξ
a) ∈ X ′ for a cluster decomposition
a = (C1, . . . , Ck) with |a| = k, 2 ≤ k ≤ N , we see that the free part of the
Hamiltonian is given by
H0 = H0(Dx) = Ta +H
a
0 ,
Ta = Ta(Da), H
a
0 = H
a
0 (D
a), (Da = Dxa , D
a = Dxa),
H0(ξ) = Ta(ξa) +H
a
0 (ξ
a), Ta(ξa) =
k−1∑
ℓ=1
1
2Mℓ
|ξℓ|2,
Ha0 (ξ
a) =
k∑
ℓ=1
HCℓ0 (ξ
Cℓ), HCℓ0 (ξ
Cℓ) =
|Cℓ|−1∑
i=1
1
2µCℓi
|ξCℓi |2,
(2.7)
where Mℓ and µ
Cℓ
i are reduced masses corresponding to the clustered Jacobi coor-
dinates. The potential part of the Hamiltonian is given by
V (x) =
∑
1≤i<j≤N
Vij(xij) = Ia(x) + V
a(xa). Ia(xa, x
a) = ISa (xa, x
a) + ILa (xa, x
a),
ISa (xa, x
a) =
∑
(i,j)6≤a
V Sij (xij), I
L
a (xa, x
a) =
∑
(i,j)6≤a
V Lij (xij),
V a(xa) =
∑
Cℓ∈a
V Cℓ(xCℓ), V Cℓ(xCℓ) =
∑
(i,j)≤Cℓ
Vij(xij).
(2.8)
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The total Hamiltonian is given by
H = H0 + V = Ha + Ia = Ta +H
a + Ia, H = H(x,Dx) = H(x,D),
H0 = H0(D), Ha = Ha(x,D), H
a = Ha(xa, Da) = Ha0 (D
a) + V a(xa),
H(x, ξ) = H0(ξ) + V (x) = Ha(x, ξ) + Ia(x),
Ha(x, ξ) = Ta(ξa) +H
a(xa, ξa),
Ha(xa, ξa) = Ha0 (ξ
a) + V a(xa) =
∑
Cℓ∈a
HCℓ(xCℓ , ξCℓ),
HCℓ(xCℓ , ξCℓ) = HCℓ0 (ξ
Cℓ) + V Cℓ(xCℓ).
(2.9)
Here Ta acts in the Hilbert space Ha = L2(Rν(|a|−1)); Ha, Ha0 , and V a act in
Ha = L2(Rν(N−|a|)); Ha = Ta + Ha = Ta ⊗ I + I ⊗ Ha and H = Ha + Ia act
in the total Hilbert space H = Ha ⊗ Ha, where I in Ta ⊗ I and I in I ⊗ Ha
denote the identity operators in Ha and Ha, respectively. Making a change of
variable ξℓ =
√
Mℓξ
′
ℓ and ξ
Cℓ
i =
√
µCℓi ξ
′Cℓ
i , we obtain a more convenient form of
the Hamiltonian
H(x, ξ) = H0(ξ) + V (x), H0(ξ) = Ta(ξa) +H
a
0 (ξ
a) =
1
2
|ξ|2,
Ta(ξa) =
1
2
k∑
ℓ=1
|ξℓ|2, Ha0 (ξa) =
1
2
k∑
ℓ=1
|Cℓ|−1∑
i=1
|ξCℓi |2.
(2.10)
We note that in this setting the inner product defined by (2.5) is just the Euclidean
inner product: 〈x, y〉 = ∑N−1i=1 xi · yi of X = Rνn. As we write the configuration
space Rνn by X and the conjugate momentum space Rνn by X ′, respectively, the
phase space will be denoted by X ×X ′ = Rνn ×Rνn = {(x, ξ)|x ∈ X, ξ ∈ X ′}. In
the following, we consider the Hamiltonian H = H(x,Dx) in (2.10) for an N -body
quantum-mechanical system with N ≥ 2 under Assumptions 1.1 and 1.2.
3 Continuous spectrum
We need to introduce some notation concerning the bound states of Hamiltonians.
Let a be a cluster decomposition with 1 ≤ |a| ≤ N . We let P a = I for |a| = N , and
let P a be the orthogonal projection onto the eigenspace Hp(Ha) of Ha defined on
Ha = L2(Xa) = L2(Rν(N−|a|)) for 1 ≤ |a| ≤ N−1. We write the extension I⊗P a as
P a, where I denotes the identity operator of Ha = L2(Xa) = L2(Rν(|a|−1)) and for
|a| = 1 we write P a = P = PH . For an integer M we let P aM be an M-dimensional
partial projection of the eigenprojection P a such that P a = s- limM→∞ P
a
M . We
use the notation P aM = I ⊗ P aM for the natural extension of P aM . Let a sequence
of integers M1,M2, . . . ,MN be fixed, and define Mˆa = (M1, . . . ,M|a|−1) and Ma =
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(Mˆa,M|a|) = (M1, . . . ,M|a|−1,M|a|). Set for Mˆ = (M1, . . . ,Mℓ) (1 ≤ ℓ ≤ N − 1)
and PM1 = P
a1
M1
(|a1| = 1)
Pˆ ℓ
Mˆ
=

I − ∑
|aℓ|=ℓ
P aℓMℓ

 . . .

I − ∑
|a2|=2
P a2M2

 (I − PM1) (3.1)
and
P˜ aMa = P
a
M|a|
Pˆ
|a|−1
Mˆa
, 2 ≤ |a| ≤ N. (3.2)
Then we have ∑
2≤|a|≤N
P˜ aMa = I − PM1. (3.3)
We also set
T =
⋃
1≤|a|≤N
σp(H
a), (3.4)
where σp(H
a) denotes the point spectrum of the selfadjoint operatorHa (1 ≤ |a| ≤
N) with σp(H
a) = {0} for |a| = N . Namely T is the sum of the point spectrum
of H and the thresholds of H . We note that
Hc(H) =
∑
B⋐R\T
EH(B)H. (3.5)
We remark that the result of [11] implies that T ⊂ [b, 0] for some constant b ≤ 0.
The first purpose of this section is to prove the following lemma which is an
extension of the theorem known as RAGE theorem ([38]).
Lemma 3.1. Let {B(s)|s ∈ R} be a continuous family of uniformly bounded
operators in H. Let B ⊂ R be a bounded open set satisfying EH(B)H ⊂ Hc(H)
and let 2 ≤ |b| ≤ N . Then there is a constant ǫM > 0 that goes to 0 when the
components Mj of the multi-index Mb tend to ∞ such that as T →∞∥∥∥∥ 1T
∫ T
0
B(s)F (|xij | < R)P˜ bMbe−isHEH(B)ds
∥∥∥∥ ∼ǫM 0 (3.6)
for any pair (i, j) 6≤ b. Here ∼ǫM means that the norm of the difference of the
both sides is asymptotically ≤ ǫM as T →∞, and F (S) denotes a smooth positive
cut off function which is 1 on the set S ⊂ X = Rν(N−1) and is 0 outside some
neighborhood of S. We write ∼ for ∼0.
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Proof. We prove a general version of Lemma 3.1:
Under the assumption of the lemma, we have as T →∞∥∥∥∥ 1T
∫ T
0
B(s)F (|xij| < R)F (|xb| < R)Pˆ |b|−1Mˆb e
−isHEH(B)ds
∥∥∥∥ ∼ǫM 0 (3.7)
for any (i, j) 6≤ b.
We prove (3.7) by induction on k = |b|.
I) 1st step: We prove that (3.7) holds for |b| = 2. Since ‖F (|x| > S)F (|xij| <
R)F (|xb| < R)‖ → 0 as S →∞ for |b| = 2, R <∞, (i, j) 6≤ b, it suffices to show
lim
T→∞
∥∥∥∥ 1T
∫ T
0
B(s)F (|x| < R)EH(B)e−isHds
∥∥∥∥ = 0. (3.8)
As the operator F (|x| < R)EH(B) is compact, the first step follows if we prove
the lemma with F (|x| < R)EH(B) replaced by one dimensional operator Kf =
(f, φ)ψ, where φ ∈ Hc(H). We compute∥∥∥∥ 1T
∫ T
0
B(s)Ke−isHds
∥∥∥∥
2
=
∥∥∥∥ 1T
∫ T
0
eisHK∗B(s)∗ds
∥∥∥∥
2
= sup
‖f‖=1
∥∥∥∥ 1T
∫ T
0
eisHK∗B(s)∗fds
∥∥∥∥
2
= sup
‖f‖=1
1
T 2
∫ T
0
∫ T
0
(B(s)∗f, ψ)(ψ,B(t)∗f)(e−i(t−s)Hφ, φ)dtds.
(3.9)
The RHS is bounded by
C
1
T 2
∫ T
0
∫ T
0
|(e−i(t−s)Hφ, φ)|dtds ≤ C 1
T
∫ T
−T
|(e−itHφ, φ)|dt (3.10)
for C = ‖ψ‖2 sups∈R ‖B(s)‖2 ≥ 0. By Schwarz inequality, the RHS is bounded by
√
2C
(
1
T
∫ T
−T
|(e−itHφ, φ)|2dt
) 1
2
. (3.11)
Noting that the function µ(λ) = (EH(λ)φ, φ) is of bounded variation, we calculate
the formula inside the parentheses.
1
T
∫ T
−T
∫
R
∫
R
e−i(λ−λ
′)tdµ(λ)dµ(λ′)dt = 2
∫
R
∫
R
sin{(λ− λ′)T}
(λ− λ′)T dµ(λ)dµ(λ
′).
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Dividing the integration region R2 into |λ − λ′| ≤ ǫ and the other, we obtain a
bound.
2
∫
|λ−λ′|≤ǫ
dµ(λ)dµ(λ′) +
2
ǫT
. (3.12)
The first term is equal to∫
R
∫ λ+ǫ
λ−ǫ
dµ(λ′)dµ(λ) =
∫
R
‖EH((λ− ǫ, λ+ ǫ])φ‖2dµ(λ).
Since ‖EH((λ, µ])φ‖2 ≤ ‖φ‖2 is continuous with respect to (λ, µ) ∈ R2 by φ ∈
Hc(H) and the measure dµ is finite on R, the first term of (3.12) can be arbitrarily
small if ǫ > 0 is taken small enough. Letting then T → ∞ in (3.12) makes the
second term go to 0.
II) 2nd step: Assuming (3.7) for |b| < k (3 ≤ k ≤ N), we prove (3.7) for |b| = k.
Let b = {C1, · · · , C|b|} with |b| = k and assume (i, j) connects the clusters C1 and
C2 of b. We denote the new cluster decomposition by d = {C1 ∪ C2, C3, · · · , Ck}.
Then |d| = k− 1, and K1 = F (|xij| < R)F (|xb| < R) bounds3 the variable xd. We
decompose Pˆ k−1
Mˆb
(see (3.1)) in (3.7) as
Pˆ k−1
Mˆb
= (I − P dMk−1)Pˆ k−2Mˆd −
∑
bk−1 6=d
P
bk−1
Mk−1
Pˆ k−2
Mˆd
, (3.13)
where Mˆd = (M1, · · · ,Mk−2). Each P bk−1Mk−1 in the second term bounds the variable
xbk−1 with |bk−1| = k− 1. Since bk−1 6= d, |d| = k− 1 and F (|xij | < R)F (|xb| < R)
bounds the variable xd, F (|xij | < R)F (|xb| < R)P bk−1Mk−1 connects at least one pair
of different two clusters in bk−1. Thus the terms in the second summand on the
RHS of (3.13) are treated by the induction hypothesis. Thus we have to show
when T →∞∥∥∥∥ 1T
∫ T
0
B(s)F (|xij | < R)F (|xb| < R)(I − P dMk−1)Pˆ k−2Mˆd e
−isHEH(B)ds
∥∥∥∥ ∼ǫM 0.
(3.14)
Let S > 0 be arbitrary but fixed and let t(s) = s −mS for mS ≤ s < (m + 1)S.
The norm of (3.14) is bounded by with K1 = F (|xij| < R)F (|xb| < R) and
K2 = K1(I − P dMk−1)∥∥∥∥ 1T
∫ T
0
B(s)K1(I − P dMk−1)e−it(s)Hdeit(s)H Pˆ k−2Mˆd e
−isHEH(B)ds
∥∥∥∥
+
∥∥∥∥ 1T
∫ T
0
B(s)K2(I − e−it(s)Hdeit(s)H)Pˆ k−2Mˆd e
−isHEH(B)ds
∥∥∥∥ .
(3.15)
3Here ‘K1 bounds x
d’ means that ‖F (|xd| > L)K1‖ → 0 as L→∞.
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Since H −Hd = Id,
I − e−it(s)Hdeit(s)H =
∫ t(s)
0
e−iτHdi(Hd −H)eiτHdτ (0 ≤ t(s) < S) (3.16)
is a sum of the terms, each of which bounds at least one variable xβ with β = (k,m)
connecting two different clusters of d. Noting that F (|xd| < CR) ≥ K1 = F (|xij| <
R)F (|xb| < R) holds for some constant C > 0, we can treat the second term of
(3.15) by induction hypothesis. The first term in (3.15) is rewritten as
∥∥∥∥ 1T
∫ T
0
B(s)K1(I − P dMk−1)e−it(s)HdEH(B)Pˆ k−2Mˆd e
−i(s−t(s))Hds
∥∥∥∥ (3.17)
with some remainder terms. These remainder terms come from the commutator of
eit(s)H and EH(B) with Pˆ
k−2
Mˆd
, and can be treated by induction hypothesis. Since
s− t(s) = mS, (3.17) is rewritten for T = nS
∥∥∥∥∥ 1nS
n−1∑
m=0
∫ S
0
B(s+mS)K1(I − P dMk−1)e−isHdEH(B)Pˆ k−2Mˆd dse
−imSH
∥∥∥∥∥ . (3.18)
Since K1 bounds x
d, the difference
K1{(I − P dMk−1)− (I − P d)} = K1(P d − P dMk−1) (3.19)
tends to 0 in operator norm as Mk−1 →∞. Thus we can replace K1(I−P dMk−1) in
(3.18) by K1(I−P d) with an error ǫM . This step yields the error ǫM in the lemma.
To estimate (3.18), we first get an energy cut off for Hd from EH(B). Then we
can apply (3.7) for |b| = 2 to (3.18) with H replaced by Hd. This proves (3.7) for
|b| = k, and the proof of Lemma 3.1 is complete.
The following theorem is partially due to Volker Enss. An outline of a proof
was given at a seminar as a response to my question made at his office at California
Institute of Technology when both of us visited there in 1984. Later he gave a
partial proof in [5] leaving the details to [6], [7]. However both of [6] and [7] seem
not have been published. So a complete proof is given here.
Theorem 3.2. Let N = n+1 ≥ 2 and let H be the Hamiltonian H in (2.10) for an
N-body quantum-mechanical system. Let Assumptions 1.1 and 1.2 be satisfied. Let
f ∈ Hc(H). Then there exist a sequence tm → ±∞ (as m→ ±∞) and a sequence
Mma of multi-indices whose components all tend to∞ as m→ ±∞ such that for all
cluster decompositions a with 2 ≤ |a| ≤ N , for all ϕ ∈ C∞0 (Xa) = C∞0 (Rν(|a|−1)),
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R > 0, and (i, j) 6≤ a ∥∥∥∥ |xa|2t2m P˜ aMma e−itmHf
∥∥∥∥→ 0 (3.20)
‖χ{x||xij |<R}P˜ aMma e−itmHf‖ → 0 (3.21)
‖(ϕ(xa/tm)− ϕ(va))P˜ aMma e−itmHf‖ → 0 (3.22)
as m→ ±∞. Here χS is the characteristic function of a set S.
Proof. By (2.10)
H = H0 + V, H0 =
1
2
D2 = −1
2
∆, V =
∑
1≤i<j≤N
Vij(xij).
where
D =
1
i
∂
∂x
, x ∈ Rνn.
Let f ∈ H satisfy 〈x〉2f ∈ H and f = EH(B)f ∈ Hc(H) for some bounded open
set B of R. Note that such f ’s are dense in Hc(H). Writing P˜ aMa = P˜ a, we have∑
2≤|a|≤N P˜
a = I − PM1 from (3.3). Hence
∑
2≤|a|≤N
(f, eitH
(x
t
−D
)2
P˜ ae−itHf)
=
∥∥∥(x
t
−D
)
e−itHf
∥∥∥2 = (f, eitH (x
t
−D
)2
e−itHf
)
=
1
t2
(
f, (eitHx2e−itH − x2)f)− 2
t
(f, eitHAe−itHf)
+ (f, eitHD2e−itHf) +
1
t2
(f, x2f),
(3.23)
where A = 1
2
(x ·D +D · x). A direct computation gives
i[H0, x
2] = 2A. (3.24)
Therefore the first term on the RHS of (3.23) is equal to
1
t2
∫ t
0
d
ds
(f, eisHx2e−isHf)ds =
1
t2
∫ t
0
(f, eisHi[H0, x
2]e−isHf)ds
=
2
t2
∫ t
0
(f, eisHAe−isHf)ds.
(3.25)
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The sum of the first and second terms of the RHS of (3.23) is thus equal to
G(t) =
2
t2
(∫ t
0
(f, eisHAe−isHf)ds− t(f, eitHAe−itHf
)
=
1
t2
∫ t
0
d(s2G)
ds
(s)ds
= − 2
t2
∫ t
0
s(f, eisHi[H,A]e−isHf)ds.
(3.26)
Noting
i[H,A] = i[Ta, A] + i[Ia, A] + i[H
a, A] = 2Ta + i[Ia, A] + i[H
a, Aa],
where Aa = 1
2
(xa ·Da +Da · xa), we have
∑
2≤|a|≤N
(f, eitH
(x
t
−D
)2
P˜ ae−itHf)
= − 2
t2
∫ t
0
s(f, eisHi[H,A]e−isHf)ds+ (f, eitHD2e−itHf) +
1
t2
(f, x2f)
= − 2
t2
∑
2≤|a|≤N
∫ t
0
s(f, eisH(2Ta + i[Ia, A] + i[H
a, Aa])P˜ ae−isHf)ds
+ 2
∑
2≤|a|≤N
(f, eitHH0P˜
ae−itHf) +
1
t2
(f, x2f)
=
∑
2≤|a|≤N
[
− 4
t2
∫ t
0
s(f, eisHTaP˜
ae−isHf)ds+ 2(f, eitHTaP˜
ae−itHf)
]
+ 2
∑
2≤|a|≤N
(f, eitHHa0 P˜
ae−itHf)
− 2
t2
∑
2≤|a|≤N
∫ t
0
s(f, eisHi[Ia, A]P˜
ae−isHf)ds
− 2
t2
∑
2≤|a|≤N
∫ t
0
s(f, eisHi[Ha, Aa]P˜ ae−isHf)ds+
1
t2
(f, x2f).
(3.27)
By Lemma 3.1, the third term on the RHS goes to 0 with some error ǫM as t→∞.
The last term goes to 0 as t→ ∞ by our assumption 〈x〉2f ∈ H. As Lemma 3.1
implies
∑
2≤|a|,|b|≤N,a6=b
2
t2
∫ t
0
s(f, eisH(P˜ b)∗i[Ha, Aa]P˜ ae−isHf)ds ∼ǫM 0
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as t→∞, we have asymptotically
2
t2
∑
2≤|a|≤N
∫ t
0
s(f, eisHi[Ha, Aa]P˜ ae−isHf)ds
∼ǫM
2
t2
∑
2≤|a|≤N
∫ t
0
s(f, eisH(P˜ a)∗i[Ha, Aa]P˜ ae−isHf)ds.
(3.28)
The RHS asymptotically equals
lim
t→∞
1
t
∑
2≤|a|≤N
∫ t
0
(f, eisH(P˜ a)∗i[Ha, Aa]P˜ ae−isHf)ds, (3.29)
if this limit exists.
We will prove that the limit (3.29) exists and equals 0. Letting t(s) = s−mS
for mS ≤ s < (m + 1)S for any fixed S > 0, we have by Lemma 3.1 and some
commutator arguments as t→∞
∑
2≤|a|≤N
1
t
∫ t
0
(f, eisH(P˜ a)∗i[Ha, Aa]P˜ ae−isHf)ds
∼ǫM
∑
2≤|a|≤N
1
t
∫ t
0
(f, ei(s−t(s))H(P˜ a)∗eit(s)Hai[Ha, Aa]P˜ ae−isHf)ds.
This can further be reduced and is asymptotically equal to as t→∞ with an error
ǫM > 0
∑
2≤|a|≤N
1
t
∫ t
0
(f, ei(s−t(s))H(P˜ a)∗eit(s)Hai[Ha, Aa]e−it(s)HaP˜ ae−i(s−t(s))Hf)ds.
Noting s− t(s) = mS for mS ≤ s < (m+ 1)S, we rewrite this for t = nS
1
nS
n−1∑
m=0
∫ S
0
(f, eimSH(P˜ a)∗eisHai[Ha, Aa]e−isHaP˜ ae−imSHf)ds
=
1
n
n−1∑
m=0
1
S
∫ S
0
d
ds
(f, eimSH(P˜ a)∗eisHaAae−isHaP˜ ae−imSHf)ds
=
1
n
n−1∑
m=0
1
S
[
(f, eimSH(P˜ a)∗eiSHaAae−iSHaP˜ ae−imSHf)
− (f, eimSH(P˜ a)∗AaP˜ ae−imSHf)].
(3.30)
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Writing P˜ a =
∑L
j=1 P
a,Ej Pˆ |a|−1 with P a,Ej being the one dimensional eigenpro-
jection of Ha with eigenvalue Ej, we see that the norm of the RHS is bounded
by
L∑
j=1
1
n
n−1∑
m=0
1
S
∣∣(f, eimSH(P˜ a)∗eiS(Ha−Ej)AaP a,Ej Pˆ |a|−1e−imSHf)
− (f, eimSH(P˜ a)∗AaP a,Ej Pˆ |a|−1e−imSHf)∣∣.
This is arbitrarily small when S > 0 is fixed sufficiently large by our assumption
‖|xa|P a,Ej‖ <∞. Thus we have proved that the limit (3.29) exists and is equal to
0. Hence by (3.27) we have asymptotically
∑
2≤|a|≤N
(f, eitH
(x
t
−D
)2
P˜ ae−itHf)
∼ǫM
∑
2≤|a|≤N
[
− 4
t2
∫ t
0
s(f, eisHTaP˜
ae−isHf)ds+ 2(f, eitHTaP˜
ae−itHf)
]
+ 2
∑
2≤|a|≤N
(f, eitHHa0 P˜
ae−itHf)
(3.31)
as t→∞. A computation gives
(x
t
−D
)2
=
(xa
t
−Da
)2
+
(
(xa)2
t2
− 2A
a
t
+ 2Ha0
)
.
This with the fact that ‖χ{|xa|>R}P˜ a‖ → 0 as R→∞ yields that
∑
2≤|a|≤N
(f, eitH
(x
t
−D
)2
P˜ ae−itHf)
≈
∑
2≤|a|≤N
(f, eitH
(x
t
−D
)2
χ{|xa|≤R}P˜
ae−itHf) (R≫ 1)
=
∑
2≤|a|≤N
(f, eitH
(xa
t
−Da
)2
χ{|xa|≤R}P˜
ae−itHf)
+
∑
2≤|a|≤N
(f, eitH
(
(xa)2
t2
− 2A
a
t
+ 2Ha0
)
χ{|xa|≤R}P˜
ae−itHf)
∼
∑
2≤|a|≤N
(f, eitH
(xa
t
−Da
)2
χ{|xa|≤R}P˜
ae−itHf)
+ 2
∑
2≤|a|≤N
(f, eitHHa0χ{|xa|≤R}P˜
ae−itHf)
(3.32)
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asymptotically as t→∞. Taking R≫ 1 large and removing the factor χ{|xa|≤R},
we get
∑
2≤|a|≤N
(f, eitH
(x
t
−D
)2
P˜ ae−itHf)
∼
∑
2≤|a|≤N
(f, eitH
(xa
t
−Da
)2
P˜ ae−itHf) + 2
∑
2≤|a|≤N
(f, eitHHa0 P˜
ae−itHf).
(3.33)
Comparing this with (3.31) and using Lemma 3.1, we get asymptotically as t→∞
∑
2≤|a|≤N
(f, eitH
(xa
t
−Da
)2
P˜ ae−itHf)
∼ǫM
∑
1≤|a|≤N
[
− 4
t2
∫ t
0
s(f, eisHTaP˜
ae−isHf)ds+ 2(f, eitHTaP˜
ae−itHf)
]
∼ǫM
∑
2≤|a|≤N
[
− 4
t2
∫ t
0
s(f, eisH(P˜ a)∗TaP˜
ae−isHf)ds+ 2(f, eitH(P˜ a)∗TaP˜
ae−itHf)
]
= t
dH
dt
(t),
(3.34)
where
H(t) =
2
t2
∫ t
0
s(f, eisH(P˜ a)∗TaP˜
ae−isHf)ds. (3.35)
The following is Lemma 8.15 of [10]. For the completeness’ sake we will reproduce
the proof.
Lemma 3.3. Let H(t) ∈ C1((0,∞)) be a real-valued bounded function with
lim
t→∞
|H ′(t)| = 0. (3.36)
Then for any 0 < A <∞ there is a sequence Tk →∞ (k →∞) such that
lim
k→∞
1
A
∫ Tk+A
Tk
tH ′(t)dt = 0. (3.37)
Proof. Assume the contrary. Then there exist constants A > 0, ǫ > 0 and
J(ǫ, A) > 0 such that for all T ≥ J(ǫ, A)
1
A
∫ T+A
T
tH ′(t)dt > 2ǫ (or < −2ǫ), (3.38)
Long range N -body Schro¨dinger operators 19
since the LHS is continuous in T . For any interval [T, T + A] and t ∈ [T, T + A],
one can decompose
H ′(t) = H1(t;T ) +H2(t;T ), (3.39)
where
|H1(t;T )| ≤ |H ′(t)|,∫ T+A
T
H1(t;T )dt = 0,
H2(t;T ) = 0 if H(T + A)−H(T ) = 0,
sign {(H(T + A)−H(T )) ·H2(t;T )} ≥ 0 otherwise.
(3.40)
It follows that
H(T + A)−H(T ) =
∫ T+A
T
H2(t;T )dt,∣∣∣∣ 1A
∫ T+A
T
tH1(t;T )dt
∣∣∣∣ =
∣∣∣∣ 1A
∫ T+A
T
(t− T )H1(t;T )dt
∣∣∣∣
≤ A sup
T≤t≤T+A
|H1(t;T )| ≤ A sup
T≤t
|H ′(t)| → 0
(3.41)
as T → ∞ by (3.36). Thus one has by (3.38) and (3.39) that for all sufficiently
large T
1
A
∫ T+A
T
tH2(t;T )dt > ǫ, (3.42)
which implies in particular H2(t;T ) ≥ 0 and
A+ T
A
[H(T+A)−H(T )] = 1
A
∫ T+A
T
(T+A)H2(t;T )dt ≥ 1
A
∫ T+A
T
tH2(t;T )dt > ǫ.
(3.43)
Thus for sufficiently large T ,
H(T + A)−H(T ) > ǫ A
T + A
,
H(nA)−H(mA) =
n∑
k=m+1
{H(kA)−H((k − 1)A)} > ǫ
n∑
k=m+1
1
k
.
(3.44)
For any m this diverges as n→∞, in contradiction to the boundedness of H .
As H(t) in (3.35) satisfies the conditions of the lemma, the relation (3.34), Lemmas
3.1 and 3.3 imply that there exist sequences Ak →∞ and Tk →∞ (k →∞) such
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that as k →∞
1
Ak
∫ Tk+Ak
Tk

 ∑
2≤|a|≤N
∥∥∥(xa
t
−Da
)
P˜ ae−itHf
∥∥∥2+ ∑
(ij)6≤a
‖χ{|xij |<R}P˜ ae−itHf‖2

dt
∼ǫM 0.
(3.45)
The proof of Theorem 3.2 is complete.
The following theorem will be used in section 6.
Theorem 3.4. Let Assumptions 1.1 and 1.2 be satisfied. For a cluster decom-
position a with 2 ≤ |a| ≤ N , let P˜ aMa be defined by (3.2). Let f = EH(B)f for
B ⋐ R \ T . Then there exist constants 0 < d1 < d2 < ∞ such that for the
sequences tm →∞ and Mma in Theorem 3.2 depending on f
P˜ aMma e
−itmHf ∼ χa(Da)P˜ aMma e−itmHf (3.46)
as t = tm →∞. Here χa(ξa) ∈ C∞0 (Xa) such that
0 ≤ χa(ξa) ≤ 1,
χa(ξa) =
{
1, 0 < d1 ≤ |ξa| ≤ d2,
0, |ξa| ≤ d1/2 or |ξa| ≥ 2d2.
(3.47)
Proof. Let φ ∈ C∞0 (R \ T ) satisfy φ(λ) = 1 for λ ∈ B(⋐ R \ T ). Then by (3.3)∑
2≤|a|≤N
P˜ aMae
−itHf = e−itHf = φ(H)e−itHf =
∑
2≤|a|≤N
φ(H)P˜ aMae
−itHf. (3.48)
Theorem 3.2 gives that for any R > 0 and (i, j) 6≤ a
‖χ{x||xij |<R}P˜ aMma e−itmHf‖ → 0
as m→∞. This and (3.48) imply∑
2≤|a|≤N
(I − φ(Ha))P˜ aMma e−itmHf → 0 (3.49)
as m → ∞. As the summands on the LHS are mutually orthogonal for different
a’s asymptotically as m→∞, we obtain
(I − φ(Ha))P˜ aMma e−itmHf → 0 (m→∞) (3.50)
for each a with 2 ≤ |a| ≤ N . Since Ha = Ta + Ha and HaP aj = λj for the
eigenprojection P aj ofH
a corresponding to eigenvalue λj ∈ T ofHa, supp φ ⋐ R\T
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implies that there exist constants d2 > d1 > 0 such that χa(Da)φ(Ha)P˜
a
Mma
=
φ(Ha)P˜
a
Mma
for the function χa in (3.47). Thus multiplying both sides of (3.50) by
I − χa(Da) we obtain
(I − χa(Da))P˜ aMma e−itmHf → 0 (3.51)
as m→∞.
4 A partition of unity
To state an important proposition, we prepare some notation. Let a be a cluster
decomposition with 2 ≤ |a| ≤ N . For any two clusters C1 and C2 in a, we define
a vector za1 ∈ Rν that connects the two centers of mass of the clusters C1 and C2.
The number of such vectors when we move over all pairs Ci, Cj (i 6= j) of clusters
in a is ka =
(
|a|
2
)
in total. We denote these vectors by za1, za2, . . . , zaka .
Let zak (1 ≤ k ≤ ka) connect two clusters Cℓ and Cm in a (ℓ 6= m). Then for
any pair (i, j) with i ∈ Cℓ and j ∈ Cm, the vector xij = ri − rj ∈ Rν is expressed
as a sum of zak and two position vectors w1 ∈ Rν and w2 ∈ Rν of the particles i
and j in Cℓ and Cm, respectively. In particular we have
|xij | ≥ |zak| − (|w1|+ |w2|) ≥ |zak| − 2|xa|. (4.1)
Next if c < a and |c| = |a|+1, then just one cluster, say Cℓ ∈ a, is decomposed
into two clusters C ′ℓ and C
′′
ℓ in c, and other clusters in a remain the same in
the finer cluster decomposition c. In this case, we can choose just one vector
zck (1 ≤ k ≤ kc) that connects clusters C ′ℓ and C ′′ℓ in c, and we can express
xa = (zck, x
c). The norm of this vector is written as
|xa|2 = |zck|2 + |xc|2. (4.2)
Similarly the norm of x = (xa, x
a) is written as
|x|2 = |xa|2 + |xa|2. (4.3)
We recall that norm is defined from the inner product defined by (2.5) which
changes in accordance with the cluster decomposition used in each context. For
instance, in (4.2), the left-hand side (LHS) is defined by using (2.5) for the cluster
decomposition a, and the right-hand side (RHS) is by using (2.5) for c.
Given these notation, we state the following lemma, which is partly a repetition
of Lemma 2.1 in [26] or section 3 of [28]. We define subsets Ta(ρ, θ) and T˜a(ρ, θ)
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of X = Rνn for cluster decompositions a with 2 ≤ |a| ≤ N and real numbers ρ, θ
with 1 > ρ, θ > 0.
Ta(ρ, θ) =
(
ka⋂
k=1
{x | |zak|2 > ρ|x|2}
)
∩ {x | |xa|2 > (1− θ)|x|2},
T˜a(ρ, θ) =
(
ka⋂
k=1
{x | |zak|2 > ρ}
)
∩ {x | |xa|2 > 1− θ}.
(4.4)
Subsets S and Sθ (θ > 0) of X are defined by
S = {x |x ∈ X, |x|2 ≥ 1},
Sθ = {x |x ∈ X, 1 + θ ≥ |x|2 ≥ 1}.
(4.5)
Lemma 4.1. Suppose that constants 1 ≥ θ1 > ρj > θj > ρN > θN > 0 satisfy
θj−1 ≥ θj + ρj for j = 2, 3, . . . , N . Then the following hold.
1)
S ⊂
⋃
2≤|a|≤N
Ta(ρ|a|, θ|a|). (4.6)
2) Let γj > 1 (j = 1, 2) satisfy
9γ1γ2 < r0 := min
2≤j≤N
{ρj/θj}. (4.7)
If a 6≤ c with |a| ≥ |c|, then
Ta(γ
−1
1 ρ|a|, γ2θ|a|) ∩ Tc(γ−11 ρ|c|, γ2θ|c|) = ∅. (4.8)
3) For γ > 1 and 2 ≤ |a| ≤ N
Ta(ρ|a|, θ|a|) ∩ SθN ⊂ T˜a(ρ|a|, θ|a|) ∩ SθN
⋐ T˜a(γ
−1ρ|a|, γθ|a|) ∩ SθN
⊂ Ta(γ′1−1ρ|a|, γ′2θ|a|) ∩ SθN ,
(4.9)
where
γ′1 = γ(1 + θN ), γ
′
2 = (1 + γ)(1 + θN )
−1. (4.10)
4) Let γ > 1 satisfy 1 < γ(1 + θN ) < 2. Then taking ρj > θj > 0 (j = 2, . . . ,
N) suitably, we have for 2 ≤ |a| ≤ N
Ta(γ
′
1
−1
ρ|a|, γ
′
2θ|a|) ⊂ {x | |xij |2 > ρ|a||x|2/2 for all (i, j) 6≤ a}. (4.11)
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5) If 9γ(1 + γ) < r0 and a 6≤ c with |a| ≥ |c|, then
Ta(γ
′
1
−1
ρ|a|, γ
′
2θ|a|) ∩ Tc(γ′1−1ρ|c|, γ′2θ|c|) = ∅. (4.12)
Proof. To prove (4.6), suppose that |x|2 ≥ 1 and x does not belong to the set
A =
⋃
2≤|a|≤N−1
[(
ka⋂
k=1
{x | |zak|2 > ρ|a||x|2}
)
∩ {x | |xa|2 > (1− θ|a|)|x|2}
]
.
Under this assumption, we prove |xij |2 > ρN |x|2 for all pairs (i, j). (Note that
zak for |a| = N equals some xij .) Let |a| = 2 and write x = (za1, xa). Then
by (4.2), 1 ≤ |x|2 = |za1|2 + |xa|2. Since x belongs to the complement Ac of the
set A, we have |za1|2 ≤ ρ|a||x|2 or |xa|2 ≤ (1 − θ|a|)|x|2. If |za1|2 ≤ ρ|a||x|2, then
|xa|2 = |x|2 − |za1|2 ≥ (1 − ρ|a|)|x|2 ≥ (θ1 − ρ|a|)|x|2 ≥ θ|a||x|2 by θj−1 ≥ θj + ρj.
Thus |xa|2 = |x|2 − |xa|2 ≤ (1− θ|a|)|x|2 for all a with |a| = 2.
Next let |c| = 3 and assume |xc|2 > (1 − θ|c|)|x|2. Then by x ∈ Ac, we can
choose zck with 1 ≤ k ≤ kc such that |zck|2 ≤ ρ|c||x|2. Let Cℓ and Cm be two
clusters in c connected by zck, and let a be the cluster decomposition obtained
by combining Cℓ and Cm into one cluster with retaining other clusters of c in a.
Then |a| = 2, xa = (zck, xc), and |xa|2 = |zck|2 + |xc|2. Thus |xa|2 = |x|2 − |xa|2 =
|x|2 − |zck|2 − |xc|2 = |xc|2 − |zck|2 > (1 − θ|c| − ρ|c|)|x|2 ≥ (1 − θ|a|)|x|2, which
contradicts the result of the previous step. Thus |xc|2 ≤ (1− θ|c|)|x|2 for all c with
|c| = 3.
Repeating this procedure, we finally arrive at |xd|2 ≤ (1−θ|d|)|x|2, thus |xd|2 =
|x|2 − |xd|2 ≥ θ|d||x|2 > ρN |x|2 for all d with |d| = N − 1. Namely |xij|2 > ρN |x|2
for all pairs (i, j). The proof of (4.6) is complete.
We next prove (4.8). By a 6≤ c, we can take a pair (i, j) and clusters Cℓ, Cm ∈
c such that (i, j) ≤ a, i ∈ Cℓ, j ∈ Cm, and ℓ 6= m. Then Cℓ and Cm are
connected by zck for some 1 ≤ k ≤ kc. Thus if there is an x ∈ Ta(γ−11 ρ|a|, γ2θ|a|) ∩
Tc(γ
−1
1 ρ|c|, γ2θ|c|), then by (4.1)
(γ2θ|a|)
1/2|x| > |xa| ≥ |xij | ≥ |zck| − 2|xc|
> ((γ−11 ρ|c|)
1/2 − 2(γ2θ|c|)1/2)|x|.
(4.13)
Thus (γ2θ|a|)
1/2 > (γ−11 ρ|c|)
1/2 − 2(γ2θ|c|)1/2. As θ|a| ≤ θ|c| by |a| ≥ |c|, we have
9γ2θ|c| > γ
−1
1 ρ|c|, contradicting (4.7). This completes the proof of (4.8).
(4.9) follows by a simple calculation from the inequality |x|2(1 + θN )−1 ≤ 1
that holds on SθN . (4.11) follows from the inequality (4.1) as follows. Let x ∈
Ta(γ
′−1
1 ρ|a|, γ
′
2θ|a|) and (i, j) 6≤ a. Then there are clusters Cℓ, Cm ∈ a (ℓ 6= m) such
that i ∈ Cℓ, j ∈ Cm and Cℓ, Cm are connected by zak (1 ≤ k ≤ ka). Then by
(4.1), |xij| ≥ |zak| − 2|xa| > ρ1/2|a| (γ′−1/21 − 2γ′1/22 (θ|a|/ρ|a|)1/2)|x|. From this and the
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definition of r0, we have |xij |/|x| > ρ1/2|a| γ′−1/21 (1− 2(γ(1 + γ))1/2r−1/20 ). By taking
ρj > θj > 0 suitably, we can choose constants 1 < α < 2 and M > 0 such that
1 < γ′1 = γ(1 + θN) < α, 1 < γ(1 + γ) < M
−1r0 and (α/2)
1/2 + 2M−1/2 < 1
hold. Then we have |xij |/|x| > ρ1/2|a| α−1/2(1 − 2M−1/2) > (ρ|a|/2)1/2. Namely
|xij |2 > ρ|a||x|2/2. (4.12) follows from γ′1γ′2 = γ(1 + γ) and 2).
In the following we fix constants γ > 1 and 1/4 ≥ θ1 > ρj > θj > ρN > θN > 0
such that
θj−1 ≥ θj + ρj (j = 2, 3, . . . , N),
9γ(1 + γ) < r0 = min
2≤j≤N
{ρj/θj}, 1 < γ < 2(1 + θN)−1. (4.14)
We recall (4.10).
γ′1 = γ(1 + θN ), γ
′
2 = (1 + γ)(1 + θN )
−1. (4.15)
Let a function ρ(t) ∈ C∞(R) satisfy the following.
0 ≤ ρ(t) ≤ 1,
ρ(t) =
{
1 (t ≤ −1)
0 (t ≥ 0)
ρ′(t) =
dρ
dt
(t) ≤ 0,
|ρ′(t)| 12 ∈ C∞(R),
(4.16)
and a functions ψσ(t > τ) of t ∈ R be defined by
ψσ(t > τ) = 1− ρ((t− τ)/σ) (4.17)
for constants σ ∈ (0, ρN/4) and τ ∈ R. We note that ψσ(t > τ) satisfies
ψσ(t > τ) =
{
0 (t ≤ τ − σ)
1 (t ≥ τ)
ψ′σ(t > τ) =
d
dt
ψσ(t > τ) ≥ 0.
(4.18)
We define for a cluster decomposition a with 2 ≤ |a| ≤ N
ϕa(xa) =
ka∏
k=1
ψ2σ(|zak|2 > ρ|a|)ψ2σ(|xa|2 > 1− θ|a|), (4.19)
where σ > 0 is fixed as
0 < σ < min
2≤j≤N
{(1− γ−1)ρj, (γ − 1)θj}(< θN). (4.20)
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Then ϕa(xa) satisfies for x ∈ SθN
ϕa(xa) =
{
1 for x ∈ T˜a(ρ|a|, θ|a|),
0 for x 6∈ T˜a(γ−1ρ|a|, γθ|a|).
(4.21)
We set for x ∈ SθN and |a| = k (k = 2, 3, . . . , N)
Ψa(x) = ϕa(xa)

1− ∑
|ak−1|=k−1
ϕak−1(xak−1)

 . . .

1− ∑
|a2|=2
ϕa2(xa2)

 . (4.22)
By 3) and 5) of Lemma 4.1 and (4.21), the sums on the RHS remain only in the
case a < aj for j = k − 1, . . . , 2 and x ∈ SθN .
Ψa(x) = ϕa(xa)

1− ∑
|ak−1|=k−1
a<ak−1
ϕak−1(xak−1)

 . . .

1− ∑
|a2|=2
a<a2
ϕa2(xa2)

 . (4.23)
Thus Ψa(x) is a function of the variable xa only.
Ψa(x) = Ψa(xa) when x = (xa, x
a) ∈ SθN . (4.24)
We also note that the supports of ϕaj in each sum on the RHS of (4.22) are disjoint
mutually in SθN by 3) and 5) of Lemma 4.1. By (4.6) and (4.9) of Lemma 4.1,
and the definition (4.19)-(4.22) of Ψa(xa), we therefore have∑
2≤|a|≤N
Ψa(x) =
∑
2≤|a|≤N
Ψa(xa) = 1 on SθN .
We have constructed a partition of unity on SθN .
Proposition 4.2. Let real numbers 1/4 ≥ θ1 > ρj > θj > ρN > θN > 4σ > 0
satisfy θj−1 ≥ θj + ρj for j = 2, 3, . . . , N . Assume that (4.14) hold and let Ψa(xa)
be defined by (4.19)-(4.23). Then we have∑
2≤|a|≤N
Ψa(x) =
∑
2≤|a|≤N
Ψa(xa) = 1 on SθN . (4.25)
Ψa(xa) is a C
∞ function of xa and satisfies 0 ≤ Ψa(xa) ≤ 1. Further for 1 ≤ k ≤
ka and x ∈ suppΨa ∩ SθN
|zak|2 > 3
4
ρ|a||x|2, |xa|2 ≥ ω|a||xa|2, (ω|a| = (θ|a| + θN + σ)−1(1− θ|a| − θN − σ)),
(4.26)
and
sup
x∈X
2≤|a|≤N
|∇xaΨa(xa)| <∞. (4.27)
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Let Ψa(x) = Ψa(xa) be extended to X \ {0} as follows. For (1 + θN )ℓ ≤ |x|2 <
(1 + θN )
ℓ+1 (ℓ = 0,±1,±2, . . . ), define
Ψa(x) = Ψa((1 + θN )
−ℓ/2x). (4.28)
This function satisfies
0 ≤ Ψa(x) ≤ 1,
Ψa(x) = Ψa(xa) for x = (xa, x
a) ∈ X \ {0}. (4.29)
Let λ ∈ C∞0 (X) be a real-valued nonnegative function such that∫
X
λ(y)dy = 1 (4.30)
and set
Φa(x) = (Ψa ∗ λ)(x) =
∫
X
Ψa(y)λ(x− y)dy. (4.31)
Then
0 ≤ Φa(x) ≤ 1,
Φa(x) ∈ C∞(X),∑
2≤|a|≤N
Φa(x) = 1.
(4.32)
Further by (4.29) we have for x ∈ X
Φa(x) =
∫
X
Ψa(ya, y
a)λ(xa − ya, xa − ya)dy
=
∫
X
Ψa(ya)λ(xa − ya, xa − ya)dy
=
∫
Xa
Ψa(ya)
∫
Xa
λ(xa − ya, xa − ya)dyadya
=
∫
Xa
Ψa(ya)
∫
Xa
λ(xa − ya,−ya)dyadya
=
∫
X
Ψa(ya)λ(xa − ya,−ya)dy
= Φa(xa, 0).
(4.33)
Thus Φa(x) depends only on xa and we can write Φa(x) = Φa(xa). Summarizing
we have proved the following theorem. We recall that S = {x|x ∈ X, |x|2 ≥ 1}.
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Theorem 4.3. Let Φa(x) ∈ C∞(X) for 2 ≤ |a| ≤ N be the function defined by
(4.31). Then Φa satisfies the following conditions.
0 ≤ Φa(x) ≤ 1,
Φa(x) ∈ C∞(X),∑
2≤|a|≤N
Φa(x) = 1
Φa(x) = Φa(xa) (x = (xa, x
a) ∈ X).
(4.34)
Further for any integer L ≥ 1 we can take the support of the function λ ∈ C∞0 (X)
so small that for 1 ≤ k ≤ ka we have on suppΦa ∩ (1 + θN)−L/2S
|zak|2 > ρ|a||x|2/2, |xa|2 ≥ ω|a||xa|2/2. (4.35)
In particular taking ρj > θj such that ρj/θj > 2
10, we have by (4.1)
|xij| > ρ1/2|a| |x|/4 (∀(i, j) 6≤ a). (4.36)
5 Classical scattering
We consider the behavior of the classical trajectory when the initial condition
(y, η) satisfies λ > 0 and H(y, η) = λ. In this case if y can be taken such that
V (y) < λ, then the corresponding η satisfies |η|2 > 0. In considering the N -
particle case, it is further necessary to consider the condition |ηa| > d > 0 for
d > 0 and a cluster decomposition a with 2 ≤ |a| ≤ N . The investigation of
classical trajectories developed in this section will be important when we consider
the quantum mechanical case. As the case t < 0 is treated similarly, we will
consider the case t > 0 only throughout the rest of the paper.
As we will use Hamilton’s canonical equation of motion in this section, we will
assume that V Sij (x) = 0 (x ∈ Rν) for all pairs (i, j) with 1 ≤ i < j ≤ N . So that
our pair potential Vij(x) = V
L
ij (x) will be assumed to be continuously differentiable
with respect to x ∈ Rν and satisfy the condition (1.1).
Let ρ(t) ∈ C∞(R) be a function defined by (4.16). We define for t ∈ R and
ε > 0
φ(t < ε) = ρ((t− 2ε)/ε) =
{
1, t ≤ ε,
0, t ≥ 2ε,
φ′(t < ε) =
d
dt
φ(t < ε)
{
= 0, t ∈ (−∞, ε] ∪ [2ε,∞),
≤ 0, t ∈ [ε, 2ε].
(5.1)
Letting 0 < d1 < d2 <∞, we define χa(ξa) ∈ C∞0 (X ′a) by (3.47), i.e.
0 ≤ χa(ξa) ≤ 1,
χa(ξa) =
{
1, 0 < d1 ≤ |ξa| ≤ d2,
0, |ξa| ≤ d1/2 or |ξa| ≥ 2d2.
(5.2)
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As in Theorem 4.3, let Φa(ξ) ∈ C∞(X ′) be the partition of unity defined from the
function Ψa(ξ) in (4.23). ∑
2≤|a|≤N
Φa(ξa) = 1 for ξ ∈ X ′. (5.3)
Let (i, j) 6≤ a such that Cℓ, Cm ∈ a (ℓ 6= m), i ∈ Cℓ, j ∈ Cm, and let zak (1 ≤
k ≤ ka) connect two centers of mass of those clusters Cℓ and Cm. By (4.35)-(4.36)
there exists a suitable choice of constants
1/4 ≥ θ1 > ρj > θj > ρN > θN > 4σ > 0, θj−1 ≥ θj+ρj (j = 2, 3, . . . , N) (5.4)
such that for λ(ξ) in (4.30) with sufficiently small support one has on supp
(χ2aΦa)(ξ)
|ζak|2 > ρ|a||ξ|2/2, |ξij|2 > ρ|a||ξ|2/16. (5.5)
Here ζak and ξij are the variables conjugate to zak and xij , respectively.
We now introduce a localizing function pεa(t, x, ξa) in the extended phase space
(0,∞)×X × (X ′ \ {0}) for |a| ≥ 2, ε > 0, (t, x, ξ) ∈ (0,∞)×X × (X ′ \ {0})
pεa(t, x, ξa) = φ(|x/t− ξa|2 < ε)χa(ξa)2Φa(ξa), (5.6)
where ξa = (ξa, 0) ∈ X \ {0} = Rνn \ {0} and |x/t − ξa| = |x/t − (ξa, 0)|. We
note that pεa(t, x, ξa) = p
ε
a(t, x, ξ) = φ(|x/t− ξa|2 < ε)χa(ξa)2Φa(ξ) for all (x, ξ) ∈
X × (X ′ \ {0}) by the property Φa(ξa) = Φa(ξ).
We will use an extended micro-localizing pseudodifferential operator P εa (t) =
pεa(t, x,Da) with symbol p
ε
a(t, x, ξa) = p
ε
a(t, x, ξ).
P εa (t)f(x) = p
ε
a(t, x,Da)f(x)
= (2π)−ν(|a|−1)/2
∫
Rν(|a|−1)
eixaξapεa(t, x, ξa)fˆ(ξa, x
a)dξa
= (2π)−νn/2
∫
Rνn
eixξpεa(t, x, ξa)fˆ(ξ)dξ,
(5.7)
where f ∈ H = L2(X), and Faf(ξa, xa) = fˆ(ξa, xa) and Ff(ξ) = fˆ(ξ) = fˆ(ξa, ξa)
are partial and full Fourier transform, respectively.
Faf(ξa, xa) = fˆ(ξa, xa) = (2π)−ν(|a|−1)/2
∫
Rν(|a|−1)
e−ixaξaf(xa, x
a)dxa,
Ff(ξ) = fˆ(ξa, ξa) = (2π)−νn/2
∫
Rνn
e−ixξf(x)dx.
(5.8)
Let (x(t), ξ(t)) be a solution of Hamilton equation with initial condition (y, η).
x(t, s) = y +
∫ t
s
∂ξH(x(τ, s), ξ(τ, s))dτ = y +
∫ t
s
ξ(τ, s)dτ,
ξ(t, s) = η −
∫ t
s
∂xH(x(τ, s), ξ(τ, s))dτ = η −
∫ t
s
∂xV (x(τ, s))dτ.
(5.9)
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We calculate the following quantity.
d
dt
(pεa(t, x(t), ξ(t))) = (∂tp
ε
a + {H, pεa})(t, x(t), ξ(t))
= ∂tp
ε
a(t, x(t), ξ(t)) + ∂xp
ε
a(t, x(t), ξ(t)) · ξ(t)
−∂ξpεa(t, x(t), ξ(t)) · ∂xV (x(t)),
where {F,G}(x, ξ) = (∂ξF · ∂xG− ∂xF · ∂ξG)(x, ξ) is a Poisson bracket. We set
uεa(t, x, ξ) = t(∂tp
ε
a(t, x, ξ) + ∂xp
ε
a(t, x, ξ) · ξ)
= −2φ′(|x/t− ξa|2 < ε){|x/t− ξa|2 − (xa · ξa)/t}χa(ξa)2Φa(ξ).
(5.10)
Then calculating directly we have
(∂tp
ε
a + {H, pεa})(t, x(t), ξ(t)) =
1
t
uεa(t, x(t), ξ(t))− ∂ξpεa(t, x(t), ξ(t)) · ∂xV (x(t)).
Here we take θ|a| > θN > 0 and σ > 0 in (5.4) and (4.20) so small that
√
ε > 2
√
2d2ω
− 1
2
|a|
= 2
√
2d2(θ|a| + θN + σ)
1
2 (1− θ|a| − θN − σ)− 12 .
(5.11)
Then by (4.35) we have |ξa| ≤ ω−
1
2
|a| |ξa| ≤ 2d2ω
− 1
2
|a| for ξ ∈ supp χa(ξa)2Φa(ξ), and
|xa|/t ≤ √2ε for x ∈ supp φ′(|x/t − ξa|2 < ε). Hence |x/t − ξa|2 − (xa · ξa)/t ≥
ε− |(xa · ξa)/t| ≥ ε− 2√2εd2ω−
1
2
|a| > 0 for (x, ξ) ∈ supp uεa(t, x, ξ) so that we have
uεa(t, x, ξ) ≥ 0 (5.12)
for all t > 0 and (x, ξ) ∈ X × (X ′ \ {0}). We set
qεa(t, x, ξ)
= uεa(t, x, ξ)
1
2
= (−2φ′(|x/t− ξa|2 < ε))1/2(|x/t− ξa|2 − (xa · ξa)/t)1/2χa(ξa)Φa(ξa)1/2
∈ C∞(X × (X ′ \ {0})).
(5.13)
Then
∂tp
ε
a(t, x, ξ) + ∂xp
ε
a(t, x, ξ) · ξ =
1
t
qεa(t, x, ξ)
2 (5.14)
and
(∂tp
ε
a(t, x,D) + i[H0, p
ε
a(t, x,D)])f(x)
= (2π)−νn/2
∫
eixξ{∂tpεa(t, x, ξ) + ∂xpεa(t, x, ξ) · ξ −
i
2
∆xp
ε
a(t, x, ξ)}fˆ(ξ)dξ
= (2π)−νn/2
∫
eixξ
{
1
t
qεa(t, x, ξ)
2 − i
2
∆xp
ε
a(t, x, ξ)
}
fˆ(ξ)dξ.
(5.15)
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The second term in the integrand satisfies
|∂αx∂βξ∆xpεa(t, x, ξ)| ≤ Cαβt−2−|α| (5.16)
for all t > 1, (x, ξ) ∈ X ×X ′. We define Qεa(t) as the pseudodifferential operator
with symbol qεa(t, y, ξ).
Qεa(t)f(x) = (2π)
−νn
∫∫
ei(x−y)ξqεa(t, y, ξ)f(y)dydξ. (5.17)
Then similarly to the proof of Lemma 4.2 in [26] or Lemma 4.1 in [30] with using
Caldero´n-Vaillancourt theorem [2], one obtains a proposition which will play an
important role in proving the existence of wave operators and the related limits.
Proposition 5.1. There exist norm continuous bounded operators Qεa(t) and R
ε
a(t)
for t > 1 and sufficiently small ε > 0 such that the following holds for some
constant Cε > 0.
∂tP
ε
a (t) + i[H0, P
ε
a (t)] =
1
t
Qεa(t)
∗Qεa(t) +R
ε
a(t),
Qεa(t)
∗Qεa(t) ≥ 0, ‖Rεa(t)‖ ≤ Cεt−2.
(5.18)
Proof. By a direct calculation we obtain from (5.17)
Qεa(t)
∗Qεa(t)f(x) = (2π)
−νn
∫∫
ei(x−y)ξqεa(t, x, ξ)q
ε
a(t, y, ξ)f(y)dydξ. (5.19)
We note
qεa(t, y, ξ) = q
ε
a(t, x, ξ) + (y − x) · ∇˜xqεa(t, x, ξ, y), (5.20)
where
∇˜xqεa(t, x, ξ, y) =
∫ 1
0
∇xqεa(t, x+ θ(y − x), ξ)dθ. (5.21)
By integration by parts
Qεa(t)
∗Qεa(t)f(x) = (2π)
−νn
∫∫
ei(x−y)ξqεa(t, x, ξ)
2f(y)dydξ
+ (2π)−νn
∫∫
ei(x−y)ξDξ∇˜xqεa(t, x, ξ, y)f(y)dydξ.
(5.22)
From (4.16), (5.1) and the definition (5.13) of qεa(t, x, ξ) we obtain
|∂αx∂βξ ∂γyDξ∇˜xqεa(t, x, ξ, y)| ≤ Cαβγt−1−|α|−|γ| (5.23)
for all t > 1, (x, ξ, y) ∈ R−3νn and all multi-indices α, β, γ. From this, (5.15),
(5.16), (5.22) and Caldero´n-Vaillancourt theorem follows (5.18).
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Returning to classical context, we prepare a lemma.
Lemma 5.2. Let (x, ξ) ∈ supp φ(|x/t− ξa|2 < ε)χa(ξa)2Φa(ξ). Let (i, j) 6≤ a such
that Cℓ, Cm ∈ a (ℓ 6= m), i ∈ Cℓ, j ∈ Cm, and let zak (1 ≤ k ≤ ka) connect those
two clusters Cℓ and Cm. Taking ε > 0 sufficiently small, we set
κ|a| = 2
−4(2−1ρ|a|)
1/2d1 ≥
√
2ε > 0. (5.24)
Then we have
|zak|/t ≥ 7κ|a|, |xij|/t ≥ 5κ|a|. (5.25)
Further we have
|xa|/t ≤ κ|a|. (5.26)
Proof. It follows from (x, ξ) ∈ supp (φ(|x/t − ξa|2 < ε)χa(ξa)2Φa(ξ)) that |x/t −
ξa| = (|xa/t − ξa|2 + (|xa|/t)2)1/2 ≤
√
2ε. Thus we have |xa|/t ≤ √2ε ≤ κ|a|,
which is (5.26), and |zak/t − ζak| ≤ |xa/t − ξa| ≤
√
2ε. Using (4.35), we then
have |zak|/t ≥ |ζak| −
√
2ε ≥ (2−1ρ|a|)1/2|ξa| −
√
2ε. As support condition implies
|ξa| ≥ 2−1d1, we obtain |zak|/t ≥ 2−1(2−1ρ|a|)1/2d1 −
√
2ε ≥ (23 − 1)κ|a|. From
these and (4.1) follows |xij |/t ≥ (23 − 3)κ|a|, which gives (5.25).
We note that both conditions (5.11) and (5.24) are simultaneously satisfied if
we take ρ|a| > θ|a| > σ > 0 and ε > 0 so small that
ρ|a| ≥ 210d−21 ε > 214d22d−21 ω−1|a| . (5.27)
In the rest of the paper we always assume that the constants ρj > θj > σ > 0
and ε > 0 are taken to satisfy this condition (5.27) for given d2 > d1 > 0 in each
context.
For t ≥ s > 1
pεa(t, x(t), ξ(t))− pεa(s, y, η)
=
∫ t
s
d
dτ
pεa(τ, x(τ), ξ(τ))dτ
=
∫ t
s
∣∣∣∣ 1√τ qεa(τ, x(τ), ξ(τ))
∣∣∣∣
2
dτ −
∫ t
s
∂ξp
ε
a(τ, x(τ), ξ(τ)) · ∂xV (x(τ))dτ.
(5.28)
Here
∂ξp
ε
a(t, x, ξ) · ∂xV (x)
= −2φ′(|x/t− ξa|2 < ε)χa(ξa)2Φa(ξa)(xa/t− ξa) · ∂xaV (x)
+ 2φ(|x/t− ξa|2 < ε)∂ξa(χa(ξa)2Φa(ξa)) · ∂xaV (x)
= −2φ′(|x/t− ξa|2 < ε)χa(ξa)2Φa(ξa)(xa/t− ξa) · ∂xaIa(xa, xa)
+ 2φ(|x/t− ξa|2 < ε)∂ξa(χa(ξa)2Φa(ξa)) · ∂xaIa(xa, xa).
(5.29)
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As Ia(xa, x
a) =
∑
(i,j)6≤a Vij(xij), we have from (5.29) and Lemma 5.2 that for all
t > 1, (x, ξ) ∈ X × (X ′ \ {0}) and a sufficiently small ε > 0
|∂ξpεa(t, x, ξ) · ∂xV (x)| ≤ Ct−1−δ, (5.30)
where C > 0 is a constant. By (5.28) and (5.30), we have
0 ≤
∫ t
s
∣∣∣∣ 1√τ qεa(τ, x(τ), ξ(τ))
∣∣∣∣
2
dτ ≤ 2 + Cδ−1s−δ ≤ 2 + Cδ−1 <∞ (5.31)
for all t > s > 1. This and (5.28) imply that
1 ≥ pεa(t, x(t), ξ(t)) ≥ pεa(s, x(s), ξ(s))− Cδ−1s−δ (5.32)
for t > s > 1. Therefore if (y, η) ∈ X × (X ′ \ {0}) and s > 1 satisfy 2M =
pεa(s, y, η) > 2Cδ
−1s−δ > 0, then for all t > s > 1
pεa(t, x(t, s, y, η), ξ(t, s, y, η))≥M > 0. (5.33)
Summarizing we have proved the following.
Theorem 5.3. Let |a| ≥ 2, 1/4 > ρ|a| > θ|a| > 0, σ > 0, ε > 0, and 0 < d1 < d2 <
∞ satisfy (5.27). Assume that (y, η) ∈ X × (X ′ \ {0}) satisfies |y/s − ηa|2 < ε,
d1 ≤ |ηa| ≤ d2 and η ∈ supp Φa. Let t > s > 1 satisfy Cδ−1s−δ < 1/2 for the
constant C in (5.30). Then
1 ≥ pεa(t, x(t, s, y, η), ξ(t, s, y, η))≥ 1/2 > 0. (5.34)
In particular (x(t), ξ(t)) ∈ supp pεa(t, ·, ·). Namely |x(t)/t − ξa(t)|2 < 2ε, d1/2 ≤
|ξa(t)| ≤ 2d2 and ξ(t) ∈ supp Φa. Hence letting (i, j) 6≤ a and zak (1 ≤ k ≤ ka)
such that Cℓ, Cm ∈ a (ℓ 6= m), i ∈ Cℓ, j ∈ Cm, and zak connects Cℓ and Cm, we
have by Lemma 5.2, |xij(t)| ≥ 5κ|a|t, |zak(t)| ≥ 7κ|a|t, and |xa(t)| ≤ κ|a|t.
The theorem implies that if the initial condition (y, η) at t = s of the Hamilton’s
equation satisfies y/s ≈ ηa, |ηa| > 0 and |ηij |/|ηa| is sufficiently large for any pair
(i, j) 6≤ a, then henceforth the trajectory (x(t), ξ(t)) satisfies the same property
forever t ≥ s.
6 Some asymptotics
We use the notation introduced at the beginning of section 3 and recall Theorem
3.2 as the following lemma.
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Lemma 6.1. Let Assumptions 1.1 and 1.2 hold. Let f ∈ Hc(H). Then there
exist a sequence tm →∞ (as m→∞) and a sequence Mmd of multi-indices whose
components all tend to ∞ as m → ∞ such that for all cluster decompositions a
with 2 ≤ |a| ≤ N , for all ϕ ∈ C∞0 (Xa), R > 0, and (i, j) 6≤ a∥∥∥∥ |xa|2t2m P˜ aMma e−itmHf
∥∥∥∥→ 0 (6.1)
‖χ{x||xij |<R}P˜ aMma e−itmHf‖ → 0 (6.2)
‖(ϕ(xa/tm)− ϕ(Dxa))P˜ aMma e−itmHf‖ → 0 (6.3)
as m→∞. Here χS is the characteristic function of a set S.
We can decompose the asymptotic behavior of e−itHf when f ∈ Hc(H) as
follows.
Theorem 6.2. Let Assumptions 1.1 and 1.2 be satisfied. Let f = EH(B) ∈ Hc(H)
with B ⋐ R\T and let the sequence tm be defined in Theorem 3.2 for this f . Then
for Φa in Theorem 4.3 with sufficiently small constants ρj > θj > σ > 0, we have∥∥e−itmHf − ∑
2≤|a|≤N
Φa(x/tm)
∑
d≤a
P˜ dMm
d
e−itmHf
∥∥→ 0 (m→∞). (6.4)
Further there exist constants 0 < d1 < d2 < ∞ such that for the function χa
defined by (3.47) and for a sufficiently small εa > 0 satisfying (5.27):
ρ|a| ≥ 210d−21 εa ≥ 214d22d−21 ω−1|a| , (6.5)
we have for P εaa (t) defined by (5.6)-(5.7) with the above Φa and χa∥∥e−itmHf − ∑
2≤|a|≤N
P εaa (tm)e
−itmHf
∥∥→ 0 (m→∞). (6.6)
Proof. By (3.3) and Theorem 3.4, there exist constants 0 < d˜1 < d˜2 < ∞ such
that
e−itmHf ∼
∑
2≤|d|≤N
χd(Dd)P˜
d
Mm
d
e−itmHf (6.7)
as tm → ∞, where χd is the function defined by (3.47) with dj = d˜j (j = 1, 2).
Applying partition {Φa}2≤|a|≤N of unity in Theorem 4.3 to (6.7), we get
e−itmHf ∼
∑
2≤|a|≤N
Φa(x/tm)
∑
2≤|d|≤N
χd(Dd)P˜
d
Mm
d
e−itmHf (6.8)
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as tm →∞. Theorem 3.2 tells that we can freely exchange any factor ϕ(xd/tm) for
ϕ(Dd) on the left of P˜
d
Mm
d
e−itmHf in (6.8) and we have 2d˜2 ≥ |xd/tm| ≥ d˜1/2 > 0
and |x/tm| ∼ |xd/tm| on each state χd(Dd)P˜ dMm
d
e−itmHf asymptotically asm→∞.
Thus |x| ≥ 2−1d˜1tm asymptotically on χd(Dd)P˜ dMm
d
e−itmHf . Therefore taking the
constants ρj > θj > σ > 0 in Φa such that ρj/θj > 2
10 as in Theorem 4.3 so that
|xij | > ρ1/2|a| |x|/4 holds on supp Φa(x/tm)χd(xd/tm) for any pair (i, j) 6≤ a, we have
on supp Φa(x/tm) that |xij| ≥ ctm for any (i, j) 6≤ a with some constant c > 0.
Hence by Theorem 3.2 only the terms with d ≤ a remain in the second sum on
the RHS of (6.8) and we arrive at a formula equivalent with (6.8).
e−itmHf ∼
∑
2≤|a|≤N
∑
d≤a
Φa(x/tm)χd(Dd)P˜
d
Mm
d
e−itmHf. (6.9)
We note that this tells we can freely add or remove terms with d 6≤ a in (6.9).
Again using Theorem 3.4 we obtain from (6.9)
e−itmHf ∼
∑
2≤|a|≤N
Φa(x/tm)
∑
d≤a
P˜ dMm
d
e−itmHf, (6.10)
which is (6.4).
We will use the conventional notation xa = (xad, x
d) (d ≤ a), Dxd = Dd,
Dxa
d
= Dad. We set d1 = d˜1/4 and d2 = 2d˜2. Noting that the factor χd(Dd) gives
2d1 ≤ d˜1/2 ≤ |Dd| ≤ 2d˜2 = d2 and using (4.35), (6.3) and the factor Φa(x/t) in
(6.9), we have asymptotically |Dad|2 ≤ |xd/t|2 + |xad/t|2 = |xa/t|2 ≤ ω−1|a| |xa/t|2 ∼
ω−1|a| |Da|2 ≤ ω−1|a| |Dd|2 ≤ d22ω−1|a| . Hence d22 ≥ |Dd|2 ≥ |Da|2 = |Dd|2 − |Dad|2 ≥
4d21 − d22ω−1|a| . Taking ρ|a| > θ|a| > σ > 0 so small that ω−1|a| < 3d21d−22 , we thus have
d22 ≥ |Da|2 ≥ d21 and |xad/t|2 ∼ |Dad|2 ≤ |xa/t|2 ≤ d22ω−1|a| ≤ 2−4εa < εa by (6.5)
asymptotically on each state P˜ dMde
−itHf in (6.9) as t = tm →∞ with Md = Mmd .
Let χa be defined by (3.47) for the constants d2 > d1 > 0. We then get from (6.9)
‖e−itHf −
∑
2≤|a|≤N
φ(|x/t−Da|2 < εa)χa(Da)2Φa(Da)
∑
d≤a
P˜ dMde
−itHf‖ → 0 (6.11)
as t = tm → ∞ with Md = Mmd , where φ(t < ε) is defined by (5.1). Namely we
have for the function pεaa (t, x, ξa) = φ(|x/t− ξa|2 < εa)χa(ξa)2Φa(ξa) in (5.6)
‖e−itHf −
∑
2≤|a|≤N
pεaa (t, x,Da)
∑
d≤a
P˜ dMde
−itHf‖ → 0 (t = tm →∞). (6.12)
By what stated after (6.9), we can recover the terms with d 6≤ a. Using (3.3), we
finally arrive at for εa > 0 satisfying (5.27) or (6.5)
‖e−itmHf −
∑
2≤|a|≤N
P εaa (tm)e
−itmHf‖ → 0 (m→∞). (6.13)
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This completes the proof of the theorem.
7 Time-independent modifier
In this section, we assume Assumption 1.1 on long-range pair potentials. Under
this assumption, we will construct a time-independent modifier Ja which treats
the intercluster long-range pair potentials ILa (x) =
∑
(ij)6≤a V
L
ij (xij), which is an
extension of J introduced in [16], [17] for two-body quantum scattering.
Let a C∞ function χ0(x) of x ∈ Rν satisfy 0 ≤ χ0(x) ≤ 1 and
χ0(x) =
{
1 (|x| ≥ 2),
0 (|x| ≤ 1). (7.1)
To define Ja (2 ≤ |a| ≤ N), we will introduce a time-dependent potential ILaρ(t, x)
for ρ ∈ (0, 1).
ILaρ(t, x) = I
L
a (xa, x
a)
∏
(ij)6≤a
χ0(ρxij)χ0(〈log〈t〉〉xij/〈t〉). (7.2)
Then ILaρ(t, x) satisfies
|∂αx ILaρ(t, x)| ≤ Cαρδ0〈t〉−ℓ max
(ij)6≤a
(〈xij〉−m) (7.3)
for any multiindex α, and real numbers ℓ,m ≥ 0, 0 < δ0 < δ with δ0 + ℓ +m <
|α|+ δ, where Cα > 0 is a constant independent of t, x and ρ.
Then we can apply the arguments in section 2 of [17] to get a solution ϕa(x, ξ)
of the eikonal equation:
1
2
|∇xϕa(x, ξ)|2 + ILa (xa, xa) =
1
2
|ξ|2 (7.4)
in some conic region in phase space.
Namely letHaρ(t, x, ξ) be the Hamiltonian corresponding to the time-dependent
potential ILaρ(t, x).
Haρ(t, x, ξ) =
1
2
|ξ|2 + ILaρ(t, x). (7.5)
The corresponding classical orbit (q, p)(t, s, y, ξ) = (q(t, s, y, ξ), p(t, s, y, ξ)) ∈ X ×
X ′ = Rν(N−1) × Rν(N−1) is determined by the equation

q(t, s) = y +
∫ t
s
∇ξHaρ(τ, q(τ, s), p(τ, s))dτ = y +
∫ t
s
p(τ, s)dτ,
p(t, s) = ξ −
∫ t
s
∇xHaρ(τ, q(τ, s), p(τ, s))dτ = ξ −
∫ t
s
∇xILaρ(τ, q(τ, s))dτ.
(7.6)
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We remark that when all long-range pair potentials vanish: V Lij = 0, one has the
unique solution q(t, s, y, ξ) = y + (t − s)ξ, p(t, s, y, ξ) = ξ. Letting δ0, δ1 > 0 be
fixed as 0 < δ0+ δ1 < δ, we have the following estimates for (q, p)(t, s, y, ξ), which
are proved by solving the equation (7.6) by iteration as in Proposition 2.1 of [24].
Proposition 7.1. There are constants Cℓ > 0 (ℓ = 0, 1, 2, · · · ) such that for all
(y, ξ) ∈ X ×X ′ and ±t ≥ ±s ≥ 0, the solutions q, p of (7.6) exist and satisfy for
all multi-index α:
|p(s, t, y, ξ)− ξ|+ |p(t, s, y, ξ)− ξ| ≤ C0ρδ0〈s〉−δ1 , (7.7)
|∂αy [∇yq(s, t, y, ξ)− I]| ≤ C|α|ρδ0〈s〉−δ1, (7.8)
|∂αy [∇yp(s, t, y, ξ)]| ≤ C|α|ρδ0〈s〉−1−δ1, (7.9)
|∇ξq(t, s, y, ξ)− (t− s)I| ≤ C0ρδ0〈s〉−δ1|t− s|, (7.10)
|∇ξp(t, s, y, ξ)− I| ≤ C0ρδ0〈s〉−δ1, (7.11)
|∇yq(t, s, y, ξ)− I| ≤ C0ρδ0〈s〉−1−δ1|t− s|, (7.12)
|∇yp(t, s, y, ξ)| ≤ C0ρδ0〈s〉−1−δ1 , (7.13)
|∂αξ [q(t, s, y, ξ)− y − (t− s)p(t, s, y, ξ)]|
≤ C|α|ρδ0 min(〈t〉1−δ1 , |t− s|〈s〉−δ1). (7.14)
Further for any α, β satisfying |α + β| ≥ 2, there is a constant Cαβ > 0 such that
|∂αy ∂βξ q(t, s, y, ξ)| ≤ Cαβρδ0 |t− s|〈s〉−δ1, (7.15)
|∂αy ∂βξ p(t, s, y, ξ)| ≤ Cαβρδ0〈s〉−δ1. (7.16)
For the constant C0 > 0 in this proposition, we take ρ > 0 so small that
C0ρ
δ0 < 1/2 holds. Then the mapping Tx(y) = x + y − q(s, t, y, ξ) : X −→ X
becomes a contraction. Therefore there is a unique fixed point y ∈ X = Rν(N−1)
for every x ∈ X such that Tx(y) = y, hence x = q(s, t, y, ξ). Thus we obtain the
following. (See Proposition 2.2 of [24].)
Proposition 7.2. Take ρ > 0 so small that C0ρ
δ0 < 1/2 for the constant C0 > 0
in Proposition 7.1. Then for ±t ≥ ±s ≥ 0 one can construct a diffeomorphism of
X = Rν(N−1) for ξ ∈ X ′ = Rν(N−1)
x 7→ y(s, t, x, ξ)
such that
q(s, t, y(s, t, x, ξ), ξ) = x. (7.17)
The mapping y(s, t, x, ξ) is C∞ in (x, ξ) ∈ X × X ′ and its derivatives ∂αx∂βξ y are
C1 in (t, s, x, ξ). Using this diffeomorphism we define for ξ ∈ X ′
η(t, s, x, ξ) = p(s, t, y(s, t, x, ξ), ξ). (7.18)
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Then η(t, s, x, ξ) is a C∞ mapping from X ×X ′ into X ′, and satisfies
p(t, s, x, η(t, s, x, ξ)) = ξ. (7.19)
They satisfy the relation
y(s, t, x, ξ) = q(t, s, x, η(t, s, x, ξ)) (7.20)
and the estimates for any α, β
|∂αx∂βξ [∇xy(s, t, x, ξ)− I]| ≤ Cαβρδ0〈s〉−δ1 , (7.21)
|∂αx∂βξ [∇xη(t, s, x, ξ)]| ≤ Cαβρδ0〈s〉−1−δ1 , (7.22)
|∂αξ [η(t, s, x, ξ)− ξ]| ≤ Cαρδ0〈s〉−δ1, (7.23)
|∂αξ [y(s, t, x, ξ)− x− (t− s)ξ]| ≤ Cαρδ0 min(〈t〉1−δ1 , |t− s|〈s〉−δ1). (7.24)
Further for any |α + β| ≥ 2
|∂αx∂βξ η(t, s, x, ξ)| ≤ Cαβρδ0〈s〉−δ1, (7.25)
|∂αx∂βξ y(s, t, x, ξ)| ≤ Cαβρδ0〈t− s〉〈s〉−δ1. (7.26)
Here the constants Cα, Cαβ > 0 are independent of t, s, x, ξ
The following illustration would be helpful to understand the meaning of the
diffeomorphisms y(s, t, x, ξ) and η(t, s, x, ξ). Let Uaρ(t, s) be the map that assigns
the point (q, p)(t, s, x, η) to the initial data (x, η). Then
time s time t
 x
η(t, s, x, ξ)

 Uaρ(t, s)7−→

 y(s, t, x, ξ)
ξ

 .
We now define φa(t, x, ξ) for (x, ξ) ∈ X × (X ′ \ {0}) by
φa(t, x, ξ) = ua(t, x, η(t, 0, x, ξ)),
where
ua(t, x, η) = x · η +
∫ t
0
(Haρ − x · ∇xHaρ)(τ, q(τ, 0, x, η), p(τ, 0, x, η))dτ.
Then it is shown by a standard calculation that φa(t, x, ξ) satisfies the Hamilton-
Jacobi equation 
 ∂tφa(t, x, ξ) =
1
2
|ξ|2 + ILaρ(t,∇ξφa(t, x, ξ)),
φa(0, x, ξ) = x · ξ,
(7.27)
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and the relation {
∇xφa(t, x, ξ) = η(t, 0, x, ξ),
∇ξφa(t, x, ξ) = y(0, t, x, ξ). (7.28)
Then we can show the existence of the limit for (x, ξ) ∈ X × (X ′ \ {0})
φ±a (x, ξ) = lim
t→±∞
(φa(t, x, ξ)− φa(t, 0, ξ)), (7.29)
and show that the limit φ±a (x, ξ) defines a C
∞-function of (x, ξ) ∈ X × (X ′ \ {0}).
We remark that when all long-range pair potentials vanish: V Lij = 0, one has the
solution φa(t, x, ξ) = x · ξ + t|ξ|2 of (7.27). Hence φ±a (x, ξ) = x · ξ.
Let for 1 ≤ i < j ≤ N
cos(xij , ξij) :=
xij · ξij
|xij ||ξij| ,
where ξij is the momentum variable conjugate to xij . We set for R0 > 0, d > 0,
θ ∈ (0, 1), and 2 ≤ |a| ≤ N
Γ±a (R0, d, θ) = {(x, ξ) | |xij | ≥ R0, |ξij| ≥ d,± cos(xij , ξij) ≥ θ, ((ij) 6≤ a)}.
(7.30)
We can now prove the following theorem in the same way as in [17].
Theorem 7.3. Let Assumption 1.1 be satisfied and let 2 ≤ |a| ≤ N . Then there
exists a C∞ function φ±a (x, ξ) that satisfies the following properties: For any 0 <
θ < 1, d > 0 there exists a constant R0 > 1 such that for any (x, ξ) ∈ Γ±a (R0, d, θ)
1
2
|∇xφ±a (x, ξ)|2 + ILa (xa, xa) =
1
2
|ξ|2 (7.31)
and
|∂αx ∂βξ (φ±a (x, ξ)− x · ξ)| ≤ Cαβ max
(ij)6≤a
(〈xij〉1−δ−|α|), (7.32)
where Cαβ > 0 is a constant independent of (x, ξ) ∈ Γ±a (R0, d, θ).
Proof. We consider φ+ only. φ− can be treated similarly. We first prove the
existence of the limit (7.29) for t → +∞ and (x, ξ) ∈ X × (X ′ \ {0}). To do so,
setting
R(t, x, ξ) = φ(t, x, ξ)− φ(t, 0, ξ),
we show the existence of the limits
lim
t→∞
∂αx ∂
β
ξR(t, x, ξ) = limt→∞
∫ t
0
∂αx∂
β
ξ ∂tR(τ, x, ξ)dτ + ∂
α
x∂
β
ξ (x · ξ).
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By Hamilton-Jacobi equation (7.27),
∂tR(t, x, ξ) = ∂tφ(t, x, ξ)− ∂tφ(t, 0, ξ)
= ILaρ(t,∇ξφ(t, x, ξ))− ILaρ(t,∇ξφ(t, 0, ξ))
= (∇ξφ(t, x, ξ)−∇ξφ(t, 0, ξ)) · a(t, x, ξ)
= (y(0, t, x, ξ)− y(0, t, 0, ξ)) · a(t, x, ξ)
= ∇ξR(t, x, ξ) · a(t, x, ξ),
(7.33)
where
a(t, x, ξ) =
∫ 1
0
(∇xILaρ)(t,∇ξφ(t, 0, ξ) + σ∇ξR(t, x, ξ))dσ, (7.34)
∇ξR(t, x, ξ) = x ·
∫ 1
0
(∇xy)(0, t, σx, ξ)dσ. (7.35)
By (7.21), we have for any α, β
|∂αx∂βξ∇ξijR(t, x, ξ)| ≤ Cαβ〈xij〉. (7.36)
By (7.24) and (7.28), for |β| ≥ 1 and ξ ∈ X ′ \ {0}
|∂βξ∇ξφ(t, 0, ξ)| ≤ Cβ|t|. (7.37)
From this, (7.34), and (7.36), we have for ξ ∈ X ′ \ {0}
|∂αx∂βξ a(t, x, ξ)| ≤ Cαβ〈t〉−1−δ/2〈x〉|α|+|β| (7.38)
Thus by (7.33), (7.36) and (7.38), there exists the limit for any α, β and (x, ξ) ∈
X × (X ′ \ {0})
lim
t→∞
∂αx ∂
β
ξR(t, x, ξ) =
∫ ∞
0
∂αx ∂
β
ξ (∇ξR(t, x, ξ) · a(t, x, ξ)) dt+ ∂αx∂βξ (x · ξ).
In particular, φ+(x, ξ) = limt→∞R(t, x, ξ) and η(∞, 0, x, ξ) = limt→∞∇xφ(t, x, ξ)
exist and are C∞ in (x, ξ) ∈ X × (X ′ \ {0}).
Next we show (7.31). By the arguments above, the following limit exist:
∇xφ+(x, ξ) = lim
t→∞
∇xφ(t, x, ξ) = lim
t→∞
η(t, 0, x, ξ)
= lim
t→∞
p(0, t, y(0, t, x, ξ), ξ).
Thus for a sufficiently large |xij | (i.e. for |ρxij | ≥ 2 ((ij) 6≤ a)) we have
2−1|∇xφ+(x, ξ)|2 + ILa (x) = 2−1 lim
t→∞
|p(0, t, y(0, t, x, ξ), ξ)|2+ ILaρ(0, x). (7.39)
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Set for 0 ≤ s ≤ t <∞
ft(s, y, ξ) = 2
−1|p(s, t, y, ξ)|2 + ILaρ(s, q(s, t, y, ξ)).
Then by (7.6) we have
∂ft
∂s
(s, y, ξ) = p(s, t, y, ξ) · ∂sp(s, t, y, ξ) + (∇xILaρ)(s, q(s, t, y, ξ)) · ∂sq(s, t, y, ξ)
+
∂ILaρ
∂t
(s, q(s, t, y, ξ))
=
∂ILaρ
∂t
(s, q(s, t, y, ξ)).
On the other hand we have from (7.17), (7.18), (7.19) and (7.20)
q(s, t, y(0, t, x, ξ), ξ) = q(s, t, q(t, 0, x, η(t, 0, x, ξ)), ξ)
= q(s, 0, x, η(t, 0, x, ξ)),
p(s, t, y(0, t, x, ξ), ξ) = p(s, t, q(t, 0, x, η(t, 0, x, ξ)), ξ)
= p(s, 0, x, η(t, 0, x, ξ)).
Now using Proposition 7.1, we have for cos(xij , ξij) ≥ θ ((ij) 6≤ a)
|qij(s, t, y(0, t, x, ξ), ξ)| = |qij(s, 0, x, η(t, 0, x, ξ))|
≥ |xij + spij(s, 0, x, η(t, 0, x, ξ))| − C0ρδ0〈s〉1−δ1
= |xij + spij(s, t, y(0, t, x, ξ), ξ)| − C0ρδ0〈s〉1−δ1
≥ c(|xij |+ s|ξij|)− C0ρδ0〈s〉1−δ1 − C0ρδ0〈s〉1−δ1,
where c > 0 is a constant independent of s, t, x, ξ. By (x, ξ) ∈ Γ+a (R, d, θ), we have
|ξij| ≥ d, and from the definition (7.2) of ILaρ(t, x)
supp
∂ILaρ
∂t
(s, x) ⊂ {x|1 ≤ 〈log〈s〉〉|xij|/〈s〉 ≤ 2 ((ij) 6≤ a)}.
Thus there is a constant S = Sd,θ > 1 independent of t such that for any s ∈ [S, t]
and (x, ξ) ∈ Γ+a (R, d, θ)
∂ft
∂s
(s, y(0, t, x, ξ), ξ) = 0.
For s ∈ [0, S], taking R = RS > 1 large enough, we have for |xij | ≥ R and
cos(xij , ξij) ≥ θ
∂ft
∂s
(s, y(0, t, x, ξ), ξ) = 0.
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Therefore we have shown that for (x, ξ) ∈ Γ+a (R, d, θ)
ft(s, y(0, t, x, ξ), ξ) = constant for 0 ≤ s ≤ t <∞.
In particular we have
ft(0, y(0, t, x, ξ), ξ) = ft(t, y(0, t, x, ξ), ξ),
which means
2−1|p(0, t, y(0, t, x, ξ), ξ)|2 + ILaρ(0, x) = 2−1|ξ|2 + ILaρ(t, y(0, t, x, ξ)).
Since ILaρ(t, y) → 0 uniformly in y ∈ Rn when t→ ∞ by (7.3), we have from this
and (7.39)
2−1|∇xφ+(x, ξ)|2 + IL(x) = 2−1|ξ|2 for (x, ξ) ∈ Γ+a (R, d, θ),
if R > 1 is sufficiently large.
We finally prove the estimates (7.32). We first consider the derivatives with
respect to ξ:
∂βξ (φ
+(x, ξ)− x · ξ) =
∫ ∞
0
∂βξ ∂tR(t, x, ξ)dt, (7.40)
where R(t, x, ξ) = φ(t, x, ξ)− φ(t, 0, ξ) as above. Set
γ(t, x, ξ) = y(0, t, x, ξ)− (x+ tξ)
for (x, ξ) ∈ Γ+a (R, d, θ). Then by (7.24) we have for σ ∈ [0, 1]
|∇ξijφ(t, 0, ξ) + σ∇ξijR(t, x, ξ)|
= |yij(0, t, 0, ξ) + σ(yij(0, t, x, ξ)− yij(0, t, 0, ξ))|
= |tξij + γij(t, 0, ξ) + σ(xij + γij(t, x, ξ)− γij(t, 0, ξ))|
= |σxij + tξij + (1− σ)γij(t, 0, ξ) + σγij(t, x, ξ)|
≥ c0(σ|xij |+ t|ξij|)− c1ρδ0 min(〈t〉1−δ1 , |t|)
(7.41)
for some constants c0, c1 > 0 independent of x, ξ, σ and t ≥ 0. Thus there are
constants ρ ∈ (0, 1) and T = Td,θ > 0 such that for all t ≥ T and (x, ξ) ∈
Γ+a (R, d, θ)
〈∇ξijφ(t, 0, ξ) + σ∇ξijR(t, x, ξ)〉−1 ≤ C〈σ|xij|+ t|ξij|〉−1.
Therefore a(t, x, ξ) defined by (7.34) satisfies by (7.36) and (7.37)
|∂βξ a(t, x, ξ)| ≤ Cβ
∑
(ij)6≤a
∫ 1
0
〈σ|xij |+ t|ξij|〉−1−δdσ. (7.42)
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Using (7.41), we see that (7.42) holds also for t ∈ [0, T ] if we take ρ > 0 small
enough. Therefore for all (x, ξ) ∈ Γ+a (R, d, θ) we have from (7.33), (7.36) and
(7.40)
|∂βξ (φ+(x, ξ)− x · ξ)| ≤ CT,β,d
∑
(ij)6≤a
〈xij〉
∫ ∞
0
∫ 1
0
〈σ|xij |+ t|ξij|〉−1−δdσdt
≤ CT,β,d
∑
(ij)6≤a
〈xij〉|ξij|−1
∫ 1
0
∫ ∞
0
〈σ|xij|+ τ〉−1−δdτdσ
≤ CT,β,d
∑
(ij)6≤a
〈xij〉1−δ|ξij|−1.
We next consider
∇xφ+(x, ξ)− ξ = lim
t→∞
(∇xφ(t, x, ξ)− ξ)
= lim
t→∞
(p(0, t, y(0, t, x, ξ), ξ)− ξ)
= lim
t→∞
∫ t
0
(∇xILaρ) (τ, q(τ, t, y(0, t, x, ξ), ξ))dτ
= lim
t→∞
∫ t
0
(∇xILaρ) (τ, q(τ, 0, x, η(t, 0, x, ξ)))dτ
=
∫ ∞
0
(∇xILaρ) (τ, q(τ, 0, x, η(∞, 0, x, ξ)))dτ.
(7.43)
By (7.7) and (7.14) of Proposition 7.1
|qij(τ, 0, x, η(∞, 0, x, ξ))| ≥ |xij + τpij(τ, 0, x, η(∞, 0, x, ξ))| − C0ρδ0〈τ〉1−δ1
≥ |xij + τpij(τ,∞, y(0,∞, x, ξ), ξ)| − C0ρδ0〈τ〉1−δ1
≥ c1(|xij|+ τ |ξij|)− C0ρδ0〈τ〉1−δ1 − C0ρδ0〈τ〉1−δ1
for some constant c1 > 0 and for all (x, ξ) ∈ Γ+a (R, d, θ). Thus taking ρ > 0 suffi-
ciently small and R = Rd,θ,ρ > 1 sufficiently large, we have for (x, ξ) ∈ Γ+a (R, d, θ)
|qij(τ, 0, x, η(∞, 0, x, ξ))| ≥ c0(|xij |+ τ |ξij|)
for some constant c0 > 0. Therefore we obtain
|∇xφ+(x, ξ)− ξ| ≤ C
∑
(ij)6≤a
∫ ∞
0
〈|xij|+ τ |ξij|〉−1−δdτ ≤ C max
(ij)6≤a
〈xij〉−δ.
For higher derivatives, the proof is similar. For example let us consider
∂ξ∂xφ
+(x, ξ)− I =
∫ ∞
0
∂ξ{(∇xILaρ) (τ, q(τ, 0, x, η(∞, 0, x, ξ)))}dτ
=
∫ ∞
0
(∇x∇xILaρ) (τ, q(τ, 0, x, η(∞, 0, x, ξ)))∇ξq · ∇ξηdτ,
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where we abbreviated q = q(τ, 0, x, η(∞, 0, x, ξ)) and η = η(∞, 0, x, ξ). The RHS
is bounded by a constant times∑
(ij)6≤a
∫ ∞
0
〈|xij|+ τ |ξij |〉−2−δ〈τ〉dτ ≤ cd max
(ij)6≤a
〈xij〉−δ
for (x, ξ) ∈ Γ+a (R, d, θ) by (7.10) and (7.23) of Propositions 7.1 and 7.2. Other
estimates are proved similarly by using (7.8), (7.21), (7.10), (7.15), (7.23), (7.25),
(7.43) and the following relations.
∇xφ+(x, ξ)− ξ = lim
t→∞
∫ t
0
(∇xILaρ) (τ, q(τ, t, y(0, t, x, ξ), ξ))dτ,
q(τ, t, y(0, t, x, ξ), ξ) = q(τ, 0, x, η(t, 0, x, ξ)).
From this we can derive the following theorem in the same way as in Theorem
2.5 of [17]. Let 0 < θ < 1 and let ψ±(τ) ∈ C∞([−1, 1]) satisfy
0 ≤ ψ±(τ) ≤ 1,
ψ+(τ) =
{
1 for θ ≤ τ ≤ 1,
0 for − 1 ≤ τ ≤ θ/2,
ψ−(τ) =
{
0 for − θ/2 ≤ τ ≤ 1,
1 for − 1 ≤ τ ≤ −θ.
(7.44)
We set for (x, ξ) ∈ X × (X ′ \ {0})
χ±a (x, ξ) =
∏
(ij)6≤a
ψ±(cos(xij , ξij))
and define ϕa(x, ξ) = ϕa,θ,d,R0(x, ξ) by
ϕa(x, ξ)
= {(φ+a (x, ξ)− x · ξ)χ+a (x, ξ) + (φ−a (x, ξ)− x · ξ)χ−a (x, ξ)}
×
∏
(ij)6≤a
χ0(2ξij/d)χ0(2xij/R0) + x · ξ
(7.45)
for d, R0 > 0. Note that ϕa,θ,d,R0(x, ξa) = ϕa,θ,d′,R′0(x, ξa) when |xij| ≥ max(R0, R′0),|ξij| ≥ max(d, d′) for all (ij) 6≤ a. We remark that when all long-range pair
potentials vanish: V Lij = 0, one has ϕa(x, ξ) = x · ξ since φ±a (x, ξ) = x · ξ as
mentioned. We now have
Theorem 7.4. Let Assumption 1.1 be satisfied. Let 0 < θ < 1 and d > 0. Then
there exists a constant R0 > 1 such that the C
∞ function ϕa(x, ξ) defined above
satisfies the following properties.
44 H. Kitada
i) For (x, ξ) ∈ Γ+a (R0, d, θ) ∪ Γ−a (R0, d, θ), ϕa is a solution of
1
2
|∇xϕa(x, ξ)|2 + ILa (x) =
1
2
|ξ|2. (7.46)
ii) For any (x, ξ) ∈ X ×X ′ and multi-indices α, β, ϕa satisfies
|∂αx∂βξ (ϕa(x, ξ)− x · ξ)| ≤ Cαβ max
(ij)6≤a
(〈xij〉1−δ−|α|). (7.47)
In particular, if α 6= 0,
|∂αx∂βξ (ϕa(x, ξ)− x · ξ)| ≤ CαβR−δ00 max
(ij)6≤a
(〈xij〉1−δ1−|α|) (7.48)
for any δ0, δ1 ≥ 0 with δ0 + δ1 = δ. Further
ϕa(x, ξ) = x · ξ (7.49)
when |xij | ≤ R0/2 or |ξij| ≤ d/2 for some (ij) 6≤ a.
iii) Let
Aa(x, ξ) = e
−iϕa(x,ξ)
(
H0 + I
L
a (x)−
1
2
|ξ|2
)
eiϕa(x,ξ). (7.50)
Then
Aa(x, ξ) =
1
2
|∇xϕa(x, ξ)|2 + ILa (xa, xa)−
1
2
|ξ|2 − 1
2
i∆xϕa(x, ξ) (7.51)
and
|∂αx∂βξ Aa(x, ξ)|
≤
{
Cαβ max(ij)6≤a(〈xij〉−1−δ−|α|), (x, ξ) ∈ Γ+a (R0, d, θ) ∪ Γ−a (R0, d, θ),
Cαβ max(ij)6≤a(〈xij〉−δ−|α|), otherwise.
(7.52)
In the same way, we obtain the following theorem with setting xa = 0, ξa = 0
in the above. We note that by this setting xa = ξa = 0 we have xij = zak, ξij = ζak
for some k with 1 ≤ k ≤ ka for 2 ≤ |a| ≤ N , hence
Γ±a (R0, d, θ) = {(x, ξ) | |zak| ≥ R0, |ζak| ≥ d,± cos(zak, ζak) ≥ θ, (1 ≤ k ≤ ka)}.
(7.53)
We let Xa = R
ν(|a|−1) and X ′a be the conjugate momentum space R
ν(|a|−1).
Long range N -body Schro¨dinger operators 45
Theorem 7.5. Let Assumption 1.1 be satisfied. Let 0 < θ < 1 and d > 0.
Then there exists a constant R0 > 1 such that the C
∞ function ϕa(xa, ξa) :=
ϕa(xa, 0, ξa, 0) satisfies the following properties.
i) For (xa, ξa) ∈ Γ+a (R0, d, θ) ∪ Γ−a (R0, d, θ), ϕa is a solution of
1
2
|∇xϕa(xa, ξa)|2 + ILa (xa, 0) =
1
2
|ξa|2. (7.54)
ii) For any (xa, ξa) ∈ Xa ×X ′a and multi-indices α, β, ϕa satisfies
|∂αxa∂βξa(ϕa(xa, ξa)− xa · ξa)| ≤ Cαβ max1≤k≤ka(〈zak〉
1−δ−|α|). (7.55)
In particular, if α 6= 0,
|∂αxa∂βξa(ϕa(xa, ξa)− xa · ξa)| ≤ CαβR−δ00 max1≤k≤ka(〈zak〉
1−δ1−|α|) (7.56)
for any δ0, δ1 ≥ 0 with δ0 + δ1 = δ. Further
ϕa(xa, ξa) = xa · ξa (7.57)
when |zak| ≤ R0/2 or |ζak| ≤ d/2 for some 1 ≤ k ≤ ka.
iii) Let
Aa(xa, ξa) = e
−iϕa(xa,ξa)
(
Ta + I
L
a (xa, 0)−
1
2
|ξa|2
)
eiϕa(xa,ξa). (7.58)
Then
Aa(xa, ξa) =
1
2
|∇xaϕa(xa, ξa)|2 + ILa (xa, 0)−
1
2
|ξa|2 − 1
2
i∆xaϕa(xa, ξa)
(7.59)
and
|∂αxa∂βξaAa(xa, ξa)|
≤
{
Cαβ max1≤k≤ka(〈zak〉−1−δ−|α|), (xa, ξa) ∈ Γ+a (R0, d, θ) ∪ Γ−a (R0, d, θ),
Cαβ max1≤k≤ka(〈zak〉−δ−|α|), otherwise.
(7.60)
We now define a Fourier integral operator Ja = Ja,θ,d,R0 by
Jaf(x) = (2π)
−ν(|a|−1)/2
∫
Rν(|a|−1)
eiϕa(xa,ξa)fˆ(ξa, x
a)dξa (7.61)
for f ∈ H = Ha⊗Ha = L2(Rν(|a|−1))⊗L2(Rν(N−|a|)), where fˆ(ξa, xa) is the partial
Fourier transform defined by (5.8). We note that this definition yields that Ha and
Ja commute: [H
a, Ja] = 0. We remark that when all long-range pair potentials
vanish: V Lij = 0, one has ϕa(xa, ξa) = xa · ξa, hence Ja = I.
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8 Existence of modified wave operators
In this section we will prove the following theorem.
Theorem 8.1. Let Assumptions 1.1 and 1.2 hold. Let a be a cluster decomposition
with 2 ≤ |a| ≤ N , and 0 < d1 < d2 <∞ be the constants in (3.47) in the definition
of χa(ξa). Let Ja be the Fourier integral operator defined by (7.61). Let εa > 0
and constants ρj > θj > 0 satisfy (5.27):
ρ|a| ≥ 210d−21 εa > 214d22d−21 ω−1|a| , (8.1)
and let P εa (t) = P
ε
a,d1,d2
(t) be the pseudodifferential operator defined by (5.6)-(5.7).
Let M ≥ 0 be an integer. Then for any f ∈ H the following limits exist.
Ωaf = lim
t→∞
P aMe
itHaJ∗aP
εa
a (t)e
−itHf = lim
t→∞
P aMe
itHaP εaa (t)J
∗
ae
−itHf, (8.2)
Waf = lim
t→∞
eitHP εaa (t)Jae
−itHaP aMf = lim
t→∞
eitHJaP
εa
a (t)e
−itHaP aMf
= lim
t→∞
eitHJae
−itHaP aMχa(Da)
2f,
(8.3)
Gaf = lim
t→∞
eitHP εaa (t)e
−itHf, (8.4)
Kaf = lim
t→∞
eitHaP εaa (t)
∗e−itHaf = lim
t→∞
eitHaP εaa (t)e
−itHaf. (8.5)
In particular when the long-range part vanishes, i.e. when V Lij ≡ 0 for all pairs
(i, j), the limits (8.2)-(8.3) exist with Ja replaced by the identity operator I. Fur-
ther we have the existence of the following limits.
Ω˜af = lim
t→∞
eitHaP εaa (t)e
−itHf, (8.6)
W˜af = lim
t→∞
eitHP εaa (t)e
−itHaP aMf. (8.7)
The wave operators Wa (2 ≤ |a| ≤ N) satisfy the following properties.
1) Let a and a′ be different cluster decompositions: a 6= a′. Then R(Wa) and
R(Wa′) are orthogonal.
R(Wa) ⊥ R(Wa′). (8.8)
Similarly
R(Ga) ⊥ R(Ga′). (8.9)
2) Wa is an isometry on P
a
METa([d
2
1/2, d
2
2/2])H and satisfies the intertwining
property.
EH(B)Wa = WaEHa(B), B ⊂ R (Borel set). (8.10)
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Proof. Proof is done by smooth operator technique as follows. Let H˜a = H
a +
Ta + I
L
a (xa, 0). Then we have by Theorem 7.5 and [V
a, P εaa (t)] = 0
(H˜aJa − JaHa)f(x) = (2π)−ν(|a|−1)/2
∫
Rν(|a|−1)
eiϕa(xa,ξa)Aa(xa, ξa)Faf(ξa, xa)dξa,
[H˜a, P
εa
a (t)] = [H0, P
εa
a (t)] + [I
L
a (xa, 0), P
εa
a (t)].
(8.11)
This and Proposition 5.1 yield that
d
dt
(eitHaJ∗aP
εa
a (t)Jae
−itHaf)
= eitHa{i(HaJ∗a − J∗aH˜a)P εaa (t)Ja + J∗a i[H˜a, P εaa (t)]Ja
+ J∗aP
εa
a (t)(H˜aJa − JaHa) + J∗a∂tP εaa (t)Ja}e−itHaf
= eitHaJ∗a
1
t
Qεaa (t)
∗Qεaa (t)Jae
−itHaf +O(t−1−δ)f,
(8.12)
where O(t−1−δ) denotes an operator such that ‖O(t−1−δ)‖ ≤ Ct−1−δ. Thus for
t > s > 1
|(eitHaJ∗aP εaa (t)Jae−itHaf, f)− (eisHaJ∗aP εaa (s)Jae−isHaf, f)|
=
∣∣∣∣
∫ t
s
d
dτ
(eiτHaJ∗aP
εa
a (τ)Jae
−iτHaf, f)dt
∣∣∣∣
≥
∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)Jae−iτHaf
∥∥∥∥
2
dτ − Cs−δ‖f‖2.
(8.13)
This gives ∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)Jae−iτHaf
∥∥∥∥
2
dτ ≤M21‖f‖2. (8.14)
for some constant M1 > 0 independent of t > s > 1. Similarly
d
dt
(eitHP εaa (t)e
−itHf) = eitH{i[H,P εaa (t)] + ∂tP εaa (t)}e−itHf
= eitH
1
t
Qεaa (t)
∗Qεaa (t)e
−itHf +O(t−1−δ)f
(8.15)
gives ∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)e−iτHf
∥∥∥∥
2
dτ ≤M22‖f‖2. (8.16)
for some constant M2 > 0 independent of t > s > 1. On the other hand, since
(HJa − JaHa)f(x) = (H˜aJa − JaHa) + (ILa (xa, xa)− ILa (xa, 0) + ISa (xa, xa))Ja
(8.17)
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and P aM satisfies ‖P aM |xa|‖ <∞ by Assumption 1.2, one has with using (1.14)
d
dt
(P aMe
itHaJ∗aP
εa
a (t)e
−itHf, g)
= (P aMe
itHa{i(HaJ∗a − J∗aH)P εaa (t) + J∗a i[H,P εaa (t)] + J∗a∂tP εaa (t)}e−itHf, g)
= (P aMe
itHa
{−i(H˜aJa − JaHa)∗P εaa (t)
− iJ∗a (ILa (xa, xa)− ILa (xa, 0) + ISa (xa, xa))P εaa (t)
+ J∗a(i[H0, P
εa
a (t)] + ∂tP
εa
a (t)) + J
∗
a i[Ia, P
εa
a (t)]
}
e−itHf, g)
= (P aMe
itHa{J∗at−1Qεaa (t)∗Qεaa (t) +O(t−1−δ)}e−itHf, g).
(8.18)
Integrating this on the interval [s, t] and applying (8.14) and (8.16) yield that for
t > s > 1
|(P aMeitHaJ∗aP εaa (t)e−itHf, g)− (P aMeisHaJ∗aP εaa (s)e−isHf, g)|
≤
(∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)e−iτHf
∥∥∥∥
2
dτ
)1/2(∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)Jae−iτHaP aMg
∥∥∥∥
2
dτ
)1/2
+O(s−δ)‖f‖‖g‖
≤
(∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)e−iτHf
∥∥∥∥
2
dτ
)1/2
M1‖g‖+ Cs−δ‖f‖‖g‖.
(8.19)
Thus for t > s→∞
‖P aMeitHaJ∗aP εaa (t)e−itHf − P aMeisHaJ∗aP εaa (s)e−isHf‖
≤M1
(∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)e−iτHf
∥∥∥∥
2
dτ
)1/2
+ Cs−δ‖f‖ → 0,
(8.20)
In the same way we have as t > s→∞
‖eitHP εaa (t)Jae−itHaP aMf − eisHP εaa (s)Jae−isHaP aMf‖
≤M2
(∫ t
s
∥∥∥∥ 1√τ Qεaa (τ)Jae−iτHaP aMf
∥∥∥∥
2
dτ
)1/2
+ Cs−δ‖f‖ → 0.
(8.21)
We have proved the existence of
Ωaf = lim
t→∞
P aMe
itHaJ∗aP
εa
a (t)e
−itHf, (8.22)
Waf = lim
t→∞
eitHP εaa (t)Jae
−itHaP aMf. (8.23)
Lemma 11.1 in the Appendix implies
[Ja, P
εa
a (t)]f(x) = O(〈t〉−δ)‖f‖.
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This yields that for f ∈ H
Waf = lim
t→∞
eitHP εaa (t)Jae
−itHaP aMf
= lim
t→∞
eitHJaP
εa
a (t)e
−itHaP aMf.
(8.24)
Using the identity (xa − tDa)e−itTa = e−itTaxa, we can prove that for the constant
ρ2(> θ2 > · · · > θN > 0) in (8.1) there exists fρ2 ∈ H such that
(χa(Da)
2 − P εaa (t))e−itHaP aMfρ2 → 0 (t→∞), lim
ρ2↓0
‖fρ2 − f‖ = 0
so that we have in the limit ρ2 ↓ 0
Wa = lim
t→∞
eitHJae
−itHaP aMχa(Da)
2f. (8.25)
The existence of Ga and Ka is proved similarly. Lemma 5.2 proves 1). That Wa is
an isometry on P aMETa([d
2
1/2, d
2
2/2])H follows from (8.24)-(8.25) and Lemma 11.2.
Let s ∈ R be fixed. Then for f ∈ H
eisHWaf = lim
t→∞
ei(s+t)HJae
−i(s+t)HaP aMχa(Da)
2eisHaf
=Wae
isHaf.
This gives 2).
9 Short-range case
In this section we assume that all long-range pair potentials vanish: V Lij (x) ≡ 0.
Under this assumption we will prove the asymptotic completeness of short-range
wave operators.
Theorem 9.1. Let Assumptions 1.1 and 1.2 be satisfied with V Lij = 0 for any pair
(i, j), 1 ≤ i < j ≤ N . Then the wave operators
Waf = lim
t→∞
eitHe−itHaP af (9.1)
exists for f ∈ H and 2 ≤ |a| ≤ N , and the asymptotic completeness of wave
operators holds. ⊕
2≤|a|≤N
R(Wa) = Hc(H). (9.2)
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Proof. By Theorem 8.1, for arbitrary constants 0 < d1 < d2 <∞ and the functions
χa(ξa) (2 ≤ |a| ≤ N) in (3.47), wave operators
Waf = lim
t→∞
eitHe−itHaP aχa(Da)
2f (9.3)
exist for f ∈ H and 2 ≤ |a| ≤ N . As χa(ξa) = 1 for |ξa| ∈ [d1, d2] we can extend
the isometry Wa on ETa([d
2
1/2, d
2
2/2])P
aH to the whole of P aH with retaining
the isometry, which gives the definition of wave operator Wa in the theorem. The
intertwining property (8.10) impliesR(Wa) ⊂ Hc(H). We have to show the reverse
relation
Hc(H) ⊂
⊕
2≤|a|≤N
R(Wa). (9.4)
We prove this by mathematical induction on |a|. Our induction hypothesis is that
(9.4) holds with H replaced by any Ha with 2 ≤ |a| ≤ N . When |a| = N , P a = I
so there occurs no scattering: Hc(Ha) = {0}, and the result is trivial. Assuming
(9.4) for 2 ≤ |a| ≤ N , we will prove (9.4) for |a| = 1, i.e. for H . We recall relation
(3.5).
Hc(H) =
∑
B⋐R\T
EH(B)H. (9.5)
It thus suffices to show for given B ⋐ R \ T and f = EH(B) ∈ Hc(H)
f ∈
⊕
2≤|a|≤N
R(Wa). (9.6)
By Theorem 6.2, there exist constants 0 < d1 < d2 <∞ such that for the sequence
tm in Theorem 3.2 and sufficiently small εa > 0
e−itHf ∼
∑
2≤|a|≤N
P εaa (t)e
−itHf (9.7)
asymptotically as t = tm →∞. On the other hand, Theorem 8.1 implies that the
following limit exists.
Ωaf = lim
t→∞
eitHaP εaa (t)e
−itHf (f ∈ H). (9.8)
Therefore using (9.1) we have as t→∞
P εaa (t)e
−itHf ∼ e−itHaΩaf = e−itHaP aΩaf ⊕ e−itHa(I − P a)Ωaf
∼ e−itHWaΩaf + e−itHa(I − P a)Ωaf
(9.9)
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Combining this with (9.7) gives as t = tm →∞
e−itHf ∼
∑
2≤|a|≤N
{
e−itHWaΩaf + (e
−itTa ⊗ e−itHa(I − P a))Ωaf
}
. (9.10)
Our induction hypothesis (9.4) for 2 ≤ |a| ≤ N implies for any h ∈ L2(Xa) and
a1 < a there exists some wa1h ∈ L2(Xa) such that
e−itH
a
(I − P a)h ∼
∑
a1<a
e−itH
a
a1P a1wa1h =
∑
a1<a
(e−itT
a
a1 ⊗ e−itHa1P a1)wa1h (9.11)
as t → ∞, where Haa1 = T aa1 + Ha1 , T aa1 = Ta1 − Ta. Applying this to (9.10), we
obtain
e−itHf ∼
∑
2≤|a|≤N
{
e−itHWaΩaf +
(
e−itTa ⊗
∑
a1<a
(e−itT
a
a1 ⊗ e−itHa1P a1)wa1
)
Ωaf
}
=
∑
2≤|a|≤N
{
e−itHWaΩaf +
∑
a1<a
(e−itTa1 ⊗ e−itHa1P a1)wa1Ωaf
}
=
∑
2≤|a|≤N
{
e−itHWaΩaf +
∑
a1<a
e−itHa1P a1wa1Ωaf
}
.
(9.12)
Thus
f =
∑
2≤|a|≤N
{
WaΩaf +
∑
a1<a
Wa1wa1Ωaf
}
∈
⊕
2≤|a|≤N
R(Wa). (9.13)
This completes the proof.
The proof above uses the existence of the limit Ωa, which makes it possible to
decompose the second term on the RHS of (9.9). The proof of the existence of
Ωa = limt→∞ e
itHaJ∗aP
εa
a (t)e
−itHf in the long-range case requires strong condition
on the decay rate as one needs to prove the existence of the limit without the
eigenprojection P a in Ωa. This makes it necessary to analyze the internal motion
of each cluster and assume the decay rate δ >
√
3 − 1 of long-range part of the
pair potentials as in Derezin´ski [3]. It is however possible to eliminate the second
term on the RHS of (9.9) by appealing to the concept of scattering spaces before4
taking any limit as t→∞ in (9.7). This will make it possible to deal with the long-
range tail without worrying about the internal motion and prove the asymptotic
completeness for some long-range pair potentials with δ > 1/2 as will be done in
the next section.
4This is the original idea developed in the preprint [25] in 1984, in which it is attempted to
prove the asymptotic completeness without using the existence of particular limits except for
wave operators and with utilizing the asymptotic orthogonality of different scattering spaces.
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10 Scattering spaces – Long-range case
We define scattering spaces following [28]. In the following we consider the case
t→∞ only. The case t→ −∞ is treated similarly. As before we use the notation
f(t) ∼ g(t) as t → ∞ to mean that ‖f(t) − g(t)‖ → 0 as t → ∞ for H-valued
functions f(t) and g(t) of t > 1.
Definition 10.1. Let real numbers r, σ, µ and a cluster decomposition a satisfy
0 ≤ r ≤ 1, σ, µ > 0 and 2 ≤ |a| ≤ N . Let B ⋐ R \ T be a closed set.
i) We define Srσµa (B) for 0 < r ≤ 1 by
Srσµa (B) = {f ∈ EH(B)H |
e−itHf ∼
∏
(i,j)6≤a
F (|xij| ≥ σt)F (|xa| ≤ µtr)e−itHf as t→∞}.
(10.1)
For r = 0 we define S0σa (B) by
S0σa (B) = {f ∈ EH(B)H |
lim
R→∞
lim sup
t→∞
∥∥∥e−itHf − ∏
(i,j)6≤a
F (|xij | ≥ σt)F (|xa| ≤ R)e−itHf
∥∥∥ = 0}.
(10.2)
ii) We define the localized scattering space Sra(B) of order r ∈ (0, 1] for H as the
closure of∑
σ>0
⋂
µ>0
Srσµa (B) = {f ∈ EH(B)H | ∃σ > 0, ∀µ > 0 :
e−itHf ∼
∏
(i,j)6≤a
F (|xij| ≥ σt)F (|xa| ≤ µtr)e−itHf as t→∞}.
(10.3)
S0a(B) is defined as the closure of∑
σ>0
S0σa (B) = {f ∈ EH(B)H | ∃σ > 0 :
lim
R→∞
lim sup
t→∞
∥∥∥e−itHf − ∏
(i,j)6≤a
F (|xij | ≥ σt)F (|xa| ≤ R)e−itHf
∥∥∥ = 0}.
(10.4)
iii) We define the scattering space Sra of order r ∈ [0, 1] for H as the closure of∑
B⋐R\T
Sra(B). (10.5)
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We note that Srσµa (B), S
0σ
a (B), S
r
a(B) ⊂ EH(B)H and Sra ⊂ Hc(H) define
closed subspaces.
Proposition 10.2. Let Assumptions 1.1 and 1.2 be satisfied. Let B ⋐ R \ T and
f ∈ Srσµa (B) for 0 < r ≤ 1 or f ∈ S0σa (B) for r = 0 with σ, µ > 0 and 2 ≤ |a| ≤ N .
Then the following limit relations hold:
i) Let (i, j) 6≤ a. Then for 0 < r ≤ 1 we have when t→∞
F (|xij | < σt)F (|xa| ≤ µtr)e−itHf → 0. (10.6)
For r = 0 we have
lim
R→∞
lim sup
t→∞
∥∥F (|xij | < σt)F (|xa| ≤ R)e−itHf∥∥ = 0. (10.7)
ii) For 0 < r ≤ 1 we have when t→∞
F (|xa| > µtr)e−itHf → 0. (10.8)
For r = 0
lim
R→∞
lim sup
t→∞
∥∥F (|xa| > R)e−itHf∥∥ = 0. (10.9)
iii) There exists a sequence tm → ∞ as m → ∞ depending on f ∈ Srσµa (B) or
f ∈ S0σa (B) such that∥∥(ϕ (xa/tm)− ϕ(Da)) e−itmHf∥∥→ 0 as m→∞ (10.10)
for any function ϕ ∈ C∞0 (Rν(|a|−1)).
Proof. i) and ii) are clear from the definition of Srσµa (B) or S
0σ
a (B). We prove iii).
Since f ∈ EH(B)H ⊂ Hc(H), we have by (3.3) and f ∈ Srσµa (B) (or f ∈ S0σa (B))
e−itHf ∼
∑
d≤a
P˜ dMde
−itHf (10.11)
as t→∞. Theorem 3.2 and the restriction d ≤ a in the sum of the RHS of (10.11)
imply (10.10).
The following propositions are obvious by definition.
Proposition 10.3. Let 2 ≤ |a| ≤ N . If 1 ≥ r′ ≥ r > 0, σ ≥ σ′ > 0 and µ′ ≥
µ > 0 and B ⋐ R \ T , then S0σa (B) ⊂ S0σ′a (B), S0σa (B) ⊂ Srσµa (B) ⊂ Sr′σ′µ′a (B),
S0a(B) ⊂ Sra(B) ⊂ Sr′a (B), S0a(B) ⊂ Sra(B) ⊂ Sra, and S0a ⊂ Sra ⊂ Sr′a .
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Proposition 10.4. Let a and a′ be different cluster decompositions: a 6= a′. Then
for any 0 ≤ r, r′ ≤ 1, Sra and Sr′a′ are orthogonal: Sra ⊥ Sr′a′ .
Now we will prove the asymptotic completeness for the long-range case in a
series of Theorems. In the following we always assume that the constants ρj >
θj > σ > 0 and εa > 0 satisfy the condition (5.27) for the constants d2 > d1 > 0
determined by a given set B ⋐ R \ T .
Theorem 10.5. Let Assumptions 1.1 and 1.2 be satisfied. Let f = EH(B)f ∈
Hc(H) with B ⋐ R \ T , and let d2 > d1 > 0 be the constants specified in Theorem
6.2 corresponding to the set B. Let χa be defined by (3.47) for the constants
d2 > d1 > 0. Let P
εa
a (t) (2 ≤ |a| ≤ N) be defined by (5.6)-(5.7) with this χa, and
let Ga be defined by (8.4) with this P
εa
a (t). Then we have
f =
⊕
2≤|a|≤N
Gaf. (10.12)
Further we have
Hc(H) =
⊕
2≤|a|≤N
S1a. (10.13)
Proof. The relation (10.12) follows from Theorem 6.2 and Theorem 8.1. From
the definition (8.4) of Ga, we see that Gaf approximates an element of S
1
a(B) by
taking εa > 0 in (8.4) small, and the approximation is better when εa > is smaller.
Hence from (10.12) and the reverse inclusion S1a(B) ⊂ EH(B)H, we have
EH(B)H =
⊕
2≤|a|≤N
S1a(B). (10.14)
This holds for arbitrary B ⋐ R \ T . Hence we have (10.13) by
Hc(H) =
∑
B⋐R\T
EH(B)H (10.15)
and
S1a =
∑
B⋐R\T
S1a(B). (10.16)
Theorem 10.6. Let Assumptions 1.1 and 1.2 be satisfied. Let B ⋐ R \ T and
f = EH(B)f ∈ S1a(B). Let d2 > d1 > 0 be the constants specified in Theorem
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6.2 corresponding to the set B. Let χa be defined by (3.47) for the constants
d2 > d1 > 0 and let the constants in Φa be chosen suitably as in the proof of
Theorem 6.2. Let P εaa (t) (2 ≤ |a| ≤ N) be defined by (5.6)-(5.7) with this χa and
Φa. Then for the sequence tm →∞ in Theorem 3.2 we have as m→∞∥∥e−itmHf − Φa(x/tm)e−itmHf∥∥→ 0, (10.17)∥∥e−itmHf − P εaa (tm)e−itmHf∥∥→ 0. (10.18)
In particular the following limits exist for f ∈ S1a(B) and we have
f = lim
tm→∞
eitmHΦa(x/tm)e
−itmHf ∈ S1a(B), (10.19)
f = lim
tm→∞
eitmHP εaa (tm)e
−itmHf ∈ S1a(B). (10.20)
Proof. By Theorem 6.2-(6.4) and Theorem 3.4, we have for f = EH(B)f ∈ S1a(B)
as m→∞∥∥e−itmHf − ∑
2≤|a′|≤N
Φa′(x/tm)
∑
d≤a′
χd(Dd)P˜
d
Mm
d
e−itmHf
∥∥→ 0. (10.21)
If a 6≤ a′, there is a pair (i, j) 6≤ a′ with (i, j) ≤ a. By the definition of S1a we have
|xij | ≤ |xa| ≤ µt for any µ > 0 while arguing similarly to the proof of Theorem
6.2, by the factor Φa′(x/tm) we obtain |xij | ≥ ctm for any (i, j) 6≤ a′ with some
constant c > 0. Thus the terms Φa′ with a 6≤ a′ in the above sum must vanish
asymptotically as t = tm → ∞. On the other hand if a′ 6≤ a, there is a pair
(i, j) 6≤ a such that |xij| ≤ |xa′ |. The condition f ∈ S1a gives |xij | ≥ σt for some
σ > 0. The factor Φa′ yields that |xij | ≤ |xa′ | ≤ ω−1|a′||xa′ | ≤ ω−1|a′||xd| by d ≤ a′.
Thus the factor χd(Dd) gives |xij | ≤ 2ω−1|a′|d2tm for the constant d2 > 0 in Theorem
3.4, and the terms with a′ 6≤ a in the sum of (10.21) vanish asymptotically as
t = tm → ∞ if we take the constants θ|a′| > 0 and σ > 0 in the definition of Φa′
small enough. These with Theorem 3.4 yield∥∥e−itmHf − Φa(x/tm)∑
d≤a
P˜ dMm
d
e−itmHf
∥∥→ 0. (10.22)
Recovering the terms with d 6≤ a similarly to the proof of Theorem 6.2 proves
(10.17). From (10.22) follows (10.18) in the same way as in the proof of Theorem
6.2.
Theorem 10.7. Let Assumptions 1.1 and 1.2 be satisfied. Let B ⋐ R \ T and
f = EH(B)f ∈ S0a(B). Let tm and Mm be th sequences specified in Theorem 3.2
for f ∈ Hc(H). Then
f = lim
m→∞
eitmHP aMmP
εa
a (tm)e
−itmHf. (10.23)
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In particular we have
R(Wa) = S0a . (10.24)
Proof. By (3.3) and f ∈ S0a(B) ⊂ Hc(H) we have
e−itHf ∼
∑
d≤a
P˜ dMde
−itHf (10.25)
as t→∞. This, Theorem 3.2-(3.21) and f ∈ Hc(H) imply
e−itmHf ∼ P aMme−itmHf (10.26)
as m→∞. Using Theorem 10.6-(10.18), we obtain from this that
f = lim
m→∞
eitmHP aMmP
εa
a (tm)e
−itmHf. (10.27)
By the definition (8.3) of Wa it is clear that R(Wa) ⊂ S0a. Thus we have
only to show the reverse inclusion S0a ⊂ R(Wa). Let B ⋐ R \ T and let f =
EH(B)f ∈ S0a(B). By Theorem 10.6-(10.18), (10.23), ‖[P εa (tm), P aMm]‖ → 0 (tm →
∞), Lemma 11.2 and Theorem 8.1-(8.2) and (8.3) we have
f = lim
m→∞
eitmHP εa (tm)Jae
−itmHaP aMme
itmHaJ∗aP
ε
a (tm)e
−itmHf
= WaΩaf ∈ R(Wa).
(10.28)
The proof is complete.
Let Ta (1 ≤ |a| ≤ N) be defined by
Ta =
⋃
b≤a
σp(H
b). (10.29)
We note that 0 ∈ Ta (1 ≤ |a| ≤ N), and Ta = T when |a| = 1. Let ψa(λ) ∈ C∞0 (R)
satisfy
1 ≥ ψa(λ) ≥ 0,
ψa(λ) = 1 in a neighborhood of each λ ∈ Ta. (10.30)
For any real numbers ρ > 0 and y ∈ R, set Bρ(y) = {x|x ∈ R, |x − y| < ρ}. We
write supp ψa ↓ Ta if and only if for any ρ > 0 there is ψa satisfying (10.30) and
a finite covering {Bρj (yj)}Lj=1 of supp ψa such that for 1 ≤ j ≤ L, ρ > ρj > 0,
yj ∈ Ta, Ta ⊂ supp ψa ⊂
⋃L
j=1Bρj (yj), and
∑L
j=1 ρj < ρ. Since Ta is a closed
countable subset of [b, 0] for some b ≤ 0 by [11] and [37], and non-threshold
eigenvalues can accumulate only at thresholds by Theorem 1.5 of [37], it is possible
to take such covering of supp ψa for any ρ > 0. We notice that
lim
supp ψa↓Ta
ψa(H
a)h = P ah = lim
M→∞
P aMh (10.31)
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for h ∈ Ha. In fact since ψa(Ha)− P a = ψa(Ha)(I − P a) and Ha has no singular
continuous spectrum by Theorem 1.5 of [37], we have only to consider the operator
ψa(H
a) restricted to the absolutely continuous subspace Haac(Ha) of Ha. When
supp ψa ↓ Ta, the Lebesgue measure of supp ψa goes to zero by the above definition.
Thus for h ∈ Haac(Ha) we have ‖ψa(Ha)h‖ ≤ ‖EHa(supp ψa)h‖2 → 0 when supp
ψa ↓ Ta uniformly with respect to the way of letting supp ψa ↓ Ta. This proves
(10.31).
Theorem 10.8. Let the assumptions of Theorem 1.3 be satisfied. Let B ⋐ R \ T .
Then for f = EH(B)f ∈ S1a(B) the following limit exists and we have
f = lim
t→∞
eitHP aP εaa (t)e
−itHf. (10.32)
In particular we have
S1a = S
0
a. (10.33)
Proof. Let tm → ∞ and Mma → ∞ be the sequences in Theorem 3.2 for f ∈
S1a(B) ⊂ Hc(H). Let ψa(λ) ∈ C∞0 (R) satisfy (10.30). We decompose
e−itHf = ψa(H
a)e−itHf + (I − ψa(Ha))e−itHf. (10.34)
We will use the same convention as in Theorem 6.2: xa = (xad, x
d) = (xd−xa, xd) =
(xa − xd, xd) (d ≤ a), Dd = Dxd, Dad = Dxad , T ad = Td − Ta, Had = T ad +Hd. The
functions Φab (x
a) (b < a) are defined as in section 4 for the variable xa ∈ Xa =
R
ν(N−|a|) which form a partition of unity such that
∑
b<aΦ
a
b (x
a/t) = 1. Now
applying Theorem 10.6-(10.17) or (10.22) and Theorem 3.2, we have the following
asymptotic relation for t = tm and Md =M
m
d when m→∞.
(I − ψa(Ha))e−itHf ∼ (I − ψa(Ha))Φa(xa/t)
∑
d≤a
P˜ dMde
−itHf
= Φa(xa/t)(I − ψa(Ha))
∑
d≤a
P˜ dMde
−itHf.
(10.35)
Noting that (I − ψa(Ha))P aM = 0 we obtain from this
(I − ψa(Ha))e−itHf = Φa(xa/t)(I − ψa(Ha))
∑
d<a
P˜ dMde
−itHf
= Φa(xa/t)
∑
b<a
Φab (x
a/t)(I − ψa(Ha))
∑
d<a
P˜ dMde
−itHf
∼ Φa(xa/t)
∑
b<a
Φab (x
a/t)
∑
d<a
(I − ψa(Had ))P˜ dMde−itHf.
(10.36)
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As ψa(λ) = 1 in a neighborhood of each λ ∈ Ta, (I − ψa(Had ))P˜ dMd 6= 0 implies
T ad ≥ d21/2 > 0 for some constant d1 > 0. On the other hand Theorem 3.4 gives
d22/2 ≥ Td for some d2 > d1 > 0. Thus d2 ≥ |Dd| ≥ |Dad| ≥ d1 > 0 asymptotically
on each state (I − ψa(Had ))P˜ dMde−itHf (d < a) as t = tm → ∞. Hence Theorem
3.2 gives d2 ≥ |xad/tm| ≥ d1, |xa/tm| ∼ |xad/tm| and |xa| ≥ d1tm asymptotically. So
if d < a satisfies d 6≤ b(< a), we can find a pair (i, j) ≤ d with (i, j) 6≤ b so that
by the factor Φab (x
a/t) and |xa| ≥ d1tm we have |xij| ≥ ct for some constant c > 0.
Thus |xd| ≥ |xij | ≥ ct, while the factor P˜ dMd bounds xd by Theorem 3.2-(3.20).
Therefore the terms with d 6≤ b vanish asymptotically as t = tm → ∞ in the
second sum of the RHS of (10.36) and we get
(I − ψa(Ha))e−itHf ∼ Φa(xa/t)
∑
b<a
Φab (x
a/t)
∑
d≤b
(I − ψa(Had ))P˜ dMde−itHf.
(10.37)
The RHS behaves like
∑
b<a e
−itHgb with gb ∈ S1σµb (b < a) for some σ, µ > 0 along
the sequence t = tm →∞. Thus we have from (10.34)
‖e−itHf − ψa(Ha)e−itHf‖2 = (e−itHf − ψa(Ha)e−itHf, (I − ψa(Ha))e−itHf)
∼
∑
b<a
(e−itHf − ψa(Ha)e−itHf, e−itHgb)
(10.38)
as t = tm →∞ for some gb ∈ S1σµb with b < a. Theorem 10.6-(10.17) implies
ψa(H
a)e−itHf ∼ ψa(Ha)Φa(xa/t)e−itHf = Φa(xa/t)ψa(Ha)e−itHf (10.39)
as t = tm →∞, where Φa can have constants different from those for Φa in (10.36).
This means that there exist h ∈ S1σµa and σ > 0 such that ψa(Ha)e−itHf behaves
like e−itHh for any µ > 0 along t = tm →∞, which and f ∈ S1a(B) imply that the
factor e−itHf − ψa(Ha)e−itHf in (10.38) behaves like e−itH h˜ with some h˜ ∈ S1σµa
and σ > 0 for any µ > 0. Hence it is asymptotically orthogonal to e−itHgb (b < a),
and the RHS of (10.38) goes to 0 as t = tm →∞. We then have for t = tm →∞
e−itHf ∼ ψa(Ha)e−itHf. (10.40)
Thus
f = lim
tm→∞
eitmHψa(H
a)e−itmHf. (10.41)
From this and Theorem 10.6-(10.18) follows that
f = lim
tm→∞
eitmHψa(H
a)P εaa (tm)e
−itmHf. (10.42)
In virtue of the factor P εaa (tm) this limit exists without taking the sequence tm
as seen by the same argument as in the proof of Theorem 8.1 with using smooth
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operator technique.
f = lim
t→∞
eitHψa(H
a)P εaa (t)e
−itHf. (10.43)
Similarly by the same technique with using (1.14) and [H,P a] = [H − H˜a, P a]
where H˜a = H
a + Ta + I
L
a (xa, 0) and recalling that we assume that P
a = P aM for
some finite integer M ≥ 0, we can prove the existence of the following limit for
f ∈ H.
Qf := lim
t→∞
eitHP aP εaa (t)e
−itHf. (10.44)
We let ϕ be a C∞0 (R)-function such that 0 ≤ ϕ(λ) ≤ 1 and ϕ(λ) = 1 for λ ∈
supp ψa, P
a
M =
∑M
j=1 P
a
j with P
a
j being a finite dimensional eigenprojection onto
the eigenspace spanned by eigenfunctions of Ha with eigenvalue Ej , and ψaj(λ)
be a C∞0 -function equal to 1 near λ = Ej such that
∑M
j=1 ψaj = ψa. We set for
j = 1, . . . ,M
Ωjf = lim
supp ψa↓Ta
lim
t→∞
eitHϕ(Ha)(ψaj(H
a)− P aj )P εaa (t)e−itHf. (10.45)
Then we have for f = EH(B)f ∈ S1a(B)
f −Qf = lim
supp ψa↓Ta
lim
t→∞
eitH(ψa(H
a)− P a)P εaa (t)e−itHf.
= lim
supp ψa↓Ta
lim
t→∞
eitHϕ(Ha)(ψa(H
a)− P a)P εaa (t)e−itHf
=
M∑
j=1
Ωjf.
(10.46)
Let Ua(t) be the fundamental solution of the equation
i−1∂tUa(t) +Ha(t)Ua(t) = 0, Ua(0) = I, (10.47)
where Ha(t) = H
a + Ta + I
L
a (t, x) and
ILa (t, x) = I
L
a (xa, x
a)
∏
(i.j)6≤a
χ0(100xij/(εat)) (10.48)
with χ0(x) (x ∈ Rν) being the function defined by (7.1). Then as t→∞
e−itH(f −Qf) = e−itH
M∑
j=1
Ωjf
∼ Ua(t) lim
supp ψa↓Ta
lim
t→∞
Ua(t)
∗ϕ(Ha)(ψa(H
a)− P a)P εaa (t)e−itHf.
(10.49)
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Set
Ω˜jf = lim
supp ψa↓Ta
lim
t→∞
Ua(t)
∗ϕ(Ha)(ψaj(H
a)− P aj )P εaa (t)e−itHf. (10.50)
Then as t→∞
‖(Ha −Ej)Ua(t)Ω˜jf‖ → 0 (10.51)
and
e−itH(f −Qf) = e−itH
M∑
j=1
Ωjf ∼ Ua(t)
M∑
j=1
Ω˜jf. (10.52)
Let g =
∑M
j=1 Ω˜jf and U˜aj(t) be the fundamental solution of
i−1∂tU˜aj(t) + (Ej + Ta + I
L
a (t, x))U˜aj(t) = 0, U˜aj(0) = I. (10.53)
Lemma 10.9. For g =
∑M
j=1 Ω˜jf there exists a constant C > 0 such that for any
j = 1, . . . ,M and t > 1
‖(Ha − Ej)Ua(t)g‖ ≤ Ct−2δ. (10.54)
Proof. By Ej ≤ 0 and V a ≥ 0, we have
‖|Da|Ua(t)g‖2 ≤ C(Ha0Ua(t)g, Ua(t)g)
≤ C((Ha − Ej)Ua(t)g, Ua(t)g) + C((Ej − V a)Ua(t)g, Ua(t)g)
≤ C‖(Ha − Ej)Ua(t)g‖‖g‖.
(10.55)
Setting
f(t) = ‖(Ha − Ej)Ua(t)g‖2, (10.56)
we obtain
f ′(t) =
d
dt
((Ha −Ej)2Ua(t)g, Ua(t)g) = (i[ILa (t, x), (Ha − Ej)2]Ua(t)g, Ua(t)g).
(10.57)
The commutator equals
2Re

(Ha − Ej)
( ∑
(i,j)6≤a
∇xaV Lij (t, xij) ·Da +O(t−2−δ)
) . (10.58)
Thus
|f ′(t)| ≤ Ct−1−δ‖(Ha −Ej)Ua(t)g‖‖|Da|Ua(t)g‖+ Ct−2−δ‖(Ha − Ej)Ua(t)g‖.
(10.59)
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We have from (10.55)
|f ′(t)| ≤ Ct−1−δf(t) 34 + Ct−2−δf(t) 12 . (10.60)
This and (10.51) give
f(t) = −
∫ ∞
t
f ′(τ)dτ. (10.61)
Since f(t) is uniformly bounded, this and (10.60) yield
|f(t)| ≤ Ct−δ. (10.62)
Inserting this into (10.60) and integrating by (10.61) we get
|f(t)| ≤ Ct−δ(1+ 34 ) + Ct−1−δ(1+ 12 ). (10.63)
Repeating this procedure we finally arrive at the estimate
|f(t)| ≤ Ct−4δ. (10.64)
By Lemma 10.9∥∥∥∥ ddt(U˜aj(t)∗Ua(t)Ω˜jf)
∥∥∥∥ = ‖iU˜aj(t)∗(Ej −Ha)Ua(t)Ω˜jf‖ ≤ Ct−2δ. (10.65)
Thus the following limit exists.
hj = lim
supp ψa↓Ta
lim
t→∞
U˜aj(t)
∗Ua(t)Ω˜jf
= lim
supp ψa↓Ta
lim
t→∞
U˜aj(t)
∗ϕ(Ha)(ψaj(H
a)− P aj )P εaa (t)e−itHf.
(10.66)
Since ‖χ{|xa|>R}hj‖ → 0 (R→∞) and [χ{|xa|>R}, U˜aj(t)∗] = 0, we have as R→∞
lim
supp ψa↓Ta
lim
t→∞
‖χ{|xa|>R}ϕ(Ha)(ψaj(Ha)− P aj )P εaa (t)e−itHf‖ → 0. (10.67)
On the other hand, since χ{|xa|<R}ϕ(H
a) is a compact operator we have for any
R > 0
‖χ{|xa|<R}ϕ(Ha)(ψaj(Ha)− P aj )P εaa (t)e−itHf‖ → 0 (10.68)
as supp ψa ↓ Ta. Thus when supp ψa ↓ Ta
lim
t→∞
‖ϕ(Ha)(ψaj(Ha)− P aj )P εaa (t)e−itHf‖ → 0. (10.69)
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In particular we have when supp ψa ↓ Ta
‖f −Qf‖ = ∥∥ lim
t→∞
eitHϕ(Ha)(ψa(H
a)− P a)P εaa (t)e−itHf
∥∥→ 0. (10.70)
Namely
f = Qf = lim
t→∞
eitHP aP εaa (t)e
−itHf. (10.71)
It is now obvious that the following theorem follows from Theorems 10.5, 10.7
and 10.8.
Theorem 10.10. Let the assumptions of Theorem 1.3 be satisfied. Let a be a
cluster decomposition with 2 ≤ |a| ≤ N . Similarly to the proof of Theorem 9.1, we
extend the domain of the wave operator Wa in Theorem 8.1 to the whole of P
aH,
which we will denote by the same notation Wa. Then we have
R(Wa) = S0a = S1a . (10.72)
In particular we have the asymptotic completeness.
Hc(H) =
⊕
2≤|a|≤N
R(Wa). (10.73)
11 Appendix
We prove some lemmata.
Lemma 11.1. Let a(x, ξ), p(x, ξ) ∈ C∞(X×X ′) satisfy for any multiindices α, β
sup
(x,ξ)∈X×X′
|∂αx∂βξ a(x, ξ)| <∞,
sup
(x,ξ)∈X×X′
|∂αx∂βξ p(x, ξ)| <∞.
(11.1)
Set for f ∈ S(X)
aϕa(x,Dx)f(x) = (2π)
−ν(N−1)
∫∫
X×X′
ei(ϕa(x,ξ)−yξ)a(x, ξ)f(y)dydξ,
p(x,Dx)f(x) = (2π)
−ν(N−1)
∫∫
X×X′
ei(x−y)ξp(x, ξ)f(y)dydξ.
(11.2)
Then we have
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1)
aϕa(x,Dx)p(x,Dx)f(x) = (2π)
−ν(N−1)
∫∫
X×X′
ei(ϕa(x,ξ)−yξ)s(x, ξ)f(y)dydξ,
(11.3)
where
s(x, ξ) = (2π)−ν(N−1)
∫∫
e−i(η−ξ)ya(x, η)p(y +∇ξϕa(η, x, ξ), ξ)dydη,
∇ξϕa(ξ, x, η) =
∫ 1
0
∇ξϕa(x, η + θ(ξ − η))dθ.
(11.4)
2)
p(x,Dx)aϕa(x,Dx)f(x) = (2π)
−ν(N−1)
∫∫
X×X′
ei(ϕa(x,ξ)−yξ)r(x, ξ)f(y)dydξ,
(11.5)
where
r(x, ξ) = (2π)−ν(N−1)
∫∫
ei(x−y)ηp(x, η +∇xϕa(x, ξ, y))a(y, ξ)dydη,
∇xϕa(x, ξ, y) =
∫ 1
0
∇xϕa(y + θ(x− y), ξ)dθ.
(11.6)
3)
[aϕa(x,Dx), p(x,Dx)]f(x) = (2π)
−ν(N−1)
∫∫
ei(ϕa(x,ξ)−yξ)u(x, ξ)f(y)dyxξ,
(11.7)
where
u(x, ξ) = s(x, ξ)− r(x, ξ)
= (2π)−ν(N−1)
∫∫
e−iηy{a(x, ξ + η)p(y +∇ξϕa(ξ + η, x, ξ), ξ)
− p(x, η +∇xϕa(x, ξ, x+ y))a(x+ y, ξ)}dydη
= a(x, ξ) (p(∇ξϕa(x, ξ), ξ)− p(x,∇xϕa(x, ξ)))
+
∑
|γ|=1
(2π)−ν(N−1)
∫∫
e−iyη
×
{
Dγη{a(x, ξ + η)
∫ 1
0
∂γy p(θy +∇ξϕa(ξ + η, x, ξ), ξ)dθ}
−Dγy{
∫ 1
0
∂γηp(x, θη +∇xϕa(x, ξ, x+ y))dθa(x+ y, ξ)}
}
dydη.
(11.8)
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Proof. 1) A direct calculation of oscillatory integrals yields
aϕa(x,Dx)p(x,Dx)f(x) = (2π)
−ν(N−1)
∫∫
X×X′
ei(ϕa(x,η)−zη)s(x, η)f(z)dzdη,
(11.9)
where
s(x, η) = (2π)−ν(N−1)
∫∫
ei(ϕa(x,ξ)−ϕa(x,η)−(ξ−η)y)a(x, ξ)p(y, η)dydξ. (11.10)
The following relation and a change of variable y′ = y −∇ξϕa(ξ, x, η) give 1).
ϕa(x, ξ)− ϕa(x, η) = (ξ − η) · ∇ξϕa(ξ, x, η). (11.11)
2) Similarly we have
p(x,Dx)aϕa(x,Dx)f(x) = (2π)
−ν(N−1)
∫∫
X×X′
ei(ϕa(x,η)−zη)r(x, η)f(z)dzdη,
(11.12)
where
r(x, η) = (2π)−ν(N−1)
∫∫
ei(ϕa(y,η)−ϕa(x,η)+(x−y)ξ)p(x, ξ)a(y, η)dydξ. (11.13)
Noting
ϕa(y, η)− ϕa(x, η) + (x− y)ξ = (x− y)(ξ −∇xϕa(x, η, y)), (11.14)
we make a change of variable
η˜ = ξ −∇xϕa(x, η, y) (11.15)
in (11.13). Then we get
p(x,Dx)aϕa(x,Dx)f(x)
= (2π)−ν(N−1)
∫∫
ei(ϕa(x,ξ)−zξ)
×
∫∫
ei(x−y)ηp(x, η +∇xϕa(x, ξ, y))a(y, ξ)dydηf(z)dzdξ.
(11.16)
The proof of 2) is complete.
3) By 1) and 2) we have
u(x, ξ) = s(x, ξ)− r(x, ξ)
= (2π)−ν(N−1)
∫∫
e−iηya(x, ξ + η)p(y +∇ξϕa(ξ + η, x, ξ), ξ)dydη
− (2π)−ν(N−1)
∫∫
e−iηyp(x, η +∇xϕa(x, ξ, x+ y))a(x+ y, ξ)dydη.
(11.17)
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Taylor expanding the integrand of the first term with respect to y around y = 0
and that of the second term with respect to η around η = 0, we obtain
p(y +∇ξϕa(ξ + η, x, ξ), ξ)
=
∑
|α|<L
yα
α!
∂αy p(∇ξϕa(ξ + η, x, ξ), ξ)
+ L
∑
|γ|=L
yγ
γ!
∫ 1
0
(1− θ)L−1∂γy p(θy +∇ξϕa(ξ + η, x, ξ), ξ)dθ,
p(x, η +∇xϕa(x, ξ, x+ y))
=
∑
|α|<L
ηα
α!
∂αη p(x,∇xϕa(x, ξ, x+ y))
+ L
∑
|γ|=L
ηγ
γ!
∫ 1
0
(1− θ)L−1∂γηp(x, θη +∇xϕa(x, ξ, x+ y))dθ.
(11.18)
Substituting these with L = 1 to (11.17), integrating by parts and some calculation
yield the following as desired (see [32] for details).
u(x, ξ) = a(x, ξ) (p(∇ξϕa(x, ξ), ξ)− p(x,∇xϕa(x, ξ)))
+
∑
|γ|=1
(2π)−ν(N−1)
×
∫∫
e−iyη
{
Dγη{a(x, ξ + η)
∫ 1
0
∂γy p(θy +∇ξϕa(ξ + η, x, ξ), ξ)dθ}
−Dγy{
∫ 1
0
∂γηp(x, θη +∇xϕa(x, ξ, x+ y))dθa(x+ y, ξ)}
}
dydη.
(11.19)
The following lemma follows from Theorem 7.5.
Lemma 11.2. Let Ja be defined by (7.61).
Jaf(x) = (2π)
−ν(|a|−1)/2
∫
Rν(|a|−1)
eiϕa(xa,ξa)fˆ(ξa, x
a)dξa. (11.20)
Then P εa (t)(J
∗
aJa−I), (J∗aJa−I)P εa (t), P εa (t)(JaJ∗a−I) and (JaJ∗a−I)P εa (t) satisfy
the following estimates.
‖P εa (t)(J∗aJa − I)‖ ≤ C〈t〉−δ, (11.21)
‖(J∗aJa − I)P εa (t)‖ ≤ C〈t〉−δ, (11.22)
‖P εa (t)(JaJ∗a − I)‖ ≤ C〈t〉−δ, (11.23)
‖(JaJ∗a − I)P εa (t)‖ ≤ C〈t〉−δ. (11.24)
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Proof. We note
Jaf(x) = ca
∫
R2ν(|a|−1)
ei(ϕa(xa,ξa)−yaξa)f(ya, x
a)dyadξa, (11.25)
J∗ag(x) = ca
∫
R2ν(|a|−1)
ei(xaξa−ϕa(ya,ξa))g(ya, x
a)dyadξa, (11.26)
where ca = (2π)
−ν(|a|−1). Then we have
Fa(J∗aJa − I)F−1a g(ξa, xa)
= ca
∫∫
R2ν(|a|−1)
e−i(ξa−ηa)za(| det∇za∇ξaϕ−1a (ξa, za, ηa)| − 1)g(ηa)dηadza,
(11.27)
where ∇ξaϕ−1a (ξa, za, ηa) is the inverse map of ya 7→ za = ∇ξaϕa(ξa, ya, ηa). On the
other hand Theorem 7.5-ii) gives
|∂αza∂βξa∂γηa(| det∇za∇ξaϕ−1a (ξa, za, ηa)| − 1)| ≤ Cαβγ max1≤k≤ka(〈zak〉
−δ−|α|). (11.28)
This and the factor P εa (t) give ‖P εa (t)(J∗aJa − I)‖ ≤ C〈t〉−δ. Other estimates are
proved similarly.
The following lemma is obvious, and the proof is left to the reader.
Lemma 11.3.
‖P εa (t)− P εa (t)∗‖ ≤ C〈t〉−1. (11.29)
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