When measuring the roughness of rough surfaces, the limited sizes of scanned areas lead to its systematic underestimation. Levelling by polynomials and other filtering used in real-world processing of atomic force microscopy data increases this bias considerably. Here a framework is developed providing explicit expressions for the bias of squared mean square roughness in the case of levelling by fitting a model background function using linear least squares. The framework is then applied to polynomial levelling, for both one-dimensional and two-dimensional data processing, and basic models of surface autocorrelation function, Gaussian and exponential. Several other common scenarios are covered as well, including median levelling, intermediate Gaussian-exponential autocorrelation model and frequency space filtering. Application of the results to other quantities, such as Rq, Sq, Ra and Sa is discussed. The results are summarized in overview plots covering a range of autocorrelation functions and polynomial degrees, which allow graphical estimation of the bias.
Introduction
Surface roughness is a ubiquitous phenomenon which influences many interactions of an object with outer world-mechanical [1] [2] [3] , optical [4] [5] [6] , chemical [7] , biological [8] , and others. Its influence is particularly large in the nanoscience and nanotechnology fields, where object sizes are comparable to characteristic dimensions of roughness (height and/or lateral) which arise naturally during deposition and processing of materials. Whether roughness is considered a defect to be minimized or potentially useful property to be optimized, it must be measured. Scanning Probe Microscopy (SPM) techniques, such as Atomic Force Microscopy (AFM), allow direct measurement of nanoscale roughness-while optical techniques allow its characterisation in the frequency domain [9] . Larger-scale roughness can be measured by profilometry techniques, of which mechanical profilometry in some sense analogous to SPM.
Two approaches to measurement should be distinguished. In an industrial context reproducibility is key and thus the focus is on procedures and parameters defined by standards [10] [11] [12] [13] . It may be of less concern if these parameters are those occurring in theoretical models or if they correspond to parameters of a hypothetical random process. On the other hand, in basic research the instruments, methods and samples are frequently all non-standard. Simultaneously, it is important to estimate parameters that correspond to theoretical descriptions. This can be either because they are themselves interesting, for instance in determining the universality class for a growth mechanism [9, 14] . Or they appear in physical theories describing interactions with rough surfaces. Probably the most interesting parameter is squared mean square roughness σ 2 which directly appears in optics-together with similar quadratic quantities such as spectral densities of spatial frequencies and (cross)correlation functions [4, 15, 16] . Here we will approach roughness from this second standpoint.
Surface roughness is never measured using data from an infinitely large region with infinite resolution. The resolution is always finite-in contact scanning methods (AFM or profilometry) limited by finite probe size, in optical methods by finite wavelength. The measurement area is also always finite and seldom even encompasses the entire sample, in particular in direct measurements. In fact, in AFM we regularly measure tiny fractions of the surface-and instead of rigorous statistical justification for representativeness of the results we just have hope that no evil forces conspired to plant non-representative surface regions under the probe.
Still, conceptually, the statistical character of roughness parameters is acknowledged [9, 17] . We imagine an infinite ensemble of surfaces (possibly infinite themselves), usually corresponding formally to a random process, which may or may not be widesense stationary. Measurement of non-stationary fractal surfaces in an interval of scales in which they do exhibit self-affinity adds its own set of difficulties [9, 18] . Here we will focus on roughness generated by stationary processes-and estimation of their parameters using a finite measurement of one realization. In particular, we will study the consequences of finite measurement area and levelling/background subtraction.
One obvious consequence is that the estimated parameter, for example mean square roughness σ, estimated from a profile of length L bŷ
is itself a random variable, as we denote with a hat. It has a dispersion, which is possibly large [9] . Definition (1) corresponds to mean square roughness Rq for profiles [10, 11, 13] and Sq for images [19] defined by roughness measurement standards, with the subtle conceptual difference discussed above. The estimate is also biased. Heights z(x) entering (1) are levelled to have zero mean value. This alone introduces bias, which is well known and discussed for correlated data in classical signal processing textbooks [9, [20] [21] [22] . However, subtraction of the mean value is rarely the only preprocessing applied to topographical data before roughness evaluation. Often local defects are removed first, although this may be unnecessary as evaluation algorithms for irregular regions allow excluding arbitrary image parts from processing [23] . Almost universally the mean plane is subtracted to correct tiltand frequently not just a plane but a higher order polynomial to correct scanner bow (or sample warping) [17] . Misaligned scan lines need to be aligned for 2D processing, although not necessarily for line-by-line evaluation. Furthermore, any of specific form removal methods can be utilized, from frequency-space filtering to wavelet processing to subtraction of specific geometrical shapes such as sphere.
Some of these steps remove background arising from measurement imperfections (scanner bow), some remove real base shape of the measured object. Often they remove both to some degree-and by intentionally removing certain degrees of freedom they also always remove inadvertently a part of the roughness. For instance in the case of the mean value, we subtract it because the measured surface height h(x) is not the roughness signal z(x). It is offset by some background, in this case a constant base height B:
The background B is non-random (at least from the roughness standpoint), but unknown. We estimate it as the mean value of the heightŝ
because the expected value of h is E[h] = B. However, the subtraction ofB instead of true B removes not just B but also a part of the roughness. Although the expected value of z is zero, the mean value of z(x) over a finite interval is a random variable, not zero-yet we make it zero anyway. This is illustrated in (1) for a second-order polynomial B. A second-order polynomial background was added to an 'ideal' rough signal. Then a polynomial background was fitted and removed. We seldom know the exact background type and each choice levels the surface differently. Furthermore, even if the correct degree is chosen, the levelled surface differs from the original ideal one. Figure 1 . General scheme of data distortion by background removal. The true topography and true background (here bow) combine in the measured data. The exact background type is not known and must be chosen from a set of models fitted to the data, here polynomials of degrees 1, 2 and 3. The fitting is greedy and subtracts not just the true background, but also roughness components which randomly match it. The corrected data are then missing these components.
As already noted above, real AFM or profilometry data are sets of discrete values z k , not continuous functions z(x). Integrals such as (1) or (3) are approximated by summations, for instancê
There is a certain arbitrariness in the correspondence between the region [0, L] and the set of points where heights z k were measured. If we state that z k were obtained in the centres of sampling steps (or pixel centres for images), the 'measured region' covers z k and extends a further half-step to each side. Formula (4) then becomes the midpoint quadrature rule [24] with only second-order error and approximates well the integral as long as the sampling step ∆ = L/N is small compared to the autocorrelation length ∆ T . Since this work focuses on the effect of finite measurement area, i.e. loss of low-frequency information, we will not dwell on the loss of high-frequency information and will assume the sampling is sufficiently fine. Therefore, continuous functions will be used in the following analysis (instead of sets of discrete sampled values z k ).
Mean value subtraction
The root mean square roughness σ is estimated from heights z in a finite-size region [0, L]σ
For simplicity, we will consider one-dimensional (1D) data here.
The formula forσ 2 is now always presented with explicit subtraction of ofμ. Instead we simply say that 'the mean value of heights is zero'. However, this confounds two distinct statements:
• the expected value of roughness signal z is zero E[z] = 0, and
• the mean value of measured data is made zero by preprocessing.
The second is the source of bias sinceμ is a random variable, not identically equal to zero even when its expected value is: E[μ] = 0.
We now briefly reproduce the classical result for the bias caused by mean value subtraction [9, [20] [21] [22] . The derivation provides an outline for how the more complex cases will be treated in section 3. Expanding the square in (5) giveŝ
We would like to know the expected value of the estimate E[σ 2 ]. The expected value of the first term on the right hand side of (6) is σ 2 . Hence the second term gives the bias-which is always negative. Writinĝ
and using coordinate transformation (x, x ) = (v, u + v) we obtain
Expected value calculation can be interchanged with integration. The expected value of either integrand is the autocorrelation function (ACF) of the signal
Note that G(0) = E[z(x) 2 ] = σ 2 . Substituting this result into (6) gives the classic final expression [20, 21] 
Since the bias is always negative and proportional to σ 2 , it is convenient to introduce the relative bias β
to simplify notation. If we know β, replacingσ 2 withσ 2 /(1 − β) corrects the bias. In order to see how the bias typically behaves, we evaluate it for a simple prabolic model of ACF G(t) = σ 2 (1 − t 2 /T 2 ) for t < T and zero otherwise. Then for L ≥ T
in one and two dimensions, respectively. The approximations hold for α = T /L small. The numerical factors such as 4/3 and π change somewhat with the exact form of the ACF, but generally are of the same order of magnitude.
The important point is that the relative systematic error ofσ 2 due to finite-area bias behaves approximately as α and α 2 for 1D and 2D data, respectively. More generally, it behaves like α D where D denotes the dimension [9] . It does not depend on the number of measured values N (provided it is sufficiently large). Increasing N without making the measurement area larger is of no help and Bessel's correction
which replaces N with N − 1 is ineffective. For correlated data the correction factor is not 1 − 1/N , but akin to 1 − cα or 1 − cα 2 , where c is some constant of order of unity. Almost all roughness measurements involve correlated data. If we measure with such a large sampling step that the height values are uncorrelated we lose all spatial information about the roughness. This is rarely desirable-and also rarely possible, since in scanning methods the feedback loop then cannot keep up with the surface topography, whereas in optical methods this usually means averaging too large regions of the surface in one pixel.
Real-world background subtraction
Background subtraction methods used for SPM are much more complex than mere mean value subtraction [17, [25] [26] [27] . In order to evaluate roughness correctly, we must take into account which degrees of freedom or spatial frequencies would contribute to the desired result, but were removed by preprocessing. This is not trivial to start with and certainly not helped by AFM data processing software, which can apply plane levelling or row alignment automatically, possibly without the user even noticing (depending on the software and settings). And, of course, no AFM software currently attempts to estimate the resulting bias.
It is common to process AFM image data row by row because roughness properties can often be determined more reliably in the direction of the fast scanning axis [9, 17, 23, 28] . This means that levelling is applied to individual image rows instead of (or in addition to) the entire image. The operation of mutual alignment of scan lines is colloquially referred to as 'flatten' [25] [26] [27] . However, we explicitly call it scan line correction for clarity.
Results for individual rows then may be summed or averaged. The result for each row is biased as if we processed 1D data, not 2D. The same holds if any row-wise preprocessing is applied, such as removal of mean value from each individual row. It is, therefore, quite rare that the bias corresponds to the 2D case, even for image data.
Linear-fit background
Removal of tilt, bow or higher order polynomial backgrounds has two basic steps. Fitting a background function B(x) to the data using the linear least squares method, and subtraction of the fitted (estimated) backgroundB(x). This section presents a general framework for evaluating bias resulting from background subtraction by linear fitting. Not all background removal methods are linear-for instance the subtraction of median or a fitted spherical surface is non-linear, but most common ones are.
A linear fitting function satisfies
where ϕ j are basis functions (for instance powers of x) and a j the corresponding coefficients-fitting parameters. The fit minimises the residual sum of squares, therefore
These two relations allow expanding the expression forσ 2 as follows:
Again, the second term gives the bias. The linear fit corresponds to an orthogonal projection onto a linear function subspace spanning ϕ j . It can, therefore, be assumed without loss of generality that ϕ j are orthonormal-and we will do so in order to simplify notation. Some sets of ϕ j naturally come as orthonormal, for instance sines and cosines in frequencyspace filtering, and this holds also for some wavelet bases. If required, any set of linearly independent basis functions can be made orthonormal by an orthogonalization process such as Gram-Schmidt, followed by normalization. In the case of polynomial backgrounds, orthonormal polynomials can be directly chosen as the basis ϕ j .
For orthonormal ϕ j the estimated coefficients are simple scalar productŝ
and thus
Note that theseâ j are not the best estimators of the coefficients-the problem dual to ours, i.e. linear fitting of correlated data, has a more complex solution [29] . However, (17) corresponds to levelling methods used in practice. Transforming this expression in the same manner as (7) results in
In calculation of the expected value we note that ϕ j are not realizations of a random process and can be factored out
which after some rearrangement gives the final expression
In each dimension we sum two integrals in (8) , so each gives factor 2. In D dimensions intervals and integrals are D-dimensional, interval [0, 1] stands for [0, 1] D , etc. Function C is determined entirely by the set of orthonormal basis functions and the interval
By considering the single constant basis function ϕ 0 = 1/ √ L we recover mean value subtraction formulae from section 2.
Since roughness is evaluated under the assumption 'mean value of z is zero', the basis always includes the constant function. If we subtract some other type of background, there are two possibilities. Either this already ensures zero mean value and then the linear span indeed includes constant functions. Or it does not and we must subtract the mean value afterwards to make it zero. However, the constant function is then independent and can be simply added to the basis, merging the two setps.
Autocorrelation of a linear function space
Function C(t) is a curious characteristic of the background removal method. Although it is evaluated using a concrete orthornomal basis ϕ j in (22), it does not depend on the choice of the basis-this can be easily seen if we express ϕ j in a different basis. The function describes the subtraction of projection onto the linear function space spanned by ϕ j . For instance, it is immaterial whether we actually fit orthonormal polynomials or just plain powers x j during background subtraction because their linear span is the same.
In this manner C(t) characterizes the correlations in an entire linear subspace of functions. On an infinite interval it has perhaps a clearer interpretation. In such case we can express ϕ j using the Fourier transform
Subtituting it into formula (22) gives according to the correlation theorem [30] 
where |Φ j | 2 is the spectral density of φ j . Therefore, C(t) is the Fourier transform of
which is the total spectral density of the orthonormal basis, i.e. in some sense the spectral density of the linear subspace. This is an useful intuition which can be transferred to finite intervals, even though the formulae from this paragraph do not hold exactly there, polynomials are not a useful basis on infinite intervals, etc. Table 1 . Polynomials d j corresponding to individual Legendre polynomials according to (27) and used to construct expressions for specific polynomial background removal types. The argument of d j is x = t 2 .
One-dimensional polynomial background
Orthonormal polynomial basis on the interval [0, L] is formed by shifted and scaled Legendre polynomials P j [31] :
Evaluation of integrals (22) leads to
where functions d j are listed in table 1 for polynomial degree up to 8 (these and other tedious integrals were evaluated symbolically in Maxima [32] ). Polynomials c j depend on the specific choice of orthonormal basis. Polynomials C j which are obtained by summing them up to specific degree according to (22) depend only on the linear span covered by the basis. They are listed for reference in table 2.
In order to obtain concrete expressions for the bias, we still need to specify the Table 3 . 1D polynomials for Gaussian ACF. Table 4 . 1D polynomials for exponential ACF.
form of the ACF. Two common models are Gaussian and exponential [9, 17] G Gauss (x) = σ 2 exp(−x 2 /T 2 ) and G exp (x) = σ 2 exp(−|x|/T ) .
For G Gauss the relative bias resulting from the subtraction of polynomial degree 0 (i.e. mean value) is
More generally
where g j (α) and p j (α) are polynomials listed in table 3. The leading-order approximation for small α is
For the exponential ACF we obtain
and more generally
where q j (α) and e j (α) are polynomials listed in table 4. The leading-order approximation for small α is β j ∼ 2(j + 1)α 1 − (j + 1)α + j(j + 1)(j + 2)α 3 .
As an example, numerical results for the bias ofσ 2 are plotted in figure 2 for the Gaussian ACF. The 'true' signals were generated by cutting segments from very long frequency-space synthesized data. The figure includes also results for median and 30% trimmed mean levelling, which are rather similar to mean value subtraction.
The effectiveness of correcting the estimatedσ 2 by dividing with 1 − β is evident. There are small residual differences even for the true signal, stemming from it being still finite, albeit very long, and thus random. Furthermore, the corrections start to cease being perfect for large α. This is an effect of discretization.
Finally we note that the leading-order approximations (31) and (34) would not be changed by putting exp(−1/α 2 ) = exp(−1/α) = 1 − erf(1/α) = 0. In fact, since these terms are exponentially small in 1/α, this change does not influence any terms in series expansions in powers of α for α → 0. The same approximation (and conclusion) follows from writing
in (21) and disregarding the second term, exponentially small compared to the first. The integral to infinity is generally much easier to evaluate, in particular in higher dimensions, and allows obtaining formulae for small α [9] .
Two-dimensional polynomial background
Two-dimensional orthonormal polynomials on [0, L 1 ] × [0, L 2 ] can be constructed as separable, i.e. products of 1D polynomials (26)
Clearly then
and other 2D expressions, such as the integrals in (22) , reduce to products of 1D expressions in a similar manner. Usually the total degree of the polynomial is limited, leading to the following basis function sets (on square L 1 = L 2 = L):
• constant ϕ 0 (x 1 )ϕ 0 (x 2 ) = 1/L,
• plane levelling, adding ϕ 1 (x 1 )ϕ 0 (x 2 ) and ϕ 0 (x 1 )ϕ 1 (x 2 ),
• quadratic levelling, adding ϕ 2 (x 1 )ϕ 0 (x 2 ), ϕ 1 (x 1 )ϕ 1 (x 2 ) and ϕ 0 (x 1 )ϕ 2 (x 2 ),
• cubic levelling, adding the four cubic basis functions,
• etc.
Evaluation of the integral (22) then results in functions C(t 1 , t 2 ) for 2D polynomial levelling.
However, there are other common choices for the set of polynomials. Frequently the maximum degrees of x 1 and x 2 are chosen separately, in particular when the image is not square or there are other reasons for using different levelling along the two axes. Enumeration of all reasonable two-dimensional C(t 1 , t 2 ) is not feasible. Therefore, we instead describe a procedure for their construction:
(i) Take the set of 2D terms x j 1 1 x j 2 2 which define the polynomial background. (ii) For each term look up the corresponding d j 1 and d j 2 in table 1.
(iii) For each term calculate polynomials c j 1 and c j 2 according to (27) . Multiply the two polynomials.
(iv) Sum the results for all terms.
This procedure is applicable if the set of degrees is convex, i.e. if under the following condition: If
2 are included too for all degrees j 1 ≤ j 1 and j 2 ≤ j 2 . Otherwise the Legendre polynomials would not have the same linear span as the monomials. This condition is satisfied by all practical background subtraction methods in AFM.
For Gaussian ACF (28) and limited total degree we obtain the leading terms for small α
(38) Table 5 . Polynomials C r j describing 2D polynomial background removal in the radially symmetric case.
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The second term in the brackets must be small compared to 1 for the leading-order approximation to be valid. Unfortunately, Gaussian ACF may be the only interesting case for which β has a closed form expression because Gaussian is the only separable radially symmetric function. For other radially symmetric ACF G(t 1 L 1 , t 2 L 2 ) = G(tL), i.e. isotropic roughness, we can obtain leading-order terms using (35) and transformation to polar coordinates t 1 = t cos ω and t 2 = t sin ω. As in one dimension, this results in an asymptotic series for β if G(x) decays faster than any power 1/x n . The integral then becomes where the inner integral expressing C r is elementary because C is a polynomial. Polynomials C r are listed in table 5 for degrees up to 5 for reference.
The outer integral is of the same type as in the 1D case for the same G. For exponential ACF (28) this results in
Intermediate Gaussian-exponential ACF
Gaussian and exponential ACF belong to a one-parametric class of simple classical ACF models, usually called power-exponential or intermediate Gaussian-exponential ACF [9, 33] . The parameter is the power in the exponent:
Clearly p = 1 and 2 correspond to exponential and Gaussian (28) , and p ∈ [1, 2] represents a class of randomly rough surfaces transitioning smoothly between them. The corresponding spectral densities do not have closed forms and the ACF form is not physically motivated. Nevertheless, it can match reasonably many real surfaces. In this this context the main advantage of this model is that bias expressions (35) and (39) have simple closed forms.
In order to derive asymptotic series in powers of α for α → 0 (i.e. disregarding exponentially small terms), we need to evaluate the integrals to infinity (35) and (39). They have both the same form
where P (t) is a polynomial-either C j (t) in 1D (table 2) or tC r j (t) in 2D (table 5)-and G is given by (41). Writing the polynomial
we need to evaluate
which can be easily transformed (αt = u 1/p ) to
where Γ denotes the gamma function.
Coefficients a k are given by the basis functions. For 1D polynomials the leading coefficients are a 0 = j+1 , a 1 = (j+1) 2 , a 2 = 0 , and a 3 = j(j+1) 2 (j+2) /6 , (46) whereas for 2D polynomials a 0 = 0 (47) a 1 = π(j + 1)(j + 2)/4 (48) a 2 = (j + 1)(j + 2)(2j + 3)/3 (49)
Substituting them into (45) gives leading order terms for 1D bias
and for 2D bias
These expressions can be used to reproduce (31) and (38) with p = 2, (34) and (40) with p = 1, and similar expressions for ACF of the form (41) for other p. Figure 3 . Relative bias β ofσ 2 for 1D measurements or 2D measurements with 1D processing (plotted without the leading factor, i.e. as β/α). Line colour distinguishes the degree of subtracted polynomial. Line type represents the ACF type-Gaussian (p = 2), exponential (p = 1) and intermediate types p = 1.2, 1.4, 1.6 and 1.8.
Reference plots
Results of the preceding sections can be summarized in graphical form for a quick estimation of the bias in common measurement scenarios. It always begins with estimating the ratio α = T /L, usually by knowing L exactly and estimating T .
For 1D processing figure 3 can be then used. It summarises the relative bias β for Gaussian and exponential ACF, as well as intermediate ACF types with p step of 0.2. It was plotted using exact integrals and is, therefore, valid even for large α.
After choosing the corresponding curve according to polynomial degree and ACF type, one multiplies the value from figure 3 by α to obtain the relative bias β, and possibly further by σ 2 for an absolute number.
An example of bias estimation using figure 3:
(i) We measured a 20 × 20 µm 2 AFM image and removed bow from each scan line.
(ii) This means 1D processing, L = 20 µm and polynomial degree of 2.
(iii) We estimate correlation length as T ≈ 340 nm. The surface is locally smooth and roughness can be assumed not far from Gaussian.
(iv) This gives α ≈ 0.017, so on the full green curve we read 5.2.
(v) We estimate the bias ofσ 2 as 5.2 × 0.017 ≈ 9 %.
The difference between Gaussian and exponential ACF is relatively small in 1D. The ratio for α → 0 corresponds to the ratio 2/ √ π ≈ 1.13 of leading terms in (31) and (34) . However, the difference actually decreases for larger α thanks to the higher order Figure 4 . Relative bias β ofσ 2 for 2D measurements with only 2D background subtraction (plotted without the leading factor, i.e. as β/α 2 ). Line colour distinguishes the degree of subtracted polynomial. Line type represents the ACF type-Gaussian (p = 2), exponential (p = 1) and intermediate types p = 1.2, 1.4, 1.6 and 1.8.
terms (up to a cross-over point). Furthermore, the curves for a large range of powers p remain quite close to Gaussian, even up to p = 1.6. Assuming a Gaussian ACF can, therefore, often give a reasonable estimate even if the ACF deviates from Gaussian.
Independently on the ACF type, the bias is quite high. Even for L/T in the range of hundreds, it remains at least a few percent and it becomes much larger as L/T decreases. It is not difficult to find realistic scenarios in which it reaches 20, 30 or even 40 %.
For 2D processing figure 4 can be used instead of figure 3 . Although even for most image data processing the bias is dominated by 1D processing, a quick check of the 2D levelling contribution is still useful. The factors in figure 4 must be multiplied by α 2 (instead of α) since the leading term is proportional to α 2 in 2D. Otherwise the estimation procedure remain unchanged. Note that the polynomial degree in figure 4 correspond to the limited total degree. For other combination of x and y degrees one can utilize the observation that the leading term is proportional to the number of coefficients fitted.
The dependence on ACF shape is evidently stronger in 2D than it is in 1D. The ratio of leading terms is now 2 between exponential and Gaussian ACF. It still holds that the curves remain closer to Gaussian ACF for relative large powers p. However, due to larger absolute differences, it is no longer reasonable to universally assume Gaussian ACF.
Also, the proportionality to α 2 means that the bias remains quite low up to α around 0.05 (depending on polynomial degree). But once it becomes non-negligible, it grows rapidly. Therefore, keeping L/T sufficiently large can be a feasible strategy for avoiding bias caused by 2D data processing-in contrast to 1D processing.
Spatial frequency filtering
Spatial frequency filtering removes (or suppresses) specific spatial frequencies. It is usually done in the frequency space utilizing the Fourier transform. It yields the best representation of the data using and sines and cosines in the least-squares sense and thus lies within the same framework. The basis functions are orthonormal and come in pairs
Therefore, for one particular spatial frequency (22) becomes
which evaluates to
Substituting this C j expression to (21) leads to bias
where G 0 (x) = G(x)/G(0) is normalized ACF. Since ACF is the Fourier transform of spectral density of spatial frequencies, removing one frequency from the spectral density corresponds to removing one frequency component from the ACF. However, expression (56) is not exactly the j-th Fourier coefficient of ACF. It would be if G(x) was non-zero only when x/L 1, allowing replacing the integral with 2 L
This corresponds to the case α → 0. The difference between (56) and spectral density at frequency j is due to the limited length and for background removal, i.e. small frequencies j, it is of order α 2 in 1D.
Since the data spectral density usually has a maximum at the zero frequency and then monotonically decreases, filtering of low frequencies is the background removal which most efficiently reducesσ 2 because it always takes the largest remaining component. Nevertheless, for the lowest frequencies the result is quite similar to the subtraction of polynomials.
Median levelling
Instead of the mean value, other quantities are sometimes subtracted during levelling, for instance median or trimmed mean. The motivation is that they are less sensitive to outliers. These operations are non-linear and thus outside the framework developed above.
For 1D data they are also inconsistent with 'mean value of z is zero'. Furthermore, if we subtracted the mean value afterwards it would nullify the effect of subtracting something else first. However, they can be meaningful for 2D data. When correcting misaligned scan lines, each is levelled individually using the non-linear operation. This effect survives subsequent subtraction of mean value from the entire image-which, in fact, then frequently has very little effect.
The estimatedσ 2 is again expressed by (5) if we replaceμ by the subtracted quantity, which will be denotedm (for median). It is useful to writem =μ +δ as bothμ andm are location estimates, so their differenceδ is presumably small. This gives expected value
as all mixed terms cancel. Therefore, the negative bias is always slightly reduced compared to mean value subtraction and the expected difference is simply E[δ 2 ]. Numerical results confirm this conclusion. Asymptotic expressions for E[δ 2 ] are known for many distributions in the case of uncorrelated data. For instance for median and Gaussian distribution E[δ 2 ] = (π/2 − 1)/N , where N is the number of data values. More generally, N E[δ 2 ] tends to a constant for N → ∞ if the probability density decays sufficiently fast. For correlated data N again has to be replaced with α D . Numerical calculations give
as a reasonable approximations in most cases, with p = 0.349 and q = 0.646 for 1D and Gaussian ACF, p = 0.293 and q = 0.436 for 2D and Gaussian ACF, and p = 0.156 and q = 0.385 for 2D and exponential ACF. The exception is exponential ACF in 1D for which
with p = 0.182 and q = 3.34 is more suitable for covering a wider α range. In both formulae p corresponds to the limit α → 0 and we can put q = 0 for a rough estimate.
Considering the small differences between biases for mean and median levelling, detailed analysis of trimmed means is unnecessary. The bias lies between values for mean and median-and this is sufficient for its estimation.
Bias of other quantities
So far, we only considered the bias ofσ 2 . It has a linear definition, making it suitable for averaging, and it often arises naturally in physical calculations, for instance in optics. Replacingσ 2 withσ 2 /(1−β) corrects its bias. However, there are many other quantities characterizing the extent or variance of heights of rough surfaces. We will consider unsquared σ and average roughness, denoted Ra (whether in 1D or 2D). Finally, we will introduce a single symbol for σ 2 to avoid confusing notation: s = σ 2 .
It might seem that if we correctŝ by dividing by 1 − β thenσ corrected should simply use √ 1 − β. Unfortunately, this is only true in the limit α → 0. For finite α correcting by 1/ √ 1 − β does not result in an unbiased estimate. The reason is that s has non-zero dispersion (proportional to α D/2 [9] ) and square root is a non-linear transformation. Since square root is concave, the Jensen's inequality [21, 34] 
where a is a constant for given ACF. In general, (62) is again a series in α. Together with (61), this again give a series expression
for the biased mean value ofσ. The bias is again negative and can be corrected by dividing by the term in parentheses. One consequence of relation (62) which needs to be emphasized is that there is a difference between averaging M independent profiles and M correlated image rows. The bias β is the same in both cases if row-wise processing is applied. However, the variance ofŝ is reduced by factor 1/M for independent scan lines, whereas for the image it is reduced only by α = T /∆ y × 1/M , where ∆ y is the vertical sampling step. So both the variance and the bias originating from (62) are larger for correlated image rows.
Nevertheless, the bias following from variance is largest for single profiles, where no averaging reduces it. Its magnitude is illustrated in figure 5 for this 1D case and Gaussian and exponential ACF. Even in this case it does not exceed 1-2 % for reasonable L/T ratios, although it is somewhat higher for the Gaussian ACF. For other cases the bias is negligible since it is smaller by at least another order of magnitude. Concerning Ra, the ratio Ra/σ is a constant for any particular distribution of heights. Therefore, in the limit α → 0 the correction factor for Ra-or any other quantity characterizing linearly the variance of heights-is the same as for σ. Of course, the main point of this work is that α cannot be considered zero. The distribution of heights changes somewhat by levelling, so we must ask how much the correction factors change with increasing α.
The results of numerical calculations are plotted in figure 5 . Fortunately, the ratios of correction factors for Rq and Ra are close to unity, even though they are much larger for Gaussian ACF than for exponential. In 2D the effect can be probably safely disregarded, in 1D it may be useful to consider it, depending on the ACF form.
Experimental example
A realistic example illustrating the impact of profile length on measured roughness quantities is shown in 6. It was obtained by measuring a set of long profiles of a surface roughness standard from Edmund Optics based on electroformed nickel plates representing different surface finishes. Measurements were done using the Nanomeasuring and Nanopositioning Machine NMM1 [36] from SIOS company. Combined with a custom built AFM head (used in contact mode here with PPP-CONTR cantilevers), the instrument can be used for measurements over even a centimetre areas. The measured profiles were approximately 1.2 mm long, approximately 1000× longer Ratio α = T/L Figure 6 . Measured roughness and its standard deviation as a function of profile length for a reference roughness sample with Ra of 50 nm, showing the bias evolution for shorter profile lengths and its dependence of the levelling. than the estimated correlation length of 12 µm. Data corresponding to shorter evaluation lengths were then obtained by cutting short segments from these profiles.
The dependency of measured mean square roughness σ on α = T /L is plotted in figure 6 for each polynomial degree from 0 to 5 and for illustration for median levelling as well (even though it does not satisfy the zero-mean assumption). Overall, the dependencies resemble the theoretical curves, as illustrated for instance in figure 2 for Gaussian ACF. The decrease of σ for smallest α is an artefact caused by levelling of the long base profile. The longer profiles cut from it were already of comparable lengths; a longer base profile would be necessary for stable result. Figure 6 also illustrates the standard deviation of measured σ as a function of α. According to the asymptotic estimates [9] it should not depend on the levelling for small α. This is confirmed as up to α ≈ 0.02 the curves are indistinguishable. Considering contributions to measurement uncertainty, this random part predominates, at least for a single evaluation. However, it can be reduced by evaluating roughness multiple times, which is anyway recommended. In contrast, the bias is unaffected by repeated measurement because it is inherently tied to T /L.
Conclusion
Bias caused by limited measurement area is a universal and mostly unavoidable effect skewing measured roughness values. While the effect itself is well known (mostly for the case of mean value subtraction), it is not commonly taken into account, neither in roughness measurement standards, nor in practice. It is made worse by the use of aggressive levelling in atomic force microscopy data processing as the subtraction of higher order polynomials increases the bias. And it is further exacerbated by levelling of topographical images scan line by scan line. While this step is often necessary, it turns 2D data processing to 1D, at least from the bias standpoint-we are then effectively analysing profiles of the length of one scan line.
We developed a framework for the calculation of the bias using known data autocorrelation function (ACF) for levelling by subtraction of any linearly-fitted background. Beside exact results, it allowed providing expressions in the form of series for 1D and 2D data polynomial levelling and common ACF types. We noted that in 1D processing, the dependency on ACF type is relatively weak and it seems to be possible to simply assume Gaussian ACF if the surface is close to locally smooth. Some common levelling methods are non-linear. Of these, we examined median levelling and found that it is similar to mean value subtraction as its effect is essentially the removal of one degree of freedom. Finally, the translation of results for squared mean square roughness to other quantities was discussed.
For an easy rough estimation of the bias, two sets of reference plots were provided for both 1D and 2D data processing (figures 3 and 4), covering a range of ACFs from Gaussian to exponential, including several intermediate types, and levelling polynomial degrees from 0 to 5. After estimating the ratio α of correlation length to scan line length, they allow obtaining the relative negative bias β ofσ 2 . For Ra, Sa, Rq or Sq the bias is approximately half this value.
