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Abstract
In this paper, the initial value problem for a class of fractional differential equations is discussed, which
generalizes the existent result to a wide class of fractional differential equations. Also the theoretical re-
sult established in the paper ensures the validity of chaos control of fractional differential equations. In
particular, feed-back control of chaotic fractional differential equation is theoretically investigated and the
fractional Lorenz system as a numerical example is further provided to verify the analytical result.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Fractional calculus is a generalization of ordinary differentiation and integration to arbitrary
(non-integer) order. This subject, as old as the ordinary differential calculus, goes back to times
when Leibniz and Newton invented differential calculus. The problem raised by Leibniz in a
letter dated September 30, 1695 for a fractional derivative has become an ongoing topic for more
than hundreds of years. Many famous mathematicians contributed to this theory over the years,
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710 W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726involving Liouville, Riemann, Weyl, Fourier, Abel, Lacroix, Leibniz, Grunwald, and Letnikov.
For more details, refer to the books by K.B. Oldham and J. Spanier [1] and by K.S. Miller and
B. Ross [2], and references therein.
Fractional derivatives have been extensively applied in many fields which have been seen
an overwhelming growth in the last three decades. Examples abound: models admitting back-
grounds of heat transfer, viscoelasticity, electrical circuits, electro-chemistry, economics, poly-
mer physics, and even biology are always concerned with fractional derivative [3–7]. Actually,
fractional derivative based approaches establish far superior models of engineering systems than
the ordinary derivative based approaches do in many applications. The concepts of fractional
derivatives generalize the concepts of ordinary derivatives to some extent. Thus, as mentioned
in [2], there is no field that has remained untouched by fractional derivatives. However, progress
still needs to be achieved before the ordinary derivatives could be truly interpreted as a subset of
the fractional derivatives.
In particular, fractional differential equations as an important research branch of fractional
derivative attain many attentions. Theories on local existence, uniqueness and structural stability
of solutions of specific fractional differential equations are successively established [8–10]. Also
varieties of schemes for numerical solutions of fractional differential equations are proposed.
It is even reported that specific fractional differential equations, when their dimensions are less
than three, may exhibit complex dynamical evolution even chaotic dynamics; however, that is
not the case for ordinary differential equations due to the famous Poincaré–Bendixson theorem
[11,12]. In addition, some topics, of great importance and potential application, involving chaos
control and synchronization for fractional differential equations, have been numerically investi-
gated recently [13]. In spite of these mentioned progress, several questions naturally arise. For
example, “Is it possible to generalize the existent analytical results for a wide class of fractional
differential equations, such as admitting piecewise continuous vector fields?” “Is there any ana-
lytical result that could support the numerical investigation?” In this paper, these questions are
somewhat answered.
For the sake of self-containment of the paper, it is to make the following clarification first. The
most common notation for αth order derivative of a vector-valued function x(t) defined in an
interval denoted by (a, b) is Dαt x(t). Here, the negative value of α corresponds to the fractional
integral. Several definitions of fractional derivatives have been introduced [8]. Among them, the
Riemann–Liouville formulation may be the best known. The Riemann–Liouville derivative of
order α and with the lower limit t0 could be defined through
Dαt x(t) =
1
(n − α)
dn
dtn
t∫
t0
(t − s)−α+n−1x(s)ds,
where (·) is a gamma function, n is an integer satisfying α ∈ (n − 1, n), and t  t0. Caputo’s
definition, as an alternative definition, is a sort of regularization of the Riemann–Liouville for-
mulation [14]. Caputo’s derivative of order α and with the lower limit t0 is given by
Dαt x(t) =
1
(n − α)
t∫
t0
(t − s)−α+n−1x(n)(s)ds. (1)
Comparing these two formulas, one easily arrives at a fact that Caputo’s derivative of a constant
is equal to zero, that is not the case for the Riemann–Liouville derivative. The main concern of
the paper thus focuses on the Caputo’s definition which is rather applicable in real application.
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tence, as well as uniqueness, of the solutions of the equivalent integral equations is analytically
established. In Section 4, theoretical results on control of fractional differential equations are
presented, which is further illustrated by the following numerical simulations. Finally, the paper
is closed with some conclusions and remarks.
2. Local existence of the solution
First, we specify the initial value problems for fractional differential equations in the form of{
Dαt x(t) = f
(
t,x(t)
)
,
x(k)(t0) = x(k)0 , k = 0,1, . . . , n − 1,
(2)
where the fractional derivative is in the sense of Caputo’s definition, the function f (t,x) :R×
R
d → Rd is called vector field, and the dimension d  1. Particularly, Rd endowed a proper
norm ‖ · ‖ becomes a complete metric space.
Then, applying the fractional integral operator of order α:
Iαh(t) = 1
(α)
t∫
t0
(t − s)α−1h(s)ds, t  t0,
to the initial value problem (2), interchanging the order of the integration, and noticing the prop-
erties of the gamma and beta functions, one can obtain
x(t) =
n−1∑
k=0
(t − t0)k
k! x
(k)(t0) + 1
(α)
t∫
t0
(t − s)α−1f (s,x(s))ds, (3)
where α ∈ (n−1, n) and t  t0. Contrarily, substitution of the fractional derivative (1) into Eq. (3)
gives the initial value problem (2). This allows us only to discuss the property of Eq. (3) solution
instead of the initial value problem (2). Besides, it is not hard to find that Eq. (3) is singular when
the order α ∈ (0,1) but regular when α  1. So, in the paper the singular case is discussed in
details and the corresponding result for the regular case is easily obtained. Thus, for the singular
case, Eq. (3) can be written as
x(t) = x0 + 1
(α)
t∫
t0
(t − s)α−1f (s,x(s))ds, (4)
where α ∈ (0,1) and t  t0. Next, the local existence theorem of the initial value problem (2)
and its proof are performed as follow.
Theorem 2.1. Denote by
J = [t0 − a, t0 + a], B =
{
x ∈Rd ∣∣ ‖x − x0‖ b},
D = {(t,x) ∈R×Rd ∣∣ t ∈ J , x ∈ B}.
Assume that the function f :D→Rd satisfies the following conditions:
(1) f (t,x) is Lebesgue measurable with respect to t on J ;
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(3) there exists a real-valued function m(t) ∈ L2(J ) such that∥∥f (t,x)∥∥m(t),
for almost every t ∈ J and all x ∈ B.
Then, for α > 12 , there at least exists a solution of the initial value problem (2) on the interval[t0 − h, t0 + h] for some positive number h.
Proof. The initial value problem (2) for the case where t ∈ [t0, t0 +h] are only discussed. Similar
approach could be used to verify the case where t ∈ [t0 −h, t0] even though new definition of the
Caputo’s derivative with an upper limit t0 is necessarily introduced (see Appendix A). The proof
is divided into three steps.
Step I. In this step, it is to prove that (t − s)α−1f (s, ϕ(s)) is Lebesgue integrable with respect
to s ∈ [t0, t] (t  t0 + h a) for all t in between J , provided that ϕ(s) is Lebesgue measurable
on the interval [t0, t0 + h].
When ϕ(t) is chosen to be a constant vector, that is, ϕ(t) ≡ c (t0  t  t0 + h), f (t, c) is
Lebesgue measurable due to condition (1).
Then, consider the case where ϕ(t) is a step function, that is, for some partition of the in-
terval [t0, t0 + h]: t0 = t1 < t2 < · · · < tn = t0 + h, ϕ(t) = ck for every subinterval 〈tk, tk+1〉
(k = 1,2, . . . , n − 1). Here, the interval 〈·,·〉 could be any type and the intersection of any two
of these intervals is empty. Thus, f (t, ϕ(t)) is Lebesgue measurable for t ∈ 〈tk, tk+1〉, which
implies that f (t, ϕ(t)) is Lebesgue measurable on [t0, t0 + h].
Generally, for any Lebesgue measurable ϕ(t) on [t0, t0 + h], there exists a sequence of step
functions, denoted by {ϕk(t)} (k = 1,2, . . .), such that ϕk(t) is convergent to ϕ(t) almost every-
where as k → ∞. This, together with condition (2), implies that the Lebesgue measurable
functions f (t, ϕk(t)) is convergent to f (t, ϕ(t)) on [t0, t0 + h] almost everywhere as k → ∞.
Consequently, the limit function f (t, ϕ(t)) is Lebesgue measurable on [t0, t0 + h].
Moreover, it follows from condition (3) that∥∥(t − s)α−1f (s, ϕ(s))∥∥ (t − s)α−1m(s),
for almost every s  t with s, t ∈ J . Direct calculation gives that (t − s)α−1 ∈ L2[t0, t] if α > 12 .
In light of the Hölder inequality, one therefore obtains that (t − s)α−1f (s, ϕ(s)) is Lebesgue
integrable with respect to s ∈ [t0, t] for all t , and
t∫
t0
∥∥(t − s)α−1f (s, ϕ(s))∥∥ds  ∥∥(t − s)α−1∥∥
L2[t0,t]
∥∥m(s)∥∥
L2[t0,t], (5)
where ‖H(t)‖Lp[I] = (
∫
I |H(s)|p ds)1/p for any Lp-integrable function H :I → R. This im-
plies the completion of step I.
Step II. In what follows, a sequence of vector-valued functions are constructed and their uni-
form boundedness and equicontinuity are verified, respectively.
Note the completely continuity of the function m2(t). Hence, for a given positive number M ,
there must exist a number h′ > 0 satisfying
t0+h∫
m2(s)ds M, (6)
t0
W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726 713whenever h < min{h′, a, [ b22(α)(2α−1)
M
] 12α−1 }. Once a proper h is selected, a sequence of vector-
valued functions, denoted by {ϕn(t)}∞n=1, can be defined through
ϕn(t) =
⎧⎨
⎩
x0, t0  t  t0 + hn ;
x0 + 1(α)
∫ t− h
n
t0 (t − s)α−1f (s, ϕn(s))ds, t0 + hn < t  t0 + h.
From this definition, when t0 + hn  t  t0 + 2hn , one has t0  t − hn  t0 + hn , which implies that
f (s, ϕn(s)) ≡ f (s,x0) as t0  s  t − hn . Therefore, f (s, ϕn(s)) is Lebesgue measurable and
(t − s)α−1f (s, ϕn(s)) is Lebesgue integrable on [t0, t − hn ].
Next, it is to prove that ϕn(t) is continuous on [t0, t0 + 2hn ] for all n. It is obvious that ϕn(t) is
continuous on [t0, t0 + hn ] for all n. If additional interval [t0 + hn , t0 + 2hn ] is taken into account,
two cases are discussed respectively.
Case A. When t0  t1  t0 + hn < t2  t0 + 2hn , it follows from (5) and (6) that
∥∥ϕn(t2) − ϕn(t1)∥∥ 1
(α)
t2− hn∫
t0
(t2 − s)α−1
∥∥f (s, ϕn(s))∥∥ds
 1
(α)
t2− hn∫
t0
(t2 − s)α−1m(s)ds

√
M
(α)
√
2α − 1
[
(t2 − t0)2α−1 −
(
h
n
)2α−1] 12
 1
(α)
√
M
2α − 1
{[
t2 −
(
t0 + h
n
)
+ h
n
]2α−1
−
(
h
n
)2α−1} 12
 1
(α)
√
M
2α − 1
[
t2 −
(
t0 + h
n
)]α− 12
.
Hence, for any positive number ε, there exists a positive number δ < [ ε22(α)(2α−1)
M
] 12α−1 such
that for all t2 − (t0 + hn ) t2 − t1  δ and for all n,
∥∥ϕn(t2) − ϕn(t1)∥∥ δα−
1
2
(α)
√
M
2α − 1 < ε.
Case B. When t0 + hn  t1 < t2  t0 + 2hn , one has
I1 =
t1− hn∫
t0
[
(t1 − s)α−1 − (t2 − s)α−1
]2 ds

t1− hn∫ [
(t1 − s)2α−2 − (t2 − s)2α−2
]
ds
t0
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2α − 1
[
(t1 − t0)2α−1 −
(
h
n
)2α−1
+
(
t2 − t1 + h
n
)2α−1
− (t2 − t0)2α−1
]
= 1
2α − 1 (S1 + S2),
where
S1 =
∣∣(t1 − t0)2α−1 − (t2 − t0)2α−1∣∣,
S2 =
(
t2 − t1 + h
n
)2α−1
−
(
h
n
)2α−1
.
This implies that for any positive number ε, there exists a positive number δ1 such that for all
t2 − t1  δ1,
S1 <
(2α − 1)[ε(α)]2
8M
,
and there exists a positive number δ2, such that for all t2 − t1  δ2,
S2  (t2 − t1)2α−1 < (2α − 1)[ε(α)]
2
8M
.
Thereby, substitution of these inequalities into the following estimation gives that for all t2 − t1 
δ¯ = min{δ1, δ2, δ},
I2 = 1
(α)
t1− hn∫
t0
[
(t1 − s)α−1 − (t2 − s)α−1
]∥∥f (s, ϕn(s))∥∥ds
 1
(α)
t1− hn∫
t0
[
(t1 − s)α−1 − (t2 − s)α−1
]
m(s)ds

√
M
(α)
I
1
2
1

√
M
2α − 1
(S1 + S2) 12
(α)
<
ε
2
.
Meanwhile, for all t2 − t1  δ¯, it yields
I3 = 1
(α)
t2− hn∫
t1− hn
(t2 − s)α−1
∥∥f (s, ϕn(s))∥∥ds
 1
(α)
t2− hn∫
t − h
(t2 − s)α−1m(s)ds
1 n
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√
M
2α − 1
S
1
2
2
(α)
<
ε
2
√
2
.
This consequently implies that whenever t2 − t1  δ¯,∥∥ϕn(t1) − ϕn(t2)∥∥ I2 + I3 < ε.
Therefore, the above-performed argument on these two cases leads to a conclusion that ϕn(t) is
continuous with respect to t on [t0, t0 + 2hn ] for all positive integers n.
On the other hand, one has that for all t ∈ [t0, t0 + hn ],∥∥ϕn(t) − x0∥∥= 0,
and for all t ∈ [t0 + hn , t0 + 2hn ],
∥∥ϕn(t) − x0∥∥ 1
(α)
t− h
n∫
t0
(t − s)α−1m(s)ds
 1
(α)
√
M
2α − 1
[
(t − t0)2α−1 −
(
h
n
)2α−1] 12
 1
(α)
√
M
2α − 1h
α− 12
 b,
which implies that (t, ϕn(t)) ∈D for all n.
By induction, one can contend that the function {ϕn(t)} is continuous with respect to t on
[t0, t0 + h], satisfying (t, ϕn(t)) ∈ D for all n. As a matter of fact, one can assume that for a
given integer k and all 0 i < k < n, ϕn(t) is continuous on [t0 + ihn , t0 + (i+1)hn ] and ‖ϕn(t) −
x0‖  b for all n. Note that if t ∈ [t0 + khn , t0 + (k+1)hn ], t − hn ∈ [t0 + (k−1)hn , t0 + khn ]. Then,
by using analogous argument performed above, one can conclude that ϕn(t) is continuous on
[t0 + khn , t0 + (k+1)hn ] and ‖ϕn(t) − x0‖ b for all n.
Note a fact that the choices of ε, δ¯, and the estimation of boundary b are unrelated to the
integer n. Therefore, the function sequence {ϕn(t)}∞n=1 defined on [t0, t0 + h] is equicontinuous
and uniformly bounded.
Step III. In light of the famous Arzelò–Ascoli lemma and according to the conclusion derived
in step II, there must exist a subsequence {ϕnk (t)}∞k=1  {ϕk(t)}∞k=1 contained in {ϕn(t)}∞n=1,
such that {ϕk(t)}∞k=1 is uniformly convergent to ϕ(t) which is continuous with respect to t on[t0, t0 + h]. So, in what follows, it is to prove that this limit function ϕ(t) is a solution of Eq. (4).
It follows from condition (2) that for any positive ζ there exists a natural number N1, such
that for all k > N1,∥∥f (t, ϕk(t))− f (t, ϕ(t))∥∥< (α + 1)ζ2hα , (7)
due to condition (2). Now we prove that ϕ(t) satisfies Eq. (4). We have that
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∥∥∥∥∥ 1(α)
t− h
k∫
t0
(t − s)α−1f (s, ϕk(s))ds − 1
(α)
t∫
t0
(t − s)α−1f (s, ϕ(s))ds
∥∥∥∥∥
= 1
(α)
∥∥∥∥∥
t∫
t0
(t − s)α−1[f (s, ϕk(s))− f (s, ϕ(s))]ds −
t∫
t− h
k
(t − s)α−1f (s, ϕk(s))ds
∥∥∥∥∥
 1
(α)
t∫
t0
(t − s)α−1∥∥f (s, ϕk(s))− f (s, ϕ(s))∥∥ds
+ 1
(α)
t∫
t− h
k
(t − s)α−1∥∥f (s, ϕk(s))∥∥ds
 I5 + I6.
Using (7), one obtains
I5 
(α + 1)ζ
2hα
hα
(α + 1) <
ζ
2
.
Also there exists a natural number N2 = [( 2bζ )
2
2α−1 ] such that for all k > N2,
I6 
1
(α)
t∫
t− h
k
(t − s)α−1m(s)ds  1
(α)
√
M
2α − 1
(
h
k
)α− 12
<
ζ
2
.
Hence, setting N = max{N1,N2}, one arrives at I4 < ζ for all k > N .
Consequently, ϕ(t) satisfies
ϕ(t) = x0 + 1
(α)
t∫
t0
(t − s)α−1f (s, ϕ(s))ds,
which means that there at least exists a solution of Eq. (4) on [t0, t0 +h]. Hence, there at least ex-
ists a solution of the initial value problem (2) on the interval [t0, t0 +h]. Moreover, the analogous
arguments could be applied to obtain a solution of the initial value problem (2) on [t0 − h, t0].
This finally completes the proof. 
By means of the Contractive Mapping Principle, the following theorem on existence and
uniqueness is further presented.
Theorem 2.2. All the assumptions of Theorem 2.1 hold. Assume that there exists a real-valued
function μ(t) ∈ L4(J ) such that∥∥f (t,x) − f (t,y)∥∥ μ(t)‖x − y‖,
for almost every t ∈ J and all x,y ∈ B. Then there exists a unique solution of the initial value
problem (2) on [t0 − h, t0 + h] with some positive number h.
W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726 717Proof. Due to the complete continuity of μ4(t), for a given positive number Q, there must exist
a positive number h∗, such that for all t ∈ [t0, t0 + h∗],
t∫
t0
μ4(s)ds 
t0+h∗∫
t0
μ4(s)ds < Q2.
Denote the space of continuous and vector-valued functions on I by C(I). Set
Ωh =
{
ϕ ∈ C[t0, t0 + h]
∣∣ ∥∥ϕ(t) − x0∥∥ b, ∀t ∈ [t0, t0 + h]},
where h is resettled to be the smaller one between h∗ and h obtained in Theorem 2.1. Define an
operator T (ϕ) = ψ through
ψ(t) = x0 + 1
(α)
t∫
t0
(t − s)α−1f (s, ϕ(s))ds, t ∈ [t0, t0 + h].
First, assume that t0  t1 < t2  t0 + h, then according to the proof in step II, one has
∥∥ψ(t2) − ψ(t1)∥∥ 1
(α)
t1∫
t0
[
(t1 − s)α−1 − (t2 − s)α−1
]∥∥f (s, ϕn(s))∥∥ds
+ 1
(α)
t2∫
t1
(t2 − s)α−1
∥∥f (s, ϕn(s))∥∥ds

√
M
2α − 1
(S1 + S∗2 )
1
2 + S∗
1
2
2
(α)
,
where
S1 = (t2 − t0)2α−1 − (t1 − t0)2α−1,
S∗2 = (t2 − t1)α.
This obviously implies that ψ(t) is continuous with respect to t on [t0, t0 + h].
Secondly, since
∥∥ψ(t) − x0∥∥ 1
(α)
t∫
t0
(t − s)α−1m(s)ds  1
(α)
√
M
2α − 1h
α− 12  b,
it follows that ψ = T (ϕ) ∈ Ωh with ϕ ∈ Ωh.
Thirdly, pick up arbitrary ϕ1, ϕ2 ∈ Ωh, then for some positive number η > 0, it yields
e−η(t−t0)
∥∥T (ϕ1) − T (ϕ2)∥∥
 1
(α)
t∫
t0
(t − s)α−1e−η(t−t0)∥∥f (s, ϕ1(s))− f (s, ϕ2(s))∥∥ds
 1
(α)
t∫
(t − s)α−1e−η(t−s)μ(s)e−η(s−t0)∥∥ϕ1(s) − ϕ2(s)∥∥dst0
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(α)
· ∥∥(t − s)α−1∥∥
L2[t0,t] ·
∥∥e−η(t−s)∥∥
L4[t0,t] ·
∥∥μ(s)∥∥
L4[t0,t]
 ‖ϕ1 − ϕ2‖η · (1 − e
−4ηh)1/4
(α)η1/4
·
√
Q
4α − 2 · h
α− 12 ,
for all t ∈ [t0, t0 + h], where ‖ϕ‖η = supt∈[t0,t0+h]{e−η(t−t0)‖ϕ(t)‖} for any ϕ ∈ Ωh.
Therefore, one approaches∥∥T (ϕ1) − T (ϕ2)∥∥η  (1 − e−4ηh)1/4‖ϕ1 − ϕ2‖η,
provided that the number η satisfies
η h
4α−2
4(α)
(
Q
4α − 2
)2
.
Obviously, (1 − e−4ηh)1/4 < 1 and Ωh endowed with ‖ · ‖η is a Banach space. Applying the
Contractive Mapping Principle, one therefore concludes that there must exist a unique ϕ∗(t) ∈
Ωh, such that
ϕ∗(t) = x0 + 1
(α)
t∫
t0
(t − s)α−1f (s, ϕ∗(s))ds.
Similarly, one can discuss the case on [t0 −h, t0]. Consequently, this leads to a completion of the
proof. 
Remark 2.3. As a matter of fact, the assumptions made on the vector field are of Lp-
Carathéodory type (p = 2,4), which are a little different from the conventional L1-Carathéodory
conditions, because of the weak singularity of the kernel inside the integral. In addition, it is
mentioned here that the above-presented existent theorem could be generalized to the case where
α ∈ (0, 12 ) provided that m(t) is bounded on [t0 − a, t0 + a]. Since the approach of this general-
ization is similar to the arguments performed above, it is omitted here.
3. Global existence of the solution
For concrete application, the global existence of the solution of the fractional differential
equation always becomes a main concern, which thereby is discussed in this section.
Theorem 3.1. Assume that the vector field f (t,x) satisfies the first two conditions of Theorem 2.1
in the global space and∥∥f (t,x)∥∥ ω + λ‖x‖, (8)
for almost every t ∈R and all x ∈Rd . Here, ω, λ are two positive constants. Then, there exists a
function x(t) on (−∞,+∞) solving the initial value problem (2).
Proof. From the assumption (8), the vector field f (t,x) is locally bounded in the domain
D = {(t,x) ∈R×Rd ∣∣ |t − t0| a, ‖x − x0‖ b},
for any specific t0 ∈R and x0 ∈Rd . According to Remark 2.3, it follows that there at least exists
a solution x(t) of the initial value problem (2) on [t0 −h, t0 +h]. Here, h is the number obtained
in Theorem 2.1.
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maximal existence interval, denoted by (β, γ ) ⊂ (−∞,+∞), β > −∞, γ < +∞.
Substitution of (8) into Eq. (4) leads to the following estimation:
∥∥x(t)∥∥ ‖x0‖ + ω
(α + 1) |γ − t0|
α + λ
t∫
t0
(t − s)α−1∥∥x(s)∥∥ds,
where t0, t ∈ (β, γ ) with t0  t . Applying the generalized Gronwall inequality [15], one can
conclude that there exists a positive number κ such that for all t ∈ [t0, γ ],∥∥x(t)∥∥ κ(‖x0‖ + ω
(α + 1) |γ − t0|
α
)
 M¯ < +∞.
This implies that ‖x(t)‖ < b on [t0, γ ) when b is chosen as a number larger than M¯ + ‖x0‖.
According to Remark 2.3, it follows that the solution x(t) can be extended to the right side
of γ , which obviously contradicts the assumption that (β, γ ) is the maximal existence interval.
This consequently implies that γ = +∞. Similarly, one gets β = −∞, which completes the
proof. 
Remark 3.2. Besides the hypotheses made in Theorem 3.1, ∂f (t,x)
∂x is further assumed to be
continuous with respect to x. Then, the solution x(t) on (−∞,+∞) solving the initial value
problem (2) is not only existent but also unique.
4. Chaos control of fractional differential equations
Since the existence theory on the fractional differential equations has been established in the
last section, it is possible then to analytically discuss the conventional feed-back control of the
following chaotic system{
Dαt x(t) = Ax(t) + g
(
t,x(t)
)
,
x(0) = x0,
(9)
where A is a d × d constant matrix, and the nonlinear term g(t,x) satisfies g(t,0) ≡ 0. State
x = 0 is obviously the equilibrium of system (9), which thus can be chosen as a target orbit. In
order to force the trajectory of (9) into the target orbit, one can adopt a linear state feed-back
controller u(t) = Kx(t) to the nonlinear system (9) where the control gain K can be simply
designed as a diagonal matrix. Hence, one obtains the controlled system described by{
Dαt x(t) = (A + K)x(t) + g
(
t,x(t)
)
,
x(0) = x0.
(10)
Now, the analytical result on this controlled system can be stated as follows.
Theorem 4.1. Assume that the nonlinear term g(t,x) satisfies∥∥g(t,x)∥∥= o(‖x‖), (11)
as ‖x‖ → 0 uniformly with respect to t where t  0. Also assume that there exist two positive
numbers  and  such that for all t  0,∥∥∥∥∥tα−1
∞∑ [(A + K)tα]k
(αk + α)
∥∥∥∥∥  · e−t . (12)
k=0
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the equilibrium x ≡ 0 when ‖x0‖ < θ .
Proof. Utilizing the Laplace transformation and its inverse to system (10), one can obtain its
solution in an integral form. The detailed calculation is omitted here (refer to [8,16]); however,
this solution can be directly written as
x(t) =
∞∑
k=0
[(A + K)tα]k
(αk + 1) x0 +
t∫
0
(t − s)α−1
∞∑
k=0
[(A + K)(t − s)α]k
(αk + α) g
(
s,x(s)
)
ds. (13)
Now, due to condition (11), one has that for a given constant  > 0, there exists d = d() > 0
such that if t  0 and ‖x‖ d , then∥∥g(t,x)∥∥ ‖x‖. (14)
Thus, according to the above-established existence theory, if ‖x0‖ < d , there exists δ = δ(d)
such that if t ∈ [0, δ), then∥∥x(t)∥∥< d.
Furthermore, note a fact that
(αk + α)
(αk + 1) =
B(αk + α,1 − α)
(1 − α) 
B(α,1 − α)
(1 − α) = (α), (15)
where B(·,·) is a beta function.
Then, substituting (12), (14) and (15) into Eq. (13), one gets that for all t ∈ [0, δ),
∥∥x(t)∥∥ (α)
∥∥∥∥∥
∞∑
k=0
[(A + K)tα]k
(αk + α)
∥∥∥∥∥‖x0‖
+
t∫
0
∥∥∥∥∥(t − s)α−1
∞∑
k=0
[(A + K)(t − s)α]k
(αk + α)
∥∥∥∥∥∥∥x(s)∥∥ds
 (α)e−t t1−α‖x0‖ + 
t∫
0
e−(t−s)
∥∥x(s)∥∥ds
 (α)e−t t1−α‖x0‖ +Q(t).
Derivative of Q(t) with respect to t yields
Q˙(t) = ∥∥x(t)∥∥− 
t∫
0
e−(t−s)
∥∥x(s)∥∥ds
 (α)2e−t t1−α‖x0‖ + ( − )Q(t).
This, together with the Gamidov Miscellaneous inequality [17], implies that
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t∫
0
2e−ss1−α‖x0‖e(−)(t−s) ds
 (α)2e(−)t‖x0‖
t∫
0
s1−αe−s ds
 (α)2e(−)t‖x0‖t1−α
t∫
0
e−s ds
 (α)e(−)t t1−α‖x0‖ − (α)e−t t1−α‖x0‖.
Therefore, if t ∈ [0, δ), then∥∥x(t)∥∥ (α) · e(−)t · t1−α · ‖x0‖. (16)
So, if  < 

, then∥∥x(t)∥∥< [(α)δ1−α]‖x0‖ l‖x0‖.
The above-performed arguments therefore lead to the following conclusion.
Lemma 4.2. Denote by d = d() and by θ = min{d, d2l }. Let ‖x0‖ < θ and let δ1 > 0 be such
that if t ∈ [0, δ1), ‖x(t)‖ < d . Then, if t ∈ [0, δ1),∥∥x(t)∥∥< l‖x0‖ < lθ  d2 .
Now, consider the solution x(t) of system (10) such that  < 

and ‖x0‖ < θ where θ is
given in Lemma 4.2. Denote by
t0 = sup
{
t1
∣∣ t1  0 and if t ∈ [0, t1), the solution x(t) is defined and ∥∥x(t)∥∥< d}.
Obviously, t0 > 0 due to ‖x0‖ < θ  d and x(t) is continuous with respect to t .
Suppose t0 is finite. Then, from Lemma 4.2, it follows that ‖x(t)‖  d2 for all t ∈ [0, t0).
Therefore, according to the existence theory established in this paper, x(t) can be further ex-
tended so that t0 is contained in the maximal existent interval I and is surely not an end point of
it. And, with continuity of the solution, one has ‖x(t)‖ < d for all t ∈ I . Yet, this contradicts the
definition of t0.
To this end, one can conclude that if ‖x0‖ < θ , then ‖x(t)‖ < d for all t  0. This implies
that for all t  0, the estimation (16) is valid. Because of the choice of , it further follows that
lim
t→+∞
∥∥x(t)∥∥= 0,
which verifies that the trajectory of the controlled system (10) can be forced to the equilibrium
x ≡ 0. 
Now, in order to illustrate the possible application of Theorem 4.1, we give the following
example with a concrete application background and corresponding simulation results.
As mentioned above, chaos control, as well as chaos synchronization, is a topic of great im-
portance not only in research on conventional systems admitting integer order derivative but also
722 W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726Fig. 1. Chaotic attractors generated by the fractional Lorenz system are, respectively, plotted in the x1–x2–x3 phase
space (a), and in the time-versus-state-variable plane (b) (where t vs. x1(t) by real line, t vs. x2(t) by broken line, and
t vs. x3(t) by dotted line). All the parameters in system (17) are taken as σ = 10, r = 28, b = 83 , α = 0.99. The initial
value is (10,0,10)T and the time step size is δt = 0.01.
on fractional differential equations. Thus, we focus our concern on the control of the fractional
Lorenz system. Applying fractional derivative to the famous Lorenz system, we obtain⎧⎨
⎩
Dαt x1 = σ(x2 − x1),
Dαt x2 = rx1 − x2 − x1x3,
Dαt x3 = x1x2 − bx3,
(17)
where all parameters of the vector field are taken as σ = 10, r = 28, b = 83 , and the derivative
order is assigned as α = 0.99. It has been reported that system (17) still exhibits chaotic behavior
W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726 723Fig. 2. y =H(α, t) = ‖tα−1∑Nk=0 [(A+K)tα ]k(αk+α) ‖ in which α = 0.99 is plotted by real line and y = e−2t by broken line.
Here, N is chosen to be sufficiently large, i.e. N = 400.
even though the total dimension is lower than three. The chaotic orbit of system (17) with specific
parameters is numerically shown in Fig. 1.
Now unstable equilibrium point (0,0,0) is selected to be a target orbit and a linear feed-back
controller u(t) = diag{K1,K2,K3}x(t) is added to system (17), where constants K1, K2, K3 are
control gains. Hence, we obtain the controlled system⎧⎨
⎩
Dαt x1 = σ(x2 − x1) + K1x1,
Dαt x2 = rx1 − x2 − x1x3 + K2x2,
Dαt x3 = x1x2 − bx3 + K3x3.
(18)
Note that, for one-dimensional case, the series
∑∞
k=0
[(A+K)tα]k
(αk+α) ∝ t−α when coefficient matrix
A+K (actually, constant) is smaller than zero. However, this is not sufficiently enough for us to
adopt condition (12) in an exponential estimation. As a matter of fact, it is relatively hard to obtain
a more accurate constraint on this coefficient matrix. So, we, in aid of numerical calculations,
show the graph of the term in the left side of (12) with time t and that of  · e−t in Fig. 2. Here,
the control gains are taken as K1 = K2 = −12, K3 = 0 and the parameters are chosen as  = 2
and  = 1, respectively.
From Fig. 2, it follows that condition (12) is valid for the above-mentioned control gains and
parameters. This, according to Theorem 4.1, implies that the orbits of the fractional system (17)
can be controlled to equilibrium (0,0,0) via linear feed-back control whenever the initial value
is relatively close to this equilibrium. Figure 3 shows the dynamics of the controlled system (18),
which further tells that system (18) is not only locally asymptotically stable but also globally
asymptotically stable.
Besides, there is no evidence showing that real-part of eigenvalues of linear coefficient ma-
trix can determine the stability of general fractional differential equations admitting nonlinear
terms. Nevertheless, for one-dimensional system, positive value of A + K ensures the relation
724 W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726Fig. 3. Stable equilibrium generated by the controlled fractional Lorenz system are, respectively, plotted in the x1–x2–x3
phase space (a), and in the time-versus-state-variable plane (b) (where t vs. x1(t) by real line, t vs. x2(t) by broken
line, and t vs. x3(t) by dotted line). All the parameters in Eqs. (18) are taken as σ = 10, r = 28, b = 83 , α = 0.99,
K1 = K2 = −12, K3 = 0. The initial value is (10,0,10)T and the time step size is δt = 0.01.
∑∞
k=0
[(A+K)tα]k
(αk+1) ∝ e(A+K)t
α
, due to
(k + 1)
(αk + 1) =
(k − αk)
B(αk + 1, k − αk) 
(k − αk)
B(1, k − αk) = (k − αk + 1) >
4
5
.
This simply implies that linear feed-back controller can unstabilize the dynamics generated by
one-dimensional fractional differential equation.
5. Conclusion
In the paper, the existence theory for a class of fractional differential equations has been ana-
lytically established, which somewhat extends the existent results. More precisely, conditions in
W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726 725a specific Carathéodory type are added to a class of fractional differential equations, which suffi-
ciently guarantees the valid of solution’s existence. Uniqueness and global existence of solution
for fractional differential equations are also discussed. Apart from these, the topic of control
of fractional differential equations is theoretically investigated in the paper and the numerical
simulations are further provided to illustrate feasibility of the theoretical results. As a matter
of fact, it is just a beginning of analytical discussion on control and synchronization of frac-
tional differential equations. More applicable criteria await the scholars to theoretically analyze
and propose. Besides, fractional derivative can be introduced to impulsive differential equations
which admitting plenty of complex dynamics [18]. Also it can be introduced to the systems hav-
ing noise perturbations [19]. These, along with establishing more applicable criteria for control
and synchronization of fractional differential equations, become our research topics.
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Appendix A
The Caputo’s derivative of order α and with the upper limit t0 is defined by
Dαt x(t) =
(−1)n
(n − α)
t0∫
t
(s − t)−α+n−1x(n)(s)ds,
where t  t0. Operation of the other integral operator of order α:
Jαh(t) = 1
(α)
t0∫
t
(s − t)α−1h(s)ds, t  t0,
to Dαt x(t) yields
(−1)n
(α)
t0∫
t
(s − t)α−1 1
(n − α)
t0∫
s
(τ − s)−α+n−1x(n)(τ )dτ ds
= (−1)
n
(α)(n − α)
t0∫
t
x(n)(τ )
τ∫
t
(s − t)α−1(τ − s)−α+n−1 ds dτ
= (−1)
n
(α)(n − α)
t0∫
t
x(n)(τ )(τ − t)n−1 dτ
1∫
0
p−α+n−1(1 − p)α−1 dp
= x(t) −
n−1∑ (t − t0)k
k! x
(k)(t0).k=0
726 W. Lin / J. Math. Anal. Appl. 332 (2007) 709–726This implies that the initial problem (2), when t  t0, is equivalent to the following integral
equation:
x(t) =
n−1∑
k=0
(t − t0)k
k! x
(k)(t0) + 1
(α)
t0∫
t
(s − t)α−1f (s,x(s))ds.
As mentioned above, all the arguments and conclusions could be similarly performed and es-
tablished for the case where the upper limit t0 is adopted for the fractional derivative even if
α ∈ (0,1).
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