ABSTRACT. Some systems of parabolic equations with nonlocal initial conditions are studied. The systems arise when considering steady-state solutions to diffusive age-structured cooperative or competing species. Local and global bifurcation techniques are employed to derive a detailed description of the structure of positive coexistence solutions.
INTRODUCTION AND MAIN RESULTS
In this paper we characterize the structure of positive solutions to certain systems of coupled parabolic equations with nonlocal initial conditions. Such systems arise as steady-state equations of two agestructured diffusive populations which inhabit the same spatial region. The interaction between the two species is either of cooperative, competing, or predator-prey type leading to different structures of positive solutions. Denoting the density of the two species by u uÔa, xÕ 0 and v vÔa, xÕ 0 with a È Ô0, a m Õ and x È Ω R n referring to age and spatial position, respectively, the models we shall focus on are of the form The equations are the steady-state equations of the corresponding time-dependent age-structured equations with diffusion. We refer to [30] for a recent survey on the formidable literature about age-structured population models.
The operator ¡∆ D in (1.1), (1.2) stands for the negative Laplacian on Ω with subscript D indicating that Dirichlet conditions uÔa, xÕ vÔa, xÕ 0 , a È Ô0, a m Õ , x È Ω , are imposed on the smooth boundary Ω of the bounded domain Ω. Normalization to 1 of the diffusion coefficients in (1.1), (1.2) is a purely notational simplification. The number a m 0 denotes the maximal age of the species. Equations (1.3), (1.4) represent the age-boundary conditions reflecting that individuals with age zero are those created when a mother individual of any age a È Ô0, a m Õ gives birth with rates ηb 1 ÔaÕ or ξb 2 ÔaÕ. The functions b j b j ÔaÕ 0 describe the profiles of the fertility rates while the parameters η, ξ 0 measure their intensity without affecting the structure of the birth profiles. For easier statements of the results we assume the birth profiles b j È L ÔÔ0, a m ÕÕ with b j ÔaÕ 0 for a near a m , j 1, 2 , Assuming α 1 , α 2 , β 1 , β 2 0, the form of the interaction between the two species is determined by the signs on the right hand side of equations (1.1), (1.2) . Replacing¨by a positive sign in both of the equations (1.1) and (1.2)) corresponds to a system (see (1.11) , (1.12) below) where the two species are cooperative, while the case with¨replaced by negative signs ¡ in each equation (1.1) and (1.2) (see (1.14) , (1.15) below) reflects a competition of the species. The case with mixed signs, e.g. a negative sign ¡ in (1.1) instead of¨and a positive sign in (1.2) describes a predator-prey-system (see (1.17) , (1.18 ) below) with a prey density u and a predator density v.
This last case of a predator-prey-system was studied in [29] and local and global bifurcation phenomena of positive nontrivial solutions with respect to the parameters η and ξ were obtained. In the present paper, we shall derive global bifurcation results for the cooperative and the competition case. Depending on η and ξ we shall give a rather complete description of positive coexistence solutions, that is, of solutions Ôu, vÕ with both components u and v positive and nontrivial. Moreover, we shall also improve the local bifurcation result [29, Thm.2.4 ] to a global one.
We like to point out that variants of the elliptic counterparts to (1.1)-(1.2) when age-structure is neglected from the outset have been intensively studied in the past, e.g. see [4, 5, 7, 8, 9, 11, 12, 13, 18, 19, 20, 21, 22, 24, 31] . Concerning equations for a single specie, e.g. variants of (1.1) subject to (1.3), we refer to [15, 16, 25, 26, 27, 28] .
To state our results for the present situation, we shall keep ξ fixed and regard η as bifurcation parameter in the following. We thus write Ôη, u, vÕ for solutions to (1.1)-(1.4) with u, v belonging to the positive cone
for q n 2 fixed, but remark that all our solutions will have smooth components u, v with respect to both a È J and x È Ω. We say that a continuum C (i.e. a closed and connected set) in R ¢ W q ¢ W q of solutions Ôη, u, vÕ to (1.1)-(1.4) is unbounded with respect to η, provided the η-projection of C contains an interval of the form Ôη 0 , Õ with η 0 È R , and we say that C is unbounded with respect to the u-component in W q provided there is a sequence ÔÔη j , u j , v j ÕÕ jÈN in C with u j Wq as j . An analogous terminology shall be used if C is unbounded with respect to the v-component.
Clearly, problem (1.1)-(1.4) decouples when taking either u or v to be zero. Noticing that Theorem A.4 from the appendix provides for each η 1 a unique solution
and similarly for each ξ 1 a unique solution 8) there is, independent of what the signs¨in (1.1), (1.2) are, for any ξ 0 the trivial branch
and the semi-trivial branch
of solutions. For ξ 1, an additional semi-trivial branch
exists. Depending on the signs¨in (1.1), (1.2) we shall establish further local and global bifurcation of coexistence solutions from these semi-trivial branches.
1.1. Cooperative Systems. We first consider the cooperative case 12) subject to the nonlocal initial conditions uÔ0, xÕ η
Recall that B 1 is the only semi-trivial branch of solutions to (1.11)-(1.12) if ξ 1. Thus, if ξ 1 we shall derive bifurcation with respect to the parameter η from the semi-trivial branch B 1 consisting of solutions of the form Ôη, u η , 0Õ. The case ξ 1 is therefore more involved than the case ξ 1 where we shall establish a bifurcation from the semi-trivial branch B 2 consisting of solutions of the form Ôη, 0, v ξ Õ. The precise values of ν and of η 0 ÔξÕ 1 are related to spectral radii of some operators and are given in (3.2) and (3.3), respectively. Actually, we conjecture that ν 0, see Remark 3.1.
If ξ 1, then a global continuum of coexistence solutions emanates from the branch B 2 : 
subject to the initial conditions uÔ0, xÕ η
The following theorem characterizes the competition coexistence solutions. 
was studied in detail in [29] . A quite complete description of the structure of positive solutions was provided when ξ is regarded as bifurcation parameter and η 0 is kept fixed [ The proof of this theorem is along the lines of the one of Theorem 1.1 with only minor modifications necessary. We shall thus omit it here.
The outline of the present paper is as follows: In the next section, Section 2, notations and some preliminary results are introduced. In Section 3 a detailed proof of Theorem 1.1 is provided so that the proof of Theorem 1.2 in Section 4 is basically a straightforward modification thereof and can thus be kept short. Section 5 is dedicated to the proof of Theorem 1.4. Appendix A contains some results regarding the semi-trivial branches induced by (1.7), (1.8) which are of importance for the proofs in Sections 3-5.
NOTATIONS AND PRELIMINARIES
Throughout we assume that Ω is a bounded and smooth domain in R n . We fix q n 2 and set, for κ 1ßq, W 
Note that the interior, intÔW
is not empty. We set
defines the unique strong solution to
. Note that the evolution operator is positive, i.e.
As J is a compact interval and ¡∆ D has bounded imaginary powers, it follows from (2.1) and [2] 
Then H Öh× andĤ Öh× belong to KÔW 2¡2ßq q,D Õ, that is, they define compact linear operators on W 2¡2ßq q,D , and they are strongly positive, that is, e.g.
The corresponding spectral radii rÔH Öh× Õ and rÔĤ Öh× Õ can thus be characterized according to the KreinRutman theorem [1, Thm.3.2] (see Lemma A.3 from the appendix). In particular, the normalizations (1.6) readily imply
since any positive eigenfunction of ¡∆ D is an eigenfunction of H Öh× andĤ Öh× as well. It is worthwhile to point out that (2.2) warrants an equivalent formulation of a solution Ôu,
Observe that u, v are nonzero or nonnegative provided uÔ0Õ, vÔ0Õ are nonzero or nonnegative. Hence, if 8) owing to Lemma A.3. In particular, we have
by (1.7) and (1.
ÞØ0Ù. We conclude this section with the following auxiliary result:
, we derive from (1.1), (2.10), and the property of maximal L q -regularity of ¡∆ D that there is c 0 ÔMÕ 0 such that
.
and using e
1ßq¡1 for a 0, we obtain from (1.3) and (2.10)
We focus our attention on (1.11)-(1.12) subject to (1.3)-(1.4) when ξ 1. First we show local bifurcation of a continuous curve from B 1 by using the results of Crandall-Rabinowitz [10] . We remark that η rÔĤ Ö¡β2uη× Õ¨È C Ô1, Õ, Ô1, Õ¨is strictly increasing , lim
according to Lemma A.3, Theorem A.4, and (2.4), so
is well-defined. For the remainder of this section we fix ξ È Ôν, 1Õ. The observations above ensure the existence of a unique value η 0 : η 0 ÔξÕ 1 for which ξ rÔĤ Ö¡β2uη 0 × Õ 1 .
Note then that
by the Krein-Rutman theorem. With these notations we have:
There is a local continuous curve 
where we slightly abuse notation by writing W :
We shall use this notation also for other capital letters since it will always be clear from the context, which of the profiles b 1 or b 2 is meant. Using maximal L q -regularity of ¡∆ D , we may introduce the operator T :
so that the solutions to (3.5)-(3.6) are the zeros of the function
Observe that
From (3.8) and (3.4) we conclude that ψ µψ ¦ for some µ È R with ψ ¦ : Π Ö¡β2uη 0 × Ô¤, 0Õ Ψ 0 È W q . Plugging this into (3.7) and observing that 1
by (2.9), Lemma A.3, and the positivity of u η0 , we derive φ µφ ¦ , where
Therefore, ker F Ôw,vÕ Ôη 0 , 0, 0Õ¨ span Ôφ ¦ , ψ ¦ Õ´.
As [3, Thm.1.1] and Sobolev's embedding theorem ensure the compact embedding W q L ÔJ, CÔΩÕÕ since q n 2, we have
In particular, it readily follows that the derivative of F has the form F Ôw,vÕ Ôη 0 , 0, 0Õ 1 ¡T with a compact operatorT . From this we get that also the codimension of rg F Ôw,vÕ Ôη 0 , 0, 0Õ¨equals one. We next check the transversality condition of [10] . For, suppose that
Thus, since pÔ0Õ ξP ,
However, as the right hand side belongs to W 
We are thus in a position to apply [10, Thm.1.7] and deduce the existence of some ε 0 0 and functions
By Theorem A.4,
ηÔεÕ, u ηÔεÕ εφ ¦ εθ 1 ÔεÕ, εψ ¦ εθ 2 ÔεÕ¨; 0 ε ε 0í s then a continuous curve of solutions to (1.11)-(1.12), (1.3)-(1.4) bifurcating from Ôη 0 , u η0 , 0Õ È B 1 . As all traces u η0 Ô0Õ, φ ¦ Ô0Õ Φ 0 , and ψ ¦ Ô0Õ Ψ 0 belong to intÔW 2¡2ßq, q,D Õ, it follows from (2.1) and the continuity of θ j that the initial values uÔ0Õ and vÔ0Õ for a solution Ôη, u, vÕ È C 1 belong to intÔW 2¡2ßq, q,D Õ provided ε 0 0 is sufficiently small, whence
by (2.5), (2.6), and positivity of the corresponding evolution operators. This completes the proof of the lemma.
Next we show that C 1 extends to a global continuum of positive coexistence solutions by invoking Rabinowitz' global alternative [23] along with the unilateral global results of López-Gómez [20] . The main steps of the proof are the same as in the proof of [29, Thm.2.2], but we have to argue here more subtle at several points since we are deriving bifurcation with respect to the parameter η by linearizing around a point Ôη, u η , 0Õ È B 1 .
Setting u η : 0 for η 1 it follows from Theorem A.4 that
Hence, defining
Writing again Ôη, u, vÕ Ôη, u η w, vÕ È R ¢ W q ¢ W q and recalling (3.5) and (3.6), it follows that 
for Ôw, vÕ È W q ¢ W q still using the notation W :
This notation we shall use throughout the remainder of this section as no confusion seems likely. Then (3.9), (3.10), (3.11) , and the compact embedding
and 
As a consequence of Lemma 3.3 the set of singular values of the family KÔηÕ is discrete:
Proof. Lemma 3.3 ensures
Due to 
it follows as in the proof of Lemma 3.3 (see (3.7) and (3.8)) that
Õ spanning kerÔµ ¦ ¡ ξĤ Ö¡β2uη× Õ and
µ¦ H Ö2α1uη× is due to µ ¦ 1, (2.9), and Lemma A.3. It then merely remains to prove
This readily implies
ontradicting the fact that the intersection equals Ø0Ù since µ ¦ ßξ rÔĤ Ö¡β2uη× Õ is a simple eigenvalue of H Ö¡β2uη× . Thus Ôφ ¦ , ψ ¦ Õ Ê rgÔKÔξÕ ¡ µ ¦ Õ and µ ¦ is indeed a simple eigenvalue of KÔηÕ. This ensures IndÔ0, KÔηÕÕ ¡1 , η 0 η η 0 ε , and the assertion follows.
Recalling the definition of Ψ 0 in (3.4) and taking η η 0 (and so µ ¦ 1), the proof of Lemma 3. 
By Lemma 3.2, C ½ 1 close to Ôη 0 , u η0 , 0Õ coincides with C 1 R ¢ W q ¢ W q suggesting to abuse notation by putting
In fact, we have:
Proof.
Since obviously η 0, u 0, and v 0, the only possibility is that u 0 or v 0. However, as the only Ôw j , v j Õ, where w j : u j ¡ u ηj , and note that z j Ô0, 0Õ as j by the previous observation. Moreover, since u j , v j 0 and η j 1, we obtain from
q , QÔζ, zÕ : KÔζÕz ¡ RÔζ, zÕ and observe that Q is differentiable with respect to z È W 2 q , QÔζ, 0Õ 0 for ζ È R, and QÔη j , z j Õ z j . so that we may choose τ 0 with
The mean value theorem ensures
The last equality reads
from which we deduce that Since u η Ô0Õ as η according to Theorem A.4, we conclude that C 1 is unbounded with respect to η only if it is unbounded with respect to the u-component in W q .
(ii) Next suppose (1.13) and that there is M sßβ 2 such that uÔaÕ We still focus our attention on (1.11)-(1.12) subject to (1.3)-(1.4), but let now ξ 1 be arbitrarily fixed for the remainder of this section and put
Then η 1 È Ô0, 1Õ according to (2.4) and Lemma A.3. The Krein-Rutman theorem ensures
We first prove local bifurcation of a continuous curve from Ôη 1 ÔξÕ, 0, v ξ Õ È B 2 by invoking the theorem of Crandall-Rabinowitz [10] . The present situation, however, turns out to be simpler than in the previous section. Proof. We proceed similar to the proof of Lemma 3.2. Writing solutions to (1.11)-(1.12) subject to (1.3)-
where we agree upon the notation (and similarly for other capital letters)
U :
Thus we are lead to examine the zeros of the function
GÔη, u, wÕ :
with T as in the proof of Lemma 3.2. For the partial Frechét derivatives at Ôη, u, wÕ Ôη, 0, 0Õ we compute G Ôu,wÕ Ôη, 0, 0ÕÔφ, ψÕ 
and
Observing that the derivative of G has the form G Ôu,wÕ Ôη 1 , 0, 0Õ 1 ¡T with a compact operatorT (see (3.9)), we get that also the codimension of rg G Ôu,wÕ Ôη 1 , 0, 0Õ¨equals one. Next assume that
This readily implies
2) and (4.5) since η 1 rÔH Ö¡α2v ξ × Õ 1 is a simple eigenvalue of the compact operator η 1 H Ö¡α2v ξ × .
Consequently,
G η,Ôu,wÕ Ôη 1 , 0, 0ÕÔφ¯, ψ¯Õ Ê rg G Ôu,wÕ Ôη 1 , 0, 0Õ¨, and we may again apply [10, Thm.1.7] . Thus, the nontrivial zeros of the function G lie on the curve ηÔεÕ, εÔφ¯, ψ¯Õ εÔθ 1 ÔεÕ, θ 2 ÔεÕÕ¨; ε ε 0´, for some ε 0 0 and functions η È CÔÔ¡ε 0 , ε 0 Õ, RÕ and θ j È CÔÔ¡ε 0 , ε 0 Õ, W q Õ with ηÔ0Õ η 1 , θ j Ô0Õ 0.
Thus,
ηÔεÕ, εφ¯ εθ 1 ÔεÕ, v ξ εψ¯ εθ 2 ÔεÕ¨; 0 ε ε 0d efines a continuous curve of solutions to (1.11)-(1.12), (1.
provided ε 0 0 is sufficiently small. This completes the proof of the lemma.
To prove the assertion on global bifurcation of Theorem 1.2 we invoke Rabinowitz' global alternative [23] and the unilateral global theorem [20] as in the proof of Theorem 1.1. Again, the present situation is considerably simpler than in the proof of Theorem 1.1.
Lemma 4.2.
The local curve C 2 extends to an unbounded continuum of coexistence solutions Ôη, u, vÕ in R ¢ W q ¢ W q to (1.11)-(1.12) subject to (1.3)-(1.4) .
Proof. Introducing the operators
we may rewrite (4.3)-(4.4) equivalently as Ôu, wÕ ¡KÔηÕÔu, wÕ R Ôu, wÕ 0 (4.6) by settingK ÔηÕÔu, wÕ :
It is now easy to check on the basis of the previous section that the analogues of on unilateral global bifurcation to (4.6) and thus derive the existence of a continuum C ½ 2 of solutions Ôη, u, vÕ to (1.11)-(1.12) subject to (1.3)-(1.4) in R ¢ W q ¢ W q emanating from Ôη 1 , 0, v ξ Õ and satisfying the alter-
2 contains a point Ôη, u, v ξ wÕ with Ôu, wÕ È rgÔ1 ¡KÔη 1 ÕÕ with Ôu, wÕ Ô0, 0Õ.
By Lemma 4.1, C ½ 2 coincides with C 2 near Ôη 1 , 0, v ξ Õ suggesting to abuse notation by putting
We then claim that this so defined continuum
Clearly, u 0 or v 0. Observing that 
and we conclude that alternative (ii) above is impossible. An argument similar to the proof of Lemma 3.7
shows that alternative (iii) can also be ruled out. Therefore, the only remaining possibility is that
It remains to prove that there is no other bifurcation point on the semi-trivial branches.
Corollary 4.3.
There is no other bifurcation point on B 2 or B 1 to positive coexistence solutions than
is a bifurcation point to positive coexistence solutions, then 1 ηrÔH Ö¡α2v ξ × Õ as in the proof of Corollary 3.8 and Lemma 3.7 by using (4.6), whence η η 1 .
Suppose that there is a bifurcation point Ôη, u η , 0Õ on B 1 to positive coexistence solutions. Then we deduce 1 ξrÔĤ Ö¡β2uη× Õ as in the proof of Corollary 3.8 and Lemma 3.7. However, this is not possible since ξ 1 and 1 rÔĤ Ö0× Õ rÔĤ Ö¡β2uη× Õ by (2.4) 14)-(1.15) subject to (1.3)-(1.4) . The simplest case is ξ 1 when no coexistence solutions exist:
and thus z ½ ÔaÕ ¡λ 1 zÔaÕ for a È J, where zÔaÕ :
÷ Ω ϕ 1 vÔaÕ dx , a È J , and ϕ 1 is a positive eigenfunction for the principal eigenvalue λ 1 0 of ¡∆ D . Therefore, zÔ0Õ ξ
Actually, this inequality is strict and zÔ0Õ 0 due to v È W q and (5.1). So ξ 1 by (1.6).
In the sequel, let ξ 1 be arbitrarily fixed. The remainder of the proof of Theorem 1.4 is then very similar to the one of Theorem 1.2, and we give merely a brief sketch of the proof mainly pointing out the differences. Due to (1.6) and Lemma A.3 we have
We linearize around Ôη 2 , 0, v ξ Õ È B 2 by writing solutions to (1.14)-(1.15) subject to (1.3)-(1.4) in the form Ôη, u, vÕ Ôη, u, v ξ ¡ wÕ È R ¢ W q ¢ W q with Ôu, wÕ ¡KÔηÕÔu, wÕ R Ôu, wÕ 0 .
Hereby,K ÔηÕÔu, wÕ :
Exactly as in the previous sections we deduce with the aid of [10, 20] : there is a continuum C ½ 3 of solutions Ôη, u, vÕ to (1.14)-(1.15) subject to (1.3)-(1.4) in R ¢ W q ¢ W q emanating from Ôη 2 , 0, v ξ Õ È B 2 and satisfying the alternatives
Close to Ôη 2 , 0, v ξ Õ, the continuum C ½ 3 is a continuous curve in R ¢ W q ¢ W q . We define Proof. Let Ôη, u, vÕ È C 3 with η M . Recall ξ, η 1 and observe 
Due to the definition of c η α 1 ßµ 1 and (1.6), it is easily seen that z η Ô0Õ ηZ η . The comparison principle stated in Lemma A.2, (5.4), and (1.14) then yield u z η on J ¢Ω for any (η, u, vÕ È C 3 with η m 0 . That z η is increasing in η È Ôm 0 , Õ follows from η f η ÔaÕ 0 for a È J. 
where we put W :
The operators K ¦ and R ¦ possess the properties stated in (3.14)-(3.16). Now, as C 3 joins up with B 1 at Ôη, uη, 0Õ, there is a sequence ÔÔη j , u j , v j ÕÕ j in C 3 converging to Ôη, uη, 0Õ. Set w j : u ηj ¡ u j and note that w j È W q according to (5.5). As u η depends continuously on η, formulation (5.9) and the properties of K ¦ and R ¦ readily imply (see, e.g., the proof of [20, Lem.6.5.3] Most of these results have been proved in [29] . Suppose (1.5) and (1.6) in the following. We first recall a comparison principle (see [29, Lem.3.2] ) for parabolic equations with nonlocal initial conditions of the form A.1, which, in particular, guarantees uniqueness of positive solutions: 
