1. Introduction. We wish to study the limit cycle U(t; s) of the free van der Pol equation ( 
1.1) U+E(U2_-1) +U=O0
where the dots represent differentiation with respect to the independent variable, t. We shall do this by constructing and analyzing the power series expansion of U in the damping parameter E. We first wish to determine some of the analytical structure of U as a function of E and, in particular, to determine the locations of the singularities of U in the complex E-plane which are closest to the origin and, hence, limit the radius of convergence of the power series solution. Once the locations of these singularities have been determined, a new expansion of U can be constructed which will converge for larger values of E.
This work is a companion paper to some-work reported previously by Andersen and Geer [1] (henceforth referred to as I) on the power series expansions of the frequency and period of the limit cycle of the van der Pol equation. In I, the power series expansions of the frequency v of the limit cycle U, as well as U itself, were computed up to a high number of terms. However, in I, only the series expansion of v was analyzed in detail. In particular, it was found that the convergence of the series for v was limited by a pair of complex conjugate branch point singularities in the complex E2-plane. These branch points, which were located at 2= R e iP, with R -3.42 and 8-1.7925, appear to be the only singularities of v in the finite part of the E2-plane. Hence, when a new expansion parameter was introduced which mapped these singularities to infinity, the resulting expansion converged for all real values of E. The values of the period computed from a completed form of this new expansion compared very well with reported numerical results, as well as with the asymptotic formula for the period valid for large values of E. In ? 2 below, the problem of determining the limit cycle is formulated and the method we used to compute the power series expansions of v and U is described briefly. In ? 3, the series for the maximum amplitude of U, corresponding to U at t= 0, is analyzed using Pade approximants. It is found that the convergence of the series is limited by the presence of two pairs of complex conjugate branch point singularities in the complex E-plane, which correspond to the square roots of the singularities in the E2-plane found for the frequency series. One pair of these singularities lies in the first and fourth quadrant, while the other pair lies in the second and third quadrant. A new expansion parameter is introduced in ? 4 which leads to an expansion for the amplitude that converges for all real values of E. Values of the amplitude computed from this series, and a modified version of it, are computed and found to compare very well with reported numerical results and also with values computed from the asymptotic formula for the amplitude valid for large E. The limit cycle itself is analyzed in ? 5 using Pade approximants for values of t between 0 and T, where T is the period of the limit cycle. We now find that there are three pairs of complex conjugate branch point singularities which lie about equidistant from the origin. For all values of t, two pairs of these singularities remain fixed in the E-plane at the same locations as the singularities for t =0 (i.e., for the amplitude series). At t = 0, the location of the third pair of singularities coincides with the location of the fixed singularities in the second and third quadrants. However, as t increases from zero, these singularities begin to move away from the fixed locations in the second and third quadrants toward the fixed locations in the first and fourth quadrants. In particular, they cross the imaginary axis in the complex E-plane when t = T/4 and arrive at the fixed locations in the first and fourth quadrants at t = T/2. This motion of the singularities repeats itself for T/2 t t-T Knowledge of the location of these singularities suggests a new expansion parameter and a transformation of the original series which will converge for larger values of E. This is done in ? 6, while our results are discussed in ? 7.
The work described here is significant in that it is the first time (to our knowledge) that the perturbation expansion of the time or spacially dependent (i.e. primitive) solution to a nonlinear problem (u(t, E) for our case) has been analyzed in detail, instead of the expansion of a scalar or "constant" quantity associated with the problem (such as the frequency, for our case). This stands in contrast to much of the earlier work in this area. For example, the many problems cited by Van Dyke [6] examine only the series expansion of a "constant" associated with a problem, such as the drag on a sphere, and not the velocity field itself. In such problems, it is of interest to know, for example, if the primitive solution has the same radius of convergence in E as the scalar quantity. Also, one would like to know whether the singularities which limit the convergence of the scalar series are the same as those which limit the convergence of the primitive solution. In the problem we analyze here, we find that there is a unique singularity (which we call the "moving" singularity) that limits the convergence of the perturbation expansion of the solution u(t, E) and this singularity is not present in the series expansion of the scalar quantity (i.e. the frequency expansion, which we analyzed in our first paper). In fact, in ? 5, we show that this "moving" singularity accounts for a nonuniformity in the convergence of the u-series, which cannot be explained in terms of fixed singularities alone.
2. Power series expansion in E. We construct the power series expansion of the limit cycle of the free van der Pol equation (1.1) by first making the change of variables (2.1) x =t, where v = V(E) = 2Xr/ T(E) is the (unknown) frequency of the limit cycle and T(E) is its (unknown) period. We then let
where u is now periodic in x with period 2X". In terms of u, (1.1) becomes
where the dots now denote differentiation with respect to x. In addition, we impose the phase condition that u have a maximum at x -0, i.e., (2.4) 
We now look for solutions for V(E), u(x; E), and A(E) in the form 00 (2.5) Table 1 . Using some of the same ideas as in I for the frequency series, we now wish to investigate the convergence of the series (2.6) and (2.7). In particular, we wish to determine the locations of the singularities of u(x, 8) in the complex 8-plane which are closest to the origin, and, hence, which limit the convergence of these series. [7] . convergence Ro, which is consistent with the estimate obtained from the root test. We note that these singularities are very close to (most probably equal to) the singularities found in the series expansion of Z(E) in I. (In I, the singularities of P(E) were found in the form E 2= Rei', or e=?R1/2 ei/2 with A1/2 (3 42)1/2 1849 nd 1.7925/2 = 0.89625. These values are close to those given in (3.2).) In Fig. 1 , we have indicated by the solid line the amplitude predicted by the [48/48] Pade approximant for values of E between 0 and 9. We note that the Pade approximant agrees well with the series (3.1), where it converges, and also agrees well with some values for the amplitude computed by purely numerical methods. (These numerical methods will be discussed in more detail in the next section.) 4. Transformation of the amplitude series. We can now use the information obtained in the previous section to introduce a new expansion parameter which will lead to a new series representation for A(E), which will converge for larger values of E. To do this, we introduce a new expansion parameter 6=8(e), defined by the transformation ( where the new coefficients a2i can be expressed in terms of the coefficients a2j and the transformation (4.1) in a straightforward manner. Since the singularities at ?R0 e+'Po appear to be the only singularities of A(s) in the finite part of the s-plane, we expect that the series (4.2) will converge for all values of 8 with 181 < 1. On the other hand, since A(E) has an essential singularity at E equal to infinity (see [2] , for example), we would not expect the series (4.2) to converge for values of 8 with 18 1> 1.
To investigate this point quantitatively, we performed a Pade analysis on the series (4.2) using the coefficients a2p. The zeros and poles of the Pade approximants again formed patterns indicating branch point singularities (in the complex E-plane), this time lying on the real and imaginary axes at distances from the origin slightly greater than one. (For example, for the [48/48] approximant, the closest zero-pole pair was on the imaginary axis at a distance of 1.015 from the origin.) Thus, it appears that the radius of convergence for the series A(8) is nearly one. The root test on the coefficients a2j gives a result consistent with the value of one. We have used the series (4.2) to compute values of A for selected values of s between 1 and 100, which correspond to values of E for which good numerical results are available (see, e.g., Zonneveld [7] ). The results are presented in the third and fourth columns of Table 2 and show that the series (4.2) agrees well with the numerical results, with a maximum error of about 0.79% at E = 100. In Fig. 3 , we have plotted A(8) using (4.2) (dotted line) for 8 close to one. Note that the vertical scale in Fig. 3 is 100(A -2) , and, hence, the agreement between A(8) and the numerical results is better than might be indicated at first glance.
We can now use some information about the asymptotic behavior of the amplitude as E -*oX to improve the convergence of our series for A(8) near 8 = 1 (i.e., for large TABLE 2 Comparison of the amplitudes computed from equations (4.2) and (4.4) with the numerical amplitudes reported by Zonneveld [7] . The percentage differences are enclosed in parentheses. values of E). As E -> cc, we know (see [5] , for example) that where the constants b2, can be determined from the coefficients a2i. We note that the representation (4.4) has the properties that A = 2 when 8 = 0 or 8 = 1 (i.e., when E = 0 or E = CO) and also that, as 8 --1, or E --oO, the asymptotic form of (4.4) agrees with the form of the first two terms in (4.3). Amplitudes computed from (4.4) are listed in the fifth column of Table 2 for values of e between 1 and 100. We see that, for values of E greater than 8, the series (4.4) agrees more closely with the numerical results than does the series (4.2). In Table 3 we have compared values of the amplitude computed from the series (4.2) [7] are indicated by the heavy dashed line. and (4.4) with the four term asymptotic formula (4.3) for A(E). The differences between the amplitudes computed from (4.2) and the asymptotic formula (4.3) steadily increase as E increases, approaching a maximum error of about 0.85% at infinity. However, when (4.4) is used, these differences readily decrease, the agreement being perfect (by design) at 8 = 1 (i.e., infinite E). In Fig. 3 , we have also plotted the values of 100(A-2) using (4.4). Again, the close agreement as 8 -> 1 among the values for the amplitude computed from (4.4), (4.3), and the numerical results can be clearly seen. for all x, the behavior of the convergence of the series for x between ir and 2 ir will be the same as the behavior for x between 0 and Ir.) In Fig. 4 , we show the phase
FIG. 3. Amplitudes A(E) computed using the transformed series (4.2) (dotted line), the series (4.4) (dashed line), and the asymptotic formula (4.3) (light dashed line), all expressed as functions of 3 given by (4.1). The numerical results of Zonneveld
FIG. 4. Phase plane plots for the limit cycle u(x, t) computed using the first 100 terms of the series (2.6) with E = 0 (a), E = 1 (b), E = 1.5 (c), and ? = 1.6 (d).
plane plots of the limit cycle, using the first 100 terms in (2.6) for E = 0, 1.0, 1.5, and 1.6. The plots for E = 1.0 and 1.5 are smooth and agree very well with similar plots computed by purely numerical means. However, for E = 1.6, we notice that, while most of the cycle is smooth and, in fact, agrees very well with the true cycle, portions of the curve in the second and fourth quadrant have developed oscillations which are not present in the actual limit cycle. These oscillations become more pronounced as E is slowly increased above 1.6, although certain portions of the curve still remain smooth. For E = 1.8, however, the limit cycle computed from (2.6) is completely meaningless. The nonuniform behavior of the convergence of the series representation of the limit cycle suggests that its radius of convergence may vary with x. In particular, the portions of the phase plane plots where the (artificial) oscillations appear correspond to values of x near ir/2 and 3ir/2. This suggests that the radius of convergence of (2.6) may be somewhat smaller for values of x near ir/2 and 3ir/2 than for other values of x.
In order to investigate this behavior more carefully, we performed a Pade analysis on the coefficients uj(x) for values of x between 0 and r, in increments of ir/50. For values of x between 0 and about ir/4, the analysis indicated the presence of only the same two pair of complex conjugate branch points which were present for the amplitude series, i.e., for x = 0 (see Fig. 2 ). In Fig. 5a ,b, we show the location of the zeros and poles of the [24/24] Pade approximant which lie in the upper half complex plane for x = sI/50 and x = 13X/50. As x was increased to values greater than r/4, however, something quite different and very interesting happened. It appears that, as x increases above r/4, a "new" singularity leaves its position in the second quadrant and moves toward the imaginary axis. In Fig. 5c,d we show the zeros and poles of the [24/24] Pade approximant for x = 18X/50 and x = 24X/50, which clearly indicate the presence of this "moving singularity," while also indicating that there is still a singularity which remains fixed in the second quadrant. At x = r/2, the moving singularity crosses the imaginary axis. As x increases above r/2, the moving singularity enters the first quadrant, and moves toward the position of the "fixed singularity" in that quadrant. At about x = 3Xr/4, it appears to coalesce (at least approximately) with the fixed singularity and remains there for x between 3X/4 and v. As x varies between v and 2i, the phenomena described above exactly repeats itself, with a singularity again moving from the second to the first quadrant. Of course, a similar phenomenon is happening simultaneously in the lower half plane.
Thus, it appears that the limit cycle series (2.6) has three pairs of complex conjugate singularities in the complex E-plane, two pairs remaining fixed as x varies, while the third pair moves as a function of x. We have illustrated this schematically in Fig. 6 , indicating in the upper half complex E-plane the location of the fixed singularities and also the approximate location of the moving singularity for various values of x.
From a knowledge of the location of these singularities, we can estimate the radius of convergence R of the series (2.6). In particular, the radius of convergence will be just the distance from the origin to the closest singularity. For 0-' x -/4 and 3Xv/4_ x v x, when the moving singularity coincides (at least approximately) with the fixed singularities, the Pade analysis gives R 1.88. However, for V/4 < x < 3XV/4, the moving singularity becomes the dominant singularity, moving closer to the origin than the fixed singularities. Thus, R decreases for v/4-x v/2, reaching a minimum of Fig. 7a . As mentioned earlier, the smaller radius of convergence of the series (2.6) for x near r/2 accounts for the presence of the oscillations in certain portions of the phase plane plots in Fig. 4 . In particular, for E = 1.6 (Fig. 4d) , the oscillations occur for values of x near r/2 (and 3 X/2), indicating that this value of ? is close to the radius of convergence in this region. However, for x not near V/2 or 3XV/2, ? = 1.6 is far enough from the radius of convergence to render the first 100 terms in (2.6) (used to calculate the plots in Fig. 4 ) a good approximation to the true solution.
In Fig. 7b we have plotted the angle /3 as a function of x. Here /3 is the angle which the moving singularity makes with the positive real axis. Although we have not been able to determine with any great certainty what the moving singularity is "doing" for 0-x r/4, there is some evidence that it may possibly be spiraling out from its location at x = 0. One piece of evidence to support this conjecture is the little "bump" to show up on the figure. Similar, but less pronounced, oscillations occur near x = V/4 in the plot of R (x). Of course, similar oscillations occur near x = 3XV/4, indicating that the singularity may spiral into its location at x = X in the first quadrant. However, since we are dealing with very small oscillations and since we have two pairs of singularities coalescing, our numerical results are not accurate or stable enough to make any definite statement about this conjecture. 6. Transformation of the limit cycle series. Using our knowledge of the location of singularities of the limit cycle in the complex E-plane, it is possible to introduce a new expansion parameter which will allow us to recast the original series (2.6) into a form which will converge for larger values of E. To do this, we let E = ? Ro e",90 be the locations of the fixed singularities and E where the functions Uj can be determined in a straightforward manner. We performed a root test on the coefficient Uj for values of x between 0 and XT and found in each case an estimated radius of convergence very close to one. We also performed a Pade analysis of the coefficients Uj and found again a constant radius of convergence very close to one. In particular, for each value of x, the Pade analysis indicated singularities of u in the complex w-plane very near w = ? 1. These singularities are related, of course, to the essential singularity of u at ? equal to infinity.
To obtain some phase plane plots using the transformed series (6.2), we found it more convenient to use a transformation which is simpler (but less accurate) than (6.1). (For practical computations, the use of (6.1) requires the recomputation of the series coefficients Uj for each value of x used, since R and /3, and hence w(E), depend on x.) Instead of (6.1), we used the transformation where Rm = min R (x) -1.65. Here w has the same mapping properties as w, except that it maps the moving singularity to infinity only when it is closest to the origin, i.e., when x = r/2. Thus, the region in the E-plane containing the singularities is mapped out away from the origin, but not all the way to infinity. The advantage of (6.3), of course, is that it is independent of x and needs to be inverted only once during the computations to express E as a function of w. Using (6.3), we recast the series (2.6) into a form similar to (6.2), with w replaced by w. A Pade analysis of this transformed series revealed that it has a minimum radius of convergence of about 0.953, which corresponds to a radius of convergence in the 8-plane of about 3.97. In Fig. 8 , we show the phase plane plots of. u using this transformed series for 8 = 1.65 and 8 = 3.5. 7. Discussion. The method of analysis we have presented here is an interesting combination of the methods of regular perturbation analysis and classical analysis, with both symbolic and numerical computation used to carry out the details of the methods. As we mentioned in I, the importance of the role of symbolic computations in this analysis should not be underestimated. Among other advantages, it allowed us to find certain patterns and forms of the solutions which greatly facilitated the construction of an efficient numerical FORTRAN program to carry the computations further. Also, the coefficients in the various expansions obtained by symbolic computation, being in exact rational number form, allowed us not only to check the results of our FORTRAN program but also to estimate the magnitude and effects of roundoff errors in our numerical computations.
As far as the practical application of our results is concerned, it is interesting to note that we have been able to present formulas for the frequency and limit cycle function, valid for large values of E, by knowing only the approximate locations of the singularities of the functions involved. In particular, we have obtained our results without having to investigate the nature (or type) of the singularities that occur (e.g., we have not had to determine whether we have an algebraic or logarithmic singularity or a singularity of some other kind). In this sense, the methods we have used are quite powerful, especially in that all we really needed to know to make them work was a knowledge of the approximate location of the singularities, and not their exact location. It is interesting to point out, however, that the location of the singularities for this problem, being off the real axis, is in sharp contrast to the location of the singularities for "most" other physical problems which have been analyzed by similar methods (see e.g., Van Dyke [6] ).
It is also important to point out that the analysis of the u-series has indicated the presence of a pair of singularities (i.e., the "moving" singularities) which are not present in series expansion of the frequency series. These "new" singularities not only limit the convergence of the u-series but also account for the nonuniformity in the convergence, which could not be explained in terms of the singularities in the frequency series alone. Thus, our results seem to indicate that it may be incorrect (or at best misleading) to assume that the convergence of the series expansion of the primitive solution to a problem (e.g. u(t, E) here) will be "the same as" the convergence of the series for a "constant" associated with it (e.g., the frequency).
As far as the nature of the singularities is concerned, however, we have applied the method of analysis given by Hunter and Guerrieri [3] to the frequency series we developed in I and to the maximum amplitude series u(O; E), discussed in ?? 3 and 4, which were both essentially series in powers of _2. The result of this analysis indicated that the singularities in these cases are algebraic singularities with an exponent of +2, i.e., square root singularities. However, the method of [3] does not work well when more than one pair of complex conjugate singularities are about at equal distance from the origin, as in the case of the series (2.6) for x> 0, and hence we have no definite knowledge of the nature of the singularities for u when x > 0.
