We consider the transmission of a Gaussian vector source over a multi-dimensional Gaussian channel where a random or a fixed subset of the channel outputs are erased. We consider the setup where the only encoding operation allowed is a linear unitary transformation on the source. For such a setup, we consider the minimum mean-square error (MMSE) as the performance criterion and investigate the MMSE performance both in average and in terms of guarantees that hold with high probability as a function of system parameters. Necessary conditions for optimal unitary encoders are established, and explicit solutions for a class of settings are presented. Although there are observations (including evidence provided by the compressed sensing community) that may suggest the result that the discrete Fourier transform (DFT) matrix may be indeed an optimum unitary matrix for any eigenvalue distribution, we provide a counterexample. Finally, we consider equidistant sampling of circularly wide sense stationary (c.w.s.s.) signals, and present an upper bound that summarizes the effect of the sampling rate and the eigenvalue distribution.
Introduction
In this paper, we consider the transmission of a Gaussian vector source over a multi-dimensional Gaussian channel where a random or a fixed subset of the channel outputs are erased. For such a model, we consider the setup where the only encoding operation allowed is a linear unitary transformation on the source.
In the following, we make the system model precise and introduce the four problems which will be considered in the article.
Source and Measurement Models and Problem Definitions
In this section, we will formulate a family of estimation problems to investigate the relationship between the MMSE and various measurement strategies.
The problems we will formulate in the following will help us explore the relationship between the MMSE and the spread of the uncertainty of the signal in the measurement domain. We note that the concepts that are traditionally used in the information theory literature as measures of dependency or uncertainty in signals (such as degree of freedom, or entropy) are mostly defined independent of the coordinate system in which the signal is to be measured. For example, the concept of entropy for discrete time signals allows applying arbitrary invertible transformations and processing. As an example one may consider the Gaussian case: the entropy solely depends on the eigenvalue spectrum of the covariance matrix, hence making the concept blind to the coordinate system in which the signal lies in.
Here we would like to explore basis dependency of uncertainty in a signal in estimation framework. With this motivation, we consider the following noisy measurement system y = Hx + n,
where x ∈ C N is the unknown input proper complex Gaussian random vector, n ∈ C M is the proper complex Gaussian vector denoting the measurement noise, and y ∈ C M is the measurement vector. H is the M × N measurement matrix. We assume that x and n are statistically independent zero-mean random vectors with covariance matrices K x = E [xx † ], and K n = E [nn † ], respectively. We assume that the components of n are independent and identically distributed (i.i.d.) with E [n i n i †] = σ 2 n > 0, hence K n = σ 2 n I N ≻ 0, where I N is the N × N identity matrix. Let K x = U Λ x U † 0 be the singular value decomposition of K x , where U is a N × N unitary matrix, and Λ x = diag(λ 1 , . . . , λ N ). Here † denotes complex conjugate transpose. When needed, we emphasize the random variables the expectations are taken with respect to; we denote the expectation with respect to the random measurement matrix by E H [.] , and the expectation with respect to random signals involved (including x and n) by E S [.] .
In all of the problems we assume that the receiver has access to channel realization information.
In the following, we present four problems that will be considered in this article.
PROBLEM P1 (Best Unitary Encoder For Random Channels): Let U N be the set of N × N unitary matrices: {U ∈ C N : U † U = I N }. We consider the following minimization problem
where the expectation with respect to H is over admissible random measurement strategies: random scalar Gaussian channel (only one of the components is measured each time) or Gaussian erasure channel (each component of the unknown vector is erased independently and with equal probability). PROBLEM P2 (Error Bounds For Random Sampling/Support at a Fixed Measurement Domain: Are there any nontrivial lower bounds (i.e. bounds close to 1) on
for some function f P 2 , where f P 2 denotes a sufficiently small error level given tr (K x ), and σ 2 n . In particular, when there is no noise, we will be investigating the probability that the error is zero.
PROBLEM P3 (Error Bounds For Random Projections): Let x ∈ R N and y ∈ R M . Are there any nontrivial lower bounds (i.e. bounds close to 1) on
for some function f P 3 under the scenario of sampling with random projections (entries of H are i.i.d. Gaussian) with fixed eigenvalue distribution? How does the Λ x and H affect the performance? Here f P 3 denotes a sufficiently small error level given tr (K x ) and σ 2 n . We note that in the context of this problem it is not meaningful to seek for the best orthonormal U (i.e. U ∈ R N ×N : U † U = I N ) encoder. This is because the entries of H are i.i.d. Gaussian, and such a random matrix H is left and right 'rotationally invariant': For any orthonormal matrix U , the random matrices U H, HU and H have the same distribution. See [Lemma 5, [1] ].
PROBLEM P4 (Estimation Error of Equidistant Sampling of Circularly Wide Sense Stationary Signals): What is the MMSE error of equidistant sampling for a c.w.s.s. signal? What is its relationship with eigenvalue distribution and rate of sampling?
We note that the dependence of signal uncertainty in the signal basis has been considered in different contexts in the information theory literature. The approach of applying coordinate transformations to orthogonalize signal components takes place in many signal reconstruction and information theory problems. For example the rate-distortion function for a Gaussian random vector is obtained by applying an uncorrelating transform to the source, or approaches such as the Karhunen-Loéve expansion are used extensively. On the other hand, the compressive sensing community heavily makes use of the notion of coherence of bases, see for example [2, 3, 4] . The coherence of two bases, say the intrinsic signal domain ψ, and the orthogonal measurement system φ is measured with µ = max i,j |u ij |, U = φψ providing a measure of how concentrated the columns of U are. When µ is small, one says the mutual coherence is small. As the coherence gets smaller, fewer samples are required to provide good performance guarantees.
The total uncertainty in the signal as quantified by information theoretic measures such as entropy (or eigenvalues) and the spread of this uncertainty (basis) reflect different aspects of the dependence in a signal. The estimation problems we will consider may be seen as an investigation of the relationship between the MMSE and these two measures.
Literature Review
In the following, we provide a brief overview of the related literature. An important model in the article is the Gaussian erasure channel, where each component of the unknown vector is erased independently and with equal probability, and the transmitted components are observed through Gaussian noise. This type of model may be used to formulate various types of transmission with low reliability scenarios, for example Gaussian channel with impulsive noise [5, 6] . This measurement model is also related to the measurement model considered in the compressive sensing framework, where the measurement scenario where each component is erased independently and with equal probability is of central importance [7, 8] . Our work also contributes to the understanding of the MMSE performance of such measurement schemes under noise.
The problem of optimization of precoders or input covariance matrices is formulated in literature under different performance criteria: When the channel is not random, [9] considers a related trace minimization problem, and [10] a determinant maximization problem, which correspond to optimization of the MMSE and mutual information performance respectively in our formulation. [11] , [12] formulates the problem with the criterion of mutual information, whereas [13] focuses on the MMSE, and [14] on determinant of the mean-square error matrix. [15, 16] presents a general framework based on Schurconvexity. In these works the channel is known at the transmitter, hence it is possible to shape the input according to the channel. When the channel is a Rayleigh or Rician fading channel, [17] investigates the best linear encoding problem without restricting the encoder to be unitary. [1] focuses on the problem of maximizing the mutual information for a Rayleigh fading channel. [5] , [6] consider the erasure channel as in our setting, but with the aim of maximizing the ergodic capacity.
In Problems P2 and P3, we investigate how the results in random matrix theory mostly presented in compressive sampling framework can be used to find bounds on the MMSE associated with the described measurement scenarios. We note that there are studies that consider the MMSE in compressive sensing framework such as [18, 19] , which focus on the scenario where receiver does not know the location of the signal support. In our case we assume that the receiver has full knowledge of the signal covariance matrix.
Preliminaries and Notation
In the following, we present a few definitions and notations that will be used throughout the article. Let tr (K x ) = P . Let D(δ) be the smallest number satisfying D i=1 λ i ≥ δP , where δ ∈ (0, 1]. Hence for δ close to one, D(δ) can be considered as an effective rank of the covariance matrix and also the effective number of "degrees of freedom" (DOF) of the signal family. For δ close to one, we drop the dependence on δ and use the term effective DOF to represent D(δ). A closely related concept is the (effective) bandwidth. We use the term "bandwidth" for the DOF of a signal whose canonical domain is the Fourier domain, i.e. whose unitary transform is given by the discrete Fourier Transform (DFT) matrix.
Let
tk , where 0 ≤ t , k ≤ N − 1. We note that the DFT matrix is the diagonalizing unitary transform for all circulant matrices [20] . In general, a circulant matrix is determined by its first row and defined by the relationship
, where rows and columns are indexed by t and k, 0 ≤ t , k ≤ N − 1, respectively. The transpose, complex conjugate and complex conjugate transpose of a matrix A is denoted by A T , A * and A † , respectively. The eigenvalues of a matrix A are denoted in decreasing order as
Here is a brief summary of the rest of the paper: In Section 2, we consider random channels and formulate the problem of finding the most favorable unitary transform under average performance. We investigate the convexity properties of this optimization problem, and obtain conditions of optimality through variational equalities. We identify special cases where the discrete Fourier Transform (DFT)-like unitary transforms turn out to be the best coordinate transforms (possibly along with other unitary transforms). Although there are many observations (including evidence provided by the compressed sensing community) that may suggest the result that the DFT matrix may be indeed an optimum unitary matrix for any eigenvalue distribution, we provide a counterexample. In Section 3, we illustrate how some recent results in matrix theory mostly presented in the compressive sampling framework can be used to find performance guarantees for the MMSE estimation that hold with high probability. In Section 4, we illustrate how the spread of the eigenvalue distribution and the measurement scheme contribute to obtain performance guarantees that hold with high probability for the case of sampling matrix with i.i.d. Gaussian entries. In Section 5, we consider equidistant sampling of a circularly wide sense stationary signal. We give the explicit expression for the MMSE, and show that two times the total power outside a properly chosen set of indices (a set of indices which do not overlap when shifted by an amount determined by the sampling rate) provides an upper bound for the MMSE. We conclude in Section 6.
Problem P1: Average Performance of Random Scalar Gaussian
Channel and Gaussian Erasure Channel
In this section, we consider two closely related random channel structures, and focus on the average MMSE performance. We assume that the receiver knows the channel information, whereas the transmitter only knows the channel probability distribution. We consider the following measurement strategies: a) (Random Scalar Gaussian Channel:) H = e T i , i = 1, . . . , N with probability 1 N , where e i ∈ R N is the i th unit vector. We denote this sampling strategy with S s . b) (Gaussian Erasure Channel) H = diag(δ i ), where δ i are i.i.d. Bernoulli random variables with probability of success p ∈ [0, 1]. We denote this sampling strategy with S b .
We are interested in the following problem: PROBLEM P1 (Best Unitary Encoder For Random Channels): Let K x denote the covariance matrix of x. Let K x = U Λ x U † be the singular value decomposition of K x , where U is N × N unitary matrix, and Λ x = diag(λ 1 , . . . , λ N ). We fix the eigenvalue distribution with Λ x = diag(λ i ) 0, where
We consider the following minimization problem
where the expectation with respect to H is over admissible measurement strategies S s or S b . Hence we want to determine the best unitary encoder for the random scalar Gaussian channel or Gaussian erasure channel.
We note that [5] and [6] consider the erasure channel model (S b in our notation) with the aim of maximizing the ergodic capacity. Their formulations let the transmitter also shape the eigenvalue distribution of the source, whereas ours does not.
We note that our problem formulation is equivalent to following unitary encoding problem
, where K w = Λ x , y = HU w + n. We also note that by solving the Problem P1 for the measurement scheme in (1), one also obtains the solution for the generalized the set-up y = HV x + n, where V is any unitary matrix: Let U o denote an optimal unitary matrix for the scheme in (1) . Then V † U o ∈ U N is an optimal unitary matrix for the generalized set-up.
First Order Conditions for Optimality
Under a given measurement matrix H, by standard arguments the MMSE estimate is given by
We note that since K n ≻ 0, we have K y ≻ 0, and hence K −1 y exists. The associated MMSE can be expressed as [21, Ch2]
, where q ∈ (0, 1] is the probability that the one possible measurement is done, and 1 − q is the probability it is not done. Hence q = 1 for S s , and
, whose sign changes depending on λ, and U . Hence neither ∇ 2 U f (U ) 0 nor ∇ 2 U f (U ) 0 holds for all U ∈ R. In general, the objective function depends only on U B , not U . If U B satifying U † B U B = I |B| , with |B| < N is an optimal solution, then unitary matrices satisfying U † U can be formed by adding column(s) to U B without changing the value of the objective function. Hence any such unitary matrix U will also be an optimal solution. Therefore it is sufficient to consider the constraint {U B : U † B U B = I |B| }, instead of the condition {U : U † U = I N }, while optimizing the objective function. We also note that if U B is an optimal solution, exp(jθ)U B is also an optimal solution, where 0 ≤ θ ≤ 2π. Let u i be the i th column of U B . We can write the unitary matrix constraint as follows:
, it is sufficient to consider k ≤ i. Hence this constraint may be rewritten as
where e i ∈ R |B| is the i th unit vector. We now consider the first order conditions for optimality. We note that we are optimizing a real valued function of a complex valued matrix U B ∈ C N ×|B| . Let U B,R = ℜ{U B } ∈ R N ×|B| , and U B,I = ℑ{U B } ∈ R N ×|B| denote the real and imaginary parts of the complex matrix U B , so that U B = U B,R + jU B,I . One may address this optimization problem by considering the objective function as a mapping from these two real components U B,R and U B,I instead of the complex valued U B . In the following development, we consider this real framework along with the complex framework.
∈ R 2N ×|B| . Let us first consider the set of constraint gradients, and investigate conditions for constraint qualification.
Lemma 2.1
The constraints can be expressed as
The set of constraint gradients with respect to U B is given by
The elements of this set are linearly independent for any matrix U B satisying U † B U B = I B . Proof: Proof is given in Section 7.1 of the Appendix. Since the constraint gradients are linearly independent for any matrix U B satisying U † B U B = I B , the linear independence constraint qualification (LICQ) holds for any feasible U B [23, Defn.12.4] . Therefore, the first order condition L( U B , ν, υ) = 0 together with the condition U † B U B = I B is necessary for optimality [23, Thm 12.1] , where L( U B , ν, υ) is the Lagrangian for some Lagrangian multiplier vectors ν, and υ. We use the notation L instead of L to emphasize the function is seen as a mapping from U B instead of U B .
We note that the unitary matrix constraint in (16) can be also expressed as
We note that in general,
Hence (20) and (21) 
Remark 2.1 For random scalar Gaussian channel, we can analytically show that these conditions are satisfied by the DFT matrix and the identity matrix. It is not surprising that both the DFT matrix and the identity matrix satisfy these equations, since this optimality condition is the same for both minimizing and maximizing the objective function. We show that the DFT matrix is indeed one of the possibly many optimizers for the case where the values of the nonzero eigenvalues are equal in Lemma 2.3. The minimizing property of the identity matrix in the noiseless case is investigated in Lemma 2.4. For Gaussian erasure channel, we show that the observations presented in compressive sensing literature implies that the MMSE is small with high probability for the DFT matrix (see Section 3). Although these observations and the other special cases presented in Section 2.2 may suggest the result that the DFT matrix may be an optimum solution for the general case, we show that this is not the case by presenting a counterexample where another unitary matrix not satisfying |u ij | 2 = 1/N outperforms the DFT [Lemma 2.7].
Special Cases
In this section, we consider some related special cases. For random scalar Gaussian channel, we will show that when the nonzero eigenvalues are equal any covariance matrix (with the given eigenvalues) having a constant diagonal is an optimum solution [ Lemma 2.3] . This includes Toeplitz covariance matrices or covariance matrices with any unitary transform satisfying |u ij | 2 = 1/N . We note that the DFT matrix satisfies |u ij | 2 = 1/N condition, and always produces circulant covariance matrices. We will also show that for both channel structures, for the noiseless case (under some conditions) regardless of the entropy or degree of freedom of a signal, the worst coordinate transformation is the same, and given by the identity matrix [Lemma 2.4].
For Gaussian erasure channel, we will show that when only one of the eigenvalues is nonzero (i.e. rank of the covariance matrix is one), any unitary transform satisfying |u ij | 2 = 1/N is an optimizer [Lemma 2.5]. We will also show that under the relaxed condition tr(K −1 x ) = R, the best covariance matrix is circulant, hence the best unitary transform is the DFT matrix [Lemma 2.6]. Furthermore in the next section, we will show that the observations presented in compressive sensing literature implies that the MMSE is small with high probability when |u ij | 2 = 1/N . Although all these observations may suggest the result that the DFT matrix may be an optimum solution in the general case, we will show that this is not the case by presenting a counterexample where another unitary matrix not satisfying
Before moving on, we note the following relationship between the eigenvalue distribution and the MMSE. Let H ∈ R M ×N be a given sampling matrix which formed by taking 1 ≤ M ≤ N rows from the identity matrix. Assume that Λ x ≻ 0. Let the eigenvalues of a matrix A be denoted in decreasing order as
The MMSE can be expressed as (11)
.
where we have used case (b) of the following lemma in (34) , and the fact that
Hermitian matrices where rank of A 2 is at most M.
Then the following holds: (a)
This lower bound is consistent with our intuition: If the eigenvalues are well-spread, that is D(δ) is large in comparison to N for δ close to 1, the error cannot be made small without large number of measurements.
The first term in (37) may be obtained by the following intuitively appealing alternative argument: The energy compaction property of Karhunen-Loève expansion guarantees that the best representation of this signal with M variables in mean-square error sense is obtained by first decorrelating the signal with U † and then using the random variables that correspond to the highest M eigenvalue. The mean-square error of such a representation is given by the sum of the remaining eigenvalues, i.e.
Here we make measurements before decorrelating the signal, and each component is measured with noise. Hence the error of our measurement scheme is lower bounded by the error of the optimum scheme, which is exactly the first term in (37) . The second term is the MMSE associated with the measurement scheme where M independent variables with variances given by the M smallest eigenvalues of Λ x are observed through i.i.d noise.
Lemma 2.3 Let tr(K x ) = P . Assume that the nonzero eigenvalues are equal, i.e. Λ x,B = P |B| I B . Let K n = σ 2 n I. Then the minimum average error for random scalar Gaussian channel (H = e T i , i = 1, . . . , n with probability
which is achieved by covariance matrices with constant diagonal. In particular, covariance matrices whose unitary transform is the DFT matrix satisfy this. Proof: Note that if none of the eigenvalues are zero, K x = I regardless of the unitary transform, hence the objective function value does not depend on it.) The objective function may be expressed as (14)
where in (40) we have used Lemma 2 of [17] . We now consider the minimization of the following function
where
Here z k ≥ 0 and k z k = P , since tr (K x ) = P . We note that the goal is the minimization of a convex function over a convex region. Since the objective and constraint functions are differentiable and Slater's condition is satisfied, we consider the Karush-Kuhn-Tucker (KKT) conditions which are necessary and sufficient for optimality [27] :
where µ, ν are Lagrange multipliers with ν i ≥ 0, and ν i z i = 0, for i = 1, . . . , N |. Solving for the KKT conditions and investigating the set of active constraints for the best objective function value reveals that best z i is given by z i = P/N . We observe that this condition is equivalent to require that the covariance matrix has constant diagonal. This condition can be always satisfied; for example with a Toeplitz covariance matrix or with any unitary transform satisfying |u ij | 2 = 1/N . We note that the DFT matrix satisfies |u ij | 2 = 1/N condition, and always produces circulant covariance matrices.
Lemma 2.4
We now consider the random scalar channel without noise, and consider the following maximization problem which searches for the worst coordinate system for a signal to lie in: Let x ∈ C N be a zero-mean proper Gaussian random vector. Let Λ x = diag(λ i ), with tr (Λ x ) = P be given.
where y = x i with probability 1
The solution to this problem is as follows: The maximum value of the objective function is
Remark 2.2 We emphasize that this result does not depend on the eigenvalue spectrum Λ x .
Remark 2.3
We note that when some of the eigenvalues of the covariance matrix are identically zero, the eigenvectors corresponding to the zero eigenvalues can be chosen freely (of course as long as the resulting transform U is unitary).
Proof: The objective function may be written as
(Otherwise one may set ρ i,t = 1 if i = t, and ρ i,t = 0 if i = j.) Now we observe that σ 2 t ≥ 0, and 0 ≤ |ρ i,t | 2 ≤ 1. Hence the maximum value of this function is given by ρ i,t = 0, ∀ t, i s.t. t = i. We observe that any diagonal unitary matrix U = diag(u ii ), |u ii | = 1 (and also anyŪ = U Π, where Π is a permutation matrix) achieves this maximum value. In particular, the identity transform U = I N is an optimal solution.
We note that a similar result hold for Bernoulli sampling scheme: Let y = Hx.
, where the expectation with respect to H is over admissible measurement strategies S b is (1 − p) tr (K x ), which is achieved by any U Π, U = diag(u ii ), |u ii | = 1, Π is a permutation matrix.
Lemma 2.5 Suppose |B| = 1, i.e. λ k = P > 0, and λ j = 0, j = k, j ∈ 1, . . . , N . Let the channel be the Gaussian erasure channel, i.e. y = Hx + n, where H = diag(δ i ), where δ i are i.i.d. Bernoulli random variables, and K n = σ 2 n I N . Then the minimum error is given by
where this optimum is achieved by any unitary matrix with entries of k th column satisfying
. . , N , where T denotes transpose.
The proof uses an argument in the proof of [1, Thm. 1], which is also used in [17] . Let Π i ∈ R N ×N denote the permutation matrix indexed by i = 1, . . . , N !. We note that a feasible vector v satisfies
, which forms a convex set. We observe that for any such v, weighted sum of all
is a constant vector and also feasible. We note that g(v) = E [
] is a convex function of v over the feasible set.
for all v, andv is the optimum solution. Since there exists a unitary matrix satisfying |u ik | 2 = 1/N for any given k (such as any unitary matrix whose k th column is any column of the DFT matrix), the claim is proved.
Instead of fixing the eigenvalue distribution, let us consider the relaxed constraint tr(K −1 x ) = R. Let K n ≻ 0. Let the channel be the Gaussian erasure channel, i.e. y = Hx+n, H = diag(δ i ), where δ i are i.i.d. Bernoulli random variables with probability of success p. Then arg min
is a circulant matrix. Proof: The proof uses an argument in the proof of [6, Thm. 12], [5] . Let Π be the following permutation matrix,
We observe that Π and Π l (l th power of Π) are unitary matrices. We form the following matrix
† , which also satisfies the power constraint tr (K −1 x ) = R. We note that
We note that tr( x provides a lower bound for arbitrary K −1
x satisfying the power constraint. SinceK −1 x is circulant and also satisfies the power constraint tr (K −1 x ) = R, the optimum K −1 x should be circulant. We note that we cannot follow the same argument for the constraint tr(K x ) = P , since the objective function is concave in K x over the set K x ≻ 0. This can be seen as follows:
Schur complement is matrix concave in K ≻ 0, for example see [27, Exercise 3.58 ]. Since trace is a linear operator, tr(K e ) is concave in K. Since K is an affine mapping of K x , and composition with an affine mapping preserves concavity [27, Sec. 3 
Lemma 2.7 The DFT matrix is, in general, not an optimizer of Problem P1 for Gaussian erasure channel.
Proof: We provide a counterexample to prove the claim of the lemma: An example where a unitary matrix not satisfying |u ij | 2 = 1/N outperforms the DFT matrix. Let N = 3. Let Λ x = diag(1/6, 2/6, 3/6), and K n = I. Let U be
Hence K x becomes
We write the average error as a sum conditioned on the number of measurements as We note that our argument covers any unitary matrix that is formed by changing the order of the columns of the DFT matrix, i.e. any matching of the given eigenvalues and the columns of the DFT matrix: U 0 provides better performance than any K x formed by using the given eigenvalues and any unitary matrix formed with columns from the DFT matrix. The reported error values hold for all such K x .
Rate-Distortion Bound
We note that by combining the rate distortion theorem and the converse to the channel coding theorem, one can see that the rate-distortion function lower bounds the channel capacity for a given channel structure [28] . We now show that this rate-distortion bound is not achievable with the channel structure we have.
We consider the scalar real channel: y = auα + n, where a = 1 with probability p, and a = 0 with probability 1 − p. Let uα = x. Let α, and n be independent zero mean Gaussian random variables. When needed, we emphasize the random variables the expectations are taken with respect to; we denote the expectation with respect to the random channel gain by E a [.] , and the expectation with respect to random signals involved (including x and n) by E s [.] Assuming the knowledge of realization of a at the receiver, but not at the transmitter, the capacity of this channel with power constraint P x < ∞ is given bȳ
Here we have used the fact that the capacity of an additive Gaussian channel with noise variance σ 2 n and power constraint P x is 0.5 log(1 + Px σ 2 n ). The rate-distortion function of a Gaussian random variable with variance σ 2 α is given as
We note that by the converse to the channel coding theorem, for a given channel structure with capacity
where we have used the fact that C(a) ≥ R(D) for each realization of the channel, henceC = p C(a = 1)
On the other hand the average error of this system with Gaussian input α, σ 2
We observe that (68) is strictly larger than the bound in (66)
In the previous section, we have focused on the average MMSE performance of random scalar Gaussian channel and Gaussian erasure channel. In this section we consider a closely related sampling strategy, and focus on MMSE bounds that hold with high probability.
In this section, we assume that nonzero eigenvalues are equal, i.e. Λ x,B = P |B| I |B| , where |B| ≤ N . We are interested in the MMSE estimation performance of two set-ups: i) sampling of a signal with fixed support at randomly chosen measurement locations; ii) sampling of a signal with random support at fixed measurement locations. We investigate bounds on the MMSE depending on the support size or the number of measurements. We illustrate how the results in matrix theory mostly presented in compressive sampling framework can provide error bounds for these scenarios. We note that there are studies that consider the MMSE in compressive sensing framework such as [18, 19] , which focus on the scenario where receiver does not know the location of the signal support. In our case we assume that the receiver has full knowledge of signal covariance matrix.
We again consider the set-up in (1). The sampling operation can be modelled with a M × N H matrix, whose rows are taken from the identity matrix as dictated by the sampling operation. We let U M B = HU B be the M × |B| submatrix of U formed by taking |B| columns and M rows as dictated by B and H, respectively. The MMSE can be written as (11)
We see that the estimation error is determined by the eigenvalues of the matrix U † M B U M B . We note that many results in compressive sampling framework make use of the bounds on the eigenvalues of this matrix.We now use some of these results to bound the MMSE performance in different sampling scenarios. We note that different bounds found in the literature can be used, we pick some of the bounds from the literature to make the constants explicit. 
Let the signal have fixed support B on the signal domain. Let the sampling locations be chosen uniformly at random from the set of all subsets of the given size M . Let noisy measurements with noise power σ 2 n be done at these M locations. Then for sufficiently large M (µ), the error is bounded from above with high probability:
for some positive constants C 1 and C 2 , then
In particular, when the measurements are noiseless, the error is zero with probability at least 1 − δ. Proof: We first note that [2] . Suppose that M and |B| satisfies (73). Now looking at Theorem 1.2, and noting the scaling of the matrix U † U = N I in [2] , we see that P (0.5
By (71) the result follows.
For the noiseless measurements case, let A σ 2 n be the event {ε < σ 2
= P (ε = 0)
where we have used Dominated Convergence Theorem to change the order of the expectation and the limit. By (74) P (A σ 2 n ) ≥ 1 − δ, hence P (ε = 0) ≥ 1 − δ. We also note that in the noiseless case, it is enough to have λ min (U † M B U M B ) bounded away from zero to have zero error with high probability, the exact value of the bound is not important.
We note that when other parameters are fixed, as max k,j |u k,j | gets smaller, fewer number of samples are required. Since 1/N ≤ max k,j |u k,j | ≤ 1 , the unitary transforms that provide the best guarantees are the ones satisfying |u k,j | = 1/N . We note that for any such unitary transform, the covariance matrix has constant diagonal with (K x ) ii = P/N regardless of the eigenvalue distribution. Hence with any measurement scheme with M noiseless measurements, the reduction in the uncertainty is guaranteed to be at least proportional to the number of measurements, i.e. the error satisfies ε ≤ P − M N P . We now consider a signal sampled at fixed locations with random support uniformly chosen from the set of supports with a given size. We note that in this case the results, such as Theorem 12 of [3] or Theorem 2 of [29] (and the references therein ) that explores the bounds on the eigenvalues of random submatrices obtained by uniform column sampling can be used for bounding the estimation error. We assume that the receiver has access to the support set information. In the following we assume the field is real, i.e. x ∈ R N and y ∈ R M . The s.v.d. of K x is given as K x = U Λ x U † , where U is orthonormal, i.e. U ∈ R N ×N , U † U = I N . We note that normalized Hadamard matrices satisfy |u i,j | 2 = 1 N and orthonormal as required in the lemma. For the proper complex Gaussian case the argument is similar, and Theorem 12 of [3] can be used. 
where (HU ) j denotes the j th column of HU . Let the support of the signal be chosen uniformly from the set of all subsets of the given size |B| ≤ N . Then for sufficiently small |B|, the error is bounded from above with high probability
with r ∈ (0, 1). More precisely, let α ≥ 1, and η > 1. Assume that µ ≤ 
In particular, when the measurements are noiseless, the error is zero with probability at least 1 − 2592N −α . We note that as observed in [29] , it is sufficient to have α log N ≥ 8 to ensure that the probability bounds are non-trivial.
Proof: We note that X = N M HU has unit norm columns and µ given in (78) is the coherence of X as defined by equation [1.3] of [29] . We also note that HU is full rank, that is rank of HU is equal to largest possible value i.e. M , since U is orthogonal. We also note that ||X|| = || We note that the conclusions derived in this section are based on high probability results for the norm of a matrix restricted to random set of coordinates. We note that for the purposes of such results, the uniform random sampling model and the Bernoulli sampling model where each component is taken independently and with equal probability is equivalent [7, 8, 30] . For instance, the derivation of Theorem 1.2 of [2] , the main step of Lemma 3.1, is in fact based on a Bernoulli sampling model. Hence the high probability results presented there also hold for Gaussian erasure channel of Section 2 (with possibly different parameters).
Problem P3: Random Projections -Error Bounds That Hold With High Probability
In this section we consider the measurement strategy where M random projections of the signal are taken, the measurement system matrix H is a M × N , M ≤ N matrix with Gaussian i.i.d. entries. In this section we assume that the field is real. We also assume that Λ x is positive-definite. We note that the matrix theory result used in this section is novel, and provides fundamental insights into problem of estimation of signals with small effective number of degrees of freedom. In the previous section we have used some results in compressive sensing literature that are directly applicable only when the signals are known to be exactly sparse (some of the eigenvalues of K x are exactly equal to zero.) In this section we assume a more general eigenvalue distribution. Our result enables us draw conclusions when some of the eigenvalues are not exactly zero, but small. The method of proof provides us a way to see the effects of the effective number of degree of freedom of the signal (Λ x ) and the incoherence of measurement domain (HU ), separately.
Before stating our lemma, we now make some observations on the related results in random matrix theory. Consider the submatrices formed by restricting a matrix K to random set of its rows, or columns; R 1 K or KR 2 where R 1 and R 2 denote the restrictions to rows and columns respectively. The main tool for finding bounds on the eigenvalues of these submatrices is finding a bound on [3, 31, 29] . In our case such an approach is not very meaningful. The matrix we are investigating Λ −1
x + (HU ) † (HU ) constitutes of two matrices: a deterministic diagonal matrix with possibly different entries on the diagonal and a random restriction. Contrary to a sole random restriction, this matrix does not stay around its mean. Hence we adopt another method: the approach of decomposing the unit sphere into compressible and incompressible vectors as proposed by M. Rudelson and R. Vershynin [32] .
We note that when the eigenvalues of K x have rectangular spread, using the method in Lemma 3.1 and for example using Proposition 2.5 of [32] , [33] , one can prove that it is possible to achieve low values of MMSE with high probability also for random projections. Here we focus on the case where Λ x ≻ 0 to see the effects of other eigenvalue spreads. We also note that the general methodology in this section can be extended to the case where H has complex entries. In this case the channel will be a Rayleigh fading channel.
We consider the general measurement set-up in (1) where y = Hx + n, with K n = σ 2 n I, K x ≻ 0, and assume the field is real, i.e. x ∈ R N and n ∈ R M . The s.v.d. of K x is given as K x = U Λ x U † , where U ∈ R N ×N is orthonormal and Λ = diag(λ i ) with i λ i = P , λ 1 ≥ λ 2 , . . . , ≥ λ N . 
Remark 4.1 As we will see in the proof, the eigenvalue distribution plays a key role in obtaining stronger bounds: In particular, when the eigenvalue distribution is spread out, the theorem cannot provide bounds for low values of error. As the distribution becomes less spread out, stronger bounds are obtained. We discuss this point in Remark 7.1, Remark 7.2, and Remark 7.3. Effect of noise level is discussed in Remark 7.4. Proof: Let the eigenvalues of a matrix A be denoted in decreasing order as
We note that by [Lemma 5 , [1] ], H and HU have the same probability distribution. Hence we can consider H instead of HU in our arguments. The error can be expressed as (11)
where the first inequality follows from case (a) of Lemma 2.2 and the fact that H † H is at most rank M.
Hence the error is bounded as
The smallest eigenvalue of
H † H is sufficiently away from zero with high probability as noted in the following lemma: H † H are bounded from below as follows:
Here S N −1 denotes the unit sphere where x ∈ S N −1 if x ∈ R N , and ||x|| = 1. The proof of this lemma is given in Section 7.3 of the Appendix. We now know that P (λ min (Λ −1
Together with the error bound in (89), we have where 0 ≤ t , k ≤ N − 1 [20] . Hence in this section we fix the unitary transform to be the DFT matrix.
We denote the associated eigenvalues with λ k , 0 ≤ k ≤ N − 1 instead of indexing the eigenvalues in decreasing/increasing order. We note that since the columns of the DFT matrix satisfy
, the results of Section 3 are applicable to c.w.s.s. signals. In particular, by Lemma 3.1 we conclude that c.w.s.s. signals provide good performance with high probability for the case of random measurement locations with fixed support. Hence among signals with a covariance matrix with a given rectangular eigenvalue spread, c.w.s.s. signals are among the ones that can be estimated with low values of error with high probability with a given number of measurements.
In this section, we consider the noiseless deterministic sampling strategy where every 1 out of ∆N samples are taken. We let M = N ∆N ∈ Z, and assume that the first component is always measured for convenience. Hence our measurements are in the form
where H ∈ R M×N is the sampling matrix formed by taking the rows of the identity matrix corresponding to the observed variables. We now present our main result in this section; an explicit expression and an upper bound for the mean-square error associated with the above set-up.
Lemma 5.1 Let the model and the sampling strategy be as described above. Then the MMSE of estimating x from these equidistant samples can be expressed as
where J 0 = {k :
In particular, choose a set of indices J ⊆ {0, 1, . . . , N − 1} with |J| = M such that
with 0 ≤ k ≤ M − 1. Let P J = i∈J λ i . Then the MMSE is upper bounded by the total power in the remaining eigenvalues
In particular, if there is such a set J so that P J = P , the MMSE will be zero.
Remark 5.1
The set J essentially consists of the indices which do not overlap when shifted by M .
Remark 5.2
We note that the choice of the set J is not unique, and each choice of the set of indices may provide a different upper bound. To obtain the lowest possible upper bound, one should consider the set with the largest total power.
Remark 5.3
If there exists such a set J that has the most of power, i.e. P J = δP , δ ∈ (0, 1], with δ close to 1, then 2(P − P J ) = 2(1 − δ)P is small and the signal can be estimated with low values of error. In particular, if such a set has all the power, i.e. P = P J , the error will be zero. A conventional aliasing free set J may be the set of indices of the band of a band-pass signal with band smaller than M . It is important to note that there may exist other sets J with P = P J , hence the signal may be aliasing free even if the signal is not bandlimited (low-pass, high-pass etc) in the conventional sense. Proof: Proof is given in Section 7.4 of the Appendix. We observe that bandwidth W (or DOF) turn out to be good predictors of estimation error for this case. On the other hand, the differential entropy of an effectively W-bandlimited Gaussian vector can be very small even if the bandwidth is close to N , hence may not provide any useful information with regards to estimation performance.
We now compare our error bound with the following results where the signals defined on R are considered: In [34] , mean-square error of approximating a possibly non-bandlimited wide-sense stationary (w.s.s.) signal using sampling expansion is considered and a uniform upper bound in terms of power outside the bandwidth of approximation is derived. Here we are interested in the average error over all points of the N dimensional vector. Our method of approximation of the signal is possibly different, since we use the MMSE estimator. As a result our bound also makes use of the shape of the eigenvalue distribution. [35] states that a w.s.s. signal is determined linearly by its samples if some set of frequencies containing all of the power of the process is disjoint from each of its translates where the amount of translate is determined by the sampling rate. Here for circularly w.s.s. we show a similar result: if there is a set J that consists of indices which do not overlap when shifted by M , and has all the power, the error will be zero. In fact, we show a more general result for our set-up: we show that two times the power outside this set J provides an upper bound for the error, hence putting a bound on error even if it is not exactly zero.
Discussion and Conclusions
We have considered the transmission of a Gaussian vector source over a multi-dimensional Gaussian channel where a random or a fixed subset of the channel outputs are erased. We have considered the setup where the only encoding operation allowed is a linear unitary transformation on the source. We have investigated the MMSE performance both in average and in terms of guarantees that hold with high probability as a function of system parameters. We have assumed that the receiver knows the channel realization.
In addition to providing insights into the problem of unitary encoding in Gaussian erasure channels, our work also contributed to our understanding of the relationship between the MMSE and the total uncertainty in the signal as quantified by information theoretic measures such as entropy (eigenvalues) and the spread of this uncertainty (basis). We believe that through this relationship our work also sheds light on how to properly characterize the concept of "coherence". Coherence, a concept describing the overall correlatedness of a random field, is of central importance in statistical optics; see for example [36, 37] and the references therein.
We have first considered random channels and focused on the average performance. We have considered two channel structures: i) random Gaussian scalar channel where only one measurement is done through Gaussian noise and ii) Gaussian erasure channel where measurements are done through parallel Gaussian channels with a given channel erasure probability. Under these channel structures, we have formulated the problem of finding the most favorable unitary transform under average performance criterion. We have investigated the convexity properties of this optimization problem, and obtain conditions of optimality through variational equalities. We were not able to solve this problem in its full setting, but we have solved some related special cases. Among these we have identified special cases where DFT-like unitary transforms (unitary transforms with |u ij | 2 = 1 N ) turn out to be the best coordinate transforms, possibly along with other unitary transforms. Although these observations and the observations of Section 3 (which are based on compressive sensing results) may suggest the idea that the DFT matrix may be indeed an optimum unitary matrix for any eigenvalue distribution, we have provided a counterexample.
In Section 3 and Section 4, we have illustrated how some recent results in matrix theory mostly presented in compressive sampling framework can be used to find performance bounds for the MMSE estimation. In this part we have provided performance guarantees that hold with high probability. We have considered three set-ups: i) sampling of a signal with fixed support at uniformly random chosen measurement locations at a fixed domain; ii) sampling of a signal with uniformly random support at fixed measurement locations at a fixed measurement domain; iii) random projections (random channel matrix with i.i.d. Gaussian entries) where the eigenvalue distribution of the covariance matrix is arbitrary. For the first two cases, we have investigated bounds on the MMSE depending on the support size and the number of measurements. For the third case, we have illustrated the interplay between the amount of information in the signal, and the spread of this information in the measurement domain for providing performance guarantees.
Finally we have considered circularly wide sense stationary signals, which is a natural way to model wide sense stationary signals in finite dimension. In this section the covariance matrix was circulant by assumption, hence the unitary transform was fixed and given by the DFT matrix. We have noted that the results of Section 3 are applicable to c.w.s.s. signals. For instance, when these signals have a flat nonzero eigenvalue spectrum, they can be estimated with zero MMSE with high probability with a given number of noiseless measurements whose locations are chosen uniformly random. In this part, we have focused on equidistant sampling and gave the explicit expression for the MMSE. We have also shown that two times the total power outside a properly chosen set of indices (a set of indices which do not overlap when shifted by an amount determined by the sampling rate) provides an upper bound for the MMSE. We have observed that the notion of such a set of indices generalizes the conventional sense of bandlimited signals. Our results showed that the error will be zero if there is such a set of indices that contains all of the power even if the signal is not band-limited (low-pass, high-pass) in the conventional sense.
Appendix

Proof of Lemma 2.1
The left hand side of the unitary matrix constraint in (16) may be rewritten as
Hence the constraint becomes
By considering the real and imaginary parts of the equality separately, these constraints may be expressed as
where γ = {(i, k)|i = 1, . . . , |B|, k = 1, . . . , i}, andγ = {(i, k)|i = 1, . . . , |B|, k = 1, . . . , i − 1}. For the i = k case, we only consider the real part of the constraint since the imaginary part necessarily vanishes, i.e. e T i (U † B U B )e i = u † i u i ∈ R. The set of constraint gradients with respect to U B,R U B,I can be expressed as
where we have used the following identities [38] d
= tr(A
and
where X is the matrix variable defined on real numbers and A 1 and A 2 are constant real matrices. For instance, with U B,R as the variable
, and A 2 = I N . The linear independence of the elements of this set follows from the following fact: For any matrix
. Hence the columns ofÛ B form an orthonormal set of vectors. We observe that the elements of the constraint gradient set given in (100) are matrices with zero entries except at k th and i th columns, where at these two (or one if i = k) column(s), we have columns fromÛ B . For instance consider U B,R (e i e T k + e k e T i ) U B,I (e i e T k + e k e T i ) for some (i, k) ∈ γ, and let i = k. This is a matrix of zeros except at k th column we have i th column ofÛ B and at i th column we have k th column ofÛ B . Now sinceÛ B has orthonormal columns, it is not possible to form the values at k th and i th columns using other columns of U B , and hence other elements of the set given in (100). Similar arguments hold for all the other elements of the set in (100). Hence the constraint gradients are linearly independent for any matrix
7.2 Lagrangian for optimizing a real valued function of a matrix variable with complex entries under equality constraints for (i, k) ∈γ. Then the Lagrangian can be expressed as
= f 0 ( U B ) + 0.5
, and υ k ∈ R are Lagrange multipliers. Now (22) is obtained with
B U B − I |B| )e k and absorbing any constants into Lagrange multipliers.
Proof of Lemma 4.1
Our aim is to show that the smallest eigenvalue of
H † H is bounded from below with a sufficiently large number with high probability. That is we are interested in
To lower bound the smallest eigenvalue, we adopt the approach proposed by [32] : We consider the decomposition of the unit sphere into two sets, compressible vectors and incompressible vectors. We remind the following definitions from [32] .
Definition 7.1 [pg.14, [32] ] Let |supp(x)| denote the number of elements in the support of x. Let η, ρ ∈ (0, 1). x ∈ R N is sparse, if |supp(x)| ≤ ηN . The set of vectors sparse with a given η is denoted by Sparse(η). x ∈ S N −1 is compressible, if x is within an Euclidean distance ρ from the set of all sparse vectors, that is ∃ y ∈ Sparse(η), d(x, y) ≤ ρ. The set of compressible vectors is denoted by Comp(η, ρ).
x ∈ S N −1 is incompressible if it is not compressible. The set of incompressible vectors is denoted by Incomp(η, ρ).
Lemma 7.1 [Lemma 3.4, [32] ] Let x ∈ Incomp(η, ρ). Then there exists a set of ψ ⊆ 1, ..., N of cardinality |ψ| ≥ 0.5ρ 2 ηN such that
We note that the set of compressible and incompressible vectors provide a decomposition of the unit sphere, i.e. S N −1 = Incomp(η, ρ) Comp(η, ρ) [32] . We will show that the first/second term in (111) is sufficiently away from zero for x ∈ Incomp(η, ρ)/ x ∈ Comp(η, ρ) respectively.
As noted in [32] P ( inf
where inequalites are due to the fact that Λ −1 x , H † H are both positive-semidefinite. We first consider the following special case of [32 
To see the relationship between the number of measurements and the parameters of the lemma, we take a closer look at the proof of this lemma: We observe that here H is a M = βN × N matrix, hence We now look at inf x∈Incomp(η,ρ) ||Λ −1/2 x x|| 2 . We note that none of the entities in this expression is random. We note the following inf x∈Incomp(η,ρ)
where the inequality is due to Lemma 7.1. We observe that to have this expression sufficiently bounded away from zero, the distribution of
should be spread enough. Different approaches to quantify the spread of the eigenvalue distribution can be adopted. One may directly quantify the spread of ,ρ) , whereη,ρ are new parameters. Since it is more desirable to have explicit constraints on the λ i distribution itself instead of constraints on the distribution of
, we consider another approach. Let us assume that λ i < C λ P N , for i ≥ κ|ψ|, where κ ∈ (0, 1), 0 < C λ < ∞. Then we have
(120)
where we have used |ψ| ≥ 0.5ρ 2 ηN . Here C 3 = (1 − κ)0.25ρ 4 η 1 C λ . We will now complete the argument to arrive at P (inf x∈S N−1 x † Ax ≤ C N P ) ≤ e −C 1 N as claimed in the Lemma we are proving, and then discuss the effect of different eigenvalue distributions, noise level and M on this result. Let C = P min(
. By (114) and (123),
The result follows by (113).
Up to now, we have not considered the admissibility of C to provide guarantees for low values of error. We note that as observed in Remark 7.1, and Remark 7.2, the error bound expression in Theorem 4.1 cannot provide bounds for low values of error when the eigenvalue distribution is spread. Hence while stating the result of Lemma 4.1, hence Theorem 4.1, we consider the other case, the case where the eigenvalue distribution is not spread out, as discussed in Remark 7.3.
Remark 7.1 We note that as C = P min(
gets larger, the lower bound on the eigenvalues of
H † H gets larger, and the bound on the MMSE (see for example (89)) gets smaller. To have guarantees for low values of error for a given M , we want to have have C as large as possible. For a given number of measurements M , we have a C 2 and associated η, ρ, C 1 . For a given P and σ 2 n , to have guarantees for error levels as low as this C 2 , P and σ 2 n permit, we should have P σ 2 n C 2 ≤ C 3 so that the overall constant is as good as the one coming from Lemma 7.2. We note that to have C 3 large, C λ must be small. 
Hence C 3 = 1 1+q 0.25ρ 4 η > 0. In this case (89) will not provide guarantees for low values of error. In fact, the error may be lower bounded as follows
where in (130), we have used case (b) of Lemma 2.2 and the fact that H † H is at most rank M. We note that asq gets closer to 0, the first term gets closer to
(1−α) , with 1 > q > 0. Hence we have λ i < q
We observe that other parametes fixed, as admissible α > 0 gets closer to 0, or δ > 0 gets close to 1, C λ gets smaller as desired. We note that the inequality D(δ) < 0.5κρ 2 ηN = T together with the inequality M > T ′ = 1 δ 0 ηN relates the spread of the eigenvalues to the admissible number of measurements.
Remark 7.4
We now discuss the effect of noise level. We note that the total signal power is given by tr(K x ) = P , whereas each measurement is done with noise whose variance is σ 2 n . We want to have After some noise level, the minimum will be given by P σ 2 n C 2 . Hence the lower bound on the eigenvalues
H † H will get smaller, and the upper bound on the MMSE will get larger. Hence Theorem 4.1 will not provide guarantees for low values of error for high levels of noise.
Proof of Lemma 5.1
We remind that in this section u tk = 
We now consider HU ∈ C M ×N , and try to understand its structure
where 0 ≤ l ≤ N ∆N − 1, 0 ≤ k ≤ N − 1. We now observe that for a given l, e Hence HU is the matrix formed by stacking ∆N M × M DFT matrices side by side
Now we consider the covariance matrix of the observations K y = HK x H † = HU Λ x U † H † . We first express Λ x as a block diagonal matrix as follows 
We note that we have now expressed the MMSE as the sum of the errors in M frequency bands. Let us define the error at k th frequency band as ). We note that this is the MMSE error for the following single output multiple input system
where s k ∼ N (0, K s k ), with K s k = diag(λ k , λ N 2 +k ). Hence the random variables associated with the frequency components at k, and N 2 + k act as interference for estimating the other one. We observe that for estimating x we have 
This bound may be interpreted as follows: Through the scalar channel shown in (157), we would like to learn two random variables s k 0 and s k 1 . The error of this channel is upper bounded by the error of the scheme where we only estimate the one with the largest variance, and don't try to estimate the variable with the small variance. In that scheme, one first makes an error of min(λ k , λ N 2 +k ), since the variable with the small variance is ignored. We may lose another min(λ k , λ N 2 +k ), since this variable acts as additive noise for estimating the variable with the large variance, and the MMSE error associated with such a channel may be upper bounded by the variance of the noise. Now we choose the set of indices J with |J| = N/2 such that k ∈ J ⇔ 
We observe that the error is upper bounded by 2× (the power in the "ignored band").
We now return to the general case. Although it is possible to consider any set J that satisfies the assumptions stated in (93), for notational convenience we choose the set J = {0, . . . , M − 1}. Of course in general one would look for the set J that has most of the power in order to have a better bound on the error.
We now consider
We note that this is the MMSE of estimating S k from the output of the following single output multiple input system
where s k ∼ N (0, K s k ), with K s k = diag(σ 2 s k i ) = diag(λ k , . . . , λ iM +k , . . . , λ (∆N −1)M +k ). We define
We note that M −1 k=0 P k = P . We now bound e w k as in the ∆N = 2 example
where we've used λ k −
iM +k P k ≥ 0. This upper bound may interpreted similar to the Example 7.1: The error is upper bounded by the error of the scheme where one estimates the random variable associated with λ k , and ignore the others.
The total error is bounded by
= 2(
= 2(P − P J ) (172) λ lM +k = P k .
