Abstract
Introduction
The design of new materials with highly desirable physical properties rests largely on a set of rules and parameters set forth originally by Hume-Rothery. These rules have provided metallurgists with a basis for understanding phase stability in alloys. This approach, though successful, is a time consuming and economically expensive process that in the end may yield a material lacking the desired physical properties.
The development of local density approximation (LDA) based first-principles, electronic-structure methods for studying the physical properties of real materials has emerged as an important component in the design of new materials. The advantage of this approach is that the properties, energetics, and mechanisms responsible for phase transformations do not depend on input parameters. Because these methods are parameter free, they are predicative methods that can be used to aid the metallurgist and alloy designer in the development of new materials.
A large amount of computer resources is necessary to calculate the physical properties of both ordered and substitutionally disordered materials using a firstprinciples approach. The amount of CPU time for one iteration of a small system containing five atoms per unit cell running at 90% peak performance (2.35 gigaflops) on a Cray YMP/8 is one hour. Running the same size problem on a 128-node Intel iPSC/860 hypercube is slightly better at 2.5 gigaflops, but the limiting factor on the iPSC/SSO is the 8 Mbytes of memory per node. Given that the problem size scales as N 3 (where N is the number of atoms in the unit cell), the amount of cpu time and memory required for calculations on medium size systems containing tens of atoms per unit cell would dramatically increase rendering the problem intractable.
Parallel Virtual Machine (PVM) is a messagepassing system allowing for different machine architectures on various networks to be linked together into a heterogenous, distributed computing environment which to the user is seen as a single computational tool. An attractive feature of PVM is its ease of use. For those already familiar with message passing, it is a lesson in syntax; while for the beginner PVM provides illustrative examples in Fortran and C enabling a quick startup. By using PVM3.3 we are able to link together various types of supercomputers and high performance workstations for the possibility of solving large scale problems (10's to 100's of atoms per unit cell) in material science as well as other computationally challenging problems. In addition] we are able to avoid problems with loading a large code on platforms with a small amount of local memory. This is done by rewriting the code using a master/slave programming paradigm where the master resides on a particular node in the computing environment that has an ample amount of memory.
During recent years, significant progress towards the development of first-principles, electronicstructure methods that describe the properties of substitutionally disordered alloys has been realized [8,9, lo] . More recently, calculations for multisublattice substitutional alloys were performed using the LDAbased, multiatom per unit cell, scalar-relativistic, selfconsistent-field, Korringa . The LDA is used to treat the many-body quantum mechanical effects of electron exchange and correlation. The CPA is used to handle the effects of random substitutional disorder on the electronic structure within the multiple-scatterin,g formalism of the Green's-function-based KK R method.
The relativistic effects are treated within the socalled scalar-relativistic approximation, which omits the spin-orbit term but includes the mass-velocity and Darwin terms.
By studying the energetics of nearby disordered phases it is possible to uncover the electronic mechanisms that are responsible for the formation of specific ordered phases. This knowledge would provide insights into possible ways of obtaining desira.ble pliases or suppressing undesirable ones. The approach used in this paper is to search for an instability of the clisordered phase to some type of ordering, i.e. short-range order, which can be a precursor to the low temperature behavior. As an example of this approach, we discuss our calculations of the short-range order, its origin, and the transition temperature of Ag75Mcg25.
In the following sections, a brief descriplion of the theoretical foundation of the LDA-SCF-IKKR-CPA method, the parallelization, theory of corripositional ordering and results will be given.
LDA-SCF-KKR-CPA

Local Density Approximation
The density functional theory (DFT) is an exact method for calculating the energetics of t,he manybody quantum mechanical system consisting of' the electrons in the field of the atomic nuclei [7] . The foundation of this theory is that the tot,al energy of the system is a unique functional of the electron charge density and at its minimum yields the true ground state total energy and electron charge density. At the heart of this formalism is the calculation of a non-local, exchange-correlation potential that accounts for the many-body effects of electron exchange (Pauli-exclusion principle or exchange energy) and electron correlation. However, the non-local exchange-correlation potential is unknown, requiring further approximation.
The local-density approximation to density functional theory is a technique for treating the nonlocal exchange-correlation potential within a meanfield theoretical framework, resulting in a set of singlebody Schrodinger-like equations (Kohn-Sham equations) with an effective potential containing a local exchange-correlation potential [17] :
It should be noted that the DFT-LDA theory is a ground-state theory. The eigenvalues for the KohnSham equations only represent the true eigenvalues of the system in its ground state and are not the true eigenvalues for the excited states.
Korringa, Kohn and Rostoker Method
The Korringa, Kohn and Rostoker (KKR) method is a Green's function based theory for calculating the electronic structure of periodic crystalline materials. There are two approaches used to obtain the KKR equations. The first approach developed by Korringa is based on multiple scattering theory [18] , while the second method was developed by Kohn and Rostoker and uses a variational technique [16] . We adopt the multiple-scattering approach of Korringa.
The KKR method makes use of scattering theory to calculate the scattering path operator which is used to construct the single-site Green's function:
ZE(T, E)
Regular single-site wave function of the ath atomic specie. JE(F', E ) f Irregular single-site wave function of the ath atomic specie.
T;,$:"'(E)
E Single-impurity scattering-path operator of the ath atomic specie.
The scattering-path operator describes the conversion of an incoming electron wave function at the ith site into an outgoing one at the j t h site and includes all possible scattering paths (multiple scattering). A schematic representation of this physical process is shown in figure 1. It is assumed that a crystalline solid is composed of an infinite number of atoms. Because Describes the conversion of an incoming electron wavefunction at site i into an outgoing one at site j and includes all possible scattering paths between the two sites. the system is periodic a lattice Fourier transform is performed resulting in approximation. Thirdly, to determine possible mechanisms responsible for certain properties of an alloy and to calculate its transition temperature necessitates the calculation of the susceptibility and to determine it requires the Green's function of the system.
Coherent Potential Approximation
The coherent potential approximation is used to calculate the effects of random substitutional disorder on the electronic structure. Substitutional disorder refers to the random occupation of the atomic sites by the alloying components on a underlying fixed crystal structure. The CPA replaces the randomly arranged potentials by an effective one, and thereby restores the periodicity that is necessary to perform electronic structure calculations.
The CPA is an analytic mean-field theory for calculating the configurationally averaged Green's function from which the physical properties of the disordered alloy can be easily calculated. It is exact in the weak and strong scattering limits and is exact in the limit the concentration approaches zero or one. The CPA is considered the best single-site method for treating the problem of random substitutional disorder [26] The CPA equations are written as, requiring an explicit matrix inversion at each A point on a %dimensional mesh; this is the time consuming step of the calculation. There are three major advantages in choosing this method over other band theoretical techniques. Firstly, the best method for calculating the effects of random substitutional disorder on the electronic structure is the coherent potential approximation. This method requires the Green's function which the KKR yields naturally and directly. Secondly, there exists a natural separation between the underlying lattice structure and potential. This can be seen from the above equation. tz::(E)-l is independent of the spatial coordinates and depends only on the potential through the scattering phase shifts. The phase shifts are obtained by solving the Schrodinger equation (or Dirac equation for relativistic systems). The information_ about the lattice structure is contained in G>i,(k, E ) which is a free electron Green's function and describes how a free-electron is propagated from the ith site to the j t h site. The significance of this separation is that the disorder is site-diagonal. In other band theory methods there exist off-diagonal disorder that is difficult to treat in the CPA requiring further
(4)
The condition on the CPA is that the coherent scattering-path operator equals the average of the single-site impurity path operators. A single-impurity scattering path operator is obtained by replacing one of the coherent potentials by one of the atomic potentials. This process is repeated for each atomic constituent yielding n single impurity scattering path operators. Each single-impurity path operator can be interpreted as a perturbation on the CPA medium with the CPA equations requiring that the change in scattering produced by these perturbations vanish upon averaging (see figure 2) .
The CPA equations are solved by an iterative method that has been shown [20] [23] to always converge provided that the initial guess to t $ ( E ) is the average t-matrix approximation (ATA):
A flow chart of the CPA iterative scheme is given in figure 2 . At each step of the self-consistency loop the accurate determination of the Fermi energy, charge density, potential and total energy is necessary. To calculate these quantities requires the integration of the singlesite Green's function over the energy contour. The calculation of this function at each point on the contour can be performed independently, highlighting a coarse grain, highly efficient parallel algorithm. In addition, at each energy grid point the scattering path operator must be calculated. Part of this _calculation requires an explicit inverse at each of the k-points. A second strategy of parallelization can be 5ealized by noting that the explicit inverse at each k-point (or group of i-points) can be done independently. However, for this paper we adopt the first strategy for implementing the parallelization.
A master/slave paradigm is used where the master has all the information about the problem to be solved (eg. alloying components, crystal structure, magnetic state, etc ...) while the slaves only communicate and receive work tasks from the master. The master program reads in a simple input file containing the information necessary to set up the problem. The information in the input file, which includes the input potential and crystal structure, is passed to the slaves. The master program sets up the energy contour and each slave receives an energy grid point. The slaves work task is to calculate the single-site Green's function and density of states for all the alloying constituents. This information is passed back to the master and is used to calculate the Fermi energy, charge density and total energy. From the charge density a new potential is constructed for the next self-consistent iteration. This process is repeated until the difference between sucessive iterations of the total energy is less than 0.1 mRy. At this stage the calculation has reached the self-consistent solution and the program terminates.
Compositional Ordering
In this section, a theory for compositional ordering will be presented. This theory is quite general; it is capable of describing both commensurate-and incommensurate-type ordering waves, or modulations [15] . These modulations typcially give rise to the phase transformation from the compositionally disorder phase to the order phase. A commensurate modulation has an associated wave-vector whose wave length equals a real-space translation vector. In addition, the theory not only describes Fermi-surface mechanisms but also mechanisms that do not depend on the details of the Fermi surface but still rely on the electronic structure [6, 27, 11] . Most importantly, the theory is used to calculate physical quantities that can be measured experimentally, providing a direct correspondence between theory and experim_ent. where N is the total number of atoms. The pair correlation function (aoan) describes the deviation from the average probability (which for a random substitutional alloy is the concentration of the atomic components) for site pair occupancies. For example, if the alloy is truly random, then for the ith component the probability of occupancy of each site is the same and is uncorrelated with the remaining sites. The first term (aoao) is non-zero and equals c(1-e) which produces a smooth background in the diffuse scattering that decreases with scattering angle. On the other hand, any correlation of occupancy between neighboring sites will modulate the background producing satellite peaks [l] . Lifshitz, using a phenomenological approach based on Landau theory [19] , has shown that instabilities ari5e in the homogeneously disordered system at specific IC vectors which are responsible for driving the p h y e transition to the ordered state. In additon, these C vectors are determined by the space group of the substitutionally disordered alloy[l9] requiring no knowledge of the forces involved. These i vectors give rise to the satellite peaks observed in diffusive electron scattering experiments. However, this analysis is restricted to systems where these wave vectors are commensurate with the underlying lattice. To investigate systems where incommersurate behavior is responsible for driving the instabilities requires detailed knowledge of the microscopic interactions. The approach that will be described is quite general and can be applied to incommersurate and commersurate behavior. Gyorffy and Stocks have developed a microscopic theory of compositional ordering that is based on multiple scattering [6] [4] . This theory is a meanfield description of the grand potential in the homogeneously disordered system. In this system each alloying species probability of occupancy at a site is equal to its concentration and is the same for all sites. The basis of the theory is the calculation of the fluctuations about the mean-field grand potential due to variations in the site concentration. The variation of the grand potential with respect to small changes in the site concentration describes the symmetry breaking of the translationally invariant system with regard to concentration by the fluctuation in site concentration. This approach has been extended by Staunton, Johnson, and Pinski [27, 11] to include terms beyond just the band-energy, i.e. electrostatics and exchangecorrelation terms, as well as improvements to conserve diffuse intensity over the reduced zone in reciprocalspace. This latter improvement is important for setting the temperature scale of the interactions, especially for long-ranged interactions like Fermi-surface effects [27, 11] . A central result from this final theory is the direct relationship between a(L) and the direct correlation function s2 (4):
where , f 3 = (EBT)-' (ICB is the Boltzman constant) and A is a temperature-dependent, &-independent number calculated within the formalism to conserve spectral intensity of a ( Q ) , as detailed in [27, 11] . As can bedseen from the above eqyation, any structure in S2(Q) will also appear in I ( Q ) , providing a direct link between theory and experiment. In addition, under certain simplifying approximations (see and comes from the fact that c v ( i ) -cv,($+ Q') = 0 in the above equation. A large value for S2(@ at specific Q' suggests the system is susceptible to small changes by an external field and is a signature of an incipient instability. The instability is driven by the creation of a large number of electron-hole pairs (via the external field) with wave vector Q and approximately zero energy. The electrons are excited from just below one of the Ferrrd surface sheets to the previously empty states just isbove the other sheet. The Fermi surface mechanisms give rise to several types of instabilities such as charge density waves [28] , spin density waves [2] and, specifically for this investigation, concentration waves1 141. ((100)-direction) . Note, along the (1 10)-direction the appearence of a four-fold sat,ellite peak and a two-fold satellite peak along the (100)-direction. Recall, for the homogeneously random alloy the background of the diffuse scattering intensity is unmodulated (the occupancy of sites is uncorrelated). The appearence of these satellite peaks means that the occupancy of the sites are correlated. This is a signature of short-range ordering process that is found at high-temperatures [21] . We have determined the electronic structure for several concentrations ranging from 10-30 at.% of the correspondingly randomly disordered face-centered cubic (fcc) crystal structure (see figure-5 ).
The minimization of the total energy with respect to the lattice constant was performed for all compositions. The self-consistent potentials for the fcc disordered solid solution were used to calculate the Fefmi surface for each concentration by calculating A B ( k , c ) at the Fermi energy. The Fermi-surface topology was similar for all compositions. The Fermi surfaces of the alloys were found to be well-defined with a broadening due to the disorder to be less than 1% of the Brillouin zone dimension. The sharpness of the Fermi s_urfaces means that it can be accurately reyresented in IC space by the loci of the maxima in A B ( k , E ) . In figure 6 we show a particular plane of the Fermisurface calculated for 20 at.% Mg. This provides strong evidence that the short-range order in cy-phase Ag-Mg is Fermi surface driven and demonstrates the accuracy of the KKR-CPA shortrange order calculations in treating the phenomenon of incommensurate concentration waves. 
Conclusion
We have calculated the Fermi surfaces of cy-phase Ag-Mg alloys in the composition range of 10-30 at.% Mg using the LDA-SCF-KKR-CPA method. The Fermi surfaces were discovered to be well defined with flattened regions normal to the (110) directions. These regions produce a maximum e p c t in the_direct correlation function S2(g, at f = Ql where Q is the spanning vector connecting two flat parallel sheets of Fermi surface. This behavior accounts for the satellite peaks observed in electron diffuse scattering experiments. In addition, the variation of the Fermi-surface spanning vector with Mg concentration accounts for the spot separation (m) with Mg concentration. The shortrange order (or concentration waves) in a-phase AgMg alloys is driven by the Fermi-surface topology. Recently Jordan et al. [12] have argued that this Fermisurface topolgy is responsible for the modulation of the Ll2 ordered a phase [13], i.e. the long-period superlattice modulation in the ordered alloys near the AgsMg composition and the concentration variation of the period. The calculated short-range order and its agreement with experiment, as well as the concentration dependence of the diffuse spots, lends strong support to this suggestion. This illustrates the important role that first-principles, electronic-structure calculations play in determining the properties of alloys.
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Introduction
The NAS Parallel Benchmarks (NPB) are a set of eight benchmark problems, each of which focuses on some important aspect of highly parallel supercomputing for aerophysics applications. Some extension of Fortran or C is required for implementations, and reasonable limits are placed on the usage of assembly code and the like, but otherwise programmers are free to utilize language constructs that give the best performance possible on the particular system being studied. The choice of data structures, processor allocation and memory usage are generally left open to the discretion of the implementer. The NPB are for studying massively parallel processor systems, and are not tied to a procurement.
The eight problems consist of five "kernels" and three "simulated computational fluid dynamics (CFD) applications". The five kernels are relatively compact problems, each of which emphasizes a particular type of numerical computation. Compared with the simulated CFD applications, they can be implemented fairly readily and provide insight as to the general levels of performance that can be expected on these specific types of numerical computations. The simulated CFD applications usually require more effort to implement, but they are more indicative of the types of actual data movement and computation required in state-of-the-art CFD applicatio, ?odes.
Space does not permit a complete description of these benchmark problems. A more detailed a,--ription of these benchmarks, together with the rules and restrictions associated with the benchmarks, may be founL '7 111. The full specification of the benchmarks is given in [3] . General discussion on architectural requirements for tilbenchmarks may be found in [5] . The full text of this report may be found in [2] , and is available by sending an email request to leo@nas.nasa.gov. The latest report and information on NPB results is also available from the World Wide Web (WWW) at URL address http://www.nas.nasa.gov/RNR/Parallel/NPB/*.
Sample Fortran programs implementing the NPB on a single processor system are available as an aid to implementors. These programs, as well as the benchmark document itself, are available from the following address: NAS Systems Division, Mail Stop 258-6, NASA Ames Research Center, Moffett Field, CA 94035, attn: NAS Parallel Benchmark Codes or by sending an email request to: bm-codes@nas.nasa.gov. These benchmarks and codes will soon become integrated with the Parkbench suite and should be available through Parkbench requests as well.
There are now two standard sizes for the NAS Parallel Benchmarks; the Class A and Class B size problems.
Because of space limitations, this paper reports only on Class B results. The full report appears in [2] .
The nominal benchmark sizes for the Class B are listed in Table 1. This table also Mflop/s rates calculated in this manner for the current fastest implementation on one processor of the Cray C90. Note, however, that in Tables 2 through !J, performance rates are not cited in Mflop/s; we present instead the actual run times (and, equivalently, the performance ratios). We suggest that these, and not Mflop/s, be examined when comparing different systems and implementations.
With the exception of the Integer Sort benchmark, these standard flop counts were determined by using the hardware performance monitor on the Cray C90, and we believe that they are close to the minimal counts required for these problems. In the case of the Integer Sort benchmark we selected a value approximately equal to the number of integer operations required, in order to permit the computation of performance rates analogous to Mflop/s rates. We reserve the right to change these standard flop counts in the future if deemed necessary.
In the following, each of the eight benchmarks will be briefly described, and then the best performance results we have received to date for each computer system will be given in Tables 2 through 9 . These tables include run times and performance ratios. The perforrnance ratios compare individual timings with the current best time on that benchmark achieved on one processor of a Cray C90. The run times in each case are elapsed time of day figures, measured in accordance with the specifications given in [3] .
The NAS organization reserves the right to verify any NPB results that are submitted to us. We may, for example, attempt to run the submitter's code on another system of the same configuration as that used by the submitter. In those instances where we are unable to reproduce the submitter's supplied results (allowing a 5% tolerance) our policy is to alert the submitter of the discrepancy and allow him or her until the next release of this report to resolve the discrepancy. If the discrepancy is not resolved to our satisfaction, then our own observed results, and not the submitter's results, will be reported. This policy will apply to all results we receive and publish.
This Because of limited space, we cannot individually credit all the people who have contributed to the performance results cited in the tables, instead we have chosen to list all those people and organizations in the acknowledgements section. Individual credits are given in [2] .
Benchmark Changes
Because the benchmarks are specified in only a pencil and paper fashion, it is inevitable that loopholes develop whereby the benchmark rules are not violated but the benchmark intent is defeated. This section addresses changes to be made in the Embarrassingly Parallel (EP) and Conjugate Gradient (CG) benchmark specification in order to close some loopholes that have developed with these kernels.
Eventually we hope that parallel computing technology will advance to the point where we will be able to measure performance by providing source $code, rather than pencil and paper, benchmark descriptions. However, the current lack of a common parallel language or architectural paradigm prohibits our movement in this direction. In the interim, we intend to make publicly available the benchmark implementations submitted to us by the vendors. There will be a 6 month delay between receipt of an implementation and its public disclosure. It is now a condition of benchmark result submission that NASA be allowed to publicly disclose the source code 6 months after the submission.
Changes to EP
The intent of the EP benchmark is to provide an accuracy and performance check on the Fortran LOG and SQRT intrinsics and to act as an easy kernel which vendors can readily implement on prototype systems. There are two possible loopholes in its implementation which are here disallowed. Results employing these loopholes will not be reported in future releases of this report.
The first loophole involves using a table lookup scheme to compute the SQRT and LOG functions used to generate Gaussian pseudorandom numbers. When the resulting numbers are close to the histogram boundaries in the verification test, a full precision evaluation of these intrinsics is employed. Thus the scheme passes all the verification tests yet defeats the intent of this benchmark.
The second loophole involves replacing calls to the SQRT and LOG intrinsics by a single call to a Fortran coded function that returns the SQRT(-LOG(X)). Again this scheme will pass the verification test yet does not satisfy the intent since the Fortran intrinsic functions have not been employed in the implementation.
Two changes are here made to the benchmark specification. First, two checksums are now required as part of the verification test. Second, only Fortran intrinsic functions may be used for SQRT and LOG.
Changes to CG
The intent of the CG benchmark is to test the performance of the system for unstructured grid computations which by their nature require irregular long distance communication or memory access. The benchmark essentially requires computing a sparse matrix-vector product. Rather than distribute a multi-Mbyte file for the matrix, the compact subroutine makea is supplied to generate a random sparse matrix. The makea procedure generates a sparse matrix by summing outer products of random sparse vectors. This construction is intended to preclude the clever use of a priori knowledge of the matrix structure to reduce the communication requirement.
Nonetheless, by saving the random vectors used in makea, it is possible to reformulate the sparse matrix-vector multiply and its associated irregular communication in a way such that communication is substantially reduced, and only a few dense vectors are communicated. All sparse operations can be kept local to the processing nodes.
Although this scheme of matrix-vector multiplication may be considered to satisfy the the rules of the CG benchmark, it defeats its intended purpose of measuring random communication performance. Therefore this scheme is no longer allowed and results employing this loophole will not be reported in future releases of this report. A strict interpretation of the benchmark specification [3] precludes this scheme since it is clearly stated that the conjugate gradient method will be used to compute the solution t to Ar = z, and as part of this method the vector q must be computed via the product q = Ap. This means the matrix A must be used, not the vectors employed in its construction.
Benchmark Results
Kernel Results
Embarrassingly Parallel (EP) Benchmark
The first of the five kernel benchmarks is an "embarrassingly parallel" problem. In this benchmark, two-dimensional statistics are accumulated from a large number of Gaussian pseudorandom numbers, which are generated according to a particular scheme that is well-suited for parallel computation. This problem is typical of many "Monte-Carlo)' applications. Since it requires almost no communication, in some sense this benchmark provides an estimate of the upper achievable limits for floating point performance on a particular system. Results for the embarrassingly parallel benchmark are shown in Table 2 . Not all systems exhibit high rates on this problem. This appears to stem from the fact that this benchmark requires references to several mathematical intrinsic functions, such as the Fortran routines AINT, SQRT, and LOG, and evidently these functions are not highly optimized on some systems.
Results which have employed the reduced precision table lookup scheme described in Section 2.1 are marked by an asterisk. Since the Cray C90 results were computed in this manner, performance ratio's for the Class B size are provided only for systems also employing the table lookup scheme. The SunMos-turbo operating system for the Paragon allows both i860 processors on the node to be used for computation (in regular SunMos and OSF the second processor is used purely for communication 
Multigrid (MG) Benchmark
The second kernel benchmark is a simplified multigrid kernel, which solves a 3-D Poisson PDE. This problem is simplified in the sense that it has constant rather than variable coefficients as in a more realistic application. This code is a good test of both short and long distance highly structured communication. Results for this benchmark are shown in Table 3 .
Conjugate Gradient (CG) Benchmark
In this benchmark, a conjugate gradient method is used to compute an approximation to the smallest eigenvalue of a large, sparse, symmetric positive definite matrix. This kernel is typical of unstructured grid computations in In this benchmark a 3-D partial differential equation is solved using FFTs. This kernel performs the essence of many "spectral" codes. It is a good test of long-distance communication performance.
The rules of the NAS Parallel Benchmarks specify that assembly-coded, library routines may be used to perform matrix multiplication and one-dimensional, two-dimensional or three-dimensional FFTs. Thus this benchmark is somewhat unique in that computational library routines may be legally employed. Results are shown in Table 5 .
Integer Sort (IS) Benchmark
This benchmark tests a sorting operation that is important in "particle method" codes. This type of application is similar to "particle in cell" applications of physics, wherein particles are assigned to cells and may drift out. The sorting operation is used to reassign particles to the appropriate cells. This benchmark tests both integer computation speed and communication performance.
Significant data communication, however, is required. For discussion on the implementation of IS on the C90 see [lo] . Results are shown in Table  6 .
This problem is unique in that floating point arithmetic is not involved. 
Simulated CFD Application Benchmarks
The three simulated CFD application benchmarks are intended to accurately represent the principal computational and data movement requirements of modern CFD applications. The first of these is the called the lower-upper diagonal (LU) benchmark. It does not perform a LU factorization but instead employs a symmetric successive over-relaxation (SSOR) numerical scheme to solve a regular-sparse, block (5 x 5) lower and upper triangular system. This problem represents the computations associated with a newer class of implicit CFD algorithms, typified at NASA Ames by the code "INS3D-LU". This problem exhibits a somewhat limited amount of parallelism compared to the next two. Discussion of the serial algorithm underlying this benchmark may be found in [9] . Discussion of the parallel algorithms may be found in [4] . The second simulated CFD application is called the scalar pentadiagonal (SP) benchmark. In this benchmark, multiple independent systems of non-diagonally dominant, scalar pentadiagonal equations are solved. The third simulated CFD application is called the block tridiagonal (BT) benchmark. In this benchmark, multiple independent systems of non-diagonally dominant, block tridiagonal equations with a 5 x 5 block size are solved.
SP and BT are representative of computations associated with the implicit operators of CFD codes such as "ARC3D" at NASA Ames. SP and BT are similar in many respects, but there is a fundamental difference with respect to the communication to computation ratio. Discussion of the serial algorithm underlying this benchmark may be found in [8] . Performance figures for the three simulated CFD applications are shown in Tables 7, 8 
Sustained Performance Per Dollar
One aspect of the relative performance of these systems has not been addressed so far, namely the differences in price between these systems. One should not be too surprised that the Cray C-90 system, for example, exhibits superior performance rates on these benchmarks, since its current list price is much greater than that of any other --Lz- Table 7 : Results for the Class B LU Simulated CFD Application system tested. One way to compensate for these price differences is to compute sustained performance per million dollars, i.e. the performance ratio figures shown in Tables 2 through 9 include substantially more hardware than required for the benchmarks (for example, the IBM SP-1). Finally, be aware that list prices are similar to peak performance in that they are guaranteed not to be exceeded. 
