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Abstract. Faces and support functions for the values of maximal monotone operators
are investigated in this paper. We establish representation formulas for the faces and
use them to characterize the boundaries of the values of maximal monotone operators.
The representation formulas for support functions are expressed by the limit values
of the principal sections of maximal monotone operators. These formulas allow us to
study the structure of maximal monotone operators: the unique determination, the
local decomposition, and the global ones.
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1 Introduction
Faces and support functions are important tools in representation and analysis of closed convex
sets (see [11, Chapter V]). For a closed convex set, a face is the set of points on the given set
which maximizes some (nonzero) linear forms while the support function is the signed distance
from the origin point to the supporting planes of that set. Moreover, a closed convex set is indeed
the subdifferential of its support function at zero and its boundary is the closure of the union of
all its faces.
Recently, the notion of face associated with direction for the values of maximal monotone
operators has been studied in Hilbert spaces (see [10, Definition 3.1]). It turns out that the face
associated with direction can be described by the limit values in that direction of the given maximal
monotone operator (see [10, Theorem 3.2]). In this paper, we continue this research in the context
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of uniformly convex Banach spaces. We give new proofs for several results in [10]: representation
formulas for faces associated with directions and boundaries of the values of maximal monotone
operators. The proofs are simpler and more direct compared with previous works since we only
use some basic properties of the Yosida approximation of maximal monotone operators. Along the
way, the obtained formulas for faces associated with directions are used to get the representations
for the support functions of the values of a maximal monotone operator. The support functions
can be represented in terms of limit values of the principal section (the minimal norm selection) of
the given maximal monotone operator. These representations allow us to investigate the structure
of maximal monotone operators: the unique determination, the local and global decompositions.
The rest of this paper is structured as follows. In Sect. 2, we recall some basic notations of
geometry of Banach spaces and monotone operator theory. We also collect preliminary results in
this section for the reader’s convenience. In Sect. 3, we establish the representation formulas for
the face associated with direction and the boundary of a maximal monotone operator in uniformly
convex Banach setting. Our main results are presented in Sect. 4. Theorem 4.1 provides a formula
for the support functions in terms of limit values of the principal section. This formula helps
us to show the unique determination and to get the local decomposition of a maximal monotone
operator provided that its principal section is locally bounded. Theorem 4.2 is a refinement of the
representation formula in Theorem 4.1 when the domain of the maximal monotone operator has
a nonempty interior. As a consequence, we can deduce the global decompositions of a maximal
monotone operator from this representation.
2 Basic Definitions and Preliminaries
Let X be a real Banach space with norm ‖ ·‖ and X∗ its continuous dual. The value of a functional
x∗ ∈ X∗ at x ∈ X is denoted by 〈x∗, x〉. The open unit balls on X and X∗ are denoted, respectively,
by B and B∗. We use the symbol lim or → to indicate the strong convergence in X, ⇀ for weak
convergence in X, and
∗
⇀ for weak star convergence in X∗. Denote on X the set-valued mapping
J : X ⇒ X∗
J(x) := {x∗ ∈ X∗ : 〈x∗, x〉 = ‖x‖2 = ‖x∗‖2}, ∀x ∈ X.
The mapping J is called the duality mapping of the space X. The inverse mapping J−1 : X∗ ⇒ X
defined by J−1(x∗) := {x ∈ X : x∗ ∈ J(x)} also satisfies
J−1(x∗) = {x ∈ X : 〈x∗, x〉 = ‖x‖2 = ‖x∗‖2}.
If the space X is reflexive (i.e., X = X∗∗), then J−1 is just the duality mapping of X∗. The
properties of J are closely related to the geometry of the spaces X and X∗. Recall that a real
Banach space is uniformly convex iff for every 0 < ε < 2 there is some δ > 0 so that for any two
vectors with ‖x‖ = 1 and ‖y‖ = 1, the condition ‖x − y‖ ≥ ε implies that ‖x + y‖ ≤ 2(1 − δ).
Clearly, uniformly convex Banach space is also strictly convex, i.e., for any two distinct vectors with
‖x‖ = 1 and ‖y‖ = 1 we have ‖x+ y‖ < 2. Moreover, the Milman–Pettis theorem states that every
uniformly convex Banach space is reflexive, while the converse is not true.
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Proposition 2.1 (see [2, Chapter 1] or [8, p. 452]) Let X be a Banach space such that X and
X∗ are uniformly convex. If J is a duality mapping of X then J is single-valued and it is a
homeomorphism from X to X∗.
The effective domain dom f of an extended real-valued function f : X → R := R∪{+∞} is the
set of points x where f(x) ∈ R. The function f is proper if domf 6= ∅. It is lower semicontinuous
if
f(x) ≤ lim inf
y→x
f(y)
for all x ∈ X. The epigraph of f is the set epi f defined by
epi f := {(x, r) : x ∈ domf, r ≥ f(x)}.
Suppose now that f is a convex lower semicontinuous function, i.e. epi f is convex and closed in
X × R. A functional x∗ ∈ X∗ is said to be a subgradient of f at x ∈ X, if f(x) is finite and
f(y)− f(x) ≥ 〈x∗, y − x〉, ∀y ∈ X.
The collection of all subgradients of f at x is called the subdifferential of f at x, that is,
∂f(x) := {x∗ ∈ X∗ : f(y)− f(x) ≥ 〈x∗, y − x〉, ∀y ∈ X}.
The function f is said to be subdifferentiale at x if f(x) is finite and ∂f(x) 6= ∅. Clearly, ∂f(x)
is convex and weakly-star closed in X∗. The following result represents the graphical density of
points of subdifferentiability of f (see [4] and [9]).
Proposition 2.2 Let f be a proper lower semicontinuous convex function from a Banach space
X into R. Then for any x¯ ∈ dom f and any ε > 0 there exists x ∈ X such that ∂f(x) 6= ∅ and
‖x− x¯‖+ |f(x)− f(x¯)| < ε,
Given a nonempty set S ⊂ X, intS is the interior of S, S is the closure of S and bd(S) is the
boundary of S with respect to strong topology on X. Suppose now that S is nonempty closed and
convex. For every x ∈ S, the tangent cone and the normal cone of S at x (see [3, Section 2.2.4] or
[1, Section 4.2]) are defined respectively as
T (x;S) :=
⋃
t>0
t−1(S − x),
N(x;S) := {x∗ ∈ X∗ : sup
y∈S
〈x∗, y − x〉 ≤ 0}.
The tangent cone can be expressed in terms of sequences [1, Proposition 4.2.1] as
T (x;S) = {v ∈ X : ∃ sequences tn ↓ 0, vn → v with x+ tnvn ∈ S for all n ∈ N} . (1)
By the bipolar theorem [3, Proposition 2.40] we have the following dual relationships
T (x;S) = {v ∈ X : sup
x∗∈N(x;S)
〈x∗, v〉 ≤ 0},
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N(x;S) = {x∗ ∈ X∗ : sup
v∈T (x;S)
〈x∗, v〉 ≤ 0}.
The function IS : X → R defined by
IS(x) :=

0 if x ∈ S,+∞ otherwise,
is called the indicator function of S and its dual function σS : X
∗ → R,
σS(x
∗) := sup{〈x∗, s〉 : s ∈ S}, ∀x∗ ∈ X∗,
is called the support function of S.
Similarly, for a nonempty closed and convex set K ⊂ X∗ and x∗ ∈ K, we can define the normal
cone N(x∗;K) ⊂ X and the tangent cone T (x∗;K) ⊂ X∗ of K at x∗. The indicator function
IK : X
∗ → R and the support function σK : X → R are also defined similarly. It is obvious that
σS is weakly-star lower semicontinuous and convex while σK is lower semicontinuous and convex.
For the set-valued operator A : X ⇒ X∗, the domain of A is D(A) := {x ∈ X : A(x) 6= ∅} and
G(A) := {(x, x∗) ∈ X ×X∗ : x∗ ∈ A(x)} is the graph of A. Recall that A is monotone, iff for all
(x, x∗), (y, y∗) ∈ G(A), one has 〈x∗ − y∗, x − y〉 ≥ 0, and maximally monotone iff A is monotone
and A has no proper monotone extension (in the sense of graph inclusion). The subdifferential of
a lower semicontinuous proper convex function is an example of maximal monotone operator (see
[15, Theorem A]). The maximal monotone operator A has closed convex values and demiclosed [2,
Proposition 2.1], i.e., A satisfies
(x∗n ∈ Axn, x
∗
n → x
∗, xn ⇀ x)⇒ (x
∗ ∈ Ax),
(x∗n ∈ Axn, x
∗
n
∗
⇀ x∗, xn → x)⇒ (x
∗ ∈ Ax).
If X is reflexive then D(A) is nearly convex (see [6, Corollary 3.4]), i.e., D(A) is convex. Moreover,
if intD(A) 6= ∅ then intD(A) = intD(A) (see [13, Theorem 27.1 and Theorem 27.3]) and A is
locally bounded at every x ∈ intD(A) (see [12, Theorem 2.28] or [14, Theorem 1]), i.e., there exist
r > 0 and M > 0 such that x+ rB ⊂ D(A) and
sup
y∗∈Ay
‖y∗‖ ≤M, ∀y ∈ x+ rB.
If X∗ is uniformly convex then for every x ∈ D(A), since Ax is nonempty closed and convex, there
exists a unique point x∗min ∈ Ax such that
‖x∗min‖ = min{‖x
∗‖ : x∗ ∈ Ax}
(see [8, Exercise 3.32]). Therefore, the single-valued nonlinear operator
A◦ : D(A) ⊂ X → X∗, A◦x := x∗min
is well-defined; it is called the principal section of A. Let us end this section by recalling some results
related to the Yosida approximation of a maximal monotone operator (see [2, Proposition 2.2]).
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Proposition 2.3 Let X be real Banach space such that X and X∗ are uniformly convex space. Let
A : X ⇒ X∗ be a maximal monotone operator. For every x ∈ X and λ > 0, there exists a unique
xλ ∈ X such that
0 ∈ J(xλ − x) + λA(xλ).
Moreover, if x ∈ D(A) then
lim
λ↓0
xλ = x and lim
λ↓0
[λ−1J(x− xλ)] = A
◦(x).
3 Faces of the Values of Maximal Monotone Operators
We recall the notion of the face associated with direction of the values of maximal monotone
operators.
Definition 3.1 Let A : X ⇒ X∗ be a maximal monotone operator. For x ∈ D(A) and v ∈ X, we
define the set
A(x; v) := {x∗ ∈ Ax : 〈x∗, v〉 = σAx(v)}.
If v 6= 0 then A(x; v) ⊂ bd(Ax) and it is called the face associated with direction v of the value Ax.
It turns out that x∗ ∈ A(x; v) iff v ∈ NAx(x
∗) and A(x; v) is the subdifferential of the function
σAx at v (see [3, Proposition 2.121]) and so it is weakly-star closed, convex and possibly empty.
Moreover, the boundary of Ax can be represented by its faces in the directions as
bd(Ax) =

⋃
v 6=0
A(x; v)

. (2)
When X is finite-dimensional, we can omit the closure notation on the right hand side of (2) (see
[11, Proposition 3.1.5]). This representation was proved in [10, Proposition 3.1] when X is a Hilbert
space. The proof for Banach spaces is a modification of the proof in the Hilbert case and requires
the local boundedness of the subdifferential mapping. Indeed, by the closedness of bd(Ax), the set
on the right hand side of (2) is the subset of bd(Ax). Hence, we only need to check the reverse
inclusion in (2). If x∗ ∈ bd(Ax), since Ax = dom IAx, then x
∗ ∈ dom IAx and x
∗ /∈ int(dom IAx).
Therefore, by the maximal monotonicity of the sudifferential mapping, ∂IAx is not locally bounded
at x∗, i.e., we can construct a sequence {x∗n} ⊂ Ax such that x
∗
n → x
∗ and N(x∗n;Ax) = ∂IAx(x
∗
n)
is not bounded for every n ∈ N. Let {vn} ⊂ X be such that vn ∈ N(x
∗
n;Ax) \ {0} for every n ∈ N.
Then, x∗n ∈ A(x; vn) with vn 6= 0 for every n ∈ N and so x
∗ belongs the set on the right hand side
of (2).
For every x ∈ D(A) and v ∈ X, we consider the following sets
Lim sup
w→v,t↓0
A(x+ tw) :=
{
x∗ ∈ X∗ | ∃ sequences wn → v, tn ↓ 0 and x
∗
n → x
∗
with x∗n ∈ A(x+ tnwn) for all n ∈ N
}
,
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Lim sup
w⇀v,t↓0
A(x+ tw) :=
{
x∗ ∈ X∗ | ∃ sequences wn ⇀ v, tn ↓ 0 and x
∗
n → x
∗
with x∗n ∈ A(x+ tnwn) for all n ∈ N
}
,
w∗ − Lim sup
w→v,t↓0
A(x+ tw) :=
{
x∗ ∈ X∗ | ∃ sequences wn → v, tn ↓ 0 and x
∗
n
∗
⇀ x∗
with x∗n ∈ A(x+ tnwn) for all n ∈ N
}
.
Clearly, we have the following inclusions
Lim sup
w→v,t↓0
A(x+ tw)⊂
(
Lim sup
w⇀v,t↓0
A(x+ tw)
)⋂(
w∗ − Lim sup
w→v,t↓0
A(x+ tw)
)
. (3)
We establish the relationships of A(x; v) and the above sets.
Proposition 3.1 Let A : X ⇒ X∗ be a maximal monotone operator. For every x ∈ D(A) and
v ∈ X, we have (
Lim sup
w⇀v,t↓0
A(x+ tw)
)⋃(
w∗ − Lim sup
w→v,t↓0
A(x+ tw)
)
⊂ A(x; v). (4)
Proof. Suppose that x∗ belongs to the left hand side of (4). If x∗ ∈ Lim sup
w⇀v,t↓0
A(x+ tw) then there
exist sequences wn ⇀ v, tn ↓ 0 and x
∗
n → x
∗ with x∗n ∈ A(x + tnwn) for every n ∈ N. Since A is
maximal monotone, x∗ ∈ A(x) and for every y∗ ∈ A(x) we have
〈x∗n − y
∗, wn〉 = t
−1
n 〈x
∗
n − y
∗, x+ tnwn − x〉 ≥ 0.
Taking n → ∞ in the latter inequality we get 〈x∗ − y∗, v〉 ≥ 0 for all y∗ ∈ A(x), or equivalently,
x∗ ∈ A(x; v). Simiarly, if x∗ ∈ w∗ − Lim sup
w→v,t↓0
A(x + tw) we also have x∗ ∈ A(x; v). Hence, (4) is
satisfied. ✷
Remark 3.1 The inclusion (4) was proved in [10, Theorem 3.2] in Hilbert setting. It also holds in
Banach spaces. For the sake of completeness we give a proof here.
When X and X∗ are uniformly convex we have the equalities in both (3) and (4).
Theorem 3.1 Let X be a real Banach space such that X and X∗ are uniformly convex. Let
A : X ⇒ X∗ be a maximal monotone operator. For every x ∈ D(A) and v ∈ X \ {0} we have
A(x; v) = Lim sup
w→v,t↓0
A(x+ tw) = Lim sup
w⇀v,t↓0
A(x+ tw) = w∗ − Lim sup
w→v,t↓0
A(x+ tw). (5)
Proof. It follows from (3) and (4), to get (5) it suffices to check
A(x; v) ⊂ Limsup
t↓0,w→v
A(x+ tw). (6)
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Suppose that x∗ ∈ A(x; v). Let J be the duality mapping of X and B := A− J(v) − x∗. Then, B
is a maximal monotone operator with domB = domA. Observe that −J(v) ∈ B(x) and for every
y∗ ∈ Ax we have 〈x∗ − y∗, v〉 ≥ 0 and since ‖ − J(v)‖ = ‖v‖−1〈J(v), v〉
‖ − J(v)‖ ≤ ‖v‖−1〈J(v) + x∗ − y∗, v〉
≤ ‖y∗ − J(v) − x∗‖.
It follows that B◦(x) = −J(v). Applying Proposition 2.3 for the maximal monotone operator B
and x ∈ domB, we can construct a sequence {xn} ⊂ X such that
0 ∈ J(xn − x) +
1
n
B(xn),
lim
n→∞
xn = x, and lim
n→∞
[nJ(x− xn)] = −J(v).
Consider the sequence {wn} ⊂ X given by wn := n(xn − x) for every n ∈ N. By Proposition 2.1,
we have
lim
n→∞
wn = lim
n→∞
[J−1J(n(xn − x))] = J
−1[J(v)] = v,
−J(wn) + J(v) + x
∗ ∈ A(xn) = A(x+ (1/n)wn),
lim
n→∞
[−J(wn) + J(v) + x
∗] = x∗.
It follows that x∗ ∈ Limsup
t↓0,w→v
A(x+ tw) and so (6) holds. ✷
Remark 3.2 Theorem 3.1 generalizes [10, Theorem 3.2] from Hilbert spaces to uniformly convex
Banach ones. Our proof is based on the properties of Yosida approximation of maximal monotone
operators and it is simpler than the proof of [10, Theorem 3.2] where the authors used the properties
of maximal monotone differential inclusions. It is interesting to know whether or not (5) holds in
arbitrarily Banach spaces.
The formulas (2) and (5) allow us to characterize the boundaries of the values of maximal
monotone operators, by means only of the values at nearby points, which are close enough to the
reference point but distinct of it (see [10, Theorem 3.1] in Hilbert setting).
Corollary 3.1 Let X be a real Banach space such that X and X∗ are uniformly convex. Let
A : X ⇒ X∗ be a maximal monotone operator. Then, for every x ∈ D(A), we have
bd(Ax) = Lim sup
y→x,y 6=x
A(y) :=
{
x∗ ∈ X∗ | ∃ sequences yn → x and y
∗
n → x
∗with
yn 6= x and y
∗
n ∈ A(yn) for all n ∈ N
}
.
(7)
Proof. Let x ∈ D(A). By (2) and (5), we have
bd(Ax) =

⋃
v 6=0
Limsup
t↓0,w→v
A(x+ tw)

 ⊂ Lim sup
y→x,y 6=x
A(y) = Lim sup
y→x,y 6=x
A(y).
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Suppose that x∗ ∈ Lim sup
y→x,y 6=x
A(y). Then, there exist sequences {xn} ⊂ X and {x
∗
n} ⊂ X
∗ such that
xn → x, x
∗
n → x
∗ and xn 6= x, x
∗
n ∈ Axn for every n ∈ N. It follows that x
∗ ∈ Ax. We will show
that x∗ ∈ bd(Ax). Suppose on the contrary that x∗ ∈ int(Ax). Then, for sufficiently large n, we
have x∗n ∈ int(Ax) ⊂ Ax and so x
∗
n ∈ A(x;xn − x) with xn − x 6= 0. By (2), for sufficiently large n,
x∗n ∈ bd(Ax) which is a contradiction. ✷
4 Support Functions for the Values of Maximal Monotone Oper-
ators
Our aim is this section is to find representations for the support functions of the values of a maximal
monotone operator in terms of limit values of its principal section. Throughout this section, X is
the real Banach space such that both X and X∗ are uniformly convex.
Lemma 4.1 Let A : X ⇒ X∗ be a maximal monotone operator. If x ∈ D(A) and v ∈ X \ {0}
such that A(x; v) 6= ∅ then there exist sequences tn ↓ 0, wn → v with x + tnwn ∈ D(A) for every
n ∈ N such that the sequence {A◦(x + tnwn)} is weakly-star convergent to some point in A(x; v).
Moreover, we have
σAx(v) = lim
n→∞
〈A◦(x+ tnwn), v〉. (8)
Proof. Since A(x; v) 6= ∅, by (5), we have
w∗ − Lim sup
w→v,t↓0
A(x+ tw) 6= ∅.
Let x∗ belong to this set. Then, there exist sequences tn ↓ 0, wn → v, x
∗
n
∗
⇀ x∗ with x∗n ∈ A(x+tnwn)
for every n ∈ N. It follows that x + tnwn ∈ D(A) for every n ∈ N and {x
∗
n} is bounded in X
∗.
Since ‖A◦(x + tnwn)‖ ≤ ‖x
∗
n‖ , {A
◦(x + tnwn)} is also bounded in X
∗. Since X∗ is reflexive,
{A◦(x + tnwn)} has a weakly-star convergent subsequence. Without loss of generality, we can
assume that {A◦(x+ tnwn)}
∗
⇀ x¯∗ ∈ X∗. Again, by (5), x¯∗ ∈ A(x; v) and so
σAx(v) = 〈x¯
∗, v〉 = lim
n→∞
〈A◦(x+ tnwn), v〉.
✷
Theorem 4.1 Let A : X ⇒ X∗ be a maximal monotone operator. For every x ∈ D(A) and
v ∈ X \ {0}, we have
σAx(v) =


lim inf
t↓0,w→v
x+tw∈D(A)
〈A◦(x+ tw), w〉 if v ∈ T (x;D(A)),
+∞ otherwise.
(9)
Proof. If v /∈ T (x;D(A)) then there exists x∗ ∈ N(x;D(A)) such that 〈x∗, v〉 > 0. Then, for
every y∗ ∈ Ax and t > 0, we have y∗ + tx∗ ∈ Ax + N(x;D(A)) = Ax by the maximal monotone
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of A. It follows that σAx(v) ≥ 〈y
∗, v〉 + t〈x∗, v〉. Taking t → +∞ in the latter inequality, we get
σAx(v) = +∞.
Suppose now that v ∈ T (x;D(A)). It follows from (1) that there exist sequences tn ↓ 0, wn → v
with x+ tnwn ∈ D(A) for all n ∈ N. Let (tn) and (wn) be any such sequences. Then, we have
σAx(wn) ≤ 〈A
◦(x+ tnwn), wn〉. (10)
Indeed, by the monotonicity of A, for every x∗ ∈ Ax, we have
〈A◦(x+ tnwn)− x
∗, w〉 = t−1〈A◦(x+ tnwn)− x
∗, x+ tnwn − x〉 ≥ 0.
Hence, 〈A◦(x+ tnwn), wn〉 ≥ 〈x
∗, wn〉 for every x
∗ ∈ Ax and so (10) holds. Taking n→∞ in (10),
by the lower semicontinuity of σAx, we get
σAx(v) ≤ lim inf
n→∞
〈A◦(x+ tnwn), wn〉.
Hence,
σAx(v) ≤ lim inf
t↓0,w→v
x+tw∈D(A)
〈A◦(x+ tw), w〉. (11)
Now we establish the reverse inequality when σAx(v) < +∞. To do this, we only need to point out
the existence of the sequences tn ↓ 0, wn → v with x+ tnwn ∈ D(A) for every n ∈ N such that
〈A◦(x+ tnwn), wn〉 → σAx(v). (12)
Applying Proposition 2.2 for the proper lower semicontinuous convex function σAx and v ∈ domσAx,
we can find sequence (vn) ⊂ X such that vn → v, σAx(vn)→ σAx(v) and A(x; vn) = ∂σAx(vn) 6= ∅.
By Lemma 4.1, for every n ∈ N, there exists sequences tnm ↓ 0, w
n
m → vn with x+ t
n
mw
n
m ∈ D(A) for
every m ∈ N such that 〈A◦(x+ tnmw
n
m), w
n
m〉 → σAx(vn). For every n ∈ N, choosing m such that
tnm ≤
1
n
, ‖wnm − vn‖ ≤
1
n
, |〈A◦(x+ tnmw
n
m), w
n
m〉 − σAx(vn)| ≤
1
n
and setting tn := t
n
m, wn := w
n
m. Then, tn ↓ 0, wn → v with x+ tnwn ∈ D(A) for every n ∈ N and
〈A◦(x+ tnwn), wn〉 → σAx(v). Hence, we have the equality in (11). ✷
The formula (9) allows us to reconstruct a maximal monotone operator from its principal section
(see [7, Corollary 2.2] in Hilbert setting).
Corollary 4.1 Let A and B be maximal monotone operators from X to X∗. If D(A) = D(B) and
A◦ = B◦ then A = B.
Proof. Suppose that x ∈ D(A) = D(B). By Theorem 4.1, we have σAx = σBx. Hence, we have
Ax = A(x; 0) = ∂σAx(0)
= ∂σAx(0) = B(x; 0) = Bx.
✷
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The next corollary presents a local decomposition of maximal monotone operator provided that
its principal section is locally bounded. As a consequence, if the principal section of a maximal
monotone operator is bounded with some modulus around some interior point of the domain then
the whole values of the maximal monotone operator are also bounded with the same modulus
around that point.
Corollary 4.2 Let A be a maximal monotone operator from X to X∗ and x ∈ D(A). Suppose that
there exist r > 0 and ρ > 0 such that
‖A◦y‖ ≤ ρ, ∀y ∈ (x+ rB) ∩D(A). (13)
Then, for every y ∈ (x+ rB) ∩D(A), we have
Ay ⊂ N(y;D(A)) + ρB∗. (14)
Moreover, if x+ rB ⊂ D(A) then Ay ⊂ ρB∗ for every y ∈ x+ rB.
Proof. Let y ∈ (x+ rB) ∩D(A) and y∗ ∈ Ay. We first show that
〈y∗, z − y〉 ≤ ρ‖z − y‖, ∀z ∈ (x+ rB) ∩D(A). (15)
Indeed, for every z ∈ (x+ rB)∩D(A) \{y}, z− y ∈ T (y;D(A))\{0}, and by Theorem 4.1 and (13)
〈y∗, z − y〉 ≤ σAy(z − y)
= lim inf
t↓0,w→z−y
y+tw∈D(A)
〈A◦(y + tw), w〉
≤ lim inf
t↓0,w→z−y
y+tw∈D(A)
‖A◦(y + tw)‖‖w‖
≤ ρ‖z − y‖.
Since D(A) is convex and x+ rB is open, it follows from (15) that
〈y∗, z − y〉 ≤ ρ‖z − y‖, ∀z ∈ D(A), (16)
and so y∗ ∈ N(y;D(A)) + ρB∗. Therefore, (14) is satisfied.
If x+ rB ⊂ D(A) then N(y;D(A)) = {0} for every y ∈ x+ rB. By (14) we have Ay ⊂ ρB∗ for
all y in this set. ✷
In the next theorem, we refine the representation formula (9) when the domain of the maximal
monotone operator has a nonempty interior. Now, we consider the maximal monotone operator
A : X ⇒ X∗ satisfying int(D(A)) 6= ∅.
Theorem 4.2 Suppose that x ∈ D(A) and v ∈ int
(
T (x;D(A))
)
. Then, there exists a sequence
tn ↓ 0 with x + tnv ∈ D(A) for every n ∈ N such that the sequence {A
◦(x + tnv)} is weakly-star
convergent at some point in A(x; v) and
σAx(v) = lim
n→∞
〈A◦(x+ tnv), v〉. (17)
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Proof. Since A is maximal monotone and D(A) has nonempty interior, D(A) is convex and
int(D(A)) = int(D(A)). Suppose that x ∈ D(A) and v ∈ int
(
T (x;D(A))
)
. By [1, Proposi-
tion 4.2.3], the interior of the tangent cone can be expressed as
int
(
T (x;D(A))
)
=
⋃
h>0
(
int(D(A))− x
h
)
=
⋃
h>0
(
int(D(A)− x
h
)
.
Then, there exists h > 0 such that x + hv ∈ int(D(A)). Since int(D(A)) = int(D(A)), we have
(x, x+ hv] ⊂ int(D(A)).
Now we show that A((x, x+hv]) is bounded. Since x+hv ∈ int(D(A)), by the local boundedness
of A, there exist r > 0 and M > 0 such that x + hv + rB ⊂ int(D(A)) and Ay ⊂ MB∗ for all
y ∈ x+ hv + rB. Let u ∈ rB and choose x∗1 ∈ A(x), x
∗
2 ∈ A(x+ hv + u). For every t ∈ (0, 1] we set
xt := x+ tvh ∈ (x, x+ vh]. For each x
∗
t ∈ A(xt) we have by the monotonicity of A
〈x∗1 − x
∗
t , x− xt〉 = −th〈x
∗
1 − x
∗
t , v〉 ≥ 0,
so we get 〈x∗1, v〉 ≤ 〈x
∗
t , v〉. The monotonicity also gives us
〈x∗t , u〉 ≤ 〈x
∗
t ,−(1− t)hv〉+ 〈x
∗
2, u+ (1− t)hv〉
≤ h|〈x∗1, v〉| + ‖x
∗
2‖‖u‖+ h‖x
∗
2‖‖v‖
≤ h|〈x∗1, v〉| + rM + hM‖v‖.
This follows that
‖x∗t ‖ ≤ r
−1h|〈x∗1, v〉|+M + r
−1hM‖v‖, ∀t ∈ (0, 1],
so A((x, x+hv]) is bounded. Therefore, x+ tv ∈ D(A) and ‖A◦(x+ tv)‖ is bounded for sufficiently
small t > 0. Since X is reflexive, there exists a sequence tn ↓ 0 with x + tnv ∈ D(A) for every
n ∈ N such that the sequence {A◦(x + tnv)} is weakly-star convergent to some x
∗ in X∗. By (5),
x∗ ∈ A(x; v) and so
σAx(v) = 〈x
∗, v〉 = lim
n→∞
〈A◦(x+ tnv), v〉.
✷
Applying Theorem 4.2, we can find global decompositions for a maximal monotone operator
with nonempty interior in terms of limit values of its principal section and the values of the normal
cone to the closure of its domain. To do this, for every x ∈ D(A) and v ∈ int
(
T (x;D(A))
)
we
define the following sets
ω∗ − Limsup
t↓0
A◦(x+ tv) :=
{
x∗ ∈ X∗ | ∃ tn ↓ 0 such that A
◦(x+ tnv)
∗
⇀ x∗
and x+ tnv ∈ D(A) for all n ∈ N
}
.
ω∗ − Limsup
y
D(A)
−→ x
A◦y :=
{
x∗ ∈ X∗ | ∃ yn → x such that A
◦yn
∗
⇀ x∗
and yn ∈ D(A) for all n ∈ N
}
.
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Clearly, from Theorem 4.2 and the demiclosedness of A, we have
∅ 6= ω∗ − Limsup
t↓0
A◦(x+ tv) ⊂ ω∗ − Limsup
y
D(A)
−→ x
A◦x ⊂ Ax. (18)
Corollary 4.3 For every x ∈ X we have the following representations
Ax = co


⋃
v∈int
(
T (x;D(A))
)ω∗ − Limsupt↓0 A◦(x+ tv)

 +N(x;D(A)) (19)
= co{ω∗ − Limsup
y
D(A)
−→ x
A◦y}+N(x;D(A)), (20)
where co is the closed convex hull operator on X∗.
Proof. By the relation (18) and the maximal monotonicity of A we have
co


⋃
v∈int
(
T (x;D(A))
)ω∗ − Limsupt↓0 A◦(x+ tv)

+N(x;D(A))
⊂ co{ω∗ − Limsup
y
D(A)
−→ x
A◦y}+N(x;D(A))
⊂ Ax+N(x;D(A)) = Ax.
We establish the reverse inclusions. When x /∈ D(A), both sides of (19) and (20) are empty sets,
and so we can assume that x ∈ D(A). Let
S := co


⋃
v∈int
(
T (x;D(A))
)ω∗ − Limsupt↓0 A◦(x+ tv)

 .
Since S is closed and convex, S ⊂ Ax and so σS(v) ≤ σAx(v) for all v ∈ X. Therefore, by
Theorem 4.2, for any v ∈ int
(
T (x;D(A))
)
we have
σAx(v) = σS(v) < +∞.
Appylying [5, Proposition 5.1], we get Ax ⊂ S +N(x;D(A)). It suffices to show that
S +N(x;D(A)) ⊂ S +N(x;D(A)).
Let x∗ ∈ S +N(x;D(A)). There exist {s∗n} ⊂ S, {ν
∗
n} ⊂ N(x;D(A)) such that s
∗
n + ν
∗
n → x
∗.
We will show that both {s∗n} and {ν
∗
n} are bounded. Suppose on the contrary that {ν
∗
n} has a
subsequence {ν∗nk} such that ‖ν
∗
nk
‖ → ∞. Without loss of generality, we assume that
ν∗nk
‖ν∗nk‖
⇀ ξ∗ and
s∗nk
‖ν∗nk‖
⇀ −ξ∗.
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Let x0 ∈ int(D(A)) and r > 0 be such that x0 + rB ⊂ int(D(A)). Then,〈
ν∗nk
‖ν∗nk‖
, x− x0
〉
≥ r, ∀k ∈ N.
Taking the limit both sides of the latter inequality we get 〈ξ∗, x− x0〉 ≥ r. On the other hand, for
some x∗0 ∈ Ax0, we have by the monotonicity of A〈
s∗nk
‖ν∗nk‖
, x− x0
〉
≥
〈x∗0, x− x0〉
‖ν∗nk‖
, ∀k ∈ N.
Again, taking the limit both sides of the latter inequality we also get 〈−ξ∗, x − x0〉 ≥ 0 which
is a contradiction. Therefore, both {ν∗n} and {s
∗
n} are bounded. Since X is reflexive, there exist
subsequences {ν∗nk}, {s
∗
nk
} of {ν∗n} and {s
∗
n} respectively such that ν
∗
nk
∗
⇀ ν∗ ∈ S and s∗nk
∗
⇀ s∗ ∈
N(x;D(A)). Hence, we have that
x∗ = ν∗ + s∗ ∈ S +N(x;D(A)).
✷
5 Conclusions
We have provided representation formulas for faces and support functions for the values of max-
imal monotone operators in uniformly convex Banach space (see Theorem 3.1, Theorem 4.1, and
Theorem 4.2). Along the way, we also gave simpler proofs for [10, Theorem 3.1 and Theorem 3.2].
The obtained representation formulas help us to prove the unique determination of a maximal
monotone operator from its principal section and to get its local-global decompositions. Further
developments will be devoted to extending our results to arbitrary Banach spaces.
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