In the spectral Petrov-Galerkin methods, the trial and test functions are required to satisfy particular boundary conditions. By a suitable linear combination of orthogonal polynomials, a basis, that is called the modal basis, is obtained. In this paper, we extend this idea to the non-orthogonal dual Bernstein polynomials. A compact general formula is derived for the modal basis functions based on dual Bernstein polynomials. Then, we present a Bernstein-spectral Petrov-Galerkin method for a class of time fractional partial differential equations with Caputo derivative. It is shown that the method leads to banded sparse linear systems for problems with constant coefficients. Some numerical examples are provided to show the efficiency and the spectral accuracy of the method.
banded matrices for problems with constant coefficients, saving in the computational costs for a desired accuracy. The spectral methods utilize high order basis functions, typically the orthogonal polynomials that are the solutions of the Sturm-Liouville equation and they are known to have spectral accuracy, i.e., having convergence speed faster than the methods with fixed polynomial rate of convergence like the finite element and finite difference methods, for problems with smooth solution.
Fractional PDEs play a key role in modeling some physical phenomena such as particle transport process in anomalous diffusion which has applications in semiconductors, finance, electrochemistry, etc. [2, 4, 8, 10] . The Caputo temporal fractional derivative of u (x, t) is defined as (1.1)
The paper is organized as follows. Section 2 gives some preliminaries of Bernstein and DBPs. Some new aspects of these polynomials and an interesting formula for the modal basis functions are presented in Section 3. In Section 4, a Bernstein-spectral Petrov-Galerkin method is developed for a class of time fractional differential equations. The efficiency and spectral accuracy of the method are illustrated via numerical examples in Section 5.
Bernstein polynomials and DBPs
Bernstein basis polynomials of degree N over the unit interval I = [0, 1] are defined by
We adopt the convention φ i (x) ≡ 0 for i < 0 and i > N . The set {φ i (x) : 0 ≤ i ≤ N } forms a basis for P N , the space of polynomials with degree not exceeding N . It enjoys interesting properties facilitating the numerical implementation. They possess the end-point interpolation property [11] 
where ⌊·⌋ indicates the floor function. Moreover, when n is an odd integer, we get
We will use (2.5) and (2.6) to introduce a basis for the solution fractional partial differential equations.
The derivative of Bernstein polynomials satisfies a three-term recurrence formula [11] 
The dual Bernstein polynomials given byψ 8) with the coefficients
provide the following biorthogonality system
with the standard L 2 inner product (f, g) =´I f gdx [14] .
This can be proved by (2.8) and changing the order of the double summation.
Modal basis functions
Using a suitable linear combination of a known orthogonal basis, typically the Jacobi polynomial basis, one may form a basis for the spectral Petrov-Galerkin method (see e.g. [9, 20] ). We extend this idea to the non-orthogonal dual Bernstein polynomials. In this section, a compact formula for the modal basis functions is presented for an arbitrary order boundary value problem (BVP). Consider a BVP of order n with boundary conditions
for n even,
2 , and v
There is no loss of generality in assuming homogeneous conditions. We define the trial space from which we seek an approximate solution of the problem as V 0,n N = {v ∈ P N : v satisfies the conditions (3.1)}. We also define the test space W 0,n N , as the set of polynomials w in P N such that
2 , and w
A basis in W 0,n N is chosen to serve as the test functions in Petrov-Galerkin formulation of the problem. Note that dimV
, it is seen that the set
forms a basis for V 0,n N . Before presenting a basis for W 0,n N , we provide the following results for DBPs.
where we setψ i ≡ 0 for i < 0 and i > N.
Proposition 1
The following statements hold for 0 ≤ i ≤ N and
Proof The first statement follows from definition (2.8) and the similar relation φ N −i (x) = φ i (1 − x). From (2.8) and (2.10) we get the following that proves (b):
The statement (c) follows from the fact´1 0 φ i (x)dx = 
Proof The leading coefficient in (3.5) is a n i,0 = 1,ψ i 's are linearly independent and the number of ψ i 's is equal todim W 0,n N = N − n + 1. It is thus sufficient to prove that ψ i ∈ W 0,n
To do this, using Proposition 1, we have
With some manipulations, it is seen that the inner summation vanishes for 0 ≤ r ≤ p, hence the proof is completed. The proof for odd n is done similarly. 
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respectively. These are used for second, third and fourth order differential equations with conditions (3.1), respectively. As in the finite element method, the advantage of using such a basis utilizing the neighboring functions lies in the fact that it minimizes the interactions of basis functions in frequency space [18] . 4 The Bernstein-spectral Petrov-Galerkin method
In this section, a Petrov-Galerkin method based on the modal basis functions introduced in Theorem 1 is presented for the time-fractional differential equation
with Ω = (0, 1), 0 < α ≤ 1, the source term s, the initial condition u(x, 0) = g(x) and n boundary conditions (3.1) in which v(·) := u(·, t). b i 's are given functions and ∂ α t u is the Caputo derivative defined by (1.1). Equation (4.1) includes some important problems in science and engineering like the fractional advection-dispersion, the anomalous diffusion, etc. [8] Let τ = T M be the time step length, t k = kτ and u
The Caputo derivative may be discretized at t = t k+1 , k ≥ 0 by the well-known L1 approximation [4] 
1−α and r k+1 τ ≤cuτ 2−α in whichcu depends only on u [4] . Using (4.2) in (4.1), we get
where
So at each time step, we need to solve the higher-order differential equation (4.3). We consider the following Bernstein Petrov-Galerkin formulation for (4.3):
Using repeated integration by parts along with conditions (3.2)-(3.1), we can rewrite (4.4) as
We expand the approximate solution of (4.3) in terms of the basis functions (3.3) of V 0,n
Choosing the modal functions introduced in Theorem 1 as the test functions, the (4.5) is written equivalently as
and the A is given by
The matrices are (N − n + 1) × (N − n + 1). The integrals of f k+1 may be approximated by a Gauss-quadrature rule.
Note that u 0 = g is given by the initial condition and u k+1 , k ≥ 0, are obtained from (4.6) through solving (4.7). By the three-term relation (2.7), (3.4) and the biorthogonality system (2.9), it is found that the matrices in (4.9) (so the coefficient matrixA) are banded for the problems with constant coefficients.
Numerical experiments
Here, we provide some numerical examples to illustrate the accuracy and efficiency of the proposed method.
The errors are measured using the discrete L ∞ as [4] Consider the following time fractional advection-dispersion equation
where κ 1 and κ 2 are the advection and dispersion coefficients, respectively, and 0 < α ≤ 1. In this problem n = 2, so we choose (3.7) as the test functions. The L ∞ errors for the method are reported at t = 1 in Table 1 for the case κ 1 = κ 2 = 1 with exact solution u = sin (2πx) exp (−t) and τ = 0.01. Example 2. Consider the following equation
with the exact solution u = (1 − x) sin 2 (πx) exp (−t). Table 2 provides the L ∞ errors of the method with τ = 0.01 for some fractional orders. The spectral accuracy of the method is shown in Figure 5 .1 and compared with fixed rates O(h r ), r = 4, 6. Table 2 : The L ∞ error and the spatial rate of convergence for Example 2.
Conclusion
In this paper, utilizing DBPs, a compact formula for the modal basis functions to solve higher-order BVPs was presented. Using these modal functions, a Bernstein-spectral Petrov-Galerkin method was established for a class of time-fractional PDEs. Some numerical examples have been provided to show the efficiency and spectral accuracy of the method. The proposed method can be implemented for various time fractional PDEs on bounded spatial domains.
