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It is beyond the present techniques based on perturbation theory to reveal the nature of phase
transitions in strongly interacting field theories. Recently, the holographic approach has provided
us with an effective dual description, mapping strongly coupled conformal field theories to classical
gravity theories. Resorting to the holographic superconductor model, we propose a general crite-
rion for the nature of the superconducting phase transition based on effective interactions between
vortices. We find “tricritical” points in terms of the chemical potential for U(1) charges and an
effective Ginzburg-Landau parameter, where vortices do not interact to separate the second order
(repulsive) from the first order (attractive) transitions. We interpret the first order transition as the
Coleman-Weinberg mechanism, arguing that it is relevant to superconducting instabilities around
quantum criticality.
PACS numbers:
Interactions between vortices contain information on
the nature of the superconducting transition. They
change from repulsive to attractive, decreasing the
Ginzburg-Landau parameter κ, the ratio between the
penetration depth of an electromagnetic field and the
Cooper-pair coherence length [1–3]. Combined with ei-
ther the ǫ = 4−d expansion or the 1/N approximation in
the Abelian-Higgs model [4, 5], one finds that the nonin-
teracting point for vortices at κ = κt (∼ 1/
√
2) is identi-
fied with the tricritical point, where the nature of the
superconducting transition changes from second order
(κ > κt) to first order (κ < κt) [4]. Quantum corrections
due to electromagnetic fluctuations are the mechanism,
referred as the fluctuation-induced first-order transition
[5] or Coleman-Weinberg mechanism [6].
The situation is much more complicated when cor-
related electrons are introduced. In particular, super-
conducting instabilities are ubiquitous in the vicinity of
quantum critical points [7], where quantum critical nor-
mal states are often described by strongly interacting
conformal field theories. Although one can integrate over
such interacting fermions, the resulting effective field the-
ory contains a lot of singularly corrected terms for Higgs
fields, which originate from quantum corrections due to
abundant soft modes of particle-hole and particle-particle
excitations near the Fermi surface [8, 9]. Furthermore,
the Fermi surface problem turns out to be out of control
[10, 11] since not only self-energy corrections but also
vertex corrections should be introduced self-consistently.
It is far from reliability to evaluate effective interactions
between vortices in this problem.
Recently, it has been clarified that strongly coupled
conformal field theories in d-dimension can be mapped
into classical gravity theories on anti-de Sitter space in
d + 1-dimension (AdSd+1) [12, 13]. This framework has
been developed in the context of string theory, refereed as
the AdS/CFT correspondence. See Ref. [14] for a review.
Immediately, it has been applied to various problems
beyond techniques of field theories: non-perturbative
phenomena in quantum chromodynamics (AdS/QCD or
holographic QCD) [15], non-Fermi liquid transport near
quantum criticality [16–18] and superconductors [19, 20]
in condensed matter physics (AdS/CMP), and etc.
In this letter we propose a general criterion for the
first-order superconducting transition based on the holo-
graphic approach. We take the holographic superconduc-
tor model [20] as an effective low-energymodel in the dual
description for certain classes of strongly interacting field
theories. The asymptotic vortex solution [21] turns out
to play a central role in the nature of the superconduct-
ing transition. We suggest “tricritical” points in terms of
the chemical potential for U(1) charges and an effective
Ginzburg-Landau parameter, where vortices do not inter-
act to separate the second order (repulsive) from the first
order (attractive). We interpret the first-order transition
as the Coleman-Weinberg mechanism [5, 6], arguing to be
relevant to superconducting instability around quantum
criticality.
We start from the holographic superconductor model
in AdS4 with radius L
S =
1
2κ2p
∫
d4x
√−g
[
R+
L2
6
− L
2
4
F 2 − 1
2
(Dη)2
−1
2
η2(eAµ −Dµφ)2 − m
2
2
η2
]
, (1)
where the complex scalar field is decomposed into the am-
plitude η and the phase φ, and Aµ is the bulk gauge po-
tential with the field strength F = dA. κp is the Planck’s
constant. In this work we set e = 1 and m2 = −2/L2
and consider the probe limit. The background metric is
given by
ds2 =
L2
z2
(
−α2f(z)dt2 + dx21 + dx22 +
dz2
f(z)
)
, (2)
with f(z) = 1 − z3. The Hawking temperature is given
by T = 3α4pi .
2Equations of motion read
D2η −m2η − η Q2µ = 0,
L2DµBµν − η2Qν = −L2DµXµν , (3)
where Qµ ≡ Aµ − Dµφ is the gauge invariant superfluid
four-velocity and Bµν is its field strength. Xµν is ∂[µ∂ν]φ
which can be replaced with delta functions for centers of
vortices.
Now we calculate effective interactions between vor-
tices. The effective interaction will be determined by
the change of a single vortex solution in a widely sepa-
rated vortex-lattice configuration with a lattice spacing
dL [1, 2]. The variation of the single vortex solution
occurs dominantly around the boundary of two vortices
∼ dL/2, proven to coincide with an asymptotic solution
of the single vortex. In this respect we proceed as follows.
First, we find the asymptotic solution of a single vortex
away from the vortex core. Second, we show that the
variation of the vortex solution is given by the asymp-
totic solution. Third, we represent the vortex interaction
in terms of this solution.
We introduce the following ansatz for an asymptotic
solution of the single vortex configuration
s(~x, z) ≡ ηv(r, z)− ηs(z) = A(z)R(r) ,
qt(~x, z) ≡ Qvt (r, z)−Qst(z) = B(z)R(r) ,
qi(~x, z) ≡ Qvi(r, z)−Qsi(z) = C(z)Ri(r) , (4)
where the superscript v represents the single vortex solu-
tion and s denotes the uniform solution with the radial
coordinate r or rectangular coordinates xi in two dimen-
sion. Then, Eq. (3) becomes(∇2 − κ21)R(~x) = 0, (∇2 − κ22)Ri(~x) = 0,
A′′+
(f ′
f
− 2
z
)
A′+
(κ21
f
+
2
z2f
+
Qst
2
f2
)
A+
2ηsQst
f2
B = 0,
B′′+
(κ21
f
− η
s2
z2f
)
B − 2η
sQst
z2f
A = 0,
C′′ +
f ′
f
C′ +
(κ22
f
− η
s2
z2f
)
C = 0, (5)
in qz = 0 gauge. It is straightforward to see R(r) =
K0(κ1r), Rθ(r) = K1(κ2r), and Rr(r) = 0 in polar coor-
dinates. Here, κ1 and κ2 are constants for separation of
equations. Scaling the radial coordinate by r¯ = κ2r, we
find that Eq. (5) can be rewritten in terms of only a single
parameter κ = 1√
2
κ1
κ2
. For other equations, we need to
solve them numerically, taking the regularity conditions
at the horizon. It turns out that resulting solutions de-
pend on κ and a, b, c, which are defined at the horizon,
a = A(1), b = B′(1), and c = C(1). In addition, we find
that such solutions are characterized only by b/a and κ
due to the scaling symmetry of Eq. (5). See appendix A
for the numerical analysis [22].
Having the asymptotic solution, we evaluate the ef-
fective interaction between vortices in the dilute vortex-
lattice configuration [1, 2]. We introduce
η = ηv + δη , Qt = Q
v
t + δQt ,
Qi = Q
v
i + δQi , φ = nθ + δφ , (6)
where the solution with the superscript v represents the
single vortex configuration in a Wigner-Seitz cell, while
the “δ” part expresses the variation of the single vor-
tex configuration around the boundary of the Wigner-
Seitz cell. n is the winding number of the vortex.
δφ =
∑
iˆ6=0 n arg(~x−~xiˆ) is chosen for a multi-vortex con-
figuration, where ~xiˆ is the core position of each vortex.
δη and δQt would be much smaller than η
v and Qvt inside
the Wigner-Seitz cell, respectively. On the other hand,
it is not obvious if δQi is much smaller than Q
v
i near
the boundary of the Wigner-Seitz cell because Qvi will be
also small. However, it is natural to expect that δη and
δQt are much larger than δQ
2
i near the boundary [1]. As
a result, we obtain the following linearized equations of
motion near the boundary
δη′′+
(f ′
f
− 2
z
)
δη′ +
(∇2 −Qvi 2
f
+
2
z2f
+
Qvt
2
f2
)
δη
+2
ηvQvt
f2
δQt − 2η
vQvi
f
δQi = 0,
δQt
′′+
(∇2
f
− η
v2
z2f
)
δQt − 2
ηvQvt
z2f
δη = 0,
δQ′′i +
f ′
f
δQ′i +
(∇2
f
− η
v2
z2f
)
δQi − 2
ηvQvi
z2f
δη = 0. (7)
An important aspect is that these equations are essen-
tially the same with those for the asymptotic configu-
ration of the single vortex, valid when ηv ≫ δη and
Qvt ≫ δQt with ηv or Qvt ≫ δQ2i . This property leads us
to write down the variation of the solution in terms of the
asymptotic solution for the single vortex configuration
δη =
∑
iˆ 6=0
s(~x− ~xiˆ, z), δQµ =
∑
iˆ 6=0
qµ(~x − ~xiˆ, z). (8)
Expanding the action (1) around a vortex solution to
second order and using equations of motion (3), we arrive
at
δΩ(2)=
1
T
∫
iˆ
dzd2x∂µ
{√−g [ δηDµ(ηv + 1
2
δη
)
+ δQν
(
Bvµν +
1
2
δBµν
)]}
. (9)
We observe that only surface terms contribute to the cor-
rection for the grand potential, where these boundaries
correspond to the AdS4 boundary (z = 0), the horizon
(z = 1), and the boundary of the Wigner-Seitz cell. The
regularity condition on the horizon does not allow con-
tributions from the horizon. In addition, the dilute vor-
tex configuration guarantees that the contribution along
the AdS4 boundary is much smaller than that from the
boundary of the Wigner-Seitz cell [22]. Therefore, the
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FIG. 1: Asymptotic vortex solutions for dimension 2 conden-
sation, charge density, and magnetic flux, respectively, where
κ = 1 is used. Both the blue line with [ a/b = −1, a/c = 2 ]
and the green line with [ a/b = 1, a/c = 6 ] correspond to re-
pulsive interactions between vortices while the dashed red line
with [ a/b = −1, a/c = 6 ] results in attractive interactions.
relevant contribution is from the correction at the bound-
ary of the Wigner-Seitz cell, which is attainable by the
asymptotic solution (8). Finally, we obtain the change of
the grand potential for the ith cell,
δΩ(2)∼ α
T
∫ 1
0
dz
∮
iˆ
dl nˆ ·
{ 1
z2
δη∇(ηv + 1
2
δη)
− 1
f(z)
δQt∇(Qvt +
1
2
δQt) + δ ~Q×∇× ( ~Qv + 1
2
δ ~Q)
}
=
4π2
3
∑
iˆ 6=0
[
CK0(r¯iˆ)− (A− B)K0(
√
2κr¯iˆ)
]
(10)
with A =∫ 1
0
dzA(z)
2
z2
, B =∫ 1
0
dzB(z)
2
f(z) and C =
∫ 1
0
dzC(z)2.
For the analytic expression in the last line of Eq. (10),
we used an identity in Ref. [23].
It is possible to understand the physical meaning of
Eq. (10). The interaction potential consists of both first
order and second order contributions in “δ”, where the
former represents interactions between the ith = 0 vortex
and others ith 6= 0, and the latter expresses those between
other vortices ith 6= 0 except for the ith = 0 vortex.
This expression is formally identical to the effective
interaction between vortices in the Abelian-Higgs model,
where the first term results from the variation of the su-
percurrent while the second originates from that of the
Higgs field around the boundary [1, 2]. An important in-
gredient is that coefficients of the vortex interaction are
given by integrals in the z-direction. In addition, the
κ dependence of the interaction potential is much more
complicated since such coefficients are functions of the
parameter κ. In this respect the role of the parameter κ
is not completely clear yet although tuning κ results in
the change of the vortex interaction.
Figure 1 shows dimension 2 condensation, charge den-
sity, and magnetic flux for the asymptotic single-vortex
configuration, respectively. It is interesting to observe
that when U(1) charge density decreases rapidly near the
vortex core, the effective interaction between vortices be-
comes more repulsive. As long as b/a remains positive,
we do not see any change from repulsive to attractive
interactions. In this case the system might lie in a deep
type II regime. Therefore, we focus on b/a < 0 hereafter
to study the superconducting transition.
We classify our systems into four classes under the
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FIG. 2: Effective interactions between vortices as a function of
κ. With decreasing κ the effective potential changes from re-
pulsive to attractive. The nearest interaction was considered
where dL = 3. Left: T/Tc = 0.907, b/a = −1, a/c = 3 (Blue
Solid), and a/c = 10 (Red Dashed). Right: T/Tc = 0.388,
b/a = −1, a/c = 3 (Blue Solid), and a/c = 10 (Red Dashed).
condition of b/a < 0, depending on the density of U(1)
charges and the ratio of a/c. First, we fix the density
of U(1) charges, determining the chemical potential. We
expect that the regime with a/c≪ 1 belongs to the type
II superconductivity because the first term of the vortex
interaction in Eq. (10) becomes larger than the second
term, resulting in repulsive interactions. Physically, this
relation implies strong supercurrents around the vortex
core, consistent with the picture of type II. On the other
hand, the regime with a/c ≫ 1 will show that interac-
tions between vortices change from repulsive when κ≫ 1
to attractive when κ ≪ 1. Notice that κ is introduced
into the second term, reducing it with κ≫ 1 and enhanc-
ing it with κ ≪ 1. Both A and B are positive definite,
decreasing monotonically as we increase κ. We uncover
that the regime with b/a < 0 gives rise to A − B > 0,
allowing the possibility for the change of interactions.
Fig. 2 confirms our expectation, that is, interactions be-
tween vortices become attractive when κ < κt, where κt
can be regarded as the tricritical point.
Next, we consider cases with a fixed κ. When κ is
rather large, it is difficult to find the tricritical point µt,
originating from smallness of the second term. In this
respect it is better to start from a small enough κ. Then,
the effective interaction is attractive when µ > µt while
it becomes repulsive when µ < µt. Figure 3 shows a sur-
face of tricritical points in the space of (κ, µ/T ) with a
fixed T , a/c > 1, and b/a < 0, where effective interac-
tions between vortices vanish exactly. The vortex inter-
action is attractive inside the ellipse while it is repulsive
outside the ellipse. We claim that this ellipse serves a
general criterion for the fluctuation-driven first-order su-
perconducting transition in strongly coupled conformal
field theories, possibly occurring in the vicinity of quan-
tum criticality.
In this study we try to answer how to classify strongly
interacting field theories, considering the nature of the
superconducting transition. The holographic supercon-
ductor model is our main ansatz as an effective low energy
theory, expected to describe certain classes of strongly
coupled conformal field theories. The effective interac-
tion between vortices is our central object, allowing us
to distinguish the type II superconductor from type I,
where the former will show the second order transition
4FIG. 3: Tricritical surfaces in (b/a, a/c, κ) with a fixed µ for
the left panel and (µ, a/c, κ) with a fixed b/a for the right
panel, respectively, where vortices do not interact with each
other. The interaction potential is attractive inside the ellipse
while repulsive outside it.
while the latter will display the first order. As shown,
an asymptotic solution for a single vortex configuration
plays an essential role for the effective interaction. The
effective interaction between vortices turns out to be a
complicated function of both κ and µ/T , where the pa-
rameter κ is introduced to play basically the same role
as the Ginzburg-Landau parameter. We find a surface
of tricritical points in the parameter space of (κ, µ/T ),
where the effective interaction vanishes, which separates
the first order from the second order, proposed to be a
general criterion in classifying quantum critical metals.
There are various unsolved questions in this direction.
First of all, a possible topological term such as the ax-
ion term [24] may play an important role in the vortex
interaction. It can assign the U(1) charge to a vortex,
modifying their interactions. We suspect the possibility
of the BKT transition [25], resulting from their Coulomb
interactions due to the assigned U(1) charge, where 1/q2
in the momentum space becomes ln r in two space dimen-
sions. In addition to this problem, the role of the pairing
symmetry is not investigated, where non s-wave super-
conductivity arises in strongly interacting electrons [7].
Furthermore, it should be studied the role of fermions in
the vortex interaction.
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Appendix A: Numerical analysis for Eq. (5)
We start with discussion about a uniform solution in the original holographic superconductor model [S. A. Hartnoll,
C. P. Herzog, G. T. Horowitz, Phys. Rev. Lett. 101, 031601(2008)], where Qst (z) and η
s(z) depend only on the
z-coordinate. It is straightforward to derive equations of motion from Eq. (3)
η′′ +
(
f ′
f
− 2
z
)
η′ +
(
2
z2f
+
Qt
2
f2
)
η = 0, Qt
′′ − η
2
z2f
Qt = 0. (A1)
The regularity at horizon (z = 1) gives the following conditions
Qt(1) = 0, Q
′
t(1) = v, Q
′′
t (1) = −
u2v
3
, (A2)
η(1) = u, η′(1) =
2
3
u, η′′(1) =
1
2
u
(
−8
9
− v
2
9
)
. (A3)
Using the above conditions, one can find solutions in terms of u and v, based on the shooting method. Near the
boundary (z = 0), the solutions behave such as
η(z) ∼ O1(u, v)z +O2(u, v)z2 + · · · , Qt(z) ∼ µ(u, v) + ρ(u, v)z + · · · . (A4)
When we are considering operators with dimension 1 or 2, we should constrain solutions with either O2 = 0 or O1 = 0,
respectively. Therefore u and v are not independent but related with each other. As a result, the space of solutions
becomes one dimensional, allowing us to take “v” as a parameter for the solution of the holographic superconducting
state. In other words, v controls either temperature or charge density of the system. According to the AdS/CFT
dictionary, the total charge is given by Q ∼ − ∫ d2xαQ′t(0). When T = 3α4pi is fixed, the charge density varies as a
function of v. If the charge density is fixed, temperature changes as a function of v. One can say a similar statement
for the chemical potential, αQt(0). Inserting the uniform solution of Q
s
t (z) and η
s(z) into Eq. (5), we can solve them
numerically.
Equation (5) has two parameters of κ1 and κ2. Performing the scaling as discussed in the manuscript, we obtain
the following regularity conditions near the horizon for A(z), B(z) and C(z),
A(1) = a, A′(1) = a
(
2
3
+
2κ2
3
)
, A′′(1) = −4a
9
− buv
9
− av
2
18
+
4aκ2
9
+
2aκ4
9
, (A5)
B(1) = 0, B′(1) = b, B′′(1) = −2
3
auv +
1
3
b
(−u2 + 2κ2) , (A6)
C(1) = c, C′(1) = c
(
1
3
− u
2
3
)
, C′′(1) = c
(
− 5
18
+
u2
3
+
u4
18
)
. (A7)
It is straightforward to see the scaling symmetries in Eq. (5). Equation for C(z) remains invariant after scaling as
c C˜(z) with a parameter c. In this case c = 1 is allowed due to the boundary condition in Eq. (A7). Equations for A(z)
and B(z) also allow scaling, unchanged after aA˜(z) and aB˜(z). Therefore b/a and κ are only relevant parameters,
governing equations for A(z) and B(z). As a result one may regard the asymptotic solution of the single vortex
configuration as
s = aA˜
(
v, κ,
b
a
, z
)
K0
(√
2κr¯
)
, qt = aB˜
(
v, κ,
b
a
, z
)
K0
(√
2κr¯
)
, qθ = c C˜(v, z)K1(r¯) , (A8)
where r¯ means a re-scaled coordinate with κ2. We emphasize arguments in each function.
6Appendix B: Derivation of the variation for the grand potential
Inserting Eq. (6) into Eq. (3), we find the following linearized equations
D2δη −m2δη − δηQvµ2 − 2ηvQvµδQµ = 0, (B1)
DµδBµν − 2ηvδηQν − ηv2δQν = −DµδXµν , (B2)
proven to be valid near the center of a vortex. One can see that this approximation is reasonable only when δη and
δQt are both larger than δQ
2
i and smaller than η
v and Qvt . The boundary of a Wigner-Seitz cell also satisfies these
conditions. In this respect the linearized equations are valid not only near a vortex but also the boundary of the cell.
This is a simple extension of the observation in L. Kramer, Phys. Rev. B 3, 3821 (1971).
Inserting the vortex solution [Eq. (6) with Eq. (8)] into the effective gravity action [Eq. (1)] and expanding the
action to the second order, we obtain the following expression for the change of the grand potential in a cell
δΩ =
1
T
∫
iˆ
dzd2x∂µ
{√−g [δηDµ(ηv + 1
2
δη
)
+ δQν
(
Bvµν +
1
2
δBµν
)]}
, (B3)
where Eqs. (B1) and (B2) are utilized. In this derivation we need to worry about singular parts from Xµν . δXµν
vanishes identically because the singularity appears completely outside the cell iˆ. The only term that we have to
concern is δBµνX
µν , however this turns out to vanish when we are considering the configuration of δBµν = 0 at the
origin of the cell.
Changing Eq. (B3) into surface integrals, we have three kinds of boundaries. The first is the boundary at the
horizon (z = 1) of the black hole and the second is that of the AdS space (z = 0). The last is the boundary of the
Wigner-Seitz cell. The first contribution vanishes identically thanks to regularity conditions at the horizon. For the
z = 0 boundary, the contribution must be considered carefully. Actually, this contribution could be important, when
a distance between vortices is comparable to a size of a vortex. However, we are taking the dilute gas limit, thus the
variation from the single vortex solution will be concentrated on boundaries of Wigner-Seitz cells.
The surface integral for z = 0 is given as follows
δΩz=0 =
1
T
∫
iˆ
d2x
√−g
[
δη∇z
(
ηv +
1
2
δη
)
+ δQν
(
Bv zν +
1
2
δBzν
)]
z=0
. (B4)
In the dilute limit δη and δQµ have nonzero values only near the boundary of a cell. Thus, the integration range is
effectively small. As positions of vortices are far from each other, this contribution almost vanishes and it is much
smaller than the third contribution given by the integration along the z direction at the boundary of Wigner-Seitz
cells. This dilute approximation serves the validity of our calculation. Therefore, our correction of the grand potential
is well approximated as
δΩ ∼ 1
T
∫ 1
0
dz
∮
iˆ
dlnˆi
√−g
[
δη∇i
(
ηv +
1
2
δη
)
+ δQν
(
Bv iν +
1
2
δBiν
)]
, (B5)
where nˆi is a unit vector orthogonal to the boundary of the Wigner-Seitz cell. This leads to Eq. (9).
Appendix C: Derivation of Eq. (9)
In this section we will derive the following formulae
∑
i6=0
∮
dl nˆ ·K0(|r − ri|)θˆ(~r − ~ri)×∇×
(
K0(r)θˆ +
1
2
∑
j 6=0,i
K0(|r − rj |)θˆ(~r − ~rj)
)
= π
∑
i6=0
K0(|~ri|), (C1)
∑
i6=0
∮
dl nˆ ·K0(|r − ri|)∇
(
K0(r) +
1
2
∑
j 6=0,i
K0(|r − rj |)
)
= −π
∑
i6=0
K0(|~ri|). (C2)
7For convenience, we define a fictitious coordinate w and vector fields, hi(~r) ≡ K0(|r − ri|)wˆ, where ri is a center of a
lattice. Then, the above equations can be written as follows
F1 ≡
∑
i6=0
∮
d~S ·


(
h0 +
1
2
∑
j 6=0,i
hj
)
×
(
∇× hi
)
 = π
∑
i6=0
hi · wˆ, (C3)
F2 ≡
∑
i6=0
∮
d~S · hi ×∇×
(
h0 +
1
2
∑
j 6=0,i
hj
)
= −π
∑
i6=0
hi · wˆ , (C4)
where d~S is an area element orthogonal to the boundary surface of a cell, i.e, d~S = dl dw nˆ.
Using the divergence theorem and taking integration by parts, one can rearrange F1 into
F1 =
∑
i6=0
∫
d3x
{
∇×
(
h0 +
1
2
∑
j 6=0,i
hj
)
·(∇× hi)−
(
h0 +
1
2
∑
j 6=0,i
hj
)
·(∇×∇× hi)
}
=
∑
i6=0
∫
d3x
{
∇×
(
h0 +
1
2
∑
j 6=0,i
hj
)
·(∇× hi) + hi ·
[
2πδ2(r)wˆ −∇×∇×
(
h0 +
1
2
∑
j 6=0,i
hj
)]}
= 2π
∑
i6=0
hi(0) +
∑
i6=0
∮
d~S ·
{
hi ×∇×
(
h0 +
1
2
∑
j 6=0,i
hj
)}
, (C5)
where we have used ∇×∇×hi+hi = 2πδ2(~r−~ri)wˆ with some algebra. Actually, the second term in the last is equal
to −F1. In order to show this, we consider the following combination,
∑
i6=0
∮
d~S ·
{(
h0 +
1
2
∑
j 6=0,i
hj
)
×∇× hi
}
+
∑
i6=0
∮
d~S ·
{
hi ×∇×
(
h0 +
1
2
∑
j 6=0,i
hj
)}
=
∮
d~S · ∇
∑
i6=0
h0 ·
(
h0 +
1
2
∑
j 6=0,i
hj
)
=
∮
d~S · ∇
{
hk · h0 + (h0 + hk) ·
∑
i6=0,k
hi +
1
2
∑
i6=0,k
hi ·
∑
j 6=0,k,i
hj
}
, (C6)
where k means one of other vortices. The integrand is symmetric under interchange of h0 and hk. Now, we may
take ~rk as one of the nearest neighbor. Then, the symmetry means that the integrand is a vector whose direction
is along the boundary surface of the cell. Thus, the above combination should vanish, leading us to conclude that
F1 = π
∑
i6=0 hi(0) · wˆ. This argument is in parallel with that in L. Kramer, Phys. Rev. B 3, 3821 (1971). For F2,
one can see that F2 = −F1 from Eq. (C6). This completes our derivation.
