We identify three different levels of correlation (pairwise relative ordering, network-wide ranking, and linear regression) that could be assessed between a computationally-light centrality metric and a computationallyheavy centrality metric for real-world networks. The Kendall's concordance-based correlation measure could be used to quantitatively assess how well we could consider the relative ordering of two vertices v i and v j with respect to a computationally-light centrality metric as the relative ordering of the same two vertices with respect to a computationally-heavy centrality metric. We hypothesize that the pairwise relative ordering (concordance)-based assessment of the correlation between centrality metrics is the most strictest of all the three levels of correlation and claim that the Kendall's concordance-based correlation coefficient will be lower than the correlation coefficient observed with the more relaxed levels of correlation measures (linear regression-based Pearson's product-moment correlation coefficient and the network-wide ranking-based Spearman's correlation coefficient). We validate our hypothesis by evaluating the three correlation coefficients between two sets of centrality metrics: the computationally-light degree and local clustering coefficient complement-based degree centrality metrics and the computationally-heavy eigenvector centrality, betweenness centrality, and closeness centrality metrics for a diverse collection of 50 real-world networks.
Introduction
Network Science deals with analyzing complex networks (e.g., biological networks, social networks, citation networks, web, etc.) from a graph theoretic perspective [1] . We model a complex network as an abstract graph of vertices (nodes) and edges (links). Centrality of a vertex is a quantitative measure of the topological significance of the vertex in a graph [1] . There exists a slew of centrality metrics for complex network analysis. Among these, the commonly studied metrics are the degree-based degree centrality (DegC) [1] and eigenvector centrality (EVC) metrics [2] and the shortest path-based betweenness centrality (BWC) [3] and closeness centrality (CLC) metrics [4] . The degree centrality of a vertex is a measure of the number of neighbors of the vertex. The eigenvector centrality [2] of a vertex is a measure of the degree of the vertex as well as the degree of its neighbors. A vertex has a higher EVC if it has a high-degree and its neighbors also have a high-degree. The betweenness centrality [3] of a vertex is a measure of the number of the shortest paths (between any two vertices in the network) that go through the vertex. The closeness centrality [4] of a vertex is a measure of the hop count of the shortest paths (or the weight of the shortest paths in a weighted graph) from the vertex to the rest of the vertices in a graph. For graphs that are not connected, the centrality metrics are typically computed for the largest connected component of the graph.
Among the above four centrality metrics (see Sect. 5 for a comparison of the computation time), the degree centrality metric is the only computationally-light metric (i.e., could be computed quickly) and the other three metrics are computationally-heavy (i.e., would take more computation time). For a graph of V vertices and E edges, it takes (V 3 ) time to compute the EVC of the vertices [2] and (V 2 +VE) time to compute each of the BWC [3] and CLC metrics [4] .
C T E D A R T I C L E Vietnam J Comput Sci
Recently, some research articles (e.g., [5, 6] ) have evaluated the correlation between these four commonly used centrality metrics for real-world network graphs to see if one or more of the computationally-heavy centrality metrics (EVC, BWC, and CLC) exhibit a strong correlation with the degree centrality metric (on the basis of the Pearson's correlation coefficient [7] ), so that one could then employ linear regression to predict the strongly correlated computationally-heavy metric(s) using the degree centrality metric. On similar lines, the Pearson's correlation coefficient between each of the above four centrality metrics and the maximal clique size per node (another node-level computationally-heavy metric, the computation of which is a NP-hard problem) was evaluated in [8] .
In a recent work [9] , a new metric called the localized clustering coefficient complement-based degree centrality (LCC DC) has been proposed as a computationallylight alternative to the computationally-heavy BWC metric. LCC DC is computed as the product of 1-LCC and DegC, where LCC (local clustering coefficient) of a vertex [1] is a measure of the probability that any two neighbors of the vertex are connected and are computed as the ratio of the actual number of edges between the neighbors of a vertex to that of the maximum possible number of edges between the neighbors of the vertex. For several real-world networks analyzed in [9] , the Pearson's correlation coefficient values observed for LCC DC-BWC are larger than the correlation coefficient values observed for DegC-BWC. In another recent work [10] , it was observed that compared to DegC, LCC DC could be used to more accurately predict BWC values using linear regression (with the standard error of residual values smaller than those incurred for regression using DegC). In both [9] and [10] , the correlation analysis was focused on BWC vs. the other four centrality metrics (DegC, LCC DC, EVC, and CLC). In this paper, our correlation analysis is more comprehensive: the two computationally-light centrality metrics (DegC and LCC DC) vs. the three computationally-heavy centrality metrics (EVC, BWC, and CLC).
In this paper, we identify three different levels of correlation that could be evaluated between any two centrality metrics of the vertices (more specifically, between a computationally-light metric and a computationally-heavy metric) in complex network graphs: (i) a pairwise relative ordering-based correlation that would be a quantitative measure of how well the relative ordering of a pair of vertices based on a computationally-light metric could be considered as the relative ordering of the same pair of vertices with respect to a computationally-heavy metric. For example, if LCC DC(v i ) < LCC DC(v j ), how sure are we to say BWC(v i ) < BWC(v j ) for some two vertices v i and v j ? (ii) A network-wide ranking-based correlation that would be a quantitative measure of the extent we could use the ranking of the vertices based on a computationally-light metric as the ranking of the vertices based on a computationallyheavy metric. (iii) A linear regression-based correlation that would be a quantitative measure of the extent we could use the values of the computationally-light metric to predict the values for a computationally-heavy metric.
The Pearson's product-moment correlation coefficient is not the only correlation measure used in statistical analysis. There are at least two other well-known correlation measures such as the Spearman's Rank-based correlation measure [5] and the Kendall's concordance-based correlation measure [5] that are widely used in statistical analysis, but not that commonly used in complex network analysis. We opine that the Kendall's correlation coefficient (rather than the Pearson's correlation measure) could be more apt to do pairwise relative ordering of the vertices with respect to a computationally-heavy metric based on the values incurred for a computationally-light metric. Likewise, the Spearman's rank-based correlation coefficient could be an apt measure to decide whether a computationally-light metric could be used to rank the vertices in a graph in lieu of a computationallyheavy metric. We claim that real-world network graphs are more likely to incur different values for the correlation coefficient with respect to each of the above three correlation measures and the Pearson's correlation coefficient alone cannot be used to infer the nature of correlation between any two centrality metrics with respect to each of the three levels of correlation that are of interest in this paper. For example, for the well-known US Politics Books Network [11] , we observed the following values for the Kendall's, Pearson's, and Spearman's correlation coefficients with respect to LCC DC-BWC: 0.69, 0.78, and 0.86.
Our hypothesis in this paper is that the pairwise relative ordering-based correlation is the most strictest of the three levels of correlation and the Kendall's correlation coefficient is more likely to be the lowest of the three correlation coefficients evaluated for real-world network graphs. This is because the correlation measure is quantified as the ratio of the difference between the number of concordant pairs and the number of discordant pairs to that of the total number of pairs of vertices. A pair of vertices v i and v j are said to be concordant with respect to centrality metrics X and
The Kendall's concordance-based correlation is evaluated at the level of vertex-vertex pairs, and hence, for two centrality metrics to be strongly correlated according to this measure, the number of concordant pairs of vertices should be significantly larger than the number of discordant pairs of vertices. The presence of even few discordant pairs of vertices could significantly reduce the value for the Kendall's correlation coefficient. For two different centrality metrics,
if the number of concordant pairs of vertices is significantly larger than the number of discordant pairs of vertices, the network-wide ranking of the vertices with respect to the two centrality metrics is expected to be more or less the same. Likewise, the larger the number of concordant pairs of vertices with respect to two centrality metrics X and Y , larger the chances of a dependence of the values for the centrality metric Y on the values for centrality metric X and viceversa. Unless the centrality value of a vertex with respect to metric Y increases (or decreases) with an increase (or decrease) in the centrality value of the vertex with respect to metric X , it would be difficult to find a significant number of concordant pairs of vertices with respect to the two centrality metrics X and Y . Hence, our hypothesis in this paper is that the correlation coefficient between two centrality metrics for a real-world network graph could be bounded below by the Kendall's concordance-based correlation coefficient. In other words, if we could evaluate the Kendall's concordance-based correlation coefficient between two centrality metrics for a real-world network graph, the correlation coefficients expected between the same two centrality metrics with respect to the other two correlation measures (i.e., the Spearman's and Pearson's measures) are more likely to be at least the value obtained for the Kendall's concordancebased correlation coefficient.
We determine the correlation coefficient for DegC and LCC DC with each of the three computationally heavy centrality metrics (EVC, BWC, and CLC) with respect to the three different measures of correlation for a total of 50 realworld networks. This generates a huge data set of correlation coefficient values (50 networks * 2 computationally-light metrics: DegC and LCC DC * 3 computationally-heavy metrics: EVC, BWC, and CLC = 300 combinations) for each of the three correlation measures. We determine the fraction of the combinations for which each of the three correlation coefficient measures incur the lowest and largest values. We observe the Kendall's concordance-based correlation coefficient to be the lowest for 75% of the combinations, thus confirming our hypothesis.
Throughout the paper, the terms 'network' and 'graph', 'node' and 'vertex', and 'link' and 'edge' are used interchangeably; they mean the same. All the real-world network graphs and the example graphs analyzed in this paper are modeled as undirected graphs. The adjacency matrix of an undirected graph of V vertices is a V × V binary matrix, wherein there is an entry of 1 for cells (v i , v j ) and (v j , v i ) if and only if there is an edge between the two vertices v i and v j ; otherwise, the entry is a 0. The rest of the paper is organized as follows: Sect. 2 reviews the five centrality metrics DegC, LCC DC, EVC, BWC, and CLC, and illustrates their computation with an example graph. Section 3 reviews the three correlation measures (Kendall's, Spearman's, and Pearson's) and illustrates their computation for a computationally-light metric vs. a computationally-heavy metric computed for the example graph in Sect. 2. Section 4 presents the 50 real-world networks analyzed in this paper and tabulates the values for some of the fundamental metrics. We also tabulate the computation time for the five centrality metrics (on the 50 real-world networks) justifying their classification as computationally-light or computationallyheavy. Section 5 presents the results of the correlation analysis conducted on the 50 real-world networks on the basis of computationally-light vs. computationally-heavy centrality metrics with respect to the three correlation measures. Section 6 discusses related work and highlights the unique contributions of the work conducted in this paper. Section 7 concludes the paper.
Review of centrality metrics
Centrality metrics quantify the importance of a vertex with respect to their position in a graph. In this paper, we consider centrality metrics on the basis of whether they are computationally-light or computationally-heavy. We identify the degree centrality (DegC) [1] and the recently proposed localized clustering coefficient complement-based degree centrality (LCC DC) [9] as the two computationally-light centrality metrics (as they could be computed quickly with time; see Sect. 4) and identify the other three well-known centrality metrics: eigenvector centrality (EVC) [2] , betweenness centrality (BWC) [3] , and closeness centrality (CLC) [4] as the computationally-heavy metrics. In this section, we briefly review each of these five metrics and illustrate their computation with a running example graph.
Degree centrality
The degree centrality (DegC) of a vertex is the number of neighbors incident on the vertex. Figure 1 illustrates the degree centrality of the vertices (listed above the vertices) in the example graph used in Sects. 2 and 3. A key weakness of the degree centrality metric is that the metric can take only integer values and ties among vertices (with same degree) is quite common and unavoidable in network graphs of any size (in the graph of Fig. 1 , we observe five of the nine vertices to have a degree of 3). Due to this inherent weakness, we opine that degree centrality might not be an apt metric for networkwide ranking of the vertices or pairwise relative ordering of the vertices in lieu of the computationally-heavy metrics, even though DegC has been observed [5, 6] to be strongly correlated with the computationally-heavy centrality metrics (EVC, BWC, and CLC) with respect to the Pearson's correlation measure for linear dependence. 
Eigenvector centrality
The eigenvector centrality (EVC) of a vertex is a measure of the degree of the vertex as well as the degree of its neighbors [2] . The EVC of the vertices is a column vector computed using the power-iteration algorithm [12] . The algorithm takes the adjacency matrix of the graph (say,
where V is the number of vertices) as input and processes it through a sequence of iterations. The EVC column vector is initialized to a unit vector (all the entries are 1s). In the first iteration, we multiply the adjacency matrix A with the EVC column vector of all 1s and divide the entries in the product vector P (also a column vector) by the normalized value of its entries. For the subsequent iterations, we set the EVC column vector to be the product vector obtained (after dividing the individual entries with the normalized value) at the end of the previous iteration. We continue the iterations by multiplying the adjacency matrix with the EVC column vector obtained at the end of the previous iteration. The algorithm stops when the entries in the EVC column vector converge (i.e., do not change further to a certain level of precision) and the vector is then called the principal eigenvector.
There is an entry for each vertex in the principal eigenvector and the values of these entries correspond to the eigenvector centrality of the vertices. The normalized value of the entries in the final product vector that is transformed to the principal eigenvector is called the principal eigenvalue (a.k.a. the spectral radius) of the adjacency matrix of the network graph. The power-iteration method is of timecomplexity (V 3 ) as we do (V 2 ) multiplications in each iteration (to compute the product vector) and there could be at most V iterations before the entries in the product vector converge and the product vector becomes the principal eigenvector. Figure 2 presents an example to illustrate the computation of the principal eigenvector (i.e., the EVC of the vertices) for the example graph. The example aptly illustrates the impact of the DegC and EVC of the neighbors of a vertex on the EVC of the vertex. We notice that though vertices 8 and 9 have the same degree of 2, vertex 9 has a relatively larger EVC (0.290) compared to vertex 8 (0.069): this is because, vertex 9 is attached to two neighboring vertices (vertices 1 and 5) that have a larger DegC as well as a larger EVC, whereas, vertex 8 is attached to two neighboring vertices (vertices 4 and 7) that have a relatively lower DegC and lower EVC values. 
Betweenness centrality
The betweenness centrality (BWC) of a vertex is a measure of the number of the shortest paths between any two vertices that go through the vertex [3] . The BWC of a vertex v i is quantitatively computed as follows: BWC is a computationally-heavy metric and the best algorithm known so far is the classical Brandes' algorithm [13] of time-complexity (V 2 +V E) for undirected graphs. We now briefly describe a breadth first search (BFS)-based implementation [14] of the Brandes' algorithm. We compute a BFS tree rooted at each of the vertices in the graph; we keep track of the level number of every vertex (say, v i in general) in each of these BFS trees. The level number of a vertex v i in a BFS tree rooted at vertex v j corresponds to the number of hops on the shortest path from vertex v j to v i . One or more vertices could exist at a particular level in the BFS trees; a vertex v x is considered to be a predecessor for a vertex v y in a BFS tree if there exists an edge between v x and v y and v x is at a level one less than the level of v y (i.e., v x is relatively closer to the root of the BFS tree). The root of a BFS tree is considered to be at level 0 for the particular tree. The number of the shortest paths from the root of a BFS tree to itself is 1. The number of shortest paths for a vertex v i from the root v j of a BFS tree is the sum of the number of shortest paths from the root v j to each of the predecessors of v i in the BFS tree rooted at v j . Using the level numbers and the set of predecessors of a vertex in a BFS tree rooted at a vertex v j , we could calculate the number of the shortest paths from the root v j to every other vertex in the graph. To calculate the number of the shortest paths from two vertices v j to v k that go through vertex v i , we would simply take the maximum of the number of shortest paths from v j to v i (on the BFS tree rooted at v j ) and the number of the shortest paths from v k to v i (on the BFS tree rooted at v k ). We can then calculate the 
Closeness centrality
The closeness centrality (CLC) of a vertex [4] is a measure of the closeness of the vertex to the rest of the vertices in a graph. The CLC of a vertex is computed as the inverse of the sum of the hop counts of the shortest paths from the vertex to the rest of the vertices in the graph. To determine the CLC of a vertex, we could use the (V + E)-BFS algorithm to determine a shortest path tree rooted at the vertex and find the sum of the level numbers of the vertices on this shortest path tree. We want to maintain the convention that larger the centrality value for a vertex, more important is the vertex. Hence, we find the inverse of the final sum of the level numbers of the vertices on the BFS tree of a vertex and use it as the CLC of the vertex (rather than using just the sum of the level numbers as the CLC). Since we need to run the BFS algorithm once for each vertex, the overall time complexity to determine the CLC of the vertices is Figure 4 illustrates the distance matrix (hop counts of the shortest paths between any two vertices) for the example graph of Figs. 1, 2 and 3 and also displays the CLC of the vertices. Vertex 1 is the closest vertex to the rest of the vertices (sum of the distances is 12, the minimum) and hence has the largest CLC value of 1/12 = 0.083.
Localized clustering coefficient complement-based degree centrality
The localized clustering coefficient (LCC) of a vertex is a measure of the probability for any two neighbors of the vertex to be connected [1] . The LCC of a vertex is computed as the ratio of the actual number of links between the neighbors of the vertex to that of the maximum possible number of links between the neighbors of the vertex [1] . The LCC of a vertex ranges from 0.0 to 1.0. If any two neighbors of a vertex are directly connected to each other, then the LCC of the vertex is 1.0. On the hand, if no two neighbors of a vertex have a link between them, then the LCC of the vertex is 0.0. Note that the LCC of a vertex v i with just one neighbor is 1.0 as the neighbor is connected to itself and need not go through the vertex v i to reach itself. If two neighbors v j and v k of a vertex v i are not directly connected to each other, then it is more likely that the two vertices would use vertex v i for the shortest path communication. The larger the fraction of the pairs of neighbors of a vertex that are not directly connected to each other (i.e., lower the LCC of a vertex), the larger the chances for several of the neighbors of the vertex to go through the vertex for the shortest path communication. This observation leads to the proposal of a new centrality metric [9] called the local clustering coefficient complement-based degree centrality (LCC DC). The local clustering coefficient complement (LCC = 1-LCC) essentially captures the probability that any two neighbors of a vertex would go through the vertex for shortest path communication. The LCC DC of a vertex is simply the product of LCC and DegC, the degree centrality of the vertex.
The hypothesis behind the proposal for LCC DC is that larger the number of neighbors for a vertex and larger the fraction of pairs of these neighbors going through the vertex for the shortest path communication, larger the chances of the vertex having a higher BWC. It has been observed in [9] that LCC DC is strongly correlated to BWC for a suite of 18 real-world networks of different domains (a subset of the networks analyzed in this paper) with wide-ranging variations in degree distribution. Note that to compute the BWC of even a single vertex, we would need to determine the shortest path trees rooted at every vertex. On the other hand, LCC DC is a computationally-light metric that could be computed simply on the basis of the two-hop neighborhood of a vertex. 
Levels of correlation and the correlation coefficient measures
We identify three different levels of correlation that could be explored between a computationally-light centrality metric and computationally-heavy centrality metric. For discussion purposes, let X be a computationally-light centrality metric and Y be a computationally-heavy centrality metric. The three levels of correlation that are of interest in this paper are as follows:
(i) Pairwise relative ordering of the vertices: For any two vertices v i and v j , we are interested to quantify how well we can use the relative ordering of the two vertices with respect to the computationally-light metric X (i.e., whether The Pearson's product-moment-based correlation measure (r ) has been the commonly used measure in the literature (e.g., [5, 6] ) to assess the correlation between centrality metrics for complex networks. However, the Pearson's correlation measure can accurately capture only one of the three levels of correlation (i.e., predicting the actual centrality values) and not the other two levels of correlation. The Kendall's concordance-based correlation measure (τ ) and the Spearman's rank-based correlation measure (ρ) are the correlation measures that can effectively capture the pairwise relative ordering of the vertices and the network-wide ranking of the vertices, respectively. This is quite evident from their formulation itself (as will be seen in this section). The values for all the three correlation coefficient measures range from −1 to 1; the closer is the value to 1 or −1, the more stronger (positive or negative) the correlation between the two centrality metrics in consideration. If the value for the correlation coefficient is closer to 0, the two centrality metrics are considered to be independent of each other.
Our hypothesis in this paper is that the pairwise relative ordering of the vertices is the most restrictive level of correlation one could impose to assess the correlation among vertices with respect to any node-level metric (like centrality metric), and hence, the Kendall's concordance-based correlation coefficient has a higher chance of being the lowest of the correlation coefficient values (compared to Pearson's r and Spearman's ρ) for the three levels of correlation. On the other hand, we conjecture that the Spearman's rank-based correlation is the least restrictive of the three correlation measures as it does not require the two centrality metrics to have a linear dependence (as is required for the Pearson's correlation measure) and minor differences in the rank of a vertex with respect to the two centrality metrics in consideration does not significantly affect the value for the correlation coefficient (see formulation 4 in Sect. 3.2 and the accompanying discussion).
Kendall's concordance-based correlation
A pair of vertices v i and v j are said to be concordant with respect to centrality metrics X and 
A pair of vertices v i and v j are said to be discordant with respect to centrality metrics X and
(see formulation 1) as the ratio of the difference between the number of concordant pairs (#conc.pairs) and the number of discordant pairs (#disc.pairs) to that of the total number of pairs of vertices (which is also the sum of the number of concordant pairs and discordant pairs): Figure 6 illustrates an example to calculate the Kendall's concordance-based correlation between the LCC DC and BWC metrics. We use the alphabets 'C' (for concordance) and 'D' (for discordance) to indicate whether a pair of vertices is concordant or discordant. In this example graph, there are a total of 9 × (9 − 1)/2 = 36 pairs of vertices that could be tested for concordance. Except the two pairs of vertices: pairs 4-5 and 5-7, all the other 34 pairs of vertices are observed to be concordant with respect to LCC DC and BWC. Hence, the Kendall's concordance-based correlation coefficient τ (LCC DC and BWC) = (34 − 2)/36 = 0.89.
Note that due to the nature of the formulation (# concordant pairs − # discordant pairs) in the numerator, Kendall's concordance-based correlation coefficient has the tendency to reduce appreciably even in the presence of few discordant pairs. We more formally analyze the relationship between the number of concordant pairs and the number of discordant pairs on the Kendall's correlation coefficient as follows. Let f c (X, Y ) be the fraction of the concordant pairs of vertices with respect to any two metrics X and Y ; the formulation for Kendall's concordance-based correlation coefficient could be written as follows.
Fraction of concordant pairs of vertices, 
Spearman's rank-based correlation
The rank of a vertex with respect to a centrality metric is a measure of where the vertex stands if the vertices in the network are to be ordered in the decreasing order of the values for the centrality metric (we assume decreasing order for all the centrality metrics). The earlier a vertex appears in the listing with respect to a particular centrality metric, the higher the rank for the vertex with respect to the metric. We use the Spearman's rank [5] -based correlation measure (ρ) to quantify the extent of similarity in the ranking of the vertices with respect to two centrality metrics. We calculate this correlation coefficient measure as follows with respect to any two centrality metrics (say X and Y ). For each centrality metric, we first obtain a listing of the vertices in the decreasing order of the centrality values. If two or more vertices have the same centrality value, we break the tie in favor of the vertex with the smaller ID. The index at which a vertex appears in this list is the tentative ranking for the vertex. The final ranking for a vertex with respect to a centrality metric is the same as the tentative ranking for the vertex if it has no tie with any other vertex for the centrality metric. If two or more vertices have a tie with respect to a centrality metric, their final ranking with respect to the centrality metric is the average of the tentative rankings for the vertices with respect to the metric. Let d i be the difference in the final ranking for the vertices with respect to the two centrality metrics X and Y , where 1 ≤ i ≤ n and n is the number of vertices in the graph. The Spearman's rank-based correlation coefficient ρ(X, Y ) is computed using formula (3): Figure 8 illustrates the computation of the Spearman's rank-based correlation coefficient on the example graph of Figs. 1, 2, 3, 4 and 5. With respect to BWC, we observe vertices 4 and 7 to have tie (BWC = 6 for both) and we break the tie on the basis of the vertex ID: vertex 4 with a lower ID gets a tentative rank of 3 and vertex 7 gets a tentative rank of 4; the final ranking for the two vertices is the average of their tentative rankings ((3 + 4)/2 = 3.5). A similar tie between the two vertices exists with respect to LCC DC. We also observe tie between vertices 3, 6, 8, and 9 with respect to both BWC and LCC DC. We observe a non-zero difference in the ranking of the vertices for only three of the nine vertices and the magnitudes of these differences are not that high to significantly reduce the correlation coefficient value (0.95).
With respect to formulation (3), for larger values of n, the term in the denominator n(n 2 − 1) dominates the summation term n i=1 d 2 i in the numerator. Hence, even if the differences in the ranking of the vertices are larger, the Spearman's rankbased correlation coefficient is more likely to relatively stay high (compared to the Kendall's measure) for graphs with larger number of vertices. Using formulation (3), we could also extract an upper bound for the average of the absolute difference (per vertex) in the final ranking for the vertices with respect to two data sets X and Y (in this case, the centrality metrics), so that the Spearman's rank-based correlation coefficient is positive (i.e., >0) and is at least a targeted value (indicated using ρ value, we observe the upper bound to linearly increase proportional with increase in the number of vertices in the graph (thus confirming our earlier assertion):
That is,
Pearson's product-moment correlation
The Pearson's product-moment correlation (r ) when applied for centrality metrics is a measure of the linear dependence between any two metrics in consideration [5] . It is referred to as the product-moment-based correlation as we calculate the deviation of the data points from their mean value ('mean' is also referred to as 'first moment' in statistics) and use them in the formulation to calculate the correlation coefficient [see formulation (5) Figure 9 illustrates the computation of Pearson's productmoment correlation coefficient on the example graph of Figs. 1, 2, 3, 4 and 5. We observe the Pearson's correlation coefficient to be 0.91 and is in between the values of 0.89 and 0.95 observed, respectively, for the Kendall's and Spearman's correlation coefficients. As seen for several real-world networks analyzed in this paper, the Kendall's correlation coefficient measure is the lowest of the three correlation coefficient values. 
Real-world networks
In this section, we provide a brief description of the 50 realworld networks analyzed in this paper and tabulate the values for some of the fundamental metrics for complex network analysis observed for these networks as well as tabulate the computation time per node of the five centrality metrics (discussed in Sect. 2) for these networks. All the real-world networks are modeled as undirected graphs. Table 1 lists the number of nodes and edges in these graphs as well as the values for fundamental metrics like average node degree (k avg ), spectral radius ratio for node degree (λ sp ) [15] , graph density (G d ), and the number of components (#comps). The spectral radius ratio for node degree [15] is a measure of the variation in node degree and is calculated as the ratio of the principal eigenvalue [2] of the adjacency matrix of the graph to that of the average node degree. The spectral radius ratio for node degree is independent of the number of vertices and the actual degree values for the vertices in the graph. The spectral radius ratio for node degree is always greater than or equal to 1; the farther is the ratio from the value of 1, the larger the variation in node degree. The spectral radius ratio for node degree for the real-world network graphs analyzed in this paper ranges from 1.01 to 5.34 (indicating that the realworld network graphs analyzed range from random networks with smaller variation in node degree to scale-free networks of larger variation in node degree). The individual references to the real-world networks are also listed in Table 1 .
The networks considered cover a broad range of categories (as listed below along with the number of networks in each category): (I) acquaintance network (12), (II) friendship network (9), (III) co-appearance network (6), (IV) employment network (4), (V) citation network (3), (VI) collaboration network (3), (VII) literature network (3), (VIII) biological network (3), (IX) political network (2), (X) game network (2), (XI) transportation network (1), (XII) geographical network (1), and (XIII) trade network (1). A brief description about each category of networks is as follows: an acquaintance network is a kind of social network in which the participant nodes slightly (not closely) know each other, as observed typically during an observation period. A friendship network is a kind of social network in which the participant nodes closely know each other and the relationship is not captured over an observation period. A co-appearance network is a network typically extracted from novels/books in such a way that two characters or words (modeled as nodes) are con- A trade network is a network of countries/people involved in certain trade. More information about the individual realworld networks can be found in [16] . We measure the computation time per node (total computation time divided by the number of nodes) incurred for each of the five centrality metrics for the 50 real-world network graphs. The executions were conducted on a computer with Intel Core i7-2620M CPU @ 2.70 GHz and an installed main memory (RAM) of 8 GB. We ran the procedures for each of the five centrality metrics on each of the 50 realworld networks for 25 iterations and averaged the results. Table 2 lists the average computation time per node for the centrality metrics. Though there is no prescribed threshold in the literature, we propose that a centrality metric could be referred to as computationally-heavy if its average computation time per node is 0.01 millisecond or above (highlighted in Table 2 ) for at least 50% of the real-world networks analyzed, provided the suite of real-world networks analyzed is as diverse as it is in this paper (with respect to the number of nodes and edges and the fundamental metrics listed in Table 1 ). We observe the degree centrality metric to be computationally-light for all the real-world networks and the LCC DC metric to be computationally-heavy for only 6% of the real-world networks. Hence, we refer to the DegC and LCC DC metrics as computationally-light centrality metrics. On the other hand, we observe the CLC, EVC, and BWC metrics to be computationally-heavy for 52, 84, and 100% of the 50 real-world networks studied. Hence, we consider these three centrality metrics as computationallyheavy.
Correlation analysis
In this section, we present in detail the results of the correlation analysis conducted for the computationally-light (DegC and LCC DC) vs. computationally-heavy (CLC, EVC, and BWC) centrality metrics (six combinations of metrics) for the 50 real-world network graphs listed in Sect. 4. To validate our hypothesis, we measure the following: (i) the difference in the correlation coefficient values between any two correlation measures; (ii) the fraction (a total of 50 × 6 = 300 combinations) of the 50 real-world networks and the six combinations of computationally-light vs. computationally-heavy centrality metrics for which each of the three correlation measures incur the lowest correlation coefficient values; and (iii) the median of the correlation coefficient values observed for each correlation level between a computationally-light metric and a computationally-heavy metric. Table 3 lists the values for the correlation coefficient incurred with the three correlation measures (Kendall-τ ; Spearman-ρ; Pearson-r ) for DegC vs. {CLC, EVC, BWC} and Table 4 lists the values for LCC DC vs. {CLC, EVC, BWC}. The correlation coefficient values reported in Tables 3 and 4 are the average of 25 runs for each of the 300 combinations of computationally-light vs. computationallyheavy centrality metrics and the real-world networks. In both these tables, we highlight the cells (combinations) for which a correlation measure incurs the lowest value (in bold font) and Figs. 13, 14) to facilitate visual analytics of the results.
On the sufficiency of a single correlation measure
The results presented in Tables 3 and 4 and Figs. 10, 11 and 12 confirm our claim that a single correlation measure (like the most commonly used Pearson's correlation measure) is not sufficient to assess all the three levels of correlation. There are a total of 600 data points in Figs. 10, 11 and 12: if a single correlation measure is sufficient to assess all the three levels of correlation, we would need a majority of these data points to fall on the diagonal line, implying that the correlation coefficient values determined using the three correlation measures should be equal or close enough to each other. However, we do not observe such a trend in Figs. 10, 11 and 12 as well as in Tables 3 and 4 . There are several instances in Figs. 10, 11 and 12 for which the values for the Kendall's concordancebased correlation coefficient is significantly different from that of the Spearman's and Pearson's correlation coefficients, implying the latter is not an appropriate measure to assess the predictability of the pairwise relative ordering of the vertices on the basis of a computationally-light metric in lieu of a computationally-heavy metric.
For each combination of computationally-light vs. computationally-heavy centrality metrics, we also determine the difference in the correlation coefficient values between any two correlation measures and plot a sorted list of this difference in the correlation coefficient values (a total of 150 data points for each of the six combinations of the centrality metrics), as shown in Fig. 13 . If all the three correlation measures were to yield the same or close enough values for the correlation coefficient, we should have only obtained a flat line for each of the plots in Fig. 13 . However, we see that the difference in the correlation coefficient values could be as large as 0.3-0.7. We used threshold values of 0.05 and 0.10 for the difference in the correlation coefficient values and determined the fraction of the 150 data points (for each of the six combinations) for which the difference exceeds the threshold (see Fig. 14) . We observe that at least 40% of the data points had a difference in the correlation coefficient values of 0.10 or above for each of the six combinations of the centrality metrics evaluated using any two of the three correlation measures. All of the above confirm our claim that a single correlation measure would not be sufficient to assess all the three levels of correlation that are of interest in this paper.
Kendall's correlation measure for lower bound of the correlation coefficient
We observe the Kendall's correlation coefficient measure to incur the lowest of the correlation coefficient values for 114 of the 150 combinations in the case of DegC vs. the computationally-heavy centrality metrics {CLC, EVC, BWC} and for 111 of the 150 combinations in the case of BWC vs. the three computationally-heavy centrality metrics. Hence, we observe the Kendall's concordance-based correlation measure to be the lowest of the three correlation coefficient values for a total of (114 + 111) = 225 of the 300 combinations. As we analyze real-world networks, whose degree distribution ranges from Poisson to Power law (with spectral radius ratio for node degree [15] C If a data point lies above the diagonal line, then the Kendall's correlation coefficient for that combination is lower compared to the other correlation measure (either Spearman's or Pearson's depending on the case). Hence, larger the number of data points that are above the diagonal line, the larger the number of combinations of centrality metrics and real-world network graphs for which the Kendall's correlation coefficient is the lowest. We observe more than 95% of the blue data points (corresponding to the Spearman's correlation measure) to be above the diagonal line in both the sub-figures (a) and (b) of Figs. 10, 11 and 12. It is only the 25% of the red data points (corresponding to the Pearson's correlation measure) that are below the diagonal line, especially in the case of the computationally-light metrics vs. the CLC centrality metric. The Kendall's correlation coefficient is the lowest of the three correlation measures for more than 90% of the data points corresponding to the case of the computationally-light metrics vs. the EVC centrality metric.
The results thus convince us that the Kendall's concordance-based correlation measure should ideally be the first correlation measure one should compute between two centrality metrics (especially for correlation studies involving computationally-light vs. computationally-heavy centrality metrics) for a chosen real-world network and decide to proceed further based on the correlation coefficient value obtained. If we observe a strong correlation between a computationally-light centrality metric and a computationally-heavy centrality metric for a real-world network with respect to the Kendall's measure, there would not be even a need to compute the correlation coefficient with respect to the other two correlation measures (Spearman's and Pearson's) as there is a 0.75 chance that these correlation coefficient values will be at least the value observed for the Kendall's concordance-based correlation coefficient. From Tables 3 and 4 , we also observe that the Kendall's correlation measure incurs the largest correlation coefficient value for only 8 of the 300 combinations (i.e., less than 3% of the 300 combinations). Hence, we could also conclude that the Kendall's correlation coefficient is more likely not the largest of the three correlation values with a probability of 1 − 8/300 ∼ 0.97.
Analysis of the median values for the correlation coefficient
Figure 15a-c display the median values for the correlation coefficient observed for the three levels of correlation between a computationally-light metric {DegC, LCC DC} with each of the computationally-heavy metrics {CLC, EVC, BWC} for the 50 real-world network graphs. Figure 15d displays the median when the correlation coefficient values for all the three levels of correlation are considered together (here after referred simply as overall) for a particular combination of the computationally-light and computationally-heavy metrics. Similar to the trend observed in Figs. 3, 4 , 10, 11 and 12, we also notice that irrespective of the computationally-light vs. computationally-heavy centrality metric combination, the median of the correlation coefficient observed for pairwise relative ordering of the vertices is the lowest among the correlation coefficient values for all the three levels of correlation. With respect to the individual combination of centrality metrics, we consistently observe the degree centrality metric (DegC) to exhibit higher levels of correlation with the closeness and eigenvector centrality metrics for each of the three levels of correlation as well as overall, whereas we observe the local clustering coefficient complement-based degree centrality (LCC DC) metric to exhibit relatively stronger correlation with the betweenness centrality (BWC) metric for each of the three levels of correlation as well as overall. We thus conclude that for each of the three levels of correlation, the DegC metric could serve as the computationally-light alternative for the CLC and EVC metrics, whereas, the LCC DC metric could serve as the computationally-light alterative for the BWC metric.
LCC DC-BWC correlation vs. DegC-BWC correlation
We observe the LCC DC metric to exhibit a very strong correlation with the BWC metric (the most time-consuming metric of the three computationally-heavy centrality metrics) and the data points (in Fig. 12b ) are located relatively closer to 1 and also closer to each other, indicating that the correlation coefficient values with respect to the three correlation measures converge towards the largest possible value of 1 for a majority of the real-world network graphs. Considering a total of 150 LCC DC-BWC correlation coefficient values obtained with respect to the three correlation measures for the 50 real-world network graphs, we observe (see Fig. 15d ) the median to be 0.887 (the largest median value for each of the six combinations of computationally-light vs. computationally-heavy centrality metrics: see Fig. 15a c) and only 12 of the 150 correlation coefficient values (i.e., less than 10%) are below 0.7. On the other hand, the median of the 150 DegC-BWC correlation coefficient values for the three correlation measures analyzed for the 50 real-world network graphs is 0.766 (see Fig. 15d ), appreciably lower than the median value of 0.887 for the LCC DC-BWC correlation.
Applications
The results of our correlation study confirm our hypothesis that the Kendall's concordance-based correlation coefficient is more likely to be the smallest of the three correlation coefficients computed between a computationally-light vs. computationally-heavy metric for a real-world network. An equally interesting observation is that the Spearman's correlation coefficient is not the lowest for any real-world network.
Thus, if one were to observe a higher value for the Kendall's correlation coefficient between a computationally-light metric (say, LCC DC) and a computationally-heavy metric (say, BWC), then it is more likely that the ranking of the vertices with respect to the computationally-light metric is more likely to be similar to the ranking of the vertices with respect to the computationally-heavy metric.
Related work and our contributions
The idea of studying correlation between computationallylight centrality metrics and the computationally-heavy centrality metrics was recently mooted by Li et al. [5] in which the Pearson's correlation coefficient was used as the correlation measure to evaluate the extent to which one could rank the vertices using a computationally-light centrality metric in lieu of a computationally-heavy centrality metric. However, as seen in this paper, the Pearson's correlation coefficient values are different from those of the Spearman's and Kendall's rank-based correlation measures for at least the computationally-light centrality metrics vs. computationally-heavy shortest path-based centrality metrics. In another recent work [55] , it has been observed that the Kendall's concordance-based correlation measure is more suitable to evaluate pairwise correlation, especially among the top-k ranked vertices, whereas the Spearman's correlation measure is more suitable to evaluate rank-based correlation involving all the vertices, especially if several of them have equal ranks. The three correlation measures were also recently used [56] to analyze the extent to which one can predict flux changes using the functional centrality metric [57] proposed to quantify the functional relevance of individual biochemical reactions in metabolic networks. In [8] , the computationally-light degree centrality metric and the computationally-heavy eigenvector centrality metric were observed to be strongly correlated with the computationallyheavy maximal clique size for a node (the maximal clique size for a node is the clique of the largest size that a node is part of) under all the three levels of correlation. The BWC metric has been observed to be weakly correlated (correlation coefficient values in the range 0...0.5) with the maximal clique size. Unlike the work in [8] , wherein the correlation between centrality metrics and maximal clique size was studied, in this paper, we investigate the correlation among the centrality metrics themselves on the lines of computationally-light {DegC, LCC DC} vs. computationally-heavy {CLC, EVC, BWC} centrality metrics. The LCC DC metric was also not considered in [8] .
In [16] , the author analyzed the assortativity of 50 realworld network graphs (also considered in this paper) based on each of the four centrality metrics DegC, BWC, EVC, and CLC. The assortativity index of a network with respect to a centrality metric is a quantitative measure of how similar are the values for the end vertices of the edges with respect to the centrality metric, and is measured as the Pearson's correlation coefficient of the centrality values of the end vertices of the edges. Networks with larger positive (negative) values for the assortative index are considered to be assortative (dissortative) with respect to the centrality metric under consideration. Networks whose assortative index values are closer to zero are considered to be neutral with respect to the centrality metric considered. It was observed that realworld networks are more likely to be neutral with respect to DegC and BWC, and more likely to be assortative with respect to EVC and CLC. Our work in this paper primarily differs from [16] on these lines: we do not measure the correlation coefficient between the centrality values of the end vertices of the edges with respect to a metric. We rather measure the correlation coefficient between the vertices with respect to two different centrality metrics (computationallylight vs. computationally-heavy). In addition, the correlation coefficient in [16] was measured only using the Pearson's correlation measure; in this paper, we use three different measures of correlation. Likewise, LCC DC was not considered in the assortativity analysis study of [16] , whereas, LCC DC is considered in this paper.
In [58] , the author developed a new centrality metric called CIRank (that keeps track of the changes propagating among classes in a software dependency network) and observed it to be significantly correlated with the degree and PageRank centrality metrics on the basis of the Spearman's rank-based correlation coefficient. In [59] , the Kendall's concordancebased correlation measure was used to assess the correlation between eight different centrality metrics that are suitable for gene regulatory networks in E. Coli. It was observed that the ranking of the genes with respect to the centrality metrics is significantly different (leading to a low correlation coefficient between any two centrality metrics), especially when vertices (genes) with non-zero out degree are only considered. In another related study [60] , the Kendall's measure was used to study the correlation between DegC, CLC, BWC, and EVC metrics for the M. musculus protein-protein interaction network. In [61] , the authors studied the impact of removing the top-k ranked vertices (with respect to a centrality metric) on the traffic-carrying capacity of the remaining nodes and the connectivity of ISP (Internet Service Provider) networks: removal of the top-kvertices with respect to the locally computable degree centrality metric had a similar impact on the traffic-carrying capacity of the remaining nodes vis-avis removal of the top-k vertices with respect to the globally computable centrality metrics.
Though some of the recent works in the literature (as mentioned above) have also used the three correlation measures (Kendall's, Spearman's and Pearson's) for analyzing the correlation between centrality metrics with respect to the three
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Vietnam J Comput Sci levels of correlation (pairwise relative ordering, networkwide ranking, and prediction of the actual values), ours is the first work to evaluate the three levels of correlation from the point of view of computationally-light vs. computationallyheavy centrality metrics and demonstrate that the pairwise relative ordering of the vertices could be the most restrictive and that the corresponding Kendall's concordance-based correlation measure could serve (with a probability as large as 0.75) as the lower bound for correlation coefficient among the three levels of correlation. We could also conclude that the Kendall's correlation coefficient is not the largest among the correlation coefficients of the three measures with a probability of 0.97.
Conclusions
We observe the pairwise relative ordering of vertices based on a computationally-light metric in lieu of a computationallyheavy centrality metric to be the most restrictive of all the three levels of correlation and the Kendall's concordancebased correlation coefficient (that is a measure of the level of correlation to assess the pairwise relative ordering of vertices) could be considered (with a probability as large as 0.75) to serve as the lower bound for correlation coefficient between a computationally-light and computationally-heavy centrality metric. Likewise, we could also conclude that the Kendall's correlation coefficient is more likely not the largest of the three correlation measures (between a computationally-light and computationally-heavy centrality metric) with a probability of 0.97. Such significant observations on the nature of the correlation coefficient values obtained for the centrality metrics (especially for computationally-light vs. computationally-heavy metrics) with respect to the Kendall's concordance-based correlation measure have been hitherto not reported in the literature. To the best of our knowledge, it is not known in the literature which of these three commonly studied correlation measures is likely to incur the lowest value for the correlation coefficient when a computationally-light vs. computationally heavy metric are correlated. Through this research, we have established that the pairwise comparison-based correlation is the most strongest form of correlation analysis that one could conduct between a computationally-light vs. computationally-heavy centrality metric. As an application of this result, if one were to observe a higher (lower) value for the Kendall's concordance-based correlation coefficient between a computationally-light metric (say, LCC'DC) vs. a computationally-heavy metric (BWC), then one is more likely to observe the ranking of the vertices with respect to the computationally-light metric to be more (less) similar to the ranking of the vertices with respect to the computationallyheavy metric.
