Introduction
We consider optimal design problems where the presence of random variables changes the constraint formulations from deterministic to probabilistic. A deterministic non-linear programming ͑NLP͒ problem written in a standard negative null form is shown in Eq. ͑1͒, see ͓1͔, where equality constraints have been eliminated implicitly or explicitly. 
͑2͒
When random design variables are present, the probabilistic optimization formulation Eq. ͑2͒, commonly known as reliabilitybased design optimization ͑RBDO͒ is introduced, e.g., ͓2,3͔. The formulation in Eq. ͑2͒ is adopted in this article and thus we inherently assume that:
1. Random variables X are uncorrelated, time independent, and normally distributed. 2. Mean values X of the random design variables are the design optimization variables. 3. Standard deviations X of X are fixed parameters.
Evaluation of probabilistic constraints in Eq. ͑2͒ involves a challenging integration:
f X ͑x͒dx, j = 1, . . . ,m
͑3͒
where f g j and f X are the probability density function ͑PDF͒ of g j ͑X͒ and the joint PDF of X, respectively, and m is the number of probabilistic constraints. Analytical computation of Eq. ͑3͒ is very hard, and it is impossible when the constraints are not themselves analytical. Thus a variety of approximation schemes are employed to compute these probabilities, including sampling techniques grounded on Monte Carlo simulation ͑MCS͒, see, e.g., ͓4͔. Accuracy of MCS estimations will increase with increased sampling size but setting low failure probability levels P f and dealing with costly constraint functions makes this impractical. Many sampling techniques have been proposed to maintain the advantage of MCS with smaller samples ͓5-8͔.
In the early reliability literature, Hasofer and Lind ͓9͔ introduced the reliability index for normally distributed random variables, which drastically reduces the computation burden of calculating constraint probabilities. The reliability index has been used extensively in the "first order reliability method" ͑FORM͒ ͓10͔. Although the original derivation was for normal variables, extensions of FORM to non-normal random variables were also developed ͓11͔, and Ditlevsen ͓12͔ proposed a generalized reliability index.
FORM uses a linearization of the constraint function at the most probable point ͑MPP͒, the point on the constraint boundary with the minimal distance to the origin in the standard normal space, and calculates the probability for the linearized constraints. The linear approximation errors may be too large ͓13,14͔ and so the "second order reliability method" ͑SORM͒ was introduced, which uses the first order reliability index with a correction term ͓15,16͔. Studies on the applicable ranges, history, and potential improvements and extensions of both FORM and SORM can be found in ͓17-19͔.
Both methods require calculation of the MPP, which is an auxiliary optimization process or "loop" that adds to the computational cost. Several methods have been proposed to improve efficiency of the "double loop" solution, namely, the design and MPP optimization loops; for example, see ͓3,20-23͔. In ͓24-26͔, a "single loop" method is proposed by including the optimality conditions of the MPP auxiliary problem as equality constraints of the outer design optimization problem, thus obtaining increased efficiency with similar levels of accuracy. In problems with constraints that are linear or nearly so, including classes of structural optimization problems, FORM is effective, even with a large number of variables ͓27͔. Increased nonlinearity requires the use of SORM.
This article presents a strategy based on sequential linear programming ͑SLP͒ to solve Eq. ͑2͒ with the goal of achieving a good balance between accuracy, efficiency, and convergent behavior. The proposed SLP algorithm is based on one by Fletcher et al. ͓28͔ that ensures global convergence. Accuracy and efficiency appear to be at least as good as those of present methods. SLP algorithms have been previously proposed for solving RBDO problems ͑e.g., ͓26͔͒. In the present work's contribution, the probabilistic function approximation is strongly coupled with the deterministic SLP algorithm, so that the appropriate local information is provided and the aforementioned balance between accuracy, efficiency, and convergence is achieved. One further motivation for seeking an effective SLP solution strategy is its perceived potential for extension to multilevel hierarchical optimization problems.
The article is organized as follows. The algorithm's concept is summarized in Sec. 2. Details are given in Sec. 3 for the five key algorithm steps: Initialization, LP subproblem generation, LP subproblem solution, trial point acceptance, and trust region update. An extension of the convergence proof of Fletcher et al. ͓28͔ is summarized in Sec. 4, followed by three analytical examples in Sec. 5, and conclusions in Sec. 6.
Algorithm Outline
The overall algorithm is shown as a flow chart in Fig. 1 . At the current design point X k FORM and SORM are used judiciously to compute a deterministic non-linear programing ͑NLP͒ local approximation to the probabilistic NLP. Choice of FORM or SORM depends on constraint activities and the relationships between local constraint curvatures, input variations, and the values of P f . A deterministic linear programming ͑LP͒ subproblem is then created and solved using a standard LP solver producing a search step s and a trial solution point. If the convergence criterion is satisfied, the optimum has been found. If convergence has not been reached, a filter accepts or rejects the trial point. If the point is rejected the trust region is reduced and the LP is solved again. If the point is accepted it becomes the new design point,
The algorithm determines when FORM or SORM will be used by applying activity and linearity tests. For convenience, a deterministic function g j Ј͑ X ͒ is used to represent the original probabilistic function, namely,
where ␦ is a positive real number close to zero. To take advantage of FORM's efficiency, only ␦-active constraints are approximated with SORM and the rest with FORM. For constraints identified as ␦ active a further test is performed to examine their local curvature compared to the input variabilities and the P f values. FORM is applied to constraints judged locally linear, otherwise SORM is applied. Then the algorithm constructs a linear subproblem at point X k and solves the resulting LP. The algorithm steps are described in more detail in the next section.
Algorithm Details
Details of this algorithm are described in five steps as in standard trust region algorithms, see ͓29͔.
Step 0: Initialization Provide initial design, trust region, and other parameter values.
Step 1: LP subproblem generation
Create a deterministic LP subproblem of the original probabilistic NLP.
Step 2: LP subproblem solution Calculate step length by solving the LP subproblem.
Step 3: Acceptance of trial point Determine if LP solution from
Step 2 is acceptable.
Step 4: Trust region update If LP solution is not acceptable, reduce trust region.
Step 0: Initialization. The iteration counter is set at k = 0, and values are provided for the initial design X 0 ͑with constant standard deviation X ͒, for the algorithm parameters ͕␦ , E a , ␥ , , , , ͖ to be discussed further below, and for an initial trust region ⌬ 0 . The trust region ⌬ is a "move limit" providing the maximum step length for a given local linear approximation model. For a move limit ⌬ k at the kth subproblem, the design variables X k+1 are limited:
Although the trust region may later be reduced and updated as the design approaches the optimum, the initial trust region is im- portant for faster convergence ͓30͔. Arbitrarily selecting the value of ⌬ 0 is likely to result in unnecessary iterations especially at the beginning of the algorithm. Too large a ⌬ 0 requires extra iterations to accept the trial point and adds computational cost; too small a ⌬ 0 produces small steps and slows things down. The adaptive trust region scheme by Chen ͓30͔ is used here.
Determining an initial trust region is based on the feasibilities of the constraints in Eq. ͑4͒. Constraint g j
⌬ 0 is selected to satisfy Eq. ͑8͒ below, where n is the number of variables and m the number of constraints.
The value and the gradient of g j Ј is evaluated at the MPP using FORM as described in more detail in Step 1 below.
Step 1: LP Subproblem Generation. The LP subproblem approximates locally the deterministic constraints gЈ͑ X ͒ in Eq. ͑4͒ rather than g͑X͒. Both FORM and SORM are used to create the linear models. The first criterion for choosing between FORM and SORM is the activity of the constraint, and the second is the local curvature of the constraint with respect to the input variations and the probability values P f . FORM is used for Eq. ͑9͒ when constraints are locally linear or ␦ inactive; SORM is used for Eq. ͑10͒ when constraints are locally quadratic and ␦ active. Here we choose input variability to be in the 3-sigma range, X ͓ X −3 X , X +3 X ͔, which contains 99.74% of normally distributed X.
In summary, the conditions for using FORM are:
and for using SORM are:
When functions f and g j satisfy the conditions in Eq. ͑9͒, FORM is applied, which requires information about the MPP. Following Liang et al. ͓25͔, the MPPs of the active constraints must satisfy the Karush-Kuhn-Tucker ͑KKT͒ conditions, hence they can be calculated from
Here ␤ t is the target reliability index and ⌽ −1 is the standard normal inverse cumulative distribution function. Once the MPP values are obtained, the original probabilistic constraint can be viewed as an equivalent deterministic one, as shown in Eq. ͑12͒,
where g j R is the R th percentile value of g j ͑X͒ with R =1− P f . Using FORM, g j R can be approximated as function values evaluated at the MPP ͓20͔.
For inactive constraints, a point computed using Eq. ͑11͒ will not necessarily lie on the constraint boundary. However, these points provide consistent measures of the probabilistic constraints ͓25͔. The equivalent deterministic constraint g j Ј can then be cre-
The linear approximation of g j Ј at the current design point using FORM can then be formed and the resulting deterministic LP subproblem is:
When functions f and g j satisfy condition ͑10͒, the LP subproblem is constructed using SORM as shown in Eq. ͑15͒.
The main difference between Eq. ͑14͒ and Eq. ͑15͒ is the values of the reliability index ␤. Using FORM, the reliability index is equal to ␤ t approximated as shown in Eq. ͑11͒. Using SORM, ␤ e is calculated by considering the P f value, the input standard deviations, and the principal curvatures of the constraint function locally. The principal curvatures of a constraint g j are calculated as the eigenvalues of the matrix A
where D is the Hessian of the constraint g j at x M k , and B is a matrix orthogonal to B 0 , where
Once all principal curvature values are available, Eq. ͑18͒ is used to calculate ␤ e , j of the constraint g j by solving the equation
where iteration index k is dropped for convenience.
In general, constructing a LP subproblem using SORM via Eq. ͑15͒ requires more computational effort than using FORM via Eq. ͑14͒; the nonlinear equation in Eq. ͑18͒ must be solved to obtain the value of ␤ e in Eq. ͑15͒.
The LP subproblem does not have to be as in either Eq. ͑14͒ or Eq. ͑15͒. The FORM or SORM selection is applied to each constraint individually and a mix of the two linearizations may exist in the same subproblem. Also, selection may change from itera-tion to iteration. Switching rules are based on ͑i͒ whether a constraint is ␦ active, and ͑ii͒ whether the local constraint function curvatures are large compared to the input variability with given P f .
Let the active constraint set for the kth iteration be G k . Constraints that do not satisfy Eq. ͑5͒ are not ␦ active and they use FORM to construct linear models. For constraints that satisfy Eq.
͑5͒ and are ␦ active, an additional criterion needs to be examined to check whether SORM is necessary. Specifically, at the end of each iteration, constraints in the LP subproblems with values greater than or equal to ͑−␦͒, where ␦ is a preset positive number, are added to the active set G k+1 of the next design point X k+1 . One may think of this as a ␦-active set strategy. For ␦-active constraints, the local function curvature versus input variability must be examined. Figure 2 illustrates the importance of considering both input variations and function curvatures. For a small input variation range the original nonlinear function is approximated well as a linear one but for large input variations a quadratic approximation is necessary. A rule is given immediately below to determine when to use linear or quadratic approximations, and thus when to switch from FORM to SORM and vice versa. Since the assumption in this article is that input variations do not change with the nominal design variables X , we need consider only local function behavior within a fixed range of input variability. The switching rule is based on assuming the quadratic approximation as locally exact and measuring the error incurred if a linear approximation was to be used instead. Although highly nonlinear constraint functions would defy this assumption, a quick examination of examples in the literature showed many reported examples to satisfy this assumption. In engineering models, large local nonlinear behaviors are often seen as noise and not considered in evaluating performance reliabilities. Using SORM, we get the "exact" probability for constraint g j as
Using FORM we get the approximation to the probability in Eq. ͑19͒ as
The difference between Eqs. ͑19͒ and ͑20͒ forms an error term E j for constraint g j :
Consider the special case with two design variables and two principal curvatures 1 = 2 = . Figure 3 shows the relationship between the error in Eq. ͑21͒ and ␤ for different values. The error increases with when ␤ is fixed. On the other hand, for any given , the error is not monotonic with respect to ␤; it increases with ␤ between zero and a value around one, and decreases afterwards. The term ⌽͑−␤ j ͒ in Eq. ͑21͒ causes the error to decrease for high ␤ values. However, if the target P f is small, the error can still be significant.
Thus, the designer must define an a priori acceptable value E a for error E j of constraint g j , and the switching rule between FORM and SORM is: To obtain ␤ use FORM if E j Յ E a and SORM if E j Ͼ E a . A highly nonlinear limit state function given in Eq. ͑22͒ is used to illustrate the effect of E a on the FORM/SORM switch.
g͑x͒:− 3.625 ϫ 10 −5 x 1 6 + 2.295 ϫ 10 −3 x 1 5 − 5.578 ϫ 10 −2 x 1 4 + 6.443
ϫ 10 −1 x 1 3 − 3.523x 1 2 + 8.124x 1 − x 2 Յ 0 ͑22͒ Figure 4 plots the limit state function Eq. ͑22͒ with three design points: X A = ͓21.82, 5͔, X B = ͓10.2, 10.78͔, and X C = ͓5.2, 6.25͔. Let the standard deviation X 1 = X 2 = 1. Figure 5 shows the result of switching between FORM and SORM at X A . Since the func- tion at X A is almost linear, the probability estimations using FORM and SORM are both 0.1, which matches the MCS result with 1 million samples. Therefore in Fig. 5 , regardless the value of E a , the algorithm will always use FORM at X A .
As for X
A , the use of either FORM or SORM will be affected by the value of E a at X B and X C . Figure 6͑a͒ shows that at X B , when E a Յ 0.01, the algorithm will select SORM to maintain the accuracy requirement; otherwise FORM will be used. The MCS result shows X B has 0.086 failure probability while FORM gives an estimate of 0.1 and SORM 0.09. Figure 6͑b͒ shows the result at X C . When E a Յ 0.012, SORM is used at X C . The FORM, SORM, and MCS results are 0.1, 0.1122, and 0.1692, respectively. Summarizing this step, a parameter ␦ and an acceptable error value E a are defined by the designer. The function local curvature characteristics and the input variabilities are used to estimate the error in calculating probability with a linear function instead of a quadratic. If the constraint is not ␦ active or the error is smaller than E a , FORM is used. If the constraint is ␦ active and the error is larger than E a , SORM is used.
Step 2: LP Subproblem Solution. Any LP algorithm can be used to solve the subproblem LP͑ X k , ⌬ k ͒. A step vector s is obtained as the solution to the LP subproblem. The eligibility of the trial point, which is the current design point plus the step, is examined in the next step.
Step 3: Acceptance of Trial Point. Not all subproblem solutions are accepted as the next iterant point. The criteria for acceptability are adopted from the filter algorithm introduced by Fletcher et al. ͓28͔ . In this algorithm, a filter is used to replace penalty functions in determining the acceptance of the trial point towards establishing global convergence.
Before proceeding with the definition of the filter we define two terms for specific use in the present context: infeasibility and dominance. Infeasibility of the kth design X k is the maximum constraint violation at the kth design and is represented as h͓gЈ͑ X k ͔͒:
With this measure of infeasibility, for every design point, a pair that indicates the infeasibility and the objective function values, ͕h͓gЈ͑ X k ͔͒ , f͑ X k ͖͒, can be computed. Design k dominates design l if both h k Յ h l and f k Յ f l ; then we say that the kth pair dominates the lth pair.
Global convergence arguments can be built by trading off reduction in the objective function versus reduction in any infeasibilities at a given iteration point. If we consider a bi-objective optimization problem with f and h as the objectives, one way to trade-off their reductions is to use a penalty function that combines objective and infeasibility using weights, essentially creating a Pareto point generation, as shown in Eq. ͑24͒,
Difficulties associated with the use of penalty functions, and the proper choice of penalty parameter w in particular ͓31͔, motivate the introduction of the filter concept. A filter is defined as a set containing only non-dominated pairs and treats f and h as separate objectives without the need for weights. Figure 7 illustrates the concept of using a filter to determine if a trial point is acceptable. The line in the figure represents all current filter entries. Points A, B, and C are currently in the filter. A new trial point D is dominated by point B and is not accepted to the filter. The filter contains only current Pareto points in the ͕h , f͖ bi-objective optimization. A point that is not dominated by previous pairs is accepted. In order to enhance convergence characteristics, Fletcher et al. ͓28͔ suggested that two non-zero parameters and ␥ be used, such that the condition for a point being acceptable to the filter be that its ͕h , f͖ pair satisfies either h Յ h l or f Յ f l − ␥h l for all l F, where F denotes the current set of filter entries, and 1 Ͼ Transactions of the ASME Ͼ ␥ Ͼ 0. An iteration is f type if the iteration is acceptable to the filter and has an actual reduction ⌬f k and a predicted reduction ⌬l k that satisfy the sufficient reduction criteria in Eq. ͑25͒ below, where h k is the short form of h͓gЈ͑ X k ͔͒ and is a user-selected parameter with values within the range ͑␥ ,1͒.
If an iteration acceptable to the filter has a pair ͕h , f͖ that satisfies Eq. ͑26͒, then it is called an h type.
͑26͒
An f-type iteration aims at reducing the objective function value while possibly increasing infeasibility. An h-type iteration, on the other hand, aims at decreasing infeasibility while possibly increasing the objective function. Following ͓28͔, not all acceptable ͕h , f͖ entries are added to the filter; indeed only h-type iterations are added into the filter. This prevents loss of algorithm convergence due to entries that have h = 0 and f Ͻ f * ͓31͔.
Step 4. Trust Region Update. The trust region is reduced by half if the trial point ͑ X k + s k ͒ is not accepted to the filter. This is standard practice in such algorithms. Other heuristics may be employed if desired.
Convergence Arguments
In this section the convergence proof of the SLP-filter algorithm from ͓28͔ is extended to the proposed algorithm for NLP problems with probabilistic constraints. The original SLP filter algorithm is reviewed and the required extensions at each step are discussed.
The differences between the original algorithm and the proposed one are in ͑i͒ the creation of the initial adaptive trust region, ͑ii͒ the construction of the LP subproblem, and ͑iii͒ the evaluation of trial points. Since the LP subproblems are in both cases deterministic, we are able to apply the convergence proof from ͓28͔. We will show that the convergence logic is not affected because: ͑i͒ The new algorithm converges as the trust region approaches zero, and so the value of the initial trust region, although it affects local convergence speed, will not affect global convergence. ͑2͒ The new algorithm can construct the LP subproblems using FORM or SORM with very small error. ͑3͒ The deterministic constraint values at the trial points are evaluated using either FORM or SORM again with very small error.
In the SLP filter algorithm, only one of four possible scenarios can occur:
Scenario A: The algorithm converges at infinity and fails to find a point X k that is acceptable to the filter and for which the LP͑ X k , ⌬ k ͒ is feasible. If we can eliminate the possibility of Scenario A occurring, then we need to show that Scenarios B, C, and D converge to the Fritz-John necessary condition. In ͓28,32͔, Scenario A is avoided using a Newton-like scheme to minimize h͑g͑x͒͒. Here we assume it is possible to find a value ⌬ k at X k such that the LP subproblem is feasible. Details about the validity of this assumption are described in the literature ͓28,32͔.
Assuming Scenario A does not occur, B, C, or D must occur. Since Scenario B reaches the optimum, we need to show that both C and D also converge to the optimum. First we will show that both C and D converge to a feasible point, then we will show that this point satisfies the Fritz-John condition ͓33,34͔ and that the set of directions r in Eq. ͑27͒ is empty.
the active set at X * ͖ ͑ 27͒
As shown earlier in the flow chart of Fig. 1 , there is an inner iteration that reduces the trust region until the design is accepted by the filter. Ultimately ⌬ k → 0. When the trust region is reduced, we will eventually end up with either an f-type or an h-type iteration. That means the inner iteration always terminates. This statement can be proved via two cases. The first case is when h k = 0 and the second when h k Ͼ 0. When h k = 0, we can conclude that if
then the constraints in the LP subproblems will be greater than zero, and thus infeasible. Since the algorithm can always find a feasible LP subproblem, this case is not of concern. The second case is when h k Ͼ 0. From Eq. ͑27͒, we can conclude that
where ͑␥ ,1͒, 
. . ,m. The iteration satisfies the f-type condition when the trust region is sufficiently small. Hence, the inner iterations, which yield ⌬ k → 0, will always terminate. The termination of the inner loop is guaranteed regardless of the value of the initial trust region as long as ⌬ k → 0. Thus our application of an adaptive initial trust region will not affect the convergence argument. Now let X ϱ be the converged point of Scenarios C or D. We must prove that X ϱ is a Fritz-John point so that the optimum is obtained. From the assumption that the objective function f is bounded, both f-type and h-type iterations imply h ϱ → 0. From ͓28͔, it is shown that the LP subproblem is feasible if conditions in Eq. ͑30͒ are satisfied, where Ͼ0 and ͉X͉ is the diameter of the feasible region defined by the constraints.
By contradiction, for a sufficiently large k, both f-type and h-type iterations must satisfy the Fritz-John condition. Based on the above arguments the algorithm will converge to a Fritz-John point. Note that in checking whether the trial point ͑ X k + s k ͒ is acceptable to the filter, the objective function f and the infeasibility h at the trial point must be calculated. We assumed previously that the nonlinearity of the functions locally ͑within the range of input variability͒ is no larger than second order. Then
can be evaluated with negligible error using either FORM or SORM.
Illustrative Examples
This section shows three simple examples to illustrate the application of the proposed algorithm.
Example 1. A boundary optimum This problem has two random design variables and one constraint:
From Fig. 8 we see that the nonlinear constraint provides bounds for both design variables, and so the problem is well bounded. However, linearization creates unbounded subproblems and the presence of a trust region is necessary for getting a solution, although convergence will be slow.
The circles in Fig. 8 are design points generated during iterations, starting from ͓0,9͔. The initial trust region calculated using Eq. ͑8͒ is too large to satisfy the sufficient reduction criteria as in Eq. ͑25͒. As a result, the algorithm takes the first few iterations to reduce ⌬ 0 until an acceptable design point is generated. The final minimum is at ͓1.1360, 1.1099͔. Throughout the process, constraints are either locally linear ͑E a = 0.1͒ or ␦ inactive ͑␦ = 0.01͒, thus only FORM is used to construct LP. Validation of the optimum using one million Monte Carlo simulations shows the final constraint failure probability to be 0.10.
Example 2. Interior optimum Consider the problem
͑32͒
This is a more challenging example for an SLP algorithm because it has an interior optimum. The LP subproblems can only have optima at the boundary, and so the trust region must be gradually reduced in order for the algorithm to locate the interior optimum accurately. Figure 9 shows that the algorithm successfully locates the minimum with a given failure probability. The algorithm calculates the initial trust region and reduces it until an acceptable X k is generated. As the iterations approach the minimum, the trust region is slowly reduced resulting in slow convergence. The values of E a = 0.01, ␦ = 0.01 were used but the con- Transactions of the ASME straint is never ␦ active during optimization. Therefore only FORM is used in constructing subproblems. The final minimum is at ͓0,2͔ with a failure probability of 0.00.
Example 3. RBDO test problem Consider the problem below that has been widely used in the RBDO literature ͓3,20,25͔. In the final iteration, SORM is used to obtain accurate constraint evaluations for g 1 , and g 2 . A comparison of results with the proposed SLP algorithm versus sequential optimization and reliability analysis ͓20͔ and the single loop ͓25͔ methods is shown in Table  2 . Optimal values are given for variables, objective function, and constraint probabilities, along with number of iterations and function evaluations. The probability values in the table are validated using Monte Carlo simulations with one million samples. The SLP algorithm obtains the desired probability values efficiently and accurately. The accuracy differences for g 1 and g 2 are between 1 / 13 and 2 / 13. The absolute value of the differences might not appear significant but it does represent 7.69% to 15.38% error in estimating probability. For a typical engineering problem where only 5% error may be acceptable ͓17͔, such differences are likely to be significant. The 44 function evaluations include six for calculating ⌬ 0 and eight for using SORM. The LP subproblems were solved using linprog.m in MATLAB ͓35͔.
Example 4. Passive vehicle suspension design The optimal design of a passive vehicle suspension, as shown in Fig. 11 , is studied following Lu et al. ͓36͔. The objective is to minimize the mean square value of the vertical vibration acceleration of the vehicle body, which satisfies the constraints: a lower bound on the road holding ability of the vehicle ͑g 1 ͒; an upper bound on the rolling angle ͑g 2 ͒; a lower bound on the suspension's dynamic displacement so that bumper hitting is avoided, the so-called rattle-space constraint ͑g 3 ͒; and a lower bound on tire stiffness because tire life is an increasing function of tire stiffness.
With suspension stiffness c ͑kg/cm͒, tire stiffness c k ͑kg/cm͒, and damping coefficient k ͑kg/cm/sec͒ as design variables, the design problem can be formulated as
͑34͒
The following parameter values are selected: A =1 cm 2 / cycle/ m, V =10 m/s, M = 3.2633 kg s 2 /cm, m = 0.8158 kg s 2 /cm, b 0 = 0.27. The deterministic optimum ͓c * , c k * , k * ͔ = ͓391.21, 1442.6, 21.27͔ with an active set G * = ͕g 2 , g 3 , g 4 ͖ is found using the proposed SLP algorithm. Considering manufacturing variations, spring stiffness and shock absorber damping coefficient are assumed normally distributed with standard deviation = 10. The deterministic optimum has ͓76.1% , 49.7% , 50% , 49.84% ͔ reliability for constraints g 1 to g 4 , respectively. Increasing reliability to 85% moves the optimal design to the point ͓400.97, 1451.7, 31.55͔, resulting in an 11.4% increase in the objective function. For a given standard deviation of 10, the design cannot be made with a better than 85% reliability because the feasible domain becomes very small. If a better reliability is needed, say 95%, manufacturing processes must be improved to reduce the standard deviations to 7. With X = 7 and reliability of 95% the algorithm found the optimum in 25 iterations. The values of E a = 0.001 and ␦ = 0.01 were used. Constraints g 1 and g 3 are identified as quadratic at the probabilistic optimum and SORM is used in forming constraints g 1 Ј and g 3 Ј.
Concluding Remarks
The proposed SLP algorithm combined the single loop concept of Liang et al. ͓25͔ with the filter-based method of Fletcher et al. ͓28͔ resulting in a good balance between accuracy and efficiency. The accuracy of SORM and the efficiency of FORM are preserved by letting the algorithm select between these two methods, as appropriate. Ultimately the accuracy is not known except as it may be estimated through Monte Carlo Simulation. For most practical problems, SORM would provide sufficient accuracy.
When constraints are not ␦ active or when constraints are locally linear, FORM is used to create linear subproblems, otherwise SORM is used. In addition to the FORM/SORM switch, the algorithm provides an adaptive initial trust region to improve efficiency. Although the algorithm reduces the trust region by half gradually, depending on the problem structure, we observed that without calculating an appropriate trust region and just selecting an arbitrary one will slow down convergence.
In Examples 1 and 2, due to the unbounded subproblems, an appropriate ⌬ 0 can reduce the iterations required before the next trial point is acceptable. In contrast, Example 3 is more sensitive to a smaller trust region. Constraints in Example 3 provide bounds for the trial points, thus a large trust region does not serve as an additional constraint. However, a small trust region can restrict the step length and slow down convergence. Good convergence results are obtained even for an interior optimum, as in Example 2. For Example 3, comparison of this SLP algorithm with SORA and the single loop method shows SLP to have a good balance between accuracy and efficiency. Examples 1 and 2 have nonlinear constraints but FORM is used throughout, because either the constraints are not active or the local curvature is flat with respect to the input variability. If variability is increased, meaning that the degree of uncertainty is larger, the algorithm will eventually use SORM instead of FORM.
Global convergence of the original deterministic SLP-filter algorithm is not affected by the proposed modifications. SORM requires more computations than FORM and accuracy improvement might seem limited from the examples. Depending on the application, accuracy in evaluating constraint probabilities may or may not be the main concern. In applications with small variations and less focus on accuracy, designers can simply increase the value of E a such that only FORM is used. In applications where local curvatures are unknown a priori, the range of a given input variability can produce large errors in evaluating constraint probabilities. The algorithm provides an additional mechanism to deal with a situation where the optimum lies on a large curvature range of the function where FORM would yield an inaccurate estimate. One should also note that the algorithm is based on the assumption that the local curvature is no higher than quadratic. Higher nonlinearities will result in less accurate results.
We ignored the presence of random parameters in order to simplify the presentation. If random parameters exist, the analysis and the algorithm can be extended with minor modifications. One could also consider parameters as variables with values constrained to be constants. Extension to non-normal correlated random variables requires further investigation. Early study shows that for non-normal random variables, since the "equivalent normal" conversion changes depending on the nominal values, a linear constraint may turn out to be highly nonlinear after conversion to a deterministic equivalent one ͓37͔. The validity of assumptions for convergence will need to be revisited.
Numerical noise generated by simulation-based models might affect convergence speed due to inaccurate gradient calculation. As shown in Fig. 12 , noise in the simulation model results in inaccurate gradient estimations at points b, c and d. Applying finite differences with appropriate interval length can result in a better gradient calculation as at point a. While too small a finite difference interval considers noise as the actual model behavior, too large an interval ignores the curvatures of the model. An appropriate selection of interval size requires understanding the level of noise as well as the function behavior.
Results from the illustrative examples provide a limited demonstration and further testing with problems of realistic engineering complexity is desirable. As mentioned in the introduction, the original motivation for seeking a SLP-based approach to this problem was motivated by the expectation that such an approach will lead to new and better coordination schemes in multilevel, hierarchical probabilistic NLP problems. Realization of this potential remains to be pursued. 
