I N T R O D U C T I O N
Primary auditory cortex in humans occupies the posteromedial portion of the anterior transverse gyrus-hereafter referred to as Heschl's gyrus (HG)-on the superior temporal plane, deep within the lateral fissure. Although this area has the basic cellular structure associated with koniocortex, it is not uniform in its cytoarchitecture and thus appears composed of multiple "primary" and "primary-like" variants (Fullerton and Pandya 2007; Galaburda and Sanides 1980; Hackett et al. 2001; Morosan et al. 2001 Morosan et al. , 2005 . These koniocortical fields of human are considered to be homologous with the tripartite auditory "core" cortex of nonhuman primates (Hackett 2003 (Hackett , 2007 Hackett et al. 2001; Sweet et al. 2005) . Core cortical fields in nonhuman primates receive their main thalamic input largely in parallel from the ventral division of the medial geniculate body (de la Mothe et al. 2006; Morel et al. 1993) and, hence, preserve both temporal and spectral information with a high degree of fidelity . Immediately surrounding the auditory core is a belt of cortex made up of multiple fields, which are anatomically and chemically distinct from one another and from the auditory core (Chiry et al. 2003; Fullerton and Pandya 2007; Hackett et al. 1998 Hackett et al. , 2001 Rivier and Clarke 1997; Wallace et al. 2002) . Homologies with the belt fields in the macaque monkey are less certain than those of the auditory core (reviewed by Hackett 2007) . Belt fields of the monkey exhibit characteristic architectonic and connectivity patterns that make them functionally distinguishable from each other and from the core by their neuronal response timing, spectral selectivity, tonotopy, binaural sensitivity, and enhanced responsiveness to complex sound, including primate vocalization (Bieser and Müller-Preuss 1996; Kaas and Hackett 2005; Oshurkova et al. 2008; Rauschecker and Tian 2004; Rauschecker et al. 1995; Recanzone et al. 2000; Tian et al. 2001; Woods et al. 2006) .
Physiological and anatomical data are consistent with a working model of hierarchical, serial-parallel processing of acoustic information at the cortical level in monkey (Kaas and Hackett 2005; Rauschecker 1998; Rauschecker et al. 1997) . The fact that certain features of auditory cortex are shared between humans and nonhuman primates has also made this model an attractive starting point for understanding the functional organization of auditory cortex in human (Hackett 2007; Rauschecker 1998; Wessinger et al. 2001) . To determine the extent to which common organizational principles are shared across primate species, including humans, it would be best if the same or similar experimental methods and approaches are used. To this end, we have been recording directly from the auditory cortex of human neurosurgical patients, systematically analyzing response properties over a wide range of acoustic stimuli, including those commonly used in studies of auditory cortex of nonhuman primates.
In this study, we focus attention on temporal processing of repetitive acoustic transients by auditory core and belt fields of HG previously identified on physiological grounds (Brugge et al. 2008b; Liegeois-Chauvel et al. 1991) . Considerable information is available on the temporal fidelity of core fields to click-train stimulation in awake New World (Lu et al. 2001) and Old World (Steinschneider et al. 1998 ) monkeys. By using essentially the same stimuli as used in the monkey experiments, we have been able to compare directly our results obtained from human core cortex with those obtained from homologous cortex in monkeys. Temporal locking to successive transients by neurons or neuronal assemblies in core cortex of a number of mammalian species, including nonhuman primates, has been shown to correlate with human perceptual phenomena, including acoustic flutter, roughness, and temporal pitch, and in the speech realm, with voice onset time (Eggermont 1995; Fishman et al. 2000 Fishman et al. , 2001 Lu et al. 2001; Steinschneider et al. 1993 Steinschneider et al. , 1994 Steinschneider et al. , 1995a Steinschneider et al. ,b 1998 Steinschneider et al. , 2005 . Similarly, using click-train stimulation has also allowed us to relate directly the fidelity of temporal encoding by human core cortex to these perceptual phenomena (see also Liegeois-Chauvel et al. 1999; Steinschneider et al. 1998) .
We reported previously that a robust polyphasic averageevoked potential (AEP), localized to the auditory core in posteromedial HG, is elicited by a brief, 100-Hz click train (Brugge et al. 2008b ). This evoked waveform includes a superimposed frequency following response (FFR). The waveform typically recorded on a putative belt field in anterolateral HG is, in contrast, characterized by relatively low-amplitude, long-latency deflections, and the FFR is not in evidence, at least at a click rate of 100 Hz. Studies in experimental animals (Brosch et al. 2002; Steinschneider et al. 2008 ) and human subjects (Crone et al. 2001 ) have shown, however, that there are aspects of the cortical response to an auditory stimulus that are not securely phase-locked and therefore would be represented only weakly, or not at all, in the AEP. The properties of these non-phase-locked responses vary across frequency bands and cannot be effectively studied using waveform averaging methods. However, both the phase-locked and non-phaselocked responses can be studied by measuring event-related band power (ERBP), which reflects increases or decreases of total power within given frequency bands with reference to prestimulus background levels (Crone et al. 1998 (Crone et al. , 2001 Pfurtscheller and Lopes da Silva 1999) . In the experiments reported here, we obtained measurements of total ERBP to study both the phase-locked (often termed "evoked"), as well as the non-phase-locked (often termed "induced") components of the auditory event-related responses (see also Pantev 1995) . This approach enabled us to explore further the manner in which different human auditory cortical fields process temporal information contained within an auditory stimulus. By using these expanded analytical approaches and stimulus sets, we were able to provide additional evidence supporting our hypothesis of core and belt auditory fields on HG by further characterizing them physiologically, determining more accurately their temporal resolutions and discovering possible additional modes of responsiveness that these auditory cortical fields may use in representing and encoding repeated acoustic transients.
M E T H O D S
Subjects were 15 patients who underwent placement of intracranial electrodes as part of their evaluation and treatment plans for medically intractable epilepsy. Results from experiments on nine of these subjects are described in this study. Experiments on the remaining six were carried out earlier, and although they were more limited in scope and represent preliminary findings, the results are nonetheless fully compatible with those presented here. Research protocols were approved by the University of Iowa Human Subjects Review Board. Informed consent was obtained from each patient enrolled in the study. As part of the treatment plan hybrid depth electrodes (HDEs) were inserted into the HG (Howard et al. 1996b) . Subdural grid electrodes were also implanted over the perisylvian cortex, and data obtained from these recordings will be presented in subsequent articles.
Detailed descriptions of the HDEs used in this study and the methods of electrode implantation and subsequent anatomical localization of recording sites have been presented in earlier studies from our laboratory (Brugge et al. 2008b; Howard et al. 1996b Howard et al. , 2000 . Briefly, HDEs were guided stereotactically roughly parallel to the long axis of the left HG in four subjects and the right HG in five subjects. Only one HDE was implanted in each subject. Each electrode carried 4 or 6 macro-contacts and 14 micro-contacts that consisted of 40-m wires with exposed ends cut flush with, or protruding 0.5 mm from, the electrode shaft. Electrodes typically remained in place for ϳ14 days. Anatomical locations of recording sites were determined using high-resolution CT, structural MRI, and intraoperative photography. When more than one transverse gyrus was present (Figs. 1 and 3) , the HDE traversed the most anterior one, which has been shown consistently by cytoarchitectonic criteria to be the location of auditory koniocortex (reviewed by Hackett 2007) . One criterion for inclusion in this study was that HDEs be in contact with the HG gray matter along essentially all of their length. There was only one exception to this, which we describe in RESULTS. Wada-test results showed left-hemisphere language dominance for all subjects included in this study. All subjects also had normal hearing based on standard audiometric tests given before implantation surgery. Clinical EEG evaluation indicated that neither the HG nor the immediately adjacent auditory cortical tissue was the site of the epileptogenic foci.
The acoustic stimuli were digitally generated click trains composed of equally spaced rectangular pulses (0.2 ms) delivered through bilaterally placed insert earphones (ER4B, Etymotic Research, Elk Grove Village, IL). The earphones were integrated into custom fitted ear molds of the kind commonly worn by hearing aid users. Click rate was stepped systematically in two experimental series. Series 1 consisted of blocks of six click trains each of ϳ160-ms duration repeated every 2 s with rates of 25, 50, 100, 125, 150, and 200 Hz. Series 2 consisted of six blocks of click trains each of 1-s duration, repeated every 2 s, with rates of 4, 8, 16, 32, 64, and 128 Hz. For both series, each click-train stimulus was presented 50 times, resulting in a stimulus block consisting of 300 trains. Stimuli within a block were randomly interleaved to reduce the effects of changes in experimental conditions or state of the subject that might have taken place during the 10 min of data acquisition. Recorded electrocorticographic (ECoG) signals were amplified, filtered (1.6 -6,000 Hz), and digitized on-line at a sampling rate of 12,207 Hz (TDT RX5 or RZ2 processor, Tucker Davis Technologies). In all cases, the stimulus level was set at a comfortable volume, ϳ30 -50 dB above hearing threshold. Click trains of different rates were held at the same peak amplitude and not energy compensated. Digitized data were stored for later off-line analysis. In our six preliminary studies, click trains of different click rates were delivered in serial order, and data were acquired using either DataWave or Hewlett Packard data acquisition systems.
During recording sessions, the patients were awake and comfortably reclining in a hospital bed or nearby chair situated in a specially designed and constructed electrophysiological recording suite in the University of Iowa General Clinical Research Center (GCRC). This room was quiet and electrically shielded, and a single investigator sat nearby the patient to monitor the session and to be in communication with investigators in an adjoining room that housed the instrumentation for stimulus delivery and data acquisition. In the six preliminary experiments, data were acquired in the epilepsy ward of the hospital.
ECoG data obtained from each recording site on HG were characterized by the AEP and, in the time-frequency domain, by the ERBP. Peak-to-peak measurements were made of the two major deflections occurring in AEPs within a time window of 200 ms after stimulus onset. The ECoG, in response to click train stimulation, may contain both phase-locked (evoked) and non-phase-locked (induced) power. To quantify the phase-locked component, power in the AEP waveform at the stimulus click rate was estimated by multitaper spectral analysis (Mitra and Pesaran 1999; Thomson 1982) using an algorithm implemented in MATLAB (version 7.6.0). The multitaper method is a nonparametric approach to spectral power estimation that has been applied successfully by others to time-frequency analysis of neuronal electrophysiological data (Compte et al. 2008; Pesaran et al. 2002) . The analysis was carried out within the response time window of 0 -300 (series 1) or 0 -1,000 ms (series 2). Because power at the click rates studied is expected to be found in the ongoing ECoG in the absence of stimulation, reference (baseline) power measurements were made within the period of 300 ms immediately before stimulus onset and compared with power measurements made within the response time window.
The spectral data thus obtained were treated statistically to test whether a click-train stimulus produced a significant change in power from that present in the reference baseline signal. A logarithmic (base-10) transformation of spectral power was obtained and used to define a change-value (response power minus baseline power) for the tested click rates at each of 17 representative recording sites in the nine subjects (in 1 subject, only 1 site was identified, as described in RESULTS). Statistical comparisons were made between the two groups representing posteromedial and anterolateral sites on the HG. The site choices were based on AEP maps obtained for each of the nine subjects (see Figs. 2 and 3) . One brain-site group represented a small region on the posteromedial HG that was anatomically consistent with the location of core cortex and that exhibited a robust AEP and FFR characteristic of that area. The second brain-site group was on the anterolateral HG within an area exhibiting low-amplitude, longlatency AEPs and showing no evidence of an FFR. Following Crone et al. (2001) , a mixed-effects regression model (Procedure MIXED, SAS v9) was used with change-value as the dependent variable with two fixed-effects predictor variables: brain site with two levels (posteromedial HG and anterolateral HG) and click rate with six (series 1) or four (series 2) levels. Subject was treated as a random effect.
Time-frequency analysis was performed on a trial-by-trial basis using a wavelet transform based on complex Morlet wavelets. ERBP was calculated from power measured in the response window relative to baseline power measured in the 300-ms reference period before stimulus onset. The results of these single-trial calculations were averaged and represented as a plot of power on the time-versusfrequency axis. Details of this analysis can be found in previously published paper from our laboratory (Oya et al. 2002) . To distinguish in the time-frequency plane between activity that was phase-locked to the stimulus waveform, the so-called evoked activity, and the eventrelated but non-phase-locked activity, referred to as induced activity, we followed the approach of Crone et al. (2001) and Steinschneider et al. (2008) by subtracting the AEP waveform from each of the single trial recordings. Although subtraction of the AEP from each trial waveform attenuates phase-locked activity, it does not eliminate it entirely, because the phase-locked response is not perfectly time invariant (see Steinschneider et al. 2008) . With this limitation in mind, we were able to compare our estimate of non-phase-locked power with total power. R E S U L T S Despite intersubject variability, a basic pattern of cortical sensitivity to click-train stimulation was observed that was common to all subjects and to both hemispheres. Data obtained from the language-dominant, left hemisphere are first shown in detail for one subject. Figure 1 shows for this subject an MRI of the superior temporal plane showing the trajectory of the HDE with respect to gross anatomical landmarks. The anterior temporal sulcus (ats) represents the gross anatomical boundary between the planum polare (PP) and HG, whereas posteriorly, Heschl's sulcus (hs) separates the HG from the planum temporale (PT). In this case, as in 4 others in our entire experimental series of 15 subjects, HG appears to be divided along its length by an intermediate sulcus (is) into a primary anterior transverse gyrus and a secondary transverse gyrus, labeled on the figure as HG and TG2, respectively (Bailey and Bonin 1951) . The distribution of recording sites, which defines the final trajectory of the electrode along the long axis of HG, has been projected onto the cortical surface. The curvi-linear nature of the electrode trajectory is the result of physical distor- tion of the superior temporal plane associated with electrode implantation. To the right of the MRI are tracings of three cross-sections taken at the three recording locations roughly perpendicular to the long axis of HG, as indicated by dashed lines on the MRI. Light gray shading represents the cortical gray matter. Darker shading shows what we estimate to be the cross-sectional extent of HG, and the filled circle within represents the location of the electrode at that recording site. In this case, the electrode remained nearly centered on the crown of HG posteromedially, whereas more laterally, it came to lie toward the lateral edge of the gyrus. The electrode remained in contact with the cortical gray matter for most of its length, with the most lateral two or three contacts coming to occupy first the underlying cortical white matter and then gray matter adjacent to HG. Distributions of recording contacts in all nine subjects are shown in Fig ranging from 25 to 200 Hz. For further reference, the recording contacts marked by an asterisk and cross refer to anatomical locations as designated in Fig. 1 . At each recording locus and for each click rate, two superimposed waveforms are shown. One, shown in black, is the AEP recorded with wide band-pass (1.6 -1,000 Hz) filtering, which we refer to as the "all-pass" waveform. The other, shown in red, is the same local field potential after having been passed through a high-pass filter to attenuate the prominent low-frequency components and thereby show the possible presence of a phase-locked FFR. We refer to this waveform as a "high-pass" waveform. To show spatial localization of the FFR, the high-pass cut-off frequency was set one octave below the click rate of the stimulus. Linear filtering was accomplished through a fourth-order Butterworth filter (24 dB/octave). Additional details of the relationship between the stimulus and the FFR for this data set, including a closer look at the all-pass AEP at the lowest click rate in the series, are shown in Fig. 7 . Data from the right hemisphere of another subject is shown in supplementary Fig. S1 .
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Several general observations can be made from these data, which can be applied to results obtained from all experiments in series 1. At click rates of 25 and 50 Hz, the AEP recorded in posteromedial HG tended to be dominated by the FFR. At click rates above 50 Hz, the all-pass polyphasic waveform recorded in posteromedial HG was typically characterized by an early small positive-negative deflection having an onset latency between ϳ9 and 12 ms (Brugge et al. 2008b; LiegeoisChauvel et al. 1991 ), which we interpret to be the manifestation of the thalamocortical afferent volley arriving at the cortex in response to our click stimuli (Steinschneider et al. 1992 ). This small deflection was usually followed within the next 200 ms by a complex of negative and positive deflections and later by a broad negativity. This dominant waveform recorded at these higher click rates tended to obscure the now diminished FFR. When the AEP was high-pass filtered, however, an FFR could be clearly seen in the time waveform at click rates as high as 125 Hz. We will subsequently show that phase-locking may be reliably detected to Ն200 Hz. The amplitude of both the all-pass and high-pass waveforms tended to be relatively high at a few adjacent recording sites on the posteromedial HG. The amplitude of the AEP diminished systematically with distance from this region of relatively high AEP amplitude. At any given recording location in posteromedial HG, the amplitude of the all-pass waveform grew, whereas that of the FFR declined systematically with increases in click rate. Thus we can attribute the decline in the magnitude of the FFR to limits imposed by the thalamo-cortical afferents or the underlying cortical circuitry, or both, to synchronize to the individual transient events rather than to any overall decrease in effectiveness of the stimulus.
In several subjects (Fig. 3 , A-C and E), the amplitude of the AEP, including the FFR, showed substantial decline medial to the sites of maximal amplitude, but we found no strong evidence for a transition to another field in this region of posteromedial HG. Anterolaterally, however, such a transition was seen to occur as evidenced by the systematic change in both amplitude and morphology of the AEP waveform. Typically the deflections seen on the anterolateral HG within ϳ200 ms of stimulus onset were greatly diminished in amplitude compared with the posteromedial HG, and in some cases, but not in all, a prominent broad long latency negative deflection appeared. There was little or no evidence of a FFR at the studied click rates in this anterolateral area.
Figure 3 depicts for the nine subjects the changes in peakto-peak amplitude of the major deflections of the all-pass AEP recorded within 200 ms of stimulus onset as a function of the medio-lateral recording location along the long axis of the HG. The trajectory of the electrode and relative location of recording contacts in each subject are shown (left) projected to the surface of the supratemporal plane. Results are not shown for data obtained at 25 and 50 Hz because the all-pass AEP at these click rates exhibited a prominent FFR that interfered with the peak-to-peak measurements. Four plots (Fig. 3, A-D) are from data obtained from left hemispheres and five (Fig. 3, E-I ) from data obtained from the right hemisphere. For eight subjects, the curves derived at different click rate are similar in that relatively high amplitudes were found at a few adjacent sites in posteromedial HG. AEP amplitude fell systematically beyond this region of maximal responsiveness reaching a minimum anterolaterally (dashed line) where it went through a transition before increasing slightly once again. No such transition was seen medial to the sites of maximal amplitude on posteromedial HG even in those cases where the electrode extended far medially on HG and where the peak-to-peak amplitude declined systematically (Fig. 3, A-D) . In one subject (Fig. 3I) , there was not the same systematic change in AEP amplitude. We include it, however, because its phase-locked profile did not differentiate it from the other subjects (Fig. 4I) . As can be seen from the anatomical reconstruction of the electrode contacts in this subject, recordings were made in an anteromedial expansion of what we interpreted to be HG and some distance from the posteromedial area of HG from which the other data were obtained. Our map was simply not extensive enough to determine whether this represents a variant or extension of core cortex on the posteromedial HG.
The systematic decline in temporal synchrony with increasing click rate is shown in Fig. 4 for two representative recording sites, one in the posteromedial HG and the other in the anterolateral HG, in each of our nine subjects. Phase-locked activity was quantified by estimating the power in the AEP waveform at the stimulus click rate by multitaper spectral analysis (see METHODS). Power estimates used as a baseline reference were also obtained during the 300 ms before stimulus onset. By computing power in the AEP rather than in single trials, we sought to extract the phase-locked component from total power that may have constituted the response. Each panel of Fig. 4 shows absolute power (top) and logarithmically transformed power (bottom) as a function of click rate during the response period (closed symbols) and baseline reference period (open symbols) for each of the subjects. We include baseline power measurements because the ECoG power spectrum is not uniform across the range of frequencies that includes the studied FFR components of the AEP.
In the posteromedial HG of all subjects, the power was greatest at click rates at or below 50 Hz, standing some two to three orders of magnitude above baseline power. Although power declined by several orders of magnitude at a higher click rate, in all cases, it could be seen well above that of baseline out to 100 -150 Hz and in some as far as 200 Hz. The situation was quite different at the anterolateral site. Here, for all subjects, power remained at or close to baseline at all click rates studied.
The logarithmic transforms of power estimates shown in Fig. 4 were treated statistically, by defining a change-value as log response minus log baseline for the six tested click rates at each of the representative recording sites. A mixed-effect regression model was used to evaluate the fixed effects of brain site (2 levels: posteromedial HG and anterolateral HG) and click rate (6 levels) on change-value (Crone et al. 2001) . Subject was treated as a random effect. Figure 5 presents the means and SE for these fixed-effects groups. The main effect for brain site was significant [F(1,75) ϭ 34.55, P Ͻ 0.0001] as it was for click rate [F(5,75) ϭ 9.16, P Ͻ 0.0001], indicating that the power in the AEP relative to baseline recorded in posterolateral HG at the six click rates was significantly greater than that recorded in anterolateral HG. No interaction was found between brain-site and click rate [F(5,75) ϭ 2.31]. Follow-up tests were conducted to evaluate all pairwise differences among the change-values within each fixed-effects group (␣ ϭ 0.001, multiplicity correction provided by Scheffe adjustment). There was one significant difference found in the posteromedial group, between 100 and 200 Hz, which is to be expected because there was a systematic decline in phaselocking with increased click rate. There were no significant differences among pairwise comparisons for the anterolateral HG site. Finally, all click rates in the posteromedial HG group produced change-values that were significantly different from zero (t-test, ␣ ϭ 0.0001). By comparison, there were no change-values in the anterolateral HG population that did so. Thus within this subject population posteromedial HG was distinguished from anterolateral HG based on the former's significant phase-locking, and within this posteromedial HG grouping significant phase-locking to brief click trains was seen to extend to rates at least as high as 200 Hz.
The AEP emphasizes activity that is phase-locked to a stimulus. To study possible non-phase-locked activity in the responses, we computed the ERBP from time-frequency analyses of the same data sets (see METHODS). Figure 6 shows spectro-temporal representations of the ECoG data presented as AEPs in Fig. 2 . Several outstanding features were common to all the single-trial data in this series. First, at those posteromedial HG sites exhibiting robust AEPs, an increase in ERBP To the left of each set of curves is the MRI of the superior temporal plane showing the location of electrode contacts in HG (see Fig. 1 for details) . Dashed lines indicate the estimated transition between auditory core and belt fields. Representative contacts within core and belt from which data are presented in Fig. 4 are indicated by closed and open arrows, respectively. The shaded area in H identifies those recording sites that fell outside of the gray matter of HG in this subject.
at gamma frequencies between 70 and 250 Hz was observed throughout the duration of the stimulus. Second, the FFR was represented in these plots as bands of increased power around the frequency of the click train and as bursts of power in the gamma frequency range. These bursts were synchronized to the clicks in the train and thus temporally related to the FFR so prominently represented in the AEP (see also Supplementary  Fig. S2) .
Details of the relationships between the stimulus and response at the site of maximal responsiveness in posteromedial HG are shown in Fig. 7 . As shown in Fig. 7A , the FFR was clearly present in the all-pass AEP at click rates as high as 100 Hz and, as shown in Fig. 2 , in the high-pass waveform at least as high as 125 Hz. At a click rate of 25 Hz, strong ERBP was evident as dark horizontal bands at 25 Hz and at its two upper harmonics (Fig. 7A, horizontal arrows) . Harmonics have been recorded as well in auditory-evoked potentials recorded from the scalp (Rees et al. 1986 ). Time-locked bursts of increased ERBP from ϳ70 to 250 Hz were also seen (Fig. 7A, vertical  arrows) . Figure 7B shows time-frequency plots for the six click frequencies in the series. Phase synchrony in ERBP was evident over the same range of click frequencies that exhibited the FFR (horizontal arrows) with both power at the click frequency and the phase-locked bursts of power in the gamma range.
Patterns of spectral power evoked by the click trains in the anterolateral HG are quite distinct from those in the posteromedial HG (Fig. 6) . Gamma activity so prominent in posteromedial sites (1-8) was markedly diminished in anterolateral regions (sites 11-14) . A transition zone of intermediate activity was seen around contact sites 9 and 10. Although accurate measurement of the onset time of the ERBP was not possible because of temporal smearing inherent in the wavelet transformation method used, it is clear from the plots shown in Figs. 6 that the onset latency lengthened markedly in this transition zone between the presumed core and belt fields. Again, as with the FFR, there was no evidence on the anterolateral HG or in the transition zone for temporal synchrony at the click rates studied.
The observation that ERBP mirrored the AEP at lower click rates suggested that much, if not all, of the ERBP was phaselocked power. We will show, however, that there were also prominent non-phase-locked components embedded in the ECoG, and that these had distributions that differed from those of phase-locked components. Before doing so, however, we present data from our experimental series 2.
Series 2: long click trains
The duration of the short click bursts used in series 1 (160 ms) was considerably less than that of the AEP itself, because AEP deflections were seen for as long as 1 s after stimulus onset. The FFR was associated with the major deflections in this 160-ms time period and showed little or no adaptation. These findings extend results of our earlier mapping study using 160-ms duration click trains (Brugge et al. 2008b) and are similar to those previously reported in primary auditory cortex (AI) of the macaque monkey (Steinschneider et al. 1998 ). However, with 25 Hz being the lowest click rate in this series, we were likely examining rates that extended to the upper limit for robust temporal synchrony. Temporal information in natural sounds extends to even lower frequencies (Rosen 1992) . Hence, to examine temporal processing more completely, we carried out a second, complementary, series of experiments using 1-s click trains ranging from 4 to 128 Hz (in octave intervals). This series extended the range of click rates presented in series 1 at the low end while retaining overlapping rates at the high end. In doing so, we also were able to compare our results with data obtained from AI neurons in the marmoset monkey using similar stimuli (Lu et al. 2001 ) and with AEP results from HG using amplitude modulated noise (Brugge et al. 2008a; Liegeois-Chauvel et al. 2004) . Figure 8 shows all-pass AEPs obtained from the same recording sites from which earlier results of series 1 were presented (see also Supplementary Fig. S3 ). At the lowest frequencies in the series, it was not possible to use a high-pass filter as we did in series 1. The AEP at all click rates studied were maximal in the posteromedial HG. At low click rates, from 4 to 64 Hz, the FFR was prominent in the AEP, and at each recording site in the posteromedial HG, the amplitude of the early AEP grew while that of the FFR fell with increasing click rate. At a rate of 4 Hz, each click in the train evoked what appears to be a polyphasic waveform reminiscent of those obtained with interclick intervals measured in seconds. This is not surprising, because at 4 Hz, the relatively long 250-ms interclick interval provided sufficient time for the response evoked by one click to subside before the onset of the next. At 8 Hz, the picture changed, and a complex series of deflections, modulated at 8 Hz, was seen. At this click frequency, there was sufficient time (125 ms) for the effects of a one click to impinge on that of the next in the click train and thus the complex waveform became the result of an interaction of overlapping evoked responses. With increasing click rate, the FFR came to resemble cycle-by-cycle entrainment, and by 128 Hz, the all-pass AEP could be characterized mainly by waveforms phase-locked to train onset and offset. The same mixedeffect regression model used in series 1 data was also used to evaluate the fixed effects of brain site (2 levels: posteromedial HG and anterolateral HG) and click rate (4 levels for series 1) on change-value. The outcome of this analysis did not differ from that carried out on Series I.
As seen in Fig. 9 , the ERBP tended to mirror the AEP, as we found in series 1 with short-duration click trains (see also Supplementary Fig. S4 ). The posteromedial HG was characterized by robust phase-locking at low click rates and increasing magnitude at high rates. Phase-locking was preserved throughout the 1 s of stimulation, with adaptation observed with increasing click rate. Anterolaterally, the magnitude of ERBP declined substantially through the transition zone and no phase-locking was in evidence even at the lowest click rate of 4 Hz.
Non-phase-locked power
The time-frequency analysis presented above showed changes in total power associated with click trains of varying rate, which included both the phase-locked and non-phaselocked activity. By subtracting the AEP from each trial at each click rate, we were able to estimate induced activity and compare it to total power in the same time-frequency domain. Figure 10 shows the results of this operation in time-frequency plots for activity recorded in series 1 at click rates of 25 and 125 Hz at sites of maximal amplitude of the AEP in the posteromedial and anterolateral HG. At a click rate of 25 Hz (Fig. 10A) , frequency following was clearly in evidence in total power (TP), showing up both as a dark horizontal band (arrow) at the stimulus rate and as bursts of phase-locked gamma activity, above ϳ70 Hz, as described earlier (see Fig. 7 ). When the all-pass AEP was largely removed from each of the individual trials, thereby yielding an estimate of the nonphase-locked power (NPLP), only the residue of late occurring power around the driving frequency was seen, and the highfrequency FFR was hardly in evidence (Fig. 10B) . On the anterolateral HG at a click rate of 25 Hz, there was little or no sign of the phase-locked AEP or of ERBP (Fig. 10, E and F) . Thus at a low click rate, the ERBP reflects mainly the time- Fig. 2 . The analysis, carried out on a trial-by-trial basis, was performed using a wavelet transform based on complex Morlet wavelets. Event-related band power (ERBP) was calculated on a trial-by-trial basis relative to baseline power measured in the 300-ms reference period before stimulus onset (color bar). Results of these single-trial calculations were averaged and represented as a plot of power on the time-vs.-frequency axis.
locked activity observed in the AEP obtained both from posteromedial and anterolateral HG.
At the click rate of 125 Hz, the pattern had changed considerably. Frequency following was again seen reflected in ERBP obtained on posteromedial HG (Fig. 10C, arrow) . At this click rate, however, robust power increases in the range of 25-100 Hz were also observed, and these increases occurred in a delayed fashion, beginning well after the onset and extending well beyond the offset of the stimulus. When the phase-locked component was removed (Fig. 10D) , this latter component remained largely unchanged, whereas the FFR was no longer seen. A more striking difference was found in the anterolateral HG. Here, where the AEP was relatively small, there was a robust increase in ERBP, which was dominated by non-phaselocked power.
Extending the findings to longer duration stimuli and to lower click rates (Fig. 11) , a similar picture emerged. Here we show the all-pass AEPs superimposed on the time-frequency plot. At a click rate of 4 Hz, the bursts of gamma activity in total power were found associated with the baseline-to-negative phase of the AEP. Removing the AEP from each singletrial response resulted in loss of phase-locked power in the gamma range. Little or no ERBP was seen on the anterolateral HG at this low rate. At 128 Hz, however, there was a brief burst of power at stimulus onset, which was almost entirely time-locked, accompanied by a long-latency non-phase-locked component that extinguished by 200 ms after stimulus onset. Anterolaterally, there was no early onset component, whereas robust, long-latency, non-phase-locked ERBP dominated the response.
The modulation of gamma-band activity seen in presumed core cortex in response to low click rates, is isomorphic with respect to the temporal structure of the stimulus and to the FFR and thus represents the interstimulus interval explicitly (see also Wang et al. 2008) . No such explicit representation is seen in the presumed belt cortex on the anterolateral HG. Instead, relatively long-latency non-phase-locked gamma activity arises at higher click rates both in core and belt, reflecting a transformation from an isomorphic to a nonisomorphic representation of the temporal structure of the stimulus. Just how such a transformed signal represents various stimulus attributes is currently under study.
D I S C U S S I O N

Auditory core
Phase-locking to a click-train stimulus, as shown in both the AEP and ERBP, was robust in the posteromedial HG. The magnitude of temporal locking was greatest at click rates below ϳ50 Hz; it declined sharply above this frequency but could be reliably detected at click rates at least as high as 200 Hz. We interpret this region of HG exhibiting these properties to be the human auditory core cortex. This interpretation is consistent with that arrived at from studies in the awake monkey. Studies in the macaque monkey (Steinschneider et al. 1998) showed that, in the middle cortical layers of AI, the upper limit for temporal synchrony to click trains observed in multiunit activity ranged as high as 150 Hz, whereas synchronous synaptic activity, as shown in current source density measurements, could reach 300 Hz depending on the best frequency at the recording site. The upper boundary for clicktrain synchrony by single neurons in AI of awake marmoset monkeys was shown to be somewhat lower than this (Lu et al. 2001) , although when tested with sinusoidally amplitude-modulated signals, core neurons in New World monkeys were shown to exhibit significant phase-locking at modulation frequencies exceeding 200 Hz (Bieser and Müller-Preuss 1996; Liang et al. 2002) . Earlier studies in field AI of the nonanesthetized cat showed phase-locking of the AEP at click rates as high as 200 Hz (Goldstein et al. 1959) and that of single neurons (presumably small stellate cells generating fast spikes) at click rates as high as 1,000 Hz (De Ribaupierre and Goldstein 1972). Because phase-locking is strongest in the thalamocortical input zone of core cortex (Fishman et al. 2000; Steinschneider et al. 1998) , differences among studies of temporal synchrony may be attributed to laminae in which recorded neurons were found (see Lu et al. 2001) . Furthermore, intracellular studies of auditory cortical neurons have shown the roles played by a balance of excitation and inhibition in influencing temporal precision (Wehr and Zador 2003) . Thus the correspondence between human and nonhuman data may even be greater than it first seems if one takes into account the intracortical origins, membrane properties, and firing rates of neurons that may underlie both the AEP and ERBP (Eggermont and Smith 1995; Grenier et al. 2001) . Lu et al. (2001) also reported finding in the marmoset monkey a second, nonsynchronized, population of AI cells that exhibited sustained responses to click trains with firing rates that were monotonic functions of click rate. These findings suggested a dual mechanism for representing repetitive stimuli: temporal coding at long interstimulus intervals and rate coding at high intervals (see also Wang et al. 2008) . We found that, at higher click rates, where the FFR amplitude declined, there was a concomitant monotonic rise in the peak-to-peak amplitude of the all-pass AEP along a trajectory similar to that found with spike rates of nonsynchronized marmoset AI neurons. Having separated phase-locked from non-phase-locked activity, we also found that, as click rate was increased, the synchronized response became systematically attenuated, mirroring the FFR, whereas the magnitude of the non-phaselocked gamma power became elevated. Our click trains were, however, of the same peak amplitude and duration regardless of click rate. Consequently, changes in click rate were associated with changes in total stimulus energy. Although Lu et al. (2001) reported that phase-locking of AI neurons in marmoset monkeys to compensated and noncompensated click trains was not significantly different, controlling this possible confounding stimulus variable in our experiments will be needed to determine the extent to which changes in the magnitude of the AEP and ERBP were related to click-rate changes per se.
The AEPs recorded using 1-s long click trains (series 2) exhibited phase-locked characteristics, similar to those obtained by Liegeois-Chauvel et al. (2004) using sinusoidal AM noise, indicating that the data from the two studies were likely obtained from the same core field(s) on the HG. These results are also very similar to those derived from EEG (Rees et al. On the basis of responses of AI neurons in the awake macaque monkey to sinusoidal AM stimuli, Malone et al. (2007) have suggested that at modulation frequencies Ͻ20 Hz, the processing of modulation signals is better described as an envelope- shape discriminator rather than a modulation filter bank. Similarly, in our experiments, the shapes of AEP waveforms, and the stimulus-evoked percepts with which they are correlated, differ markedly across click rates at the lowest frequencies in our series. At a rate of 4 Hz, with an interclick interval of 250 ms, the AEPs to individual clicks in the train were polyphasic and resembled those associated with successive new stimulus events (see Figs 2 and 8 and Supplementary Fig. S3 ). LiegeoisChauvel et al. (2004) observed a similar response in AEPs obtained from posteromedial HG to sinusoidally amplitude modulated noise. Because the major deflections in the AEP in response to an acoustic transient are typically completed within this longer interstimulus time interval, they would tend not to exert a strong influence on the response to the next click in the train. Components of the evoked waveform having longer latency and smaller amplitude would, and apparently do, interact to a certain degree even at longer interclick intervals. These interactions were particularly obvious in the AEP when the click rate was raised to 8 Hz, with an interclick interval of 125 ms. Listeners' sensations also change dramatically when the amplitude envelope of a modulated sound is varied over the range of modulation rates used in our study (reviewed by Joris et al. 2004) . Amplitude modulations at very low modulation frequency, around a few hertz, are heard as distinct events. This would correspond in our experimental series 2 to a click rate of 4 Hz, where the discrete electrophysiological response seems to mirror the psychophysical percept of individual clicks. The sensation of individual acoustic events gives way at higher modulation rates to one described as "flutter," which in turn undergoes a transition at higher modulation rates to what listeners describe as "roughness." Both of these perceptual categories are paralleled by the temporal synchrony exhibited by neurons of primary auditory cortex of the monkey (Bendor and Wang 2007; Fishman et al. 2000) . Eventually the sensation of "pitch" arises, and here again a close relationship is found with a pattern of phase-locked responses of AI neurons of macaque monkey (Steinschneider et al. 1998 ). The range of click rates over which temporal synchrony is exhibited in core cortex of both human and monkey correlates with human listeners' ability to detect AM of a steady state sound and with perceptual phenomena of acoustic flutter, roughness, and periodicity pitch. The physical attributes associated with these percepts are thus detected and preserved in the auditory core, although the perception itself may be more related to activity arising outside of the core field(s) Wang 2005, 2006; Griffiths 2003; Gutschalk et al. 2004; Hall et al. 2005; Patterson et al. 2002; Penagos et al. 2004) .
Cytoarchitectonic studies (reviewed by Hackett 2003 Hackett , 2007 ) have shown consistently that auditory core of human is composed of multiple fields, and results of noninvasive functional experiments are consistent with this observation (Formisano et al. 2003; Pantev et al. 1995; Talavage et al. 2004; Yvert et al. 2001 Yvert et al. , 2005 . The multiple-field structure of auditory core cortex of human seems homologous with that of chimpanzees and New World and Old World monkeys (Hackett 2003 (Hackett , 2007 . Our experiments using click-train stimulation have not, however, shown, in any given subject, functional boundaries that would signal the presence of more than a single core field. Identifying core fields based on temporal synchrony may have been difficult if, as in monkey, neurons in each of the primary and primary-like fields exhibit phase-locking to amplitude modulated sounds Bieser and Müller-Preuss 1996) . Core fields in monkey have been most clearly identified by their respective tonotopic maps. The tonotopic map obtained in our earlier human experiments showing but a single tonotopic sequence was incomplete, because only a limited range of frequencies and intensities were included in the stimulus set (Howard et al. 1996a ). Tone-response data that accompany several of the experiments reported here are based on the AEP, and the frequency and intensity resolutions were simply not sufficiently high enough to place accurately recording locations on a tonotopic map or to show discontinuities or reversals in a tonotopic gradient that commonly signal auditory field boundaries.
There was considerable variation in the gross structure of the HG among our subjects. Because there is no known correlation between gross anatomical landmarks on the HG and underlying cortical structure and function (Hackett et al. 2001; Leonard et al. 1998; Rademacher et al. 1993) , we have no independent point of reference by which to relate our functional maps to cortical architecture or to pool data across subjects. There are several other possible sources of functional variability. We may have sampled different primary and primary-like core fields in different subjects. Although neurons in all of core fields of the monkey phase-lock to amplitude modulated sounds, the strength of phase-locking in primary and primary-like fields differs Bieser and Müller-Preuss 1996) . Phaselocking in humans, as in monkeys (Steinschneider et al. 1998) , may depend on the cortical laminae and/or the location on the tonotopic map(s) from which responses were obtained, and we were unable to control for these variables. Finally, plastic changes (Dahmen and King 2007) , genetic determinants (Keats et al. 2002) , and the history of seizures could well have affected the organization of the central auditory system differently in different subjects. The gross structure of the HG also varies considerably between hemispheres of the same individual (Hackett et al. 2001; Leonard et al. 1998; Penhune et al. 1996; Rademacher et al. 1993) . Although Liegeois-Chauvel et al. (2004) reported hemispheric differences in sensitivity to AM sounds, we observed no systematic differences between the two hemispheres with respect to phase-locking to acoustic transients that could be accounted for on the basis of laterality. Our sample sizes are too small, and intersubject variations are too great to draw a firm conclusion on this point.
As Preuss (1995) has pointed out, there are Ͼ200 living species of monkeys in the world today, and there is no reason to expect that their brains have all evolved in identical fashions. Nonetheless, taken together, the striking similarity between our electrophysiological results in human core cortex and those obtained from the homologous area in an Old World and a New World nonhuman primate under very similar stimulus conditions suggests that the mechanisms that underlie the encoding of repeated transient acoustic events, and the role these mechanisms play in detecting and perceiving such events at the level of core auditory cortex, may be reasonably conserved across primate species. If so, this may provide an important bridge between auditory cortical processing in humans and nonhuman primates that can be further exploited in future research.
Auditory belt field
Surrounding the human auditory core cortex is a cortical belt composed of possibly seven or eight anatomically distinct areas (Chiry et al. 2003; Rivier and Clarke 1997; Wallace et al. 2002) . Homologies with the belt areas identified in the monkey are still largely uncertain (Hackett 2007) . In a previous study, we identified electrophysiologically an auditory field on anterolateral HG that we interpreted as being part of an auditory belt system in humans (Brugge et al. 2008b ). The AEP recorded there was characterized by relatively low-amplitude, long-latency deflections, in agreement with earlier intraoperative (Celesia 1976) and chronic ECoG studies (Liegeois-Chauvel et al. 1991) . In response to click trains of varying click rate, we found that the properties of the AEP recorded there were also clearly distinguishable from those obtained simultaneously from core cortex on the posteromedial HG. The AEP exhibited low-amplitude, long-latency deflections with little or no evidence for a FFR, even at click rates as low as 4 Hz. When examined in the time-frequency domain, phase-locking to clicks was hardly in evidence at any click rate. The non-phaselocked activity, whereas not in evidence at the lowest click rates, was surprisingly robust at high rates, and it occurred with a relatively long latency. Results of functional MRI (fMRI) experiments have identified an area on the anterolateral HG in which sounds having greater pitch salience produced more activity than sounds with no or low pitch salience (Griffiths 2003; Patterson et al. 2002; Penagos et al. 2004) . In a related MEG study, Gutschalk et al. (2004) localized evoked activity to the lateral HG that was related to pitch salience and that had a relatively long latency. Wang (2005, 2006) have found in monkey auditory cortex "pitch-selective" neurons localized near the anterolateral border of the core field and have suggested that this is consistent with the location of a "pitch-sensitive" area in humans. Unlike the auditory core itself where representation of the physical attributes of the stimulus giving rise to pitch is found, "pitch selective" or "pitch sensitive" regions that span or fall outside the bound- aries of the core may well be areas where the neural interactions needed for pitch perception per se arise. Liegeois- Chauvel et al. (2004) has reported that "secondary auditory cortex," which may have included anterolateral HG, exhibited phaselocking to sinusoidally amplitude modulated noise, mainly at modulation frequencies of 4 and 8 Hz. Our studies using the same AM sounds showed little or no phase-locked response at these modulation frequencies (Brugge et al. 2008a) . Aligning the results of the two studies is difficult because of the different surgical approaches to implantation of the depth electrodes. Thus any apparent differences between the two studies may have resulted from anatomical localization of the recording contacts and interpreting their relationships to the boundary between presumed core and belt areas. The boundary between the auditory core and this belt field is best characterized as a functional gradient. Such a functional gradient between core and belt fields may correspond to the cytoarchitectonic gradients seen between the auditory core and surrounding auditory fields in both the monkey (Hackett et al. 2001 ) and cat (Rose 1949) . Wallace et al. (2002) identified the cortex of the anterolateral HG as being histochemically distinct from the posteromedial core cortex, naming this area field AL, and suggested that it be considered part of a human auditory cortical belt system. Our anterolateral field, because of its location on the HG with respect to the core, conforms to the histochemically identified field AL. A question arises whether the auditory field on the anterolateral HG should be considered equivalent functionally to one or the other lateral belt field in the monkey (Hackett 2003 (Hackett , 2007 . Belt fields in the monkey, which receive their thalamic input mainly from the dorsal division of MGB and cortico-cortical input from each other and from the core, are functionally identified by their neuronal responses to a wide range of acoustic stimuli, including primate and human vocalization. (reviewed by Kaas and Hackett 2005) . Thus far we documented differences in temporal response properties between the anterolateral field and the auditory core based on AEP and ERBP analyses. Additional testing using other stimuli similar to those used in monkey experiments is currently being planned or is underway. The results of these experiments will be instrumental in determining the full extent to which the current working model of auditory cortical functional organization (Kaas and Hackett 2005) , or some variant of it (see Recanzone 2008) , can be applied to humans.
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