In this paper we consider random linear under-determined systems with block-sparse solutions. A standard subvariant of such systems, namely, precisely the same type of systems without additional block structuring requirement, gained a lot of popularity over the last decade. This is of course in first place due to the success in mathematical characterization of an ℓ 1 optimization technique typically used for solving such systems, initially achieved in [4, 12] and later on perfected in [9, 10, 31, 32] . The success that we achieved in [31, 32] characterizing the standard sparse solutions systems, we were then able to replicate in a sequence of papers [26, 30, 34, 35] where instead of the standard ℓ 1 optimization we utilized its an ℓ 2 /ℓ 1 variant as a better fit for systems with block-sparse solutions. All of these results finally settled the so-called threshold/phase transitions phenomena (which naturally assume the asymptotic/large dimensional scenario). Here, in addition to a few novel asymptotic considerations, we also try to raise the level a bit, step a bit away from the asymptotics, and consider the finite dimensions scenarios as well.
Introduction
We will start by introducing key mathematical structures that we will need in the rest of the paper. However, we do emphasize right here at the beginning that throughout the presentation we will often assume a high level of familiarity with many well known concepts (we will however try to maintain as much consistency with [26, 30, 34, 35] as possible so that one can consult these earlier works and results obtained therein without much need for additional adjustments).
Let system matrix A be an M × N (M ≤ N ) dimensional matrix with real entries and letx be an N dimensional vector that also has real entries. Additionally, letx have no more than K nonzero entries (one usually calls such a vector K-sparse). Then one forms the product of A andx to obtain y y = Ax.
(
The problems of interest in this paper (and in general in linear systems known to have sparse solutions) are essentially an inverted version of (1) . Namely, given A and y from (1), can one then determinex? Mathematically, one asks for the k sparse solution of
knowing of course (based on (1) ) that such a solution exists (for K < M/2 it is in fact unique; we also additionally assume that there is no x in (2) that is less than K sparse). Alternatively, one often rewrites the problem described above in the following way min x 0 subject to Ax = y,
where x 0 is what is typically called ℓ 0 norm of vector x (for all practical purposes needed here, we will think of x 0 as being a number that is equal to the number of nonzero entries of x. Now that we described the problem one then wonders how it can be solved. Quite a few very successful algorithms have been developed over last several decades (see, e.g. [8, 11, 13, 21, 22, 40, 42] ). In our view however, the most important one is the following linear programming relaxation of (3), called ℓ 1 -optimization min x 1 subject to Ax = y.
Its importance is of course rooted in its excellent performance characteristics. However, we do believe that its performance characterizations initially done in [4, 12] and later on perfected in [9, 10, 31, 32 ] also contributed to a large degree to its an overall popularity. In fact, we believe that [4, 12] in particular generated a substantial portion of the interest in linear systems over the last decade. As the main concern of this paper is a bit more specific type of linear systems we will stop short of reviewing in detail results that relate to (2) and to (4) . Instead we will refer to [9, 10, 31, 32] and in particular to [29] where a whole lot more can be found.
As mentioned above, in this paper, we will be interested in a bit more specific version of the problem from (2) . Namely, we will consider the linear systems with solutions that are block-sparse (more on systems with these types of solutions and their potential applications and recovery algorithms can be found in a series of recent references, see e.g. [1, 5, 14-16, 18, 24, 34, 35, 38] as well as e.g. [2, 3, 6, 7, 17, 20, 23, 39, 41, [43] [44] [45] [46] and many references therein for a related problem of recovering jointly sparse vectors). To facilitate the description of the block-sparse vectors we will assume that integers N and d are chosen such that n = N d
is an integer and it represents the total number of blocks that x consists of. Clearly d is the length of each block (typically we will assume d ≥ 2 to distinguish between the standard version of the problem from (2)). Furthermore, we will assume that X i = x (i−1)d+1:id , 1 ≤ i ≤ n, are the n blocks of x. One can sometimes also assume that m = M d is an integer as well; however, we will specifically emphasize if/when we do that. We will call any vector x k-block-sparse if its at most k = K d blocks X i are non-zero (non-zero block is a block that is not a zero block; zero block is a block that has all elements equal to zero). Since k-block-sparse signals are K-sparse one could then use (4) to recover the solution of (2) . Moreover, all of known results related to performance characterization of (4) would translate immediately as well. However, using (4) to recover block-sparse vectors would utilized their block structure in no way. Since this knowledge is a priori available one would be tempted to believe that it could be somehow utilized in the design of the recovery algorithms so that they outperform the standard ℓ 1 from (4). This was, of course observed, long time ago and there are of course many ways how one can attempt to exploit the block-sparse structure. Here we will focus on the following polynomial-time algorithm (essentially a combination of ℓ 2 and ℓ 1 optimizations) that was considered in [38] (see also e.g. [1, 15, 43, 45, 46] 
Various aspects of the performance analysis of the optimization problem from (5) will be the main subject of the remaining sections of this paper. We will start by reviewing a few known asymptotic results related to the performance characterization of (5). We will then present a few novel asymptotic considerations and will finish things off by providing a collection of results in a non-asymptotic setup.
Asymptotics
In [38] we started studying (5) as a tool for solving (2) . We conducted a serious of numerical experiments as well as a preliminary theoretical analysis of certain properties of (5) . Through numerical experiments we demonstrated that as d grows the algorithm in (5) significantly outperforms the standard ℓ 1 . Of course, as hinted above, just based on the structure of (5) it was to be expected that it will be working better than just plain simple ℓ 1 from (4). What was perhaps a bit surprising (and very welcomed) was that the improvement over ℓ 1 was rather substantial. In fact, this was particularly true in the so-called under-sampled scenario (i.e. when m ≪ n) where for fairly moderate values of block-length d (5) was already approaching the theoretically limiting level of performance. Providing a rigorous mathematical justification for these observations at the time was completely out of reach. Nonetheless, we were able to show the following: let A be an M × N matrix with a basis of null-space comprised of i.i.d. Gaussian elements; if α = M N → 1 as N → ∞ then there is a constant d such that all k-block-sparse signals x with sparsity K ≤ βN, β → 1 2 , can be recovered with overwhelming probability by solving (5) . The precise relation between d and how fast α −→ 1 and β −→ 1 2 was quantified in [38] as well. The result was obtained for a fairly narrow range of problem parameters but was in its nature optimal. We of course then recognized the overall potential of (5) and undertook a thorough and systematic study of its performance characteristics. In [34, 35] we extended the results from [38] and obtained the values of the recoverable block-sparsity for any α, i.e. for 0 ≤ α ≤ 1. More precisely, for any given constant 0 ≤ α ≤ 1 we in [34, 35] determined a constant β = K N such that for a sufficiently large d (5) with overwhelming probability recovers any k-block-sparse vector of sparsity less than K (in this paper we, as usual, under overwhelming probability assume a probability that is no more than a number exponentially decaying in N away from 1).
For algorithms that exhibit the so-called phase-transition (PT) phenomenon, for any given constant α ≤ 1 there is a maximum allowable value of β such that for any given K-sparse x in (2) the solution that the algorithm offers is with overwhelming probability exactly that given K-sparse x. To be a bit more precise and in an alignment with some of our earlier works, we should add that this type of phase transitions is often called the strong phase transition (the strong PT) and the value of β that we just described is typically referred to as the strong threshold (see [10, 26] ). These threshold values are essentially the points (proportions of the system dimensions) where the algorithms (in our case here (5)) exhibit the phase-transition phenomenon. In a bit less formal language, the phase-transition phenomenon essentially means that if the problem dimensions are such that the pair (α, β) is below the so called phase-transition curve (the PT curve) then the algorithm (here (5)) solves the problem (here (2)); otherwise it fails. The ultimate goal of an asymptotic analysis of any algorithm with phase transition is to determine the PT curve.
We should also mention that the above requirement is, from a practical point of view, a bit restrictive. Namely, insisting that the algorithm succeeds for any given K-sparse x is a bit too much to ask for if one only cares about a "typical" level of performance. To characterize a bit more typical levels of performance one often relaxes the above PT description. Namely, for any given constant α ≤ 1 and any given x with a given fixed location and a given fixed directions of non-zero blocks there will be a maximum allowable value of β such that (5) finds that given x in (2) with overwhelming probability. Such a value of β, which we will here denote by β w , is typically called the weak threshold and the resulting curve the weak phase-transition curve (see, e.g. [32, 33] ). More important than the name itself is that this type of phase-transition is designed to capture a typical performance in a better way. Indeed, when one needs (2) solved, it typically wants it solved for an x or for a set of x but quite likely not for every single x. In scenarios when this is indeed true the above weak phase-transition curve is highly likely to be more useful. Now, returning back to what was done in [34, 35] , we should emphasize another subtle point. Namely, [34, 35] provided fairly sharp strong threshold values but they had done so in a so to say block asymptotic sense, i.e. the analyses presented in [34, 35] assumed fairly large values of the block-length d. As such they then provided an ultimate performance limit of ℓ 2 /ℓ 1 -optimization rather than its performance characterization as a function of a particular fixed block-length.
Finally in [26] we were able to massively extended the results of [34, 35] while moving away from the block-asymptotic regime. We essentially introduced a novel probabilistic framework for performance characterization of (5) through which we were finally able to view block-length as a parameter of the system (some of the key components of the framework were actually introduced in [32] ). Through the framework we were able to lower-bound β w . Moreover, the obtained lower bounds were in an excellent agreement with the values obtained for β w through numerical simulations. In [30] we then showed that the lower bounds on β w obtained in [26] are actually exact. We below recall on a theorem that essentially summarizes the results obtained in [26, 30] and effectively establishes for any 0 < α ≤ 1 the exact value of β w for which (5) finds the k-block-sparse x from (2). 1. Letθ w , (β w ≤θ w ≤ 1) be the solution of
If α and β w further satisfy
then with overwhelming probability the solution of (5) is the k-block-sparse x from (2).
2. Letθ w , (β w ≤θ w ≤ 1) be the solution of
then with overwhelming probability there will be a k-block-sparse x (from a set of x's with fixed locations and directions of nonzero blocks) that satisfies (2) and is not the solution of (5) .
Proof. The first part was established in [26] . The second part was established in [30] .
To give a little bit of flavor as to what is actually proven in the above theorem we in Figure 1 show the theoretical thresholds one obtains based on the above theorem. Moreover, in [26, 30] we showed that the theoretical prediction given in Figure 1 (and obtained in asymptotic infinite-dimensional scenario) are also in a solid agreement with what the finite dimensional numerical simulations can produce (in fact the agreement is already fairly good for the block-length as small as 100).
Large deviations
In the previous section we recalled on a collection of results that deal with the so-called phase-transition phenomenon. In this section we will introduce a somewhat novel concept that effectively resembles what is in probability theory known as the large deviation principle (LDP). We start by recalling on a couple of results that we established in [26] .
For the simplicity and clarity of the exposition and without loss of generality we will assume that the blocks X 1 , X 2 , . . . , X n−k of x are equal to zero and that that vectors X n−k+1 , X n−k+2 , . . . , X n have fixed directions. Furthermore, since all probability distributions of interest will be rotationally invariant we will later assume that
The following was proved in [26] . β w /α as a function of α
Figure 1: Block-sparse weak PT curves
Theorem 2. ( [26] Nonzero blocks of x have fixed directions and location) Assume that an
. . , X n be fixed. Further, assume that y = Ax and that w is a dn × 1 vector. Then (5) will produce the solution of (2) if
To facilitate the exposition we set
Upper tail
Assuming as earlier that the elements of A are i.i.d. standard normals, our object of interest in this section will be the following probability
Clearly, P err is the probability that (5) fails to produce the solution of (2) . Using the Chernoff bound we then get
where we assume c 3 ≥ 0 and note that A and −A have the same distribution. We will then rely on the following lemma utilized in [28] (as discussed in [28] , the lemma follows from a comparison result from [19] 
Transforming (12) a bit we obtain
and
Similarly to what was argued in [26] we have
For a moment we will now step away from P err and will instead focus on w(h, S w ). As in [26] we have
where
Then one can simplify (21) in the following way
whereH i is the i-th element ofH andȳ i is the i-th element ofȳ. Utilizing the machinery of [26, 32] one then has
After solving the inner minimization one finally obtains
A combination of (20) and (26) provides an upper bound on P err . We summarize these results in the following theorem. (5) is not the k-block-sparse solution of (2) . Then
Proof. Follows by combining (20) and (26) and noting thatH i , i
where, as usual, Γ(·) stands for the standard gamma function.
We emphasize here that such a bound is valid for any integers M , k, n, and d (of course assuming dk ≤ M ≤ dn so that the results make sense). As in the previous section, in this section we are also interested in the asymptotic scenario, namely the scenario from Theorem 2. In particular, we are interested in the scenarios where α = m n ≥ (1 + ǫ α )α w with ǫ α > 0 and α w being the minimal α such that for a fixed β w the equations of Theorem 2 are satisfied. In such a scenario what primarily determines P err is its exponent. Hence, one has
This of course clearly resembles the so-called large deviation principle (LDP) with I err emulating the so-called LDP's rate (indicator) function. Based on Theorem 3 we have the following LDP type of theorem. √ n and γ = γ (s) √ n. Then
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Proof. Follows from Theorem 3 and by noting that in [28] we established
In Figure 2 we present the estimates of the P err exponents (i.e. of I err -the LDP's rate function values) that can be obtained using Theorem 4. Additionally, in Tables 1 and 2 we present some of the values we used for c err,u as the estimate. Plots in Figure 2 indicate that increasing block-length may shorten the so-called transition zone. A similar conclusion will also appear as reasonable in finite dimension scenarios that we will discuss in the following section. 
Lower tail
In this subsection we focus on the lower bound of the lower tail type of large deviations. The results that we will present below will essentially complement the results from the previous subsection. As earlier, let the elements of A be i.i.d. standard normals. We will below consider the following probability
where P cor = 1 − P err is the probability that (5) does produce the solution of (2), t 1 is a scalar that will be discussed later, and g is a standard normal random variable independent of A (it is probably clear, but for the completeness, we recall that in order to lower bound the lower tail of P err , it is enough to upper-bound the complementary quantity P cor ). We will then make use of the following lemma from [19] . A combination of (35) and (36) (with a proper adjustment of ζ w,ν,t1,X ) then gives
where we set λ = 1/ ν 2 and used the considerations from the previous subsection that relate to w(h, S ′ w ) and w(h, S w ). Using the Chernoff bound we further have
Using (38) one can then establish the following lower tail analogous version of Theorem 3 which provides an upper bound on P cor . (5) is the k-block-sparse solution of (2) . Then
We again emphasize that the above bound is valid for any integers M , k, n, and d (of course, as earlier, assuming dk ≤ M ≤ dn so that the results make sense). As in the previous section, in this section we are also interested in the asymptotic scenario, namely the scenario from Theorem 2. Differently from the previous subsection, here we are interested in the scenarios where α = m n ≥ (1 − ǫ α )α w with ǫ α > 0 and α w being the minimal α such that for a fixed β w the equations of Theorem 2 are satisfied. Similarly to what we had earlier for the exponent of P err we now have
Based on Theorem 3 and similarly as in Theorem 4 we have the following LDP type of result. √ n. Then
Proof. Follows from Theorem 5 optimizing over t 1 and by noting that in [28] we established
and that analogously one has
((1 − β w ) log w 1 + β w log w 2 + β w log w 3 − c
In Figure 3 we present the estimates of the P cor exponents (i.e. of I cor ) that one can obtain using Theorem 6. Additionally, in Tables 3 and 4 we present some of the values we used for c cor,l as the estimate. As in the previous subsection, plots in Figure 3 indicate that increasing block-length may shorten the so-called transition zone. 
Finite dimensions
In this section we will raise the level of considerations a bit (in fact quite a bit). Instead of basically neglecting the true systems dimensions (as was done in the previous sections) we will here specifically focus on them.
When it comes to handling problems similar to those considered here, the theories that we have built over the years are fairly superior and we found hardly any other known mathematical tool that can outmatch them. The main features that essentially make them very hard to beat are their exactness, universality, and ultimately their simplicity. A bit lost among them is one additional feature that in a way distinguishes them. Namely, almost all of the results that we created are fairly easy to adjust to finite dimension scenarios. In such scenarios the original simplicity and universality/applicability are preserved. For the problem of interest in this paper, we will towards the end of this section demonstrate that this is indeed true. Before doing that we will focus on another path that we view as essentially the only counterpart that sometimes can match the performance characterization capabilities of the theories that we have built.
High-dimensional geometry
The path that we will consider below can be viewed as geometrical and as such is in a rapid contrast with the techniques that we employed in [26, [30] [31] [32] and ultimately in earlier sections of this paper. We will start things off by introducing a few terms and notions well known in high-dimensional geometry, again assuming a high degree of familiarity with some of them. To that end, let S st be the intersection of a convex cone C st and the n st -dimensional unit sphere, S nst−1 , i.e.
Let ζ ǫst (S st ) be the ǫ st -neighborhood (0 < ǫ st < π/2) spherical extension of S st , i.e.
Then the following is the so-called spherical Steiner formula (see, e.g. [25] ) where
and σ nst−1 (·) is the standard Lebesque measure on the unit S nst−1 . In fact,
The numbers v ist (S st ), 0 ≤ i st ≤ n st − 2, in the spherical Steiner formula are often supplemented by
One also assumes v ist (∅) = 0 and v −1 (S st ) = v nst−1 (D(S st )), where
The numbers v ist are uniquely determined by the Steiner spherical formula and are called the spherical intrinsic volumes. The following spherical Crofton like formula connects the spherical intrinsic volumes and the likelihoods that a random (n st −j)-dimensional G nst,nst−j linear subspace of R nst from the corresponding Grassmannian misses sets of S st type (see, e.g. [25] )
Choosing S st = S ′ w and connecting (12) and (53) while keeping in mind a rotational invariance of A (alternatively one can instead of Gaussian A's consider A's that have the null-space distributed uniformly randomly in the corresponding Grassmaninans) one has
The above formula then positions Crofton like (53) as a potentially powerful tool in determining P err . In fact, the combination of (48) and (53) is indeed a well known principal tool in high-dimensional integral geometry. The problem is that it typically remains of not much practical use as it requires addressing several major problems. Resolving these problems is in general much harder than deriving any of (48) and (53) (we should though emphasize that while deriving (48) is basically trivial for high-dimensional integral geometry experts, deriving (53) is not super obvious and typically uses as key steps the ideas that date back to the works of Santalo, Hadwiger, and McMullen, obviously the integral geometry greats). Namely, to use (48) one should be able first to determine σ nst−1 (ζ ǫst (S st )) and then to hope that the system on the right side of (48) is (computationally speaking) well-posed. In the remaining parts of this section we will try to address these problems. In general, determining σ nst−1 (ζ ǫst (S st )) analytically is rarely known to be possible. Below, we will present a strategy that heavily relies on the machinery that we introduced in [26, 27, 36, 37] and to a degree utilized in the previous sections of this paper. Using such a strategy we will be able to determine asymptotically optimal estimates of σ dn−1 (ζ ǫst (S ′ w )) that will also turn out to be quite close approximations in finite dimensions. Moreover, the approximations that we will derive will in fact be rigorous upper bounds on σ dn−1 (ζ ǫst (S ′ w )) (the numerical results that we will present will in fact confirm that these bounds are indeed very, very close to the exact values).
Determining
We will find it a bit more natural to work with a scaled version of σ dn−1 (ζ ǫst (S ′ w )), namely the ratio
(of course, determining
automatically determines σ dn−1 (ζ ǫst (S ′ w ))). We start by quickly modifying the ζ ǫst (S ′ w ) given in (47) with S st obviously replaced by S ′ w . To that end we have
We then impose the uniform measure over the unit sphere S dn−1 through the standard Gaussians. Namely, let, as earlier, h be an dn-dimensional vector of i.i.d. standard normals. Then, due to the rotational invariance of h, we have
Based on (17) and (56) we easily obtain
Similarly to what was done in (20) and ultimately based on the rotation considerations from [26] we also have
Now, set
Then a combination of (58) and (26) further gives
We will now focus on computing
. We start by observing the following simple identity
where h(t) is the standard indicator step function. The following characterization of the standard step function we found fairly useful
Combining (61) and (62) we then have
We now analyze separately each of I λ,1 (w f , ǫ st ), I λ,2 (w f , ǫ st ), and I λ,3 (w f , ǫ st ).
1)
. . , n − k, and from (23) we recall thatH i = H i 2 , i = 1, 2, . . . , n − k. Then we have
Using the distribution function forH i , 1 ≤ i ≤ n − k, from (29) we further have
2)
3) Computing I λ,3 (w f , ǫ st ) From (23) we recall thatH i+k = h d(i−1)+2:di 2 , i = n − k + 1, n − k + 2, . . . , n. Then we have
Using the distribution function forH i+k , n − k + 1 ≤ i ≤ n, from (29) we further have
We summarize the results from this subsection in the following theorem. (11) and (55), respectively. Let σ dn−1 (·) be the standard Lebesque measure on the unit S dn−1 sphere. Then
where I λ,1 (w f , ǫ st ), I λ,2 (w f , ǫ st ), and I λ,3 (w f , ǫ st ) are as given in (66), (67), and (69), respectively.
Proof. Follows from the discussion presented above.
To give an idea how close to the true values are the estimates for
obtained through Theorem 7 we below in Tables 5 and 6 present the results for two different block lengths, d = 2 and d = 10. As the tables indicate, Theorem 7 gives values that are indeed very close to the exact ones. We also add that in this introductory paper, we chose to present a simple strategy that already works fairly well. One can actually improve on it but that requires a bit of additional technical effort (similar is also true for some of the considerations from the following section). To ensure that here we preserve the elegance of the introductory concepts we will present those considerations in a separate paper. and if the system in (48) can be solved. To solve the system in (48) we employed the following standard (λ reg , p reg , q reg ) regression
Determining v
Following considerations from earlier parts of this section one then has
Similarly to (63) and (64) we have
In Figures 4 and 5 we present the results that we obtained based on the above considerations. Clear;y, the figures are designed to showcase the effect that both, increasing the block-length as well as increasing the number of blocks have on the probability of error and its various estimates that we provide. We chose ǫ figure: p sim which is a simulated probability of error; p num which is obtained based on the above considerations with σ dn−1 (ζ ǫst (S ′ w )) simulated; p apx which is obtained fully analytically based on the theoretical upper bound on σ dn−1 (ζ ǫst (S ′ w )) derived in the previous section and the above regression mechanism to estimate v(S ′ w ). Finally we present a fully analytical upper bound on the probability of error p (ldp) ub obtained using results of Theorem 3 and recognizing that g 2 2 in Theorem 3 is a χ-square random variable. As can be seen from figures, p sim and p num are almost identical (in fact they should be identical if the simulation results were fully exact and the system (48) were numerically well-posed). One can also note that analytical approximation p apx is also very close to the simulated values (one can of course play with the regression parameters and the results would be a bit different; we selected λ reg = 1, p reg = 2, and q reg = 2). Finally, the fully analytical upper bound p (ldp) ub is in our view pretty close to the simulated values as well given how daunting task we actually had in front of us at the beginning. We should emphasize once again that the finite dimensional situation considered here is pretty much the only scenario where the high-dimensional geometry has a bit of an edge compared to the probabilistic theories that we have developed and used to obtain p (ldp) ub . Also, as block-length grows, the gap is even smaller and as figures indicate the transition zone is shrinking (this is of course to be expected based even just on a mere fact that the system dimensions are larger in the right side portions of the figures; moreover, this is also the key reason why we selected the smallest block length, i.e. d = 2, basically ensuring that the scenario where the gap is the largest is showcased as well). and obtained using results of Theorem 3) was plotted as well. In this subsection we will provide another way to upper-bound the probability of error. It will turn out that the results one can obtain through such an approach are similar to p (ldp) ub . However, the technique that we will present is of independent interest and we view it as a fairly general and useful tool.
We start things off by recalling on (12) P err = P ( min 
Relying on the same trick that was utilized in (35) we then have (77) Adjusting Lemma 2 (essentially its original form from [19] ) one then has P err ≤ P ( max (y T g + h T w − t 1 ) ≥ 0)/P (g ≥ t 1 )
≤ P (− g 2 + w(h, S ′ w ) − t 1 ≥ 0)/P (g ≥ t 1 ) = P (− g 2 + w(h, S w ) − t 1 ≥ 0)/P (g ≥ t 1 ) ≤ min λ≥0 P (− g 2 + w λ (h, S w ) − t 1 ≥ 0)/P (g ≥ t 1 ).
≤ min λ≥0 P λ,ub /P (g ≥ t 1 ),
where clearly we set P λ,ub = P (− g 2 + w λ (h, S w ) − t 1 ≥ 0).
We then make use of the indicator step function similarly as in (61) P λ,ub = P (− g 2 + w λ (h, S w ) − t 1 ≥ 0) 
Conclusion
The main topic of interest in this paper are random under-determined systems of linear equations with block-sparse solutions. A particular line of study that focuses on a special class of the so called ℓ 2 /ℓ 1 -optimization algorithms was considered. We first revisited a few earlier results that relate to an asymptotic analysis of such algorithms when employed for solving random linear systems with block-sparse solutions. In particular, we first revisited the so-called phase-transition phenomena. These phenomena provide the exact characterization of the so-called breaking points, i.e. of the points where the algorithms sharply transition from being perfectly reliable to being unable to solve problems at hand. In a series of earlier works we introduced a systematic way for studying such a phenomena that relies on a purely probabilistic approach. We then went a bit further and created a completely new concept that we in a way connected to the large deviation theory. Namely, we introduced a large deviation type of considerations for the probabilities of error which in essence deal with the tail behavior of the phase-transition curves. These are again by their nature asymptotic and we were able to show that the mechanisms we designed earlier can in fact be restructured so that they can handle such a type of problems as well.
In addition to the asymptotic considerations, we also raised the level a bit and considered finite dimensional scenarios as well (of course these being the ultimate considerations one would like to have). We then showed that the probabilistic theories that we have built can in fact produce a solid finite dimensional estimates as well.
Finally, we also considered a high-dimensional integral geometry approach as an alternative tool for the types of the analyses of interest in this paper. We introduced several novel technical steps that enable such an approach to work which eventually enabled us to obtain excellent estimates for success/failure of the ℓ 2 /ℓ 1 -optimization when used for solving linear systems with block-sparse solutions.
Of course, as is often the case with the type of results that we showcased here, one can then continue further and consider various other aspects/extensions of the algorithms/problems at hand and adjust the techniques introduced here and in a few of our earlier works so that they fit those problems as well. Such adjustments are fairly standard and for a few particularly interesting problems we will in several companion papers present how one can do them and what kind of results one can eventually obtain through them.
