This paper introduces several unsupervised learning methods for analyzing functional Magnetic Resonance Imaging (fMRI) data based on Hidden Markov Model (HMM). Unlike the conventional General Linear Model (GLM) method, which aims at modelling the blood oxygen level-depend (BOLD) response of a voxel as a function of time, HMM approach is focused on capturing the first order statistical evolution among the samples of a voxel time series. Therefore this approach can provide a complimentary perspective of the BOLD signals. For each voxel, a two-state HMM is created, and the model parameters are estimated from the voxel time series and the stimulus paradigm. No training data is needed. Two different methods are presented in this paper. One is based on the likelihood and likelihood ratio test, and the other is based on distance measures between the two state distributions. Experimental results are presented to validate the effectiveness of our approach.
INTRODUCTION
Functional Magnetic Resonance Imaging (fMRI) is a well established technique to monitor brain activities in association with certain psychological tasks. The temporal behavior of each fMRI voxel reflects the variations in the concentration of oxyhemoglobin and deoxyhemoglobin, measured through Blood Oxygen Level Dependent (BOLD) contrast. BOLD signal is considered as an indirect indicator for brain activities, because neuronal activations may increase blood flow in certain regions of the brain.
A large number of methods have been proposed to analyze fMRI data for detecting brain activations. A popular modelling based method is the General Linear Model (GLM) [1] , which transforms a voxel time series into a space spanned by a set of basis vectors defined in the design matrix. These basis vectors usually include a set of paradigm waveforms convolved with hemodynamic response function (HRF), as well as several low frequency DCT bases. The residual errors of this linear transform is modelled as Gaussian pdfs. An alternative data driven method is the Independent Component Analysis (ICA) [2, 3] . ICA decomposes a 3-D fMRI data volume (2-D spatial and 1-D temporal) into a set of maximum temporal or spatial independent components by minimizing the mutual information between these components. ICA does not require the knowledge of stimulus or paradigm, and similar voxel activations will usually appear in the same component.
Some HMM based techniques have also been proposed.
[4] introduced a Bayesian modelling method which uses a two-state HMM to infer an optimal state sequence through Markov Chain Monte Carlo sampling. [5] introduced an unsupervised learning method based on Hidden Semi-Markov Event Sequence Models (HSMESM) method which has the advantage of explicitly modelling the state occupancy duration.
In this paper, we attempt to model the voxel time series as a random process which is driven by the experimental paradigm. For a given voxel, its behavior is described by a two-state Hidden Markov Model with certain state distributions and state transitions. The HMM parameters are estimated from the prior statistics of the paradigm as well as from the testing time series. Two methods are introduced to detect the voxel activation based on the estimated HMM. The first method calculates the likelihood of each time series given its HMM, and forms a likelihood map for all the voxels reside in an fMRI slice. A simple Gaussian model is also used to improve the contrast of this likelihood map. The second method employs the t-test or the Kullback-Leibler Distance (KLD) to measure the distance between the on-state distribution and the off-state distribution. These distributions are estimated based on the most likely HMM state sequence, which is calculated through a Viterbi algorithm.
This paper is organized as follows. In section 2, we introduce the two-state Hidden Markov Model approach for fMRI time series. In section 3, we discuss activation detection methods base on the estimated HMM. In section 4, we present the experimental results on real fMRI data and compare the result with GLM based Statistical Parametric Mapping package (SPM) [6] .
HIDDEN MARKOV MODEL FOR FMRI TIME SERIES
To describe an fMRI time series using an HMM, we first define the following elements [7] : 1) a set of observations O{T }, T is the number of time samples; 2) a set of states Q{N }, N is the number of states; 3) a state-transition probability distribution A = {a ij }, where
An HMM is therefore denoted by λ = {A, B, π}. Because our simple block paradigm has only two levels {on, off}, we let the number of state N = 2, which yields two states, i.e. on-state S 1 and off-state S0. We further model each state distribution as a Gaussian pdf
Let Q = q1, q2, · · · , qT be a possible state sequence, and assume the observation samples are independent, the likelihood of an observed sequence given this HMM can be calculated as 
Given the observation O and the HMM, the most likely state sequence Q = {q1, q2, · · · , qT }, which maximizes the likelihood P (Q|O, λ), can be calculated through the Viterbi algorithm [8] .
The Viterbi path score function is defined as
where δt(i) is the highest probable path ending in state i at time t. The induction can be expressed as
BRAIN ACTIVATION DETECTION

HMM Likelihood Methods
In our unsupervised learning methods, HMM parameters λ = {A, B, π} are estimated directly from the experimental paradigm and the voxel time series under examination. This is different from conventional HMM applications where HMM parameters are usually estimated from some training data. The intention of avoiding training process is motivated by the fact that the true activation behavior varies from voxel to voxel and from patient to patient. Therefore it is not advisable to use the parameters from certain set of voxels to characterize other voxels.
Because of the first-order Markov assumption, i.e. P (q t = j|qt−1 = i, qt−2 = k, · · · ) = P (qt = j|qt−1 = i), the distribution of a state duration is exponential, and the expected value of a state duration can be expressed as
Given an experimental paradigm, let the length (i.e. time samples) of the ON period as Lon, and the length of OFF period as L of f , the transition matrix A can be estimated as a00
The parameters in B can be estimated from the voxel time series O. Assuming that the time samples are normalized, let pon denote the paradigm ON periods, and p of f denote the paradigm OFF periods, the off-state S0 Gaussian parameters are
and the on-state S1 Gaussian parameters are
where |p of f | is the total number of time samples in the OFF periods, and |pon| is the total number of time samples in the ON periods.
Because
Given a 2-state HMM as specified, if an observation sequence does have two distinguishable states in coincidence with paradigm states, the resulting {µ0, σ0} will be clearly different from {µ1, σ1}, and the likelihood of such sequence given this model will be relatively high. If an observation sequence does not have such clear 2-state characteristic, the corresponding state transition will be somehow random, and will not fit well with the specified A matrix. In such situation, the likelihood of this sequence will be relatively low. Therefore the value of voxel sequence likelihood can provide some indication about the activation of this voxel. A likelihood test on an fMRI slice will be able to produce a likelihood map with each point representing the likelihood of a voxel on this slice.
To enhance the contrast of this likelihood map, we introduce a simple Gaussian model for the p of f samples. This model is consistent with the S0 state distribution in the 2-state HMM. The likelihood of the entire sequence is calculated based on this model. The expectation is that if a voxel is non-active, its distribution in p of f periods and pon periods should be similar, and therefore the likelihood to this model should be relatively high; on the other hand, if the voxel is active, its distribution in pon periods will be quite different from the distribution in p of f periods, and therefore the likelihood of the whole sequence on this model will be relatively low. The substraction of the HMM log likelihood map and the Gaussian log likelihood map is equivalent to a general likelihood ratio test, and it provides an activation map with enhanced contrast.
State Distribution Distance Methods
There are many techniques available for measuring the distance of two distributions. We study two of such methods in this work, one is the t-test, and the other is the Kullback-Leibler distance. Both on-state and off-state distributions are models as simple Gaussian pdfs.
Given the Gaussian parameters, {µ 0, σ0} and {µ1, σ1}, the ttest calculates the difference of two mean values corrected by their variance values
A t-map is produced after the t-test is applied to all the voxles on an fMRI slice. High t values in the map indicate active voxels.
The Kullback-Leibler divergence [9, 10] is frequently used as a distance measure for two probability densities, although in theory it is not a true distance measure because it is not symmetric. In general it is defined in the form of "relative entropy",
where pi(x) and pj(x) are two densities under examination. For two Gaussian pdfs, a close form expression for KLD is available
These are well established methods. However a critical issue in fMRI analysis is how to estimate the correct on-state and offstate distributions. A simple assumption is that all time samples in (a) SPM t-test map the paradigm ON periods belong to the on-state, and all samples in the paradigm OFF periods belong to the off-state [11] . We refer to this approach as the "paradigm state" approach. The SPM takes a similar approach, except that the block paradigm is convolved with an HRF, which is normally a low-pass filter characterizing the nature voxel response to a stimulus. The µ 0 and µ1 are obtained by projecting the time series to the HRF convolved paradigm waveform, and the σ0 and σ1 are set to be the same to model the residual error between the voxel time series and the weighted paradigm waveform.
We take a different approach by applying the 2-state HMM on each voxel series and calculate the most likely state sequence based on the Viterbi algorithm. We refer to this approach as the "Viterbi path" approach. Then the on-state and off-state statistics are calculated according to the optimal state assignment for each time sample. The {µ 0, σ0} are obtained from all samples belong to the off-state, and {µ1, σ1} are obtained from all samples belonging to the on-state.
EXPERIMENTAL RESULTS
The data set is collected from a test with self-paced bilateral sequential thumb-to-digits opposition task. The task paradigm consists of a 32-sec baseline followed by 4 cycles of 30-sec ON and 30-sec OFF. The time series is sampled at 0.25 Hz, which produces 68 time samples for each voxel. The first 4 sample are ignored during analysis because of initial unstable measurement. The BOLD image was acquired in a 1.5 T GE Echo speed Horizon scanner with the following parameters: TR/TE = 4000/60, FOV = 24 cm, 64 × 64 matrix, slice thickness 5 mm without gap; 28 slices to cover the entire brain. The data was aligned to remove the limited motion between data sets then smoothed with a Gaussion kernel before further processing [1] . We further normalize each time series with its paradigm OFF period mean and variance. In order to compensate DC drifting in many voxles, each time series is partitioned into four 16-sample segments, and normalization is performed separately on each of these segments. In the reported results, only one fMRI transverse slice is shown.
We first compare three methods based on distribution distance measures. These include the SPM with a t-test or an f-test, the simple paradigm state method with a t-test or a KLD measure, and our HMM Viterbi path method with a t-test or a KLD measure. The results are shown in Fig (1) and (2) . From these results we can see that the primary motor and secondary motor areas are effectively highlighted by all these methods. We also have the following observations: 1) the HMM Viterbi path methods produce more compact and clear highlighted regions, which indicates that Viterbi path estimation is more accurate than paradigm state estimation; 2) the HMM Viterbi path methods perform similarly to SPM t-test with some minor differences, mostly along the outer frontal regions; 3) the KLD methods have resemblance to SPM ftest because their results are pure positive, while t-test results are signed. Fig (3) shows the effectiveness of our likelihood and likelihood ratio methods. Fig (3)(a) shows the two-state HMM log likelihood map. Fig (3)(b) shows the Gaussian log likelihood map of the same slice. It can be seen that Fig (3)(b) is almost the reverse of Fig (3)(a) , which validates our expectation in Section 3.1. Fig  (3)(c) shows the likelihood ratio test map, which is similar to Fig  (3)(a) , yet with enhanced contrast. This result once again resembles the SPM t-test result, although their scales are quite different.
In Fig (4)(a) and (b), the SPM t-map and the HMM log likelihood ratio map are thresholded at certain level to yield similar number of active voxels. The corresponding voxel time series marked with "A", "B", "C" and "D" are shown in Fig (5)(a)-(d) . we can clearly see that all the primary and secondary motor areas detected by SPM can also be detected by HMM likelihood ratio map, and voxels do not appear in Fig (4)(a) are valid active voxels. 
CONCLUSION
In this paper we have presented several unsupervised learning methods to detect active area in fMRI data, which include a 2-state HMM likelihood ratio method and a 2-state HMM Viterbi path method with a t-test or a Kullback-Leibler Distance measure. These newly developed HMM methods can effectively highlight the primary and secondary motor areas, and produce good motor maps for normal volunteer. In comparison to GLM based SPM, HMMbased methods need less a priori knowledge, and they are more robust to handle time varying voxel behaviors. Experimental results clearly demonstrate the effectiveness of these methods. Further studies are need to understand the similarities and differences between HMM approaches and GLM approaches because their theoretical foundations are quite different. 
