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ABSTRACT 
Flow and transport in porous media is relevant to many areas of engineering and science 
including groundwater hydrology and the recovery of oil and gas. Porous materials are 
characterized by the unique shape and connectivity of the internal void structures which give rise 
to a large range in macroscopic transport properties. Historically an inability to accurately 
describe the internal pore-structure has prevented detailed study of the role of pore structure on 
transport. In recent decades however, the combination of high resolution imaging technologies 
with computational modeling has seen the development of fundamental pore-scale techniques for 
studying flow in porous media.  
Image-based pore-scale modeling of transport phenomena has become an important tool 
for understanding the complicated relationships between pore structure and measurable 
macroscopic properties, including permeability and formation factor. This has commonly been 
achieved by a network-based approach where the pore space is idealized as a series of pores 
connected by throats, or by a grid-based approach where the voxels of a 3D image represent 
structured quadrilateral elements or nodal locations. In this work however, image-based 
unstructured meshing techniques are used to represent voxelised pore spaces by grids comprising 
entirely of tetrahedral elements. These unstructured tetrahedral grids are used in finite element 
models to calculate permeability and formation factor. 
Solutions to the Stokes equations governing creeping, or Darcy flow, are used to validate 
the finite element approach employed in this work, and to assess the impact of different image-
based unstructured meshing strategies on predicted permeability. Testing shows that solutions to 
the Stokes equations by a P2P1 tetrahedral element are significantly more accurate than solutions 
based on a P1P1 element, while permeability is shown to be sensitive to structural changes to the 
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pore space induced by different meshing approaches. The modeling approach is also used to 
investigate the relationship of an electric and hydraulic definition of tortuosity to the Carman-
Kozeny equation. The results of simulations using a number of computer generated porous 
structures indicate that an electrical tortuosity based on computed formation factor is well 
correlated with the tortuosity suggested by the Carman-Kozeny equation. 
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CHAPTER 1. INTRODUCTION 
 Flow and transport in porous media is relevant to many areas of engineering and science 
including groundwater hydrology, oil and gas recovery, membrane separations, catalyst supports, 
and biological scaffolds. These varied applications cover a vast range of length scales; from the 
kilometer scale in oil and gas recovery to the micron scale for micro-fluidic devices. To account 
for this range of length scales models generally fall into one of two categories. At the continuum 
or macroscopic scale a porous material is assumed to be a continuous material described by 
spatially averaged properties. At the pore-scale some knowledge of the detailed void and solid 
structure of a porous sample is assumed. 
 Porous materials by definition contain networks of pores and throats that form connected 
pathways through a material [1]. The shape and connectivity of these pathways is often 
complicated, and is responsible for the diverse macroscopic transport properties of materials that 
may often appear similar. The most common transport property of porous materials is the 
permeability. Introduced by Darcy in 1856, the permeability describes the relationship between 
fluid flow and an external driving force. Permeability is particularly critical in the oil and gas 
industry where an accurate estimate of this property is needed to effectively evaluate and exploit 
potential resources. The development of empirical formulas relating a variety of properties of 
porous materials to permeability has been a goal of pore-scale studies. One of the more accepted 
of these relations is the Carman-Kozeny equation, which has a general form relating hydraulic 
radius, porosity, and tortuosity to permeability. Despite the widespread acceptance of this 
equation, the effectiveness is often masked by the treatment of tortuosity as an adjustable 
parameter [2]. This has led to some confusion about the exact role of tortuosity which highlights 
the lack of understanding of the general role of the pore structure on macroscopic properties. 
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Pore-scale models provide a framework that can be used to quantify the effects of structure on 
macroscopic transport properties. 
 Historically, the inability to explicitly describe the interior pore structure of a permeable 
material has prevented investigation into the relation between pore structure and macroscopic 
observation. An early attempt at addressing this issue was by Fatt who in 1956 introduced a 
lattice based network to represent pore structure[3]. In this model pores (nodes) were connected 
by throats (resistors). At the time this was considered a significant advance from the bundle of 
tubes approach. While these models were in many cases able to match experimentally 
determined values, many of the model assumptions (regular lattice structure, a fixed coordination 
number, a characteristic pore shape, a uniform throat length, and the random distribution of pore 
sizes) would limit the effectiveness of these models [4]. Ultimately, these early network models 
suffered from a lack of connection to the real structure of materials they intended to represent. 
 The challenge of describing internal pore structure was addressed with the application of 
medical imaging technology to the analysis of porous materials. The use of 3D imaging 
technology such as x-ray microtomography, have provided insight into the internal structure by 
allowing researchers to distinguish between void and solid phase at resolutions as low as 1µm. 
This approach has become a powerful method for describing pore structure as there is no 
geometric limitation on the type of pore structure that can be analyzed. The advances in imaging 
pore structure have resulted in a significant amount of literature devoted to detailed solution of 
transport problems in the pore space for a variety of materials.  
 Two distinct approaches to image-based pore-scale modeling have evolved based on the 
discrete representation of the pore space. Mesh based models convert the pore space into a 
structured (quadrilateral) or unstructured (tetrahedral) grid while network models simplify the 
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pore space to a collection of pores connected by throats. It is noted that modern network models 
are geometrically far more rigorous than the original lattice based networks proposed by Fatt, 
and are therefore not affected by the noted limitations of early lattice-based networks. These 
networks are referred to as physically representative networks due to improved network 
generation techniques that preserve the topology and connectivity of complicated structures. The 
network-based discretization of the pore space does affect the resolution of the numerical model. 
Grid-based models tend to be computationally intensive, yielding detailed results for velocity 
and pressure at a sub-pore scale while network models tend to yield a spatially averaged 
description of quantities such as flow through a pore. 
 The structured approach to representing the void structure of a porous material is widely 
used in high resolution pore-scale models. This is due to the popularity of the lattice-Boltzmann 
method (LBM), which has proven successful in simulating flow in geometries of arbitrary 
complexity. One reason for the widespread use of structured grids is the fact that a 3D image 
with pore and solid phase labeled is itself a structured grid. In this case the voxels of the image 
can be treated as structured grid blocks that can be readily used as quadrilateral finite elements or 
finite volumes, or as nodal locations based on the coordinates of a voxel center. The LBM is 
additionally well suited to the complicated domains associated with real porous materials, is 
relatively simple to code, and can be distributed to accommodate large-scale computation, and 
circumvents the need to generate a mesh.  
 In the past, difficulties associated with unstructured mesh generation have been cited as a 
reason for employing a structured approach to pore scale modeling. In recent years however, 
improvements to meshing algorithms and the availability of commercial image-based meshing 
packages prevent difficulty being cited as a reason for employing structured models over 
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unstructured models [5, 6]. Unstructured meshes can be considered well suited to pore-scale 
modeling for two reasons: an ability to handle complicated geometries and an adaptive sizing of 
elements. The latter point is significant as it results in mesh resolution (the number of elements 
used to represent the pore space) being decoupled from the size and number of voxels in an 
image. Additionally, unstructured meshes can be used with more traditional Computational Fluid 
Dynamics (CFD) approaches like the finite element and finite volume methods which are 
employed in popular commercial and open-source modeling software.   
 In this work an image-based finite element model for simulating pore-scale physics based 
on unstructured tetrahedral meshes has been developed. The effectiveness of the model is 
evaluated in the context of the prediction of permeability. This work addresses the 
implementation of the finite element method, particularly the choice of element and boundary 
conditions. A number of image-based meshing approaches are introduced and the effectiveness 
of each is evaluated based on predicted permeability. The effect of mesh-based volume and 
surface area, along with the number of elements are all noted to as influencing predicted results.  
 The proposed model is applied to several benchmark problems where issues related to 
image and mesh resolution are introduced. The model is then applied to a geologic sample which 
is a goal of this research. A sandstone sample is studied that exhibits a complicated pore 
structure. Simulations show a large effect on predicted permeability related to the estimation of 
the location of the void-solid surface (isosurface of the image). Two approaches to mesh 
coarsening are shown to compromise the original structure of the image. They produce opposite 
trends in predicted permeability with a decrease in number of elements, which suggests the 
coarsening strategies considered herein are ineffective when applied to a geological sample. 
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 In the final chapter, an FEM based solution to Laplace’s equation is used to determine the 
material formation factor. The formation factor is a measure of the resistance of a material 
saturated with an electrically conductive fluid, to the resistance of that fluid. Formation factor is 
an important macroscopic property of materials that is used in formation evaluation to estimate 
hydraulic properties like permeability. The relation between hydraulic and electric properties of a 
number of computer generated structures is explored by computing hydraulic and electric 
definitions of tortuosity. Computed tortuosities are applied in a general form of the Carman-
Kozeny equation to predict permeability. Results indicate that the alternative definitions of 
tortuosity can differ significantly. This result raises questions about the exact role of tortuosity in 
the empirical Carman-Kozeny formula by highlighting the lack of a clear definition surrounding 
the meaning and use of the tortuosity of a porous material.  
 The document is organized by introducing in Chapter 2 background relevant to pore-scale 
models. In Chapter 3 an image-based finite element model is presented and applied to the 
solution of the Stokes equations. Chapter 4 details the effect of numerical issues related to the 
implementation of boundary conditions and choice of element applied to a number of benchmark 
problems. In Chapter 5 the model is extended to a real consolidated sample to determine the 
effects of image-based meshing on predicted permeability.  And in Chapter 6 we consider the 
value of tortuosity using an electric and hydraulic definition in the context of the Carman-
Kozeny equation. 
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CHAPTER 2. BACKGROUND 
Many porous materials are characterized by complicated internal structures comprised of 
interconnected voids. The variation in structure induces a vast range of properties describing 
flow and transport. These materials are generally classified as consolidated or unconsolidated 
based on the nature of the solid phase bounding the void, or pore space. Consolidated materials 
are often encountered in geologic applications, as in the recovery of oil and gas or groundwater 
transport, and are identified by grains being rigidly held together. The consolidation of a material 
is a product of diagenetic processes that can take place over millions of years [7]. 
Unconsolidated structures are conversely characterized by loose arrangements of particles. A 
study of loose structures has applications in many aspects of chemical engineering, particularly 
packed bed reactors.  
Despite the knowledge that the complicated topology of the pore space affected transport 
properties, an historical impossibility of defining this space resulted in the development of a 
macroscopic approach to the study of flow and transport in porous materials. The macroscopic 
approach is based on the assumption that the material behaves as a continuum, and therefore 
implies the underlying pore structure is averaged. This approach is characterized by a number of 
macroscopic properties that depend entirely on the structure of the porous material. Three 
structural properties, the porosity, hydraulic radius, and specific surface area are defined below, 
while three transport properties, permeability, beta factor, and formation factor, are defined in 
the sections to follow.  
 
         ( )  
                    
                
 (2-1) 
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The structural properties defined above quantify the volume of the void space, and the surface 
area of the solid region bounding this space. In addition to these well-defined properties are a 
number of poorly defined properties relating to pore level, or microscopic structure [1]. Among 
pore level structural parameters the tortuosity, characteristic grain size, and characteristic pore 
size are common in relationships relating the pore structure to transport properties.  
The goal of a macroscopic approach is to identify how structural properties of a porous 
material can be used to predict flow and transport properties. Due, however, to the heterogeneous 
nature of many real materials, defining general relationships between transport properties and 
structural properties is difficult. General relationships are often limited in their applicability to 
specific types of porous material relating to the type of packing material or a range of porosities. 
Additionally, general relationships may be restricted by a simple lack of accuracy. The 
deficiencies in the predictive capabilities of empirical relationships can be related to a 
fundamental lack of understanding of pore-scale physical phenomena, particularly the influence 
of pore-scale structure. Addressing these issues has been highlighted in several older texts where 
the impossibility of defining the void space, identifying the location of the solid boundary [7], 
and describing mathematically this surface [8], would limit fundamental studies investigating the 
role of pore structure on macroscopic properties. Recent advances have however, addressed 
issues that in the past have prevented detailed pore-scale studies. 
 Several enabling technologies have recently afforded researchers the opportunity to more 
directly address the role of structure on the properties of porous materials. High resolution 3D 
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imaging technology provides insight into the internal pore structure, while improved computing 
power and maturing numerical approaches allow for detailed physics to be simulated in this 
space. Although a number of numerical techniques have been applied to a variety of physics, 
pore-scale models will generally fall into one of two classes that are distinguished by the 
technique used to represent the pore structure. Network-based approaches provide a simplified 
representation of internal structure often visualised as a ball and stick structure, where pores 
(balls) are connected by throats (sticks). Grid-based models alternatively, provide a more 
detailed geometric representation of the pore space that is necessary to resolve velocity and 
pressure fields at a sub-pore level. 
2.1 RELATING PORE-SCALE PHYSICS TO MACROSCOPIC PROPERTIES 
The macroscopic transport properties of porous materials are governed by underlying 
pore-scale physics in an analogous way that fluid or material properties are governed by 
underlying molecular interactions. The subsequent goal of pore-scale modeling, as with 
molecular dynamics simulation, is to numerically solve the underlying equations governing 
transport with the goal of recovering macroscopic properties of interest.  
2.1.1 Permeability: Stokes Flow 
 The permeability (k) of a porous material is a measure of how easily a fluid will pass 
through its pore space when subjected to an external driving force. Permeability was famously 
defined by Darcy who noted that a series of fluid flow experiments through a packed gravel bed 
showed flowrate to increase linearly with the applied pressure gradient. Based on this 
observation Darcy’s equation can be defined the following relationship, 
 
 
  
  
 
  
 
 (2-4) 
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where  
  
  
 is the pressure drop across the sample, V is the superficial velocity,   is the fluid 
viscosity, and k is the sample permeability having dimensions of length squared. The linear 
nature of Darcy’s law suggests that a linear relationship should also govern flow at the pore 
scale. This implies that the Stokes, or creeping flow equations govern Darcy behavior at the 
pore-scale. The link between Stokes flow at the pore-scale, and Darcy flow at the macroscopic 
scale has been directly obtained by volume averaging techniques applied to the Stokes equations 
[9]. 
In the limit of Reynolds number equal to zero, the linear Stokes equations accurately 
describe the behavior of fluids. Here Reynolds number is taken to be the ratio of viscous to 
inertial forces, and is defined as, 
 
   
    
 
 (2-5) 
where ρ denotes fluid density, lc denotes some characteristic length, and V denotes the superficial 
velocity. The Stokes equations neglect the inertial and unsteady components of the Navier-
Stokes equations. These equations are shown below with the incompressibility constraint. 
         (2-6) 
       (2-7) 
Microscopically the effect of no inertia in the system means that streamlines are fixed in space, 
are independent of the macroscopic pressure gradients, and conform closely to the geometry of 
the flow channels. Macroscopically, it implies that Darcy flow should be valid in the region of 
validity for Stokes equation. While Darcy’s law is generally considered applicable for Reynolds 
number less than 1 (Re < 1), an upper limit of applicability has historically been the subject of 
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debate that clearly depends on the definition of lc. Scheidegger cited literature claiming Darcy’s 
law to be valid in the range of 0.1 to 75 [10] while Bear suggested the range 1 to 10 [8].  
2.1.2 Beta-Factor: Inertial Flow 
 As the velocity of a fluid flowing through a porous medium increases such that inertial 
effects at the pore scale become increasingly important, deviations from velocities predicted by 
Equation 2-4 become more pronounced. The nonlinear response of V to pressure drop observed 
macroscopically has been captured sufficiently by the addition of a quadratic term to the Darcy 
equation. Although Lage and Antohe [11]credit Dupuit with first proposing the quadratic 
extension to Darcy’s law, Equation 2-8 is most commonly referred to as the Forchheimer 
equation. This equation has the general form, 
 
 
  
  
 
  
 
      (2-8) 
where β is known as the inertial flow coefficient, non-Darcy flow factor, or beta factor having 
the dimension inverse length. Although introduced as a macroscopic transport parameter, 
defining a characteristic β, and subsequently treating beta as a constant, is not as well accepted as 
defining permeability. This can be attributed to debate surrounding the nature of Equation 2-8, 
and in particular the source of the quadratic deviation from Darcy flow [12, 13]. Despite these 
open questions many empirical formulas having the form of Equation 2-8 yield good estimates 
for the response of superficial velocity to increasing pressure drop [14-16].  
 As noted above, a breakdown in the ability of Equation 2-4 to predict macroscopic flow 
is due to the invalidity of the Stokes flow assumption. At the pore-scale this implies that the non-
linear component of the Navier-Stokes equations must be accounted for. The full equations are 
shown below.  
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Simulation of the steady Navier-Stokes equations shows that the first effects of inertia are 
the bending of streamlines[17]. For flow in an idealized sphere pack Fourar showed that bending 
streamlines resulted in adverse pressure gradients on the downstream side of a particle. As these 
adverse gradients increase, the flow direction can reverse which results in the development of 
recirculation. Flow separation is then seen to occur at the point where the reversed flow meets 
the forward moving flow. Recirculation zones are then seen to increase with increasing Reynolds 
number [17] resulting in a decrease in effective cross sectional area. The narrowing of flow tubes 
results in an increasingly flat flow profile characterized by steep velocity gradients near solid 
walls [18]. This resulting increase in shear stress implies that the solid objects are exerting 
greater force on the fluid as the streamlines contract with increasing flowrate.  Despite this good 
qualitative understanding of the physical processes occurring at the pore scale an understanding 
of the source of the quadratic deviation to Darcy’s law in terms of pore-scale phenomena has yet 
to be agreed upon.  
2.1.3 Formation Factor  
Formation factor (F) is the ratio of the electrical resistance of a porous material saturated 
with an electrolyte (R0) to that of the electrolyte (Rw). 
 
  
  
  
 (2-11) 
Archie determined the formation factor to be related to the porosity of the material by the 
following formula,  
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Where m was denoted the cementation factor, and a denoted the tortuosity factor [19]. The 
cementation factor was proposed as a measure of consolidation while the tortuosity factor, as the 
name suggests, was assumed to relate to the tortuosity of the material.  
At the pore-scale, F can be determined by assuming the solid phase is insulating, and the 
pore space is saturated with a conductive fluid. If an electrostatic potential difference is applied 
across the system, and no flux is assumed at the solid interface, the distribution of electric 
potential (E) is governed by Laplace’s equation [20] given by the following equation.  
       (2-13) 
Using the results of the model the resistivity of the material is given by, 
 
   
  
 
 
 
 
 (2-14) 
where A is the total cross sectional area of the sample, L is the length of the sample in the 
direction of macroscopic voltage drop, and I is current [21]. While an analogy between the flow 
of a fluid and the flow of electrons is often made, it is important to note that formation factor is a 
scale-invariant quantity while the permeability is not. This implies that a uniform increase or 
decrease in the size of the pore space will not cause F to vary [20]. 
2.2 DEFINING THE PORE SPACE 
 Pore-scale modeling relies on a description of the pore space amenable to use in a 
computational model. Before a pore space can be discretized however, there must be some 
description of the void space, or the solid surface bounding this space. In the study of realistic 
porous materials 3D imaging has become widely used to provide a description of the pore space. 
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Computer generated approaches, although somewhat limited with respect to the structures that 
can be considered, also offer the ability to describe a 3D pore space.  
 2.2.1 3D Imaging 
 The application of imaging technology to the study of porous materials provided the 
ability to non-invasively describe the internal structure of a material. The first demonstration of 
this technology was due to researchers from Exxon who showed in 1987 that high resolution x-
ray computed tomography (CT) could produce 3D images of small samples at image resolutions 
approaching 1 micron [22]. Since the important work of Flannery et al. [22], 3D imaging has 
become ubiquitous with the study of real porous materials, particularly geologic materials where 
studies based on imaging have become an important tool in the oil and gas industry 
 A 3D image is typically acquired as a reconstruction of tomography projection data that 
can be represented as a sequence of 2D slices through a given sample. When the set of slices is 
stacked on top of one another, the collection can be considered a 3D representation of the 
material, where pixels on a 2D slice are treated as voxels having a volume equal to the image 
resolution cubed. Each voxel location is associated with an intensity value. This value is based 
on the x-ray attenuation coefficient of the chemical species, and the density of the phase residing 
at the coordinate location of a given voxel [23]. While the raw image does provide insight into 
the pore structure, when an image is to be used in a pore-scale model it is typically necessary to 
segment voxels into the void or solid phase. 
 A significant challenge in pore-scale modeling from 3D images is accurately interpreting 
the gray-scale CT data. In the simplest of pore-scale models it is only necessary to distinguish 
the pore space from solid. Image segmentation is the task of assigning voxels to either the void 
or solid phase, and is a significant area of research. While improved experimental equipment 
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simplifies the process of segmentation by providing better quality images, dealing with less than 
perfect images containing some form of ambiguity is often inevitable, especially when dealing 
with natural materials. Imaging does however provide unlimited potential with respect to the 
complexity of samples that can be studied. 
 2.2.2 Computer Generated Materials   
 Computer generated pore structures offer a large amount of flexibility by removing the 
need for 3D imaging, which can be costly, time consuming, and inaccurate due to experimental 
errors associated with the quality and segmentation of images. Additionally, computer generated 
structures offer the potential to define the location of the void-solid interface, in effect providing 
an exact description of a pore space not possible with 3D imaging. Typically however, an ability 
to explicitly define the location of solid surfaces has been limited to unconsolidated packings of 
simple structures such as spheres and cylinders, or objects that can be easily defined 
mathematically.    
Algorithms used to simulate packings can vary significantly in complexity, especially 
when attempting to simulate realistic packing structures. The level of complexity is often related 
to how robustly particle overlap is prevented, as detecting particle overlap in a many particle 
system can be an involved computation [24]. Realistic packing of non-spherical particles also 
becomes significantly more involved than a corresponding sphere pack as at least one 
orientational parameter is required. Algorithms include collective rearrangement, where an 
updated particle position is accepted if overlap is reduced, and Monte-Carlo methods where 
updates are accepted based on the energy of the packing configuration where only moves 
lowering the overall energy of the system are accepted [24]. Relatively simple approaches based 
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on random packings of spheres, cubes, and rectangles have additionally been used in a number of 
2D studies which can simplify the generation of pore spaces [25, 26].  
A number of methods have also been employed to reproduce consolidated materials. 
Statistical methods have been employed to created artificial consolidated materials directly based 
on a particular pore size distribution, or a target porosity [27]. More often though, consolidated 
granular structures have been created by modification of underlying sphere packs to mimic 
diagenesis [28, 29]. This approach has been widely employed and has shown the ability to create 
structures exhibiting realistic properties with relative simplicity. While simple approaches like 
uniformly increasing the size of particles have been applied to sphere packs to mimic sandstones, 
a number of more complicated processes have also been studied. In the work of Kameda a 
variety of modifications were made to an underlying sphere pack to create consolidated 
materials. This numerical diagenesis included compaction, random pore filling and bridging, 
quartz overgrowth, and patchy cementation [30].  
2.3 NETWORK-BASED MODELS 
 Pore network models essentially reduce the pore space of an arbitrary material to a series 
of pores, connected by throats. The subsequent simplification of the geometry results in 
simplified forms of the equations governing transport, where the shape of throats is assumed to 
pdictate the resistance to transport. Despite the conceptual simplicity, network models have been 
used to effectively and efficiently study a large number of phenomena.   
 2.3.1 Lattice-Based Networks 
 The pore network models of Fatt were the first attempt to account for the geometric 
complexity inherently associated with the pore space of a real material [3]. The representation of 
the pore space as a network of pipes of different radius was considered a significant advance in 
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1956 over the bundle of tubes approach. This model assumed a variety of hexagonal lattices with 
a varied radius size to mimic assumed pore size distributions. Despite the advance the original 
network model represented, the approach suffered from limitations related to pore sizes obtained 
empirically, fixed network coordination number from the regularity of the lattice, throats of 
uniform length, a characteristic shape of pores, and a random distribution of pore sizes [4]. 
Although in many cases experimental results were accurately reproduced, these early network 
models suffered from a lack of connection to the pore space in real materials.  
 2.3.2 Physically Representative Networks 
 The physically representative network model was introduced in 1993 and marked a 
renaissance of the network approach to modeling pore-scale transport [4]. In this work, Bryant et 
al. applied a Delaunay tessellation to a set of points marking the centers of spheres in a random 
packing. Based on the tessellation of points the pore was located at the center of a tetrahedral 
element. This was a significant improvement on the original lattice-based networks for a number 
of reasons. Not only were pore bodies and pore throats located in an unambiguous fashion with 
geometry and topology completely defined, but transport phenomena were modeled directly 
without any adjustable parameters allowing the model to become predictive, rather than 
correlative.  
Noting limitations of the original Delaunay approach to packing structures with grain 
locations defined a priori, more general approaches were developed that would create 
topologically and geometrically faithful networks from 3D image input. The medial axis 
approach is used to skeletonize a pore space by finding the object running along its geometric 
middle [31]. Pores are subsequently defined as the intersections of three or more paths, where the 
pore size is then defined as the maximal sphere inscribed in the pore space at a given location. 
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The limitations of the original Delaunay approach to cases where particle locations are explicitly 
known was addressed in a recent study [32]. In this work a general geometric approach was 
developed based on a first step involving particle detection. Particle detection identified particle 
centers which were subsequently followed by a Delaunay tessellation of those points to define 
pore locations. Once pore locations were located, the connections between pores denote the 
locations of throats. The network is then characterized by geometric parameters that typically 
include pore-body and pore-throat size distributions, throat length distributions, and coordination 
number [31]. 
 2.3.3 Network Based Physics 
 The geometric simplifications in a network model necessarily simplify the mathematical 
representation of the transport process of interest. This is an advantage, particularly given many 
of the numerical difficulties associated with phenomena such as, inertial flow, two-phase flow, 
and non-Newtonian flows. In addition to the simplified treatment of physics, the simplification 
of pore structure allows for physically larger computational domains to be considered. This is an 
advantage over grid-based models that may include thousands of degrees of freedom per pore.  
 Transport is modeled by imposing conservation equations at pores. In the case of flow 
problems the flow rate between connected pores is controlled by a conductance term that can be 
a function of a number of the geometric properties assigned to describe pore and throats [33]. 
The resulting set of linear equations is solved for the pressure which can then be used to recover 
flow rates between pores. The approach is generic, with the conductance modified to adapt to the 
physics of interest. Network models have been used to study a variety of pore-scale physics 
including single phase flow in the linear [34] and inertial regime [35], two-phase flow [36], non-
Newtonian flow [37], and electrical resistivity [38]. 
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2.4 STRUCTURED MESH MODELS 
The most common grid-based pore-scale simulations are based on the structured technique. This 
popularity, is largely due to the success of the Lattice-Boltzmann method in simulating flows in 
complicated domains. Also relevant however, is the fact that the mesh generation step is 
circumvented by treating the segmented image as a structured grid.  
2.4.1 Lattice-Boltzmann Models 
The Lattice-Boltzmann Method (LBM) has become a popular approach to modeling fluid 
flows and modeling physics in fluids. Solution to Maxwell’s equation in the limit of equilibrium 
is the molecular level solution to the Navier-Stokes equations. Unlike conventional approaches 
that discretize the continuum equations of transport directly when considering fluid flow, LBM 
recovers a discrete approximation to the incompressible Navier-Stokes equations based on 
kinetic theory [39]. While LBM is a natural complement to image-based pore-scale modeling 
due to the fact a segmented voxel image is itself a structured grid, there are a number of other 
advantages of this approach that have made the LB approach ubiquitous with pore-scale 
modeling. 
 As noted by Chen in 1998, an increase in the availability of fast and massively parallel 
computing architectures resulted in a trend toward modeling approaches that could exploit these 
resources [40]. Lattice-Boltzmann approaches are by nature extremely well suited to 
parallelization due to the explicit nature of the method, the use of local stencils, and a lattice 
based distribution of particle sites well suited to domain decomposition. The approach is also 
advantageously distinguished from other numerical techniques for the Navier-Stokes equations 
by the linearity of the convection operator. Additionally, pressure is calculated from an equation 
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of state, which removes the need to solve a pressure Poisson equation to resolve the 
incompressibility constraint. 
2.4.2 Traditional Numerical  Approaches 
 More traditional numerical techniques, namely finite differences, finite elements, and 
finite volumes, are also amenable to use on structured grids. Generally however, structured grids 
are acknowledged as being ill suited to complicated geometries. Despite this, structured 
discretizations are relatively easy to implement and continue to be utilized in many studies. In a 
recent study, the finite volume method (using the commercial software Fluent) was employed on 
an adaptive structured grid. The model was validated against the cubic sphere pack before the 
model was extended to a geologic sample. The finite element method has also been employed in 
predicting the electrical properties of a rock saturated with multiple phases. In this work voxels 
were taken to be tri-linear finite elements [41]. 
2.5 UNSTRUCTURED MODELS 
Unstructured models, as the name implies, rely on an unstructured representation of a 
given computational domain by a connected collection of tetrahedra, hexahedra, or prisms. 
Despite a general knowledge that unstructured grids are well suited to geometrically complicated 
domains, few studies of flow in porous media have used this approach. One reason for this has 
been the notion that the difficulty associated with creating an unstructured grid suitable for CFD 
models was prohibitive [5, 6]. Recent advances in mesh generation techniques and continual 
improvements in computing resources are however, changing the assumption that unstructured 
mesh-based models are incompatible with the pore-scale modeling problem. This is also being 
aided by commercial vendors offering robust image-based meshing capabilities (Avizo, 
Simpleware, and Materialise) and the increasing popularity of commercial physics simulators 
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like COMSOL and Fluent that support a number of data formats that describe an unstructured 
mesh. 
 Following the definition of Tabor, image-based unstructured mesh generation can be 
considered a CAD-based (Computer Aided Design) or voxel-based approach [42]. The CAD-
based approach alludes to meshing a pore space in two steps; initially defining the surface of the 
domain before filling the region bounded by this surface with elements. The voxel-based 
approach alternatively combines volume generation and surface estimation into a single step. 
The voxel-based approach is further defined as either explicit or implicit. In the explicit case the 
voxel structure is preserved exactly, which results in a staircase representation of the pore space. 
Conversely, the implicit approach approximates the surface represented by the voxel image in a 
fashion that will result in a smoother estimate of the underlying surface represented by the voxel 
image.  
2.5.1 CAD-Based Meshing 
In a recent article a preference for a voxel-based approach to mesh generation was 
suggested due to the failure of CAD-based meshing approaches to exploit the fact that for 3D 
imaging data surfaces are not explicitly defined. Instead, surfaces are defined implicitly as the 
boundaries of a segmented volume of interest [43]. While it certainly is convenient to combine 
surface and volume meshing in a single step, the suggestion that a CAD-based approach to mesh 
generation significantly differs to a voxel-based approach is misleading, as it is inherent in any 
image-based meshing strategy that the location of the solid surface is estimated from an 
underlying image.  
 The CAD-Based meshing approach requires that any given domain first be described by a 
surface. In the context of image-based pore-scale modeling this amounts to identifying the 
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isosurface of a segmented 3D image. The task of extracting an isosurface from a regular grid 
represents a significant challenge with applications in many fields including visualization, 
graphics, and vision [44]. The standard approach to computing isosurfaces can be attributed to 
Lorenson and Cline and their famous marching cubes algorithm [45]. The marching cubes 
algorithm employed a divide-and-conquer approach to identifying the surface represented by an 
image comprising a stack of 2D slices. By taking a cube formed from eight voxels, four each 
from two adjacent slices, the algorithm determines how the surface intersects this cube based on 
the specified value at the eight voxels. Based on the possible permutations of voxel values, and 
different symmetries, it was shown that the isosurface could intersect the cube in one of 14 ways. 
A 15
th
 case was added for the situation where all pixels have the same value and the surface does 
not intersect. The strength of the marching cubes algorithm is based on its generality, simplicity 
and robustness [44]. Several disadvantages of the marching cubes approach however, can be 
related to poor triangle quality, a tendency to overestimate surface area, and a tendency to over 
triangulate based on a sampling density equivalent the size of voxels [46]. 
 2.5.1.1 Surface Simplification 
Addressing issues related to the large number of surface elements generated by a 
marching cubes style approach, surface simplification reduces the number of surface elements. 
An effective simplification implies that the shape, volume, and boundaries of the original object 
are not compromised. A common approach to simplifying surfaces is by an edge-collapsing 
algorithm. In this process an edge is collapsed to a vertex, followed by triangles collapsed to 
edges and discarded. The effect of an edge collapse is to reduce the number of surface elements 
by two. While the concept is straightforward, care must be taken in developing a function to 
evaluate the cost of removing an edge. It has however been shown that edge-collapsing based on 
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cost functions estimated from local information can be used to preserve volume and surface area 
[47]. In the context of modeling flow and transport in a porous material this is significant as 
preserving the pore structure with fewer elements translates to a reduction in the computational 
size of the problem. The ability to reduce the computational problem without compromising 
computed results represents a significant potential advantage of an unstructured mesh-based 
approach to pore-scale modeling when compared to the structured mesh models described 
previously. 
 2.5.1.2 Surface Smoothing 
To deal with the effects of an overestimate of surface area, typical of a marching cubes 
type surface, surface smoothing operations can become important. The simplest smoothing 
approach employs a Laplacian filter where surface vertices are iteratively moved to the center of 
the collection of surface elements defining the topological neighborhood. While smoothed 
surfaces are produced within relatively few passes, this approach tends to contract the surface 
[48], which in the context of a porous material could decrease the volume of the pore space we 
are trying to define.  
 2.5.1.3 Tetrahedralization 
Once a surface has been defined, tetrahedralization of the space bounded by the surface can 
occur either by an advancing front or a Delaunay tessellation. The advancing front approach 
generates a volume mesh by successively adding elements from the boundary inward. The front 
advances by adding a new point that becomes connected to the existing volume. Exactly where 
this point is added is determined by a specified spacing, and the quality of the resulting element. 
Additional constraints require that the point be inside the domain, and not cross into a region 
already filled with tetrahedrons. Alternatively, a Delaunay tessellation approach identical to the 
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techniques used in creating networks structures can be applied to form connected sets of 
tetrahedra from discrete sets of points. The Delaunay approach can have a tendency to produce 
poor quality elements, or slivers, in the vicinity of the surface which can be negated by an 
effective distribution of points [43].  
 2.5.2 Voxel-Based Meshing  
A voxel-based meshing approach described by Young et al. [43] has been built on a 
marching cubes type estimate applied to voxels on the void solid interface, with a look-up table 
that splits those voxels intersected by a surface into tetrahedral elements. Away from the 
interface the approach has the ability to transition to hexahedral elements. In their work they 
noted that their strategy resulted in an overestimate of surface area which can prejudice those 
physics based simulations that depend on surface area. It was also mentioned that increasing the 
voxel to diameter ratio does not necessarily lead to an improvement in the approximation of 
surface area which is consistent with the work of Lindblad [46]. In their voxel based meshing 
approach the lack of adaptivity also lead to an extremely high number of surface elements, and 
essentially limited the meshing approach to the number of voxels. Although no physics was 
included in the study, element quality was assessed.  
2.5.3 Finite Volume Studies 
Finite volume methods have been successfully applied to simulating flow and transport 
problems for several decades now. The most widely used commercial CFD package Fluent, is 
based on the finite volume method as well as the widely used open source software OpenFOAM. 
Recently several researchers have combined commercial meshing applications with Fluent. This 
has included an application to flow in fibre packs [49]. Interestingly, in the work of Jaganathan et 
al., the number of elements required to mesh a large image (1200
3
 voxels) was considered 
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prohibitive, and necessarily required that the image be resampled to reduce the number of voxels 
so that computations could be performed. Based on the meshing employed, a mesh consisting of 
24 million elements was required to mesh the pore phase of a 250
3
 voxel image.  
 2.5.4 Finite-Element Studies 
 While the finite element method has been used extensively in solving fluid flow problems 
there have been relatively few applications of the method to flow in porous media. As with the 
finite volume methods, the finite element method is well suited to unstructured tetrahedral grids. 
Some notable studies have considered relatively simple 2D geometries, or simple configurations 
of spherical particles in 3D [17, 50]. These studies have however, not been applied in a general 
fashion to problems related associated with image-based pore-scale modeling. 
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CHAPTER 3. AN IMAGE-BASED PORE-SCALE MODEL 
 The image-based pore-scale modeling workflow introduced in this section features three 
distinct components. These are identified as image acquisition and segmentation, image-based 
mesh generation, and numerical solution by the finite element method. The finite element 
method is applied to numerically recover pore-scale velocity and pressure fields by solution of 
the Stokes equations. Solutions to the Stokes equations will be used in subsequent sections to 
compute permeability.  
 
Figure 3-1. A raw image with results of CFD superimposed. The raw 
image is input to the model while the visualized solution is the output. 
3.1 IMAGE ACQUISITION AND SEGMENTATION 
 In this work, the pore space of an arbitrary material is defined by a 3D digital image 
labeled with  a pair of integer values. Each integer value denotes either the void or solid phase of 
a permeable material. These binary images are often referred to as segmented images, implying 
that each voxel in the image has been assigned to either the pore or solid phase. Arriving at an 
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accurate segmented image is critical to the accuracy of any image-based model as all results are 
based on this assumed structure. Factors that can affect this structure are the quality and 
resolution of the raw image, and the segmentation of that raw image. Although in the course of 
this research access to segmented images was typically provided by collaborators, the techniques 
used to acquire and segment raw images are briefly discussed. 
 3.1.1 Image Acquisition 
 Images of porous materials are typically acquired by x-ray microtomography first 
introduced by researchers at Exxon in 1987 [22]. The acquisition of a 3D image involves 
reconstruction of a number of projections at assigned levels of a sample. Based on the x-ray 
attenuation coefficients of chemical species in the material sample, a 3D map of intensity is 
obtained. A high contrast between phases is desirable because it results in less uncertainty during 
segmentation. A number of factors associated with the acquisition and reconstruction of an 
image can however, result in noise, which leads to uncertainty in the segmented image. Noise 
can be caused by scattered x-ray photons impinging on the detector and, imperfections in the 
detector resulting in ring artifacts, or error in the reconstruction of projections [23]. Controlling 
these uncertainties is critical to the overall success of the model, as uncertainty in the 
segmentation of an image can manifest as variation in subsequent computations of transport 
properties. 
 3.1.2 Image Segmentation 
 Image segmentation is the essential step of assigning grayscale voxels to the void or solid 
phase. This has been accomplished by the use of in-house segmentation tools that involve a 
combination of anisotropic diffusion, thresholding, and indicator kriging thresholding [23].  
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(a) (b) 
Figure 3-2. The raw image before (a) and after (b) anisotropic diffusion. 
Both void (blue) and solid (green) become more homogeneous. 
 3.1.2.1 Anisotropic Diffusion 
 Anisotropic diffusion acts to homogenize areas in the raw 3D image of similar intensity 
by applying the diffusion equation to the raw image. Diffusion coefficients are constructed from 
the local voxel based intensity information contained in the raw image so that these coefficients 
are inversely related to local gradients in the image intensity. Because steep gradients in intensity 
are assumed to coincide with the location of void-solid interfaces, the diffusion of intensity is 
expected to be parallel to these interfaces, rather than across these interfaces. Diffusion parallel 
to the interfaces is achieved by constructing an anisotropic diffusion coefficient tensor and then 
solving the diffusion equation numerically. This has the effect of homogenizing the void and 
solid phases, shown as blue and green regions of Figure 3-2, by diffusing image intensity into 
regions of similar intensity. This corresponds with a sharpening of the peaks in the intensity map.  
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(a) 
 
 
(b) (c) 
Figure 3-3. (a) 2D slice of the raw image in gray scale. (b) Histogram of 
image intensity. The red lines mark specified threshold limits. (c) The 
effect of thresholding where red denotes solid particle, blue denotes pore 
space, and green denotes unassigned voxels. 
 3.1.2.2 Simple Thresholding 
 Image intensity maps typically exhibit a bimodal distribution that is idealized by Figure 
3-3b. Image thresholding subsequently assigns all voxels above or below a user-specified 
intensity to be identified as either a void or solid voxel. During the thresholding step it is possible 
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to assign the upper and lower threshold intensity to an identical value. This approach of 
assigning an upper and lower intensity to be identical represents a simple thresholding. Simple 
thresholding is generally only possible with images where there is a clear distinction between 
peaks representing the solid and void phase. In this work however, upper and lower threshold 
limits where typically selected to bound a region of uncertainty between peaks in the image 
intensity map (denoted by the red lines in Figure 3-3b). This bounded region represents the set of 
voxels that have yet to be assigned to either the solid or void phase. The unassigned voxels are 
typically located near the assumed interface of the void and solid phases (denoted by the green in 
Figure 3-3c). This then requires a decision to be made regarding all unassigned voxels. 
 3.1.2.3 Indicator Kriging   
 Indicator kriging provides a statistical basis for assigning any voxels unassigned during 
thresholding. Indicator kriging introduces weights based on a two point spatial covariance 
relation calculated using smoothed indicators [51]. The linear combination of weights and indicators are 
then used to calculate the probability of the unknown voxel belonging to either void or solid 
phase [23]. At the completion of all three steps in the segmentation process, all voxels should be 
assigned to either the pore or solid phase. An example is shown in Figure 3-4 where a 2D slice 
from the raw image is shown with the corresponding segmented slice. 
3.2 IMAGE-BASED MESH GENERATION 
 In this work three approaches to generating unstructured tetrahedral meshes from 
segmented image data are considered. Two voxel-based meshing approaches are introduced 
based on in-house code. A Computer Aided Design (CAD) based approach is also considered 
using the commercially available Avizo software. All unstructured meshes are stored in an in-
house data format that is based on three files. The three files include an element connectivity file,  
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(a) (b) 
Figure 3-4. A 2D slice from a raw image (a) and the corresponding 
segmented slice (b). Note that (a) is in gray scale and also that the green 
outline references Figure 3-3. 
a nodal position file, and a boundary condition file that identifies node type, and appropriate 
boundary conditions where necessary.  
 3.2.1 Explicit Voxel Meshing  
 An explicit voxel mesh is achieved by splitting voxels into five tetrahedrons. A voxel can 
be divided into five tetrahedrons in one of two ways, type 1 and type 2. If adjacent voxels were 
to be split by the alternate options the shared face between voxels is conforming. The two types 
of splitting are shown in Figure 3-5 with the shared edge face exposed. By labeling all void 
voxels of an image in an alternating fashion, the checkerboard pattern can be used to identify 
which of the two options should be used to split a voxel. By subsequently dividing all void 
voxels in the manner illustrated by Figure 3-5, an exact tetrahedral representation of the original 
image is created. This meshing approach can be treated as a limiting case that has more in 
common with a structured method than the unstructured meshing approaches to be introduced in  
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(a) (b) 
Figure 3-5. (a) Tetrahedral splitting of a type 1 cube. (b) Tetrahedral 
splitting of a type 2 cube. 
the following sections. It is expected that this approach to meshing will produce a significant 
overestimate of the surface area of a material, as the mesh ignores the fact that the segmented 
image is itself an approximation to the underlying structure that will typically be assumed to 
have a smooth surface. The technique is applied to a cubic packing of spheres with 25 voxels per 
particle diameter, where a section of the resulting mesh is shown in Figure 3-6. 
3.2.2 Implicit Voxel  Meshing 
 An in-house mesh generator has been developed that will be characterized as an implicit 
voxel approach, despite a number of significant differences to the approach outlined in Tabor 
and Young [42, 43]. The approach had its origins in network extraction techniques, and 
specifically, the Delaunay tessellation of a set of points defined by the coordinates of particle 
centers. The algorithm proceeds in three stages: a set of points is distributed in the void and solid 
phase and tessellated: elements intersecting the void-solid interface are collected with new nodes 
placed at the point of intersection: elements remaining in the void phase are then collected and 
smoothed. 
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Figure 3-6. Picture of an explicit voxel mesh of a section of the pore 
space of a cubic packing of spheres. The blue faces represent external 
faces of the mesh that lie on the boundary between the void and solid. 
 3.2.2.1 Point Distribution and Delaunay Tesselation 
 Distributing points within the fluid and solid phases is critical to the resulting quality of 
the mesh. This is typically achieved by randomly packing spheres into the domain of interest and 
taking the center of these particles as the set of points to be tessellated. This allows a tremendous 
amount of flexibility in varying the resolution of the mesh as the process of inserting points is 
entirely disconnected from the voxel size. The generality of the Delaunay tessellation algorithm 
also affords flexibility in how the points can be distributed within a domain of interest, 
supporting user defined point distributions as well as regions of interest. This is particularly 
advantageous as real porous materials are often characterized by a heterogeneous pore structure, 
in which case heterogeneous or adaptive meshing techniques would appear most appropriate.   
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The Delaunay approach however, can be prone to generating poor quality elements in the 
vicinity of the solid boundary. Although the Delaunay approach is not the cause of poor quality 
elements, this situation can arise when surfaces bisect existing elements into smaller parts that 
can result in small volumes that are then represented as poorly shaped tetrahedral elements. To 
mitigate this possibility, the point insertion step ideally leaves a distance free of points on either 
side of a void-solid interface. When identifying intersected edges in the next phase of the 
algorithm, a space between the vertices of intersected elements and the void-solid interface helps 
to prevent slivers, or poor quality elements from being introduced. Careful point spacing near an 
interface forces the point of intersection of a bisected edge to lie roughly at the midpoint of the 
edge in question. 
3.2.2.2 Surface Identification 
 Once the Delaunay tessellation is completed, all tetrahedrons with an edge intersected by 
the void-solid interface are collected. An element is split in one of three ways identified as a 
number of vertices residing in the pore space. The three cases correspond to one, two, or three 
vertices in the void space. The point an edge intersects the surface of the pore space can be 
determined by a signed distance function which determines the distance of an arbitrary point to a 
surface. from a surface. The case of one vertex in the pore space results in a resized tetrahedral 
element, while the case of two and three vertices in the pore space, depicted in Figure 3-7 result 
in polyhedral elements that require subdivision into smaller tetrahedral elements. 
 3.2.2.3 Mesh Smoothing 
 The mesh smoothing operates on a number of metrics to improve the quality of the mesh. 
While standard smoothing operations focus on element quality, the smoothing objective can be 
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adjusted to weight more heavily several features specific to porous media. Metrics include 
surface area, volume, and/or conformance to the structure of the image.  
 3.2.3 CAD based Meshing  
 An interest in the meshing capability of the Avizo software evolved from visualizing 3D 
flow fields using the software. When visualizing streamlines surface meshes were often created 
to add material structure to plots. While smoothed surface meshes resulted in aesthetically 
appealing visuals, it was noted that pore connections through the domain were apparently being 
lost. Evidence of this can be seen in Figure 3-7 where streamlines are highlighted passing 
through the solid phase. Although this was not unexpected as the flow fields were based on 
meshes created using the implicit voxel approach just described, a question of how different 
meshing approaches might impact results followed from this observation.  
 Avizo meshing is categorized as a Computer Aided Design, or CAD-based approach to 
meshing from images. This is a two-step process that initially involves defining the isosurface of 
the binary image. Once the surface is identified, the void space is filled with tetrahedral elements 
by an advancing front algorithm. A schematic of this process is illustrated in Figure 3-8. As 
Avizo does not support our in-house data format all meshes created in Avizo are exported in the 
Hypermesh format and then converted to our in-house format. The Hypermesh format contains 
the location of nodes and the connectivity of tetrahedrons, the minimum requirement for defining 
a tetrahedral mesh, as well as the connectivity of surface triangles in a readable ASCII output. 
The Hypermesh files contain no information about boundary conditions or boundary type and 
must be added during conversion to the in-house format. Details of the Hypermesh format are 
given in Appendix A3. 
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Figure 3-7.Visualisation of streamlines shown with a smoothed surface 
created from the underlying image. Highlighted sections (red and green) 
identify locations where streamlines do not match structure.  
 3.2.3.1 Surface Generation 
 While the approach to creating meshes in Avizo outlined in Figure 3-8 is conceptually 
simple, the procedure is sensitive to a number of criteria related to the surface triangulation, 
particularly when surface generation is followed by tetrahedralization. The minimum criteria for 
a surface to be ready for tetrahedral generation are related to the following checks, 
- Intersections: the surface should be free of intersecting triangles. 
- Orientation: the surface triangles should be numbered (ordering of the vertices) so that 
the direction of the surface normal by the right-hand rule is outward. In this case outward 
facing would mean that the surface normal is pointing into the solid phase. 
- Closedness: the surface triangles should form a closed, or watertight, surface. 
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Figure 3-8. A schematic of the steps in a CAD based approach to 
meshing. Clockwise from top are a surface mesh conforming to the 
void-solid interface, the resulting volume mesh (inset) and a slice from 
the image the mesh represents. 
Our experience has suggested that the most common, and most difficult, of these issues relates to 
intersecting triangles. Orientation is simply resolved by activating the check of surface 
orientation, while issues related to closedness are rare. 
 Three approaches using the surface generation module in Avizo have been considered. 
Two default options are based on no smoothing and unconstrained smoothing. No smoothing is 
based on a marching cubes approach, while the unconstrained surface is a Gaussian smoothing 
applied to label weights used for surface generation by the generalized marching cubes. In 
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addition to the default options a re-meshing option is employed typically to those surfaces 
created without smoothing, that modifies an existing surface in an optimal fashion.  
3.2.3.2 Re-mesh Surface 
In addition to default options introduced in the previous section a re-meshing option is 
typically employed those surfaces created by marching cubes. This module modifies an existing 
surface in an optimal fashion. The re-meshing surface module optimizes an existing surface mesh  
based on improving the regularity of surface triangles, or an optimum vertex placement. 
Improved regularity attempts to create an entirely uniform surface mesh while optimum vertex 
placement employs a local estimate of surface curvature to adaptively place smaller triangles in 
regions of high curvature.  While this is an incredibly effective module (see Figure 3-9), it 
suffers in the context of mesh generation as re-meshing does not guarantee a surface will be 
amenable to use with the advancing front tetrahedralization algorithm. This is typically due to  
the creation of intersecting surface elements. This has subsequently limited the usefulness of this 
module.  
3.2.3.3 Surface Simplification 
 The surface simplification module is a useful tool in Avizo that reduces the number of 
surface triangles. Due to restrictions on problem size, this is an essential step in our model when 
meshing using Avizo and is a consequence of the initial surface generated in Avizo having 
triangle sizes equivalent to voxel size. In the case of large images this can result in surfaces 
containing large numbers of surface elements (>10
7
). This is a known limitation of marching 
cubes type surface generation techniques that subsequently requires surface simplification to 
render problems computationally tractable.  
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(a) 
 
(b) 
Figure 3-9. (a) Original Surface mesh. (b) Remeshed surface using the 
high regularity option. The number of surface triangles is held constant. 
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(a) 
 
(b) 
Figure 3-10: A high and low resolution surface mesh for a random 
packing of spheres. The simplified surface (b) contains 59,630 surface 
triangles while the original surface (a) contains 322,372 surface 
triangles. 
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(a) (b) 
Figure 3-11: Cross section of a mesh of a cubic sphere pack with the 
mesh size parameter to create meshes from an identical surface. (a) Mesh 
with 645,273 elements. (b) Mesh with 196,762 elements. 
Surface simplification proceeds by an edge collapsing algorithm controlled in one of two 
ways. The first option is to set a minimum number of surface elements, in which case the 
simplification proceeds until the minimum number is reached. The second and more controlled 
approach is to specify a maximum and minimum triangle edge length, where simplification 
proceeds until further reduction of surface triangles results in an edge length outside the 
designated range. This second approach is preferred as restricting the ratio of maximum and 
minimum edge length improves the aspect ratio (a measure of element quality) of simplified 
surfaces. The effect of surface simplification is highlighted in Figure 3-10.   
3.2.3.4 Tetrahedral Volume Filling  
Once a surface has been created and has passed the necessary criteria for a surface to be 
considered ready for tetrahedralization, the void space bounded by the surface is filled by an 
advancing front algorithm. A useful feature of this module is control over the sizing of elements 
that are successively added as the front advances into the pore space. By default the size of 
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elements added will be based on an average edge length of the surface triangulation. Specifying a 
value higher or lower than the default can result in a significant decrease or increase in the 
number of elements used to fill the pore volume. Important when varying the internal element 
size is that the surface mesh, and therefore the topology of the flow domain can be held fixed for 
a range of mesh resolutions. The effect of this is shown in Figure 3-11 where a large reduction in 
the number of elements is achieved by varying the element size parameter on a fixed surface.  
3.3 FINITE ELEMENT MODELING 
Given the assumption of Stokes, or creeping flow in the pore space, the finite element model 
(FEM) developed in this work begins with the stress-component form of the Stokes equation.  
     
  
 
    
  
 
    
  
   
(3-1a) 
     
  
 
    
  
 
    
  
   
(3-1b) 
     
  
 
    
  
 
    
  
   
(3-1c) 
   
  
 
  
  
 
  
  
   
(3-2) 
In Equation 3-1 the normal and shear stresses are defined by, 
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Starting with this form of the equations is considered fundamental by many as the stress-
component form leads to natural boundary conditions that represent a true physical force [52]. 
This natural starting point for deriving the the weak form of the Stokes equations will be 
apparent in the section to follow. 
 To solve the Stokes equations by FEM, a Bubnov-Galerkin approach is employed that 
uses a P2P1 Taylor-Hood element. This choice of element implies that a linear approximation is 
assumed for pressure and a quadratic approximation is assumed for velocity. Both pressure and 
velocity are defined at the vertices of the tetrahedral element, while the additional degrees of 
freedom required for the quadratic velocity approximation are added at the mid-points of each 
tetrahedral edge.  
3.3.1 Weak Form 
In deriving the weak form of Equation 3-1 we will consider the u-component of 
momentum, 
 
∫ [
    
  
 
    
  
 
    
  
] 
 
     (3-4) 
We integrate the above equation by parts utilizing Gauss’s theorem. For a two or three 
dimensional domain Ω with boundary Γ, integration by parts is given by, 
     

 udVdnVudVu ˆ  (3-5) 
Applying Equation 3-5 to Equation 3-4 results in, 
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(3-6) 
Equation 3-6 is then written in the following form, 
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where, 
  ̅  (    )               (3-8) 
In Equation 3-8 x  is the surface traction that will be defined for some portion of the boundary. 
This is a true boundary condition and is an attractive consequence of starting from the stress-
component form of the governing equations [52]. Equation 3-7 represents the weak form for the 
u component of momentum, where weak implies the differentiability of the solution has been 
lowered which permits a lower order function to approximate the solution. This also suggests the 
original problem can be solved with a less smooth function. The v and w components of 
momentum are treated in a similar fashion. 
3.3.2 Discrete Form 
To convert Equation 3-7 into a discrete set of equations it is necessary to define the 
functionality of the dependent variables in the domain of interest. In the finite element method 
this amounts to defining the behavior of a solution on a given element. This is achieved by the 
use of approximating functions (also referred to as shape or interpolating functions) that can be 
used to give the value of the dependent variable on a given element. For Equation 3-4 this is the 
3 components of velocity (u, v, w) and pressure (P). The approximating functions are defined so 
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that they will be unity at the coordinate location of the node it represents, while being equal to 
zero at the location of every other node defining the element. Denoting the approximating 
function as N this implies that on any given element the function satisfies the following 
condition, 
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 (3-9) 
where i denotes the shape function associated with the i
th
 node and j denotes the coordinates of 
the j
th
 node on a given element. At any point within a particular element, the value of the 
dependent variable becomes the weighted average of the variable values at the nodal locations. 
Specifically, for any given element the dependent variables are approximated by,   
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where m is the number of nodes defined on a given element. It is not necessary that the 
approximating functions have the same order for different variables which implies that m may 
not be constant. For the Taylor-Hood element, m (in Equation 3-10) has a value of 10 for the 
velocity components (a quadratic function) and a value of 4 for pressure (a linear function). 
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 We develop the discrete form of Equation 3-7 by substituting the approximations given in 
Equation 3-10 into Equation 3-7 for a given node (i) on element (Ωe). This results in, 
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(3-11) 
where the shape functions for each component of velocity are equal and denoted by N, and the 
weight function W has been replaced with N per the Bubnov-Galerkin formulation. This can be 
succinctly written as, 
 (            ){ }     { }     { }    { }  {  } (3-12) 
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Having obtained a discrete representation of Equation 3-1 the continuity equation is treated by 
assuming a weighting function equal to the shape function for pressure, N
P
. Substitution of 
Equation 3-10 into Equation 3-2 in a Galerkin form therefore yields, 
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Equation 3-14 can be expressed as, 
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Casting the discrete forms of the momentum and continuity equations into matrix form yields the 
following linear system of equations, 
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(3-16) 
where the terms associated with the discretization of the v and w components of the momentum 
equations that have yet to be defined are given below. 
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We note that it is also common to write Equation 3-16 in the following form. 
 [
  
   
] {
 
 }  {
 
 
} (3-18) 
 3.3.3 The Assembly Loop 
 The element assembly loop is the critical routine of a finite element code that assembles 
the linear system given by Equation 3-16. In this section of the code each element is considered 
in sequence and all of the terms in Equation 3-16 are evaluated at the local level. Once the local 
stiffness matrices have been evaluated, information at the local level is cast into the global 
stiffness matrix. Mapping from the local to the global matrix takes advantage of the structure of 
the coefficient matrix so that values are efficiently mapped.  
 3.3.3.1 Evaluating Local Stiffness Matrices 
 Evaluating the coefficients of the local stiffness matrix involves evaluating terms having 
the form of Equation 3-13. Considering 3-13b, this involves numerical integration as the 
derivative of the quadratic shape function associated with the velocity field is not a constant. 
Numerical integration is performed by Gaussian quadrature. For an arbitrarily oriented 
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tetrahedral element, this requires the explicit computation of shape functions and Gauss weights, 
a non-trivial step. This problem however, is avoided by mapping an arbitrary element to a parent 
(also reference or master) element defined as a unit right tetrahedron in an orthogonal reference 
coordinate system. This step reduces the evaluation of an integral to evaluating the Jacobian of 
the transformation, and its determinant. Once the local stiffness matrix is computed the 
information is then sent to the global stiffness matrix.  
3.3.3.2 Boundary Condition Implementation 
Boundary condition information is included during assembly. The default Dirichlet case 
of no-slip amounts to a do nothing condition, while the code will also support the case of a 
uniformly moving boundary. A non-uniform moving boundary, as in the case of a rotating 
particle, is supported but requires a user defined subroutine (or function) to assign the 
appropriate non-zero velocity boundary condition. Dirichlet nodes are not stored in the sparse 
storage system so accounting for these conditions is achieved by updates to the right hand side of 
Equation 3-16. 
 3.3.3.3 The Force Matrix 
 A feature of the code that was designed and implemented but not used in this work is the 
computation of a force matrix that can be used to recover the distribution of force at nodes 
located on the void-solid interface. These nodes are associated with Dirichlet nodes, and are 
typically not mapped from the local to global stiffness matrices. By multiplying these equations 
with the final velocity and pressure solution to the flow problem we recover the three 
components of the surface traction. A user is given the option of calculating the force matrix, and 
printing this data to file for further computation.  
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 3.3.4 Solving the Linear System 
 The coefficient matrix associated with the assembly of Equation 3-16 is stored by a 
sparse storage by rows. The use of a sparse storage format is necessary for most codes requiring 
a solution to large linear equation systems where the coefficient matrix is predominantly 
comprised of zeros. Two versions of the code have been developed depending on the type of 
system the code is running on and the library packages offered. On an IBM system, an iterative 
solver is called from the Engineering and Scientific Subroutine Library (ESSL) while a direct 
solver is employed on Intel systems, which support the Math Kernel Library (MKL). The direct 
solver is the multithreaded Pardiso solver and offers a significant speed-up in simulation time 
when compared to the iterative solver. The direct solver however, is extremely memory 
intensive. Interestingly, our experience has been that equivalent sized problems can be solved 
using the 24Gbyte Pelican system as the 96Gbyte Philip system. It is also worth noting that the 
MKL library can be linked to a Windows environment, which has allowed the code developed in 
this work to be compiled on a Windows system.  
 3.3.5 Issues Related to Porous Media 
 The application of finite element modeling to porous media presents several numerical 
challenges that are a direct result of the complicated pore structures we are considering. While 
these do result in numerical problems, the proper treatment of these situations can lower the 
computational requirements of the solver in certain situations.  
 3.3.5.1 Disconnected and Dead-End Pores 
 When creating meshes from segmented data it is not possible to determine a priori what 
section of the pore space may be disconnected, and therefore non-conducting. Two types of pore 
space can be considered as non-conductive. This means that there will be no flow passing  
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Figure 3-12. Schematic of flow through a 2D pore space highlighting 
various types of pore space. (I) denotes the connected or flowing pore 
space (also defines effective porosity). (II) denotes isolated pore space. 
(III) denotes dead-end pore space. (IV) refers to stagnant pore space. 
through this region. Disconnected or isolated pore space refers to void space entirely separated 
from the conductive pathways. Figure 3-12 highlights a disconnected section of a 2D space that 
is analogous to the 3D problems considered in this work. 
 Dead-end pore space, unlike disconnected pore space is connected to one open or 
Neumann boundary in our problems. Despite being connected to an opening to the flow domain, 
a conductive path must span more than one open boundary, and in the case of those pores that do 
not, we consider these dead-ends. We note that this is a slight variation on some descriptions of 
dead-end regions of pore space which can simply imply regions of the pore space where flow is 
stagnant, even though they may be connected to a flowing channel. In our model stagnant 
porosity (as highlighted in Figure 3-12) is retained as the elements in this region are connected to 
the flowing pore space. The process of identifying the connected pore space proceeds by first 
assuming all elements in the mesh are isolated. A set of elements is then obtained by advancing 
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from an element labeled at the inlet. Elements are added to the set by identifying whether it 
shares a face with an element already in the set. If this set of elements contains an element 
identified as an outlet node, then the tag that had initially identified elements as disconnected is 
updated to show that the connected set of elements form a conductive path through the domain.    
3.3.5.2 Mesh Induced Rank Deficiency 
One of the more problematic issues that can lead to a singular coefficient matrix is the 
case when all nodes on an element are treated as Dirichlet no-slip nodes. While it is true that this 
meets the condition of a disconnected element, the element described in the preceding section is 
based on identifying shared element faces, and not nodal types. It is therefore possible that an 
element can be a part of the connected pore space and have all nodes lie on the void-solid 
surface. The consequence of this scenario is that a line of zeros is introduced in the global 
stiffness matrix. This row in the global stiffness matrix is associated with the shared vertex of the 
three faces the lie on the no-slip interface. While nodes on the surface are dirichlet velocity 
conditions, pressure is treated as an unknown. As the equation for pressure is based on the 
continuity equation, the discrete equation for pressure is based only on unknown velocity (see 
Equation 3-15). As this node is connected only to no-slip nodes, and coefficients associated with 
Dirichlet nodes are removed from the linear system. The consequence of removing the Dirichlet 
nodes from the equation system in this scenario results in a row of zeros being entered into the 
coefficient matrix which induces a rank deficient the deficiency. It is surprising how often the 
situation arises, and care in identifying and labeling these elements as disconnected is required to 
ensure the non-linear system remains non-singular. 
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CHAPTER 4. MODEL VALIDATION 
 The image-based pore scale model introduced in Chapter 3 involves three independent 
steps, image acquisition and segmentation, image-based mesh generation, and numerical solution 
of the Stokes equations by the finite element method (FEM). In this section the effects of mesh 
generation, implementation of the FEM code, and image resolution are considered. The model is 
initially applied to the simple case of flow in a square duct. The case of flow in a cubic and 
random packing of spheres, two standard validation problems in porous media applications, are 
also considered. The emphasis of this validation chapter is an understanding of how the different 
components of the model introduced in Chapter 3 can affect predicted permeability. 
4.1 FACTORS AFFECTING MODEL RESULTS 
 In this section we discuss the choice of boundary condition and element type used in 
solving the Stokes equations by FEM, and potential issues related to image-based mesh 
generation. 
 4.1.1 Implementing Boundary Conditions     
 As noted in a recent investigation [6], the choice of appropriate boundary conditions for 
modeling pore scale flow is somewhat arbitrary. This can be attributed to a lack of detailed 
information at geometrically complicated inlet and outlet planes required to specify either the 
velocity profile or pressure distribution. Figure 4-1 highlights the arbitrary complexity of typical 
inlet and outlet sections associated with a sandstone (Figure 4-1a), and a random packing of 
spheres (4-1b). While a general approach is needed for the application of inlet and outlet 
conditions, another issue relates to the treatment of the lateral or side walls of the computational 
domain. As with the inlet and outlet, the lateral walls are in many cases arbitrary planes where 
exact knowledge of boundary conditions a priori is also generally unavailable. The simplest  
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(a) (b) 
Figure 4-1. The inlet (or outlet) plane of two typical porous media. 
White denotes pore space where boundary conditions must be applied for 
a sandstone sample (a) and a random packing of spheres (b).  
approach is to consider lateral walls as no-slip. This arbitrary condition simplifies the problem at 
the cost of confining the fluid to the computational domain, subsequently increasing the drag 
acting on the fluid. This is ideally mitigated by considering large enough samples that results 
become independent of boundary conditions, however in some cases periodic boundary 
conditions are employed to avoid errors associated with artificially imposing no-slip conditions 
on the lateral walls. In the case of many real structures, however the application of periodic 
boundary conditions requires periodic images to be created from the images of real materials that 
do not have a periodic pore structure. This boundary condition is often employed in LBM models 
[5] and is not considered in this work.  
 4.1.1.1 Surface Traction 
 The traction boundary condition naturally arises in deriving the weak form of the Stokes 
equation. The range of cases for which this term is known is limited to those situations where 
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both pressure and velocity profiles are known. Given the difficulty of assigning a general 
boundary condition at these Neumann planes, we assume that a hydrostatic pressure can be 
applied to these surfaces. By neglecting the contribution of velocity gradients, an estimate for the 
three components of the traction ( ̅ ,  ̅ ,  ̅ ) based on an assumed hydrostatic pressure, and 
simplification of Equation 3-7 is, 
  ̅      (4-1a) 
  ̅      (4-1b) 
  ̅      (4-1c) 
In Equation 4-1 nx, ny, and nz denote the three components of the outward facing unit normal of a 
boundary face, and P denotes the assumed hydrostatic pressure acting over a Neumann surface. 
The resulting solution to an equation based on traction defined by Equation 4-1 usually does not 
recover the assumed hydrostatic pressure exactly. This is due to the fact that no assumptions 
about the velocity profile at Neumann boundaries are made. Instead we recover pressures at 
Neumann boundaries that are typically scattered about this assumed hydrostatic pressure. In 
calculating permeability however, we do use the difference in specified hydrostatic pressures to 
define the pressure drop across the sample. 
 4.1.1.2 Labeling Inlet and Outlet 
 Some of the difficulties associated with defining an appropriate set of boundary 
conditions were avoided by the addition of pipe-like sections at opposing ends of the flow 
domain [6, 53]. In studies of flow through sphere packs the extension of the computational 
domain prevented particles from intersecting the inlet and outlet planes which simplified both the 
implementation of boundary conditions and the identification of boundary elements. A schematic 
of an extended domain is shown in Figure 4-2 for a sample packing of spheres. When this  
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(a) (b) 
Figure 4-2. Cutaway view of a mesh with an inlet and outlet section (a), 
and without these sections added (b). 
strategy was tested with our flow models we found no significant variation in predicted 
permeability based on the addition of inlet and outlet sections. Importantly, the addition of the 
pipe-like end sections allowed for the application of the traction boundary condition in a scenario 
where a true hydrostatic pressure condition would be appropriate. The fact that the addition of 
this section did not affect the computed permeability suggests that the application of hydrostatic 
boundary condition directly on the inlet section of a random porous media (as in Figure 4-1) is 
an appropriate boundary condition.   
 4.1.2 Element Effects 
 The P2P1 Taylor-Hood element employed in the Stokes code was selected because it is an 
LBB stable element. An additional benefit is that it uses a quadratic shape function to approximat 
the velocity field. While the mathematics associated with the LBB condition (after 
Ladyshenskya, Babuska, and Brezzi) are beyond the scope of this work, an element satisfying 
this condition is guaranteed to yield an answer [52, 54]. Despite this feature of the P2P1 element, 
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stabilization techniques have been developed to circumvent this condition, therefore allowing for 
the use of the P1P1 element. Stabilization was proposed particularly so that the relative simplicity 
of programming the P1P1 element could be exploited [55]. The advantage of this element is that 
the pressure and velocity are both approximated by linear functions, and also that the derivative 
of a linear function results in constant derivatives that negate the need for numerical quadrature. 
Additionally, when compared to the higher order P2P1 element the linear system associated with 
the P1P1 element is significantly reduced for an equivalent number of elements. Despite this 
reduction in the  size of the computational problem, the additional degrees of freedom associated 
with the P2P1 element are believed useful in the context of modeling the complicated domains 
associated with real materials, especially in the case when few elements are used to represent a 
given pore or throat.  
 4.1.3 Image-Based Mesh Generation 
 The model proposed in this work introduces uncertainty not present in the traditional 
approach to pore-scale modeling. This uncertainty is due to the interpretation of a voxelised pore 
space with an unstructured mesh which can result in a variation in the porosity, surface area, and 
tortuosity of the discretized pore space. This variation in structural properties induced by image-
based meshing is a potential drawback of an unstructured approach to pore-scale modeling and 
has not yet been investigated in literature. Subsequently, three factors directly related to mesh 
generation that are expected to influence predicted permeability are surface estimation, volume 
meshing or tetrahedralization, and image resolution effects.  
4.2 FLOW IN A SQUARE DUCT 
In this section we address the choice of boundary condition and element type used in an 
FEM solution to Stokes equations. We investigate the implementation and validity of the 
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boundary conditions introduced in our model as well as evaluating the use of the P2P1 element by 
considering equivalent simulations based on a P1P1 element. Simulations are compared to an 
analytic series solution for flow in a square duct [56]. Details of this solution appear in Appendix 
B. Flow in a square duct is considered where the duct length is 10 times the width of the duct. 
Considering voxelised representations of the duct geometry, the duct is exactly represented by 
the explicit voxel meshing approach presented in Chapter 3. 
 4.2.1 The Effect of the Traction Boundary Condition 
 An appropriate boundary condition for flow in a square duct would be the assumption of 
a fully developed flow profile. For the case of flow in a channel aligned with the z coordinate, 
assuming the tangential components of velocity (vx and vy) to be zero results in this scenario. 
Within the framework of the traction boundary condition discussed in the previous section it is 
possible to recover the fully developed flow profile. We start with Equation 4-2 which denotes 
the z component of the traction boundary condition. 
  ̅                    (4-2) 
Due to the alignment of the duct parallel to the z axis the tangential components of the surface 
normal are equal to zero. The assumption of an incompressible flow along with the tangential 
components of velocity being equal to zero forces the partial derivative of the z component of 
velocity with respect to the z coordinate to be zero. Accounting for this assumed boundary 
condition therefore reduces  ̅  to the following equation. 
  ̅       (4-3) 
  The effect of the traction implemented by Equation 4-1, with no assumptions on velocity, 
and Equation 4-3, with tangential velocity components assumed to be zero is illustrated in Figure 
4-4. From Figure 4-4 the effect of bending streamlines at the inlet and outlet is a product of no  
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Figure 4-3. Analytical profile for the axial component of velocity for 
flow in a square duct. The two black lines denote the locations of chords 
to be used in subsequent analysis. The mid-sides of the duct are 
connected by chord I and the corners of the duct are diagonally 
connected by chord II. 
assumption on velocity at the inlet. The effect on pressure is highlighted in Figure 4-5 where 
pressure has been plotted along chord I (defined in Figure 4-3). As expected the assumption of a 
fully developed profile recovers a uniform pressure at the inlet. Conversely the pressure profile 
for the full traction boundary condition varies about the hydrostatic pressure to balance the 
velocity gradients that result from allowing streamlines bending to enter and exit the duct. 
In the context of computed flowrate, the difference between the results produced by the 
alternate boundary conditions is relatively insignificant. Figure 4-6 shows the behavior of 
flowrate to increasing mesh resolution (equivalent to voxel resolution with the explicit-voxel 
mesh). The fully developed results yield an underestimate of the expected flowrate of ~0.4%  
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Figure 4-4. Quiver plot taken from a cross-section of flow in the square 
duct. Top shows the results for our standard implementation of the 
traction condition, while the Bottom shows results with tangential 
velocity components set to zero. Where no assumption has been made on 
tangential velocity (Top) at the inlet/outlet streamline bending is evident. 
while the default traction condition results in an overestimate of ~0.4%. This small difference 
between results is also typical of more complicated pore structures where the assumption of 
either a fully developed flow, or uniform pressure becomes less tractable. Importantly, the 
implementation of a general traction condition (Equation 4-1) does not negatively alter expected 
flowrate, which is an important result given our interest in computationally predicting 
permeability. 
4.2.2 The Effect of Element Type 
To compare the performance of the P2P1 and P1P1 solutions to the Stokes equations we 
utilize the commercial software COMSOL, a popular FEM based physics simulator. A converter  
was developed to import meshes from our internal data format to the COMSOL format. 
Appendix A.2 provides details regarding this mesh format. A normal stress boundary condition 
applied at the inlet and outlet was determined to be equivalent to the implementation of the 
traction boundary employed in our code.  
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Figure 4-5. Pressure distribution at the inlet or the case of a fully 
developed flow attained by tangential velocity components set to zero. In 
the case of the full traction boundary condition the linear nature of the 
numerical pressure field is evident. 
While the COMSOL result shown in Figure 4-7 does converge on the expected flowrate, 
the convergence is dramatically slower than for the P2P1. An estimate of flowrate with 1% error 
is not achieved until a voxel resolution of 15 for the P1P1 element used in COMSOL, while a 
corresponding level of accuracy is obtained at four voxels for the P2P1 code developed during 
this study. To understand this result the results of COMSOL simulations were exported and used 
to create chord plots shown in Figure 4-8. While the linear shape functions associated with the  
velocity approximations with a P1P1 element are obvious, a significant cause of the slow flowrate 
convergence is identified in Figure 4-8b and 4-9b. In these figures it appears that the duct used in 
the P1P1 simulation is slightly narrower than the duct used for the P2P1 results. This numerical 
reduction in the cross-sectional area of the duct is a result of elements having all four vertices on  
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Figure 4-6.Convergence of normalized flowrate with increasing 
voxel/mesh resolution for the fully developed boundary condition and 
the default traction boundary based on an assumed hydrostatic pressure. 
the duct wall. As the P1P1 element only treats velocity at the vertices of a tetrahedral element as 
unknown, elements with all vertices on a wall are unable to have flow pass through their volume. 
The case of a no-flow volume results in the element being treated as a solid obstructing the flow 
path. The identically shaped P2P1 element however, has a single mid-point node located in the 
interior section of the duct which subsequently permits flow through this element. 
4.2.3 Flow in a Tilted Duct 
The geometry of a voxelised square duct is preserved by explicit voxel meshing only if the axis 
of the duct is orthogonal to one of the Cartesian coordinates. While the case of an aligned duct is 
an important validation of the CFD code developed in this work, given the context of this 
research it is also interesting to consider a duct no longer orientated with a coordinate axis. We  
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Figure 4-7. Convergence on analytic solution for flow in a square duct. 
Flowrate predicted with Comsol is based on a P1P1 element while in-
house results are based on a P2P1 element. 
again use a voxelised representation of the square duct however, we now consider the duct to be 
tilted at an angle (45 degrees) to a plane aligned with the coordinate system. The subsequent 
voxel representation of the duct features roughened walls on opposing sides of the duct, and 
smoothed walls on thesides. Inlet and outlet sections of the duct are also no longer aligned with 
the coordinates, and the default traction boundary condition (no assumptions on tangential 
velocity components) is applied. The structure of the tilted duct is illustrated in Figure 4-10. 
When compared to Figure 4-6, the effect of the voxelised structure shown in Figure 4-11 
highlights the dramatic effect of voxel structure. The reduction in flowrate is so significant that at 
a diameter of 20 voxels only 96% of the expected flowrate has been captured. Conversely, an  
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(a) 
 
(b) 
Figure 4-8. A comparison of normalized axial velocity component along 
chord I of the square duct (a) and chord II of the square duct (b). Each 
figure shows the results for the P2P1 element, and the P1P1 element. 
These results are for the case of meshes based on 3 voxels per duct 
height. 
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(a) 
 
(b) 
Figure 4-9. A comparison of normalized axial velocity component along 
chord I of the square duct (a) and chord II of the square duct (b). Each 
figure shows the results for the P2P1 element, and the P1P1 element. 
These results are for the case of meshes based on 10 voxels per duct 
height. 
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Figure 4-10. 3D View of the surface of a voxelized square duct not 
aligned with voxel coordinates.  
aligned duct (where the mesh exactly represents the duct) captures 95% of the expected flowrate 
at only 2 voxels.    
4.3 FLOW IN A CUBIC SPHERE PACK 
We extend our validation to a more complicated geometry by considering flow in a cubic 
pattern of spheres. Computed permeability will be compared to the numerical solution of Zick 
and Homsy [57]. This validation introduces issues related to mesh and image resolution, in 
addition to different approaches to determining the location of the void solid interface.  
4.3.1 Flow in the Unit Cell 
 Flow in a unit cubic cell is considered to introduce a number of the effects associated 
with image-based unstructured mesh generation. The unit cell is voxelised at 20, 50, and 100 
voxels per particle diameter, resulting in respective image based porosities of 47.2%, 47.4%, and 
47.6%, compared to the exact porosity of 47.64%. Two types of meshing are considered based  
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Figure 4-11. Normalized flowrate as a function of voxels per duct 
diameter. 
on limiting estimates of the surface generator using the Avizo software. Figure 4-12a highlights 
the effects of the unconstrained smoothing function used to generate the surface, while Figure 4-
12b highlights the marching cubes, or non-smoothed estimate of the same surface. The 
difference is evident for the case of 20 voxels per particle diameter. A similar comparison at 50 
voxels per particle diameter shows the two estimates of surface to be very similar, and well 
matched to the pore structure implied by the underlying image. This is highlighted in Figure 4-
12c and Figure 4-12d.  
 Considering the mesh-based structural parameters, surface area, and volume, the 
effectiveness of surface simplification is presented in Figure 4-13. With respect to the volume of 
the meshes based on a non-smoothed surface, Figure 4-13a shows how mesh coarsening has a 
very small effect on mesh-based volume. For the case of 20 voxels per particle diameter the 
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(a) (b) 
  
(c) (d) 
Figure 4-12. A 2D slice of tetrahedral meshes overlaying the equivalent 
section of the cubic pore. An unconstrained smoothing approach is used 
in; (a) for 20 voxels per particle diameter, (c) 50 voxels per particle 
diameter. Meshes based on a marching cubes surface are shown in (b) 
for 20 voxels per particle diameter, (d) 50 voxels per particle diameter. 
volume of the mesh is reduced by ~2% with coarsening while the same approach applied to the 
meshes based on the higher resolution images resulted in almost no change in mesh-based 
volume. Surface simplification however, did result in a reasonably significant drop in the mesh-
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based surface area. This was particularly apparent for the marching cubes based surfaces (Figure 
4-13b). The fact that a large reduction in the surface area relates to almost no change in the 
volume of simplified meshes suggests that the surface mesh is beginning to underestimate the 
curvature of the spherical particles. 
Figure 4-12 shows the results of flow simulation based on the structures described in 
Figure 4-11. The computed permeability computed has been scaled by the value computed by 
Zick and Homsy. Although we have assumed the lateral boundaries to be sealed, which would 
tend to reduce permeability, we note higher than expected results. This can be attributed to both 
the higher than expected porosity, and lower than expected surface area of the meshes created 
from the unit cell. 
4.3.2 Flow in Cubic Arrays 
For a more detailed analysis of the model we introduce larger arrangements of the cubic 
array and consider flow through a central unit pore as a point of comparison. This analysis of a 
central pore will help to remove uncertainty associated with the artificial no-slip boundary 
conditions. For the case of 4 particle centers per edge (9 pores per face), the central cell that 
analysis will be based on is highlighted in Figure 4-16. Structures with 6, 8, and 10 particle 
centers per edge will also be considered. The structures considered will have a resolution of 50 
voxels per particle diameter. 
Figure 4-17 shows results of the simulations. Pressure has been plotted along the axis of 
the central pore in the direction of flow, and the velocity component in the direction of flow has 
been plotted on an orthogonal axis. Qualitatively, the negligible effect of the sample size (larger 
number of particles) is supported by Figure 4-18 which suggests no clear improvement in 
solution with increasing sample size. In all cases however, both the permeability of the central  
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(a) 
 
(b) 
Figure 4-13. Variation in the mesh-based pore structure with a 
decreasing number of elements for meshes based on a non-smoothed 
surface mesh. The ratio of mesh-based volume to analytic volume is 
shown in (a) while the ratio of mesh-based to analytic surface area is 
shown in (b). 
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(a) 
 
(b) 
Figure 4-14. Variation in the mesh-based pore structure with a 
decreasing number of elements for meshes based on an unconstrained 
smoothed surface mesh. The ratio of mesh-based volume to analytic 
volume is shown in (a) while the ratio of mesh-based to analytic surface 
area is shown in (b). 
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(a) 
 
(b) 
Figure 4-15. Computed permeability normalized by the Zick and Homsy 
solution for flow in cubic array of spheres versus number of elements. 
Permeability is shown plotted against the number of elements for meshes 
based on a non-smoothed surface (a), and meshes based on an 
unconstrained smooth surface (b). 
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(a) 
 
(b) 
Figure 4-16. (a) Inlet slice of the 4x4x4 cubic pack with the entrance to 
9 unit pores shown in white. (b) Central pore of the 4x4x4 pack 
highlighted in red. 
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(a) 
 
(b) 
Figure 4-17: (a) Normalized velocity in the central pore. The component 
of velocity in the direction of flow is plotted along a pore axis 
perpendicular to flow. (b) Normalized pressure in the central pore. 
Pressure is plotted along the axis parallel to flow. 
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Figure 4-18: Computed permeability normalized by the Zick and Homsy 
permeability versus number of pores per edge. Computed permeability is 
based on flowrate through the central pore highlighted in Figure 4-16b.  
pore, and the permeability of the entire pack are within ~1-2% of the expected value of 
permeability according to Zick and Homsy [57]. 
 4.4 FLOW IN A RANDOM PACKING OF SPHERES  
Flow in random and structured arrangements of spheres are useful due to the large 
amount of experimental and analytical results available for validating computed results. Working 
with computer generated packings also allows for the flexibility to change the image resolution, 
as well as the particle size to mimic dilute (particle diameter <100% of tightly packed volume) 
and condensed (particle diameter >100%) arrangements. 
 To validate our computed permeability we compare against the Carman-Kozeny 
Equation, a widely used formula that relates permeability to the porosity ( ) and particle 
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diameter (dp) of the packing. In the case of a random packing of uniformly sized spheres 
permeability is commonly given as [8], 
 
  
  
   
   (   ) 
 (4-4) 
4.4.1 The Effect of Mesh Resolution 
 In this section we consider a 200
3
 voxel sub-section cropped from the interior section of a 
random sphere pack of 1000 particles represented by a 500
3
 voxel image. The particles are have 
a diameter of 105.79µm and the voxel resolution is taken to be 2µm so that there are 
approximately 53 voxels per particle diameter. The small cutout section is used to assess the 
impact of varied mesh resolution which refers to the number of elements used in our mesh. We 
are motivated by identifying the minimum computational problem that yields a reasonable value 
of permeability. Information from this test is used to identify effective meshing parameters that 
can then be applied to larger images.  
Unstructured tetrahedral meshes are created using a marching cubes surface as a start 
point for surface simplification. The initial surface is simplified iteratively by gradually 
increasing the maximum and minimum edge lengths specified. Each successive surface is then 
used to create a tetrahedral mesh. Details of the parameters used to create the meshes are in 
Table 4-1.  
 A comparison of the meshes visualized in Figure 4-19 shows the effect of mesh 
coarsening. Intuitively the coarsest mesh (Figure 4-19d) appears too simplified when compared 
to the highly refined mesh (Figure 4-19a) despite the fact that the coarse mesh appears to be 
capturing the essential structure of the domain. The results of Figure 4-20 however, show a good 
agreement in both quality and quantity of solution for the high and low resolution meshes. Table  
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Table 4-1. AVIZO Meshing Parameters for the 200
3
 Sphere Pack 
SURFACE TYPE 
SURFACE 
SIMPLIFICATION MESH SIZE ELEMENTS 
 
Max Min 
  NoSmoothing 6.00 1.50 6 1,170,147 
NoSmoothing 7.00 1.75 6 974,039 
NoSmoothing 8.00 2.00 Default 900,632 
NoSmoothing 9.00 2.25 Default 635,842 
NoSmoothing 10.00 2.50 Default 466,409 
NoSmoothing 11.00 2.75 Default 348,872 
NoSmoothing 12.00 3.00 Default 269,330 
NoSmoothing 13.00 3.25 Default 208,389 
NoSmoothing 14.00 3.50 Default 166,139 
NoSmoothing 15.00 3.75 Default 134,285 
NoSmoothing 16.00 4.00 Default 109,640 
NoSmoothing 18.00 4.50 Default 77,800 
NoSmoothing 20.00 5.00 Default 57,348 
NoSmoothing 24.00 6.00 Default 35,166 
NoSmoothing 28.00 7.00 Default 24,327 
NoSmoothing 32.00 8.00 Default 17,342 
 
4-2 summarizes the results which highlight how insensitive structure and permeability are to 
number of elements.   
 In looking at the data contained in Table 4-2 we note that the permeability increases with 
an initial decrease in the number of elements reaching a maximum value for the mesh containing 
635,842 elements. This increase in permeability is well correlated with the increase in hydraulic 
radius associated with mesh coarsening reducing the total surface area of the mesh. Additional 
coarsening to fewer than 635,842 elements however, results in a decrease in permeability despite 
the continued increase in hydraulic radius. This decrease in permeability suggests that we enter a 
region (with respect to number of elements) where the reduced number of elements is 
insufficient to accurately capture the velocity field in all parts of the pore space. Referring again 
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to Figure 4-19d it is evident that there are some sections of the pore space where an element 
appears to be spanning the pore space between adjacent particles.  
 
  
(a) (b) 
  
(c) (d) 
Figure 4-19. Tetrahedral meshes in the vicinity of the center slice for the 
200
3
 voxel test case. Clockwise from top left are meshes containing (a) 
1,170,147 elements; (b) 466,409 elements; (c) 109,640 elements; and (d) 
17,342 elements. Faces shaded in blue denote exterior surfaces. 
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(a) (b)  
   
(c) (d)  
Figure 4-20. Plot of velocity magnitude (a and b) and pressure (c and d) 
based on FEM simulation. The results in (a) and (c) are based on the 
mesh containing 1,170,147 elements while the results in (b) and (d) are 
based on the mesh containing 17,342 elements.  
In Figure 4-21 we consider the same slice shown in Figure 4-20 and plot the differences 
in the normalized component of velocity in the direction of the flow for different meshes. In 
Figure 4-21a the highest resolution mesh is (1,170,147 elements) is compared to the highest 
permeability mesh (635,842 elements) by subtracting the velocity of the high permeability result 
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Table 4-2. Geometric Statistics for Varied Mesh Resolution 
ELEMENTS  POROSITY  
HYDRAULIC 
RADIUS 
SPECIFIC 
AREA 
PERMEABILITY 
 
 
 
 
 µm µm
-1
 Darcies 
1,170,147  37.2004  9.5449 0.1048 7.1995 
974,039  37.1902  9.6540 0.1036 7.2514 
900,632  37.1832  9.7138 0.1029 7.2974 
635,842  37.1785  9.7507 0.1026 7.3078 
466,409  37.1728  9.7705 0.1023 7.3018 
348,872  37.1698  9.7825 0.1022 7.2848 
269,330  37.1634  9.7933 0.1021 7.2707 
208,389  37.1656  9.8000 0.1020 7.2453 
166,139  37.1670  9.8087 0.1020 7.2184 
134,285  37.1712  9.8173 0.1019 7.1911 
109,640  37.1743  9.8209 0.1018 7.1640 
77,800  37.1942  9.8337 0.1017 7.0821 
57,348  37.2373  9.8481 0.1015 7.0469 
35,166  37.3589  9.8989 0.1010 6.9300 
24,327  37.5170  9.9790 0.1002 6.9332 
17,342  37.6964  10.0539 0.0995 6.9134 
 
from the velocity of the high resolution mesh. For every point in Figure 4-21a the value is given 
by the following formula, 
 
      
    (     )      (    )
    (  (     ))
 (4-5a) 
where flow is in the z direction and each point i represents an x and y coordinate, and the value is 
normalized by the maximum z component of velocity for the 1,170,147 element results. A 
similar expression is developed to compare the difference in the results of the mesh with 635,842 
elements and 17,342 elements. This formula is given by the following equation. 
 
 
      
    (    )      (   )
    (  (    ))
 (4-5b) 
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In Figure 4-21a we note that the plot of Equation 4-5a generally suggests that the z 
component of velocity is between 0.5% and 1% higher for the mesh with 635,842 elements. This 
difference in the velocity field is consistent with the increase in permeability. We also note that 
the most significant differences in the solution tend to be at the location of the interface between 
the void and solid phases which can be related to the variations in the pore structure due to 
changes in the number of elements. From figure 4-21a however, the increase in permeability 
noted when coarsening from 1,170,147 elements to 635,842 elements is not associated with a 
local change in pore space, but a global smoothing suggested by the increase in hydraulic radius 
resulting in the slightly higher distribution of velocity in the z direction. Conversely, Figure 4-
21b which is a plot of Equation 4-5b is less intuitively interpreted as there is a less consistent 
variation in the difference map. Referring back to Figure 4-19d, we do not that the areas where 
coarsening is resulting in reductions of the z component of flow approaching a 20% reduction are 
well correlated with tighter regions of the pore space where single elements are spanning the 
pore space so that all vertices are located on particle surfaces. 
4.4.1.1 The Effect on Computational Size 
The biggest motivation for reducing the number of elements is the reduction in the 
computational resources required to simulate the flow problem. Table 4-3 summarizes the effect 
of mesh coarsening on the computational problem associated with the models summarized in 
Table 4-1. The number of degrees of freedom refers to the size of the linear system associated 
with the FEM discretization of the Stokes equations, which includes the simultaneous solution of 
the three components of velocity and pressure. The solver time represents the time taken to solve 
the linear system which is the most time consuming step in the code. The memory usage for the 
entire code is also reported where usage is also primarily associated with the solver. For all  
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(a) 
 
(b) 
Figure 4-21. The difference maps associated with Equation 4-5a (a) and 
Equation 4-5b (b). 
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simulations a 96Gbyte system was used with two Quad Core Nehalem Xeon 64-bit processors 
operating at 2.93 GHz. In all simulations the direct multithreaded Pardiso linear solver supported 
by the Intel MKL library was utilized. The most important results attributed to mesh coarsening 
are a reduction in the time to solve the linear system from 11 minutes to less than 1 second, and a 
reduction in the memory used by the FEM code from 39 Gigabytes to less than 65 Megabytes. 
Table 4-3. Computational Statistics for Varied Mesh Resolution 
ELEMENTS DEGREES OF 
FREEDOM 
SOLVER TIME MEMORY USAGE 
  Seconds GigaBytes 
1,170,147 4,041,734 657.45 38.7218 
974,039 3,434,564 469.76 31.1974 
900,632 3,284,733 441.73 31.2513 
635,842 2,278,133 224.67 18.7839 
466,409 1,641,009 130.01 12.8088 
348,872 1,203,065 74.12 7.9432 
269,330 910,936 46.81 4.7652 
208,389 689,232 30.48 0.8848 
166,139 538,510 20.83 1.3316 
134,285 426,703 14.49 2.0342 
109,640 340,956 10.24 0.4426 
77,800 234,632 6.26 0.3071 
57,348 167,796 4.10 0.6354 
35,166 98,370 1.85 0.1325 
24,327 65,953 1.12 0.2214 
17,342 45,342 0.69 0.0638 
 
 4.4.1.2 The Effect of Element Type 
 To compare the effects of element type a number of the meshes introduced in Tables 4-1 
and 4-2 are converted to a format compatible with COMSOL. In this test however, both the P2P1 
and P1P1 element types are considered in COMSOL. Figure 4-22 plots the normalized flowrate 
against degrees of freedom in the linear equation system, and number of elements. The flow is  
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(a) 
 
(b) 
Figure 4-22. Normalized flowrate versus the number of degrees of  
freedom in the linear system (a), and the number of elements (b). 
 
84 
 
 
 
(a) 
 
(b) 
Figure 4-23. Comparison of P2P1 result developed during this work and 
a COMSOL P1P1 simulation for an equivalent set of boundary 
conditions. Velocity magnitude is shown for (a) P2P1 solution, and (b) 
P1P1 solution. 
 
85 
 
 
normalized by the value predicted from the highest resolution simulation in the previous section, 
the mesh containing 1,170,147 elements. 
 Figure 4-22 suggests an equivalence between the P2P1 results obtained by COMSOL and 
the code developed during this study, however the slow convergence of the P1P1 element is again 
noted. The slow convergence of the P1P1 element is again explained by elements having all 4 
nodes on a no-slip surface, where the effect on the velocity field is highlighted in Figure 4-23b.    
4.4.2 The Effect of Finite Sample Size 
 Having identified an appropriate image and mesh resolution we investigate the effects of 
sample size. We take the 500
3
 voxel representation of the sphere pack and vary the size of the 
cutout taken from the sample. Figure 4-24 highlights a 100
3
 voxel section (red) and a 300
3
 voxel 
section (yellow) taken from the larger 500
3
 voxel image. We note that permeability of the cutout 
sections is well correlated with the porosity of each sample. These results are also consistent with 
the work of Bosl et al. which suggest that the permeability and porosity for a random sphere pack 
(in this case the Finney pack) converges at about 5 particles per diameter [28]. Our results show 
that this convergence occurs between 5-8 particles for the 500
3
 voxel image. Importantly 
however, the convergence of permeability does show that the 1000 particle packing structure is 
large enough that results are independent of boundary conditions. 
4.4.2.1 Varied Porosity Packings 
 While the result above suggests a converged value of permeability for a packing of 1000 
spheres we now consider a number of packings having porosity between 38% and 40%. Random 
sphere packs are created using a simulated annealing algorithm with particle size assumed to be 
105.79µm. Permeability is compared to Equation 4-4. We also compare the computed 
permeability to a general form of Equation 4-4 that will be used with the mesh based hydraulic  
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Figure 4-24. Schematic of two cutouts from a larger packing of spheres. 
Small samples are used to study the effect of artificially imposing no-slip 
boundaries. 
radius, porosity, and a Kozeny constant of 5. Equation 4-6 will be considered in greater detail in 
Chapter 6. 
 
  
  
  
 
 (4-6) 
Based on Figure 4-26 we note that at any given porosity our mesh based structure is not captured 
exactly. This is based on the fact that Equation 4-4 and Equation 4-6 do not yield an identical 
value of permeability. While the difference between computed permeability and Equation 4-4 is 
an underestimate of approximately 4%, the fact that the mesh-based Carman-Kozeny 
permeability using Equation 4-6 is well correlated with the CFD results suggests that any 
discrepancy with expectation is due to the mesh representing the true geometry inexactly. 
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(a) 
 
(b) 
Figure 4-25. Convergence of permeability and porosity with increasing 
samplesize. Number of particles increases from ~80-1000 particles in 
simulating the 100
3
 and 500
3
 domains respectively. 
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Figure 4-26. Comparison of computed permeability to the Carman-
Kozeny formula. 
4.4.3 The Effect of Image Resolution 
 In this section we consider a 38% porosity random packing of 1000 uniform sized 
spheres. Image resolution is varied from 10 to 2 microns so that the image size varies between 
100
3
-500
3
 voxels. The varying voxel resolution allows equivalent maximum and minimum 
surface triangle edge lengths to be specified for each resolution image. This results in meshes 
with a similar number of elements, regardless of the image size. The details of the meshes 
considered are contained in Table 4-4.  
In considering the effect of image resolution on the predicted permeability of a random 
sphere pack we have used both the unconstrained smooth, and non-smoothed approaches to 
estimating surfaces. Based on Figure 4-27 the unconstrained results are sensitive to image 
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resolution until a 300
3
 voxel sample is considered. Conversely the non-smoothed or marching 
cubes approach exhibits almost no sensitivity to image resolution. 
Table 4-4. Parameters used to mesh the 1000 particle pack 
Image 
Size VoxelSize Surface Type 
Edge 
Length 
Surface 
Simplification Element Size Elements 
    
Max Min 
  100 10.00 Unconstrained 0.3 14 3.5 default 1,444,443 
100 10.00 No Smoothing 0 16 4 default 1,865,894 
150 6.67 Unconstrained 0.3 14 3.5 15 1,497,548 
150 6.67 No Smoothing 0 16 4 default 1,804,475 
200 5.00 Unconstrained 0.3 16 4 default 1,602,772 
200 5.00 No Smoothing 0 16 4 default 1,839,500 
250 4.00 Unconstrained 0.3 14 3.5 14 1,716,814 
250 4.00 No Smoothing 0 16 4 default 1,843,113 
300 3.33 Unconstrained 0.3 14 3.5 15 1,723,949 
300 3.33 No Smoothing 0 16 4 default 1,852,644 
350 2.86 Unconstrained 0.3 14 3.5 15 1,754,191 
350 2.86 No Smoothing 0 16 4 default 1,754,792 
400 2.50 Unconstrained 0.3 14 3.5 15 1,762,667 
400 2.50 No Smoothing 0 16 4 default 1,809,841 
450 2.22 Unconstrained 0.3 14 3.5 15 1,758,885 
450 2.22 No Smoothing 0 16 4 default 1,787,710 
500 2.00 Unconstrained 0.3 14 3.5 15 1,762,463 
500 2.00 No Smoothing 0 16 4 default 1,812,511 
 
4.5 DISCUSSION 
The simulations presented in this chapter show the ability of the model to match expected 
solutions for increasingly complicated problems based on the geometry of the computational 
domain. Importantly we have shown that the choice of the traction boundary condition is 
reasonable for general application to flow in porous media. Although the mixed condition with 
tangential velocity components set to 0 is more appropriate in certain situations, like fully 
developed flow in the square duct, or flow in the cubic packing of spheres, the more general  
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(a) 
 
(b) 
Figure 4-27. (a) Permeability versus image resolution. (b) Porosity 
versus Image Resolution 
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(a) 
 
(b) 
Figure 4-28. Mesh based structural statistics of the meshes presented in 
Table 4-4 as a function of image resolution for the hydraulic radius (a), 
and the specific surface area (b). 
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traction condition has been shown to represent a reasonable boundary condition that can be 
applied generally to the arbitrarily complex domains associated with real porous materials. 
Additionally, the general traction condition for the case of flow in a square duct introduced 
differences in the inlet pressure distribution that are not significant in the larger context of 
estimating permeability which is based on an average pressure drop across the system. We have 
also shown the large difference between computed results when using a linear or quadratic 
approximation to the velocity field. Based on converged results with respect to total degrees of 
freedom, this suggested that the higher order P2P1 element would be more efficient when based 
on a converged value. Results on a sphere pack considered at multiple resolutions suggested that 
a marching cubes based surface is far more effective when image resolution is low. 
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CHAPTER 5. THE EFFECT OF IMAGE-BASED MESHING ON 
PREDICTED PERMEABILITY 
 The model outlined in Chapter 3 introduces uncertainty as a result of the tetrahedral 
representation of a voxelised pore space. This uncertainty stems largely from the method used to 
identify the isosurface of a segmented image. The isosurface of a binary image entirely defines 
the topology of the flow domain. In this section the effects of mesh induced uncertainty are 
studied in the context of predicting the permeability of a Castlegate sandstone sample. The 
sandstone was imaged at a resolution of 7.57µm and has a pore structure typical of the 
complexity associated with geologic materials (Figure 5-1). 
 
Figure 5-1. 100
3
 voxel section of a Castlegate sandstone imaged at 
7.57µm. 
 Figure 5-1 represents a relatively small sub-volume of 100
3
 voxels randomly cut from a larger 
image. The location of the sub-volume is arbitrary, and is considered irrelevant in the context of 
a general assessment of alternate meshing strategies. For the following discussion, an 
experimental permeability is not used to evaluate the performance of the model. It is however, 
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expected that the 100
3
 voxel section of the Castlegate (Figure 5-1) should be characterized by a 
best estimate for k. In subsequent simulations flow is taken to be in the z-direction, with the 
lateral boundaries assumed to be no-slip. The traction boundary condition will be applied at the 
inlet and outlet with no assumption on velocity.                                                                                                                                       
5.1 THE EFFECT OF ALTERNATIVE MESHING APPROACHES   
 The meshing options described in Chapter 3 provide a number of alternatives to 
generating tetrahedral meshes from segmented image data. In this section five of those options 
are considered. Abbreviations are introduced below with a brief description that introduces a set 
of default settings that are employed for each approach. CAD-Based meshes appear with the 
identifier AVZ which is a reference to meshes created in Avizo, while voxel based meshes are 
identified by PMG which is a reference to the Porous Media Group at LSU. The subscript 
attached to each acronym identifies between approaches.  
- Explicit-voxel (PMGEV). The voxel structure is preserved exactly. Each voxel 
in the void phase is split into five tetrahedrons. The user has no control over 
this mesh. 
- Implicit-voxel (PMGIV). The entire domain is discretized before conforming 
the mesh to the surface by identifying those elements intersecting the implied 
surface. A characteristic length in the range 2-3 voxel units will result in 
meshes containing ~3-5 elements per voxel. 
- CAD-Based, Marching Cubes (AVZMC). Marching cubes surfaces are created 
by performing no smoothing. The default surface will have triangle size on the 
order of voxels. Advancing front tetrahedral generation follows with default 
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mesh sizing. This will typically result in meshes containing ~6-8 elements per 
voxel.  
- CAD-Based, Unconstrained Smoothing (AVZUS). Unconstrained smoothing is 
used to define the isosurface of the segmented image. The ratio of triangle 
edge length is restricted to 0.4. This surface will have surface triangles with 
size equivalent to voxel size. Advancing front tetrahedral generation follows 
with default mesh sizing.  
- CAD-Based, Re-meshing Surface (AVZRS). In this approach surface re-
meshing is applied to the marching cubes surface using the best isotropic 
vertex placement. The number of re-meshed surface triangles is set to 100%. 
Advancing front tetrahedral generation follows with a default mesh sizing. 
5.1.1 Mesh-Based Structure  
A requirement of any image-based mesh should be that it captures the structure of the image 
accurately. Based on this simple requirement, the porosity and surface area are two logical 
measures of how well a mesh preserves the image-based structure. The porosity is trivially 
defined from the segmented image as the number of voxels assigned to the void phase divided by 
the total number of voxels. For the 100
3 
voxel Castlegate sample this is 19.88%. The surface 
area, however, is not well defined by the voxel image. The uncertainty in the value of the surface 
area stems from the voxelised structure tending to overestimate the surface area of the pore 
space. To estimate surface area from the segmented image a weighted marching cubes is used 
[58, 59].  The weights adjust the original marching cubes in an optimal fashion to match the 
surface area of a sphere. Based on this approach the surface area of the Castlegate sample is 
127,852 voxels
2
. This value is modified by noting that the lateral walls of the 100
3
 voxel
 
sub-
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volume are treated as no-slip boundaries, essentially adding surface to the resulting meshes.  By 
including this additional area a reasonable estimate of the surface area is 135,500 voxels
2
. The 
value of surface area and porosity are used in evaluating the mesh-based structures of the five 
meshing options presented in the previous section. Also noted is the hydraulic radius which 
based on the estimate of surface area should be a value close to 1.46 voxels. A summary of these 
meshes is shown in Table 5-1. 
Table 5-1. Summary of Default Meshing Results 
MESH TYPE No. of 
ELEMENTS 
POROSITY 
 
(total %) 
SURFACE 
AREA 
(voxels
2
) 
HYDRAULIC 
RADIUS 
(voxels) 
PMGEV 994,040 19.88
*
 193,463 1.02 
PMGIV 958,262 18.65 136,432 1.37 
AVZMC 1,691,260 19.15 141,721 1.35 
AVZUS 722,392 14.14 75,213 1.88 
AVZRS 1,506,166 18.99 133,687 1.42 
*
Also denotes the image based porosity.  
The results in Table 5-1 highlight a significant range of values for both porosity and 
surface area. As expected, the PMGEV mesh matches the image porosity while significantly 
overestimating the surface area. The AVZUS mesh, however, significantly underestimates the 
volume by creating a very smooth interpretation of the voxel structure. These extreme 
interpretations are highlighted in Figure 5-2 where a cut of the mesh is shown overlaying a 
section of a slice of the Castlegate image. Also in Figure 5-2, are three more reasonable estimates 
of the voxel structure.  
Given the conformance of mesh AVZMC it is hard to justify the significant difference between 
image and mesh-based porosity. This can however, be accounted for by noting that the marching 
cubes surface does not place the void solid surface exactly at the exterior boundary of the 
Castlegate sub-volume. For a void phase voxel at the edge of the sub-volume, the isosurface will  
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(a) (b) 
  
(c) (d) 
 
 
(e) (f) 
Figure 5-2. (a) A 2D slice from the Castlegate sample with a region of 
interest highlighted in red. The corresponding cut through the mesh is 
shown overlaying the region of interest for the following meshes, (b) 
PMGEV, (c) PMGIV, (d) AVZMC, (e) AVZUS, (f) AVZRS. 
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be located 0.4 voxel units inside the exterior. This effectively reduces the volume of the 
Castlegate sub-volume to a cube of 99.2 voxels
3
. Accounting for this reduction in the volume of 
the voxel image adjusts the porosity of mesh AVZMC and AVZRS to 19.62% and 19.45% 
respectively. It is also noted that mesh AVZRS reduces both porosity and surface area although the 
value of the hydraulic radius suggests that the mesh has been smoothed. This can be attributed to 
the slightly conservative estimate of surface location given by the signed distance function. 
5.1.2 Effect on Permeability 
 The effect of the meshes discussed in the previous section is signifincant with respect to 
computed permeability shown in Table 5-2.  
Table 5-2. Permeability Castlegate for Different Meshes 
MESH TYPE PERMEABILITY 
(Darcies) 
PMGEV 0.6749 
PMGIV 0.8747 
AVZMC 0.9928 
AVZUS 0.0656 
AVZRS 1.0413 
The low permeability associated with AVZUS is expected given the significant loss of porosity 
induced by this approach, however the disparity in the remaining numbers was surprising, 
particularly the results for mesh PMGEV. The lower permeability suggests that within reason (a 
reasonable drop in porosity), the effect of overestimating surface area results in a lower predicted 
permeability than the reduction in permeability associated with a reduction in porosity. This can 
be expected from a general form of the Carman-Kozeny (Equation 6-3 introduced in the 
following chapter) which scales as the product of the hydraulic radius squared and porosity 
(RH
2Φ) assuming all else remains constant. This also explains the increase in the permeability of 
AVZRS against AVZMC despite a slight reduction in porosity. The slightly low PMGIV value could  
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(a) (b)  
   
(c) (d)  
  
(e)  
Figure 5-3.Velocity Magnitude at the centre slice parallel to the 
direction of flow of the 100
3
 sandstone sample. (a) PMGEV,   (b) AVZRS, 
(c) AVZMC, (d) AVZUS, and (e) PMGIV. 
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(a) (b)  
   
(c) (d)  
  
(e)  
Figure 5-4. Pressure distribution at the centre slice parallel to the 
direction of flow of the 100
3
 sandstone sample. (a) PMGEV,   (b) AVZRS, 
(c) AVZMC, (d) AVZUS, and (e) PMGIV. 
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(a) (b) 
Figure 5-5. (a) Section of a tetrahedral mesh with 1,691,260 elements 
(b) Section of a tetrahedral mesh with 171,158 elements.  
be explained by the reduced value of porosity. However, Figure 5-3 and Figure 5-4 suggest that a 
section of the pore space is not being accessed by noting the lack of flow on the left side of 
Figure 5-3e. With the exception of AVZUS however, the plots of velocity magnitude and pressure 
in Figures 5-3 and 5-4 suggest a qualitative similarity between results obtained for different 
meshing approaches.   
5.2 THE EFFECT OF MESH COARSENING 
 Mesh coarsening implies a reduction in the number of elements used to represent the 
domain of interest. It is a powerful feature of a model based on an unstructured tetrahedral mesh 
that has been shown in Chapter 4 to significantly reduce the size of a computational problem 
with minimal changes to computed permeability, for random sphere packs.  
 5.2.1 Surface Simplification 
In this section a set of coarse meshes are created by successively simplifying the surface 
mesh given by AVZMC. The number of surface triangles is reduced by holding the ratio of 
maximum to minimum surface triangle edge fixed at a value of 4. By increasing the maximum 
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allowed edge length (where edge length is expressed in terms of voxel units), the surface is 
simplified. Surface simplification is followed by generating a tetrahedral mesh from each 
simplified surface using the default value of the element size. The effect of coarsening is shown 
in Figure 5-5, with a summary of all the meshes created given in Table 5-3. 
Table 5-3. Mesh-based statistics and k for successively simplified AVZMC mesh. 
MESH 
NAME 
SURFACE 
SIMPLIFICATION 
SURFACE 
TRIANGLES 
No. of 
ELEMENTS 
POROSITY SURFACE 
AREA 
k 
 Max. Min.   (%) (voxels
2
) (Darcies) 
1691k Default* 424,264 1,691,260 19.15 141,721 0.9929 
1451k 1.00 0.250 377,784 1,451,705 19.15 141,438 0.9901 
1376k 1.10 0.275 363,788 1,376,342 19.14 140,942 0.9906 
1361k 1.20 0.300 361,380 1,361,492 19.14 140,921 0.9908 
1325k 1.30 0.325 353,300 1,325,380 19.13 140,721 0.9905 
1267k 1.40 0.350 341,802 1,267,749 19.13 140,372 0.9882 
1010k 1.50 0.375 286,928 1,010,120 19.11 140,138 0.9787 
942k 1.60 0.400 265,798 942,981 19.09 139,591 0.9652 
831k 1.70 0.425 242,650 831,003 19.04 138,599 0.9594 
693k 1.80 0.450 214,194 693,445 19.00 137,456 0.9472 
573k 1.90 0.475 186,218 573,985 18.96 136,287 0.9400 
450k 2.00 0.500 162,340 450,369 18.95 135,993 0.9442 
379k 2.10 0.525 145,152 379,088 18.97 136,998 0.9348 
343k 2.20 0.550 134,208 343,524 18.92 135,802 0.9286 
267k 2.40 0.600 111,740 267,599 18.82 133,336 0.9087 
237k 2.50 0.625 102,110 237,874 18.77 132,223 0.8982 
212k 2.60 0.650 93,874 212,070 18.71 131,051 0.8851 
189k 2.70 0.675 86,464 189,675 18.65 130,129 0.8611 
171k 2.80 0.700 79,926 171,158 18.59 129,016 0.8452 
138k 3.00 0.750 68,604 138,354 18.48 127,732 0.8280 
115k 3.20 0.800 59,462 115,412 18.36 126,125 0.7995 
95k 3.40 0.850 52,076 95,060 18.23 124,835 0.7430 
58k 4.00 1.000 36,038 58,857 17.87 121,856 0.6203 
30k 5.00 1.250 21,614 30,161 17.13 116,026 0.4148 
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(a) 
 
(b) 
Figure 5-6. Results for a set of successively simplified meshes (Table 5-
3) of the Castlegate sandstone. (a) Permeability (Darcies) versus number 
of elements. (b) Total and effective porosity (%) versus number of 
elements.   
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The results shown in Table 5-3 clearly show that as the number of elements is reduced, 
the permeability decreases. Figure 5-6 clearly illustrates that the drop in permeability is well 
correlated with a decrease in the porosity.  What also stands out in Figure 5-6 is that the 
simplification appears very effective to a point, exhibiting a very small loss of porosity from 
mesh 1691k  to mesh 343k despite a significant reduction in the size of the problem. From mesh 
343k on however, increased simplification is characterized by a sharp reduction in porosity and 
permeability. It is worth noting also that simplification beyond mesh 343k exhibits a more rapid 
decline in the effective porosity. As the effective porosity accounts for the accessible pore space, 
the reduced porosity is again well correlated with the decay in permeability. 
 5.2.1.1 Throat Collapse 
To help explain the results presented in Figure 5-6, the number of non-manifold surface 
points in the triangular surface mesh is considered. A non-manifold surface point is identified as 
either an edge shared by more than two surface triangles, or a point shared between two surface 
triangles that do not share an edge. The two cases are illustrated in Figure 5-7.  
Although a non-manifold surface can be an issue in some geometric applications it does not 
cause a problem numerically in our model. In each case however, the point or edge must be 
treated as a Dirichlet boundary, in which case no flow may pass through this point. While this 
may not appear to be a problem, the significance is highlighted in Figure 5-8a which shows a 
high resolution mesh (1691k), and a coarse mesh (171k) representing an identical region of the 
pore space. Successive simplification has essentially collapsed the pore space to a point, which 
amounts to blocking a potential flow path. The effect of a collapsed throat is highlighted in 
Figure 5-8b where streamlines released from the same location exhibit completely different paths 
through the domain. By altering the structure of the pore space the connectivity of the structure is  
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(a) (b) 
Figure 5-7: The two cases of a non-manifold topology. (a) The case of 
an edge shared by more than two elements. (b) The case of a point 
shared by faces that do not share an edge. 
reduced. A reduction in the connectivity of the pore space is on average expected to increase the 
tortuosity of the paths open to flow. 
The tortuosity can be defined as the ratio of the length of streamlines to the sample length 
in the direction of flow. Figure 5-9b shows that the tortuosity of a simplified structure does 
increase. Using a definition of tortuosity to be introduced in Chapter 6 an estimate of tortuosity is 
readily obtained from discrete velocity data obtained from simulation (Equation 6-21). Also 
shown in Figure 5-9a is the number of non-manifold surfaces as a function of element number. 
The sharp drop in the initial number of non-manifold surfaces (mesh 1691k to 1010k) is 
accounted for by initial surface simplification pulling non-manifold points in the surface apart 
after they are created during the initial marching cubes surface generation. Beyond this original 
drop in the number of non-manifold surfaces is the trend that simplification will induce non- 
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(a) (b) 
Figure 5-8. (a) Example pore with high (1691k) and low (171k) 
resolution mesh. (b) The effect of pore blocking on the flow path through 
the pore domain for a mesh 1691k (purple) and mesh 171k (red/white). 
Note that streamlines have been colored for effect.  
manifold surfaces. This increase relates well to the increase in tortuosity and decrease in 
permeability, and suggests that the number of non-manifold surfaces could be used in assessing 
how well simplification is preserving the topology of the original pore domain. 
5.2.1.2 The Effect of Triangle Ratio 
 In the previous section a 4:1 ratio of maximum to minimum triangle edge length was 
employed. Gradually reducing the number of surface triangles led to a coarsening of the mesh 
which resulted in a significant decay in the value of computed permeability. The drop in 
permeability was well correlated with a lowering of the porosity of the computational domain, 
attributed to an increasingly blocked, and subsequently tortuous pore space. While a 4:1 ratio of 
edge lengths was employed to maintain good quality surface triangles, it is possible to employ 
any ratio of maximum to minimum triangle edge ratios. The idea behind varying the ratio  
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(a) 
 
(b) 
Figure 5-9. The effect of mesh coarsening presented in Table 5-3 on the  
number of non-manifold surfaces versus number of elements (a), and the 
tortuosity versus number of elements (b). 
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Figure 5-10. Permeability (Darcies) versus porosity. Data set represent 
varied maximum to minimum surface triangle ratio for meshes created in 
AVIZO. 
between minimum and maximum edge length is the thought that a higher ratio may lead to a 
more adaptive surface mesh, implying a mixture of small and large surface triangles. Here the 
expectation is that features like tight throats (represented by few voxels in the image) are 
preserved in the case of higher specified aspect ratio. In considering the effects of the ratio of the 
maximum to minimum triangle edge length the ratio was varied from 2:1 to 10:1. The results in 
Figure 5-10 (the solid red line denotes the 4:1 ratio already considered) show that variations in 
specified edge length ratio had no noticeable impact on the variation of permeability with mesh 
coarsening the aspect ratio has little impact on the calculated permeability. 
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5.2.2 Varied Internal Resolution 
 In the previous sections the effect of mesh-based structure on computed permeability has 
been considered. It is also expected that a reduction in the number of elements by mesh 
coarsening can contribute to the reduction in permeability as a coarse mesh may provide 
insufficient resolution to resolve flow fields accurately. To this point in this study however, any 
change in k has been considered to be due to the effect of a changed pore structure. To separate 
numerical effects from structural effects a number of simplified meshes introduced in Table 5-3  
  
(a) (b) 
Figure 5-11. Two meshes with an identical surface mesh. (a) Large 
value of the mesh size parameter. (b) Small value of the mesh size 
parameter. 
were considered. As all meshes introduced in Table 5-3 were created using a default mesh sizing, 
in this set of tests the surface mesh is held fixed while the internal resolution is varied by 
adjusting the mesh sizing parameter. This gives some insight into the impact of internal mesh 
resolution by separating structural effects, associated with a reduction in mesh-based porosity 
and connectivity, from numerical effects. Numerical effects can relate to the number of elements 
representing the domain, and whether or not this is a sufficient number to accurately represent 
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flow profiles. A summary of the meshes considered, and the resulting effects on the computed 
permeability is given in Table 5-4. The mesh names introduced correspond with Table 5-3. 
 The results in Table 5-4 show that for significant variation in the number of elements, 
over an order of magnitude in the case of mesh 58k, there can be a relatively small variation in 
the predicted permeability. Based on Table 5-4 the variation in permeability for a given surface  
Table 5-4 Summary of results for varying internal resolution. 
MESH NAME 58k 138k 237k 343k 450k 1010k 
DEFAULT 
No. Elements 58,857 138,354 237,874 343,524 450,369 1,010,120 
k 0.6203 0.8279 0.8982 0.9286 0.9442 0.9787 
MINIMUM 
Mesh Size 2.75 3.50 4.00 5.00 6.00 3.00 
No. Elements 60,640 119,431 183,617 238,641 282,601 608,309 
k 0.6213 0.8144 0.8856 0.9039 0.9107 0.9569 
MAXIMUM 
Mesh Size 0.80 0.80 0.80 0.85 0.85 1.00 
No. Elements 863,028 1,255,160 1,507,175 1,399,478 1,509,610 1,286,091 
k 0.6479 0.8775 0.9406 0.9639 0.9681 0.9842 
Note. Minimum and Maximum refer to the number of elements, while 
default values were introduced in Table 5-3. 
 
mesh can be between ~3% and ~7%. This is an important result for two reasons. The first is that 
coarsening can be achieved without dramatically affecting computed permeability. The second, 
that altering the structure of the pore space has a far larger effect on predicted permeability than 
numerical issues related to the number of elements in the pore space.    
5.2.3 Increased Characteristic Spacing 
 With the implicit voxel-based meshing a reduction in the number of elements can be 
achieved by increasing the characteristic spacing which controls the distance between points  
111 
 
 
 
Figure 5-12. Permeability versus number of elements. Each data set 
represents a fixed surface mesh with varying internal element resolution. 
The endpoints of each set are given in Table 5-4. 
used in the Delaunay tesselation. Increasing this value will necessarily reduce the number of 
elements in the mesh however, it also forces a more adaptive mesh of the pore space. Meshes 
become adapted to the narrower sections of the pore space as there is an increase of cases where 
an element has all vertices residing in the solid phase, but edges that pass through the pore space. 
In this case an edge intersects the void-solid interface in more than one location. In this situation 
the algorithm will redistribute points in the computational domain with a higher density of points 
in the regions identified by the case of elements spanning the pore space, yet having all nodes in 
the solid phase. This automatically results in an adaptive mesh as smaller elements are iteratively 
added to the tighter regions of the domain. 
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The results presented in Table 5-5 are particularly significant as they show a complete 
reversal of the trend observed in Figure 5-6. Particularly interesting in Table 5-5 is the rather 
significant decrease in the surface area of the void-solid interface while the porosity remains 
relatively constant. A similar trend of reduced volume and surface area was also observed for the 
simplified surfaces. In the case of meshes simplified from AVZMC however, the collapsing of 
pore throats negated any increase in permeability that may have resulted from a smoothing of the  
Table 5-5. Summary of  results for PMGIV increasing characteristic length. 
MESH 
NAME 
No. of 
ELEMENTS 
POROSITY 
 
(total %) 
SURFACE 
AREA 
(voxels
2
) 
PERMEABILITY 
 
(Darcies) 
M2.75 958,262 18.64 136,432 0.8742 
M3 761,083 18.54 134,759 0.7456 
M4 379,951 18.25 130,654 0.8713 
M5 253,331 18.19 128,198 0.9793 
M6 201,034 18.17 127,594 1.0337 
M7 173,149 18.35 127,629 1.1274 
M8 153,088 18.53 128,601 1.2176 
M9 134,923 18.65 130,514 1.3122 
M10 131,867 19.31 136,508 1.5019 
surface associated with simplification. The dramatic increase in permeability of meshes ranging 
from M4 to M10 however, can’t be well explained by simply using porosity and surface area.  
 5.2.3.1 Pore Bridging 
 A consequence of mesh coarsening using the PMGIV strategy is that as elements become 
larger, there is an increasing chance of an element crossing a solid boundary more than once. 
While the current implementation has been programmed to search for the case of an element 
spanning the void phase, and having all vertices lie in the solid phase, the inverse case is not 
identified. The consequence of this is shown in the Figure 5-15b where a large element is seen 
jumping the solid phase, and subsequently bridging the solid phase. This amounts to an increase 
in the connectivity of the pore space which offers less potential resistance to a flowing fluid. 
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Figure 5-13. Results from Table 5-5 showing the permeability versus 
number of elements.  
5.2.3.2 Throat Engorging 
Although the effects of the throat engorging are not as dramatic as the bridging on the 
(note the qualitative similarity in velocity profile, Figure 5-18a and 5-18b), the effects are 
nonetheless significant. In this case the coarser element is not able to completely resolve the 
shape of a throat. The effect of this is the engorging of the throat which necessarily results in a 
decrease in the resistance of the sample. While surface simplification showed that the collapse of 
pore throats resulted in an increased tortuosity, a decrease in tortuosity results from coarsening 
using simplified meshes based on PMGIV. This is expected as the engorging of throats has a 
tendency to straighten the potential path through a throat. Combined with the increased 
connectivity of the pore space via bridging both effects are expected to result in a decrease in 
tortuosity as lower resistance paths through the domain also become shorter paths through the 
domain. Figure 5-19 does indeed show that coarsening has led to a decrease in tortuosity. 
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(a) 
 
(b) 
Figure 5-14. Results from Table 5-5 showing the effective and total 
porosity versus number of elements (a) and the effective hydraulic radius 
versus number of elements (b). 
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(a) 
 
(b) 
Figure 5-15. A 2D section of the mesh overlaying the section of the 
image, (a) is mesh M2.75 while (b) is mesh M10.  
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(a) 
 
(b) 
Figure 5-16. The velocity magnitude for the corresponding meshes 
shown in Figure 5-15. The results are for the mesh M2.75 (a), and mesh 
M10 (b). 
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(a) 
 
(b) 
Figure 5-17. A 2D section of the mesh overlaying a section of the 
image, (a) is mesh M2.75 while (b) is mesh M10. 
 
118 
 
 
 
(a) 
 
(b) 
Figure 5-18. The velocity magnitude for the corresponding meshes 
shown in Figure 5-15. The results are for the mesh M2.75 (a), and mesh 
M10 (b). 
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Figure 5-19. Tortuosity versus number of elements for successively 
coarsened PMGIV meshes. 
5.3 THE EFFECT OF IMAGE RESOLUTION 
 An advantage of working with computer generated structures, particularly sphere packs 
which are readily converted to voxel structures, is the flexibility to specify voxel resolution. 
Adding to the control of the image resolution is the fact that the structure can be modified by 
converting voxel labels from void to solid phase, or vice-versa. This functionality has been 
employed in several studies where an underlying sphere pack has been modified to mimic a 
variety of daigenetic processes that result in consolidated structures that exhibit realistic 
properties [28-30]. The simplest of these approaches is to increase the radius of spherical 
particles in a random pack so that particles become overlapping. This approach has been applied 
to a packing of 1000 spherical particles with a size distribution 25% of the mean. The 1000 
particles are packed in a cubic domain with an edge length of 1mm. This structure is converted  
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(a) (b) 
Figure 5-20. (a) 100
3
 voxel section of Castlegate introduced in Figure 5-
1. (b) 100
3
 voxel computer generated consolidated pack used to consider 
the effects of image resolution. 
into five voxel images of varying size by assuming voxel resolution to vary from 2 microns 
(image of 500
3
 voxels), to a resolution of 10 microns (image of 100
3
 voxels). The 100
3
 voxel 
structure is shown in Figure 5-20 alongside the Castlegate sample introduced in Figure 5-1. 
Although not equivalent statistically, the computer generated structure and the real Castlegate 
contain qualitative similarities. 
5.3.1 Voxel Independent Meshing 
 While the primary goal of this study is to consider the effect of image resolution on 
computed permeability, this study also serves to highlight a feature of an unstructured approach 
to pore-scale modeling. The independence of mesh resolution from voxel resolution is stressed in 
this study. This implies that by increasing the resolution of an image (more voxels), the size of 
the computational problem need not increase. This is possible because a characteristic size of  
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(a) (b) 
Figure 5-21. (a) Low resolution image (10 microns) with overlaying 
mesh. (b) High resolution image (2 microns) with overlaying mesh.  
elements can be adjusted so that the physical size of an element (in microns and not voxels) is 
held reasonably fixed. The idea is highlighted in Figure 5-21 where the same section of an  
image is shown at two resolutions. The low resolution corresponds to a voxel size of 10microns 
(100
3
 voxels), while the high resolution corresponds to a voxel size of 2 microns (500
3
 voxels). It 
is noted that the meshes overlaying each image contain equivalently sized elements which 
qualitatively highlights how element size can be decoupled from the voxel size.  
 In considering the effect of image resolution, meshes are created in a similar manner to 
the approach used for the AVZMC meshes summarized in Table 5-3. A set of successively 
simplified meshes is created for each resolution image. The results suggest that permeability 
exhibits a similar decay with decreasing number of elements to that shown in Figure 5-6. What is 
surprising however, is the large difference that image resolution has on results. Comparing 
results based on the 500
3
 and 100
3
 voxel samples we notice a significant difference in computed  
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Figure 5-22. Results for identical structures imaged at five resolutions 
where permeability is shown versus number of elements. 
permeability. The low-resolution image exhibits a permeability of ~50% less than the higher 
resolution-image, as shown in Figure 5-19a.  
The interesting question that is raised by the results shown in Figure 5-22, is whether or 
not the 100
3
 voxel results can be reasonably made to match the higher resolution 500
3
 voxel 
results. While we expect the AVZMC mesh to provide a lower bound on permeability, it is 
impossible to believe that a meshing strategy could resolve the differences in permeability based 
on the low and high resolution image (Figure 5-21) without compromising the underlying 
structure of the image. This result then implies that the resolution of an image can fundamentally 
limit the quality of the answer possible, even for an unstructured mesh that is intended to be 
decoupled from image resolution.  
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(b) 
 
(c) 
Figure 5-23. Results for identical structures imaged at five resolutions 
where the effective porosity is shown versus number of elements (a), and 
hydraulic radius is shown versus number of elements (b). 
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5.4 DISCUSSION 
 The accurate prediction of permeability in consolidated materials represents a 
major goal of this research. Considering the Castlegate sample studied in this section, evidence 
suggests that a reasonable value for the sample considered should be no less than ~1 darcy, the 
value given by AVZMC, and mesh 1691k specifically. This must represent a lower limit for two  
reasons. The first is that a marching cubes approach is faithful to the image-based porosity which 
should increase k. The second is that marching cubes surfaces will overestimate surface area 
which will have the effect of decreasing permeability. 
The sensitivity of the pore structure to a reduction in the number of elements essentially 
negated one of the benefits of the unstructured approach by requiring a high number of elements 
to represent the domain. Based on the simplified AVZMC results, approximately 300,000 elements 
appeared to be required to preserve the topology of the flow domain accurately (Figure 5-6 and 
5-10). This amounts to a ratio of elements to voxels of larger than one. 
This was not expected given the results of Chapter 4.4, where a large variation in the 
number of elements used to discretize the pore space had a very small effect on computed 
permeability. This is also interesting because a random sphere pack is often taken to be a final 
validation of many CFD approaches to modeling flow in porous media. Therefore, a reasonable 
match to the Carman-Kozeny result implies that the model approach should apply to a 
complicated consolidated material. What our results in this section suggest is that the 
heterogeneous nature of a realistic geologic material does not respond in the same fashion to 
mesh coarsening as the homogeneous pore space of a sphere pack. This also suggests that a 
higher porosity structure (random sphere pack) is better suited to mesh coarsening.  Our 
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experience has also shown that unconsolidated materials are also generally better suited to mesh 
coarsening than consolidated materials like the Castlegate.   
5.4.1 Modified Meshing Strategies 
 The results of this study show that the coarsening strategies employed herein are 
relatively ineffective at preserving the expected value of permeability for a consolidated 
material. It was shown that in the case of mesh AVZMC followed by surface simplification, a 
reduction of the volume of the mesh, combined with the collapse of throats lead to a decaying 
value of permeability. Conversely, increasing the characteristic spacing with the PMGIV 
approach resulted in increased values of permeability that were attributed to a bridging of pores, 
and an engorging of throats. Despite, the somewhat disappointing results, a number of potential 
improvements could address these issues 
 5.4.1.1 CAD-Based- Surface Simplification 
 Surface simplification proceeds by a successive collapsing of edges to points until a 
desired number or size of surface triangles is achieved. Before every simplification is accepted, 
the cost of the collapse is evaluated based on some metric. In the Avizo software, surface 
simplification employs a quadric error metric defined by Garland and Heckbert [60]. This 
approach has been noted for its computational efficiency, geometric fidelity, and topological 
generality. Based on the results presented in Figure 5-6 and 5-20, a more appropriate strategy for 
pore scale studies would involve a cost strategy that weights more heavily volume preservation. 
Such an algorithm has been presented by Lindstrom and Turk [47]. Additionally, a check of 
whether or not a collapse results in the creation of a non-manifold surface would be particularly 
important for porous media application or a cardiovascular simulation where it is imperative that 
a throat remain open to flow.  
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5.4.1.2 Network-Based Mesh Coarsening  
In an earlier work it was shown that a coarsening strategy was able to effectively preserve 
the connectivity of a pore space while reducing number of elements by 50%. This was achieved 
by including an underlying physically representative network structure to add points to critical 
regions of the pore space defined by to be used in the subsequent Delaunay tessellation by the 
PMGIV approach. Using throat locations to add higher density distributions of points the aim was 
to create an adaptive mesh based on network structure.  
Ideally however, as in a traditional adaptive meshing scheme, we would desire higher 
density point distributions in critical regions based on physics, in particular those throats 
characterized by high flow or high gradients in the pressure field. This would also by possible by 
including the physics of a network model, where estimates of pressure gradients could be used to 
identify the most critical pore and throat locations. The effectiveness of this strategy would 
necessarily be based on how the distribution of flow, and pressure in a network based simulation 
would compare to the equivalent distribution predicted by a finite element model.  
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CHAPTER 6. MODEL APPLICATIONS: TORTUOSITY IN THE 
CONTEXT OF CARMAN-KOZENY 
 A topic of significant interest in the study of porous materials is the relation of different 
properties to one another. This idea has been termed cross-property relations [20], and becomes 
useful in situations where one property is more easily measured than another property [61]. This 
idea is important in the oil and gas industry, where logging tools are used to determine 
characteristics of a formation such as porosity, permeability, and fluid content. Electrical logging 
tools are particularly common, and an understanding of how electrical resistance relates to the 
permeability of a material is of great interest in evaluating how readily oil may be recovered 
from a formation. The relationship between the electrical resistance and permeability of a porous 
material is considered by comparing a hydraulic and electric definition of tortuosity. These 
estimates of tortuosity are then related to the value of tortuosity required to match a general form 
of the Carman-Kozeny equation to computed permeability. To assess these relationships 
computer generated random sphere packs are used as seed structures for creating dilute and 
consolidated packing structures. Dilute structures are created by uniformly decreasing particle 
diameter, while consolidated structures are created by uniformly increasing particle diameter. 
Each packing contains 1000 particles packed in a cubic domain. The underlying packing 
structures vary from a uniform particle size distribution to a standard deviation 25% of the mean. 
All structures are voxelised to a resolution of 500
3
 voxels.    
6.1 HYDRAULIC AND ELECTRIC TORTUOSITY 
 Tortuosity is considered a property of porous media that relates the average orientation of 
the connected voids to an orthogonal coordinate. It has been noted that caution is needed when 
dealing with tortuosity because the exact definition can change based on application, and the 
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method of determination [26]. Two common definitions of tortuosity often associated with 
hydraulic and electric flow and are often assumed dto imply that tortuosity (T) is,  
 
  
  
 
 (6-1) 
where le and l respectively are the ratio of length a fluid particle travels to the length of the 
sample in the macroscopic flow direction. This necessarily implies that T will always be greater 
than unity although it has also been presented as the inverse of Equation 6-1. It is also common 
to see tortuosity defined as the square of equation (6.1) [62],  
 
   (
  
 
)
 
 (6-2) 
While these differences are often a simple matter of definition, this variation only hints at much 
of the confusion that can be associated with the concept of tortuosity. 
 6.1.1 Hydraulic Tortuosity 
 The best known application of the tortuosity concept was by Carman who proposed a 
correction to an earlier formula for predicting permeability based on a hydraulic radius theory by 
Kozeny. His correction was justified by noting that the true flow path through a packing of 
spheres was in fact longer than the length of the sample in the macroscopic direction of flow. 
The modified version of the Kozeny formula included a factor to account for this deviation in 
flow path which resulted in the following general formula for permeability [62], 
 
  
  
  
 
 (6-3) 
where RH is the hydraulic radius,   denotes the porosity of the material, and K denotes the 
Kozeny coefficient. K is further defined as, 
       (6.4) 
129 
 
 
where T’ denotes the tortuosity defined by Equation (6-2) and k0 denotes a shape factor [62]. In 
considering flow through a packing of spheres, Carman based his correction on an average flow 
path (or T) of √  times the length of the sample with an assumed shape factor of 2.5. This 
resulted in a value of the Kozeny constant of 5. While the definition of the shape factor as a 
value in the range 2-2.5 would later result in a value of tortuosity in the range 1.41-1.58, it was 
generally accepted that the Kozeny coefficient was a constant equal to 5. Due to the success of 
the Carman-Kozeny formula, particularly for flow in sphere packs, and the logical observation 
that T should be reasonably estimated by a value of √  an intuitive hydraulic definition of 
tortuosity is based on the average length fluid particles travel through a sample defined by 
Equation 6-1. 
 
   
  
 
 (6-5) 
 6.1.2 Electric Tortuosity 
 The basis of resistivity log interpretation is formed by Archie’s equations which define 
the formation factor (F) of a material as the ratio of the resistivity of a sample saturated with a 
conducting fluid to the resistivity of that fluid [41]. In his seminal work Archie related the 
formation factor to the porosity of a material as,  
 
  
  
  
 
 
  
 (6-6) 
where   denotes the porosity, m is the cementation exponent, and a is an empirical constant that 
is assumed to relate to grain shape and tortuosity [19]. Although a is not explicitly defined as 
tortuosity, the product of porosity and formation factor, where cementation factor is set to unity, 
gives an electric definition of tortuosity defined as [8, 62], 
       (6-7) 
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The definition for electrical tortuosity given by Equation 6-7 was justified by Bear who noted 
that the resistance of a conducting solution to flow along a duct of length L and cross-section A 
can be defined as, 
 
     
 
 
 (6-8) 
where   is the resistivity of the electrolyte. To determine the resistance of a porous material we 
acknowledge that only an effective area (Ae) is open to flow due to the presence of the solid 
phase. Additionally accounting for the increase in the length that the current must flow along 
from L to Le, the material resistance R0 can be defined as. 
 
     
  
  
   
 
 
 (6-9) 
Relating the material resistance to the resistance of the fluid F is shown as, 
 
  
  
 
 
 
  
 
 
 
 (6-10) 
This results in the definition for electrical tortuosity given by Equation 6-7 [8].  
 6.1.3 Relating Hydraulic and Electric Tortuosity 
 An understanding of the relationship between the hydraulic and electric tortuosity of a 
porous material is difficult to identify in literature related to the topic. While the electric and 
hydraulic tortuiosity were implied to be equivalent in the studies of Wyllie et al. [62], and the 
more recent numerical studies of Zhan et al. [29], the equivalence of these definitions of 
tortuosity has been refuted in the theoretical works of Suman and Ruth [63]. To test the 
equivalence of the hydraulic and electric definitions of tortuosity we will base comparisons on 
the general form of the Carman-Kozeny Equation 6-3 with k0 assumed to be 2, and the tortuosity 
required to match computed values of permeability. This subsequently introduces a definition of 
tortuosity based on rearrangement of Equation 6-3. 
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 (6-11) 
A treatment of k0 as a constant equal to 2 is consistent with several authors [64, 65].  
6.2 NUMERICALLY CALCULATING TORTUOSITY 
6.2.1 Pore-Scale Hydraulic Tortuosity 
 The hydraulic tortuosity (Th) is based on explicitly calculating streamlines using pore-
scale velocity information obtained from solutions to Stokes equations. Each streamline is 
calculated by determining the trajectory of a massless particle. The trajectory r(t) of this particle 
is governed by a solution to the equation of motion [26], 
   
  
  ( ) (6-12) 
where r denotes the position vector and u the velocity field. The equation of motion (Equation 6-
12) is solved by 4
th
 order Runge-Kutta with adaptive time-stepping. Adaptive time stepping is 
achieved by prescribing a fixed length to be used in updating streamline position and 
normalizing the velocity vector at every successive streamline position. To simplify the 
implementation of solution to Equation 6-12 velocity information on the unstructured tetrahedral 
mesh is converted to a structured grid. Within any grid block the velocity is interpolated by a 
linear combination of the velocity at the 8 vertices of the grid block. Streamlines are tracked 
through the pore space based on a uniform seeding of release points on a plane near to the inlet 
of the domain.  
6.2.1.1 Weighting Streamlines 
 Once a set of streamlines has been calculated, a number of weighted approaches can be 
employed to calculate tortuosity. Treating this set of streamlines can alternately result in 
geometric or kinematic values for the hydraulic tortuosity [8]. Bear noted the geometric 
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interpretation essentially assumes a piston like velocity profile, while a number of weighted 
approaches accounting for kinematic information have also been considered in [25, 26, 64], 
albeit only in 2 dimensions. All approaches can be generalized by the following formula, 
 
  ∑    
 
   
 (6-13) 
where N is the total number of streamlines, and wi is the weight assigned to the i
th
 streamline 
with tortuosity Ti defined by Equation 6-1. The simplest of these approaches is to take the sum of 
the tortuosity of each streamline divided by the number of streamlines. This results in a 
geometric definition of tortuosity that will be denoted as the simple average tortuosity (   ),  
 
   
 
 
 (6-14) 
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 (6-15) 
The tortuosity defined by Equation 6-15 does not account for the variation in flux that 
can be associated with different streamlines. A simple way to account for the varying flux is to 
use the component of velocity in the primary direction of flow at the origin of each streamline. 
As a uniform seeding of streamlines over an inlet plane is assumed, summation over the 
component of velocity in the macroscopic direction of flow at each seed location will give the 
total flux over the inlet plane. Weights for each streamline can be defined, 
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)
  
      (6-16) 
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where vx,i is taken to be the component of velocity in the macroscopic direction of flow of the i
th
 
streamline. The weight is therefore the percentage of total flux at the release plane resulting in 
the following definition for tortuosity based on inlet flux (   ), 
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 (6-17) 
 In the work of Knackstedt and Zhang a weighting was achieved by accounting for the 
inverse of the number of steps taken for a streamline to pass from an inlet plane to an outlet 
plane [64]. Although not specified in their work, this suggested the use of a fixed time step in 
estimating streamline trajectories. By this assertion the number of steps could then relate to an 
inverse of the residence time (tr). This was subsequently taken as a measure of the flowrate 
associated with a streamline when divided by the summation of inverse residence time of every 
streamline. In this definition the weight becomes, 
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   (6-18) 
A weighting based on the inverse of residence time favors streamlines passing through the 
domain most quickly. Our second approach to the weighted estimate of hydraulic tortuosity is 
based on the inverse residence time which leads to (   ), 
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 (6-19) 
A more consistent approach to the weighting could utilize information about the flux at 
the release point and the residence time. As each streamline can be associated with a constant 
flux, scaling this value by division with the residence time accounts for both flux along a 
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streamline, and the speed with which a given volume of fluid passes through the pore space. This 
approach is considered an optimal weighting and is defined as, 
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) (6-20) 
This results in a third and optimal definition for tortuosity (    ), 
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 (6-21) 
A similar approach was used in recent work where a unit of time was used to assess the length 
traveled by streamlines crossing a plane [26]. In this work an adaptive time stepping was used 
which suggested the use of a fixed length for each step in the calculation of streamlines. Unlike 
our approach of a uniform seeding of streamline start points, Matyka used an uneven distribution 
of seed points for streamline calculations ensuring a constant flux between adjacent streamlines.  
 An alternative definition of tortuosity not requiring the calculation of streamlines is also 
used. This definition is based on velocity information at discrete locations and is adapted from a 
2D definition for tortuosity [66]. We denote this as point-based tortuosity (   ), 
 
    
∑     (     )     
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 (6-22) 
The formula assumes fluid flow to be predominantly in the x direction with the magnitude of 
velocity defined as, 
 
     √(  )  (  )
 
 (  )  (6-23) 
This is an appealing definition for tortuosity as it requires velocity information at discrete 
locations only, which obviates the need to track a large number of streamlines. Koponen  
considered this definition to describe the local fluctuations around the direction of the average 
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flux, subsequently likening this to the original assumptions of Carman [25]. In the case of low 
porosity, or highly tortuous structures where the likelihood of numerical streamlines erroneously 
intersecting the solid phase is increased, the point-based approach can effectively provide an 
estimate for tortuosity. 
6.2.2 Pore-Scale Electrical Tortuosity 
 Simulating the electrical tortuosity requires that the material formation factor be 
computed. This is possible by assuming the pore space is saturated with an electrically 
conductive fluid. By then applying a voltage drop across the system, the current that flows 
through the system is determined from the electrostatic potential (voltage) distribution. This 
distribution is governed by Laplace’s equation which states that, 
       (6-24) 
Solving for the potential distribution (E) is based on a defined voltage at inlet and outlet planes 
(Dirichlet boundary), while a no flux boundary condition (Neumann boundary) is used at the 
void-solid interface. 
         (6-25) 
In Equation 6-25, n denotes the direction normal to the void-solid surface. These boundary 
conditions mimic the typical conditions in a laboratory core test for material resistance. Using 
the results of the model, the resistivity of the material is given by the following formula. 
 
   
  
 
 
 
 
 (6-26) 
A is the total cross sectional area of the sample, L is the length if the sample in the direction of 
macroscopic voltage drop, and I is current [21]. Because we use Dirichlet conditions at the inlet 
and outlet of the numerical domain to assign potential our voltage drop is therefore assigned. To 
calculate the current we can integrate over any cross-sectional area orthogonal to the 
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macroscopic voltage drop. Current I is defined by the following equation where σ denotes the 
electrical conductivity of the fluid. 
 
    ∫     
  
   (6-27) 
While the integral above suggests that current is calculated over the inlet we note that the current 
through any plane orthogonal to the voltage drop should yield the current passing through the 
system. The integral denoted by Equation 6-27 is calculated by converting the voltage 
distribution on the tetrahedral mesh to a regular grid that permits the use of difference formula to 
estimate current. Solution to Equation 6-24 is by the finite element method on unstructured 
tetrahedral grids. A quadratic profile has been assumed for the potential distribution. This code 
was readily adapted from the Stokes code introduced in Chapter 3. 
6.3 MODEL VALIDATION 
 Validation of the model requires that accurate solutions to Stokes equations, Laplace’s 
equations be obtained, as well as an accurate approach to calculating the streamlines. To validate 
the model the case of flow in a random packing of uniform sized spheres is considered from 
Chapter 4-4. As this study will consider both both dilute and consolidated packings, several 
limiting structures are also considered.     
6.3.1 Mesh-Based Structure 
 The dilute sphere packings that are to be considered can be used to compare mesh based 
structural parameters with analytic values. Porosity, hydraulic radius, and specific surface area 
are considered. The analytic calculations of surface area include the area associated with the 
lateral walls of the simulation domain artificially made to be no-slip boundary surfaces. It is also 
noted that the analytic computations for dilute packings to the limit of 100% particle diameter  
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(a) 
  
(b) (c) 
Figure 6-1. A comparison of the theoretical and mesh-based structural 
properties of the sphere packs generated from the 1000 particle packing 
of uniform sized spheres. Comparisons are made for the case of particle 
diameter 100% and less where theoretical values are available. The 
figure shows comparison for porosity (a), specific surface area (b), and 
hydraulic radius (c). 
have only been considered. Figure 6-1 suggests a good agreement between analytic and mesh 
based structure for the dilute packings. The largest deviation appears with respect to the surface 
area in the limit of spheres touching (100% particle diameter) where the mesh underestimates 
surface area. This results in a slight increase in hydraulic radius given and is a consequence of  
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working with voxelized structures. Voxelized structures are unable to resolve the point of contact 
between adjacent particles, the effect being to blend particles together which results in an 
underestimate of the surface area. The effect of blending particles is not seen in the dilute 
packings which contain separated particles, and show an excellent agreement to analytic values 
of key structural parameters.  
6.3.2 Permeability 
In these validation studies the effects of mesh resolution, and the effects of finite sample 
size are considered for a uniform packing and a packing with a particle size with a standard 
deviation 25% of the mean. As the uniform packing of spheres has been validated in Chapter 4-4 
a dilute and consolidated structure will be considered based on the uniform packing, denoted as 
STD_0 for a standard deviation of 0. Also considered in this validation will be structures based 
on the packing with particle size distribution 25% standard deviation, STD_25. The four cases 
introduced in this validation are described in Table 6-1. 
Table 6-1. Five cases used in mesh dependence and problem size study. 
PARENT  
STRUCTURE 
PARTICLE  
RADIUS 
IMAGE SIZE IMAGE 
 POROSITY 
 (%) (voxels
3
) (%) 
STD_0 80 500 68.17 
STD_0 120 500 9.13 
STD_25 80 500 68.25 
STD_25 100 500 38.01 
STD_25 120 500 9.17 
 
The effect of the modified particle radius is illustrated in Figure 6-2, where a section of the mesh 
is also shown. An excellent agreement between the mesh and the image is observed. The figure  
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(a) 
(b) 
(c) 
Figure 6-2. Middle slice of STD_0 structures with a corresponding 
section of the mesh. (a) 80% particle radius. (b) 100% particle radius. (c) 
120% particle radius. Note that the sizing of elements decreases as the 
porosity is reduced. This is done to maintain a reasonable number of 
elements in the respective pore spaces. 
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(a) 
 
(b) 
Figure 6-3. The effect of coarsening shown as permeability versus 
number of elements. For structures based on 80% particle radius (a) 
number of elements has little effect on computed permeability. For 
structures based on 120% particle radius (b) results show that we are 
only approaching convergence with the highest resolution simulations. 
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Figure 6-4. The effect of finite sample size (with respect to cubic 
voxels) shown as permeability versus sample size for structures with 
100% particle radius.  
also highlights how the sizing of elements is decreased as the porosity of the sample decreases, 
this decrease in element size is necessary to ensure the void structure is resolved in the low 
porosity samples. In considering the effects of mesh resolution the 100% packing was shown to  
exhibit a relative insensitivity to mesh resolution (Table 4-1). A similar trend is observed for the 
dilute packing structures in Figure 6-3a where the results are clearly insensitive to the number of 
elements. Conversely, the consolidated structures exhibit a trend very similar to that shown in 
Chapter 5 and appear to be close to mesh independent in the higher number of elements 
considered. As the coarsening employs the surface simplification approach the effects of 
successive throat collapsing with repeated simplification explain the rapid decay in permeability 
with decreasing number of elements observed in Figure 6-3b.  
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(a) 
 
(b) 
Figure 6-5. The effect of finite sample size (with respect to cubic 
voxels) shown as permeability versus sample size for structures with 
80% particle radius (a) and structures with. 120% particle radius (b). The 
results show that the effect of the no-slip boundary on the lateral walls is 
far more significant in the higher porosity structure.  
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Using a reasonable mesh resolution, the effects of finite sample size are considered in 
Figure 6-4 and Figure 6-5. Figure 4-20 showed that the STD_0 pack at 100% radius approached  
a representative estimate of permeability at a sample size of 400 voxels
3
, which corresponds to 
approximately 8 particle diameters across. Interestingly the convergence on a representative 
sample size is significantly slower for the higher porosity sample Figure 6-5a when compared to 
the lower porosity sample Figure 6-5b. While this behavior seems counterintuitive given the 
expectation that the pore structure is more complicated with lower porosity, it speaks to the 
effects of the artificially imposed no-slip condition on the lateral walls. In the case of the high 
porosity domain, this implies that the effects of this confining wall are felt well away from the 
domain boundary. So significant is this effect on the 80% radius structures that we are only just 
approaching convergence with the 1000 particle sample. 
6.3.3 Streamline Trajectory 
To evaluate the convergence of the solution to Equation 6-12 the resolution associated 
with computing streamlines is defined by the number of grid blocks in the direction of flow, 
divided by the specified step size.  
 
           
      
      
 (6-28) 
Noting that the specified step size defines a length in relation to the size of the structured 
blocks (a length of 1 implies that we move a length equal to the edge length of each of the 
structured blocks) resolution defines the minimum number of steps it would take to move across 
the domain if the flow were through a straight pipe or duct. Increasing grid resolution will 
mitigate uncertainty associated with the linear interpolation between grid points on the structured 
mesh. This uncertainty is mitigated when constructing the structured mesh  by sampling points at  
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(a) 
 
(b) 
Figure 6-6. (a) Convergence of TSA with decreasing step size for 
different grid resolutions. (b) Convergence of all estimates of hydraulic 
tortuosity with decreasing step size based on           . 
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Figure 6-7. Distribution of the streamline length plotted on a plane 
denoting the seed locations for each streamline. Red denotes longer 
streamlines, and blue denotes shorter streamlines. 
a sub-element level. Sampling at the sub-element level implies that the number of structured grid 
blocks will be greater than the number of unstructured elements. 
Using a 200
3
 voxel cutout from the STD_0 structure with particle radius of 100%, the 
behavior of predicted hydraulic tortuosity to varied resolution, defined by Equation 6-28, is 
considered. As expected Figure 6-5a converges on a single value of tortuosity with decreasing 
grid resolution. In this case the simple average tortuosity TSA has been considered, and a grid 
spacing of 1 (          ) yields reasonably converged values. In all subsequent computations 
of hydraulic tortuosity grid spacing is set to a value of 1.0 while the specified step size is set to a 
value of 0.1.  
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(a) 
  
(b) (c) 
Figure 6-8. Weighting distributions at seed locations where the red 
implies a high weighting and blue implies a low weighting. These 
weighting functions adjust the streamline length to determine hydraulic 
tortuosity based on the component of velocity in direction of flow (a), 
the inverse of the residence time (b), and the optimal weight (c). 
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In Figure 6-6b all definitions of hydraulic tortuosity introduced in the previous section 
are considered. Figure 6-7 shows the plot of discrete streamline length located at the seed 
location while Figure 6-8 shows the weighting functions associated with each streamline for the  
inlet flux weighting (6-8a), inverse residence time weighting (6-8b), and the optimal weighting 
(6-8c). Somewhat surprising, given the variation in the look of the weighting functions presented 
is the lack of variation in the value for all estimates of hydraulic tortuosity. This is however, 
consistent with the 2D results of Koponen who showed little deviation in predicted tortuosity for 
a number of weightings using materials with porosity ranging from 0.5-0.9 [25]. We also note 
that     and      provide upper and lower estimates for hydraulic tortuosity respectively. That 
the optimum average (    ) gives a lower estimate of tortuosity is an intuitive result as it 
suggests that less tortuous paths (shorter streamline length) are more likely associated with 
streamlines possessing a high flux and short residence time. This relationship between higher 
weighting and shorter streamline length is supported by noting that the highest weighting 
associated with      (Figure 6-8c) are associated with shorter streamline lengths in Figure 6-7. 
Conversely, the result that simple averaging (   ) of streamlines provides an upper estimate of 
tortuosity is also intuitive. This result suggests that equal weighting to all streamlines will overly 
bias streamlines that follow closely the geometry of the pore walls and are subsequently more 
inclined to associate with lower flux streamlines.   
Although the ultimate goal of calculating streamlines is an estimate of tortuosity there are 
a number of points contained in Figure 6-7 and Figure 6-8 that warrant further discussion. The 
combination of flux with residence time, referred to as the optimal weight in Figure 6-8c, 
interestingly identifies what could be considered the preferential flow path through the domain. 
The discontinuous nature of the streamline length plot in Figure 6-7 is also noted for a two 
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reasons. The discontinuity in the streamline length map identifies adjacent streamlines that will 
ultimately diverge due to obstructions in the pack. The strong correlation between these 
discontinuities and high residence time is also noted as an intuitive result that identifies points 
where streamlines split. Due to splitting, streamlines may be more likely to be in close proximity 
with solid surfaces and low velocity regions of the pore space. These discontinuities are also 
noted as they tend to coincide with streamlines that do not pass through the entire domain, and 
are therefore not included in the tortuosity calculation (registered as a zero streamline length in 
Figure 6-6). This is an unphysical result of the model and has been previously noted as relating 
to seed locations where the numerical problem of calculating streamlines is ill-conditioned [26].  
6.3.4 Formation Factor 
Using the packing structures introduced in Chapter 4-4 (porosity in the 38%-40% range) the 
formation factor is computed on the same meshes used to solve the flow problem. Results are 
evaluated using several correlations that estimate F based on porosity. A correlation by Maxwell 
is based on a suspension of non-conducting spherical particles where F is given by the following 
equation [8].  
 
  
   
  
 (6-29) 
In studying fused bead packs Sen noted a cementation factor of 1.5 was shown to be in perfect 
agreement with measured electrical conductivity for porosity in the range 0.03-0.38 [67]. This  
correlation is in the form of Equation 6-6 where the tortuosity factor a is assumed to be unity. 
The correlation is given by the following formula. 
       ⁄  (6-30) 
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Figure 6-9. Comparison of computed formation factor to empirical 
formula for random packing with porosity 38%-40%. 
An additional correlation considered is attributed to a theoretical study of Berryman [68]. This 
formula is based on a random array of non-conducting uniform sized spherical particles. 
Berryman gives the following correlation for F by the following formula.  
 
  
 
 (   )
 (6-31) 
The results of simulation are shown against the three correlations in Figure 6-9. It is clear that the 
data are well matched to Equation 6-31 (Berryman) which is not unexpected as Maxwell’s  
correlation only holds in the dilute limit, while Equation 6-30 is based on a range of fused 
structures. 
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6.4 RESULTS 
 To create a reasonable amount of data, sphere packs with a 5% and 10% particle size 
distribution, STD_5 and STD_10, are considered in addition to packs STD_0 and STD_25 
considered in the previous section. A number of computer generated packs are subsequently 
created from these seed structures by uniformly varying the size of the particle radius. This 
approach has been applied in other works where the underlying sphere structure was based on 
the Finney pack [28, 29]. The resulting structures vary in porosity from ~3% to 70% porosity, 
which amounts to varying the particle radius between 125% and 80%. 
 Image-based meshing is used, which requires our sphere packs be converted to 3D 
images. We use a 500
3
 voxel domain for each packing considered. The voxel resolution is  
assumed to be 2μm so that the edge of the simulated domain has a physical edge of 1mm. In the 
case of a uniform sized packing of 1000 spheres this resolution represents a voxel to particle 
diameter of approximately 53 and is considered a sufficient digital resolution to accurately 
represent the structure. All meshes are created by the AVZUS approach described in Chapter 5. 
 6.4.1 Permeability 
 The results of computed permeability for all sample structures exhibits five orders of 
magnitude variation. A similar result is observed for the different seed packing which suggests 
that the bulk permeability results are independent of the detailed particle size distributions 
considered in this study. We do however observe an increasing variation in permeability with 
decreasing porosity. Also shown in Figure 6-10 is the correlation according to Rumpf and Gupte 
[53]. This formula is stated in the following equation and is generally well correlated with 
experimental results for porosity between 35% and 70%. 
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(a) 
 
(b) 
Figure 6-10. (a) Permeability versus effective porosity for all samples. 
Computed values are compared to Equation 6-3 and Equation 6-31.     
(b) Kozeny constant versus effective porosity for all samples. 
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 (6-32) 
Figure 6-10 also contains the general form of Carman-Kozeny given by Equation 6-3 where the 
Kozeny constant has been set to the value of 5. It is important to note that Equation 6-3 has been 
used with the mesh-based hydraulic radius and porosity. Equation 6-3 does however, fit the 
computed data very well in the porosity range 30% to 70% while Equation 6-32 only provides a 
reasonable match to the computed data at a porosity very close to 38%.  
 Using the computed results for permeability, and the mesh based hydraulic radius and 
porosity, Equation 6-4 yields the Kozeny constant. It is interesting to note that the data points 
between 30% and 50% effective porosity show values most near to the value 5. This is 
significant because the value 5 has been historically thought of as a constant. These results show, 
especially as porosity decreases below 30% a large increase in the value of the Kozeny constant. 
 6.4.2 Formation Factor 
As with the plot of permeability we note a relative insensitivity of computed F to particle 
size distribution.The results appear reasonable, particularly in the consolidated region with 
respect to computed cementation factors. For those samples with porosity less than 25% the 
computed cementation factor ranges between 1.5 and 2.0, with a trend toward higher values at 
lower porosity, which is well within reasonable expectation.  
Noting the limitations on Maxwell’s formula, Figure 6-12a shows data for the 
unconsolidated structures where the most dilute structures (highest porosity) show an excellent 
agreement with Equation 6-29. 
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Figure 6-11. Formation Factor versus effective porosity 
Considering now the consolidated region we compare computed F to the correlation of Sen in 
Figure 6-12b. The computer-generated structures in this study should be a good representation of 
the fused beads considered in the study of Sen. While results appear well correlated for porosity 
in the range of 20%-40% there is a significant deviation between computed results and Equation 
6-5 as porosity is reduced. A similar trend was observed in the experimental study of Wong who 
saw a significant deviation from Equation 6-30 at porosity lower than 20% for a study using 
fused glass beads [69]. His data were extended to structures with 6% porosity. A fit to the data in 
the Wong study, as well as data from a separate study by Johnson et al. [70] showed data to be 
well represented by an equation with the following form, 
 
  
 
   
 (6-33) 
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(a) 
 
(b) 
Figure 6-12. (a) Computed formation factor versus porosity for dilute 
structures. (b) Computed formation factor versus porosity for 
consolidated structures. 
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where A was 3.3 and B was 2.3. Using data from computed F in this study for porosity less than 
20%, a fit resulted in a relationship with the following form, 
 
  
 
         
 (6-34) 
Although the values for A and B in Equation 6-34 differ to those suggested by the experimental 
study of Wong, it is worth emphasizing that the model exhibits a similar trend. In those results it 
was noted that F increased more quickly than Equation 6-30 for porosity lower than 20% [69].  
 6.4.3 Tortuosity 
 Figure 6-13 shows the variation in tortuosity with change in porosity for three definitions 
of tortuosity. Considered in Figure 6-13 are the electrical definition of tortuosity (Equation 6-7), 
the Carman-Kozeny tortuosity (Equation 6-11), and the point-based value of tortuosity used to 
represent the hydraulic definition of tortuosity (Equation 6-22). Although TPB did not involve the 
explicit calculation of streamline path it is shown in Figure 6-13 that the point-based calculation  
of hydraulic tortuosity is representative of the varied definitions based on streamline path. What 
is evident in Figure 6-13 is that there exists a significant difference in the CFD based hydraulic 
tortuosity and the Carman-Kozeny tortuosity. The Carman-Kozeny tortuosity is however, well 
correlated with the electrical definition of the tortuosity which highlights a significant difference 
in the CFD based hydraulic tortuosity and the Carman-Kozeny tortuosity 
 6.4.3.1 Hydraulic Tortuosity 
 There is little literature dealing with the value of the hydraulic tortuosity. However, 
Weissberg provided a theoretical definition for the tortuosity of a porous system composed of 
freely overlapping spheres [71]. Although the Weissberg formula for tortuosity was based on 
diffusive transport it has been used in evaluating hydraulic tortuosity relationships to porosity 
[26]. The relationship is given in Equation 6-35. 
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Figure 6-13. Tortuosity versus effective porosity. An hydraulic, 
electric, and Carman-Kozeny based definition of tortuosity are 
shown.  
 
 
    
   ( )
 
 (6-35) 
Comiti and Renaud also gave a definition for the tortuosity of spheres and freely overlapping 
spheres based on experimental results which gave the following hydraulic tortuosity relationship 
to porosity [72]. 
 
           (
 
 
) (6-36) 
Equation 6-35 and 6-36 are plotted with computed values of hydraulic tortuosity in Figure 6-14 
While the computed values of tortuosity exhibit the same general trend as the two correlations 
introduced, the results suggest a slightly lower value of hydraulic tortuosity. Interestingly, at a  
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Figure 6-14. Hydraulic tortuosity versus effective porosity. 
porosity of 38%, the point at which the sphere packs considered in this study have 100% particle 
radius, computed hydraulic tortuosity has an average value of 1.25 while Equation 6-36 predicts 
1.39 and Equation 6-34 predicts 1.48. This is significant given the range 1.41-1.58 given earlier 
in this chapter represents a widely accepted value of the hydraulic tortuosity of a random packing 
of spheres. 
 Noting the discrepancy of the computed hydraulic tortuosity to the correlations 
considered in Figure 6-14, our results are reasonably represented by an equation represented by 
the general form below. 
 
  
 
  
 (6-37) 
Figure 6-15 shows Equation 6-37 versus the point based estimate of hydraulic tortuosity for 
several values of α. 
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Figure 6-15. Point-based hydraulic tortuosity versus effective porosity. 
Computed results are shown against Equation 6-35 with α = 0.22, α = 
0.27, and α = 0.32.  
6.5 DISCUSSION  
6.5.1 Relating Definitions of Tortuosity 
 Based on the definitions of hydraulic and electric tortuosity introduced in this work 
alternate values of tortuosity have been obtained numerically for a number of pore structures 
varying in the range of 5-70% porosity. These results have been compared to a definition of 
tortuosity based on computed permeability, and the volume and surface area calculated from the 
unstructured mesh.  In all cases an increase in tortuosity with decreasing porosity is observed, 
however under all conditions sampled in this work (5%-70% porosity) a difference between 
hydraulic tortuosity based on computed streamlines and electric tortuosity is noted. We do note 
however, that by definition both electric and hydraulic tortuosity should approach unity in the 
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limit of 100% porosity. This convergence on unity accounts for the smaller differences between 
definitions of tortuosity at higher porosity (Figure 6-13). While Bear introduced a geometric and 
kinematical form of the hydraulic tortuosity, the insensitivity of this value to the choice of 
weighting suggests that tortuosity based on streamline length is simply a geometric parameter. 
The increasing deviation between hydraulic and electric tortuosity is also to be expected as the 
definitions are themselves significantly different. Electric tortuosity accounts for the reduction in 
conductivity of the material and essentially accounts for changes in the resistance, or flow of 
electrons of the permeable material due to the changed pore structure. Conversely, the hydraulic 
definition of tortuosity is based on a streamline length and does not account for the reduction in 
permeability of the material associated with the change in pore structure. Interestingly, the 
results suggest the equivalence of an electrically defined tortuosity with the required tortuosity 
for Carman-Kozeny to match the computed permeability.  
 6.5.1.2 Hydraulic Tortuosity  
 A number of definitions of hydraulic tortuosity have been introduced based on explicitly 
calculating the lengths of a large number of streamlines passing through the pore space. 
Consistent with the work of Koponen where a number of weightings were also introduced, we 
note little variation in the value of hydraulic tortuosity for the different weighting schemes 
employed (Figure 6-14). The range of predicted hydraulic tortuosity is also bound by an upper 
estimate based on a simple average (TSA) of all calculated streamlines, and a lower estimate 
based on an optimal average (TOPT) that weights streamlines according to flux and residence time 
associated with a streamline. This is an intuitive result as one might expect that streamlines 
associated with shorter residence times are associated with higher flux, and higher flux is in turn 
associated with less tortuous flow paths through a sample.  
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6.5.2 Tortuosity of a Random Sphere Pack 
 Considering random packings of uniform sized spheres, with porosity in the range of 
38%-40%, excellent agreement between computed permeability and the permeability defined by 
Carman-Kozeny (Equation 6-3) has been shown in Chapter 4. Despite the excellent agreement in 
permeability, the calculated hydraulic tortuosity based on numerical simulations and a tortuosity 
based on a weighted average of streamline lengths is a value of close to 1.25. This result for the 
hydraulic tortuosity is significantly lower than the range of values (1.4-1.58) that is often cited 
for Th, while Te and TCK fall within the expected range of values. This result suggests that the 
interpretation of tortuosity in the Carman-Kozeny equation is more closely related to the 
electrical definition of tortuosity discussed in this chapter, and not the hydraulic definition that is 
often implied. While these results do not suggest that the definition of tortuosity as the ratio of 
streamline length to length of sample is incorrect, these results do support the contention that 
there is a general misunderstanding about the nature of tortuosity and how it relates to predicting 
permeability [2]. 
6.5.3 Kozeny Coefficient 
While the assumption of fixed shape factor introduced by Equation  6-4 has been used to 
define TCK, the work of Wylie and Spangler considered shape factor to be an adjustable 
parameter, subsequently using the electric definition of tortuosity resulting in the following 
definition for the Kozeny coefficient [62]. 
     (  )
  (6.38) 
Noting the form of Carman-Kozeny defined by Equation 6-3 the Kozeny coefficient can be 
defined using the computed results similar to the definition of tortuosity introduced in Equation 
6-11. K is thus defined as, 
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Figure 6-16. Shape factor defined by Equation (6-39) versus the 
effective porosity. All simulated samples represented in this figure. 
 
 
 
  
  
  
 
 (6-39) 
Using Equation 6-38 and the electrical definition of tortuosity the functionality shape factor can 
be defined from simulation as, 
 
   
 
(  ) 
 (6-40) 
A plot of all samples considered is shown in Figure 6-16 which shows a linear relationship 
between shape factor and the effective porosity. This behavior of the shape factor is particularly  
surprising given the large range of porosities considered and is approximated by the linear 
function of porosity given by the following equation. 
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Figure 6-17. Equation 6-41 plot against the computed permeability. 
Replacing k0 in Equation 6-38, and substituting this into Equation 6-3 yields the following 
formula for permeability, 
 
  
  
 
      (  ) 
 (6.41) 
Figure 6-17 shows that the modified form of the Carman-Kozeny equation suggested by 
Equation 6-41 provides a good fit to the simulated permeability over the entire range of porosity 
considered in this study. 
6.5.4 Hydraulic Radius as Characteristic Length 
In the work of Kostek a relationship between hydraulic radius and formation factor was 
assumed where the formation factor was used in place of the Kozeny constant defined in  
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Equation 6-4 [73]. This relationship assumed formation factor to account for T’, a fact assumed 
in the work of Cornel as a better relationship of formation factor to T’ [74]. Based on their form 
of Carman-Kozeny it was subsequently shown that the hydraulic radius was an ineffective 
characteristic length. A similar conclusion was based on the work of Martys et al. who noted that 
a characteristic length associated with hydraulic radius failed to reasonably predict permeability 
where a characteristic length based on capillary pressure curves did [75]. In both of these studies 
however, permeability was related to F 
-1
, while in this study we have shown permeability 
proportional to F 
-2
. This work however, shows that hydraulic radius can be an effective length 
scale when used in an equation of the form suggested by Equation 6-41.  
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CHAPTER 7. CONCLUSIONS AND FUTURE RESEARCH 
7.1 CONCLUSIONS 
 In this work a general model for computing the permeability and formation factor of a 
permeable material based on high resolution 3D images of pore structure has been presented.  
Pore-scale numerical simulations are based on the finite element method where an unstructured 
tetrahedral mesh has been used to define the pore structure. The model has been validated against 
several standard problems and applied to a complicated geologic structure. It is believed that this 
work represents the first time a general model for image-based pore-scale simulation based on 
unstructured finite elements has been considered in detail. 
 7.1.1 Numerical Model 
 A finite element code has been developed and implemented on unstructured tetrahedral 
grids. Solutions to the Stokes equations have resulted in computed permeability values that show 
an excellent agreement with expected results for a number of benchmark problems. These 
validations have considered flow in a square duct, flow in a cubic packing of spheres, and flow 
in a random packing of spheres. The application of a traction boundary condition implemented 
by equating traction to an assumed hydrostatic pressure has been shown to recover a reasonable 
pressure distribution at Neumann boundaries. The assumed hydrostatic pressure difference has 
been used in Darcy’s equation to recover permeability. It has also been shown that the use of the 
P2P1 element results in significantly more accurate results on equivalent meshes when compared 
to results based on the popular P1P1 element. The reduced permeability of the P1P1 element was 
attributed to a reduction of effective pore space due to the scenario of an element having all 4 
vertices on a no-slip surface. 
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 7.1.2 Image-Based Meshing: The Effect of Pore Structure  
 The effect of the pore structure was seen to have a strong influence on the choice of an 
appropriate set of meshing tools. As image resolution decreased and pore structure became less 
well defined, standard approaches in the Avizo software were observed to result in large 
differences in predicted permeability. The structure of the pore space was also observed to limit 
the ability to coarsen the mesh. An appealing property of the model proposed in this work is the 
ability to coarsen meshes to reduce the computational size of a problem. A large part of this work 
aimed at identifying the minimum sized computational problem that would not affect computed 
results. For the case of random sphere packs considered in Chapter 4-4 the number of elements 
was reduced up to two orders of magnitude without significantly affecting computed 
permeability. In considering a sandstone sample however, a similar coarsening approach 
effectively destroyed the pore structure, resulting in significant decline in the value of computed 
permeability.  
 Part of the difficulty in assessing the effects of varied meshing strategies on arbitrary 
images, like the Castlegate sample considered in Chapter 5, is the lack of a standard 
interpretation of the voxelised pore structure. It is subsequently proposed that a default meshing 
strategy be based on a marching cubes estimate to the location of the void-solid interface. While 
it is noted that the marching cubes approach can result in an overestimate of the surface area, in 
the cases where image resolution was coarse, this approach yielded reasonable results. It was 
also noted that the meshes based on a marching cubes surface (the no smoothing option in the 
AVIZO software) tended to be bounded by the explicit voxel approach, and smoothed meshes. 
The fact that smoothing the marching cubes surface did not result in large increases in predicted 
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permeability lends support to the general applicability of this approach, and the potential of this 
approach as a reference point for comparing improved meshing approaches.  
 7.1.3 Tortuosity 
 In considering the tortuosity of computer generated structures a numerical solution to 
Laplace’s equation obtained by the finite element method that was used to solve for the electrical 
resistivity and in estimates of material formation factor (F). This code was validated and 
subsequently used in defining an electrical tortuosity.  
 7.1.3.1 Hydraulic Tortuosity of a Random Sphere Pack 
 The hydraulic tortuosity based on explicitly calculating the length of streamlines through 
a random packing of uniform sized spheres was shown to lie between 1.23-1.27. While the 
computed permeability agreed well with the empirical Carman-Kozeny permeability, this 
formula assumed a value of hydraulic tortuosity to be ~1.41. 
 7.1.3.2 Tortuosity in the Carman-Kozeny Equation 
 The results presented in Chapter 6 provide numerical support to the fact that tortuosity as 
used in the Carman-Kozeny equation is an empirical factor, rather than a physics-based 
parameter. It is also noted that the tortuosity defined by equation (6.11) is more closely related to 
the electrical definition of tortuosity which supports the experimental evidence provided in 
Wyllie 1952.   
7.2 FUTURE RESEARCH 
 7.2.1 Large-Scale Simulations 
 While the potential of the model introduced in Chapter 3 has been demonstrated, the size 
of problems considered in this study has been restricted by the large amounts of memory 
required by the linear solvers called in the FEM codes. Although future improvements to 
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hardware will naturally allow for codes in their current state to model larger problems. A number 
of alternative options exist for increasing the size of problem the FEM codes can support. 
Currently there are several options that would be expected to improve the performance of the 
model, including implementing a parallel solver, and the use of mortar coupling. The mortar 
coupling is a potentially interesting approach where a larger problem is effectively solved by 
breaking the problem into smaller components, and matching fluxes at the interface by 
modifying boundary conditions. In the case of the fluid flow problem this would involve 
modifying the pressure distribution to ensure flux is conserved between adjacent components of 
the model. 
 7.2.2 Electrical Resistivity 
 The resistivity simulations performed in Chapter 6 assumed that only a single conducting 
fluid saturated the pore space. In oil and gas exploration it is more likely that the pore space is 
saturated with a combination of oil, gas, and water. A critical part of formation evaluation is then 
the characterization of the fluids present which is also a function of resistivity logging. In 
addition to multiple fluids having varying conductivity it is also typical in geologic formations to 
have significant amounts of clays coating the pore surface. The presence of clay can induce 
significant conduction at the surface, and in the case of low conductivity fluids saturating the 
pore space can form the dominant mechanism for electrical conductance. 
 Surface conduction was recently accounted for in structured pore-scale simulations using 
finite differences where significant deviation from the Archie formation factor were shown to be 
in line with the predictions of Waxman and Smits[29]. The effects of multiple phases distributed 
in the pore space were accounted for by distributing a second phase within the pore space [41]. 
Subsequently accounting for the alternative conductivity of the second fluid resulted in 
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significant changes to the resistivity index. Incorporating these two effects into the existing 
formation factor code would increase the applicability of the existing model to more realistic 
scenarios.  
7.2.3 Cross-Property Correlations 
In Chapter 6 a modified form of the Carman-Kozeny equation was shown to correlate 
permeability with formation factor over the entire range of porosities considered in the study. 
This was based on a treatment of the shape factor in the Kozeny constant as a function of 
porosity. The analysis in Chapter 6 considered dilute and consolidated structures based on sphere 
packs, however the study needs to be expanded to a more diverse range of materials to identify 
whether or not the result suggests a universal behavior or not. 
 7.2.4 Inertial Flow Modeling 
In the oil and gas industry, the issue of nonlinear flow is extremely relevant in the near 
well region of a reservoir and particularly high velocity gas wells where non-Darcy flow effects 
can result in reduced flow capacity of 5-30%. Computationally however, modeling higher 
Reynolds number flow is significantly more challenging than the linear Stokes problem 
considered in detail in this work. Using the tools developed during this work however, and the 
nonlinear flow solver included in the COMSOL software we can begin to assess the 
requirements for accurate unstructured grid based simulations of non-Darcy flow. To date we 
have shown that the model approach can be applied to nonlinear flow, however an understanding 
of the limitations of the software, and the mesh quality required is needed to better understand 
the numerical computational requirements of this problem applied to realistic pore geometries.  
169 
 
 
  
(a) (b) 
Figure 7-1. Velocity magnitude on the center slice of a sphere pack. (a) 
COMSOL results for laminar flow at low Re. (b) COMSOL results for 
flow at high Re. A difference in pore-scale velocity distribution due to 
increasing Reynolds number is evident. 
7.2.5 Network-Based Mesh Generation  
Adaptive meshing strategies are typically developed so that critical areas of a domain are 
meshed with high levels of refinement. The results of Chapter 5 show that variation in a mesh 
can have a large impact on the results which suggests that a traditional adaptive approach would 
not be suited to pore-scale flow. For flow in porous media, we would expect the smallest pores to 
be identified as critical locations where pressure gradients and fluid velocity would be expected 
to be highest. This approach would however, depend on a pore being accurately accounted for at 
the first iteration as an adaptive meshing algorithm developed in this fashion would not be able 
to reclaim a pore. Network models however, provide the potential to be coupled with the implicit 
voxel based algorithm developed in-house.  
A coarsening strategy based on the physics associated with a network would incorporate 
the geometric information of a network with information like pressure drop and flowrate. High 
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regions of pressure drop and flowrate could be used to identify critical locations of the pore 
space where higher resolution meshes are required. The success of this approach applied to mesh 
coarsening would however be based on the similarity of pore scale results produced by FEM and 
Network models which has not been assessed in this study.   
7.2.6 Image Segmentation 
Image segmentation as outlined in Chapter 3 can introduce user bias during the 
thresholding step. This uncertainty is due to the user defined threshold limits which vary the 
number of unassigned voxels that are subsequently assigned by indicator kriging. The effect of 
variation in image segmentation was briefly considered in a number of tests performed on a 
geologic sample. A number of reasonable segmentations were considered. The effect on the 
resulting images is shown in Figure 7-2. The comparison shown on the left in figure represents 
  
Figure 7-2. Comparison of a small section of reasonable segmentations 
of an identical raw image. (L) Comparison of highest permeability 
segmentation and impermeable segmentation. (R) Comparison of highest 
permeability segmentation and lowest permeability segmentation. Red 
denotes void phase and dark blue denotes solid phase. Yellow denotes 
void phase added by higher permeability structure, and light blue denotes 
void phase added by lower permeability/impermeable segmentation. 
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the difference between a permeable and impermeable structure. The comparison on the right 
compares a higher porosity structure with permeability more than 100% larger than the 
permeability of the lower porosity sample.  
Although figure shows a single 2D slice as a basis for comparing 3D structures the 
images highlights the large effect on computed results small changes in the pore structure can 
have. There is subsequently a need to remove the uncertainty associated with the segmentation of 
a raw image.  
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APPENDIX A: UNSTRUCTURED TETRAHEDRAL MESH FORMATS 
A.1 STEREOLITHOGRAPHY (.stl Format) 
The stereolithography or STL format (.stl file extension) is a simple format used to write 
triangular surface meshes. STL files are prominent in many CAD programs where an arbitrary 
object can be represented by a surface mesh. These surface representations are often imported to 
volume meshing packages for subsequent generation of volume meshes (AVIZO and 
OpenFOAM have this capability) via some sort of space filling advancing front code. An STL 
file simply stores the coordinate information of each of the vertices of the triangular face, in 
addition to the outward facing normal. In the case of a porous material the outward facing 
normal should point away from the void phase and into the solid phase. An STL file is well 
described by Figure A-1 below. Extracting the surface information from the PMG tetrahedral 
data format is trivial and is a useful starting point for exploring the functionality of some 
commercial software packages.  
 
Figure A-1. Format of an .stl file. 
A.2 COMSOL (.mphtxt Format) 
COMSOL is an FEM based multiphysics software that does have the capability to solve 
Navier-Stokes equations. To import tetrahedral meshes written in the PMG format into the 
solid my_surface 
         facet normal ni nj nk 
                  outer loop 
     vertex v1x v1y v1z 
     vertex v2x v2y v2z 
     vertex v3x v3y v3z 
                  endloop 
         endfacet 
endsolid 
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COMSOL environment there are two ways this can be achieved. The first method, and most 
simple, is via Matlab coupled to COMSOL. In this version of COMSOL a Matlab function has 
been written to convert basic information describing a tetrahedral mesh into a suitable COMSOL 
format. The major drawback of creating a mesh in this fashion is that no information about 
boundaries is supplied to COMSOL. That leaves the decision of which surface elements should 
be assigned to a group (when we apply boundary conditions it is usually a collection of faces 
representing a boundary that have the same boundary condition) to the software. For the 
complicated structures we want to deal with this results in many individual surface pieces that 
need to be manually assigned a boundary condition. This is extremely undesirable and was 
solved by creating a piece of code that takes a PMG mesh and creates a .mphtxt file that is the 
native COMSOL format. The advantage of this is that we are then able to specify a phase that a 
face belongs to. By collecting all faces belonging to a boundary or boundary type the amount of 
effort supplied by the user to specify boundary conditions is significantly reduced.  
For reporting a single element in the COMSOL format we note that the ordering of faces 
follows the following form, 
DATA(IFACE(1,I),I=1,3) /1,2,3/ 
DATA(IFACE(2,I),I=1,3) /1,3,4/ 
DATA(IFACE(3,I),I=1,3) /1,4,2/ 
DATA(IFACE(4,I),I=1,3) /2,4,3/ 
 
This ordering assigns the relative local number of the nodes on the mesh, such that the right hand 
rule applied to each face in the order listed above, produces the outward facing vector. Based on 
the PMG format it is sufficient to check face 2 in our ordering to see if this yields an outward 
facing norm or not. If this condition is satisfied then our element is ordered (based on the global 
coordinates) in a manner consistent with COMSOL. If this condition is not satisfied then nodes 2  
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# Created by COMSOL Multiphysics Tue Nov 
30 00:32:17 2010 
 
 
# Major & minor version 
0 1  
1 # number of tags 
# Tags 
5 mesh1  
1 # number of types 
# Types 
3 obj  
 
# --------- Object 0 ---------- 
 
0 0 1  
4 Mesh # class 
1 # version 
3 # sdim 
3126 # number of mesh points 
0 # lowest mesh point index 
 
# Mesh point coordinates 
0 0 0  
0.10000000000000001 0 0  
0.99999999999999989 0.99999999999999989 
0.89999999999999991  
1 1 1  
 
4 # number of element types 
 
# Type #0 
 
3 vtx # type name 
 
 
0 # number of nodes per element 
0 # number of elements 
# Elements 
 
0 # number of parameter values per element 
0 # number of parameters 
# Parameters 
 
0 # number of domains 
# Domains 
 
0 # number of up/down pairs 
# Up/down 
 
# Type #1 
 
3 edg # type name 
 
 
0 # number of nodes per element 
 
0 # number of elements 
# Elements 
 
0 # number of parameter values per element 
0 # number of parameters 
# Parameters 
0 # number of domains 
# Domains 
 
0 # number of up/down pairs 
# Up/down 
 
# Type #2 
 
3 tri # type name 
 
3 # number of nodes per element 
1536 # number of elements 
# Elements 
0 3 2  
3125 3122 3120  
 
0 # number of parameter values per element 
0 # number of parameters 
# Parameters 
 
0 # number of domains 
# Domains 
 
0 # number of up/down pairs 
# Up/down 
 
# Type #3 
 
3 tet # type name 
 
 
4 # number of nodes per element 
16188 # number of elements 
# Elements 
0 3 1 4  
3125 3120 3122 3119  
 
0 # number of parameter values per element 
0 # number of parameters 
# Parameters 
 
16188 # number of domains 
# Domains 
1  
1  
 
0 # number of up/down pairs 
# Up/down 
 
Figure A-2. General format of a COMSOL .mphtxt file. 
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and 3 for the given element can be interchanged, based on the ordering of faces listed above this 
will then yield an element node order consistent with COMSOL. 
A.3 HYPERMESH (.hmascii Format) 
Meshes created in the Avizo environment are exported in the Hypermesh format which 
contains the location of nodes and the connectivity of tetrahedrons, the minimum requirement for 
defining a tetrahedral mesh, as well as the connectivity of surface triangles. Hypermesh files are 
converted to an in-house tetrahedral format that involves the addition of midpoint nodes to our 
list of node locations, and element connectivity tables. The exported mesh at this point contains 
no information about the type of boundary condition and is a critical part of the mesh converter.  
An example of the file produced by a mesh created in the Hypermesh format is shown below. 
 
Boundary labeling employs a default no-slip condition which means that inlet and outlet 
nodes must be identified if the domain is to be permeable. Neumann faces are identified by 
collecting all boundary faces within a reasonable tolerance of the desired inlet and outlet plane. 
From this set of surface elements (triangles) Neumann boundaries are identified based on 
orientation with respect to direction of flow. This approach exploits the orientation of surface 
meshes at the edge of the simulated domain, where Neumann faces (applied traction) are 
separated from Dirichlet faces (no slip) based on the direction of the outward facing unit normal. 
In the case that adjacent surface elements are of Neumann and Dirichlet type respectively a 
decision must be made about whether nodes along the shared edge are Neumann or Dirichlet. 
Our preference is for nodes along the shared edge to be treated as no-slip, although testing has  
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Figure A-3. General format of a HYPERMESH .hmascii  mesh file. 
shown for complicated structures like those considered in Chapter 5 both options result in an 
equivalent permeability.  
  
HYPERMESH Input Deck generated 
by Avizo 
*filetype(ASCII) 
*version(6.0) 
BEGIN DATA 
BEGIN NODES 
*node(1,0.207137,1.500029,0.565832,
0,0,0,0,0) 
... 
... 
*node(2,0.216720,1.383253,0.608418,
0,0,0,0,0) 
END NODES 
BEGIN COMPONENTS 
*component(1,"?",1,1) 
*tria3(1,1,23,314,316) 
... 
... 
*tria3(644,1,138,20,188) 
*component(2,"Interior",1,2) 
*tetra4(1,1,119,23,316,314) 
... 
... 
*tetra4(3,1,315,153,105,325) 
END COMPONENTS 
END DATA 
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APPENDIX B: ANALYTIC SOLUTION TO FLOW IN A DUCT 
The analytical solution for an arbitrary rectangular duct taken from the Glasgow text is 
used for comparison (Glasgow, Transport Phenomena: An Introduction to Advanced Topics). 
The solution is given as, 
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V denotes the non-dimensional velocity profile and can readily be converted to a dimensional 
profile by rewriting (1) as, 
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  (C-4) 
Integrating the velocity profile (4) over the cross sectional area of the duct yields flowrate. This 
result is used as a basis for comparing the analytic and computed solution by defining error as, 
 
     ( )  |
              
         
|      (C-5) 
The error will be evaluated as a function of voxel resolution which in the case of the explicit 
approach to meshing is roughly equal to mesh resolution (where mesh resolution would be 
defined by a representative element edge length)  
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