Consider a system of queueing stations in tandem having both flexible servers (who are capable of working at multiple stations) and dedicated servers (who can only work at the station they are dedicated to). We study the dynamic assignment of servers to stations in such systems with the goal of maximizing the long-run average throughput. We also investigate how the number of flexible servers influences the throughput and compare the improvement that is obtained by cross-training another server (i.e., increasing flexibility) with the improvement obtained by adding a resource (i.e., a new server or a buffer space). Finally, we show that having only one flexible server is sufficient for achieving near-optimal throughput in certain systems with moderate to large buffer sizes (the optimal throughput is attained by having all servers flexible).
Introduction
We consider a tandem queueing network with N stations and M servers. There is an infinite supply of jobs in front of station 1 and infinite room for completed jobs after station N . At any given time, there can be at most one job in service at each station and each server can work on at most one job. We assume that each server i ∈ {1, 2, . . . , M } works at a deterministic rate µ ij ∈ [0, ∞) at each station j ∈ {1, 2, . . . , N }. Hence, server i is trained to work at station j if µ ij > 0. Assume throughout that N j=1 µ ij > 0 (because otherwise we can reduce M ). It is possible for several servers to work together on a job, in which case the service rates are assumed to be additive. The service requirements of the different jobs at station j ∈ {1, . . . , N } are independent and identically distributed random variables with rate µ(j) and the service requirements at different stations are independent of each other. Without loss of generality, we assume that µ(j) = 1 for all j ∈ {1, . . . , N }. We focus on the case when the buffers between the stations are finite, but also consider systems with infinite buffers. We assume that the network operates under the manufacturing blocking mechanism with respect to placing jobs in finite buffers. For the majority of the paper, our focus is on systems with exponential service requirements, N = 2 stations, and 1 ≤ M ≤ 3 servers. However, some of our results (including numerical experiments) are for more general systems, and the insights obtained from the results for N = 2 stations and 1 ≤ M ≤ 3 servers may help with developing effective server assignment policies for systems with more than two stations in which the number of available servers is not radically different from the number of stations.
Under the assumption that l ≥ 0 of the M servers are flexible and M − l of them are dedicated to particular stations, our objective is to determine the dynamic server assignment policy that maximizes the long-run average throughput. More specifically, we would like to determine which servers should be dedicated (flexible), to which stations the dedicated servers should be assigned, and the dynamic allocation of the flexible servers to stations. For simplicity, we assume that the travel and setup times associated with a server moving between stations are negligible. Even though we consider systems with arbitrary service rates µ ij , where i ∈ {1, . . . , M } and j ∈ {1, . . . , N }, our focus in this paper is on systems with generalist servers. In this case, the service rate of each server at each station can be expressed as the product of two constants, one representing the server's speed at every task and the other representing the intrinsic difficulty of the task at the station (i.e., 
For simplicity, we restrict our attention to Markovian stationary deterministic policies. Thus, for the rest of the paper, Π denotes the set of Markovian stationary deterministic server assignment policies with l flexible and M − l dedicated servers.
In recent years, there has been a growing interest in queues with flexible servers. We now provide a brief overview of the literature in this area. A more complete review is given by Hopp and van Oyen [18] .
Several papers focus on flexible servers in parallel queues. For a two-class queueing system with one dedicated server, one flexible server, and no exogenous arrivals, Ahn, Duenyas, and Zhang [3] characterize the server assignment policy that minimizes the expected total holding cost incurred until all jobs initially present in the system have departed. Under heavy traffic assumptions,
Harrison and López [16] , Bell and Williams [11, 12] , and Mandelbaum and Stolyar [21] develop asymptotically optimal server assignment policies that minimize the discounted infinite-horizon holding cost for parallel queueing systems with flexible servers and external arrivals. Moreover, Squillante et al. [28] use simulation to study the performance of threshold-type policies for systems that consist of parallel queues.
On the other hand, most of the papers that have considered the optimal assignment of servers to multiple interconnected queues focus on minimizing holding costs. For systems with two queues in tandem and no arrivals, Farrar [13] , Pandelis and Teneketzis [24] , and Ahn, Duenyas, and Zhang [2] study how servers should be assigned to stations to minimize the expected total holding cost incurred until all jobs leave the system. Rosberg, Varaiya, and Walrand [26] , Hajek [15] , and Ahn, Duenyas, and Lewis [1] study the assignment of (service) effort to minimize holding costs in the two-station setting with Poisson arrivals. In a more recent paper, Kaufman, Ahn, and Lewis [20] determine the workforce allocation that minimizes the long-run average holding cost in systems with two queues in tandem and Poisson arrivals, assuming that the number of available workers is dynamic. Wu, Lewis, and Veatch [32] also consider the notion of dedicated and flexible servers (which are referred to as dedicated and reconfigurable machines in their setting). Their objective is to determine the allocation of the flexible servers that minimizes the holding cost in a clearing system (without external arrivals) with two queues in tandem and in which the dedicated servers are subject to failures. However, they only consider the allocation of the flexible servers and assume that their service rates do not depend on the station. Wu, Down, and Lewis [31] extend the results of Wu, Lewis, and Veatch [32] to more general serial lines with external arrivals under the discounted and average cost criteria. Andradóttir and Ayhan [5] , Andradóttir, Ayhan, and Down [6, 7, 8] , and Tassiulas and Bhattacharya [29] consider the dynamic assignment of servers to maximize the long-run average throughput in queueing networks with flexible servers. However, these papers do not focus on the case where some servers are dedicated to specific stations.
Ostalaza, McClain, and Thomas [23] , McClain, Thomas, and Sox [22] , Zavadlav, McClain, and Thomas [33] , and more recently, Ahn and Righter [4] have considered using server flexibility to achieve dynamic line balancing. More specifically, Ostalaza, McClain, and Thomas [23] and
McClain, Thomas, and Sox [22] study dynamic line balancing in tandem queues with shared tasks that can be performed at either of two successive stations. This work was continued by Zavadlav,
McClain, and Thomas [33] , who study several server assignment policies for systems with fewer servers than stations, in which all servers trained to work at a particular station have the same capabilities at that station. Ahn and Righter [4] study how workers who are trained to do a set of consecutive tasks should be assigned dynamically to tandem stations. Bartholdi and Eisenstein [9] define the "bucket brigades" server assignment policy for systems where each server works at the same rate at all tasks and show that under this policy, a stable partition of work will emerge yielding optimal throughput. Bartholdi, Eisenstein, and Foley [10] show that the behavior of the bucket brigades policy, applied to systems with discrete tasks and exponentially distributed task times, resembles that of the same policy applied in the deterministic setting with infinitely divisible jobs.
Gurumurthi and Benjaafar [14] , Hopp, Tekin, and van Oyen [17] , and Sheikhzadeh, Benjaafar, and Gupta [27] consider the use of specific flexibility structures on a set of existing servers to enhance the system's performance (see also Jordan and Graves [19] for related work). More specifically, Gurumurthi and Benjaafar [14] consider the modeling and analysis of flexible queueing systems. They illustrate that for systems with identical demand and service rates, a skill chaining flexibility structure yields most of the benefits of full flexibility. Similarly, Hopp, Tekin, and van
Oyen [17] point out that the skill chaining policy can be a robust and efficient approach for implementing workforce agility in serial production lines operating under the CONWIP release policy, and Sheikhzadeh, Benjaafar, and Gupta [27] show that chained systems, under the assumption of homogeneous demand and service times, achieve most of the benefits of total pooling (which is attained by grouping the customers in a single queue and routing them to any server). Similar insights were obtained by Jordan and Graves [19] in a production planning context. Unlike skill chaining where each worker is trained to perform a small number of tasks (e.g., two tasks), in Section 7 we investigate the impact (on system throughput) of cross-training only a few workers at both tasks.
The remainder of this paper is organized as follows: In Section 2, we introduce the notation used throughout the paper and provide some general results. In Sections 3 and 4, we study systems with two stations in tandem, finite buffers, and M = 2 and M = 3 servers, respectively, and investigate the effect of server flexibility on system performance by varying the number of flexible servers l from 0 to M . In Section 5, we show that the throughput of the optimal policy for the finitebuffered systems considered in Sections 3 and 4 converges to the throughput of the optimal policy for the corresponding infinite-buffered systems as the (finite) buffer size becomes large. Section 6 provides examples that illustrate that the selection of the dedicated (and flexible) servers, the assignment of dedicated servers to stations, and the dynamic assignment of the flexible servers can be counterintuitive. In Section 7, we use numerical examples to investigate the effects of server flexibility on the system throughput. Section 8 contains some concluding remarks. Finally, the Appendix contains the proof of one of the lemmas in the paper.
Preliminaries
In this section, we provide some general results and introduce notation and assumptions that will be used throughout the paper. More specifically, in Section 2.1, we show that any nonidling server assignment policy is optimal when all servers are flexible and generalists, and also consider the case where M = 1. Section 2.2 provides guidelines on how to select the flexible servers when the servers are generalists.
Systems with Flexible, Generalist Servers
Assume that M ≥ 1, N ≥ 1, and all servers are flexible and generalists. We have 
Proof: Note that our model is equivalent to one where the service requirements of successive jobs at station j are independent and identically distributed with mean 1/γ j and the service rates depend only on the server (i.e., µ ij = µ i ). Let W π,p (t) be the total work performed by time t for all servers under the non-idling policy π.
and let W π,r (t) = W π (t) − W π,p (t) be the total remaining service requirement (work) at time t for the N + B jobs starting service at station 1 after job D π (t) starts service at station 1. From our assumptions we have
which implies that lim t→∞ IE[W π,r (t)]/t = 0 and
For all n ≥ 0, let Z n = (S n,1 , . . . , S n,N ). It has been shown in [6] that D π (t) + N + B is a stopping time with respect to the sequence of random variables {Z n } and that IE[D π (t)] < ∞ for all t ≥ 0.
Then from Wald's lemma, we have
, and hence (3) implies that
which yields the desired throughput. The optimality of this throughput follows from equations (3) and (4) 
Systems with Both Flexible and Dedicated, Generalist Servers
In this section, we assume that the servers are generalists, so that µ ij = µ i γ j for i = 1, . . . , M and j = 1, . . . , N . Given that l servers move, we show that under certain assumptions it is optimal to have the fastest l servers as the flexible ones.
We start by considering the case where the size of the buffers between the stations is infinite. It then immediately follows from Proposition 4 of Andradóttir, Ayhan, and Down [7] that the l fastest servers should be the flexible ones. In fact, Proposition 4 of Andradóttir, Ayhan, and Down [7] implies that for a general queueing network with N stations, M > l servers, probabilistic routing (so that the queues are not necessarily in tandem), general service requirements, and infinite buffers in front of all the stations, having the l fastest servers as the flexible ones maximizes the throughput in the class of all policies with at most l flexible servers.
For the remainder of the paper, we assume that N = 2, and denote the size B 2 of the buffer between the two stations by B. For all π ∈ Π, consider the stochastic process {X π (t) : t ≥ 0}, where X π (t) = 0 if there is a job to be processed at station 1, the number of jobs waiting to be processed between stations 1 and 2 is 0, and station 2 is starved at time t; X π (t) = s for 1 ≤ s ≤ B + 1 if there are jobs to be processed at both stations 1 and 2 and in the buffer there are s − 1 jobs waiting to be processed at time t; finally, X π (t) = B + 2 if station 1 is blocked, B jobs are waiting to be processed in the buffer, and there is a job to be processed at station 2 at time t. Let S = {0, 1, . . . , B + 2} be the set of states of {X π (t) : t ≥ 0} and for all s ∈ S, let p π (s) = lim t→∞ t 0 1I{X π (u) = s}du/t if the limit exists and equals a finite constant with probability one (where 1I{X π (u) = s} = 1 if X π (u) = s and 1I{X π (u) = s} = 0 otherwise).
We now consider how the flexible servers should be selected when the buffer B between the two stations is finite. Let π i 1 be a server assignment policy and assume that under π i 1 there is a flexible server i 1 and a dedicated server i 2 at station 1 such that µ i 2 > µ i 1 . Let π i 2 be a policy having the property that the roles of servers i 1 and i 2 are interchanged. Similarly, assume that under policy π i 1 there is a flexible server i 1 and a dedicated server i 2 at station 2 such that µ i 2 > µ i 1 . Let π i 2 be a policy such that the roles of servers i 1 and i 2 are switched. Assume that under policies π i 1 , π i 2 , π i 1 , and π i 2 , the flexible servers never idle and the dedicated servers work whenever they can. The following proposition provides sufficient conditions under which it is desirable to switch servers i 1 and i 2 in these two cases. 
Proof: (i) Let W π,p (t) and W π,r (t) be as defined in the proof of Theorem 2.1 and let F denote the set of flexible servers under policy π i 1 . Equation (2) implies that lim t→∞
,r (t) t = 0. Consequently, it is sufficient to show that under (5), we have
We have
which completes the proof of (i). The proof of (ii) is similar and is omitted. We start by showing that the conditions in (5) and (6) simplify significantly when all the dedicated servers (assuming that the set of dedicated servers is non-empty) are at the same station.
Consider the policies π i 1 and π i 1 that are non-idling to the extent possible, and suppose that π i 1 is a policy with all dedicated servers at station 1 and that π i 1 is a policy with all dedicated servers at station 2. For both π i 1 and π i 1 , assume that there is a flexible server i 1 and a dedicated server
Policies π i 2 and π i 2 are defined as above. The following corollary follows directly from Proposition 2.1.
For the remainder of the paper we make the following assumption:
E The service requirements of jobs at both stations are exponentially distributed with rate 1.
The next lemma shows that if the service requirements are exponentially distributed, then the assumptions of Corollary 2.1 hold.
Lemma 2.1 Suppose that N = 2, l < M , E holds, the assumptions of Theorem 2.1 hold, B < ∞,
Proof: It is clear that the stochastic processes {X π i 1 (t)} and 
For all s ∈ {s 0 , . . . , B + 2}, we have
, and
Note that there must exist an s ∈ {s 0 , . . . , B + 2} such that
, because otherwise we
is similar and is omitted.
The following proposition follows immediately from Corollary 2.1, Lemma 2.1 and Proposition
of Andradóttir and
Ayhan [5] which shows that the optimal policy should be non-idling to the extent possible for systems with exponentially distributed service requirements. 
Systems with Two Servers
In this section, we consider the assignment of M = 2 servers to N = 2 stations when 0 ≤ l ≤ M servers are flexible. In particular, Section 3.1 considers systems where both servers are dedicated.
In Section 3.2, we study systems with one dedicated and one flexible server. Finally, Section 3.3 provides the optimal server assignment policy when both servers are flexible.
Systems with Two Dedicated Servers
When both servers are dedicated, it is clear that the dedicated servers should be assigned to different stations because otherwise the long-run average throughput would be zero. Our objective
is to determine what stations each server should be assigned to in order to maximize the long-run average throughput. We have only two policies to consider. In particular, let π 1 be the policy that assigns server 1 to station 1 and server 2 to station 2, and let π 2 be the policy that assigns server 2 to station 1 and server 1 to station 2. Define
and
Then one can verify that
The next proposition compares the throughputs of these policies under certain assumptions. 
.
It suffices to show that f is strictly increasing in 0 ≤ ρ < 1. With some algebra, we have
is a strictly convex function for 0 < ρ < 1. Then for
which completes the proof for the case
The result now follows from (8) .
The next proposition provides conditions that determine which of the throughputs of the policies π 1 and π 2 is larger for all buffer sizes B.
Proposition 3.2 Suppose that E holds and B <
Proof: First assume that ρ 2 < ρ 1 and a 1 = a 2 . Then it suffices to show that
is a strictly decreasing function of ρ. We have
where the function g is as defined in the proof of Proposition 3.1. Recall that g is a strictly convex function. Hence,
which contradicts the fact that a 1 < a 2 .
Note that it follows from equation (7) that if
On the other hand, when ρ 1 = ρ 2 then Propositions 3.1 and 3.2 indicate that the policy with the larger ratio of the service rates (ρ) can only have the larger throughput if it also has the larger minimum service rate and the buffer size B is sufficiently large. Now consider a system with two servers and service rates µ 11 = 2.5, µ 12 = 4, µ 21 = 3, and µ 22 = 7. Then for B = 0, the policy that assigns server 1 to station 1 and server 2 to station 2 has a higher throughput than the policy that assigns server 2 to station 1 and server 1 to station 2. This example shows that it is not necessarily correct that one would always try to balance the rates, and also that it is not necessarily correct that one would like to maximize the minimum of the rates at the two stations.
Remark 3.1 Suppose that we want to assign M > 2 dedicated servers to the two stations. Then one can consider all possible ways of grouping these servers into two teams and use equation (7) to compare the throughputs of the resulting policies and hence to determine the optimal assignment.
Moreover, Propositions 3.1 and 3.2 provide structural results about how these teams should be assigned to the stations in an optimal fashion. Now suppose that µ ij = µ i γ j > 0 for all i = 1, 2 and j = 1, 2. The next proposition says that the faster server should be assigned to the slower station. Thus, when the dedicated servers are generalists, one would like to balance the service rates at the two stations (this is not correct in general as was shown above).
Proposition 3.3 Suppose that E holds and B <
for all B ≥ 0.
Proof: Note that if γ 1 = γ 2 and µ 1 = µ 2 , or γ 1 = γ 2 and µ 1 < µ 2 , or γ 1 < γ 2 and µ 1 = µ 2 , then
for all B ≥ 0 because in these cases a 1 = a 2 and ρ 1 = ρ 2 (see equation (7)).
Thus, we assume that γ 1 < γ 2 and µ 1 < µ 2 . Then
Then we know from Proposition 3.1 that it suffices to show that T π 2 (0) > T π 1 (0). With some algebra, we have
regardless of whether ρ 2 < 1 or ρ 2 = 1. This completes the proof.
Systems with One Dedicated and One Flexible Server
In this section, we assume that M = 2 and l = 1. First, we specify the optimal policy when the dedicated and flexible servers are known. The following result follows from Theorem 4.1 of Andradóttir, Ayhan and Down [6] by setting the rate of the dedicated server at the station the server is not assigned to equal to zero.
Proposition 3.4
Suppose that E holds and B < ∞. With respect to the question of determining which server should be the dedicated one and which server should be the flexible one, we know from Proposition 3.4 that we need to consider only four policies. The throughput expression (g 0 ) given in the proof of Theorem 4.1 of [6] (with the rate of the dedicated server at the station the server is not assigned to set equal to zero) can now be used to compare the throughputs of the resulting four policies and to determine which one is optimal.
Now assume that µ ij = µ i γ j > 0, for all i ∈ {1, 2}, and j ∈ {1, 2}, and that E holds. Then from Proposition 2.2, we know that the faster server should be the flexible one. Thus, in order to specify the optimal policy, it suffices to determine the station to which the dedicated (slower) server is assigned. The next proposition which completely characterizes the optimal policy when the servers are generalists says that the slower (dedicated) server should be assigned to the slower station. Note that the optimal choice of the flexible server and the assignment of the dedicated server are only unique when the rates µ 1 , µ 2 of the two servers and the rates γ 1 , γ 2 of the two stations are both different. The intuition behind the optimal policy described in Proposition 3.5
is to keep the faster server busy at all times (which is obtained by having the faster server as the flexible one) and to keep the slower server as busy as possible (which is obtained by assigning the slower server to the slower station). Proof: We only consider the case with µ 1 ≤ µ 2 and γ 1 ≤ γ 2 since the proofs of other cases are similar. Let π 1 (π 2 ) be the policy that has server 2 as the flexible one and server 1 dedicated to station 1 (station 2). Then it follows from the throughput expression g 0 given in the proof of Theorem 4.1 of [6] that for all B ≥ 0
where
Systems with Two Flexible Servers
In this section, we assume that E holds, B < ∞, M = 2, and l = 2. The optimal policy in this case is given in If the servers are generalists, then Theorem 2.1 implies that any non-idling policy is optimal, including both the policies defined in Proposition 3.6.
Systems with Three Servers
In this section, we focus on the assignment of M = 3 servers to the two stations. In particular, Section 4.1 focuses on systems where two servers are dedicated and one server is flexible. In Section 4.2, we study systems with two flexible servers and one dedicated server. Finally, Section 4.3 presents the optimal server assignment policy when all three servers are flexible. Note that the case when all three servers are dedicated is covered by Remark 3.1.
We shall need the following preliminaries. For nonnegative scalars µ d1 , µ d2 , µ m1 , µ m2 , µ u1 and µ u2 , and for all i ∈ {0, 1, . . .}, define
with the convention that summation over an empty set equals 0. Let
We know from Proposition 3.1 of Andradóttir and Ayhan [5] that S * = ∅.
Systems with Two Dedicated Servers and One Flexible Server
We first assume that M = 3 and l = 1. Without loss of generality, we consider the case where the dedicated servers are assigned to different stations because otherwise this would be a special case of the model with one dedicated and one flexible server discussed in Section 3.2. The server who is dedicated to station 1 is called the "upstream" server and will be denoted by u ∈ {1, 2, 3}, the server who is dedicated to station 2 is called the "downstream" server and will be denoted by d ∈ {1, 2, 3}\{u}, and the flexible server is called the "moving" server and will be denoted by m ∈ {1, 2, 3}\{u, d}.
For B < ∞, fixed d, m, u, and for all i ∈ {0, 1, . . .}, equation (9) reduces to
by setting µ u2 = µ d1 = 0. The following proposition that follows from Theorem 3. With respect to determining which server should be the upstream one, which server should be the downstream one, and which server should be the flexible one, we know from Proposition 4.1 that we need to consider only six policies. The throughput expression g 0 given in the proof of Theorem 4.1 of Andradóttir and Ayhan [5] (with the rate of the upstream server at station 2 and the rate of the downstream server at station 1 set equal to 0) can now be used to compare the throughputs of the resulting polices and to determine which one is optimal.
Next assume that µ ij = µ i γ j > 0 for all i ∈ {1, 2, 3} and j ∈ {1, 2}. We can assume that µ 1 , µ 2 , and µ 3 are all strictly positive because the problem reduces to having two servers if any of these rates are equal to zero. We will show that the optimal policy should have the fastest server as the flexible one. The following lemma, whose proof is given in the appendix, shows that if the upstream server is known, among the remaining two servers the faster one should be the flexible server. 
The following proposition says that when µ ij = µ i γ j for all i ∈ {1, 2, 3} and j ∈ {1, 2}, the fastest server should be the flexible one. that may be optimal. Consequently, one can compute the throughput of both policies and determine which one yields the higher throughput. However, we now consider a special case in which we can specify the allocation of the dedicated servers.
Remark 4.2 Suppose that M = 3, l = 1, and γ 1 = γ 2 . Then we can characterize the optimal policy completely because in this case as long as the fastest server is the flexible one, the throughput does not depend on the allocation of the remaining two servers. In order to see this, without loss of generality, assume that γ 1 = γ 2 = 1, µ 3 ≥ µ 1 , µ 3 ≥ µ 2 , and B < ∞. Let T π 1 (B) be the optimal throughput under a policy π 1 that has server 1 as the upstream server, server 2 as the downstream server and server 3 as the flexible server. Similarly, let T π 2 (B) be the optimal throughput under a policy π 2 that has server 2 as the upstream server, server 1 as the downstream server, and server 3 as the flexible server. It then follows from Proposition 5.1 of Andradóttir and Ayhan [5] that
Systems with One Dedicated and Two Flexible Servers
In this section, we assume that M = 3 and l = 2. First assume that the server at station 1 is dedicated and as before denote this server by u. Define
and m ∈ {1, 2, 3}\{d, u}. For all i ∈ {0, 1, . . .}, equation (9) now reduces to
by setting µ u2 = 0. The following proposition, which describes the optimal dynamic assignment of servers d and m when server u is dedicated to station 1 and B < ∞, follows from Theorem 3.1 of Andradóttir and Ayhan [5] . 
Proposition 4.3 Suppose that E holds, B < ∞, server u is dedicated to station 1, servers d and m are defined as above and s
and u ∈ {1, 2, 3}\{m, d}. For all i ∈ {0, 1, . . .}, equation (9) now reduces to
by setting µ d1 = 0. The following proposition, which describes the optimal dynamic assignment of servers u and m when server d is dedicated to station 2 and B < ∞, follows from Theorem 3.1 of Andradóttir and Ayhan [5] . The next proposition provides a complete characterization of the optimal policy (which does not depend on B) when µ ij = µ i γ j for all i ∈ {1, 2, 3} and j ∈ {1, 2}. The intuition behind the optimal policy described in Proposition 4.5 is to keep the faster servers busy at all times (which is achieved by having the faster servers as the flexible ones) and to keep the slower server as busy as possible (which is achieved by assigning the slower server to the slower station). 
for all B ≥ 0, where
Note that the equality in (12) holds only when γ 1 = γ 2 , in which case the optimal throughput does not depend on the allocation of the dedicated server (see also Remark 4.2).
Systems with Three Flexible Servers
In this section, we assume that M = 3 and l = 3. The optimal policy is given in Theorem 3.1 of Andradóttir and Ayhan [5] but we repeat it here for the sake of completeness. Let
and u ∈ {1, 2, 3}\{d, m}. Consider the following policy 
Proposition 4.6 Suppose that E holds and B < ∞. Define s
Moreover, this is the unique optimal policy in the class of Markovian stationary deterministic policies if S * = {s * }.
When the servers are generalists, then any non-idling policy is optimal by Theorem 2.1, including all the threshold policies (δ i ) ∞ , where i = 1, . . . , B + 2.
Systems with Large Buffers
In this section, we show that the throughput of the optimal policies for the finite-buffered systems considered in Sections 3 and 4 converges to the throughput of the optimal policy for the corresponding infinite-buffered systems as the (finite) buffer size B becomes large. Consider a system with M ≥ 1 servers and N = 2 stations. For i = 1, . . . , M , define
with the convention that a positive real number divided by zero is equal to ∞ (recall that we have assumed throughout that N j=1 µ ij > 0 for i = 1, . . . , M ). Relabel the servers so that ρ 1 ≤ ρ 2 ≤ · · · ≤ ρ M . Let T * (∞) be the throughput of the optimal policy when B = ∞. We know from Andradóttir, Ayhan, and Down [7] that T * (∞) = λ * , where λ * is the optimal objective function value of the following linear program (P):
The parameters α ij , i = 1, . . . , M , j = 1, 2, can be interpreted as the long-run fraction of time that server i spends at station j. We have
. Then one optimal solution to (P) is given as:
Proof: For j = 1, 2, let P j be the set of servers with µ ij = 0 and let P = {1, . . . , M } \ (P 1 ∪ P 2 ) be the set of servers with µ i1 and µ i2 positive. Without loss of generality, we can let α ij = 0 for j = 1, 2 and all i ∈ P j . For all i ∈ P and j = 1, 2, let β ij = α ij µ i2 . Then (P) is equivalent to maximize λ
It is now clear that we can restrict our attention to solutions β ij , i ∈ P and j = 1, 2, satisfying 
If p < p * , then we must have
This shows that p = p * . Finally, the optimality of the choice α p1 = α * p * 1 now follows from equations (13) and (14). Proposition 5.1 shows that the servers are ordered in the same manner for the infinite-buffered system as for the finite-buffered system (i.e., according to the magnitude of ρ 1 ,. . ., ρ M ) and illustrates that when B = ∞, even though all M servers are flexible, the optimal policy has only one server working at both stations (see also Proposition 2 of Andradóttir, Ayhan, and Down [7] ). Note that this is different from the finite-buffered case where all servers work at both stations in the optimal policy. 
We are now ready to show that the throughput of the optimal policy for the finite-buffered systems considered in Sections 3 and 4 converges to the optimal throughput given in Corollaries 
Proof: It is shown in equation (13) of Andradóttir and Ayhan [5] that
,
Note that the case with µ d2 = µ m1 + µ u1 and µ u1 = µ d2 + µ m2 is not possible because this implies that µ m1 = µ m2 = 0.
We will consider the three cases listed in Corollary 5.2. First assume that µ d2 ≥ µ u1 + µ m1 .
Consider the case when µ d2 > µ u1 + µ m1 (if µ d2 = µ u1 + µ m1 , then one can carry out a similar analysis using the expression T s (B) = Θ 3 /Θ 4 ). We have T s (B) = Θ 1 /Θ 2 and
Next assume that µ d2 < µ m1 + µ u1 and µ d2 + µ m2 ≥ µ u1 . Consider the case when µ d2 + µ m2 > µ u1
(if µ u1 = µ d2 +µ m2 , then one can carry out a similar analysis using the expression T s (B) = Θ 5 /Θ 6 ).
Finally, assume that
Let T * (B) = T s * (B). We can now prove the following result.
Proposition 5.2 Suppose that E holds and d, m, and u are chosen as in Section 4.3. Then
Proof: Let π * B be an optimal policy when the buffer size is given by B ≥ 0. Now consider a system with buffer size B , where B ≤ B ≤ ∞, and let π B be the policy that chooses the same actions as 
Counterintuitive Examples
In this section, we provide examples with a dedicated server at each station and also a flexible server to illustrate the fact that both the selection of the downstream, upstream, and flexible servers and also the assignment of the dedicated servers to the stations can depend on the buffer size B. Consequently, these examples suggest that obtaining structural results beyond the ones provided in this paper that specify the optimal choice of the flexible server and to what stations the dedicated servers should be assigned is difficult.
Consider the case with µ 11 = 1.0, µ 12 = 1.099, µ 21 = 1.1, µ 22 = 1.21, µ 31 = 3.0, and µ 33 = 3.3.
If B = 0, then the policy that assigns server 1 to station 1, server 2 to station 2, and has server 3 as the flexible server is optimal among all the policies with only one flexible server (although the servers are not generalists in this example, this is consistent with Proposition 4.2) . The same policy is also optimal for systems with B = ∞. Then one might expect that this policy is also optimal for all 0 < B < ∞. However, this statement is not correct. It turns out that the optimal policy with one flexible server for B = 1 is the one that assigns server 2 to station 1, server 1 to station 2, and has server 3 as the flexible one. Even though the policy with server 1 at station 1, server 2 at station 2, and server 3 moving is optimal for all B ≥ 6, for B < 6 the optimal policy alternates between the two policies mentioned above. Note that the counter-intuitive behavior described in this paragraph can also occur when the servers are all generalists. For example, similar results hold for a system with generalist servers where γ 1 = 1.0, γ 2 = 1.1, µ 1 = 1.0, µ 2 = 1.1, and µ 3 = 3.0.
The examples in the previous paragraph also show that if a policy is optimal for two systems with buffer size B 1 and B 2 , respectively, where B 1 < B 2 < ∞, it is not necessarily correct that it is optimal for all B 1 ≤ B ≤ B 2 . Moreover, it indicates that even if the optimal choice of the dedicated servers does not depend on B, the assignment of the dedicated servers to stations may nevertheless depend on the buffer size.
With the next example we demonstrate that the choice of the flexible server can also depend on the buffer size. Suppose that µ 11 = 6.0, µ 12 = 5.0, µ 21 = 4.1, µ 22 = 4.01, and µ 31 = µ 32 = 5.0.
For B = 0, the policy that assigns server 1 to station 1, server 2 to station to 2, and has server 3 as the flexible one is optimal. On the other hand, when B = 1, the optimal policy involves assigning server 2 to station 1, server 3 to station 2, and having server 1 as the flexible server. Finally, when the buffer size is large, the optimal policy assigns server 1 to station 1, server 3 to station 2, and has server 2 as the flexible one. Hence, depending on the buffer size, the optimal policy with one flexible server can have any one of the three servers as the flexible one.
Numerical Results
In this section, we provide numerical results for systems with two stations, 1 ≤ M ≤ 10 servers, and exponentially distributed service requirements. Our objective with these numerical experiments is to see the effects of server flexibility on system throughput. Towards this end, we consider systems For all four sets of numerical experiments, we consider five different policies:
• an arbitrary stationary policy where server 1 and all even numbered servers except for server 2 work at station 1 and the remaining servers work at station 2;
• the best stationary policy (i.e., the policy with the largest throughput among those with l = 0);
• an arbitrary policy with only one flexible server (so that l = 1) assigned optimally to stations, which is any non-idling policy for M = 1, server 1 works at station 1 and server 2 is flexible for M = 2, and for M ≥ 3, server 3 moves, all remaining odd numbered servers work at station 1 and all even numbered servers work at station 2;
• the best policy with one flexible server and dedicated servers at both stations when M ≥ 3 and a dedicated server at one station when M = 2 (i.e., the policy with the largest throughput among those with l = 1 and dedicated servers at both stations when M ≥ 3 and a dedicated server optimally assigned to one station when M = 2);
• the optimal policy where all servers are allowed to move (l = M ). As expected, Figures 1 through 4 show that the long-run average throughput of the five policies increases as the number of servers increases. Moreover, the long-run average throughput of the optimal policy is a linear function of the number of servers (as predicted by Theorem 2.1). This assertion seems to hold for the average throughput of the best policy with one flexible server except for the first set of numerical experiments (depicted in plot (a) of Figures 1 through 4) . Similarly, improve the throughput by allowing servers to move. As Proposition 5.2 suggests, the performance of the best policy with one flexible server approaches to that of the optimal policy as the buffer size increases. In fact, even for B = 5, the throughput of the best policy subject to one flexible server is close to the throughput of the optimal policy. This suggests that employing the best policy with one flexible server can yield near-optimal throughput even for systems with moderate buffer sizes. On the other hand, even though an arbitrary policy with one flexible server is better than an arbitrary stationary policy, one has to be careful while using an arbitrary policy with only one flexible server. As Figures 2 through 4 illustrate, the best stationary policy starts outperforming the arbitrary policy with one flexible server as the buffer size and the number of servers increase.
Finally, we comment on the improvement that we obtain by cross-training another server versus the improvement obtained by adding a resource (i.e, a new server or a buffer space). As Figures   1 through 4 illustrate, in all four sets of numerical experiments, the arbitrary policy with one flexible server among M (for M = 2, . . . , 9) servers yields very similar throughput as the arbitrary On the other hand, having all the servers flexible and assigning them optimally to the stations Even though the throughput of the best policy with one flexible server for systems with B = 0 is in general less than the throughput of the best stationary policy for systems with B = 5, the difference between the throughputs is small in most cases. These observations suggest that in general it is more effective to add server flexibility rather than buffer space in order to increase the long-run average throughput. When the servers are generalists, we were able to completely characterize the optimal policy in almost all cases. In particular, when all servers are flexible, we proved that any non-idling policy is optimal for systems with finite buffers. When N = 2, B < ∞, service requirements are exponentially distributed, and all servers are assigned to two dedicated teams, we have shown that it is optimal to assign the faster team of servers to the slower station. Similarly, when N = 2, B < ∞, and the service requirements are exponentially distributed, we proved that the optimal policy should have the fastest l servers as the flexible ones if all the dedicated servers are at the same station or if there is at least one dedicated server at each station and a single team of flexible servers, and also that when all the dedicated servers are at the same station, they should be assigned to the slower station.
Conclusions
Finally, we showed that the throughput of the optimal policy for two station Markovian tandem queues with M = 2 or M = 3 servers converges to the throughput of the optimal policy for the corresponding infinite-buffered systems as the buffer size becomes large. Moreover, we proved that for large buffer sizes, the throughput of the best policy with a single flexible server for these systems is close to the throughput of the optimal policy where all servers are flexible. Our numerical examples indicated that this assertion also holds for two station tandem queues with M > 3 servers and moderate buffer size B when the servers are generalists with exponentially distributed service requirements. Furthermore, the numerical results illustrated that in general, adding flexibility is almost as effective as adding a new server and more effective than adding a buffer space in improving the system throughput. From our assumptions on the service rates, we have a recurrent Markov decision process and we can use the policy iteration algorithm for unichain models (see page 378 of Puterman [25] ) to prove the optimality of the policy described in Lemma 4.1.
In the policy iteration algorithm, we start by choosing 
subject to h 0 (0) = 0. In the equation above, e is a column vector of ones and I is the identity matrix. Define for s * + 1 ≤ s ≤ B + 2, constitute a solution to equation (16) .
As the next step of the policy iteration algorithm, we choose Since A B+2 = {d 1 }, we have shown that δ 1 (s) = δ 0 (s) for all s ∈ S. By Theorem 8.6.2 of Puterman [25] , this proves that the policy described in Proposition 4.1 is optimal.
