For a binomial random variable ξ with parameters n and b/n, it is very well known that the median equals b, if b is an integer. In 1968, Jogdeo and Samuels studied a behaviour of the fraction of P(ξ = b) which equals to 1/2 − P(ξ < b). They proved its monotonicity in n and posed a question about its monotonicity in b. This question is motivated by the solved problem proposed by Ramanujan in 1911 on the monotonicity of the same function but for a Poisson random variable with an integer parameter b. In the paper, we give an answer on this question.
Introduction
Giving a non-negative integer random variable ξ, we call the median of ξ µ(ξ) := min m ∈ Z + : P(ξ ≤ m) ≥ 1 2 .
Consider a Poisson random variable η b with a positive parameter b. It is known [4] that b − ln 2 ≤ µ(η b ) < b + 1/3, and the bounds are best possible. So, for an integer b, µ(η b ) = b. But this was known long before the result of Choi. Indeed, for an integer b, S. Ramanujan [9] conjectured that
and y b decreases. This was proven independently by G. Szegö in 1928 [10] and G.N. Watson in 1929 [11] . And it immediately implies that µ(η b ) = b. The behaviour of y b was widely studied. Below, we give a very brief history of this study. , where 8/45 ≥ α b ≥ 2/21. This conjecture was proved by Flajolet et al. [7] in 1995. In 2003, S. E. Alm [1] proved that α b decreases. In 2004, this result was strengthened by H. Alzer [2] :
, where − , and the bounds are sharp.
Let us now consider a binomial random variable ξ b,n with parameters n and b/n, where b ≤ n are positive integers. It is known [5] that |µ(ξ b,n ) − b| ≤ ln 2, and so, µ(ξ b,n ) = b. In 1968, K. Jogdeo and S. M. Samuels [8] considered a problem similar to the first Ramanujan conjecture but for binomial random variables. They proved that z b,n := 1 2 − P(ξ b,n < b)
Moreover, the following result holds.
Theorem 1 (K. Jogdeo, S. M. Samuels, 1968) For every b, z b,n decreases for n ≥ 2b and z b,n → y n as n → ∞. Moreover, for all n > 2b, 1/3 < z b,n < 1/2. For all b < n < 2b, 1/2 < z b,n < 2/3. Finally, z b,2b = 1/2 = z b,b .
In the paper, they tried to generalize the statement that y b decreases but they failed. They also mentioned that, obviously, z b+1,n < z b,n for all large enough n but they were unable to make this more precise. In our paper, we solve the problem proposed by Jogdeo and Samuels on a monotonicity of z b,n in b. Our main result is the following.
In the paper, we are also interested in a monotonicity of p b,n := P(ξ b,n < b) in b. This interest, in particular, has the following motivation. From the result of Szegö and Watson, it immediately follows that P(η b < b) increases (or, in other words, the difference between 1/2 and the probability that η b is less than the median decreases). So, for n large enough, p b+1,n > p b,n as well. It is easy to see that, for n = b + 1, 0 = p b+1,n < p b,n , in contrast. For small values of b, it can be easily verified that the same inequality holds even for b + 1 ≤ n ≤ 3b + 1. In Appendix A, we show in a very naive way that, for b ≤ 5, if n ≥ 3b + 2, then, conversely, p b+1,n > p b,n . The second our result states that this is true for all possible values of b, n.
Theorem 3
The following properties hold.
• If n ≥ 3b + 2, then p b+1,n > p b,n .
• If n ≤ 3b + 1, then p b+1,n < p b,n .
The rest of the paper is organized in the following way. In Section 2, we describe main tools. In Section 3, we prove Theorem 3. In Section 4, we prove Theorem 2.
Main tools
The crucial part of our proofs is a behaviour of the function g(z)
. This is helpful since, as we show in Section 2.1, g b,n := ∆ b,n g(z)dz gives the major contribution to p b+1,n − p b,n (a similar observation for z b+1,n − z b,n is obtained in Section 2.2). In Section 2.3, we study an asymptotical behaviour of g.
This technique works for proving Theorem 2 when c √ n < b < n/2 for an appropriate choice of c > 0. The case b ≥ n/2 follows immediately from the observation that z b,n = 1 − z n−b,n (see Section 4). For b ≤ c √ n, we exploit an asymptotical expansion of z b,n that is obtained in Section 2.4.
A useful expression for p b,n
This section is devoted to the proof of the following result.
Proof. Let us rewrite the definition of p b,n in the following way:
we get
Therefore,
A useful expression for z b,n
Using (1), we get
Then
Studying a behaviour of g
An inductive proof of the following observation is straightforward.
Using Claim 2 and the Lagrange form of the remainder of the Taylor polynomial, we obtain a lower and an upper bounds for g(z) on ∆ b,n .
Let, for every
be the ℓ-th term in the Taylor expansion of g, and
In the proof of Claim 3, we show that, for every 5 ≤ b ≤ n/2, the functions d 
where
Proof. For every ℓ ∈ {1, . . . , min{b − 1, n − b}}, denote
It is easy to see that, for every ℓ, ∂f ℓ+1 /∂z = −(ℓ + 1)(n − ℓ − 1)f ℓ , and
is negative on
Let us show that ∆ b,n ⊂ Υ. First,
since the difference between the left side and right side of this inequality equals
, and
. So, f 3 (z) increases on ∆ b,n . Now, let us show that
The derivative of the function (2−7(x/n))(1−(x/n))+6(x 2 /n 3 ) with respect to x is negative when x < . Therefore, negativeness of this function in x = 2 7 n + 1 and x = n − 2 implies its negativeness for all x ∈ 2 7 n + 1, n − 2 . As f 3 increases on ∆ b,n and negative in 1 − b/n, f 
Behaviour of
It is very well known (see, e.g., [3] ) that
From this and Stirling's approximation
(see, e.g., [6] ), it follows that
For a non-negative integer ξ, we denote ξ (s) := ξ(ξ − 1) . . . (ξ − s + 1).
Proof.
By the Stirling's approximation,
Since, for s, k ∈ N, s < k,
it is straightforward to see that (4) and Lemma 1 imply the following.
Using Claim 4, we get the following asymptotical expansion of z b,n when b = O( √ n).
Claim 5 Let C > 0 and n > Cb 2 . Then
Proof. First, let us estimate
Since, for any positive x and y,
by Claim 4, we get
By (4), Lemma 1 and Claim 4, we get
Proof of Theorem 3
For b ≤ 5, the proof is given in Appendix A. The remaining is divided into 3 parts:
• b > n/2 (Section 3.3).
Small values of b
In this section, we assume that 6 ≤ b ≤ (n − 2)/3. From Claim 3, we get
Let us prove that
which, due to Claim 1, immediately gives us the desired inequality p b+1,n > p b,n . Since
where P b,n = 12b 5 − 16b 4 n + 64b 4 + 4b 3 n 2 − 71b 3 n + 138b 3 + 16b 2 n 2 − 112b 2 n + 156b 2 + 12bn 2 − 105bn + 94b + 24n 2 − 48n + 24, the desired inequality follows from
As ln(1 + x) ≤ x for all x > −1, and e x < 1 + 2x for all x ∈ (0, 1), the expression to the right is less than
so the inequality follows from
The latter inequality is straightforward (however, for the sake of completeness, we give its proof in Appendix B).
Large values of b
In this section, we assume that (n − 1)/3 ≤ b ≤ n/2. From Claim 3, we get
Here, our goal is to prove that
is negative, where P b,n is defined in the previous section. Denote Q b,n :=
using the same simple techniques as in the previous case, we get that the negativeness of (6) follows from 5P b,n < bn(3bn + 46b − 57n).
This inequality is proven in Appendix B.
Above n/2
Finally, let us consider b > n/2. By the definition,
Thus,
for all b ≥ (n + 1)/2 and n ≥ 6. So, for (n + 1)/2 ≤ b < 2n/3, p b+1,n < p b,n .
Let n − 6 ≥ b ≥ 2n/3. Setb = n − b − 1. In this case 5 ≤b < n/3. It makes is possible to apply, forb, Claim 3 and, therefore, inequality (7) . From Claim 1, (7) and (10), we get
, and ln(1 + x) > x − x 2 /2 for positive x, we get
Therefore, negativeness of (10) follows from 5Pb ,n −bn(3bn + 46b − 57n) + 60(b + 1)
which is verified in Appendix B.
We provide the detailed proof of the case b = n − 5 in Appendix C, and all the other cases b ∈ {n − 4, n − 3, n − 2, n − 1} can be easily solved in the same way.
Proof of Theorem 2
The proof is divided into 4 parts:
n (Section 4.1),
n (Section 4.2),
n (Section 4.3), and
• b ≥ n/2 (Section 4.4), that easily follows from the first three.
Large values of b
In this section, we assume that
n. If b = (n − 1)/2, then, from Theorem 3, for n large enough,
n. Then
From Theorem 1 and (2),
By (3), for n large enough, we get
Using Claim 3 and (6), we get
, where Q b,n is defined in Section 3. n,
Medium values of b
n.
In this case, the bounds (12) are also true. By Claim 5, for every γ > 0 and n large enough,
Thus, for such n, by (2),
Below, we use the same notations x and A b,n as in the previous case. In the same way as in the previous case, from Claim 3, (3) and (6), we get that, for everyγ > γ and n large enough,
(1 −γ)
.
Therefore, for every β > 0, large enough n and (1 + ε)
Small values of b
n. For constant b and large enough n, z b+1,n < z b,n since y b+1 < y b . Below, we consider b as large as desired.
In this case, the bounds (12) are also true. By Claim 5 and (3), for every γ > 0 and n large enough,
Note that, here, we should use g + b,n instead of g − b,n , but the contribution of the difference between them in (13) is at most O(x 2 /n 2 ), and so, for some constant c and every positive β,
for n large enough.
Above n/2
Finally, let us consider b ≥ n/2. From (9), we get
Therefore, z b+1,n > z b,n if and only if z n−b−1,n < z n−b,n . Theorem is proved. To prove these inequalities we consider separately two parts of the summations: the first part contains the constant term and a fraction of next one, and the second part contains all the rest. In particular, when b = 5, we prove that, for an appropriate choice of C > 0, the following inequalities hold true: 
If so, summation of (14) with (15) divided by 60(n − 5) gives the former inequality. It is easy to see that, for C := 2300, both functions on the left sides of (14), (15) increase in n and are positive for n = 20. So, for b = 5 and n ≥ 20, this finishes the proof. In the remaining three cases, it can be computed that 
