Two class of synchronous matrix multisplitting schemes for solving linear complementarity problems  by Dehghan, Mehdi & Hajarian, Masoud
Journal of Computational and Applied Mathematics 235 (2011) 4325–4336
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Two class of synchronous matrix multisplitting schemes for solving
linear complementarity problems
Mehdi Dehghan a,∗, Masoud Hajarian b,a
a Department of Applied Mathematics, Faculty of Mathematics and Computer Science, Amirkabir University of Technology, No.424, Hafez Avenue,
Tehran 15914, Iran
b Department of Mathematics, Faculty of Mathematical Sciences, Shahid Beheshti University, G.C., Evin, Tehran 19839, Iran
a r t i c l e i n f o
Article history:
Received 21 October 2009
Received in revised form 7 October 2010
MSC:
90C33
65N12
65K10
Keywords:
Linear complementarity problem
M-matrix
H-matrix
SSOR method
GAOR method
Monotone convergence
a b s t r a c t
Many problems in the areas of scientific computing and engineering applications can
lead to the solution of the linear complementarity problem LCP (M, q). It is well known
that the matrix multisplitting methods have been found very useful for solving LCP
(M, q). In this article, by applying the generalized accelerated overrelaxation (GAOR) and
the symmetric successive overrelaxation (SSOR) techniques, we introduce two class of
synchronous matrix multisplitting methods to solve LCP (M, q). Convergence results for
these two methods are presented whenM is an H-matrix (and also anM-matrix). Also the
monotone convergence of the new methods is established. Finally, the numerical results
show that the introduced methods are effective for solving the large and sparse linear
complementary problems.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this article, we consider the linear complementarity problem LCP (M, q): for a given matrix M ∈ Rn×n and a vector
q ∈ Rn, find a vector x ∈ Rn such that
Mx+ q ≥ 0, x ≥ 0, xT (Mx+ q) = 0. (1.1)
The linear complementarity problem LCP (M, q)has a variety of applications such as theNash equilibriumpoint of a bimatrix
game, contact problems, the free boundary problem for journal bearings, etc. [1–3]. Over the years, a large number of papers
have studied the linear complementarity problems (LCPs) [4–17]. In [18,19], several basic iterativemethods to solve LCPs are
discussed. Li et al. [20] presented a conjugate gradient method for solving LCPs whenM is an S-matrix. In [21], a new rapid
projectionmethod based on thematrix split technique and the idea of proximal point algorithm is presented for solving LCPs.
Chandrasekaran et al. [22] considered the problem of finding an integer solution to LCPs. Wang and Yang [23] proposed a
power penalty approach to LCPs inRn based on approximating LCPs by a nonlinear equation. In [24], the projected successive
overrelaxation method is improved for LCPs. WhenM is a 2-cyclic matrix, Yuan and Song [25] proposed a class of modified
AOR (MAOR)methods. In [26], a class of generalized AORmethods for solving (1.1) is introduced. To get a numerical solution
to LCP, we often utilize the matrix splitting methods, in particular when the system matrix M is large and sparse; see
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[27–31]. Dong [31] presented an inexact multisplittingmethod based on the inexact splittingmethod and themultisplitting
method to solve LCPs. Machida et al. [32] introduced a multisplitting method for the solution of the symmetric linear
complementarity problems. Then, Bai [1,33], Bai and Evans [34–37] and Bai and Huang [38,39] developed this method
to its synchronous and asynchronous parallel computing variants and studied their convergence for both symmetric and
nonsymmetric system matrices. In [34], Bai and Evans proposed a class of matrix multisplitting accelerated overrelaxation
(AOR) methods (MMAOR methods). Then, Bai and Evans [40] discussed the monotone convergence properties of MMAOR
method.
We now briefly describe the notation used in this paper. For a vector x ∈ Rn, x ≥ 0 (x > 0) represents that all compo-
nents of x are nonnegative (positive), and |x| denotes the vectorwhose components are the absolute value of the correspond-
ing components of x. For two vectors x, y ∈ Rn, x ≥ y (x > y)means that x − y ≥ 0 (x − y > 0). These definitions carry
immediately over to matrices. The unit matrix is denoted by I . The symbol ρ(A) represents the spectral radius of a square
matrix A. In [41], it was shown that if |A| ≤ B then ρ(A) ≤ ρ(B). The comparison matrix ⟨A⟩ = (αij) of a matrix A = (aij) is
defined by the following
αij =
|aij|, if i = j,
−|aij|, if i ≠ j.
A matrix A ∈ Rn×n is called a Z-matrix if aij ≤ 0 for all i ≠ j; an L-matrix if aii > 0 for i = 1, 2, . . . , n and aij ≤ 0 for
i ≠ j, i, j = 1, 2, . . . , n; an M-matrix if it is a nonsingular L-matrix with A−1 ≥ 0; an H-matrix if ⟨A⟩ is an M-matrix; an
S-matrix if ∃x > 0 : Ax > 0 [42]. Note that A is an M-matrix if and only if A is a Z and an S-matrix. An H-matrix having
positive diagonal entries was termed as an H+-matrix. A representation A = B − C is called a splitting of A when B is
nonsingular. A splitting A = B − C is called regular if B−1 ≥ 0 and C ≥ 0, and weak regular if B−1 ≥ 0 and B−1C ≥ 0. If
x = (x1, x2, . . . , xn)T ∈ Rn, x+ is used to denote the vector with elements
(x+)i = max{0, xi} for all i = 1, 2, . . . , n.
For any x, y ∈ Rn it can be easily shown that
(1) (x+ y)+ ≤ x+ + y+;
(2) x+ − y+ ≤ (x− y)+;
(3) |x| = x+ + (−x)+;
(4) x ≤ y ⇒ x+ ≤ y+.
To describe the synchronous parallel multisplitting methods to solve LCPs on the multiprocessor systems, we suppose that
the multiprocessor system considered is made up of α CPUs. Now, we give the definition of the matrix multisplitting of a
matrixM ∈ Rn×n. For a given positive integer α ≤ n and i = 1, 2, . . . , α, letM = D−B = D−Li−Ui in whichD = diag(M)
is nonsingular, Li are strictly lower triangular matrices, Ui are zero-diagonal matrices, and let E1, E2, . . . , Eα ∈ Rn×n be
nonnegative diagonal matrices (usually called weighting matrices) satisfying
∑α
i=1 Ei = I . Then the collection of triples
(D− Li,−Ui, Ei) (i = 1, 2, . . . , α) is called a multisplitting of the matrixM .
Now we give the following lemma which is shown LCP (M, q) can be transformed to a fixed point problem.
Lemma 1.1 ([34]). Let M ∈ Rn×n and E be any positive diagonal matrix. Then x ∈ Rn solves LCP (M, q)(1.1) if and only if it
satisfies
x = (x− θE(Mx+ q))+, (1.2)
for all or some θ > 0.
The GAOR and SSOR splittings to be used in this paper are defined as follows.
Definition 1.1 ([43]). Let Ω = diag(w1, . . . , wn) ≠ 0, wi, λ ∈ [0,∞) and M = D − L − U , where D = diag(M), L and U
are diagonal, strictly lower and upper triangular matrices, respectively. (E, F) is called the GAOR splitting ofM if (E, F) is a
splitting ofM, E = 1/(Ω)(I + αΩD−1L) and F = 1/(Ω)((I −Ω)+ (1− α)ΩD−1L+ΩD−1U).
Definition 1.2 ([44]). Let 0 < w < 2 and M = D − L − U , where D = diag(M), L and U are diagonal, strictly lower
and upper triangular matrices, respectively. (E, F) is called the SSOR splitting of M if (E, F) is a splitting of M, E =
1/(w(2− w))(D− wL)D−1(D− wU) and F = 1/(w(2− w))((1− w)D+ wL)D−1((1− w)D+ wU).
By considering (1.2) and Definitions 1.2, 1.1, we establish two class of synchronous matrix multisplitting methods for
solving LCPs (1.1). First, by using GAOR splitting, we give the synchronous matrix multisplitting generalized accelerated
overrelaxation (SMGAOR) method as in what follows.
SMGAOR method:
Let x0 ∈ Rn be a given starting vector. For k = 0, 1, 2, . . . , calculate
xk+1 =
α−
i=1
Eixk,i, (1.3)
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where
xk,i = (xk − D−1[−λΩLixk,i + (ΩM + λΩLi)xk +Ωq])+, for i = 1, 2, . . . , α, (1.4)
Ω = diag(w1, w2, . . . , wn) withwp ∈ R+ for p = 1, 2, . . . , n and λ ∈ [0,∞).
When λ = 1, the SMGAOR method reduces to the synchronous matrix multisplitting generalized successive overrelax-
ation (SMGSOR) method. For λ = λ/w andΩ = wI , the SMGAORmethod reduces to the synchronousmatrix multisplitting
accelerated overrelaxation (SMAOR) method. Also for λ = 1 andΩ = wI the SMGAORmethod reduces to the synchronous
matrix multisplitting successive overrelaxation (SMSOR) method.
Hence the SMGAOR algorithm contains the previous synchronous matrix multisplitting methods as special cases.
Now by applying the SSOR splitting, we establish the synchronous matrix multisplitting symmetric successive
overrelaxation (SMSSOR) method as in what follows.
SMSSOR method:
Let x0 ∈ Rn be a given starting vector. For k = 0, 1, 2, . . . , compute
xk+1 =
α−
i=1
Eixk,i, (1.5)
where
xk,i = (xk − D−1[−wLixk,i + (w(2− w)M + wLi)xk + w(2− w)q])+, for i = 1, 2, . . . , α, (1.6)
andw ∈ R+.
This paper is organized as follows. In Section 2, we will prove that the SMGAOR and SMSSOR methods converge to the
unique solution x∗ of LCP (M, q) when M is an H-matrix (and also an M-matrix). When M is an L-matrix, the monotone
properties of the new methods are discussed in Section 3. In Section 4, we employ two numerical examples to support the
theoretical results of this paper. Also we give some conclusions in Section 5 to end this paper.
2. Global convergence theories
In this section, first we give the following facts which are basic for our subsequent discussions.
Lemma 2.1 ([34]). Let M be an H+-matrix. Then the LCP (M, q) has a unique solution x∗ ∈ Rn.
Lemma 2.2 ([45]). Let A = E − F be an M-splitting (E is a nonnegative M-matrix and F ≥ 0) of A. Then ρ(E−1F) < 1 if
and only if A is a nonsingular M-matrix.
Now, using the above results, we give convergence theorems for the SMGAOR and SMSSOR methods.
Theorem 2.1. Let M ∈ Rn×n be an H+-matrix, and (D − Li,−Ui, Ei) (i = 1, 2, . . . , α) be a multisplitting of the matrix M.
Assume that ⟨M⟩ = D − |Li| − |Ui| ≡ D − |B| for i = 1, 2, . . . , α. If (λ,wp) ∈ J, ∀p = 1, 2, . . . , n or (λ,wp) ∈ K ,
∀p = 1, 2, . . . , n where
J = {(λ,wp) ∈ R2 : 0 ≤ λ ≤ 1; 0 < wp ≤ 1, p = 1, 2, . . . , n}, (2.1)
K =

(λ,wp) ∈ R2 : 0 ≤ λ ≤ 1; 1 ≤ wp < 21+ ρ(D−1|B|) , p = 1, 2, . . . , n

, (2.2)
then the sequence {xk} generated by the SMGAOR method converges to the unique solution x∗ ∈ Rn of LCP (M, q).
Proof. Considering Lemma 2.1, the LCP (M, q)(1.1) has a unique solution x∗ ∈ Rn, that is
x∗ = (x∗ − D−1[−λΩLix∗ + (ΩM + λΩLi)x∗ +Ωq])+, for i = 1, 2, . . . , α. (2.3)
First, we define
ek,i = xk,i − x∗ and ek = xk − x∗. (2.4)
By (1.4), (2.3) and (2.4), we can obtain
ek,i ≤ (ek − D−1[−λΩLiek,i + (ΩM + λΩLi)ek])+.
Hence, we have
(ek,i)+ ≤ (λD−1ΩLiek,i)+ + (I − D−1(ΩM + λΩLi)ek)+, (2.5)
and
(−ek,i)+ ≤ (−λD−1ΩLiek,i)+ + (−I + D−1(ΩM + λΩLi)ek)+. (2.6)
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By applying (2.5), (2.6) and (1)–(4), it is not difficult to get
|ek,i| = (ek,i)+ + (−ek,i)+ ≤ |λD−1ΩLiek,i| + |I − D−1(ΩM + λΩLi)ek|
≤ λD−1Ω|Li||ek,i| + |I − D−1(ΩM + λΩLi)| |ek|. (2.7)
From (2.7), we have
|ek,i| ≤ (I − λD−1Ω|Li|)−1|I − D−1(ΩM + λΩLi)| |ek|. (2.8)
Also we can obtain
|I − D−1(ΩM + λΩLi)| = |I − D−1[Ω(D− Li − Ui)+ λΩLi]|
≤ |I −Ω| + (1− λ)D−1Ω|Li| + D−1Ω|Ui|. (2.9)
By substituting (2.9) into (2.8), we have
|ek,i| ≤ (I − λD−1Ω|Li|)−1(|I −Ω| + (1− λ)D−1Ω|Li| + D−1Ω|Ui|)|ek|. (2.10)
This implies that
|ek+1| =
 α−
i=1
Eiek,i
 ≤ α−
i=1
Ei|ek,i|
≤
α−
i=1
Ei(I − λD−1Ω|Li|)−1(|I −Ω| + (1− λ)D−1Ω|Li| + D−1Ω|Ui|)|ek|.
Now if we show that ρ(
∑α
i=1 Ei(I − λD−1Ω|Li|)−1(|I − Ω| + (1 − λ)D−1Ω|Li| + D−1Ω|Ui|)) < 1, then the proof will be
completed. For this purpose, we consider two cases as follows.
Case 1: First, we consider the case of (θ, wp) ∈ J for all p = 1, 2, . . . , n. Therefore, we can write
|ek+1| ≤
α−
i=1
Ei(I − λD−1Ω|Li|)−1(I −Ω + (1− λ)D−1Ω|Li| + D−1Ω|Ui|)|ek|.
We define the matrices
Pi = Ω−1(I − λD−1Ω|Li|), Qi = Ω−1(I −Ω + (1− λ)D−1Ω|Li| + D−1Ω|Ui|),
and set
Ri = Pi − Qi = I − D−1(|Li| + |Ui|) = I − D−1|B|.
From ρ(D−1|B|) < 1 and Lemma 2.2, we have Ri are M-matrices, therefore R−1i > 0. Since R−1i > 0 and Ri = Pi − Qi is a
weak regular splitting of Ri for each i, we get ρ(
∑α
i=1 Ei(I−λD−1Ω|Li|)−1(I−Ω+ (1−λ)D−1Ω|Li|+D−1Ω|Ui|)) < 1 [46].
Case 2: We consider the case of (λ,wp) ∈ K ∀p = 1, 2, . . . , n. It is not difficult to get
|ek+1| ≤
α−
i=1
Ei(I −ΩλD−1|Li|)−1(Ω − I + (1− λ)ΩD−1|Li| +ΩD−1|Ui|)|ek|.
We define the matrices
Pi = Ω−1(I −ΩλD−1|Li|), Qi = Ω−1(Ω − I + (1− λ)ΩD−1|Li| +ΩD−1|Ui|),
and letW = max1≤p≤n{wp}. Now we can get
Ri = Pi − Qi = Ω−1(2I −Ω)− D−1(|Li| + |Ui|) ≥ 2−WW I − D
−1(|Li| + |Ui|) = 2−WW I − D
−1|B| = R.
Since 1 ≤ W < 2
1+ρ(D−1|B|) , we can write
ρ

W
2−W D
−1|B|

= W
2−W ρ(D
−1|B|) < 1. (2.11)
From (2.11) and Lemma 2.2, we have R is an M-matrix. Noticing that Ri are Z-matrices and Ri ≥ R, Ri are M-matrices.
Now since R−1i > 0 and Ri = Pi − Qi is a regular splitting of Ri for each i, we get ρ(
∑α
i=1 Ei(I −WλD−1|Li|)−1((W − 1)I +
W (1− λ)D−1|Li| +WD−1|Ui|)) < 1 [46]. By Cases 1 and 2, the proof is completed. 
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Theorem 2.2. Let M ∈ Rn×n be an H+-matrix, and (D − Li,−Ui, Ei) (i = 1, 2, . . . , α) be a multisplitting of the matrix M.
Assume that ⟨M⟩ = D− |Li| − |Ui| ≡ D− |B| for i = 1, 2, . . . , α. If
0 < w < 2, (2.12)
then the sequence {xk} generated by the SMSSOR method converges to the unique solution x∗ ∈ Rn of LCP (M, q).
Proof. Similarly to the proof of the previous theorem, we can obtain
|ek,i| ≤
α−
i=1
Ei(I − wD−1|Li|)−1(|I − D−1[w(2− w)M + wLi]|)|ek|.
Now let Pi = I − wD−1|Li| and Qi = |I − D−1[w(2 − w)M + wLi]|. If we prove that ρ
∑α
i=1 EiP
−1
i Qi

< 1, then the proof
will be finished. Let Ri = Pi − Qi, where
Pi = I − wD−1|Li| areM-matrices,
and
Qi = |I − D−1[w(2− w)M + wLi]| ≥ 0.
Then Ri = Pi − Qi ≥ w(2 − w)D−1(D − |B|) = R. Noticing that M is an H+-matrix, D − |B| is an M-matrix and for any
0 < w < 2 there exists an x > 0 such that
Rx = w(2− w)D−1(D− |B|)x > 0.
Hence R is an M-matrix. Noticing that Ri are Z-matrices and Ri ≥ R, Ri are M-matrices. Therefore, we have proved the
inequality ρ
∑α
i=1 EiP
−1
i Qi

< 1. 
Remark 2.1. It is obvious that an M-matrix is also an H+-matrix. Hence convergence results in Theorems 2.1 and 2.2 are
valid forM matrices.
3. Monotone convergence analysis
In this section, the monotone convergence results of the SMGAOR and SMSSOR methods are studied, and the
corresponding comparison theorems about the monotone convergence rate of the SMGAOR and SMSSOR methods are
established. First, we consider the feasible set of LCP by
Υ = {x ∈ Rn|x ≥ 0, Mx+ q ≥ 0},
which is nonempty in this section.
Theorem 3.1. Let M ∈ Rn×n be an L-matrix, and (D − Li,−Ui, Ei) (i = 1, 2, . . . , α) be a multisplitting of the matrix M with
Li ≥ 0 and Ui ≥ 0. Suppose that wp ∈ (0, 1] and λ ∈ [0, 1] for all p = 1, 2, . . . , n. Then the sequence {xk} generated by the
SMGAOR method for any initial vector x0 ∈ Υ has the following both properties:
(I): 0 ≤ xk+1 ≤ xk ≤ · · · ≤ x0, k = 0, 1, . . . ;
(II): limk→∞ xk = x∗ with x∗ a solution of the LCP (M, q).
Proof. First we prove (I) by induction. We can write
x0,ip =

x0p −M−1pp

−wpλ
p−1
j=1
(Li)pj(x
0,i
j − x0j )+ wp(Mx0 + q)p

+
where ()ij denotes the (i, j)th element of the matrix, and ()i denotes the ith element of the vector. For p = 1, we have
x0,i1 = (x01 − w1M−111 (Mx0 + q)1)+.
Since M is an L-matrix and Mx0 + q ≥ 0, we get w1M−111 (Mx0 + q)1 ≥ 0. This implies that x0,i1 ≤ x01. Now suppose that
x0,ip ≤ x0p for p = 1, 2, . . . , s− 1. When p = swe can write
x0,is =

x0s −M−1ss

−wsλ
s−1
j=1
(Li)sj(x
0,i
j − x0j )+ ws(Mx0 + q)s

+
. (3.1)
From (3.1), we can see easily x0,is ≤ x0s . Therefore, x0,ip ≤ x0p for all p = 1, 2, . . . , n. This implies that x0,i ≤ x0. By (1.3), we
have x1 ≤ x0. Now assume that
0 ≤ xs−1,i ≤ xs−2,i ≤ · · · ≤ x0, (3.2)
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for i = 1, 2, . . . , α, and
0 ≤ xs ≤ xs−1 ≤ · · · ≤ x0. (3.3)
Now since xs ≤ xs−1,M is an L-matrix andw1 ∈ (0, 1], we can write
xs,i1 − xs−1,i1 = (xs1 − w1M−111 (Mxs + q)1)+ − (xs−11 − w1M−111 (Mxs−1 + q)1)+
≤

(1− w1)(xs1 − xs−11 )− w1M−111

n−
j=2
M1j(xsj − xs−1j )

+
= 0. (3.4)
Assume that xs,ip ≤ xs−1,ip , for p = 1, 2, . . . , t − 1. For p = t
xs,it − xs−1,it =

xst −M−1tt

−wtλ
t−1
j=1
(Li)tj(x
s,i
j − xsj )+ wt(Mxs + q)t

+
−

xs−1t −M−1tt

−wtλ
t−1
j=1
(Li)tj(x
s−1,i
j − xs−1j )+ wt(Mxs−1 + q)t

+
≤

(1− wt)(xst − xs−1t )+ λwtM−1tt
t−1
j=1
(Li)tj[(xs,ij − xs−1,ij )+ (xsj − xs−1j )]
+wtM−1tt

t−1
j=1
(Li)tj +
n−
j=1,j≠t
(Ui)tj

(xsj − xs−1j )

+
= 0. (3.5)
Therefore, xs,ip ≤ xs−1,ip (for p = 1, 2, . . . , n) holds by the principle of induction. By applying xs,i ≤ xs−1,i, we can get xs+1 ≤ xs.
Hence (I) holds by the principle of induction.
It is obvious that (II) can be obtained directly from (I) and Lemma 1.1. 
By a similar proof to the previous theorem we can prove the following theorem.
Theorem 3.2. Let M ∈ Rn×n be an L-matrix, and (D − Li,−Ui, Ei) (i = 1, 2, . . . , α) be a multisplitting of the matrix M with
Li ≥ 0 and Ui ≥ 0. Suppose that w ∈ (0, 1]. Then the sequence {xk} generated by the SMSSOR method for any initial vector
x0 ∈ Υ has the following properties:
(I): 0 ≤ xk+1 ≤ xk ≤ · · · ≤ x0, k = 0, 1, . . . ;
(II): limk→∞ xk = x∗ with x∗ a solution of the LCP (M, q).
Theorem 3.3. Under the assumptions of Theorem 3.1, the sequence {xk} generated by the SMGAOR method for any initial vector
x0 ∈ Υ holds xk ∈ Υ for k = 0, 1, 2, . . . .
Proof. We prove this theorem by induction. Obviously, from (1.3) and (1.4), we have xk ≥ 0 for k = 0, 1, 2, . . . . For k = 0,
we have x0 ∈ Υ . Assume that xk ∈ Υ for k = 0, 1, 2, . . . , s− 1. Suppose that (Mxs + q)1 < 0, then
xs,i1 = (xs1 − w1M−111 (Mxs + q)1)+
> (xs1)+ = xs1. (3.6)
It follows from (3.6) that
xs+11 =
α−
i=1
(Ei)11x
s,i
1 >
α−
i=1
(Ei)11xs1
= xs1.
This contradicts xs+1 ≤ xs. Hence (Mxs+q)1 ≥ 0. Now suppose that (Mxs+q)p ≥ 0 for p = 1, 2, . . . , t−1. Let (Mxs+q)t < 0,
define
ys = (xs − D−1Ω(Mxs + q))+.
We immediately get yst > x
s
t . We can obtain
xs,ip ≤ xsp, for p = 1, 2, . . . , t − 1. (3.7)
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By (3.7), we get
xs,it =

xst −M−1tt

−wtλ
t−1
j=1
(Li)tj(x
s,i
j − xsj )+ wt(Mxs + q)t

+
=

(1− wt)xst + (1− λ)wtM−1tt
t−1
j=1
(Li)tjxsj + λwtM−1tt
t−1
j=1
(Li)tjx
s,i
j + wtM−1tt
n−
j=1,j≠t
(Ui)tjxsj − wtM−1tt qt

+
≤

(1− wt)xst + (1− λ)wtM−1tt
t−1
j=1
(Li)tjxsj + λwtM−1tt
t−1
j=1
(Li)tjxsj + wtM−1tt
n−
j=1,j≠t
(Ui)tjxsj − wtM−1tt qt

+
= (xst − wtM−1tt (Mxs + q)t)+
= yst . (3.8)
We have
xs,i − ys = (xs − D−1[−λΩLixs,i + (ΩM + λΩLi)xs +Ωq])+ − (xs − D−1Ω(Mxs + q))+
≤ (λΩD−1Li(xs,i − xs))+,
and also we obtain
ys − xs,i ≤ (−λΩD−1Li(xs,i − xs))+.
This implies that
|xs,i − ys| = (xs,i − ys)+ + (−xs,i + ys)+ ≤ (λΩD−1Li(xs,i − xs))+ + (−λΩD−1Li(xs,i − xs))+
= |λΩD−1Li(xs,i − xs)|
= λΩD−1|Li| |(xs,i − xs)|. (3.9)
By applying (1)–(4) and (1.4), we can get
xs,i ≤ xs+ + (−D−1[−λΩLixs,i + (ΩM + λΩLi)xs +Ωq])+, (3.10)
and
xs,i ≥ xs+ − (D−1[−λΩLixs,i + (ΩM + λΩLi)xs +Ωq])+. (3.11)
By (3.10) and (3.11), we have
(xs,i − xs)+ ≤ (−D−1[−λΩLixs,i + (ΩM + λΩLi)xs +Ωq])+, (3.12)
(xs − xs,i)+ ≤ (D−1[−λΩLixs,i + (ΩM + λΩLi)xs +Ωq])+. (3.13)
So, we get
|xs,i − xs| = (xs,i − xs)+ + (xs − xs,i)+ ≤ |λΩD−1Li(xs,i − xs)+ΩD−1(Mxs + q)|
≤ λΩD−1|Li||(xs,i − xs)| +ΩD−1|(Mxs + q)|.
Therefore
|xs,i − xs| ≤ (I − λΩD−1|Li|)−1ΩD−1|(Mxs + q)|. (3.14)
By substituting (3.14) in (3.9), we have
|xs,i − ys| ≤ λD−1|Li|(I − λΩD−1|Li|)−1ΩD−1|(Mxs + q)|, (3.15)
then
lim |xs,i − ys| → 0, λ→ 0. (3.16)
By considering xs,it ≤ yst from (3.8), yst > xst and (3.16), it is obvious that xs,it ≥ xst must hold for some sufficiently small
0 < λ ≤ 1. This implies that xs+1t ≥ xst which is a contradiction. Hence (Mxs+ q)t ≥ 0. By the principle of induction, xk ∈ Υ
holds true for all k = 0, 1, 2, . . . . 
Similar to the proof of the previous theorem we can prove the following theorem.
Theorem 3.4. Under the assumptions of Theorem 3.2, the sequence {xk} generated by the SMSSOR method for any initial vector
x0 ∈ Υ holds xk ∈ Υ for k = 0, 1, 2, . . . .
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Theorem 3.5. Let M ∈ Rn×n be an L-matrix, and (D − Li,−Ui, Ei), (D −Li,Ui, Ei) (i = 1, 2, . . . , α) be two multisplittings
of the matrix M with Li,Li ≥ 0 and Ui,Ui ≥ 0. Then for any initial vector x0 = x0 ∈ Υ , both the iterative sequences
{xk} and {xk} generated by the SMGAOR method, corresponding to the parameters (wp, λ), (wp,λ) and to the multisplittings
(D− Li,−Ui, Ei), (D−Li,−Ui, Ei) (i = 1, 2, . . . , α) of the system matrix M ∈ Rn×n, satisfy
xk ≤xk, k = 0, 1, 2, . . . , (3.17)
if the multisplittings and parameters satisfyLi ≤ Li, 0 < wp ≤ wp ≤ 1, and 0 ≤λ ≤ λ ≤ 1, (3.18)
for i = 1, 2, . . . , α and p = 1, 2, . . . , n.
Proof. We prove (3.17) by induction. When k = 0, (3.17) holds. Now assume that (3.17) holds for k = 0, 1, 2, . . . , s. If we
show that xs,ip ≤xs,ip for p = 1, 2, . . . , n, then the proof will be completed. For p = 1, usingMxs + q ≥ 0, we can write
xs,i1 = (xs1 − w1M−111 (Mxs + q)1)+
≤ (xs1 − w1M−111 (Mxs + q)1)+
≤

(1− w1)xs1 + w1M−111 n−
j=2
(Ui)1jxsj − w1M−111 q1

+
= (xs1 − w1M−111 (Mxs + q)1)+
=xs,i1 .
Now assume that xs,ip ≤xs,ip for p = 1, 2, . . . , t − 1. From Theorem 3.3, it is obvious that
0 ≤ xk,i ≤ xk and 0 ≤xk,i ≤xk for i = 1, 2, . . . , α.
When p = t , it is not difficult to obtain
xs,it =

xst −M−1tt

−wtλ
t−1
j=1
(Li)tj(x
s,i
j − xsj )+ wt(Mxs + q)t

+
≤

xst −M−1tt

−wtλ t−1
j=1
(Li)tj(xs,ij − xsj )+ wt(Mxs + q)t

+
=

(1− wt)xst + (1−λ)wtM−1tt t−1
j=1
(Li)tjxsj +λwtM−1tt t−1
j=1
(Li)tjxs,ij + wtM−1tt n−
j=1,j≠t
(Ui)tjxsj − wtM−1tt qt

+
≤

(1− wt)xst + (1−λ)wtM−1tt t−1
j=1
(Li)tjxsj +λwtM−1tt t−1
j=1
(Li)tjxs,ij + wtM−1tt n−
j=1,j≠t
(Ui)tjxsj − wtM−1tt qt

+
=
xst −M−1tt

−wtλ t−1
j=1
(Li)tj(xs,ij −xsj )+ wt(Mxs + q)t

+
=xs,it .
By the principle of induction, xs,ip ≤xs,ip holds for p = 1, 2, . . . , n, therefore (3.17) holds. 
By a similar proof to the previous theorem we can prove the following theorem.
Theorem 3.6. Let M ∈ Rn×n be an L-matrix, and (D − Li,−Ui, Ei), (D −Li,Ui, Ei) (i = 1, 2, . . . , α) be two multisplittings
of the matrix M with Li,Li ≥ 0 and Ui,Ui ≥ 0. Then for any initial vector x0 =x0 ∈ Υ , both the iterative sequences {xk} and
{xk} generated by the SMSSOR method, corresponding to the parameters w,w and to the multisplittings (D− Li,−Ui, Ei), (D−Li,Ui, Ei) (i = 1, 2, . . . , α) of the system matrix M ∈ Rn×n, satisfy
xk ≤xk, k = 0, 1, 2, . . . , (3.19)
if the multisplittings and parameters satisfyLi ≤ Li, 0 < w ≤ w ≤ 1, (3.20)
for i = 1, 2, . . . , α and p = 1, 2, . . . , n.
M. Dehghan, M. Hajarian / Journal of Computational and Applied Mathematics 235 (2011) 4325–4336 4333
Table 1
The numerical results for Example 4.1.
SMGAOR method SMAOR method
CPU IT RES CPU IT RES
n = 400
(w, λ) = (0.1, 0.1) 1.35 400 6.51e−013 1.43 400 5.39e−011
(w, λ) = (0.2, 0.2) 1.52 400 5.55e−016 1.37 400 2.06e−014
(w, λ) = (0.3, 0.3) 1.40 400 3.33e−016 1.41 400 7.59e+101
(w, λ) = (0.4, 0.4) 1.45 400 2.22e−016 1.56 400 2.66e+222
(w, λ) = (0.5, 0.3) 1.43 400 2.22e−016 1.54 400 1.16e+147
(w, λ) = (0.5, 0.4) 1.40 400 2.22e−016 1.48 400 5.45e+251
n = 900
(w, λ) = (0.1, 0.1) 12.48 500 1.11e−015 12.48 500 3.57e−010
(w, λ) = (0.2, 0.2) 12.77 500 5.55e−016 12.43 500 9.58e+112
(w, λ) = (0.3, 0.3) 12.55 500 3.33e−016 16.13 500 NaN
(w, λ) = (0.4, 0.2) 12.80 500 2.22e−016 12.49 500 3.58e+185
(w, λ) = (0.5, 0.2) 12.58 500 2.22e−016 12.77 500 2.85e+214
(w, λ) = (0.6, 0.2) 12.55 500 1.20e−013 12.54 500 9.77e+239
n = 1400
(w, λ) = (0.1, 0.1) 39.56 500 1.11e−015 39.43 500 8.21e−005
(w, λ) = (0.2, 0.2) 39.70 500 5.55e−016 40.09 500 3.42e+225
(w, λ) = (0.3, 0.3) 40.23 500 3.33e−016 1.34e+002 500 NaN
(w, λ) = (0.4, 0.15) 39.54 500 2.22e−016 39.29 500 2.47e+201
(w, λ) = (0.5, 0.15) 39.87 500 2.22e−016 39.39 500 2.30e+231
(w, λ) = (0.6, 0.15) 40.57 500 3.13e−014 40.10 500 5.32e+257
Table 2
The numerical results for Example 4.1.
SMSSOR method SMSOR method
CPU IT RES CPU IT RES
n = 100
w = 0.5 0.09 200 8.09e−006 0.09 200 0.02
w = 0.1 0.09 200 1.06e−012 0.09 200 5.90e−006
w = 0.15 0.09 200 2.22e−016 0.09 200 2.29e−009
w = 0.2 0.09 200 2.22e−016 0.10 200 2.24e−012
w = 0.25 0.09 200 2.22e−016 0.10 200 7.10e−015
n = 400
w = 0.05 1.24 300 6.99e−009 1.37 300 4.53e−004
w = 0.1 1.24 300 5.55e−016 1.34 300 5.46e−008
w = 0.15 1.37 300 3.33e−016 1.23 300 3.41e−010
w = 0.2 1.17 300 2.22e−016 1.51 300 3.83e−010
n = 900
w = 0.05 10.67 400 4.24e−011 11.71 400 6.40e−005
w = 0.1 10.57 400 5.55e−016 11.71 400 9.75e−008
w = 0.15 10.76 400 3.62e−012 11.60 400 2.44e−005
n = 1600
w = 0.05 39.12 500 3.90e−012 42.10 500 5.16e−005
w = 0.1 39.57 500 4.07e−013 42.36 500 8.21e−005
Remark 3.1. Theorem 3.5 (Theorem 3.6) shows that suitable increase of the parameterswi (i = 1, 2, . . . , α), λ (w) and the
elements of the matrices Li (i = 1, 2, . . . , α) can accelerate the convergence rate of the SMGAOR (SMSSOR) method. Also,
Theorem 3.5 (Theorem 3.6) implies that the optimum parameters in general should bewi ≥ 1 (w ≥ 1).
4. Numerical reports
In this section, we will present two numerical examples to illustrate the numerical effectiveness of our results compared
with the other iterative methods. Computations are done on a PC Pentium IV using MATLAB 7.10. By using the numerical
examples, we show that the proposed methods are effective for large and sparse linear complementary problems whenM
is an H+-matrix. The numerical results are analyzed in three aspects: iteration steps (denoted by ‘IT’), elapsed CPU time in
seconds (denoted by ‘CPU’) and norm of absolute residual vectors (denoted by ‘RES’). Also let the termination criterion for
the presented methods be
RES(xk) := ‖min(Mxk + q, xk)‖∞,
where xk is the kth approximate solution to the LCP (M, q) and theminimum is taken componentwise. Also, in the following
examples, we considerm2 = n andΩ = wI .
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Table 3
The numerical results for Example 4.2.
SMGAOR method SMAOR method
CPU IT RES CPU IT RES
n = 400
(w, λ) = (0.1, 0.1) 0.88 300 3.79e−008 0.95 300 8.79e−004
(w, λ) = (0.2, 0.2) 1.02 300 4.84e−014 1.02 300 1.00e−006
(w, λ) = (0.3, 0.3) 0.92 300 2.22e−016 1.09 300 7.02e−009
(w, λ) = (0.4, 0.4) 0.98 300 2.22e−016 0.93 300 1.55e−010
(w, λ) = (0.5, 0.5) 0.99 300 2.22e−016 0.87 300 7.53e−012
(w, λ) = (0.6, 0.6) 0.92 300 0 0.99 300 6.35e−013
n = 900
(w, λ) = (0.1, 0.1) 9.26 400 7.12e−010 9.17 400 0.004
(w, λ) = (0.2, 0.2) 9.21 400 8.88e−016 9.14 400 1.93e−005
(w, λ) = (0.3, 0.3) 9.25 400 2.22e−016 9.28 400 4.63e−007
(w, λ) = (0.4, 0.4) 9.17 400 2.22e−016 9.15 400 3.15e−008
(w, λ) = (0.5, 0.5) 9.50 400 4.44e−016 9.21 400 4.16e−009
(w, λ) = (0.6, 0.6) 9.31 400 2.22e−016 9.12 400 8.56e−010
n = 1600
(w, λ) = (0.1, 0.1) 35.28 500 2.22e−011 10.93 500 9.11e−005
(w, λ) = (0.2, 0.2) 35.53 500 4.44e−016 11.16 500 4.78e−008
(w, λ) = (0.3, 0.3) 35.31 500 2.22e−016 11.20 500 3.07e−010
(w, λ) = (0.4, 0.4) 35.14 500 2.22e−016 10.73 500 8.30e−012
(w, λ) = (0.5, 0.5) 35.36 500 2.22e−016 10.92 500 5.50e−013
(w, λ) = (0.6, 0.6) 35.31 500 0 11.35 500 6.61e−014
Example 4.1 ([47]). As the first example, we consider LCP (M, q)with the following parameters
M =

S −I −I 0 · · · 0 0
−I S −I −I · · · 0 0
I −I S −I · · · 0 0
... I
. . .
. . .
. . .
. . .
...
...
...
. . .
. . .
. . .
. . . −I
...
...
. . .
. . . S −I
0 0 · · · · · · I −I S

∈ Rn×n, q ∈

−1
1
−1
...
(−1)n−1
(−1)n
 ∈ R
n,
S = tridiag(−1, 8,−1) ∈ Rm×m and I ∈ Rm×m is the identity matrix. Noticing that M is an H+-matrix, LCP (M, q) has a
unique solution x∗ ∈ Rn. For this problem, we take the initial vector x0 = (5, 5, . . . , 5)T .
Example 4.2. In this example, we consider LCP (M, q)with the following parameters
M =

S −I −I 0 · · · 0 0
0 S −I −I · · · 0 0
0 0 S −I · · · 0 0
...
...
. . .
. . .
. . .
. . .
...
...
...
. . .
. . .
. . .
. . . −I
...
...
. . .
. . . S −I
0 0 · · · · · · 0 0 S

∈ Rn×n, q ∈

−1
1
−1
...
(−1)n−1
(−1)n
 ∈ R
n,
where S = tridiag(−1, 8, 1) ∈ Rm×m and I ∈ Rm×m is the identity matrix. Noticing thatM is an H+-matrix, LCP (M, q) has
a unique solution x∗ ∈ Rn. For this example, we take the initial vector x0 = (5, 5, . . . , 5)T .
In Tables 1–4, for the above two examples and the different problem sizesm2 = n, we list the iteration steps, the CPU time
and the residual norms with respect to the SMGAOR, SMAOR, SMSSOR and SMSOR methods. The obtained results show
that the SMGAOR and SMSSOR methods can quickly compute satisfactory approximations to the solutions of the above
problems. From Tables 1–4, we can easily see that the SMGAOR and SMSSOR methods are more efficient than the SMAOR
and SMSOR methods, respectively. From Tables 1–4, we observe that the SMGAOR method is the most efficient (requires
the least computing time and iteration steps) among the four tested methods. Also from Tables 1–4 we observe easily that
suitable increases of the parameters w and λ can greatly improve the convergence property of the SMGAOR and SMSSOR
methods.
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Table 4
The numerical results for Example 4.2.
SMSSOR method SMSOR method
CPU IT RES CPU IT RES
n = 400
w = 0.1 0.95 300 1.55e−009 1.01 300 8.79e−004
w = 0.2 1.04 300 4.44e−015 1.13 300 1.00e−006
w = 0.3 0.93 300 2.22e−016 1.09 300 7.02e−009
w = 0.4 1.01 300 0 1.09 300 1.55e−010
w = 0.5 0.98 300 0 1.06 300 7.53e−012
n = 900
w = 0.1 7.64 300 4.02e−006 8.20 300 0.19
w = 0.2 7.64 300 2.13e−009 8.00 300 0.008
w = 0.3 7.64 300 6.19e−011 7.98 300 7.67e−004
w = 0.4 7.67 300 1.78e−011 8.34 300 1.32e−004
w = 0.5 9.37 400 2.22e−016 9.92 400 4.16e−009
w = 0.6 9.67 400 2.22e−016 10.10 400 8.56e−010
n = 1600
w = 0.1 30.71 400 3.89e−006 33.29 400 0.39
w = 0.2 30.42 400 4.74e−009 32.94 400 0.13
w = 0.3 30.43 400 3.68e−010 32.65 400 0.02
w = 0.4 35.61 500 4.88e−015 37.90 500 6.31e−006
w = 0.5 35.24 500 1.19e−015 38.46 500 1.57e−006
5. Concluding remarks
It is well known that LCPs have a variety of applications. In this paper, we have established two new class of iterative
methods to solve LCP. The newmethods were based on GAOR and SSOR methods. We proved the global convergence of the
introduced methods when M is an H-matrix (and also an M-matrix). Also the monotone convergence of the new methods
has been discussed whenM is an L-matrix. Finally, the numerical experiments have shown that the SMGAOR and SMSSOR
work quite well in practice.
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