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Нейромережеве прогнозування швидкостi в системах пiдтримки
прийняття рiшень
Одним з поширених методiв розв’язання задач прогнозування є використання штучних
нейронних мереж. При цьому поведiнка певного процесу найчастiше перетворюється у часовий
ряд та потiм, за допомогою нейронної мережi, прогнозується поведiнка отриманого ряду.
Задача прогнозування в нашому випадку необхiдна для отримання оптимальних значень
швидкостi на наступних дiлянках шляху та перевiрки стiйкостi руху в системi пiдтримки
прийняття рiшень машинiстом. Однак, в данiй задачi ми зiштовхуємося з неперiодичними
процесами, що вiдносно швидко змiнюються в часi, а саме – вiдбувається втрата стiйкостi при
русi на нерiвних дiлянках шляху [1].
Для пiдвищення якостi прогнозу необхiдно проводити попередню обробку iнформацiї. Ко-
жна вибiрка часового ряду представляє собою дискретну функцiю, що мiстить iнформацiю
про параметри профiлю шляху. При розв’язаннi задач прогнозування, роль нейронної мережi
полягає в отриманнi майбутньої реакцiї системи на основi її попередньої поведiнки. Вико-
ристовуючи iнформацiю про значення змiнної 𝑥 в попереднi моменти часу 𝑥(𝑡−1), 𝑥(𝑡−2), ...,
𝑥(𝑡−𝑛), мережа отримує рiшення про найбiльш ймовiрне значення послiдовностi 𝑥(𝑡) на даний
момент часу 𝑡. Для адаптацiї вагових коефiцiєнтiв мережi використовується фактична похибка
прогнозування та значення даної похибки в попереднi моменти часу.
При розробцi архiтектури нейронної мережi та алгоритму стосовно її навчання, викори-
стаємо МГУА-нейроннi мережi, основу яких складають iдеї методу групового урахування
аргументiв О.Г. Iвахненко [2]. На рис. 1 наведено МГУА-нейронну мережу для нашої задачi.
Рис. 1. Нейронна мережа на основi методу групового урахування аргументiв
На вiдмiну вiд нейронних мереж з фiксованою архiтектурою, типу класичного багатоша-
рового персептрону, МГУА-мережа має змiнну структуру, яка може змiнюватися в процесi
навчання.
Системи управлiння, що використовують штучнi нейроннi мережi, є однiєю з можливих
альтернатив класичним методам управлiння. Можливiсть використання нейронних мереж для
розв’язання задач керування в цiлому базується на можливостi апроксимацiї будь-якої функцiї
дiйсних чисел з заданою степiнню точнiстю. Дане положення доведено за теоремою Вейєр-
штраса. Таким чином для розв’язання задач керування можуть бути використанi нейроннi
мережi навiть з одним прихованим шаром.
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