Introduction
Solvation effects play a major role in many biochemical processes, such as molecular recognition, ligand binding, enzymatic catalysis, and protein folding. Therefore, much effort has been spent to reach a fundamental understanding of such effects and to obtain accurate estimates of the thermodynamics of solvation. 1, 2, 3 This is of particular interest in theoretical calculations, in which processes are typically studied in vacuum or with a restricted number of explicit solvent molecules: It would be desirable to have methods to extend the results from vacuum or a restricted solvation to a complete solvation.
The free energy of solvation can be calculated by rigorous microscopic free-energy perturbations or thermodynamic integration (TI), employing an appropriate thermodynamic cycle. 2, 4, 5, 6, 7 Unfortunately, these methods rely on energy estimates that are hard to converge 8 and the calculations are demanding in terms of computer time. 9, 10, 11 Therefore, macroscopic approximations have been developed that treat the solvent molecules as a structureless continuum. 7, 6, 5 The solvation process is typically decomposed into two steps: 12 First, a cavity is created within the solvent that can accommodate the solute and then the apolar solute is introduced in the cavity and interactions between the solute and the solvent are turned on. Three types of interactions are normally considered: electrostatics, dispersion, and exchangerepulsion. For most molecules, the electrostatic effects dominate and therefore the continuumsolvation energy is typically divided into two terms, viz. the polar solvation energy  G solv (the electrostatic interactions with the solvent) and the non-polar solvation energy  G np (the cavitation energy, as well as the dispersion and exchange-repulsion interactions). Polar continuum-solvation methods such as the Poisson-Boltzmann, 13 the polarised continuum model (PCM), 14 and the generalised Born 15 (GB) methods have been extensively studied and compared. 7, 6, 5, 16, 17, 18, 19 However, the non-polar part of the solvation energy has attracted less interest. 20, 21, 22, 23, 24, 25, 26 The non-polar part can be treated at several levels of approximation. In the PCM method 14 , all three terms are considered, so that  G np is estimated from
The cavity term is calculated from expressions of the radius of each atom to the power of 0 to 3, 27 i.e., including both area and volume terms, fitted to the hydration energies of non-polar hydrocarbons. The other two terms are continuum approximations to the van der Waals interaction between the solute and solvent. They are calculated by volume integrals, using the average density of the solvent. 28 It is often assumed that the cavity term depends linearly on some kind of measure of the molecular surface (MS) of the solute. 12, 29 The repulsion energy may also show such a dependence and therefore a recent approach merged the repulsion and cavity terms:
where γ CD and b CD are fitted parameters. This model will be called the cavity-dispersion (CD) approach in the following. For small molecules, the choice of MS is not important, 23 because in this case areas and volumes are strongly correlated. However, for macromolecules, the solvent-accessible volume has been recommended. 30 The dispersion term is calculated from volume integrals, as in the PCM method.
Despite the fact that PCM and CD make less assumptions about the process, the most popular approach is to relate the entire non-polar solvation energy to the solvent-accessible surface-area (SASA): 31 G np SASA =  SASA SASAb SASA (3) where γ SASA and b SASA are fitted parameters, different from those in the CD method. Recently, it has been observed that different continuum-solvation methods may give qualitatively different estimates of the non-polar solvation. For example, we have shown that SASA and PCM give anti-correlated estimates of  G np with opposite signs for the binding of seven biotin analogues to avidin. 32 Calculations with the 3D-RISM method (threedimensional reference interaction-site model) gave results that supported PCM. 19 In an attempt to explain this discrepancy, we have compared  G np calculated by TI, PCM, CD, and SASA for a system that was small enough to be studied accurately with TI, viz. the binding of benzene to T4-lysozyme. 24 These calculations showed that SASA gave more accurate estimates of  G np than PCM and CD. However, the reason for this is that all three continuum-solvation methods assume that the binding site in the ligand-free state is filled with continuum water, contrary to experimental observations. This could be avoided by placing a dummy ligand in the binding site that did not interact with the surroundings. Then, the PCM method gave the most accurate non-polar solvation energies.
However, it is not clear how general these results are, i.e. if they are applicable also to proteins with more solvent-accessible binding sites. Therefore, we study in this paper four protein-ligand complexes that have binding sites of varying solvent exposure and a varying number of water molecules in the ligand-free binding site, viz. phenol bound to ferritin, a biotin analogue bound to avidin, 2-aminobenzimidazole bound to trypsin, and a substituted galactoside bound to galectin-3. As can be seen in Figure 1 , ferritin has a buried binding cavity that contains four water molecules in the ligand-free state. In avidin, the binding site is still buried, but the opening is larger. In trypsin, the ligand binds in a cleft that is partly solvent exposed, whereas in galectin, the ligand binds on the surface of the protein. The ligands were selected for computational convenience (small and neutral), so that accurate TI estimates can be calculated. For all four systems, well-determined experimental binding affinities are available. 33, 34, 35, 36 We show that none of the continuum-solvent methods can accurately predict the non-polar solvation energies for such a wide range of binding sites, because of the lack of microscopic knowledge of the hydration state and the problem of estimating the entropy of water molecules in the empty binding site. The implication of these findings on binding free-energy predictions will be discussed.
Methods
System preparation. We have studied four protein-ligand systems: phenol bound to ferritin, imidazolidone (a biotin analogue, Btn7) bound to avidin, 2-aminobenzimidazole (ABI) bound to trypsin, and methyl-β-D-thiogalactopyranoside (L19) bound to the carbohydrate-binding domain of galectin-3. The four ligands are shown in Table 1 . The phenol-bound ferritin simulations were based on the crystal structure 3f39 and the ligand-free simulations on 3f32. 33 The Btn7-avidin simulations were based on the 1avd crystal, 37 after the modification of the biotin molecule to Btn7 (by removing atoms), and the ligand-free simulations were based on the same crystal. We considered the binding of only a single Btn7 molecule to the A subunit of this tetrameric protein. The ABI-trypsin simulations were based on the 2fx6 crystal and the ligand-free trypsin simulations were based on the same crystal. 35 The L19-galectin-3 simulations were based on the 1kjr crystal, 38 where the co-crystallised ligand was modified to L19. The apo simulation of galectin-3 was taken from our previous study. 39 The ferritin simulations required some special initial preparation. First, the PDB files contain only a single monomer whereas in solution, ferritin is a multimer of almost 100 protein chains. However, to save computer time, only a dimer was simulated (as has successfully been done before 33 ). The second protein chain was created by applying the appropriate symmetry operations. Second, Gly156 and Ser157 are missing from a flexible loop and they were built into the structure using Swiss-PdbViewer DeepView, 40 followed by a minimization with the sander module of Amber 41 (keeping all other atoms fixed). A few residues were also missing at the N and C terminals, but they were ignored.
In all systems, all Asp and Glu residues were supposed to have a negative charge and all Arg and Lys residues were considered to have a positive charge, although this was checked with PROPKA calculations. 42 The protonation of histidine residues was decided by a study of the local hydrogen-bonding network, the surrounding residues, and the solvent accessibility. In each subunit of ferritin, residues 49, 132 and 147 were doubly protonated, residue 114 was protonated on the ND1 atom, and residue 124 on the NE2 atom. In avidin, the single histidine residue in each subunit was protonated on the NE2 atom. 43 In trypsin, residues 40 and 57 were doubly protonated, whereas residue 91 was protonated on the NE2 atom. In galectin-3, residue 158 was protonated on the ND1 atoms, whereas the other three His residues where protonated on the NE2 atom. The proteins were described by the Amber99SB force field 44 and parameters for the ligands was taken from the generalised Amber force field, 45 except for Btn7 for which parameters were taken from the Amber99 force field. 43, 46 Charges on the ligands were determined by the RESP procedure, 47 using ESP points calculated at the Hartree-Fock/6-31G* level and sampled with the Merz-Kollman scheme. 48 All the protein-ligand complexes, free proteins, and free ligands were solvated in a truncated octahedral box of TIP4P-Ewald water molecules, 49 extending at least 10 Å from the protein or ligand.
TI calculations. The TI protocol followed the method designed by Roux et al., 9 as was thoroughly described in our previous article. 24 In short, we employed a double-decoupling method 9, 50 in which the binding free energy is estimated by
where the superscripts free and bound indicate simulations of the ligand free in solution and when bound to the protein, respectively. ΔG ele is the change in free energies when the charges of the ligand are zeroed, whereas ΔG vdW is the change in free energy when the van der Waals parameters of the (non-polar) ligand are also zeroed. In the bound simulations, the ligand is restrained relative to the protein (to ensure that it remains in the binding site, even when all interactions with the surroundings are removed) and   G restr is the free-energy difference of introducing and removing these restraints. The four first free energies on the right-hand side of Eqn. 4 were evaluated by TI simulations:
where the brackets indicate an ensemble average and V(λ) = (1 -λ)V 0 + λV 1 . V 0 and V 1 are the potential energies of the initial and final states, respectively and λ is a coupling parameter describing the mixing of the two states. The integral in Eqn. 5 was estimated by simulating the systems at 11 distinct values of λ (0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90, 0.95), followed by a trapezoid integration. The integrand at λ = 0 and 1 was estimated by linear extrapolation from the two nearest points. To avoid end-point problems in the van der Waals calculations, soft-core potentials were used, as implemented in Amber.
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  G restr was estimated from an analytical approximation rather than from TI calculations. 52 The restraints involved three atoms in the protein (P1, P2, and P3) and three atoms in the ligand (L1, L2, and L3). The selected atoms for the four test systems are listed in Table 1 . The distance P1-L1, the angles P2-P1-L1 and P1-L1-L2, and the dihedral angles P3-P2-P1-L1, P2-P1-L1-L2, and P1-L1-L2-L3 were harmonically restrained to their values in the crystal structure. Force constants of 41.84 kJ/mol/Å 2 and 836.8 kJ/mol/rad 2 were used for the distance and angle restraints, respectively. These restraints were found suitable for the binding of benzene to T4-lysozyme. 9 However, for the largest ligand (L19), we also tested two and three times larger force constants, but it did not result in any statistically significant differences.   G restr was estimated as has been described previously. 24, 52 MM/GBSA calculations. Within the MM/GBSA framework,  G bind is estimated from:
where PL is the protein-ligand complex, P is the protein, and L is the ligand. The bracket indicates an ensemble average over an MD simulation of PL. Each free energy is calculated from
where the first two terms are the electrostatics and van der Waals molecular mechanics (MM) energies, calculated with infinite cutoff. G solv is the polar solvation energy, estimated either with PCM or GB. We used the GB model of Onufriev et al., 54 model I (with α = 0.8, β = 0, and γ = 2.91). G np was estimated with the PCM, CD, or SASA methods. For the SASA method, G np was calculated according to Eqn. 3, using γ SASA = 0.0227 kJ/mol/Å 2 , b SASA = 3.85 kJ/mol, and a probe radius of 1.4 Å. 55 For the CD method, the σ decomposition scheme was used for separating the repulsion and the dispersion, and radii optimised by Tan et al. was used. 56 The solvent-accessible volume was used for the cavity term, with γ CD = 0.0378 kJ/mol/Å 2 , b CD = -0.5692 kJ/mol, and a probe radius of 1.3 Å. For the dispersion term, a probe radius of 0.557 Å was used and the water density was set to 1.129 kg/L. These are recommend values in the Amber software. 23, 30 The final term in Eqn. 7, is the absolute temperature multiplied with an entropy estimate, obtained from harmonic frequencies at the MM level on a truncated and buffered system (8 + 4 Å), as described previously, to improve the statistical precision of the estimate. 57 All the terms in Eqn. 7 were averages over the last snapshot from 20 independent MD simulations. The MM/GBSA calculations were performed with the Amber 10 software.
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PCM calculations. For the PCM calculations, the integral-equation formulation of PCM, IEFPCM, 58 was used. Because of the large size of the systems, the PCM-induced charges were obtained using a direct inversion of the iterative subspace procedure, 59 as implemented in the GAMESS software. 60 UAKS radii as implemented in Gaussian 61 and a scaling factor for the polar part of 1.15 were used.
Correspondence between TI and MM/GBSA. According to Eqns. 6 and 7, the MM/GBSA non-polar solvation free energy for the binding of L to P is given by
On the other hand, in TI, the non-polar solvation free-energy change is calculated as the freeenergy difference when turning off the van der Waals interactions for the ligand free in solution and when it is bound to the protein:
Here, the non-polar solvation energy is defined as all contributions to the van der Waals energy that involve solvent water molecules (not only the protein or the ligand). 24 Consequently, we can identify
Here, we also define what will be called G np free and G np bound in the following.
Water molecules in the binding site. It is interesting to identify and count the number of water molecules within the binding site of the proteins. Then, we need to define the extent of the binding site in the flexible protein during the MD simulations. This was done by first superimposing each MD snapshot onto the ligand-bound crystal structures and then selecting water molecules within a specific radius from the centre of the ligand. For ferritin, a radius of 6.5 Å was used, so that there were four and two water molecules on the average in the binding site of the ligand-free and ligand-bound states, respectively (in accordance with the crystal structures 33 ). For avidin and trypsin, the snapshots were visually inspected and the radius was varied until a proper number of water molecules was found. This resulted in radii of 6 and 4 Å, respectively. For the galectin-3, which does not have any distinct cavity, we selected a radius that gave no water molecules in the bound state, 4.5 Å.
MD simulations.
All MD simulations were run with the Amber 10 software. 41 The SHAKE algorithm 62 was used to restrain bonds involving hydrogen atoms, allowing for a 2 fs time step. The temperature was kept constant at 300 K using a Langevin thermostat 63 with a collision frequency of 2.0 ps -1 and the pressure was kept constant at 1 atm using a weakcoupling isotropic algorithm 64 with a relaxation time of 1 ps. The non-bonded cut-off was set to 8 Å and the long-range electrostatics were treated by particle-mesh Ewald summation 65 with a fourth-order B spline interpolation and a tolerance of 10 -5
. The non-bonded pair list was updated every 50 fs.
The MD simulations for the MM/GBSA estimates followed the solvent-induced independent-trajectory approach (SIIT): 66 Twenty independent simulations were initiated by solvating the systems in different water boxes and by giving the atoms different initial velocities. The systems were subjected to 500 cycles of steepest descent, with all atoms, except water molecules and hydrogen atoms, restrained to their initial position with a force constant of 418 kJ/mol/Å 2 . This was followed by a 20 ps NPT simulation using the same constraints, a 100 (ferritin and avidin) or 1000 ps (trypsin and galectin-3) NPT equilibration without any restraints, and a 200 ps production run, still at constant pressure. The last snapshot from the production run was used for the MM/GBSA calculations. The equilibration times were selected on the basis of previous simulations of identical or similar systems. 17, 66, 67 The TI simulations employed between five or ten independent simulations for each λ value, and the starting structures were the last snapshot from the MD simulations for MM/GBSA. Ten independent simulations were used for avidin, trypsin, and galectin-3, whereas only five were used for ferritin because a sufficient precision was obtained already at that level. The systems were equilibrated for 20 ps in the NPT ensemble with constraints towards the starting structure on all atoms except water molecules and hydrogen atoms. This was followed by a equilibration of variable length without any restraints and still with constant pressure, and a 200 ps production run, where snapshots were extracted every tenth picosecond. For trypsin and galectin-3, an equilibration of 200 ps was enough to obtain stable energies and a proper number of water molecules in the active site for λ values larger than 0.5. However, for the more hidden cavities of ferritin and avidin, longer equilibration times were required to obtain a proper number of water molecules in the active site (i.e. similar to experiments and long MD simulations), 1 and 4 ns, respectively.
Results
Binding affinities. We have studied the binding of four ligands to four different proteins using rigorous TI calculations and three continuum-solvent methods based on the MM/GBSA framework. 53 From these simulations, the non-polar solvation energy was extracted according to Eqns. 8-9 and the TI results were used as a benchmark for the continuum-solvent methods. To validate such an approach, we must check that the TI calculations reproduce the experimentally determined net binding free energies. In Table 2 we compare the calculated and experimental free energies of binding for the four protein-ligand systems. It can be seen that the experimental and calculated binding energies differ by 6-9 kJ/mol. This is probably the accuracy that can expected for such demanding TI calculations of absolute binding affinities of ligands involving 12-27 atoms. 68 Moreover, the statistical uncertainty is rather large, 5-6 kJ/mol so none of the calculated energies are significantly different from the experimental ones. Fortunately, this precision is enough to study the non-polar contributions, because the standard error of the TI  G np estimates is appreciably smaller, 1-2 kJ/mol, as can be seen in Table 3 .
In the following, we will discuss the non-polar free energy for each of the four test systems in order of increasing solvent exposure of the binding site.
Phenol binding to ferritin. The ferritin binding site is a hidden cavity that is formed at the interface between two protein subunits as shown in Figure 1 .  G np calculated by TI and the continuum methods are shown in Table 3 . It can be seen that for the bound state, the PCM and CD estimates are much too negative (-77 and -42 kJ/mol, respectively) compared to TI (+1 kJ/mol), whereas the SASA estimate is accurate (+3 kJ/mol).
However, by inspecting the components of PCM in Table 4 , it can be seen that the energies of this system are similar to those in our previous investigation of the binding of benzene T4-lysozyme: 24 The PCM estimate is dominated by the cavity term (-54 kJ/mol, column P-PL; cf. Eqn. 11). This energy is clearly an overestimate, because the binding site is preformed even when the ligand is not bound; instead it should be essentially zero. The large cavity term comes from the fact that the continuum methods fill all empty space with continuum water.
As discussed before, 24 this deficiency can be corrected for by introducing a dummy phenol ligand in the PCM calculation of the ligand-free protein. The dummy molecule does not interact with the surroundings (the charges and the Lennard-Jones parameters are zeroed). Calculations with such a ligand are called P0 in the following. From Table 4 , it can be seen that it gives a vanishing cavity contribution to the bound non-polar energy (column P0-PL) and the dispersion and repulsion contributions are also reduced, but not fully to zero. The reason for this is that the cavity term depends only on the size and the shape of the cavity. The cavities in the PL and P0 states are identical and therefore, the P0-PL cavity term vanishes. On the other hand, the dispersion and repulsion terms represent the interaction energy between the continuum solvent and the solute. If we divide the solute into the protein (P) and the ligand (L; if present), and the solvent into that replaced by the ligand (S L ) and the rest (S b ), we have for the PL state two terms, PS b and LS b . In P, we still have the PS b term, but the other term is replaced by PS L because the ligand has been replaced by continuum solvent. Therefore, P-PL, contains two terms, PS L -LS b . On the other hand, P0 contains only one term, PS b , because the PS L term vanishes, owing to that the continuum water in the binding site is replaced with a dummy ligand with zeroed van der Waals parameters. Consequently, P0-PL contains only the -LS b term, i.e. the negative of the interaction energy between the ligand in the binding site and the surrounding bulk solvent, which is quite far away for this hidden binding cavity, explaining why this term is small. We can estimate the size of the PS L term from the difference between the P and P0 estimates.
If this P0 approach is used,  G np bound estimated by PCM and CD is much improved, as can be seen in Table 3 (columns P0 for CD and PCM). In fact, the PCM result now reproduces the TI results within the uncertainty of the estimates, whereas the error of CD(P0) is reduced to 4 kJ/mol and that of SASA(P0) is 1 kJ/mol (SASA(P0) is always zero for the bound state).
The continuum estimates of  G np free for the ligand-free state are rather good, although they are all more negative than the TI results ( Table 3 ). The PCM estimate is best (1 kJ/mol error) and the SASA estimate worst (6 kJ/mol error). The total TI  G np is reproduced within 1 kJ/mol by PCM(P0), whereas CD(P0) and SASA(P0) give errors of 7 and 5 kJ/mol.
These good results of the P0 approach are quite unexpected: The P0 approach made sense for the binding of benzene to T4-lysozyme, because no water molecules enter the binding site in the ligand-free state. 24 However, this is not the case for ferritin: On the contrary, the crystal structures show that there are four water molecules in the ligand-free state, two of which are extruded by phenol. 33 This is reasonably reproduced in the TI simulations as can be seen in Table 5 : The ligand-binding cavity contains 2.1 waters on average in the bound state and 5.7 water in the ligand-free state.
Therefore, we might expect that a mixture of the P and P0 approaches would be more appropriate, viz. that the cavity term should be taken from the P0 approach (i.e. it should vanish), because the cavity is preformed in the protein, whereas the dispersion and repulsion terms should be taken from the P approach, because there are water molecules that are expelled by the ligand. With PCM, we can test such an approach, because all terms are available in Table 4 . However, the result, -23 kJ/mol (i.e. the sum of the dispersion and repulsion terms in the P-PL column in Table 4 , shown in the PCM P/P0 column in Table 3 ) is much worse than that of the pure P0 approach.
Since the dispersion and repulsion terms in PCM are simple volume integrals (i.e. pure energy terms; this approximation has been confirmed in simulations 20, 21 ), we can compare the continuum estimate with the corresponding energies in the end-point TI simulations by simply calculating the average van der Waals interaction energy between all water molecules in the binding site (as defined in the Method section) and the protein. These energies are also included in Table 5 (column  E vdW
PS L
). It can be seen that the two water molecules in the bound state (on average) make an interaction energy of -5 kJ/mol with the protein, whereas the water molecules in the apo state make an average interaction energy of -28 kJ/mol. Thus, the difference between the free and bound states, -23 kJ/mol, is similar to the PCM(P) estimate of the PS L energy term (sum of the dispersion and repulsion terms for P-P0 in Table  4 , -24 kJ/mol, included in the PCM column in Table 5 ).
This shows that the continuum estimate of the PS L interaction energy is quite accurate. The reason why we get a poor estimate of  G np bound for the combined PCM(P/P0) approach is that we do not consider the entropy of the water molecules in the binding site. They should be included in the cavitation energy (implicitly by the parametrisation), but in the P0 approach, the cavity term vanishes by definition. Therefore, the entropy term is missing in the mixed P/P0 approach. On the other hand, we can conclude that the good results obtained with CD(P0) and PCM(P0) seem to be a coincidence, resulting from the cancellation of two errors, the neglect of the water molecules in the binding site and the entropy gain when these water molecules are released into bulk solvent.
Btn7 binding to avidin. The avidin binding site is also relatively hidden, as can be seen in Figure 1 . Crystal structures of the apo state shows a varying number of water molecules in the ligand-free binding site: 69 two in one subunit, one in another, and no water molecules in the other two subunits. The reason for this could be the rather poor quality of the structure, that the water molecules in the binding site are disordered, or that water molecules diffuse readily between the binding site and the bulk solvent.
Therefore, we first studied how easy water molecules diffuse in to and out of the binding site in regular MD simulations. We run five different 5-ns MD simulations, starting with 2, 3, 4, 5, and 6 water molecules in the binding site by replacing the heavy atoms of Btn7 with water molecules. Figure 2 shows the time-evolution of the number of water molecules in these simulations. It can be seen that some of the inserted water molecules are rapidly expelled from the site, giving a minimum in the number of water molecules after ~100 ps. Then, the number increases again, converging to about 7 water molecules, but with a variation between 4 and 10 molecules, and requiring fairly long simulation times. This may indicate that the empty binding cavity is expanding. As a consequence of these results, we employed long equilibration times (4 ns) for the TI calculations to allow water molecules to diffuse into the water site and replace the disappearing ligand.
 G np bound from TI and the continuum methods is included in Table 3 . Again, the SASA result (1 kJ/mol) reproduces the TI result (-3 kJ/mol) reasonably, whereas the PCM and CD estimates are much too negative (-50 and -29 kJ/mol, respectively). Using the P0 approach, we obtain strongly improved estimates with both PCM and CD, although they now give too positive results (by 4-6 kJ/mol).
Again, this good agreement is unexpected, considering that the binding cavity contains 4-10 more water molecules in the ligand-free state than in the bound state. These water molecules give average van der Waals interaction energies of -3 kJ/mol and -24 kJ/mol in the bound and free states, respectively (Table 5) . This amounts to a PS L interaction energy difference of -22 kJ/mol. Interestingly, this is 10 kJ/mol larger (more negative) than the continuum estimate (-12 kJ/mol; column PCM in Table 5 ). This indicates that there are more water molecules in the ligand-free binding site than what fits the bound binding site, i.e. that the binding site contracts when the ligand is bound. Some experimental studies show that one of the loops of the avidin binding site is disordered in the unbound state, 70, 71, 72 which could explain our results. Of course, the MM/GBSA approach, based on the simulations of only the bound state, can never include such an effect. In the passing, it should be mentioned that the predicted number of water molecules in the bound and unbound state matches what have been found in the related streptavidin protein, both by experiment and calculations. 73, 74, 75 For the ligand-free state, the SASA estimate of  G np free is 11 kJ/mol too negative, whereas the PCM and CD estimates are 1-3 kJ/mol too positive. The total  G np is well reproduced by both CD(P0) and PCM(P0) with errors of 2-3 kJ/mol, whereas SASA(P0) has an error of 13 kJ/mol. These results confirm our previous conclusion that PCM(P) gives worse non-polar solvation energies for avidin than SASA(P), 32 but we also see that the PCM(P0) results are better. 3D-RISM also gives much too positive non-polar solvation energies for the binding of Btn7 to avidin. 
2-aminobenzimidazole binding to trypsin.
Trypsin has three binding pockets and the ABI ligand binds to the most buried P1 pocket. 76 This pocket is a shallow cleft, as can be seen in Figure 1 .
 G np from TI and the continuum methods are shown in Table 3 . For this protein, the SASA estimate of  G np bound is no longer accurate; instead it has the wrong sign and is 21 kJ/mol too positive. The PCM and CD methods predict the correct sign of the energy, but the estimates are too negative by 57 and 21 kJ/mol, respectively. With the P0 approach , the PCM and CD methods predict the wrong sign, although the PCM result is closer to the TI estimate. Thus, the TI non-polar solvation energy is in between the continuum P and P0 estimates. This indicates that the binding site has a specific hydration pattern that cannot be accurately represented by continuum-solvation methods.
Several crystal structures of trypsin show conserved water molecules in the binding site that can be displaced by ligands. 77, 78 We performed a 5 ns simulation of ligand-free trypsin to investigate the binding-site hydration and found on average seven water molecules in the site. This is similar to what was observed in the TI calculations ( Table 5 ). As the trypsin binding site is solvent exposed, the number of water molecules was stable during the course of the simulation. Using a similar definition for the bound state, 0.5 water molecules were found in the binding site when the ligand was bound.
The van der Waals interaction energies between these water molecules and the protein are also shown in Table 5 . The water molecules in the apo and bound simulations had interaction energies of -29 kJ/mol and -2 kJ/mol, respectively. Thus, the PS L energy difference amounts to -28 kJ/mol. This is rather close to the PCM continuum estimate in Table 5 , -24 kJ/mol. In fact, for this protein, we obtain a reasonable estimate of  G np bound from the mixed P/P0 approach, viz. -17 kJ/mol (the sum of the dispersion and repulsion PCM energies in column P-PL of Table 4 ), compared to the TI estimate of -19 kJ/mol. However, for this solventexposed cleft, it is no longer evident that the cavitation energy of the bound state should vanish.
For the ligand-free state, the  G np free estimates are scattered. The SASA estimate is 11 kJ/mol too negative, the PCM estimate is 3 kJ/mol too negative, whereas the CD estimate is 2 kJ/mol too positive. Consequently, all the six P and P0 continuum-solvation methods give errors in the total non-polar solvation energy of 23-54 kJ/mol, whereas the error of the mixed P/P0 approach is 5 kJ/mol.
L19 binding to galectin-3.
Finally, we considered the binding of L19 to galectin-3. The binding site of galectin-3 is located on the surface of the protein as can be seen in Figure 1 . From experiments and MD simulations it is known that the positions of the water oxygen atoms of the ligand-free binding site of galectin-3 mirror the oxygen positions of the ligand in the bound state. 79 For L19, this would correspond to at least six water molecules.  G np from TI and the continuum-solvation methods is shown in Table 3 . In the bound state, the SASA estimate is 16 kJ/mol too positive. The negative sign of the SASA estimate shows that this is the first case for which the SASA of the PL complex is larger than the SASA of P. The PCM and CD estimates are, as in the trypsin case, too negative but with the correct sign. Using the P0 approach, PCM and CD give energies that are too positive, but the PCM result is closer to the TI results.
The components of the PCM estimate in Table 4 show that  G np bound is almost entirely dominated by a cavity term of -98 kJ/mol, whereas the dispersion is only 4 kJ/mol and the exchange-repulsion is zero. As discussed above, the latter two terms contain two contributions, viz. PS L -LS b . According to the P0-PL column, the -LS b terms amount to 45 and -9 kJ/mol, respectively, so both terms are sizeable. Thus, the near cancellation is coincidental.
We investigated the hydration of the ligand-free state of galectin-3, using MD trajectories from a previous study. 79 It was found that on average ~10 water molecules occupied the same space as L19 in the apo state. This is reproduced by the TI simulations (Table 5) . The difference in the van der Waals interaction between these water molecules and the protein before and after ligand binding is -16 kJ/mol, which is 16 kJ/mol less negative than the PCM continuum estimate. This large difference is quite unexpected for this solvent-exposed surface.
The estimates of  G np free are again scattered: Only the CD method gives reasonable results with an error of 3 kJ/mol, whereas the SASA and PCM estimates are too negative by 12 and 20 kJ/mol, respectively. It is not clear why SASA and PCM give so poor results for this ligand. Consequently, again all methods give large errors for the total non-polar solvation energy, 22-73 kJ/mol. The best results are obtained for the CD(P) approach.
A mixture of the P0 and P approaches based on the solvent exposure of the ligand. The results in Table 3 showed that for the two systems with relatively hidden binding sites, ferritin and avidin, as well as for the binding of benzene to lysozyme, 24 accurate results were obtain using the P0 cavity for the unbound protein, especially with the non-polar terms from PCM. However, for trypsin and galectin-3, with their more solvent-exposed binding sites, the TI results are somewhere between the P or P0 estimates. Apparently, no single method gives reliable results for all systems. However, the results in Table 3 indicate that the TI results come closer to the P results the more solvent-exposed the binding site is.
This indicates that we may obtain more reliable estimates by a linear combination of the P and P0 estimates:
This equation can be solved for the ξ parameter, using the TI results for each protein on the left-hand side. The results for the PCM and CD are shown in Table 6 , where we have included also our previous results for the benzene-lysozyme system. 24 SASA is excluded because G np bound for SASA(P0) is always zero and therefore ξ becomes large and negative for many systems. We see that for PCM, T4-lysozyme, ferritin, and avidin are optimal at ξ ≈ 0, trypsin at ξ = 0.32, and galectin-3 at ξ = 0.40. For CD, the optimal ξ values are consistently higher, mainly because the magnitude of the CD results is always smaller (cf. Table 3) .
Such an approach is meaningful only if we can relate ξ to some property of the proteinligand system so that ξ could be predicted beforehand. We expect that the property should describe the solvent exposure of the ligand in the complex. One simple approach is to calculate the ratio between the SASA of the ligand when it is bound to the protein and when it is free in solution, which we will call the solvent exposure (SE) in the following. The SE for each protein-ligand complex is also shown in Table 6 . The correlation between ξ (fitted to TI using the data from CD or PCM) and SE is shown in Figure 3 . The correlations are fair with correlation coefficients (r 2 ) of 0.70 and 0.74 for PCM and CD, respectively, but trypsin seems to fall outside the lines. The van der Waals area was also tested, but the correlations were worse.
If we estimate ξ from SE, using the linear relations in Figure 3 and insert these ξ(SE) values into Eqn. 13, we can calculate G np bound for both PCM and CD. The results are shown in the last two columns of Table 6 (presented as the differences from the TI results). It can be seen that this approach gives good results for all proteins (errors 0-7 kJ/mol), except for trypsin, for which the error is 15-22 kJ/mol. Thus, this approach is promising, although not yet fully satisfying.
Explicitly-sampled interactions PCM.
We have seen that it is hard to find a continuumsolvation method that gives accurate predictions for the non-polar solvation energy during ligand binding for all four protein-ligand complexes. Therefore, we tested whether the results can be improved by using some data from the MD simulations. We formulate this explicitlysampled interactions PCM (ESI-PCM) method as
Here, the first two terms on the right-hand side are the PCM(P0) estimate of  G np bound (shown in Table 3 ). Such an estimate does not consider the water molecules in the binding site, and therefore is incomplete. The next three terms try to estimate the contribution from those water molecules. The two 〈E vdW
PS L
〉 terms are the van der Waals interaction between the binding-site water molecules and the protein, taken from the TI simulations of P or PL, shown in Table 5 . Thus, we use in this approach the explicitly sampled interaction energies, rather than the continuum estimate, used in the mixed P/P0 approach (the  E vdW PS L column in Table 5 ). To these terms, we add the last term, which attempts to estimate the entropy of the binding-site water molecules.
We tried different approaches to estimate this term. The difference in the number of water molecules in the binding site with and without the ligand gave a poor correlation (r 2 = 0.23). With SE instead, the agreement with TI was improved (r 2 = 0.77). Finally, we estimated the entropy from a linear relation to the SASA of the ligand, SASA(L):
The coefficients were determined by a linear regression to the TI estimate of G np bound , using the other terms in Eqn. 14. This gave γ ESI = -0.32 kJ/mol/Å 2 and b ESI = 84.1 kJ/mol. As can be seen in Figure 4 , this gave a reasonable correlation (r 2 = 0.83) and a maximum deviation (for lysozyme) of 15 kJ/mol.
The difference between the ESI-PCM and TI results are shown in Table 7 . It is clear that the parametrisation using the SASA of the ligand gives the best overall results. The method works very well for the avidin, trypsin, and galectin-3 with deviations less than 3.5 kJ/mol, whereas for T4-lysozyme and ferritin, the deviations are larger than 10 kJ/mol. Overall performance. In Table 8 , we list the mean absolute deviation (MAD) of  G np calculated with the three continuum methods relative to the TI results. It can be seen that SASA (with both P and P0) on average gives a much better result for the bound state than any of the other methods. This could explain why such a simple model has been so successful. Usually, the SASA estimates are small (~1 kJ/mol). This is favourable for the ferritin and avidin cases, for which TI also gives small results. However, for trypsin and galectin-3, the deviations are much larger. The SE approach gives MADs of 7 and 6 kJ/mol for PCM and CD, respectively, i.e. slightly better than the SASA results. The ESI-PCM approach (using the SASA of the ligand) also gives a MAD of 7 kJ/mol. However, both the SE and ESI-PCM approaches need to be tested with more data to ensure that the parametrisations are reliable.
For the free state, the SASA estimates are worse (MAD = 9 kJ/mol) than both PCM and CD (MAD = 5 and 3 kJ/mol, respectively), highlighting that the two latter methods were parametrised on small molecules. Yet, this does not compensate the errors for the bound state, so that SASA still gives the best estimates of the total  G np , although all methods give MADs of 16-58 kJ/mol, except the PCM(P/P0) approach that gives a MAD of 11 kJ/mol. This is probably the most important conclusion of this investigation, viz. that no continuum method gives reliable results for  G np for binding sites of varying solvent-accessibility. The SE-CD and SE-PCM methods give MADs of 5 and 9 kJ/mol, and ESI-PCM gives a MAD 10 kJ/mol, again indicating that they are promising approaches.
Seven biotin analogues and relative affinities. The present results allow us to understand the anti-correlation observed previously for the non-polar solvation-energy contribution to the binding energy between SASA on the one hand and PCM or 3D-RISM on the other hand. 19, 32 In Figure 5 , the non-bonded contributions to the binding energies are shown for the SASA, CD, and PCM, using both the P and P0 approaches. The test case is the same as studied before, i.e. the binding of seven biotin analogues (Btn1-Btn7, also shown in Figure 5 ) to avidin. We see that PCM(P) and CD(P) give large and positive energies, whereas the other four approaches give small and negative energies. Moreover, the data of these two groups of methods give roughly anti-correlated results, which is most pronounced for the largest (Btn4) and smallest (Btn7) ligands.
The reason for this behaviour is that all the individual non-polar solvation terms are correlated to the size of the ligand, but they have different signs. The PCM(P) and CD(P) results are strongly dominated by the PL-P term, which is large and positive (cf. Table 4 for Btn7). The PCM dispersion and cavity terms dominate and have the same sign, whereas for CD(P), the dispersion term is largest. On the other hand, for the other methods, the PL-P or PL-P0 term nearly cancels (only the small LS b term remains). Therefore, the total non-polar energy is essentially the negative of the non-polar solvation energy of the ligand, which is small and positive for all ligands (except for Btn7 with PCM(P0) and CD(P0), for which it is positive, but close to zero).
However, the most interesting conclusion from Figure 5 is that even for ligands with a similar scaffold, there will be a qualitative difference between different non-polar methods in general, and between the P and P0 approaches in particular. For avidin, the P0 approach probably gives the most accurate results, in accordance with our previous findings. 19, 32 However, for more solvent-accessible binding sites, we have seen that neither the P approach, nor the P0 approach give accurate results. In such cases, we will not even know whether the non-polar solvation energy should increase or decrease with the size of the ligand. Thus, the results in Figure 5 shows that continuum-solvation method will not give reliable results even for relative binding affinities of related ligands.
Conclusions
We have evaluated how well three continuum-solvation methods, PCM, CD, and SASA, estimate the non-polar solvation free-energy change upon ligand binding. As reference data, we used microscopic TI calculations. We have studied four different protein-ligand systems with varying solvent exposure of the bound ligand: galectin-3, which binds its ligand on the protein surface, trypsin, which bind the ligand in a partly solvent-exposed cleft, and avidin and ferritin, which bind their ligands in an increasingly hidden cavity, displacing a varying number of water molecules, cf. Figure 1 . Together with our previous study of T4-lysozyme, 24 which binds its ligand in a hidden cavity that is empty before the ligand binds, this should include most typical topologies of ligand binding.
For the systems with hidden binding sites, lysozyme, ferritin and avidin, we obtain rather accurate non-polar solvation free energies by the SASA method (error less than 14 kJ/mol for the total  G np ), especially for the bound state (error less than 4 kJ/mol). The reason for this is mainly that  G np bound is small. CD and PCM give very poor results for  G np bound , because they assume that the cavity is filled with continuum solvent when the ligand is not bound. This problem can be avoided by filling the binding site with a non-interacting ligand (the P0 approach). Then, PCM gives both total and bound  G np that are within 4 kJ/mol of the TI result. However, for ferritin and avidin, these good results are fortuitous, because they neglect the water molecules that are displaced by the ligand.
For the other two proteins with solvent-exposed binding sites, trypsin and galectin-3, none of the continuum solvation methods give accurate results, neither if the cavity was filled with continuum water, nor with a non-interacting ligand (errors of 22-73 kJ/mol for the total  G np ). Instead, the TI results were between the P and P0 results. We have tried to quantify this mixing by a parameter, correlated to the SE of the bound ligand. Such an approach gave errors of 1-7 kJ/mol for all proteins, except trypsin (errors of 15-23 kJ/mol). Still, this is the best result obtained for any of the continuum-solvation methods tested (MADs of 5-9 kJ/mol). It is notable that neither of the continuum-solvation methods works well for the solvent-exposed binding site of galectin-3, which could be expected to be easiest. This shows that even in a solvent-exposed binding site, the properties of water molecules are not bulklike.
We have also shown that the PCM estimates can be improved by including interaction energies from explicit MD simulations (ESI-PCM; MAD = 10 kJ/mol). However, the parametrisation of an entropic term is non-trivial, and the test set is too small to be reliable. Despite these drawbacks, we have shown that ESI-PCM could be used to reduce the error of the PCM calculations. It is also clear that the PCM approach with its three non-polar energy terms is easier to connect to explicit simulations, because there is a direct correspondence between the dispersion and repulsion terms and the explicit van der Waals interaction energy. If the number of terms should be reduced, it seems more natural to join the dispersion and repulsion terms than the repulsion and cavity terms (as in the CD approach). This would avoid the need of separating these two terms in the simulations, which is ambiguous. 24 Moreover, the dispersion and repulsion typically have opposite signs, which would make the term smaller and therefore more stable and easier to parametrise. However, it must not be forgotten that the cavity term includes the entropy of displaced water molecules.
It should be noted that the problems observed in this paper for the non-polar solvation energy also apply for the polar part of the solvation energy. In particular, the P0 approach will also change the polar solvation energy, because the site is filled with a non-polar dummy ligand, instead of polar water molecules. Thus, if the binding site is (partly) filled with water molecules that are displaced by the ligand, the electrostatic interaction energy of these ligands needs also to be considered (i.e. an electrostatic PS L term). This term can be appreciably larger than its non-polar counterpart, exaggerating these problems.
The present results have strong bearings on all methods that use continuum-solvation methods to estimate ligand-binding affinities, e.g. MM/PB(GB)SA. 53 Our results show that such methods will have severe problems to give accurate affinity predictions. In particular, absolute affinities will be poor for many proteins, because we have seen that different continuum-solvation methods give non-polar energies that differ by up to almost 200 kJ/mol. Similar problems with absolute MM/PBSA energies have been reported also for the entropy 80, 81 and polar solvation terms. 19 Even worse, the results for the seven biotin analogues in Figure 5 show that relative energies will also vary by up to 75 kJ/mol between different methods. For proteins with a hidden cavity, we have seen that the SASA and P0 approaches give the best results, but for more solvent-exposed cavities, the best result is somewhere between the P and P0 approaches. Then, it is not even clear whether the non-polar contribution to the binding energy should increase or decrease with the size of the ligand (and the ideal balance between P and P0 probably depends on the ligand). This is a most unfortunate result for continuum-solvation-based ligand-affinity methods.
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The ligand atoms that were used in the restraints (LI, L2, and L3) are shown in the ligand picture. The corresponding protein atoms are designated P1, P2, and P3. The letters after the residue number for ferritin and avidin indicate the subunit of the protein. Here, we take the cavity term from the P0 approach and the dispersion and repulsion terms from the P approach. Table 4 . PCM components of the non-polar energy in kJ/mol, i.e. cavitation, dispersion, and repulsion energy.  G np PCM is the sum of these three terms. The components are given for the complex (PL), the free protein (L), and the free ligand (L), as well as for the free protein in the cavity of the complex (P0) and various differences of the terms. The PCM estimate of E vdW is the P-P0 difference for the sum of the  E disp and  E rep energies in Table 4 , i.e. the continuum PS L term. A ξ value of 0 indicates that the continuum method is optimal when using the P0 approach, whereas a value of 1 indicates that the method is optimal when using the P approach (Eqn. 13). SE is the ratio between the SASA of the ligand when it is bound to the protein and when it is free in solution.
b This is the deviation of G np bound from the TI results (kJ/mol), when it is calculated from Eqn. 13, using ξ calculated from SE. A positive value indicates that the continuum estimate is too negative. Figure 5 . Then non-polar contribution to the binding affinity of seven biotin analogues (Btn1-Btn7 shown at the bottom of the figure) to avidin, calculated with three different continuum methods and the P and P0 approaches.
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