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Abstract
In this paper we develop a methodology, based on Mutual Information and Transfer
of Entropy, that allows to identify, quantify and map on a network the synchronization
and anticipation relationships between financial traders. We apply this methodology
to a dataset containing 410,612 real buy and sell operations, made by 566
non-professional investors from a private investment firm on 8 different assets from
the Spanish IBEX market during a period of time from 2000 to 2008. These networks
present a peculiar topology significantly different from the random networks. We seek
alternative features based on human behavior that might explain part of those 12,158
synchronization links and 1031 anticipation links. Thus, we detect that daily
synchronization with price (present in 64.90% of investors) and the one-day delay
with respect to price (present in 4.38% of investors) play a significant role in the
network structure. We find that individuals reaction to daily price changes explains
around 20% of the links in the Synchronization Network, and has significant effects on
the Anticipation Network. Finally, we show how using these networks we
substantially improve the prediction accuracy when Random Forest models are used
to nowcast and predict the activity of individual investors.
Keywords: Financial markets; Behavioral economics; Transfer of entropy; Mutual
information; Networks
1 Introduction
Human collective behavior has been increasingly studied due to an unprecedented
amount of data available from the digital world [1]. A new research topic has been thus
opened to an extensive use of multidisciplinary strategies, that are aimed to dive into the
empirics by using a wide variety of styles and techniques. Approaches in the literature to
find dynamical patterns in data or even address fundamental research questions are today
rich and diverse. Still, one of the most intriguing aspects that needs further understand-
ing is the non-trivial relationship between individual actions and the aggregated bulk of
actions of large collectivities [2].
Rather evident contexts where it is possible to study the phenomena are social networks.
It is possible to observe coordination effects, amplifying for instance the impact of a street
protest in amicroblogging platform such as Twitter [3]. The links throughwhich informa-
tion flows can bring out macroscopic emergent patterns. However, other situations differ
from this perspective, and then allow us to neatly focus on how the macroscopic signal
leads to individual actions simply because there is no direct communication among the
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individuals. This can also be considered the case of our dataset containing clients’ activity
from a trading firm whose orders have no significant impact in asset price evolution.
Within the study of collective behavior in financial markets, there are several lines of
research [4, 5]: from computational agent-based models aiming to better understand phe-
nomena such as herding behavior [6–9] to pure empirical analysis on investor’s activity
[10] or eventually through data-driven models [11]. Some of these studies focus on the
bursty trading activity data [12, 13], and the impact of external information flows on price
and then provide new indicators to measure the degree to which a particular news item
attracts attention from investors [14]. Price shifts due to trading activity and order book
imbalances are being studied observing universal patterns that linkmacroscopic price for-
mation and individual market and limit orders placed in the order book [15, 16]. Tick-by-
tick trading activity indeed describes a multifractal behavior explained by a highly hetero-
geneous nature of executed tasks, mostly due to the large diversity of investor’s profiles
[12, 13]. The marked peaks of trading activity and the clusters with very intense activity
emerging between calm periods are also observed to be linked with the bursty evolution
of market volatility [17, 18] which is a very relevant indicator in traders decisions mecha-
nisms. The investor’s behavior is also behind the interpretation of the non-trivial market
phenomena, such as the leverage effect where daily price drops increase volatility of the
following few days [19, 20].
The non-stationary nature of the financial series, together with the fact that investors
are heterogeneous, meaning for instance that they operate at different volume scales and
time-horizons, asks for a careful analysis and the application of the most adequate tech-
niques. It is precisely under this context where non-parametric statistics deploys all its
powerful methods. Thus, our analysis is mostly grounded onMutual Information [21] and
Symbolic Transfer of Entropy [22] (STE), which allows to quantitatively study individual
behavioral aspects, like synchronization and information flows, key elements to identify
higher properties like structural hubs, coordinated communities, critical transitions or
sudden collapses [23]. STE analysis is in fact a rather new tool in the context of finan-
cial markets, which has mostly being used to analyze cross-market effects [24, 25] and to
identify dynamic causal linkages as a way to complement other techniques such as net-
work analysis [26, 27], which might have important consequences in optimizing portfolio
composition. In this sense, Mutual Information and mostly STE respectively represent
an alternative approach to statistically validated synchronous networks [28] and its much
more recent evolution under the form of statistically validated lead-lag networks [29, 30].
These twomethods have already been explored recently in the context of financial market
at a nanolevel with trader-resolved data [29–33].
Unfortunately, data records at individual level are not easily available for research pur-
poses, what limits scientists in the exploration of this crucial aspect of financial markets
dynamics. For this reason, this work makes the database accessible in order to support re-
search activity in a field that still lacks extensive exploration. One of the first researchers to
look in this class of data was TerranceOdeanwho, in 1998, after studying the performance
of 10,000 accounts where individual activity is available, proved that investors mostly sell
the winning stocks, while keeping the losers [34]. A subsequent study by the same author
[35] was also analyzing return patterns and investor’s purchases finding that overall trad-
ing for a particular group of investors is excessive. In the 2000’s Grinblatt and Keloharju
took advantage of transparent Finnish stock market, where traders’ IDs are recorded in
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every transaction, and used a database of this market to analyze the performance of dif-
ferent types of traders, categorized as pro-momentum or contrarians in a first study [36];
and sensation seekers or overconfident traders subsequently [37]. Other efforts [11] were
made with clients database from one of the greatest on-line Swiss broker which found em-
pirical relationships between turnovers (contrarian strategies) account values and number
of assets in which a trader is investing.
Tumminello et al. [31] made a first attempt in 2012 to identify clusters of investors in
the Finnish market with statistically validated synchronous networks [28] and this effort
has also served to go deeper in trading profiles identification [38]. More recently same
methods have been applied to the clusters of investors with similar trading profiles in a
robust and reliable way understand their long-term ecology based on what Musciotto et
al. call adaptive market hypothesis [33] or even to study systemic risk [32]. Other recent
works explore the possibility to find trading similarities of Swedish investors with similar
portfolios [39], while Lillo et al. [40] have also investigated how news (an exogenous sig-
nal) affect the trading behavior of different categories of investors or even how different.
Pairwise synchronization between traders’ activity is been used to detect communities
and define groups of traders. Recently, Challet et al. [29] infer lead-lag networks to predict
the sign of the order flow and the volume weighted average price of broker clients over the
next hour. And even more recently Cordi et al. [30] use the same methods to give reason
of asset price time reversal asymmetry.
2 Methods
In this section we present and thoroughly describe the process to build the Synchroniza-
tion and Anticipation Networks from the raw data of investors’ performance. All the pro-
cess is summarized in Fig. 1.
2.1 Data
Most of the markets do not allow traders to directly access the market and their orders are
placed through trading firms. Our raw database reports trading activity of 29,930 clients,
who are small size non-professional traders that invest their own savings. All their de-
cisions are genuinely human and not taken by any kind of algorithmic trading robot, al-
though it is possible that some of them are influenced by some external factors. Investors
traded over 120 different assets in the BME Spanish stock exchange from 01/01/2000 un-
til 12/31/2008 (1969 trading days). This period does not present a general global trend,
although the initial range (2000–2002) has been qualified by experts as a bearish period
(that is: Spanish market prices had an overall negative trend during that period); while the
subsequent one (2003–2008) has been considered bullish (that is: Spanish market prices
had an overall positive trend during that period). In total, the dataset contains 3,303,695
transactions, where each record includes the ID of the client, the ID of the investment
firm’s associated manager, the date of the transaction, the price of the asset, and the num-
ber of shares being sold or bought. Our database contrasts with previous studies from
Finnish market where records compiled trading activity of all actors in the trading floor
(including households and financial corporations) [33, 38, 40]. Our database keeps some
similarity with the one being used in Refs. [11] and [31].
Since our interest is to map a collectivity of investors based on their individual perfor-
mance, our database needs to fulfill two general criteria: (i) bearing enough data from each
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Figure 1 Method for generating the Synchronization and Anticipation networks. (Top-left) From the position
time series Ni(t) and Nj(t) of each pair of investors i and j we determine the activity period of each investor (Ai
and Aj ) together with the corresponding overlapping period of activity Aij . (Top-center) Considering only
values within the overlapping period we codify the position time series into symbols, using in this particular
case with embedding dimensionm = 2, to generate symbolic time series X and Y . (Top-right) We use these
symbolic time series to compute the values for Mutual Information Iij and Transfer of Entropy Tij . In parallel, we
apply a bootstrapping process to X and Y to extract a distribution of null values I∗ij and T∗ij , which we use to
apply the FDR procedure explained in “Methods”. Then, we keep all values within the 95% Confidence Interval,
manually setting the rest to 0 for the non-significant, to create the adjacency lists for Synchronization Network
(Center-right) and Anticipation Network (Bottom-right) for REP market. The networks are generated
considering investors as nodes and edge weight as the corresponding values of Iij and Tij respectively. Size of
the nodes is proportional to the node degree for Synchronization network and to the out-degree for the
Anticipation network. Numbers inside each node are used as an ID of the investor
investor, so that behavior at both individual and aggregate levels can be studied. There-
fore, a first filter consists on limiting the analysis to those investors for whom their daily
position balance (number of shares bought minus number shares sold) is different from
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zero for at least 20 days. And (ii), for those investors passing the first restriction, we con-
sider only transactions over the 8 most traded assets, that contain at least 30 investors af-
ter filtering. Those assets are very heterogeneous regarding their number of transactions,
but also in terms of the business sector of the companies. In decreasing order, these are:
Telefonica (TEF), from communications sector, with 415 most active investors account-
ing for 131,518 transactions; Santander (SAN), from finance sector, with 219 most active
investors accounting for 71,463 transactions; BBVA (BBVA), from finance sector, with 113
most active investors accounting for 53,388 transactions; Endesa (ELE), from utilities sec-
tor, with 86 most active investors accounting for 45,468 transactions; Ezentis (EZE), from
industrial sector, with 88 most active investors accounting for 31,207 transactions; Zeltia
(ZEL), from health care sector, with 71 active investors accounting for 19,021 transac-
tions; Repsol (REP), from energy sector, with 62 active investors accounting for 36,354
transactions; Gas Natural (GAS), from utilities sector, with 30 active investors accounting
for 22,193 transactions.
In summary, and considering that a single investor can trade with different assets, we
have analyzed the performance of up to 566 different individuals accounting for 410,612
transactions. While these quantities are large enough to study a community of investors,
it is nonetheless impossible that this collectivity has any impact on market price of any of
specified assets, specially considering the daily total volume traded for any of them in the
Spanish stockmarket. Consequently, price signal should never be considered as something
endogenous or generated by these communities of investors.
The filtered dataset is publicly accessible as described in “Availability of data and mate-
rials” section.
2.2 Performance time series and activity periods
Comparing the behavior and performance between two investors only makes sense when
they hold or are trading with the same asset. Therefore, in our analysis we are going to
treat each of the asset managements as a different and separated scenario. Thus, for each
asset we define Ni(t) > 0 as the total number of shares that investor i is holding at the
end of day t. Equivalently, Ni(t)≡Ni(t) –Ni(t – 1) is the daily cumulative change in her
position, size of assets bought minus size of assets sold, by that particular investor during
the day t. Thus, if Ni(t) > 0, her trading volume is dominated by buying orders; selling
orders are predominant ifNi(t) < 0. Also, note thatNi(t) = 0 does not imply necessarily
that investor i hasn’t traded in the day t: it might well be that she has behaved like an intra-
day trader holding the same number of shares at the beginning and at the end of the day.
Alternatively, since our data resolution is at daily level, the information is more relevant
when Ni(t) = 0 because it implies not only that individual i has been active but also that
her decisions incorporate a specific market daily orientation.
Once Ni(t) > 0 is determined for every investor, her activity period Ai can also be de-
fined as the time period from its first until last recorded transaction. When comparing
two different investors i and j, respectively with activity periods Ai and Aj, we constrain
the analysis to the overlapping period between both investors Aij. To avoid any confusion
in further discussions, we here want to point out that the activity joint period Aij is not
an element of a matrix. In the case that the overlapping period is smaller than 20 days
(Aij > 20), the pair of investors is considered as non-contemporary and measures for syn-
chronization and anticipation are not computed for this specific pair of investors. In order
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to ensure a sample size big enough, we also disregard the pair of investors if within the
overlapping time period any of the two investors does not show activity, i.e. the position
does not change, for at least 20 days.
2.3 Symbolization, mutual information and transfer of entropy
Considering the nature of the time series Ni(t) > 0, we cannot assume that these are linear
nor stationary. Moreover, the strong disparity in their nature invites us not to use any kind
of analysis grounded on linear assumptions [41], and choose instead more sophisticated
tools [42, 43] which can handle implicit non-linear dynamics. In this context, symbol-
ization seems appropriate when it comes to compare agents’ behavior, regardless of their
capital or typical transactions size. We thus adopt the framework of Bandt and Pompe
[44] to symbolize the investor’s position Ni(t) > 0 in order to compute Symbolic Mutual
Information (SMI) and Symbolic Transfer of Entropy (STE) [22] between investors later
on. We also introduce a new important feature in the symbolization process due to the
nature of our time series: here we consider an additional symbol representing unchanging
values in Ni(t), that is when Ni(t) = 0. In their work, Bandt and Pompe neglected un-
changing values in the series, because their fluctuations were generated by a continuous
distribution. That is, the probability to observe a chain of constant values was negligible.
However, in the present case the situation is quite the opposite, where Ni(t) =Ni(t + 1) is
a common situation (see Figure S1).
In order to preserve the original nomenclature, we redefine the original daily time series
for two investors i and j as
Ni(t)→ X = {x0,x1, . . . ,xt , . . . ,xn},
Nj(t)→ Y = {y0, y1, . . . , yt , . . . , yn},
(1)
being t within the overlapping activity period Aij, and sub-indices 0 and n representing
the first day and last day of this period, respectively. From here, we can transform these
numerical time series into a series of symbols that depend on sub-pieces of consecutive
numerical values. The length of these pieces is given by the embedding dimension m,
which in turn defines the number of possible symbols (see Fig. 2). We can thus read
X → Xˆ = {xˆ0, xˆ1, . . . , xˆt , . . . , xˆn},
Y → Yˆ = {yˆ0, yˆ1, . . . , yˆt , . . . , yˆn},
(2)
where hat represents the fact that series are now codified in symbols, instead of the original
numbers. Now, according to the definition of Shannon [21], we compute SymbolicMutual
Information (SMI) as









where the sum is over all symbols, p(xˆt , yˆt) is the joint probability that two specific symbols
appear together and p(xˆt) and p(yˆt) are the marginal probabilities. If both series Xˆ and Yˆ
are independent, then I(Xˆ, Yˆ ) = 0 which means that both investors i and j performances
are unrelated. Instead, if i and j are completely synchronized, xˆt = yˆt (∀t), I(Xˆ, Yˆ ) will take
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Figure 2 Symbolization. All possible symbols form = 2 andm = 3 considering that identical values might
appear in the original series
themaximum value which depends on the number of symbols and the embedding dimen-
sionm.
Similarly, Symbolic Transfer of Entropy (STE) [22] between investors i and j can also be
computed. Thus, STE from Yˆ (investor j) to Xˆ (investor i) reads





p(xˆt+1, xˆt , yˆt) logm
p(xˆt+1|xˆt , yˆt)
p(xˆk+1|xˆt) . (4)
The sum is again over all symbols, and now both joint probability p(xˆk+1, xˆk , yˆk) and con-
ditional probabilities p(xˆk+1|xˆk) and p(xˆk+1|xˆk , yˆk), include a third element that considers
certain time delay by shifting events one-day ahead. Thus, in order to assess the direction
of the entropy transfer flow we need to calculate
T(Xˆ, Yˆ ) = T(Yˆ → Xˆ) – T(Xˆ → Yˆ ), (5)
where a positive value means that Yˆ (investor j) is anticipating with respect to Xˆ (in-
vestor i), and the opposite for negative values. It is important to remark that here we are
using the concept of Transfer of Entropy as a tool to reveal information flows and predic-
tive power between variables. Since we do not have any access to the complete context
and circumstances of all investors, we cannot therefore use it to establish any causal rela-
tionship between them [45, 46].
Finally, we need to determine the embedding dimension m, i.e. the number of consec-
utive daily records considered to generate all possible symbols. In this work we initially
tested both m = 2 and m = 3, generating time series with 3 and 13 symbols respectively.
However, given the daily nature of our time series, the results for m = 3 were very noisy
and the networks barely had any significant link. Notwithstanding, m > 2 could still be
useful when applied to a longer time series or with a higher frequency because could lead
to a more refined study. Hence, we report here results form = 2, what leads to encode the
time series for the position using three different kind of symbols: positive change in posi-
tionNi(t) > 0 (↑), negative change in positionNi(t) < 0 down (↓) or null change in position
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Ni(t) = 0 or price (–). Note that for the specific case of m = 2 we generate networks very
similar than co-ocurrence networks [28, 31] or lead-lag networks [29]. However, there is
an important difference between lead-lag and the anticipation networks based on Trans-
fer of Entropy. The former ones build a co-ocurrence network over a pair of time series
where one is lagged with respect to the other, whereas the Transfer of Entropy considers
not only the lag with respect the second time series but also the lag of the first one (see the
conditional probabilities in Eq. (4)). This allows to measure the neat flow of information
between two time series.
2.4 Bootstrapping and network construction
Once Iij and Tij have been calculated for each pair of investors we carry out a bootstrap-
ping process of 10,000 iterations in order to establish the significance level of each link.
In each of those iterations we shuffle the symbolized series of the investors position in
the overlapping period Aij, Xˆ and Yˆ , and subsequently compute the corresponding value
for the Mutual Information and Transfer of Entropy, I∗ij and T∗ij respectively. We deter-
mine the significance of the original values for Iij and Tij based on such distribution. Since
this implies multiple hypothesis testing, we must control the false positive rate and adjust
the p-values accordingly. Here we use the FDR controlling procedure called Benjamini–
Hochberg (from here codenamed as “FDR”) and FWER controlling procedure called Bon-
ferroni correction (from here codenamed as “Bonferroni”). These two procedures are very
standard and also used in similar cases through statistically validated networks in [31] and
[29].
Bonferroni correction modifies the original significance threshold α = 0.05, setting it
to α/m, where m is the number of independent test performed, which in our case is the
number of pairs of investors with an overlapping time-window Aij that fulfills the con-
ditions defined above. We then sort the distribution of the shuffled values for I∗ij and T∗ij
and set the significance thresholds given by “Bonferroni”, one-sided for the case of Mutual
Information and two-sided for Transfer of Entropy. If the original value is outside those
intervals we keep it otherwise we manually set it to 0.
Whereas Bonferroni correction can be very conservative, other criteria such as
Benjamini–Hochberg, can still control the false positive rate but in a less strict way that
allows for more true positives. This method is based on sorting the p-values for the Mu-
tual Information and Transfer of Entropy, and then consider significant all the p-values
smaller than the largest p-value fulfilling
p(k) ≤ kmα, (6)
where p(k) is the kth p-value, m the number of investors pairs, and α = 0.05 the original
significance threshold. This method requires first to compute the actual p-values. Such
task is not trivial since the proportion of the symbols in the underlying series might mod-
ify the mean and variance of the distribution of the null values, as we demonstrate in the
Figure S2 of Additional file 1. The strategy we follow here consist on computing the mean
and standard deviation of the shuffled values. We then determine the p-value of the orig-
inal Iij from a gamma distribution [47] and the p-value of the original Tij from a normal
distribution. In all cases, for each pair of investors we parametrize those functions with
the mean and standard deviation of the distribution for I∗ij and T∗ij respectively.
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Finally, adjacency matrices are built from Iij and Tij quantities to generate Synchroniza-
tion andAnticipation networks as Fig. 1 shows. In the first case we obtain a weighted undi-
rected network whose nodes represent investors and edges how synchronized they are. In
the second, we obtain a weighted directed network whose nodes represent investors, and
arrows indicate who anticipates whom.
3 Results
A general overview of network properties can be observed in Tables 1 and 2, while the
adjacency matrices of all networks are shown in Figures S3–S11 in Additional file 1. There
are some important differences between Synchronization and Anticipation networks at
the structural level, apart from the fundamental fact that the former is undirected whereas
the latter is directed. The first difference is related to the number of edges, and therefore
to the average degree. The synchronization networks are much denser, which means that
finding a pair of synchronized agents is muchmore common than finding an investor that
anticipates another. As for the degree distributions, almost all of them significantly devi-
ate from a Poisson distribution, associated to random networks, creating more high con-
nected groups and hubs than someone would expect in the random case. Consequently,
Table 1 Synchronization Network Features. Number of nodes, edges and average degree is shown
in the first three columns for all networks. Fourth column refers to a Null Hypothesis testing based on
Kolmogorov–Smirnov (KS) statistic for rejecting the hypothesis that underlying distribution for node
out-degrees is a Poisson distribution, only p-value is shown. Fifth and sixth column show the
Clustering Coefficient and Degree Assortativity of the undirected graph. The networks in this table
have been built using “FDR” as described in methods section. Similar results can be found when













TEF 400 8774 43.87 <10–5 0.38 0.14
SAN 210 2086 19.87 <10–5 0.32 0.10
BBVA 92 397 8.63 0.00036 0.37 0.00
ELE 77 314 8.16 <10–5 0.36 0.20
EZE 77 180 4.68 0.00201 0.21 0.00
ZEL 60 173 5.77 0.08251 0.31 –0.01
REP 58 179 6.17 0.00220 0.32 0.13
GAS 25 55 4.40 0.63592 0.27 –0.01
Table 2 Anticipation network features. Number of nodes, edges and average degree are shown in
the first three columns for all networks. Fourth column refers to a Null Hypothesis testing based on
Kolmogorov–Smirnov (KS) statistic for rejecting the hypothesis that underlying distribution for node
out-degrees is a Poisson distribution, only p-value is shown. Fifth column shows the Degree
Assortativity of the directed graph. The networks in this table have been built using “FDR” as











TEF 326 777 2.38 <10–5 0.01
SAN 130 140 1.08 <10–5 0.05
BBVA 44 30 0.68 <10–5 –0.13
ELE 38 30 0.79 <10–5 –0.26
EZE 27 18 0.67 <10–5 0.04
ZEL 24 16 0.67 <10–5 0.10
REP 24 19 0.79 0.00005 0.33
GAS 2 1 0.50 0.30964 0.00
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synchronization networks also reveal a clustering coefficient systematically greater than
what would correspond to a random graph, i.e. the average degree divided by number of
nodes [48] (ranging from 0.06 to 0.18 in this case). Such structural feature might arises
because if investor i is synchronized with investor j, and j is synchronized with k, it is
likely that i and k are going to be synchronized as well. As for the assortativity coefficient,
synchronization networks present 4 cases of relatively high assortative networks, whereas
in the anticipation networks we observe that 2 of them are very dissortative and 1 very
assortative, while the rest present values equivalent to random networks.
In the next sub-sections we explore some of the possible explanations for the creation
of links in those networks.
3.1 Measuring individual reaction to price
One of the immediate candidates to be a behavior driver is the reaction of each of the
investors to price. In order tomeasure it we apply the samemethodology explained above,
but instead of two investors position time series we consider for each investor her position
and the price. Both Mutual Information between investors’ position and price, Iip, and
Transfer of Entropy between investors’ position and price, Tip, can be computed from
symbolized series, as well as the bootstrap procedure applied for significance tests (see
Fig. 3). As before, we consider the price time series only within the activity period of each
investor Ai and apply the FDR adjust in order to correctly set the significance threshold.
The first element to notice from distributions of aggregated values in Fig. 3 and detailed
by markets in Table 3 is the amount of significant values. Such results reinforce the idea
that prices at t and t – 1 are definitely good candidate drivers for investors’ behavior, as
some other studies with different approaches have pointed out [49]. Indeed, our investor
population sample is found to be very sensitive to either today or yesterday’s price change.
From 1074 investors considered, a majority of them 697 (64.90%) shows significant values
for the synchronization with price, while some of them 47 (4.38%) significantly react to
what the market did in the previous day. Such result is consistent across all studied assets.
Notice that, by keeping most active investors in order to guarantee enough statistics to
compute SMI and STE, we can also be filtering out less active investors and keeping the
most active ones and therefore more likely to react to immediate changes. As for the STE
between price and investors position, we observe in Table 3 a systematic deviation towards
negative values, which is consistent with the fact that some of the investors can be driven
by price, but hardly the performance of any investor can anticipate the price. The single
case in TEF market can be considered a false positive because when we apply more strict
methods, such as Bonferroni, there are no investors anticipating the price at all.
These measures of individual reaction to price are features that might drive investor’s
behavior and could be important to explain part of the edges in Synchronization and An-
ticipation networks between investors. While we cannot test causal relationships (limited
historical data), we can at least provide a measure of how much could be explained based
on individual behavior features.
The next two sections address this issue by quantifying how much of this connections
in the networks could be generated by certain degree of coincidence in the way investors
react to price.
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Figure 3 Measuring individual investors reaction to daily price fluctuations. (Top-left) From position time
series of each investor i we determine the activity period Ai . Instead of considering another investor, here we
input the price time series p as the second numerical time series and proceed like in Fig. 1 for the
symbolization process within that activity period. We compute Mutual Information Iip and Transfer of Entropy
Tip between investor i and price p. Bootstrapping process is also applied here, to generate null distributions of
I∗ip and T∗ip for standardizing original values, z(Iij) and z(Tij), and randomly selected null values z(I∗ij ) and z(T∗ij ).
(Right) Distribution of standardized values of Mutual Information and Transfer of Entropy for original values (in
purple area labelled “original”) and same null case values (white area labelled “shuffled”)
3.2 Individual reaction to price effect on synchronization network
If two investors react in the same way to the current price, chances are that they will be
connected in the synchronization network. In that case, reaction to price would work as
a hidden variable that explains the significant value for synchronization measured by Iij,
instead of a direct interaction. We can quantify such scenario by using non-parametric
statistics, so without having to assume any kind of distribution for the reaction to price.
Thus, we compute Iip values for all investors and divide the distribution in deciles, so that
each bin contains exactly 10% of the investors according to Iip. We then create a 10 × 10
matrix with all possible investor–investor combinations in terms of deciles. Now, in the
cell we calculate the fraction of the edges that go from one investor i (origin) with her cor-
responding Iip and assigned to a certain decile, to another investor j (destination) with her
corresponding Ijp and assigned to a specific decile. By construction, if the synchronization
with price had no effect on the structure of the network, each cell should contain around
1% of all edges regardless of Iip or Ijp of the nodes. Instead, Fig. 4 shows an uneven pattern
with the most populated cells along the diagonal, with the top-right corner being the area
where the effect is stronger. This basically means that investors who are synchronized be-
tween each other tend to have similar values for the synchronization with the price. This
effect is even stronger when the synchronization with price is high. Thus, the top-left cor-
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Table 3 Number of individuals with significant Symbolic Mutual Information (SMI) and Symbolic
Transfer of Entropy (STE). The SMI Iip and STE Tip are calculated over the complete investor’s activity
period Ai in eight assets of the BME Spanish stock exchange. Significant values for SMI and STE are
computed using the FDR approach described in the section “Methods”. Additional file 1 contains the
same table but using the Bonferroni approach showing very similar results. First column gives the
number of individuals with >95% confidence interval of sharing pattern with price evolution (among
the total number individuals, in parenthesis). Three last columns present the equivalent analysis for
STE. The number of individuals being in the <2.5% confidence interval are those showing a
significant Tip < 0 (they are one-day delayed with respect to price change) while the number of in
the >97.5% Confidence Interval are those with a significant Tip > 0 (they are anticipating price
change). The column labelled as “NS” accounts for the number of individuals that do not present any
significant STE between performance and price
Asset Investors Iip Tip
>95% <2.5% NS >97.5%
TEF 146 259 33 371 1
SAN 57 162 8 211 0
BBVA 26 87 0 113 0
ELE 24 62 1 85 0
EZE 48 40 0 88 0
ZEL 44 27 0 71 0
REP 24 38 1 61 0
GAS 8 22 4 26 0
ALL 377 697 47 1026 1
Figure 4 Synchronization with price as driver of
synchronization between investors. Axis x and y
represent deciles so that generate a 10× 10 matrix.
Each cell coordinates are given by the deciles of Iip
and Ijp respectively, and the value showing refers to
the frequency of events with statistically significant
Mutual Information Iij , i.e. all not null edges of the
Synchronization network
ner cell concentrates the highest number of cases with a total 2.42% of cases and thus
deviating 1.58σ ’s from the uncorrelated randomized null case. The effect is even accentu-
ated when using the Bonferroni method to build the networks (see Figure S12), deviating
3.23% (1.32σ ). Finally, the cumulative deviation across all cells is of 19.35%. Therefore we
claim that the effect of the investors synchronized with price explains around one fifth of
the links between investors in the synchronization network.
3.3 Individual reaction to price effect on anticipation network
In a similar way, we measure the effects of individual reaction to price in the Anticipa-
tion network. Thus, if we consider the case where an investor i anticipates investor j on
a daily basis (Tij > 0), there are two main reasons (among the ones that can we measure
here) that consider the reaction to price as a possible origin of such anticipation. First sce-
nario is where investor i is synchronized with the price whereas j is delayed. This one-day
offset might generate significant values for anticipation of i with respect to j. The second
scenario is where investor i anticipates price while j is synchronized to price. Although
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Table 4 Influence of individual reaction to price over the Anticipation network. The table is divided
in four groups across the 8 different markets plus the aggregation of all them. For all significant links
from i to j (Tij > 0) for each network (market), we computed the probability of i being more
synchronized with price than j (first group), i being less synchronized than j (second column), i
having a higher value for the STE with respect to price than j (third group) and i having a higher value
for the STE with respect to price than j (fourth group). FDR approach described in “Methods” section
is used here to discriminate the significant links. Additional file 1 contains an equivalent table using
Bonferroni instead of FDR method displaying similar results. Numbers between brackets account for
the frequency. Asterisks refer to different confidence interval levels, ∗ for 90%, ∗∗ for 95%, and ∗∗∗ for
99%
Asset p(Iip > Ijp|Tij > 0) p(Iip < Ijp|Tij > 0) p(Tip > Tjp|Tij > 0) p(Tip < Tjp|Tij > 0)
TEF 0.54∗∗∗ (420) 0.46∗∗∗ (357) 0.50 (390) 0.50 (386)
SAN 0.57∗ (80) 0.43∗ (60) 0.54 (76) 0.46 (64)
BBVA 0.60 (18) 0.40 (12) 0.43 (13) 0.57 (17)
ELE 0.70∗∗ (21) 0.30∗∗ (9) 0.43 (13) 0.57 (17)
EZE 0.61 (11) 0.39 (7) 0.56 (10) 0.44 (8)
ZEL 0.69 (11) 0.31 (5) 0.44 (7) 0.56 (9)
REP 0.63 (12) 0.37 (7) 0.63 (12) 0.37 (7)
GAS 0.00 (0) 1.00 (1) 1.00 (1) 0.00 (0)
ALL 0.56∗∗∗ (573) 0.44∗∗∗ (458) 0.51 (522) 0.49 (508)
more restrictive (given the low number of users anticipating to price), it could enable the
generation of one-day anticipation of i with respect to j. Both scenarios can be tested
by computing the probability of the event Iip > Ijp (scenario 1) and Tip > Tjp (scenario 2)
for each link in the anticipation network (Tij = 0) within the period Aij. Note that in the
null case, where there was no influence of those variables, the probability should be 0.5.
Table 4 shows that effects are limited but still significant, especially in the first scenario.
When pooling together all the edges of all networks, results show a significant deviation
(at 99% C.I.) from the null case of nearly 6% for the first scenario. This result is systemati-
cally consistent across all assets considered. As for scenario 2, we do not obtain significant
results.
3.4 Synchronization and anticipation networks improve investors’ activity
prediction
Predicting the activity of investors can be very challenging, specially considering the high
degree of heterogeneity in the activity levels. Even keeping the most active investors, as
detailed in the methods section, still the fraction of symbols for m = 2 that represent no
significant activity is around 96% (Figure S1). Similar levels of sparseness can be found
in other real datasets [50, 51] widely used to test all kinds of machine learning classifiers
and recommender systems. Indeed, sparseness is a big challenge for machine learning
algorithms that heavily rely not only on high amount of records but also on the density
(non-zero instances) of the dataset [52]. In our particular case, the symbolization of the
time series transforms the problem from a regression type of machine learning problem
to amulti-class machine learning problem. Thus, Random Forests (RF) become one of the
natural choices for predicting such kind of data. RF perform amulti-class predictionwith a
low risk of overfitting [53] while have been tested on sparse datasets like in languagemod-
eling [54]. The aim of this exercise is not to successfully develop a very accurate method
to predict investor’s behavior but to demonstrate how using the synchronization and an-
ticipation networks developed above substantially improves the prediction accuracy.
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For each investor and asset we train two different versions of a RF in two different sce-
narios. In the first scenario we test the improvement of nowcasting accuracy when the
information about the Synchronization network is used. Thus, two versions of RF model
are trained, first one only considers the information about the price whereas the second
also takes into account the activity of the connected investors in the aforementioned net-
work. In contrast, in the second scenario we test how the accuracy increases when the
Anticipation network is used to forecast the behavior of the day after. For this purpose we
consider again two cases. In the first one the RF is fed with the current price and position
in order to predict investor’s tomorrow behavior. In a similar procedure than before, in
the second version of the RF we also add the current position of the investors connected
in the Anticipation network as an information source.
Predictions for the version of the RF that does not include the network information are
mostly flat, i.e. almost all “symbol 0” along the whole time series, generating high predic-
tion accuracy values due to the sparseness of activity events. Despite having shown above
that when the investor acts she is strongly driven by price on average, the overwhelming
cases of symbols that encode no activity make the flat prediction very successful. The ac-
curacy of the first RF version surpasses the 90% threshold. However, the real challenge is
to generate prediction series that not only successfully predict no-activity events, but also
when the real investor has acted. It is under these conditions that the RF version that uses
the network information clearly outperforms the version that does not. Figure 5 shows
that the probability to successfully predict the events when the investor presents some ac-
tivity, i.e. symbols 1 and 2 in the original investor activity series, is systematically higher
both for nowcasting or predicting the day after.
Figure 5 Activity prediction including and excluding the built Synchronization and Anticipation networks.
A Random Forest algorithm is used to predict the activity of each investor trading with all the studied assets,
the prediction accuracy averaged over all investors is separately shown for each symbol (see Fig. 2) in the
original activity time series. For nowcasting the current day activity (top) only the price symbolized series is
used for the first case (green), and the activity of the neighbors in the Synchronization network is also
included in the second case (blue) For the day after forecast (bottom), the price and activity of the investor in
the previous day is included in the first case (green) and while the neighbors activity is also included in the
second case (blue)
Gutiérrez-Roig et al. EPJ Data Science            (2019) 8:10 Page 15 of 18
Random Forest models also provide the weight from 0 to 1 of the importance of each
feature, i.e. each vector used to predict the activity, used during the training process. In the
second RF version we can compare the contributions of neighbors activity with the rest
of the features like price or activity of the investor in the day before (for the forecasting
scenario). Thus, we see that the importance of the network adds up to 0.85 for nowcasting
predictions and 0.51 for forecasting predictions.
4 Discussion
In complex systems research and real-world networks [55], and in economics in partic-
ular, emergent behavior is one of the most striking phenomenon. The price of an asset
itself is the result of the interaction of multiple individual agents when buying or selling
shares of financial assets [34, 35]. The study of features and common properties of the
individual behavior is important, because often they are behind macroscopic phenomena
like bubbles, crashes and other price dynamics [56]. Agents receivemultiple stimuli before
making a decision. There is a myriad of possible reasons behind a decision of buying or
selling. However, thanks to the development of electronicmarkets, we can identify certain
elements that statistically drive individual behavior. Several studies have focused on ex-
ogenous factors [40]. Here, we complete this vision by studying how endogenous factors
may affect the individual behavior, at least in the case of non-expert (non-professional)
investors. Particularly, we demonstrate that price drives the individual behavior for the
majority of non-expert investors who work within a one-day time window. This confirms
the results of Gutiérrez-Roig et al. [49] in a previous study, where imitation was found as
an intuitive strategy to cope with the uncertainties of the market.
The method used in the analysis of non-expert investors, Symbolic Transfer of Entropy,
stands as an appropriate tool for the treatment of non-linear time series –ubiquitous in
the field of econophysics, and social systems in general [57]. It is also important to high-
light the adaptation of such method for the symbolization of market position series. In
the original description of the symbolization technique [44] identical numerical values,
which are a very often event in investor position series, were not considered. Our method
suggested here improves this weakness for such kind of time series and could be useful for
further studies using Symbolic Transfer of Entropy applied on investor position series or
similar.
The use of this method allows to map and link investors according to their behavior in
a alternative manner than some recent studies [29, 33, 38]. Thus, far from observing ran-
dom networks, we are able to detect groups of synchronized investors as well as’leaders’
that anticipate with respect to the others looking at the synchronization and anticipa-
tion networks. As mentioned above, the price as a driver and the reaction of the investors
to it have a strong influence in the creation of these links between investors. But since
the relationship between investors is measured considering their empirical performance,
this method could also be useful to measure other kind of important behavioral effects
in financial markets and economy, such as herding behavior [40, 49, 58, 59]. Accessing
those maps of investors communities connected by similar behavior complements pre-
vious studies [11, 31, 33, 38] and it is also of interest for investment firms and financial
institutions: to begin with, for better sampling –identifying key actors in the network, and
studying their behavior in depth, could eventually enable their use as a proxy to estimate
the behavior of the entire community. Secondly, they could also improve the prediction
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of the reaction of their clients, and therefore anticipate and respond efficiently to their
impact. In fact, we demonstrate a substantial improvement in accuracy prediction when
using the information of behavioral networks.
Further studies along this line could consider the heterogeneity in the investment hori-
zons that investors actually have [33], by extending the symbols to shorter and longer
periods or testing predictions at different time horizons. However, data resolution and ac-
tivity patterns of investor population in our dataset is restricted to daily time windows.
Thus, future work would include the validation of our results for shorter and longer trad-
ing time windows, for longer time series, and for a larger collection of investors. Such
study would demonstrate our hypothesis that synchronized investors are in fact antici-
pated/delayed even in a shorter time-scale. Finally, another possible improvement to bet-
ter understand how price modulates the interaction between investors could consist on
considering triplets of variables (two investors and price) when calculating Transfer of En-
tropy, rather than only doing it for pairwise investors behavior. This technique has already
presented promising results in neuroscience when applied to time-series of cortical data
[60, 61].
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