In this paper we discuss the estimation of a logit binary response model. The sampling is choice{based and is done in two stages. We investigate a likelihood based estimator which reduces to the usual logistic estimator when there is no measurement error and which takes into account the constraints imposed by the structure of the problem. Estimated standard errors obtained by formulae for prospective analysis are asymptotically correct. A robust estimation procedure is proposed and an asymptotic covariance matrix obtained. Several bootstrap methods are applied to this retrospective problem. Numerical results are presented to illustrate useful properties of the methods.
Introduction
In this paper we consider likelihood methods in classical retrospective studies, i.e., binary choice{ based sampling or case{control studies. The binary response variable is D, which may be extended to any nite response, and the study is classical in the sense that there is no information available about the marginal probabilities of D. There are two types of covariates: (i) covariates measured without appreciable error are denoted by Z; and (ii) covariates di cult to be measured are denoted by X. The errors{in{variables speci cation implies that there is some information about X, namely on all study subjects, a variable W is measured. We assume that W is a surrogate for X, in the sense that D and W are independent given (Z; X); with such surrogates, X is said to be measured with nondi erential measurement error. The assumption that W is a surrogate is equivalent to saying that W = B(X; Z; U) for some function B( ), where U is independent of D. For example, in the classical additive error model W = X + U, W is a surrogate and the measurement error is nondi erential. The same is true for the classical multiplicative error model. For example, D may be the choice of mode for work trips, X the true annual income and W is the annual income obtained from a questionnaire and Z demographic variables.
The retrospective design studied here is a two{stage process. From the population of \cases" (D = 1), a xed number of observations are taken at the rst stage and (Z; W) observed. At the second stage, for a subset of the data X is also ascertained. A similar sampling scheme is performed from the population of \controls" (D = 0). The second{stage or validation study is taken in such a way that observing X depends only on (D; Z; W) but not on the actual value of X, i.e., validation sampling is such that X is missing at random and ignorable (Little and Rubin, 1987) . This classical retrospective study design di ers from the usual random sampling design, also called prospective sampling. In a prospective study, the population as a whole is sampled at random, and not split a priori into subpopulations of cases and controls.
The purpose of this paper is to investigate the extent to which one can ignore the retrospective study design and pretend instead that the data actually came from a prospective study. As we shall indicate, there are already likelihood methods available for prospective studies. If these methods can be lifted without change and used in retrospective studies, no new theory or software is required.
We start with a prospective logistic regression model pr(D = 1jZ; X) = H( 0 + t 1 Z + t 2 X);
where H(v) = (1 + e ?v ) ?1 is the logistic distribution function. The goal is to make inference about ( 1 ; 2 ), remembering that for a choice-based sampling study, 0 is not identi able (Prentice and Pyke, 1979; Cosslett, 1981) .
There have been a number of analyses of two stage choice{based sampling studies, see Breslow and Cain (1988) , Flanders and Greenland (1991) , Zhao and Lipsitz (1992) , Satten and Kupper (1993) and . Satten and Kupper (1993) proposed a conditional likelihood directly appropriate for retrospective studies and an unconditional likelihood appropriate for prospective studies. Their unconditional likelihood is easy to compute and is fully model{based maximum likelihood.
The main result of this paper is to show that in our two-stage setting the prospective likelihood method is asymptotically valid when applied to retrospective studies (Section 3). Hence the same computer software can be applied to both prospective and retrospective problems. Indeed, we even show that the usual bootstrap methods appropriate for prospective studies are also asymptotically valid retrospectively (Section 5). In Section 3, we also discuss the Generalized Method of Moments estimator (GMM) (Hansen, 1982) considered by Imbens (1992) for discrete choice models with choice-based sampling when there is no measurement error.
Another objective of this paper is to construct robust estimates that are resistant to both outliers of data and model misspeci cations in the case of binary predictor X. In this case the estimating equations of Section 3 are a mixture of two di erent logistic regression estimating equations, and hence lead to nonrobust estimators. In Section 4 we modify the unconditional likelihood approach for choice{based sampling studies considered in Section 3 by using the methods of Copas (1988) and Carroll and Pederson (1993) to construct robust estimation methods which downweight observations on the basis of leverage or likelihood of misclassi cation. The same procedures may be used with minor modi cations to the case where X is continuous.
We demonstrate all these methods via an example and simulation studies in Section 6. Substantial e ciency gains using all data over using the validation data only are possible, as shown in the numerical results. Simulated bootstrap coverage probabilities of con dence intervals for di erent con dence coe cients are also given. All the technical details are accumulated in the Appendix.
Basic properties
Recall that X is observable only in the validation data. Our estimation method is based on the model assumption of X given (Z; W; D = 0). The main idea is to use observable (X; Z; W; D)'s to link the relationship between X and (Z; W; D). There are two reasons to parametrize the distribution of X given (Z; W) among the controls. First, as noted in Satten and Kupper (1993) , it may be easier to justify prior knowledge of the distribution of X among the controls than prior knowledge of X that is not conditioned on the response variable D, because the association between D and the explanatory variable X will in uence these unconditional probabilities. Secondly, modeling the population distribution of X given (Z; W) makes the estimator intractable in our measurement error setting, due to the retrospective sampling scheme. The following Satten and Kupper's result leads to important steps (2) and (3).
Lemma 1: Given the general conditions discussed above, we have the following odds ratio given (Z,W):
A short proof is given in the Appendix.
It is interesting to observe that Lemma 1 implies that except in trivial cases, given (Z; W) and among the controls, X must have a moment generating function at 2 . Clearly, this limits the possible distributional choices in terms of modeling and sensitivity analysis.
Let f denote a density or probability mass function and suppose that the distribution of X given (Z; W; D = 0) depends on a parameter . 
where the second equation is by Lemma 1 and the third equation is by the assumption of nondifferential measurement error and Equation (1). Equation (3) has been given in Satten and Kupper (1993) 
Likelihood and estimation
Let the total sample size be n and let the number of cases be n 1 and the number of controls be n 0 = n ? n 1 . Let be an indicator random variable indicating selection ( = 1) for the second stage. By assumption, the distribution of may depend on (Z; W; D) but not on X. The 's are independent given the (Z; W; D)'s and hence sample selection into the second{stage is ignorable. By (3) we write the density/mass function of X given (Z; W; D) as f XjZ;W;D (xjz; w; d; ; 2 ). By convention, let the rst n V observations be the second{stage or validation study. We will make use of the Gibbs sampling notation; for example, the distribution of X given (Z; W; D) will sometimes be denoted by XjZ; W; D] .
In this section, we propose an algorithm based on conditional likelihood of the (X; Z; W; 
Of course, in making this argument we have ignored the fact that the intercept is determined algebraically by ( 1 ; 2 ; ) and the total number of cases. If Q(z; w) is the distribution function of (Z; W) in the choice-based sampling sampling scheme, then the constraints which determine are
A full likelihood analysis maximizes (4) over ( 1 ; 2 ; ; Q) subject to these constraints.
Hsieh, Manski and McFadden (1985) proposed three estimation methods when suitable auxiliary information, such as a random sample of the source population, is available. We extend the sampling design to the case where X is measured in a subsample (validation data). Clearly, in our setting the likelihood for prospective sampling is given by an equation similar to equation (4), except with 0 in place of , and hence has the form of their multiplicative{intercept model. When there is no measurement error, they showed that if the response model has the multiplicative{intercept form then (i) the conditional maximum likelihood (CML) estimator is e cient, and (ii) the CML estimator is the same, except for the intercept, as the estimator obtained by maximizing the prospective likelihood. The results, similar to that of Prentice and Pyke (1979) , suggest that we can apply a prospective analysis to likelihood (4). Our estimation method is based on the theory of unbiased estimating equations. An estimating equation is unbiased if it has expectation zero when evaluated at the true parameters. This is e ectively the same as the orthogonality condition of Sargan (1958 Sargan ( , 1959 and Hansen (1982, Assumption 2.4) . See also Huber (1967) for the theory of unbiased estimating equations. We shall show that ignoring the constraints our approach still leads to an unbiased estimating equation which (i) satis es both constraints; and (ii) is identical to that obtained from prospective sampling. 
Using the arguments of Carroll (1993a, 1994) , it can be shown that (5) is indeed an unbiased estimating equation, i.e., has mean zero when evaluated at the true parameters. To see that the constraints are satis ed, set b Q(z; w) to be the distribution function with mass 1=n at each observed (Z; W), and note that the estimating equation for can be rewritten as
as required, which is special to the logit structure, see Prentice and Pyke (1979) and Manski and McFadden (1981) .
We solve (5) by the method of scoring. Reasonable starting values can be obtained as follows. First use the complete data to obtain estimates of 2 , using, for example, the estimating equation method of Zhao and Lipsitz (1992, equation 5) . Fixing 2 at its estimated value, estimate using only the rst term in (5). For common models, this is usually easily accomplished. 
with S i;a;b ( ; 2 ) = (@=@b t )S i;a ( ; 2 ):
In the Appendix, we derive the asymptotic distribution of the parameter estimates, and show that standard error formulae for a prospective analysis are asymptotically correct for estimating ( 1 ; 2 ; ). We also give formulae for covariance estimates.
It is easy to see that our equation (5) reduces to the usual logistic estimator when there is no measurement error. The approach is di erent from that of Imbens (1992) . He proposed a GMM estimator (Hansen, 1982) for discrete choice models with choice{based sampling when there is no measurement error. His estimator is e cient with reduced computational burden relative to Cosslett's (1981) pseudo maximum likelihood (PML) estimator. Our estimating equation method is computationally simple and is e cient if the conditional distribution of X given (Z; W; D = 0) is modeled correctly. Here we focus on the case where X is measured partially, which is often the case in econometrics when X is expensive or di cult to observe.
Robust estimates for a binary predictor
We illustrate the estimating equation (5) in the case that X is binary and can be observed in a subset of the main study. In addition to its undeniable importance, the estimating equation has a convenient and simple form.
Suppose that X given (Z; W) follows a linear logistic model among the controls. Then from (3) it can be shown that pr(X = 1jZ; W; D) = H( 2 D + 0 + t 1 Z + t 2 W): 1 ; 2 ; 0 ; t 1 ; t 2 ) t . Since both (7) and (8) are of logistic type, maximizing the retrospective likelihood leads to estimating equations of the form:
where S i = (0; 0 t ; D i ; 1; Z t i ; W t i ) t , and T i is given in (5). The solutions to (9) are clearly not robust, as each component is an estimating equation for a logistic regression (Copas, 1988) . The easiest way to construct a robust estimate of is to use the leverage/misclassi cation downweighting methods of Carroll and Pederson (1993) , where here the leverage is determined by the terms S i and T i . The leverage/misclassi cation downweighting methods downweight an observation if the leverage is large or if there is some likelihood of a misclassi cation, see Carroll and Pederson (1993) for details. In this particular problem, the weights are of the form 1 (S i ; ) and 2 (T i ; ), and the resulting weighted estimating equation is 0 = n ?1=2 
The fact that the estimate b which solves (10) is asymptotically normally distributed with mean can be shown similarly to the proof of Theorem 1 in the Appendix. A consistent estimate of the covariance matrix is given in the Appendix. Just as in the prospective problem, the asymptotic covariance matrix of b obtained from prospective formulae is asymptotically correct, except for the nuisance intercept .
Bootstrap analysis
The bootstrap is a computationally intensive statistical methodology that plays an increasingly important role in modern statistical analysis and applications. See Efron (1982) for an introduction to this area, and Efron (1994) for bootstrap methods in missing data regression problems. In this section, we describe three nonparametric bootstrap methods for interval estimation of when the second{stage sampling probability depends on (Z; W; D). The three methods are di erent due to their di erent resampling plans:
(A) naive prospective bootstrap;
(B) bootstrap which xes the number of cases n 1 and number of controls n 0 ;
(C) bootstrap which xes the numbers of cases and controls in the validation and the primary data sets; we call this a two-stage bootstrap.
Design (A) treats ( ; D; Z; W; X) (inappropriately) as a set of i.i.d. data and simply resamples from it, thus ignoring the nature of choice-based data. The naive prospective bootstrap samples generally contain di erent number of cases and of controls from those for the original data. The sizes of the resampled validation data may be di erent also. Design (B) is a choice-based resampling scheme where the sizes of the resampled validation data are generally di erent as well. Design (C) takes care of the nature of two-stage choice-based studies. All resampling is done nonparametrically.
After a bootstrap sample is obtained, this sample is used in (5) Intuitively, Design (C) seems to be a more reasonable bootstrap since it follows the retrospective sampling structure. However, the resamples from this design sometimes have the problem of divergence in point estimation by a recursive procedure when n is not large (e.g., n = 100), due to the resampling structure. On the other hand, this problem rarely occurs in Design (A) making it more convenient to use. Our main purpose here is to show that this prospective bootstrap is asymptotically correct in choice{based samples and therefore has potential applications in practice.
In the Appendix, we show that b ? b has the same asymptotic distribution as b ? when we treat the data as prospectively obtained. Similarly, it can be shown that the other two resampling procedures are also asymptotically correct. Numerical illustrations of the bootstrap methods are given in Section 6.2.
6. An example and simulation studies We demonstrate our methods via an example and simulation studies in this section.
An example
As an illustrative example, we use a data set extracted from the Lipids Research Clinics (LRC) study. Let D denote previous coronary heart disease history, X be the binary variable that describes whether a subject's elevated low density lipoprotein (LDL) cholesterol level exceeds 160, Z denote smoking status, and W denote total cholesterol (TC). We randomly divided the data into a primary data set of size n P = 303 and a validation data set of size n V = 36. The validation data consists of 18 controls and 18 cases with two unusual points, one is outlier to the main trend, the other a large leverage point. We call the former #1, and the later #2. We assume model (1) and use a logistic model for X among the controls:
In Table 1 , we list the estimates and corresponding standard errors. In particular, the e ects of deleting the unusual points are given. Robust estimation using (10) downweights high leverage points. See Carroll and Pederson (1993) for details of the logistic weight functions 1 and 2 . As expected, the robust estimates appear to be less sensitive to the outliers. Since the selection of the validation data does not depend on any covariates, logistic regression of D on (Z; X) using the validation data are consistent. It is clear that the unconditional likelihood method using all data yields higher e ciency in this example compared to using only the validation data.
Bootstrap simulation study
In this bootstrap simulation study, we generated both Z and W independently from N(0; 1) with size n = 600. We then generated X either as a binary variable with the logistic probability given in (11) or as a continuous variable such that XjZ; W; D = 0 is normally distributed with mean 0 + 1 Z + 2 W and standard deviation . There were 200 simulations in each experiment.
The naive prospective bootstrap, choice-based bootstrap and two-stage bootstrap are compared in Tables 2 { 5 for two di erent selection probability functions. The true parameter values are given in the tables. Table 2 gives the numerical results for binary X when the second{stage selection probability is = 1=10, which does not depend on (Z; W; D). It is seen that in this simulation study the three bootstrap methods produced almost the same results. The coverage probabilities of 90% and 95% con dence intervals appear to be quite accurate for 1 but somewhat conservative for 2 .
The following second{stage selection probabilities were used in producing Table 3 As shown by Zhao and Lipsitz (1992) , when the second{stage selection probability depends on (Z; W; D), logistic regression of D on (Z; X) using the validation data only is no longer consistent, and this is very clearly seen in Table 3 . Both tables indicate that the prospective likelihood method results in acceptable estimates for the slope parameters. Also note that all three bootstrap methods result in similar coverage probabilities acceptably near the nominal levels.
The simulation results in Tables 4 and 5 were obtained similarly to those in Tables 2 and 3 except that XjZ; W; D = 0 was assumed to be normally distributed with mean 0 + 1 Z + 2 W and variance 2 . Once again the prospective likelihood estimates and the bootstrap coverage probabilities are satisfactory.
While not reported here, in all these examples the Wald{method con dence intervals based on the asymptotic normal distribution of the parameter estimates also gave coverage probabilities acceptably near the nominal levels.
Discussion
When the response model has a multiplicative{intercept form, we have shown that the prospective likelihood analysis of a retrospective study with measurement error results in asymptotically correct estimates of and inferences for slope parameters. The naive prospective bootstrap is also asymptotically correct and numerically feasible for nite samples, as are two modi cations meant to more closely mimic the retrospective study design.
The second term of the estimating equation (5) comes from the data in the second{stage study. We have implicitly assumed that this term is identical to the conditional likelihood score for the second{stage study. However, this need not be the case. One can use any unbiased estimating equation given (Z; W; D) in this term. The only di erence is that a slight modi cation must be made to the asymptotic covariance matrix, a change described in the Appendix. The methods we have described require a model for the distribution of the X among the controls and given the observed covariates. An alternative is to use only the second{stage validation data, see Breslow and Cain (1988) , Flanders and Greenland (1991) and Zhao and Lipsitz (1992) . Such methods avoid entirely the need to model the distribution of X among the controls. Somewhat more e cient methods which also avoid such modeling have been introduced by Robins, et al. (1994) in the prospective case and are easily transferred to the choice-based sampling problem. In some instances, using only the complete data can be nearly as e cient as using all the data without the inherent model robustness issues. In other cases, however, sensible modeling can result in great increases in e ciency; see, for example, .
By their very nature, measurement error causes some of the observed surrogates to be outlying in factor space. In such cases, one might consider the use of robust estimation techniques which downweight on the basis of leverage, or for the logistic part of the estimating equation, misclassication. In Section 4, we described one such method for binary X. A robust regression calibration method is proposed by Wang and Carroll (1993b) T V H (1) f + t 1 z + R(z; w; ; 2 )gdQ(z; w); T V = (1; z t ; u t ; a t ) t ; u = @ @ 2 R(z; w; ; 2 ); a = @ @ R(z; w; ; 2 ); L 2 = n ?1 n X i=1 Ef i (0; 0; S t i; 2 ; S t i; ) t (0; 0; S t i; 2 ; S t i; )jD i g;
and Q(z,w) is the marginal distribution of (Z; W) under the choice-based sampling scheme.
Proof of Theorem 1 By a Taylor series expansion, we have
It is therefore easily seen that n 1=2 ( b ? ) is asymptotically normally distributed with mean 0 and asymptotic covariance G ?1 covfn 1=2 h n ( )gG ?1 . Note that if we write n 1=2 h n ( ) as h 1n ( )+h 2n ( ), corresponding to the two terms in (5), then as was to be shown.
Covariance matrix estimates via prospective formulae
We show here that prospective formulae for the covariance matrix of ( b t 1 ; b t 2 ; b t ) t are asymptotically correct. We will work rst with the asymptotic expressions, and then complete the argument by noting that nite sample formulae replace expectations by sums.
Write G n ( ) = G n1 ( ) + G n2 ( ) and G = E fG n ( )g = G 1 + G 2 . It is easily seen that G 1 = L 12 and that We rst consider a hybrid logistic{sandwich covariance estimator which allows for (S i; 2 ; S i; ) to be any unbiased estimating equations for ( 2 ; ), while still taking account the prospective logistic response. A prospective formula for this is n ?1 n G n ( b ) o The usual prospective expected information covariance matrix estimate is just
and this is easily seen to be asymptotically correct for the parameters ( t 1 ; t 2 ; t ).
Appendix B: Sketch of robustness results for a binary predictor
The estimating equation (10) is of the form
Writing (Z; W; D) = E( jZ; W; D), because the distribution of is independent of X the conditional expectation of the derivative of ?n 1=2 L 2 ( ) is then easily seen to equal
Wang and Carroll (1993a) show that the conditional expectation of the derivative of ?n 1=2 L 1 ( ) where is the rst column of (15). To estimate the covariance matrix, by (14), (15) a The estimated standard errors are given in parentheses. The third column uses only the validation data. The fourth and fth columns give the standard estimates from (5) and the robust estimates from (10), respectively, using all data. a Estimates of 1 and 2 from 200 simulations, and B = 399 bootstrap samples. The true parameters are 0 = ?1; 1 = 1; 2 = :5; 0 = ?1; 1 = 1; 2 = 2. The second{stage selection probability = 1=10; which does not depend on (Z; W; D). The notation \cov." refers to the coverage probabilities for the bootstrap methods. Table 3 Bootstrap simulation study with binary X a .
Para-Quantity
Naive Choice-based a Estimates of 1 and 2 from 200 simulations, and B = 399 bootstrap samples. The true parameters are 0 = ?1; 1 = 1; 2 = :5; 0 = ?1; 1 = 1; 2 = 2. The second{stage selection probability depends on (Z; D) and is given in (13). The notation \cov." refers to the coverage probabilities for the bootstrap methods. Table 4 Bootstrap simulation study with continuous X a .
Naive Choice-based a Estimates of 1 and 2 from 200 simulations, and B = 399 bootstrap samples. The true parameters are 0 = ?1; 1 = 1; 2 = :5; 0 = ?1; 1 = 1; 2 = 2; = :1. The second{stage selection probability = 1=10, which does not depend on (Z; W; D). The notation \cov." refers to the coverage probabilities for the bootstrap methods. Table 5 Bootstrap simulation study with continuous X a .
Naive Choice-based a Estimates of 1 and 2 from 200 simulations, and B = 399 bootstrap samples. The true parameters are 0 = ?1; 1 = 1; 2 = :5; 0 = ?1; 1 = 1; 2 = 2; = :1. The second{stage selection probability depends on (Z; D) and is given in (13). The notation \cov." refers to the coverage probabilities for the bootstrap methods.
