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1 Einfu¨hrung
1.1 Motivation
Drahtlose Kommunikationstechnologien geho¨ren zu den heutigen Schlu¨sseltechnologien.
Der Markt fu¨r drahtlose Kommunikationssysteme zeichnet sich durch einen besonders
hohen Konkurrenzdruck aus, weshalb die schnelle Markteinfu¨hrung innovativer Produkte
u¨ber Erfolg oder Misserfolg eines Projekts entscheidet. Die richtigen Designmethoden und
fru¨hzeitigen Tests der Architektur und des Verhaltens der drahtlosen Systeme ko¨nnen den
Zeit- und Kostenaufwand und die Risiken der Produktentwicklung deutlich reduzieren.
Trotz der wachsenden Vielfalt der implementierten Anwendungen wird eine kostengu¨ns-
tige Produktion, eine la¨ngere Akkulaufzeit und eine weitere Miniaturisierung der Gera¨te
gefordert. Um diese Forderungen erfu¨llen zu ko¨nnen, wird es notwendig, den Integrati-
onsgrad weiter voran zu treiben und dabei die Kosten zu beru¨cksichtigen. Der Verzicht
auf externe Komponenten ist dabei ein Schlu¨sselfaktor zur Senkung der Gesamtsystem-
kosten.
Der technologische Trend in der drahtlosen Kommunikation ist eindeutig die zuneh-
mende Digitalisierung der Schaltungen. Gleichzeitig wird von mobilen Anwendungen
mehr Rechenleistung erwartet. Der stetige Fortschritt in der Miniaturisierung von Pro-
zesstechnologien ebnet den Weg fu¨r diese Ziele. Auf der anderen Seite existieren auch
zahlreiche Anwendungen, deren Hauptaugenmerk auf einer mo¨glichst niedrigen Verlust-
leistung und kostengu¨nstiger Implementierung liegen als auf einer mo¨glichst hohen Takt-
frequenz. Insbesondere in den Bereichen Medizin- und Sensortechnik werden leistungs-
und fla¨cheneffiziente Funksysteme beno¨tigt. Aufgrund der im Vergleich zum Mobilfunk
niedrigeren Stu¨ckzahlen werden dabei aus kommerziellen Gru¨nden -a¨ltere- CMOS Tech-
nologien mit moderaten Strukturgro¨ßen eingesetzt. Dies ermo¨glicht durch niedrige In-
itialkosten fu¨r Masken eine wirtschaftliche Integration bei niedrigen Stu¨ckzahlen. Zwei
Anwendungsbeispiele fu¨r solche Systeme sind auf der na¨chsten Seite aufgefu¨hrt.
Ein wichtiger Punkt fu¨r leistungseffiziente Funku¨bertragungssysteme ist die Wahl einer
geeigneten Modulation. Die digitale Frequenzmodulation FSK (Frequency ShiftKeying)
1
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bietet hier einen guten Kompromiss zwischen einer Datenu¨bertragung mit geringer Bit-
fehlerrate und einer einfachen Empfa¨ngerarchitektur.
1.1.1 Ultra-Low-Power Bluetooth
Entwickelt in der zweiten Ha¨lfte der 90er Jahre, ist Bluetooth bewusst von den Mobilte-
lefonherstellern gefo¨rdert und urspru¨nglich als Kabelersatz fu¨r die Kommunikation mit
Peripherie-Gera¨ten des Mobiltelefons vorgesehen. Mit der Perspektive vor Augen, einen
breit akzeptierten Standard zu schaffen, ist Bluetooth fu¨r unterschiedlichste Applika-
tionen verwendet worden. Viele Applikationen entstanden auch rund um die drahtlose
PC-Vernetzung.
Ein schnell wachsendes Anwendungsfeld findet sich im Bereich der drahtlosen Mess-
datenerfassung und -u¨berwachung mit batteriebetriebenen Gera¨ten. Ziele dabei sind
Kostensenkung durch Vermeidung oder Reduzierung der Verkabelung, aber auch das
Erschließen weiterer Applikationsfelder.
Um eine Version mit einer wesentlich geringeren Stromaufnahme zu schaffen, hat im
Juni 2007 die Bluetooth SIG (Special Interest Group) bekannt gegeben, daß sie Nokia’s
Wibree Standard unter den Bluetooth Schirm aufnehmen wird [ulp]. Diese Spezifikation
ist im April 2009 verabschiedet worden. Hauptanwendungsfeld ist neben der Unterhal-
tungselektronik die Medizintechnik.
1.1.2 Drahtlose Sensornetze
Drahtlose Sensornetzwerke sind Systeme, die aus einer Vielzahl von drahtlos miteinander
kommunizierenden Knoten zusammengesetzt sind. Die Spanne der Einsatzgebiete reicht
vom einfachen Kabelersatz u¨ber Anwendungen im Bereich der Heim und Geba¨udeauto-
matisierung, der Industrieautomatisierung und der Medizintechnik bis hin zu komplexen
Szenarien im milita¨rischen Bereich.
Mehrere drahtlose Technologien agieren in diesen Segmenten. Neben standardisierten
Ansa¨tzen wie ZigBee gibt es auch viele proprieta¨re Lo¨sungen. Zwei Ansa¨tze basierend
auf einer FSK Modulation werden im Folgenden kurz erwa¨hnt. Zur Zeit erscheint es nicht
mo¨glich, dass ein einziges Funksystem die verschiedenen Anforderungen gleichermaßen
gut erfu¨llen kann.
• Z-Wave wurde von der Firma Zensys entwickelt und funkt im US-Markt per einfa-
cher FSK im 900 MHz Band. In Europa erfolgt die Datenu¨bertragung im 868 MHz
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Band. Mit Datenraten von 9,6 kBit/s bis 40 kBit/s hat Z-Wave eine relativ niedrige
U¨bertragungsrate, die fu¨r Anwendungen in der Geba¨udeautomation ausreicht.
• Der Ansatz der Firma Cypress Semiconductor in diesem Gebiet heißt CyFi. Dabei
werden im 2,4 GHz ISM (Industrial Scientific Medical) Band auf 80 diskreten
Kana¨len Datenraten von 125 kBit/s bis 1 MBit/s erreicht.
1.2 Zielsetzung
Fu¨r eine optimale Empfa¨ngerstruktur stehen je nach Anforderungen der Kommunika-
tionsstandards unterschiedliche Ansa¨tze zur Verfu¨gung. Das hochfrequente Eingangs-
signal wird nach einer ersten Versta¨rkung entweder direkt in das Basisband gemischt
(homodyner Ansatz) oder es wird auf einer oder mehreren Zwischenfrequenzen weiter
verarbeitet (heterodyner Ansatz). Die Komplexita¨t der Architektur verbunden mit dem
Schaltungsaufwand, die Kosten, der Leistungsverbrauch und die Integrierbarkeit sind die
hauptsa¨chlichen Entscheidungskriterien bei der Wahl der jeweiligen Empfa¨ngerstruktur.
Das Mitte der ersten Ha¨lfte des zwanzigsten Jahrhundert entwickelte superheterodyn
Prinzip ist bis ungefa¨hr an das Ende des Jahrhunderts die dominierende Empfa¨ngerar-
chitektur gewesen. Bei diesem Konzept wird die Selektion des gewu¨nschten Eingangs-
spektrums auf einer oder mehreren Zwischenfrequenzen durchgefu¨hrt und anschließend
wird das Nutzsignal in das Basisband gemischt. Nachteile hier sind der Einsatz externer
Filter und das aufwendige mehrstufige Heruntermischen des Eingangssignals.
Neuartige Ansa¨tze bei Systementwu¨rfen ermo¨glichen die Zielsetzung einer geringeren
Leistungsaufnahme und damit einer zunehmenden Integration. Mit der Weiterentwick-
lung der Integrations- bzw. der Schaltungstechnik sind auch andere Empfa¨ngerarchitek-
turen fu¨r die Realisierung drahtloser Datenu¨bertragungssysteme interessant geworden.
Insbesondere der homodyne Empfa¨nger und der Empfa¨nger mit niedriger Zwischenfre-
quenz (Low-IF Empfa¨nger) haben in modernen Funksystemen eine weite Verbreitung
erfahren. Der Homodynempfa¨nger setzt das Spektrum direkt in das Basisband um. Der
Low-IF Empfa¨nger kann als ein Mittelweg zwischen der heterodynen und der homody-
nen Architekturen betrachtet werden. Per Definition ist dieser Empfa¨nger heterodyn. Er
besitzt jedoch auch Eigenschaften einer homodynen Architektur, die insbesondere von
der Wahl der Zwischenfrequenz abha¨ngen. Fu¨r die Integration ist eine mo¨glichst niedrige
ZF vorteilhaft. Aus der Systemsicht sollte die ZF gro¨ßer als die Signalbandbreite sein.
Das Ziel dieser Arbeit ist daher die systematische Untersuchung der Eigenschaften
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des Low-IF Empfa¨ngers in Bezug auf die maximal notwendige Zwischenfrequenz und
damit des U¨bergangsbereichs zwischen der heterodynen und der homodynen Variante des
Empfa¨ngers. Das Hauptaugenmerk richtet sich dabei auf die Anforderungen drahtloser
Kommunikationssysteme mit der digitalen Frequenzmodulation FSK.
1.3 Aufbau und Gliederung der Arbeit
Zu den wichtigen Aufgaben eines Empfa¨ngers za¨hlt die Selektion des Nutzsignals. Selek-
tion bezeichnet hierbei die Auswahl eines gewu¨nschten Signals aus einem Empfangsspek-
trum, das aus einer Mehrzahl von Sto¨rsignalen besteht. An diesem Punkt kommen ha¨ufig
komplexe Polyphasenfilter zum Einsatz. Die zum Versta¨ndnis notwendigen Grundlagen
dieser speziellen Filterart wird aufbereitet.
Ein weiteres Ziel in Empfa¨ngern ist die Demodulation zusammen mit der Detektion
der gesendeten Daten. Fu¨r die Demodulation frequenzmodulierter Signale wird unter
anderem der sogenannte Quadrikorrelator eingesetzt. Neue strukturelle A¨nderungen und
deren Effekte auf diesen Demodulator werden bei der vorliegenden Arbeit mit der zu-
geho¨rigen Theorie vorgestellt.
Bei der Simulationsmethodik wird von der a¨quivalenten Basisbanddarstellung Ge-
brauch gemacht. Mit Hilfe der Hilbert Transformation ist es mo¨glich Signale und Systeme
aus dem Bandpassbereich im Tiefpassbereich abzubilden. Durch diese Form wird die Si-
gnalverarbeitung weniger rechenintensiv durchgefu¨hrt. Als Simulationswerkzeug wurde
MATLAB gewa¨hlt. Mit MATLAB ist es mo¨glich, die notwendigen Datenanalysen und
numerischen Berechnungen sowohl im Zeit- als auch im Frequenzbereich zu gestalten.
Probleme und Grenzen der Modellierung werden vorgestellt. Dabei wird insbesondere
auf die Rauschmodellierung eingegangen.
Die Arbeit ist folgendermaßen gegliedert. Nach dieser Einfu¨hrung befasst sich das
na¨chste Kapitel mit der Frequenzmodulation. Die Grundlagen der analogen und digitalen
Frequenzmodulation werden zusammengefasst. Mit DECT und Bluetooth werden zwei
popula¨re Funkstandards, die unterschiedliche Methoden der FSK einsetzen, vorgestellt.
Es werden die kritischen Punkte aus den jeweiligen Spezifikationen diskutiert.
In Kapitel 3 werden wichtige Empfa¨ngerparameter erla¨utert. Insbesondere werden
Aspekte wie Rauschen und Nichtlinearita¨ten hervorgehoben.
Der heterodyne und der homodyne Empfa¨nger demonstrieren zwei unterschiedliche
Ansa¨tze fu¨r den Entwurf einer Empfangsarchitektur. Vor- und Nachteile dieser beiden
Strukturen stellt Kapitel 4 vor. Zusa¨tzlich wird der Empfa¨nger mit niedriger Zwischenfre-
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quenz, der als ein Kompromiss zwischen den beiden vorherigen Architekturen betrachtet
werden kann, in diesem Kapitel vorgestellt. Basierend auf heterodyner und homodyner
Variante wird die Evolution des Low-IF Empfa¨ngers aus zwei verschiedenen Blickwin-
keln nachvollzogen. Diese Konzepte werden jeweils mit einem Beispiel aus der Industrie
erla¨utert.
Anhand eines Simulationsmodells werden im anschließenden Kapitel verschiedene Va-
rianten der Signalverarbeitung verglichen. Einer kurzen Erkla¨rung der Simulationsumge-
bung folgt eine ausfu¨hrliche Erla¨uterung der Rauschmodellierung und der sogenannten
Polyphasenfilter. Nach diesen Aspekten wird der Vergleich der Empfa¨ngertopologien an-
hand der Simulationsergebnisse durchgefu¨hrt.
Kapitel 6 bietet einen Einblick in das neben der Selektion zweite wichtige Aufgaben-
gebiet eines Empfa¨ngers, der Demodulation der Daten. Fu¨r diesen Zweck wird nach
einer Einfu¨hrung in die Demodulation ein neues Demodulationskonzept, das auf den
Quadrikorrelator Demodulator basiert, vorgestellt. Das Konzept kombiniert geringen
schaltungstechnischen Aufwand mit einer großen Wirkung. Gerade fu¨r fla¨chen- und leis-
tungseffiziente Applikationen stellt dieser neuwertige Demodulator eine geeignete Lo¨sung
dar.
Das letzte Kapitel bietet eine Zusammenfassung der Arbeit und einen Ausblick auf
zuku¨nftige Erweiterungen. Im Anhang ist zusa¨tzlich die Implementierung des Polypha-
senfilters in MATLAB zu finden.
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Modulation bezeichnet das Umsetzen eines Basisbandsignals xBB(t) in ein hochfrequen-
tes Passband mithilfe eines Tra¨gersignals xc(t). Dabei werden gleichzeitig oder einzeln
Parameter wie die Amplitude, Frequenz oder Phase des Tra¨gersignals durch das Basis-
bandsignal vera¨ndert.
Abha¨ngig von der Funktion zwischen dem modulierten und dem Basisbandsignal wer-
den digitale Modulationsarten in lineare und nichtlineare Formen unterteilt [Kam96].
Bild 2.1 zeigt theoretische Bitfehlerratenkurven fu¨r verschiedene Modulationen. Dabei
bedeutet die x-Achse Eb/N0 die Energie pro Informationsbit / Rauschleistungsdichte.
0 2 4 6 8 10 12 14 1610
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10−2
10−1
100
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R
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FSK − kohärent
FSK − inkohärent
Abbildung 2.1: Bitfehlerraten fu¨r verschiedene bina¨re Modulationsformen.
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Die Beziehung dieses Parameters zum Signal-Rausch-Abstand wird fu¨r FSK Signale im
Abschnitt 5.2 na¨her betrachtet.
Die FSK Modulation ist damit im theoretischen Vergleich nicht die erste Wahl, wenn
es um einen geringen Signal-Rausch-Abstand bei einer bestimmten Bitfehlerrate geht.
Sie geho¨rt jedoch zur Familie der nichtlinearen Modulationsarten und bringt damit bei
der Schaltungsimplementierung einige Vorteile mit sich. Auf der Senderseite kann ein
nichtlinearer Leistungsversta¨rker benutzt werden. Der Leistungsversta¨rker ist der domi-
nierende Stromverbraucher bei Schaltungen fu¨r die drahtlose Kommunikation [YS06].
Theoretisch haben nichtlineare Versta¨rker gegenu¨ber den linearen Varianten eine ho¨here
Leistungseffizienz [RP03]. Auch auf der Empfa¨ngerseite bringt die inkoha¨rente Demo-
dulation, die bei nichtlinearen Modulationsarten verwendet wird, schaltungstechnische
Vorteile. Die sowohl fu¨r lineare als auch fu¨r nichtlineare Modulationssignale geeignete
koha¨rente Demodulation erfordert eine Regelung des Tra¨gersignals. Dies ist mit zusa¨tz-
lichem Hardwareaufwand verbunden [Kam96]. Der weitere Verlauf dieses Kapitels und
der Arbeit beschra¨nkt sich daher auf die FSK.
Die digitale Frequenzmodulation kommt in verschiedenen drahtlosen Kommunikati-
onstechnologien wie GSM (Global System forMobile Communications), DECT (Digital
Enhanced Cordless Telecommunications) oder Bluetooth zum Einsatz. Um das vorhan-
dene Band des jeweiligen Standards mo¨glichst Effizient zu nutzen, werden so genannte
Multiplexverfahren eingesetzt. Ziel bei diesen Verfahren ist es, mo¨glichst viele Signale
(Benutzer) in einem Kommunikationskanal zu unterbringen. Wird das Frequenzband in
mehrere Kana¨le unterteilt, handelt es sich um ein Frequenzmultiplexverfahren (FDMA
- Frequency Division Multiple Access). Die Signale werden bei diesem Verfahren di-
rekt auf die Tra¨gerfrequenz des jeweiligen Kanals moduliert (Abb. 2.2(a)). Jedem Kanal
wird zu einem gegebenen Zeitpunkt nur ein Nutzer zugewiesen. Die maximale Anzahl
der Nutzer, die das Frequenzband gleichzeitig verwenden ko¨nnen, ist mit der Anzahl der
Frequenzkana¨le begrenzt. Einige bekannte FDMA Anwendungsbeispiele sind die AM und
FM-Radiou¨bertragungen.
FDMA wird ha¨ufig mit Zeitmultiplexverfahren kombiniert. Bei einem Zeitmultiplex-
verfahren wird jeder Funkkanal in bestimmte Zeitabschnitte (time slots) geteilt. Zusa¨tz-
lich zur Frequenz wird hiermit auch die Zeitachse in Betracht gezogen. Jeder Sender
benutzt den Kanal fu¨r den definierten Zeitabschnitt. Dadurch ko¨nnen pro Funkkanal
die Daten von mehreren Sendern (mehr Nutzer) u¨bertragen werden. Dieses Kanalauftei-
lungsverfahren wird als TDMA (TimeDivisionMultipleAccess) bezeichnet. Der hinter-
einander folgende Zugriff der Sender auf den Kanal wiederholt sich in einem bestimmten
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(b) TDMA Verfahren.
Abbildung 2.2: In FDMA wird jedem Benutzer ein Kanal im Frequenzband zugeord-
net. TDMA unterscheidet sich dadurch, dass jeder Kanal zusa¨tzlich in
mehrere Zeitabschnitte geteilt wird.
Zeitrahmen (time frame). Wird das Frequenzband in N Kana¨le und der Zeitrahmen in
M Abschnitte unterteilt, ko¨nnen N×M Nutzer der zur Verfu¨gung stehenden Bandbreite
zugewiesen werden (Abb. 2.2(b)). TDMA wird bei modernen Funkstandards wie GSM,
DECT und Bluetooth angewendet.
Bei diesen genannten drahtlosen Kommunikationsstandards kommen als Modulations-
technik GFSK (Gaussian Frequency Shift Keying) oder GMSK (Gaussian Minimum
Shift Keying) zum Einsatz. Beide sind digitale Varianten der analogen Frequenzmodu-
lation,
xFM(t) = ac cos
ωc t+∆Ω t∫
−∞
xBB(τ)dτ + φc
 , (2.1)
mit
∆Ω = 2pi∆F, ∆F : Frequenzhub. (2.2)
Das zu modulierende Basisbandsignal ist xBB(t). Die weiteren Variablen ac, ωc und φc
aus Gleichung 2.1 beziehen sich auf die Amplitude, die Frequenz und die Phase des
Tra¨gersignals (engl. carrier).
Fu¨r ein bina¨res Basisbandsignal
xBB =
∑
n
bn f(t− nTb), Tb : Bitperiode, (2.3)
9
2 Digitale Frequenzmodulation und Beispielsysteme
Amp
t
t
Amp
Abbildung 2.3: Bei der FSK erho¨ht oder verringert sich die Tra¨gerschwingung fc je nach
dem Wert der bina¨ren Datenfolge um den Frequenzhub ∆F .
wo bn eine bina¨re Datenfolge mit den Werten +1 und −1 repra¨sentiert, wird eine Tra¨ger-
frequenz fc proportional zwischen den beiden Frequenzen fc+∆F und fc−∆F umgetas-
tet (Abb. 2.3). ∆F bezeichnet hier den Frequenzhub. Dieser Wert definiert die maximale
Abweichung der Momentanfrequenz von der Frequenz des unmodulierten Tra¨gers. Ein
weiterer wichtiger Parameter fu¨r FSK ist der Modulationsindex m:
m = 2∆F T = 2
∆F
Bitrate
· (2.4)
MSK (Minimum Shift Keying) ist eine spezielle Form der FSK mit einem Modulati-
onsindex von 0,5. Die Frequenzumtastung zwischen +∆F und −∆F betra¨gt die halbe
Bitrate.
Sowohl die analoge FM als auch die FSK sind spektral unbegrenzt. Um diesen Punkt zu
verdeutlichen kann die Funktion f(t−nTb) aus Gleichung 2.3 als eine Rechteckfunktion,
die folgendermassen definiert wird [Bar89], betrachtet werden:
f(t) =
4
pi
(
sin ω0 t+
1
3
sin 3ω0 t+
1
5
sin 5ω0 t+ ...
)
. (2.5)
Die Fourier Transformierte einer Sinus-Funktion sin(ω0 t) besteht aus zwei Impulsen
mit den Frequenzen ±ω0. Da die oben angegebene Rechteckfunktion eine Summe unend-
lich vieler Sinusschwingungen entha¨lt, hat das Frequenzspektrum auch unendlich viele
Komponenten (Abb. 2.4). Gleiche Aussage gilt fu¨r das FSK Spektrum, weil die bina¨re
Datenfolge mit dem Spektrum des Rechtecksignals gefaltet wird. Unter praktischen Ge-
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Abbildung 2.4: Das Spektrum einer Rechteckfunktion besteht aus unendlich vielen Spek-
tralanteilen.
sichtspunkten wird dieses Spektrum mit Hilfe eines Filters begrenzt. Fu¨r diesen Zweck
bieten sich aufgrund der Impulsantwort Gaussfilter an. In diesem Fall ist die Rede von
GMSK oder GFSK. Diese Filter besitzen eine Gaussform sowohl im Zeit- als auch im
Frequenzbereich [Rap02]:
|G(f)| = exp
(
− α2 f
2
B2
)
, (2.6)
mit
α =
√
ln2
2
≈ 0, 5887, (2.7)
und
B = 3 dB Bandbreite = f3dB. (2.8)
Die zugeho¨rige Impulsantwort lautet:
g(t) = B
√
pi
α
exp
(
− pi
2B2
α2
t2
)
· (2.9)
In den Spezifikationen von Kommunikationsstandards, die GMSK oder GFSK be-
nutzen, wird das Bandbreite-Periode Produkt BT angegeben. Umgeformt nach diesem
neuen Parameter ergibt sich fu¨r die U¨bertragungsfunktion
|G(f)| = exp
(
− α2 f
2
B2 T 2 r2b
)
, (2.10)
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mit
rb = Bitrate =
1
Tb
· (2.11)
GSM sowie DECT verwenden eine GMSK mit einem Bandbreite-Periode Produkt
von jeweils BT = 0, 3 und BT = 0, 5. Fu¨r die GFSK Modulation von Bluetooth ist
BT = 0, 5.
2.1 DECT
DECT war urspru¨nglich die Abku¨rzung fu¨r “Digital European Cordless Telephone”
und wurde Ende der 80er Jahre als europaweit einheitlicher Standard konzipiert, der
die bis dahin vorhandenen verschiedenen analogen schnurlosen Telefonsysteme (z. B.
CT1, CT1+) ersetzen sollte. 1992 hat das Europa¨ische Standardisierungsinstitut fu¨r
Telekommunikation (ETSI) den heute unter dem Namen “Digital Enhanced Cordless
Telecommunications” bekannten DECT-Standard verabschiedet [RWJJ+98]. DECT be-
zeichnet ein vollsta¨ndig digitales Mobilfunknetz zur U¨bertragung von Sprache und Daten
mit Reichweiten bis einigen hundert Metern.
DECT wird in den meisten La¨ndern in einem speziell freigegebenen Frequenzbereich
betrieben. Fu¨r den europa¨ischen Raum liegt dieser Bereich zwischen 1880 MHz und
1900 MHz. Das DECT Frequenzband wird in mehrere Kana¨le unterteilt (FDMA), die
einen Abstand von 1728 MHz haben.
f = (1881, 792 + k × 1, 728)MHz, k = 0, ..., 9. (2.12)
Die TDMA Rahmendauer betra¨gt bei DECT 10 ms. In dieser Zeit werden 24 Zeit-
schlitze durchfahren. Da dieses auf zehn Tra¨gerfrequenzen stattfindet, sind somit 240
Kana¨le mo¨glich. In einem Zeitschlitz von 10 ms / 24 = 416,7 µs La¨nge wird ein Paket
(Burst), das 368 µs dauert und 424 Bits umfasst, gesendet. Daraus ergibt sich fu¨r die
Bitdauer und Bitrate:
368 µs / 424 Bits = 868 ns ⇒ 1,152 MHz. (2.13)
Die Differenz zwischen dem Zeitschlitz und dem Burst von 416,7 µs - 368 µs = 48,7 µs
dient als Schutz, um zu verhindern, dass sich die Bursts verschiedener Basisstationen
und Mobilteile nicht u¨berlappen.
Die maximale Sendeleistung betra¨gt 250 mW. Allerdings sendet die Mobilstation bei
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Bedingung Verha¨ltnis
Gleichkanalinterferenz C/Ico−channel 10 dB
Nachbarkanalinterferenz1 C/I1,728 MHz - 15 dB
Nachbarkanalinterferenz2 C/I3,456 MHz - 34 dB
Nachbarkanalinterferenz3 C/I≥5,184 MHz - 40 dB
Tabelle 2.1: Interferenzbedingungen fu¨r DECT [RWJJ+98].
der Sprachkommunikation nur in einem von 24 Zeitschlitzen. Daher betra¨gt die gemittelte
Sendeleistung der Mobilstation ungefa¨hr 10 mW.
Als Modulation wird GMSK benutzt. Bei einer MSK betra¨gt der Modulationsindex
0,5. Fu¨r den Frequenzhub ergibt sich daraus (vgl. Gl. 2.4):
∆F =
m
2T
=
0, 5
2 · 868 ns = 288 kHz. (2.14)
Damit wird eine bina¨re Eins durch eine Frequenzerho¨hung von 288 kHz (0,5×1/T)
und eine bina¨re Null durch eine Frequenzverringerung von 288 kHz u¨bertragen. Das
Bandbreite-Periode Produkt BT betra¨gt auch 0,5.
Die Empfa¨ngerempfindlichkeit ist fu¨r eine Bitfehlerrate von 10−3 definiert und ent-
spricht -83 dBm. Reale Systeme besitzen eine Empfindlichkeit von -93 dBm bis -96 dBm.
Tabelle 2.1 zeigt die Anforderungen des DECT Standards an die Gleichkanal- und
Nachbarkanalunterdru¨ckungen.
2.2 Bluetooth
Bluetooth ist ein Nahbereichsfunkverfahren zur kabellosen Sprach- und Datenkommuni-
kation im lizenzfreien ISM Band zwischen 2,402 GHz und 2,480 GHz. In einigen La¨ndern
ist dieses Frequenzband geringer. Die Entwicklung von Bluetooth begann 1994 bei Erics-
son. Zusammen mit anderen Industriepartnern wurde 1998 die Bluetooth Special Interest
Group (SIG) gegru¨ndet, der heute u¨ber 11.000 Hersteller angeho¨ren [sig]. Der Bluetooth-
Standard ist inzwischen von der Arbeitsgruppe der IEEE (Institute of Electrical and
Electronics Engineers) fu¨r WPANs (WirelessPersonalAreaNetwork) als IEEE 802.15.1
adaptiert worden.
Bluetooth arbeitet im 2,4 GHz ISM Frequenzband auf 79 Kana¨len mit einem Kanal-
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Bedingung Verha¨ltnis
Gleichkanalinterferenz C/Ico−channel 11 dB
Nachbarkanalinterferenz1 C/I1 MHz 0 dB
Nachbarkanalinterferenz2 C/I2 MHz - 30 dB
Nachbarkanalinterferenz3 C/I≥3 MHz - 40 dB
Tabelle 2.2: Interferenzbedingungen fu¨r Bluetooth [BT].
abstand von 1 MHz bei den Frequenzen:
f = (2402 + k)MHz, k = 0, ..., 78. (2.15)
In der Norm sind drei Sendeleistungsklassen mit 1 mW (0 dBm), 2,5 mW (4 dBm)
und 100 mW (20 dBm) definiert, die Reichweiten von 10 m bis 100 m zulassen. Die
Stromaufnahme ist gering. Sie liegt im Standby-Betrieb bei 0,3 mA und erreicht maximal
300 mA.
Als Modulation wird GFSK mit einem Bandbreite-Bitperiode Produkt von 0,5 einge-
setzt. Der Modulationsindex hierfu¨r soll zwischen 0,28 und 0,35 liegen. Damit gilt fu¨r
den Frequenzhub:
∆F =
m
2T
=
0, 28 < m < 0, 35
2 · 1 µs = 140 kHz < ∆F < 175 kHz. (2.16)
Als Nominalwert fu¨r den Frequenzhub wird 160 kHz angenommen.
Weil das ISM-Band lizenzfrei ist, haben Bluetooth Systeme mehrere Sto¨rquellen wie
zum Beispiel Garagentoro¨ffner oder Mikrowellengera¨te. Um Interferenzen zu vermei-
den, erfolgt die U¨bertragung der GFSK-modulierten Datenpakete zeitschlitzgesteuert
in Verbindung mit einem Frequenzsprungverfahren (FHSS - Frequency Hopping Spread
Spectrum). In diesem Verfahren wird das Datensignal in einer pseudozufa¨lligen Reihen-
folge auf die unterschiedlichen Tra¨gerfrequenzen in dem jeweiligen Frequenzband modu-
liert. Dieses dient zur Reduzierung der Empfindlichkeit gegenu¨ber Sto¨rungen. Fu¨r eine
korrekte Ru¨ckgewinnung der Daten muss der Pseudozufallscode auch dem Empfa¨nger
bekannt sein.
Die Zeitschlitzla¨nge betra¨gt 625 µs, woraus eine Frequenzwechselha¨ufigkeit von bis
zu 1600 hops/s zwischen den 79 Kana¨len des Frequenzbandes resultiert. Bluetooth un-
terstu¨tzt asynchrone verbindungslose U¨bertragung mit maximal 723,2 kbit/s in der einen
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und 57,6 kbit/s in der anderen Richtung (asymmetrisch) beziehungsweise mit maximal
433,9 kbit/s in beide Richtungen (symmetrisch). Fu¨r Sprachu¨bertragung stehen bei Blue-
tooth bis zu drei synchrone verbindungsorientierte Kana¨le mit je 64 kbit/s zur Verfu¨gung.
Zur Senkung des Stromverbrauchs sind Spar-Modi (Sniff-, Park- und Hold-Mode) und
Sendeleistungsregelung (Power Control) spezifiziert.
Die Empfindlichkeit fu¨r einen Bluetooth Empfa¨nger ist spezifiziert als -70 dBm fu¨r eine
10−3 Bitfehlerrate. Typische Empfa¨nger besitzen eine Empfindlichkeit von -85 dBm.
Die Gleichkanal und Nachbarkanal Tra¨ger/Sto¨rer Verha¨ltnisse fu¨r Bluetooth sind in
der Tabelle 2.2 zusammengefasst.
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Das Eingangssignal eines Empfa¨ngers besteht aus mehreren Komponenten. Neben dem
gewu¨nschten Signal tauchen auch Sto¨rsignale auf. Solche Sto¨rer, die zum Teil eine ho¨here
Leistung besitzen, ko¨nnen in unmittelbarer Na¨he zum gewu¨nschten Spektrum liegen.
Der Empfa¨nger muss aus diesem gesamten Spektrum das eigentliche Signal selektieren
ko¨nnen. Neben dieser Selektionsanforderung liefert das Rauschen eine untere Grenze fu¨r
die Leistung des empfangenen Signals. Auf der anderen Seite begrenzen Nichtlinearita¨ten
in den Schaltungen die maximale Signalamplitude.
3.1 Einfluss des Rauschfaktors am Empfa¨ngereingang
Um eine korrekte Demodulation bei der spezifizierten Bitfehlerrate zu gewa¨hrleisten,
muss das Empfa¨ngerausgangssignal einen gewissen Abstand zum Rauschboden besitzen
(SNR - Signal toNoiseRatio). Das Verha¨ltnis des Signal-Rausch Abstandes am Eingang
eines Empfa¨ngers zu dem Signal-Rausch Abstand am Ausgang wird Rauschfaktor F
(Noise Factor) genannt.
Fu¨r den Empfa¨nger in Abbildung 3.1 gilt:
F =
SNRein
SNRaus
· (3.1)
In dieser Abbildung bezeichnet RA die Impedanz der Antenne und Rein die Ein-
gangsimpedanz des Empfa¨ngers. Die thermische Rauschquelle der Antennenimpedanz
ist una. Der Signal-Rausch Abstand SNRein am Eingang des Empfa¨ngers berechnet sich
aus der Gleichung 3.1,
SNRein = F · SNRaus ≥ F · SNRausmin = SNReinmin . (3.2)
Der Signal-Rausch Abstand ist eine leistungsbezogene Gro¨sse. Aus diesem Grund kann
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Abbildung 3.1: Der gesamte Rauschfaktor des Empfa¨ngers ergibt sich aus dem Verha¨ltnis
des Signal-Rausch Abstandes am Eingang zum Ausgang.
SNRein auch folgendermassen definiert werden:
SNRein =
Pein
α2u2na/Rein
=
U2ein/Rein
α2u2na/Rein
, (3.3)
mit
α =
Rein
Rein +RA
· (3.4)
Bei eingangsseitiger Leistungsanpassung folgt,
Rein = RA, α =
1
2
· (3.5)
Mit Hilfe der Gleichungen 3.3 und 3.2 ergibt sich bei einer Leistungsanpassung fu¨r die
Signalleistung Pein am Eingang des Empfa¨ngers,
Pein =
1
4
u2na
Rein
· F · SNRaus = 4k · T ·RA ·B
4Rein
· F · SNRaus (3.6)
= k · T ·B · F · SNRaus. (3.7)
In dieser letzten Gleichung beschreibt k die Boltzmann Konstante und T die Umge-
bungstemperatur in Kelvin. Die Rauschleistung ist pro Hertz Bandbreite definiert. In
der Gleichung 3.7 stellt B die Bandbreite dar.
18
3.2 Empfindlichkeit und Rauschzahl
3.2 Empfindlichkeit und Rauschzahl
Die Empfindlichkeit (Sensitivity) eines Empfa¨ngers ist die kleinste Eingangssignalleis-
tung, die eine korrekte Demodulation der Daten bei einer bestimmten Bitfehlerrate
gewa¨hrleistet. In den Spezifikationen der Funkstandards wird die Empfindlichkeit da-
her in Abha¨ngigkeit von einer Bitfehlerrate angegeben. Entsprechend Gleichung 3.7 ist
die kleinste Eingangssignalleistung definiert als,
Peinmin = k · T ·B · F · SNRausmin . (3.8)
Gleichung 3.8 kann in der fu¨r Leistungsgro¨ßen u¨blichen dBm-Form dargestellt werden:
Peinmin [dBm] = 10 log(k · T ) + 10 logB + 10 logF + SNRausmin [dBm]. (3.9)
Bei Raumtemperatur ist T = 290K. Zusa¨tzlich wird das Rauschmass NF (Noise
Figure) eingefu¨hrt. Das Rauschmass oder die Rauschzahl eines Empfa¨ngers berechnet
sich aus dem Rauschfaktor:
NF = 10 logF. (3.10)
Damit gilt fu¨r Gleichung 3.9,
Peinmin [dBm] = −174 dBm + 10 logB [dB] +NF [dB] + SNRausmin [dBm]. (3.11)
Aus Gleichung 3.11 kann noch der Rauschboden definiert werden. Dieser Wert berech-
net sich aus der thermischen Rauschleistung an der Antenne, der Bandbreite und dem
zusa¨tzlichen Rauschen aus dem Empfa¨nger [RN00].
Pn[dBm] = −174 dBm + 10 logB [dB] +NF [dB]. (3.12)
Somit kann Gleichung 3.11 in einer zusammengefassten Form dargestellt werden:
Peinmin [dBm] = Pn[dBm] + SNRausmin [dBm]. (3.13)
Sowohl der Rauschfaktor F als auch das Rauschmass NF sind unabha¨ngig von der
Bandbreite und bieten daher eine objektive Beurteilung bei der Empfindlichkeit eines
Empfa¨ngers. Bei der Gesamtrauschleistung eines Empfa¨ngers werden die einzelnen Schal-
tungsblo¨cke unterschiedlich gewichtet. Der Rauschfaktor fu¨r die Empfa¨ngerkette aus Ab-
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N
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G1 G2 Gn
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Abbildung 3.2: Eine kaskadierte Schaltung mit n Blo¨cken. G1..n definieren die jeweiligen
Leistungsversta¨rkungsfaktoren der Blo¨cke.
bildung 3.2 ergibt sich aus der sogenannten Friis’schen Formel:
F = F1 +
F2 − 1
G1
+ . . .+
Fn − 1
G1G2 . . . Gn−1
· (3.14)
Diese Formel zeigt, dass ausser bei dem ersten Block alle Rauschfaktoren der nach-
folgenden Blo¨cke durch die Leistungsversta¨rkung(en) G der vorherigen Stufen geteilt
werden. Die erste Stufe einer Kette hat damit einen dominierenden Einfluss auf die ge-
samte Rauschleistung. Aus diesem Grund wird bei Empfa¨ngerarchitekturen am Eingang
ein rauscharmer Vorversta¨rker (LNA - Low Noise Amplifier) eingesetzt. Typische LNAs
haben ein Rauschmass von 2 dB [Raz98b].
3.3 Effekte aufgrund von Nichtlinearita¨ten
Die Selektivita¨t eines Empfa¨ngers kann definiert werden als die Fa¨higkeit zur Auswahl
eines bestimmten Signals aus einer Reihe von Sto¨rsignalen. Ausser den Sto¨rern, die an der
Antenne empfangen werden, ko¨nnen Nichtlinearita¨ten in der Empfa¨ngerkette zu weiteren
Sto¨rspektren fu¨hren.
Vereinfachend kann ein nichtlineares System mit einer Potenzreihe approximiert wer-
den [RP03]:
y(t) ≈ k1 x(t) + k2 x2(t) + k3 x3(t). (3.15)
3.3.1 Oberwellen
Liegt am Eingang eines nichtlinearen Systems eine Sinusschwingung, entstehen am Aus-
gang ganzzahlige Vielfache der Frequenz des Eingangssignals. Diese Spektralkomponen-
ten werden als Oberwellen bezeichnet. Das Eingangssignal eines nichtlinearen Systems
sei:
x(t) = A cosωt. (3.16)
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Nach Anwendung trigonometrischer Theoreme entsteht am Ausgang entsprechend
Gleichung 3.15,
y(t) =
k2A
2
2︸ ︷︷ ︸
DC
+
(
k1A+
3k3A
3
4
)
cosωt︸ ︷︷ ︸
Fundamentalkomponente
+
k2A
2
2
cos 2ωt+
k3A
3
4
cos 3ωt︸ ︷︷ ︸
Oberwellen
. (3.17)
Ausser dem Signalanteil und den Oberwellen stellt der erste Term auf der rechten Seite
der Gleichung 3.17 einen Gleichspannungsanteil dar.
3.3.2 Kompression
Die Versta¨rkung bei einem idealen Zweitor ist in der Regel unabha¨ngig von der Ein-
gangsamplitude. Bei realen Zweitoren kann diese Forderung jedoch nur fu¨r kleine Ein-
gangsamplituden erfu¨llt werden. Bei großen Eingangsamplituden folgt eine Abnahme der
Versta¨rkung. Dieser Vorgang wird als Kompression bezeichnet. In diesem Fall dominieren
die nichtlinearen Anteile der U¨bertragungsfunktion.
Eine allgemein ga¨ngige Kenngro¨ße fu¨r das Kompressionsverhalten von Schaltungen
ist der 1-dB Kompressionspunkt. An dieser Stelle weicht die reale Ausgangsleistung um
1 dB von der idealen ab. Das entspricht einer Abnahme der realen Versta¨rkungskennlinie
um 1 dB gegenu¨ber der idealen Versta¨rkung. Diese Definition wird in Abbildung 3.3
veranschaulicht.
    
aus
U    [dB]
ein
U1−dB
1−dB
U     [dB]
Abbildung 3.3: Der Punkt, wo die reelle Versta¨rkungskennlinie von der idealen Kennlinie
um 1-dB abweicht, wird als 1-dB Kompressionspunkt bezeichnet.
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3.3.3 Desensibilisierung
Wenn sich ein schwaches Signal mit einem starken Sto¨rer in einem kompressiven Sys-
tem u¨berlagert, kann es zur sogenannten Desensibilisierung fu¨hren. Wegen dem starken
Sto¨rer kann die Schaltung in die Kompression getrieben werden. Die Versta¨rkung der
Schaltung reduziert sich und damit auch die Versta¨rkung des schwachen Signals, was In-
formationsverlust zur Folge haben kann. In diesem Fall ist die Rede auch von Blockierung
des Signals.
Die unterschiedlichen Funkstandards mu¨ssen zum Teil hohe Sto¨rsignalleistungen tole-
rieren. Aus der Bluetooth Interferenztabelle 2.2 ist zu lesen, dass in den Nachbarkana¨len
Sto¨rer mit bis zu 40 dB ho¨herer Leistung als das Nutzsignal erlaubt sind. Fu¨r GSM steigt
dieser Wert auf 49 dB.
3.3.4 Kreuzmodulation
Wenn am Eingang eines nichtlinearen Systems zwei Signale anliegen und eines dieser
Signale amplitudenmoduliert ist, u¨berlagert sich am Ausgang die Modulation auf das
andere Signal. Diese U¨bertragung wird als Kreuzmodulation definiert.
Es seien x1(t) das gewu¨nschte Signal am Empfa¨ngereingang und x2(t) der Sto¨rer:
x1(t) = A1 cosω1t, x2(t) = A2(1 +m cosωmt) cosω2t, (3.18)
mit dem Parameter m als den Modulationsindex,
0 ≤ m < 1. (3.19)
Aus Gleichung 3.15 ergibt sich fu¨r das Ausgangssignal:
y(t) =
[
k1 +
3k3A
2
2
2
(
1 +
m2
2
+
m2
2
cos 2ωmt+ 2m cosωmt
)]
A1 cosω1t+ .... (3.20)
Damit ist die Modulation des Sto¨rers x2(t) dem Nutzsignal x1(t) mit der Kreisfrequenz
ω1 u¨berlagert.
3.3.5 Intermodulationsprodukte
Intermodulation tritt auf, wenn am Eingang eines nichtlinearen Zweitors mehrere Signale
anliegen. Durch die nichtlineare U¨bertragungsfunktion des Zweitors entstehen am Aus-
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gang Mischprodukte der Eingangssignale, die speziell bei Empfa¨ngern sehr nahe oder
auch im gewu¨nschten Signalband liegen ko¨nnen. Derartige Intermodulationsprodukte
ko¨nnen aufgrund ihrer Lage nur schwer oder gar nicht gefiltert werden.
Am Eingang eines nichtlinearen Systems seien zwei Signale mit den anna¨hernd gleichen
Kreisfrequenzen ω1 und ω2 definiert:
x(t) = A1 cosω1t+ A2 cosω2t. (3.21)
Das Ausgangssignal eines nichtlinearen Systems, wie in Gleichung 3.15 beschrieben,
ist folglich:
y(t) = k1(A1 cosω1t+ A2 cosω2t) + k2(A1 cosω1t+ A2 cosω2t)
2
+k3(A1 cosω1t+ A2 cosω2t)
3. (3.22)
Nach Anwendung trigonometrischer Theoreme ergeben sich folgende Grundwellen bei
den Kreisfrequenzen ω1 und ω2:
ω1 :
(
k1A1 +
3
4
k3A
3
1 +
3
2
k3A1A
2
2
)
cosω1t, (3.23)
ω2 :
(
k1A2 +
3
4
k3A
3
2 +
3
2
k3A2A
2
1
)
cosω2t. (3.24)
Hinzu kommen neben Gleichstromanteilen und Oberwellen noch Mischfrequenzen bei
ω1 ± ω2, 2ω1 ± ω2 und 2ω2 ± ω1. Von diesen Mischfrequenzen werden diejenigen bei
2ω1 − ω2 und 2ω2 − ω1 als IM-Produkte dritter Ordnung (IM3) bezeichnet.
2ω1 − ω2 : 3
4
k3A
2
1A2 cos(2ω1 − ω2)t, (3.25)
2ω2 − ω1 : 3
4
k3A
2
2A1 cos(2ω2 − ω1)t. (3.26)
In Abbildung 3.4 ist das Intermodulationsverhalten eines nichtlinearen Versta¨rkers dar-
gestellt. Die zwei Sto¨rer liegen in unmittelbarer Na¨he zum gewu¨nschten Kanal. IM3
Produkte ko¨nnen damit in dem Kanal auftauchen. Es wurden lediglich die Intermodu-
lationsprodukte 3. Ordnung dargestellt, da diese am schwierigsten zu filtern sind. Inter-
modulationsprodukte ho¨herer Ordnungen liegen weiter vom gewu¨nschten Kanal entfernt
und sind somit leichter filterbar.
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Abbildung 3.4: Intermodulationsprodukte 3. Ordnung von Nachbarkanalsto¨rern ko¨nnen
wegen nichtlinearen Effekten in den Schaltungen im gewu¨nschten Kanal
auftreten.
Der Punkt, wo die Amplitude der Grundwelle mit dem IM3 gleich ist, wird als Interzept
Punkt 3. Ordnung (IP3) bezeichnet. Unter der Annahme, dass k1 >> k3 und A1 = A2,
gilt:
k1AIP3 =
3
4
k3A
3
IP3, (3.27)
⇒ AIP3 =
√
4
3
k1
k3
· (3.28)
IP3 ist ein Mass fu¨r die Linearita¨t einer Schaltung. Gleichung 3.28 definiert den Ein-
gangsinterzeptpunkt dritter Ordnung (IIP3). Er ist um die Schaltungsversta¨rkung kleiner
als der Ausgangsinterzeptpunkt dritter Ordnung (OIP3).
Mit der gleichen Vorgehensweise werden auch Intermodulationsprodukte zweiter Ord-
nung (IM2) definiert. Die IM2 Kreisfrequenzen sind ω2 − ω1 und ω2 + ω1.
k2A
2 cos(ω2 − ω1)t+ k2A2 cos(ω2 + ω1)t. (3.29)
Intermodulationsprodukte zweiter Ordnung sind besonders fu¨r homodyne Empfa¨nger
(Kap. 4.2) problematisch. Wegen Nichtlinearita¨ten im LNA und im Mischer ko¨nnen
Sto¨reinflu¨sse dieser Art das Basisbandspektrum beeintra¨chtigen.
Fu¨r IM2 Produkte gilt als Linearita¨tsmass der IP2 und wird auf die a¨hnliche Art wie
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in der Gleichung 3.28 berechnet:
k1AIP2 = k2A
2
IP2, (3.30)
⇒ AIP2 = k1
k2
· (3.31)
IM2 Produkte steigen bei kleinen Leistungen doppelt so steil an wie die Eingangsleis-
tungen. Die Interzept-Punkte zweiter und dritter Ordnung IP2 und IP3 sind prinzipiell
unabha¨ngig voneinander. Eine graphische Darstellung dieser Punkte ist im na¨chsten Ab-
schnitt zu sehen (Abb. 3.6).
3.3.6 Sto¨rsignalmischung
Ein weiterer Aspekt, der aus der Kombination von Oberwellen und Intermodulationspro-
dukten ausgeht, ist das Mischen solcher Sto¨rsignale in das Nutzband (spurious mixing).
Oberwellen an sich stellen fu¨r einen Empfa¨nger keine große Herausforderung dar.
Je nach Empfa¨ngerarchitektur werden sie durch ein Tiefpass- oder ein Bandpassfilter
geda¨mpft. Jedoch ko¨nnen in einem Abwa¨rtsmischer Oberwellen des lokalen Oszillator-
signals mit Intermodulationsprodukten, die zum Beispiel am LNA Ausgang enstehen
ko¨nnen, in das Nutzband umgesetzt werden.
In Abbildung 3.5 ist zu sehen, dass der Frequenzabstand zwischen einer Oszillator-
oberwelle und eines Intermodulationsproduktes der Zwischenfrequenz entspricht,
n · fLO − IMk = fZF , (3.32)
       k       LOf LO
Nutzband
f
 st1 f st2
f
 ZF f ZF
n.f
      LO 
f
 ZF
 
fIMm.f
Abbildung 3.5: Oszillatoroberwellen ko¨nnen mit unterschiedlichen Sto¨rsignalen gemischt
und in das Nutzband umgesetzt werden.
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und damit das Nutzband blockieren kann. Auch andere Mechanismen sind vorstellbar.
Die Oberwelle bei m · fLO kann sich mit einem zweiten Sto¨rer fst2, der ebenfalls um die
ZF entfernt liegt, in das Nutzband mischen.
3.4 Dynamikbereich
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Abbildung 3.6: Die untere Grenze fu¨r beide Definitionen des Dynamikbereichs bildet die
Empfindlichkeit Pein,min. Die obere Grenze fu¨r DR1−dB ist P1−dB und fu¨r
SFDR ist es Psf .
Fu¨r den Begriff Dynamikbereich (DR - Dynamic Range) existieren verschiedene De-
finitionen. Im wesentlichen gibt er jedoch den Bereich zwischen dem kleinsten und dem
gro¨ssten Signalpegel an, den der Empfa¨nger noch linear verarbeiten kann. Damit bil-
den die Empfindlichkeit die untere und die nichtlinearen Effekte die obere Grenzen des
Dynamikbereichs.
26
3.4 Dynamikbereich
In Abbildung 3.6 ist die Ausgangsleistung bei der Signalfrequenz (Grundwelle) und die
Ausgangsleistung der Intermodulationsprodukte 3. Ordnung u¨ber der Eingangsleistung
dargestellt. Werden jeweils an beide Kurven im linearen Bereich bei niedrigen Eingangs-
leistungen Geraden angesetzt, entsteht der Schnittpunkt fu¨r den IP3. Es wird unter-
schieden zwischen dem Eingangsinterzeptpunkt (IIP3) und dem Ausgangsinterzeptpunkt
(OIP3). IP3 stellt ebenfalls eine Kenngro¨ße fu¨r die Linearita¨t einer Schaltung dar, wie
der 1-dB Kompressionspunkt. Dieser Punkt, wo die reelle U¨bertragungskennlinie einer
Schaltung von der idealen linearen Kennlinie um 1 dB abweicht, liegt na¨herungsweise 10
dB unter dem IIP3 [Raz98b].
P1−dB = PIIP3 [dBm]− 10 dB. (3.33)
Pein,min in Abbildung 3.6 stellt die Empfindlichkeit des Empfa¨ngers dar. Die Empfind-
lichkeit eines Empfa¨ngers setzt sich zusammen aus dem eingangsseitigen Rauschboden
und dem notwendigen Signal-Rausch-Abstand am Ausgang (vgl. Gl. 3.13).
In Abbildung 3.6 sind zwei Mo¨glichkeiten fu¨r die Definition des Dynamikbereichs zu
sehen. Der kompressionsfreie Dynamikbereich (DR1−dB) erstreckt sich zwischen dem 1-
dB Kompressionspunkt und der Empfindlichkeit.
DR1−dB = P1−dB − Pein,min, (3.34)
= P1−dB − Pn − SNRausmin . (3.35)
Der Term Pn aus der letzten Gleichung stellt den eingangsseitigen Rauschboden aus
Gleichung 3.12 dar.
Als obere Grenze wird auch oft der Pegel der Grundwelle genommen, fu¨r den die
Intermodulationsprodukte gerade den Rauschboden erreichen. In diesem Fall ist die Rede
von dem verzerrungsfreien Dynamikbereich (SFDR - Spurious Free Dynamic Range).
Fu¨r SFDR gilt:
SFDR = Psf − Pein,min. (3.36)
Aufgrund von geometrischen Beziehungen besteht folgende Beziehung:
Psf − Pn = 2(PIIP3 − Psf ), (3.37)
Psf =
2PIIP3 + Pn
3
· (3.38)
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Mit Hilfe der letzten Gleichung kann SFDR umgeformt werden,
SFDR =
2PIIP3 + Pn
3
− Pein,min, (3.39)
=
2(PIIP3 − Pn)
3
− SNRaus,min. (3.40)
Die Optimierung des Dynamikbereichs verlangt eine sorgfa¨ltige Analyse sowohl der
Empfindlichkeit als auch des Grosssignalverhaltens des Empfa¨ngers. So kann beispiels-
weise die Empfindlichkeit durch den Einsatz eines rauscharmen Vorversta¨rkers verbessert
werden. Allerdings wird durch diese zusa¨tzliche Versta¨rkung der Empfa¨nger anfa¨lliger
auf starke Sto¨rsignale. Diese Sto¨rer ko¨nnen die Schaltung in die Kompression bringen,
wodurch das gewu¨nschte Signal nicht mehr ausreichend versta¨rkt werden kann. Deswei-
teren entstehen wegen der nichtlinearen Signalverarbeitung IM2-Produkte am Ausgang
des LNA, die zum Mischerausgang durchgreifen ko¨nnen (feedthrough).
In der Bluetooth Spezifikation wird die ho¨chste Eingangssignalleistung, bei der eine
korrekte Empfangsfunktion mit einer maximalen Bitfehlerrate von 10−3 gewa¨hrleistet
werden soll, als -20 dBm angegeben [BT]. Mit einer Empfindlichkeitsgrenze von -70 dBm
sollte der kompressionsfreie Dynamikbereich fu¨r einen Bluetooth Empfa¨nger mindestens
50 dBm betragen. Fu¨r GSM liegt die obere Grenze fu¨r die Eingangssignalleistung bei
-15 dBm und die Empfindlichkeit bei -102 dBm [GSM]. Demnach berechnet sich der
GSM Dynamikbereich zu mindestens 87 dBm.
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Funku¨bertragungen
Das Aufgabengebiet eines Empfa¨ngers besteht im Wesentlichen aus zwei Funktionen.
Zuna¨chst wird aus den gesamten Signalen, die an der Antenne empfangen werden, das
gewu¨nschte Signal ausgewa¨hlt. Dieser Selektionsvorgang findet in den Eingangselemen-
ten einer Empfa¨ngerkette statt, die auf Englisch auch als Front-End bezeichnet wird.
Danach folgt die Demodulation des empfangenen Signals und die Ru¨ckgewinnung der
urspru¨nglich gesendeten Daten.
Die gewu¨nschten Eingangssignale am Empfa¨nger sind fu¨r die meisten Funkstandards
im Gigahertz Bereich. Bluetooth Daten werden auf 2,4 GHz gesendet. DECT nutzt
1,9 GHz und das prima¨re GSM Band liegt bei 900 MHz. Nur mit einem Filter ist die
no¨tige Selektivita¨t bei diesen hohen Frequenzen schwer zu erreichen. Wegen den hohen
Gu¨teanforderungen ist so ein Filter nicht integrierbar. Aus diesem Grund werden im
Front-End Mischer eingesetzt, die das empfangene Signal auf eine Zwischenfrequenz oder
direkt in das Basisband abwa¨rts mischen. Als Basisband wird derjenige Frequenzbereich
definiert, in dem sich die zu u¨bertragenden Daten vor der Modulation befinden.
Je nach Wahl der Frequenz, auf die umgesetzt werden soll, ko¨nnen die Empfa¨nger-
strukturen in zwei Kategorien zusammengefasst werden:
• Heterodynempfa¨nger,
• Homodynempfa¨nger.
Der Homodynempfa¨nger setzt das Spektrum direkt am Eingang in das Basisband um.
Der Heterodynempfa¨nger hingegen fu¨hrt die Selektion auf einer Zwischenfrequenz durch
und wechselt anschliessend in das Basisband.
Zu erwa¨hnen ist hier auch der Empfa¨nger mit niedriger Zwischenfrequenz. Per Defini-
tion ist dieser Empfa¨nger heterodyn. Er besitzt jedoch auch Eigenschaften einer homo-
dynen Architektur. In diesem Kapitel wird eine Variante von verschiedenen Implemen-
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tierungsmo¨glichkeiten vorgestellt. Aktuelle Architekturen werden im na¨chsten Kapitel
umfassender untersucht.
4.1 Heterodynempfa¨nger
In einem Heterodynempfa¨nger wird das empfangene Signal in zwei Mischvorga¨ngen in
das Basisband transformiert. Zuna¨chst wird das Spektrum auf eine Zwischenfrequenz
abwa¨rts gemischt. Anschliessend folgt die Kanalselektion, die Versta¨rkung und das Mi-
schen in das Basisband. Hier wird das Signal dann demoduliert und die urspru¨ngliche
Information zuru¨ckgewonnen. Abbildung 4.1 zeigt einen so genannten superheterodynen
Empfa¨nger.
Mischer fu¨hren die Frequenztransformation durch, indem sie das hochfrequente Ein-
gangssignal mit einem Oszillatorsignal multiplizieren. Die Multiplikation zwischen zwei
sinusfo¨rmigen Signalen ergibt:
cos(ωLO t) · cos(ωHF t) = 1
2
cos[(ωLO − ωHF )t] + 1
2
cos[(ωLO + ωHF )t]. (4.1)
Gleichung 4.1 zeigt, dass am Mischerausgang zwei Signale entstehen. Die Differenzfre-
quenz fLO − fHF wird als die Zwischenfrequenz ZF definiert. Das Signal mit der Sum-
menfrequenz fLO + fHF wird mit Hilfe des nachfolgenden Kanalfilters herausgefiltert.
Das Kanalfilter ist ein Bandpassfilter, dessen Mittenfrequenz auf der Zwischenfrequenz
fLO − fHF = fZF liegt.
4.1.1 Spiegelfrequenz
Ausser dem gewu¨nschten Signal werden auch die weiteren empfangenen Signale mit
dem Oszillatorsignal multipliziert. Es wird angenommen, dass das gewu¨nschte Signal die
Frequenz fHF = fLO−fZF besitzt. Fu¨r den heterodynen Empfa¨nger spielt in diesem Fall
die Frequenz fsp = fLO + fZF eine wichtige Rolle. Wegen der spiegelbildlichen Lage zu
fHF (mit fLO in der Mitte) wird fsp als Spiegelfrequenz bezeichnet. Abbildung 4.2 zeigt
diese spektrale Anordnung.
Die Multiplikation des Spiegelsignals (Image) mit dem lokalen Oszillatorsignal hat zur
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Abbildung 4.1: Blockschaltbild eines Superheterodyn-Empfa¨ngers.
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Abbildung 4.2: Spektrale Darstellung des gewu¨nschten Signals, des lokalen Oszillatorsi-
gnals und des Spiegelsignals.
Folge, dass dieses Signal auch auf die Zwischenfrequenz fZF gemischt wird.
fsp = fLO + fZF , (4.2)
cos(ωLO t) · cos[(ωLO + ωZF )t] = 1
2
cos(−ωZF t) + 1
2
cos[(2ωLO + ωZF )t]. (4.3)
Auch hier wird der ho¨herfrequente Anteil bei 2fLO+fZF von dem Kanalfilter geda¨mpft.
Fu¨r das niederfrequente Signal gilt wegen der Eigenschaft der Cosinus-Funktion:
cos(−ωZF t) = cos(ωZF t). (4.4)
Somit wird das Spiegelsignal auf genau den selben Frequenzbereich abgebildet wie das
Nutzsignal. Durch die U¨berlagerung der beiden Signale auf der Zwischenfrequenz kann
die Information des Nutzsignals verloren gehen. Dieses Pha¨nomen ist in Abbildung 4.3
dargestellt. Auf der Zeichnung ist nur das niederfrequente Mischprodukt nach dem Ka-
nalfilter zu sehen.
Das Image kann eine viel ho¨here Leistung als das eigentliche Signal besitzen. Fu¨r
eine korrekte Demodulation und Ru¨ckgewinnung der Daten ist es notwendig das emp-
fangene Signal vor dem Mischvorgang zu filtern und das Spiegelsignal mo¨glichst stark
abzuschwa¨chen. Diese Aufgabe u¨bernimmt das Spiegelfrequenzfilter in Abbildung 4.1.
Daher wird dieses Bandpassfilter auf Englisch auch als Image-Reject Filter bezeichnet.
Die Gu¨te Q eines Bandpassfilters ist das Verha¨ltnis der Bandpassmittenfrequenz fc
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Abbildung 4.3: Nach dem Mischvorgang u¨berlagern sich die beiden Spektren des
gewu¨nschten Signals und des Imagesignals auf der Zwischenfrequenz.
zur Bandbreite B des Filters:
Q =
ωc
B
, ωc = 2pifc. (4.5)
Eine steigende Filtergu¨te bedeutet gro¨ßere Schaltungselemente. Je nach Technologie
sind die Filter ab einer bestimmten Gu¨te nicht mehr integriert realisierbar. Ein wei-
terer wichtiger Aspekt in dieser Hinsicht ist der erho¨hte Fla¨chenbedarf und die damit
verbundene Kostensteigerung bei einem Chip. Aus diesen Gru¨nden kommen externe
Oberfla¨chenwellenfilter (SAW - Surface Acoustic Wave) zum Einsatz.
Fu¨r eine bestimmte Mittenfrequenz fc ist die Gu¨te eines Filters von der Bandbreite
abha¨ngig. Die Wahl der Zwischenfrequenz beeinflusst dabei die Bandbreite des Spiegel-
frequenzfilters (Abb. 4.4). Wird bei einem heterodynen Empfa¨nger eine hohe Zwischen-
frequenz gewa¨hlt, liegt die Spiegelfrequenz weit vom Nutzsignal entfernt. Um sie vor dem
Mischvorgang entsprechend zu filtern, kann ein Spiegelfrequenzfilter mit niedriger Gu¨te
(weniger steilflankig) benutzt werden.
Je kleiner die Zwischenfrequenz ist, desto na¨her ist das Spiegelfrequenzspektrum dem
gewu¨nschten Spektrum. Fu¨r eine ausreichende Spiegelfrequenzunterdru¨ckung muss das
Filter bei einer kleineren Zwischenfrequenz steilflankiger sein. Damit steigt die Filtergu¨te.
Nachdem das Spektrum auf die ZF gemischt wird, unterdru¨ckt das Kanalfilter die
Nachbarkanalsto¨rer und weitere Sto¨rsignale. Die Bandbreite des Kanalfilters steht im
direkten Verha¨ltnis zur Datenbandbreite, die in den Systemspezifikationen festgelegt
wird. Die Mittenfrequenz liegt auf der Zwischenfrequenz. Damit ist jedoch das Gegenteil
der Fall bei der Kanalfilterung. Die Bandbreite bleibt konstant fu¨r die Kanalselektion.
Somit erho¨ht sich mit steigender Zwischenfrequenz die Anforderung an die Gu¨te des
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Abbildung 4.4: Die Anforderungen an das Spiegelfrequenzfilter steigen mit fallender Zwi-
schenfrequenz.
Kanalfilters. Bei Standards mit einer kleinen Kanalbandbreite wie GSM wird dieser
Punkt noch einmal verscha¨rft, weil das Mittenfrequenz-Bandbreite Verha¨ltnis (Gl. 4.5)
gro¨ßer wird.
4.1.2 Nichtlinearita¨ten im Signalpfad
Nichtlinearita¨ten zweiter Ordnung ko¨nnen bei ungu¨nstiger Lage eines Sto¨rers negative
Auswirkungen verursachen. Liegt der Sto¨rer im HF-Band genau in der Mitte zwischen
dem Nutzsignal und der LO-Frequenz ([fHF + fLO] / 2), wird es zum einen durch den
Mischer auf die halbe Zwischenfrequenz umgesetzt. Zum anderen entsteht durch eine
Nichtlinearita¨t zweiter Ordnung (z.B. im LNA) ein unerwu¨nschter Signalanteil auf der
doppelten Sto¨rfrequenz fHF + fLO (vgl. Gl. 3.29). Wenn das Oszillatorsignal eine nicht
zu vernachla¨ssigende zweite Oberwelle hat,
|(fHF + fLO)− 2 fLO| = fZF , (4.6)
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Abbildung 4.5: Ein Sto¨rer kann bei ungu¨nstiger Frequenzkonstellation Sto¨ranteile im
Nutzband und auf der halben ZF verursachen. Der Grund hierfu¨r sind
Nichtlinearita¨ten im Front-End.
entsteht genau auf der ZF ein Sto¨ranteil (Abb. 4.5). Damit wird die Bedingung fu¨r
die Gleichkanalunterdru¨ckung gefordert. Als Massnahme kann der Sto¨rer noch im HF-
Bereich, je nach Wahl der ZF und der Bandbreite des Spiegelfrequenzfilters, unterdru¨ckt
werden.
Der gro¨sste Nachteil des heterodynen Empfa¨ngers bleibt jedoch die mangelnde Inte-
grierbarkeit. Die Wahl der Zwischenfrequenz fu¨r einen heterodynen Empfa¨nger ist ein
Kompromiss zwischen dem Spiegelfrequenzfilter und dem Kanalfilter hinter dem Mischer.
Wird eine niedrige ZF gewa¨hlt, um unter anderem die Stromaufnahme und damit den
Leistungsverbrauch zu senken, muss auf eine ausreichende Spiegelfrequenzunterdru¨ckung
geachtet werden. Das Spiegelfrequenzfilter muss in diesem Fall steilflankiger sein und ab
einem gewissen Punkt -je nach Technologie- ist das Filter auch nicht mehr integrierbar.
Wird die Spiegelfrequenz nicht genu¨gend unterdru¨ckt, steigert sie zudem die Anforde-
rungen an den Dynamikbereich der Schaltungen.
Wird die Zwischenfrequenz erho¨ht, tritt genau der umgekehrte Fall auf. Da diesmal
die Unterdru¨ckung der Spiegelfrequenz einfacher ist, sinkt die Komplexita¨t des Spie-
gelfrequenzfilters. Allerdings steigt mit zunehmender ZF die Gu¨te des Kanalfilters. Die
Filterkomplexita¨t (Ordnung) und der Leistungsverbrauch werden ho¨her. Ausserdem wird
die Rauschzahl gro¨ßer [GLC+02] und damit die Empfindlichkeit des Empfa¨ngers schlech-
ter. Gleiches gilt auch fu¨r die Versta¨rkerstufe nach dem Kanalfilter. Eine ho¨here ZF er-
fordert eine gro¨ßere Versta¨rkungsbandbreite und damit auch hier wieder einen ho¨heren
Stromverbrauch.
Es gibt auch heterodyne Architekturen mit mehreren ZF Schritten. Um die Filterung
der Spiegelfrequenz zu erleichtern, wird zuna¨chst auf eine vergleichsweise hohe Zwischen-
frequenz umgesetzt. Erst dann erfolgt eine weitere Umsetzung auf die zweite, relativ
niedrige Zwischenfrequenz, wo dann eine einfache Kanalselektion und Weiterverarbei-
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tung des Signals durchgefu¨hrt werden kann. Es sind auch mehrere Zwischenfrequenzen
denkbar. Die Mehrzahl der Realisierungen beschra¨nkt sich jedoch auf die Verwendung
von nur zweien, da mit jeder Stufe der Schaltungsaufwand zunimmt.
In [GLC+02] wird ein Empfa¨nger fu¨r das 900 MHz-Band mit einer ZF von 70 MHz
vorgestellt. Das Hauptmerkmal der Autoren ist eine volle Integrierbarkeit ihrer Lo¨sung.
Sowohl das Spiegelfrequenzfilter 4. Ordnung als auch das Kanalfilter 6. Ordnung befinden
sich daher in dem Chip. Ein hoher Rauschfaktor mit 22 dB belastet jedoch die Emp-
findlichkeit des Empfa¨ngers, die -90 dBm betra¨gt. Daher kann die GSM Anforderung in
diesem Punkt nicht erfu¨llt werden.
Ein GSM Front-End mit einem deutlich besseren Rauschfaktor von 8,1 dB wird in
[HOP99] vorgestellt. Es wird auf eine Zwischenfrequenz von 71 MHz umgesetzt. Sa¨mt-
liche GSM Anforderungen werden erfu¨llt. Allerdings sind die beiden Filter dabei extern
realisiert.
Eine eindeutige Richtung bei drahtlosen Empfa¨ngern ist jedoch der niedrige Strom-
verbrauch und damit auch die vollsta¨ndige Integrierbarkeit. Um dieses Ziel zu errei-
chen, werden Architekturen mit einer einzigen Mischstufe bevorzugt. Der Ausfall exter-
ner Komponenten sinkt auch die Gesamtsystemkosten eines Moduls und bringt damit
einen zusa¨tzlichen gewu¨nschten Vorteil.
4.2 Homodynempfa¨nger
Das hochfrequente Eingangssignal wird bei der homodynen Architektur direkt in das
Basisband u¨bertragen. Aus diesem Grund ist der Homodynempfa¨nger in der Literatur
auch als ”Zero-IF” Empfa¨nger bekannt. IF steht hier fu¨r Intermediate Frequency und
ist die englischsprachige Bezeichnung fu¨r die Zwischenfrequenz. Abbildung 4.6 zeigt ein
Blockschaltbild eines homodynen Empfa¨ngers.
Die Mischerstufe hinter dem rauscharmen Vorversta¨rker setzt das hochfrequente Signal
direkt in das Basisband um, indem sie das lokale Oszillatorsignal, das auf der Tra¨gerfre-
quenz liegt, verwendet. Anschliessend folgt eine Tiefpassfilterung fu¨r die Kanalselektion.
Bei dem Homodynempfa¨nger stehen sich der positive und der negative Frequenzanteil
des gewu¨nschten Spektrums in einer spiegelbildlichen Lage. Nach dem Mischen in das
Basisband u¨berlappen sich beide Spektren (Abb. 4.7). Bei phasen- und frequenzmodu-
lierten Signalen tragen diese beiden Spektren unterschiedliche Informationen und mu¨ssen
daher separat verarbeitet werden.
Um diese zwei verschiedenen Spektren voneinander zu trennen und damit eine korrekte
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Abbildung 4.6: Blockschaltbild eines Homodynempfa¨ngers.
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Abbildung 4.7: Positive und negative Spektralanteile u¨berlappen sich nach dem Mischen
in das Basisband. Da sie unterschiedliche Informationen tragen, mu¨ssen
sie voneinander getrennt behandelt werden.
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Abbildung 4.8: Durch die Phasenverschiebung um 90◦ entstehen an den Mischer-
ausga¨ngen zwei orthogonale Spektralebenen.
Ru¨ckgewinnung der gesendeten Daten zu gewa¨hrleisten, ist die so genannte Quadratur-
struktur (I-Q Struktur) wie in Abbildung 4.8 zu verwenden. Mit Hilfe der I-Q Struktur
werden zwei orthogonale Pfade gebildet, in denen die Informationen voneinander unkor-
reliert u¨bertragen werden. Die 90◦ Phasendifferenz zwischen dem I- und dem Q-Pfad
kann im Frequenzbereich als eine komplexe Summe mit Real- und Imagina¨rteil darge-
stellt werden. Die Mischer u¨bernehmen bei der I-Q Struktur die Aufgabe einer komplexen
Multiplikation und werden auch als Quadraturmischer bezeichnet.
Um die beiden Anteile I und Q zu erhalten, wa¨re es theoretisch auch denkbar, statt am
LO-Signal die notwendige Phasenverschiebung am HF-Signal vorzunehmen. Da jedoch
das Signal an dieser Stelle nur mit sehr geringer Leistung zur Verfu¨gung steht, wu¨rde
dies eine deutliche Verschlechterung des SNR bedeuten.
Das Spektrum eines Signals wird mit Hilfe der Fourier Transformation generiert. Ma-
thematische Vorteile dieses Verfahrens haben dazu gefu¨hrt, dass Systemaufgaben in der
Kommunikationstechnik oft im Spektralbereich betrachtet werden.
Es seien xRF (t) = cos(ωRF t) das LNA Ausgangssignal und yLOI (t) = cos(ωLOt),
yLOQ(t) = sin(ωLOt) die beiden Signale des Lokaloszillators. Die Fourier Transformierten
der LO-Signale cos(ωLOt) und sin(ωLOt) lauten:
cos(ωLOt) d t 1
2
[δ(ω + ωLO) + δ(ω − ωLO)], (4.7)
sin(ωLOt) d t j
2
[δ(ω + ωLO)− δ(ω − ωLO)]. (4.8)
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Die Cosinus-Funktion ist im Zeitbereich eine gerade Funktion und daher im Frequenz-
bereich reell. Die Sinus-Funktion dagegen ist eine ungerade Funktion und hat aus diesem
Grund ein imagina¨res Spektrum.
Die Multiplikation im Zeitbereich entspricht einer Faltung im Frequenzbereich. Am
Mischerausgang entsteht somit folgende Signalkonstellation:
zZFI (t) = xRF (t) · yLOI (t) d t ZZFI (jω) = XRF (jω)⊗ YLOI (jω), (4.9)
zZFQ(t) = xRF (t) · yLOQ(t) d t ZZFQ(jω) = XRF (jω)⊗ YLOQ(jω). (4.10)
Fu¨r die Homodynarchitektur sind die RF und LO Frequenzen gleich, sodass die Zwi-
schenfrequenz ωZF = |ωRF − ωLO| = 0 betra¨gt. Die ho¨herfrequenten Spektralanteile bei
±(ωRF + ωLO) werden im Empfa¨nger spa¨ter herausgefiltert.
Da bei dem Homodynkonzept das Eingangsspektrum direkt in das Basisband gemischt
wird, existiert das Problem mit der Spiegelfrequenzunterdru¨ckung nicht mehr. Externe
Spiegelfrequenzfilter wie bei dem Superheterodyn-Empfa¨nger werden in dieser Architek-
tur daher nicht gebraucht. In der Regel kommt diese Art von Architektur mit lediglich
einem Bandfilter direkt nach der Antenne aus, das Sto¨rer unterdru¨ckt, um die Anforde-
rungen an die Großsignalfestigkeit des LNA zu entspannen. Die Kanalselektion erfolgt
erst nach der U¨bertragung in das Basisband und kann dort durch ein einfaches Tiefpass-
filter erfolgen. Der Zero-IF Empfa¨nger liefert damit den grossen Vorteil der vollsta¨ndigen
Integrierbarkeit. Auf der anderen Seite bringt das unmittelbare Mischen in das Basisband
einige Nachteile mit sich.
4.2.1 Gleichspannungsversatz
Eines der Hauptprobleme des homodynen Empfa¨ngers bildet der Versatz der Gleichspan-
nung (DC-Offset). Der Grund hierfu¨r ist das U¨bersprechen (crosstalk) des LO-Eingangs
des Mischers auf den HF-Eingang des Mischers oder vom HF-Eingang des Mischers auf
dessen LO-Eingang. Wird von einer allgemein u¨blichen LO-Leistung von ungefa¨hr 0 dBm
ausgegangen, so wird der daraus resultierende DC-Offset am Ausgang des Mischers im
Bereich von einigen Millivolt liegen, wo hingegen die Amplitude des Nutzsignals an die-
ser Stelle nur einige Mikrovolt betra¨gt. Dadurch werden dem Nutzsignal im Basisband
leistungsstarke Sto¨rer u¨berlagert, die zudem auch zeitvariabel sein ko¨nnen.
Eine Ursache fu¨r Signalu¨bersprechen liegt in Substratkopplungen. Anders als bei dis-
kret aufgebauten Schaltungen ko¨nnen bei integrierten Schaltungen einzelne Bauelemente
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Abbildung 4.9: Durch das gegenseitige U¨bersprechen der Mischereingangssignale entste-
hen DC-Offsets.
nicht fu¨r sich allein betrachtet oder modelliert werden. Da sich alle diese Elemente ge-
meinsam auf dem selben Substrat befinden und dieses kein idealer Isolator ist, treten
Kopplungen auf zwischen den Elementen und den Schaltungsblo¨cken. Wird das Oszilla-
torsignal extern eingespeist, kommen zudem Bonddrahtkopplungen hinzu [Raz97]. Auch
Fehlanpassungen (mismatch) in den Schaltungen ko¨nnen zum U¨bersprechen der Signale
fu¨hren.
Wie in Abbildung 4.9(a) dargestellt, kann wegen limitierter Isolation zwischen dem
Oszillator, dem Mischer und dem LNA ein Teil der Oszillatorleistung in den HF-Pfad
u¨bersprechen. Dieses kann am Ausgang oder am Eingang des LNA stattfinden. Im zwei-
ten Fall wird das Signal anschliessend von dem LNA wieder versta¨rkt. Infolge der Selbst-
mischung mit dem Oszillatorsignal entstehen DC-Offsets.
Eine dritte Mo¨glichkeit fu¨r DC-Offsets besteht darin, dass ein Teil der LO-Leistung
von der Antenne gesendet wird. Da dieses Signal im gleichen Frequenzband wie das
Nutzsignal liegt, ist es unter anderem auch fu¨r andere nahe liegende Empfa¨nger eine
Sto¨rquelle. Die Emission der LO-Leistung kann durch Reflektionen wieder empfangen
werden. Schwierig wird der Abgleich dieser Offsets dadurch, dass sie in der Regel nicht
zeitkonstant sind. Daher ist auch die Rede von dynamischen DC-Offsets. Wird als Bei-
spiel in einem bewegten Fahrzeug telefoniert, so werden die zuru¨ck empfangenen Sto¨rer
in ihrer Leistung variieren. Dadurch bleibt auch der durch sie verursachte DC-Offset
nicht mehr konstant.
Dynamische Offsets ko¨nnen auch durch andere Sto¨rer im Eingangsspektrum verursacht
werden. Der Sto¨rer wird zuna¨chst von dem LNA versta¨rkt. Wegen dem U¨bersprechen
in den LO-Pfad mischt der Sto¨rer sich mit der gleichen Frequenz und fu¨hrt zu DC-
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Offsets (Abb. 4.9(b)). Bei Standards wie Bluetooth, die ein Frequenzsprungverfahren
benutzen, wird die Oszillatorfrequenz nach der Hopping Sequenz vera¨ndert. Dadurch
wird wiederum eine zusa¨tzliche dynamische Offset Quelle erzeugt [GM95].
Eine Massnahme gegen DC-Offsets ist die AC-Kopplung. Damit kann der Offset her-
ausgefiltert werden. Allerdings geht dabei auch ein Teil der DC-Leistung verloren. Fu¨r
Funkanwendungen, die eine hohe spektrale Leistung um den DC Bereich besitzen, steigt
dadurch die Bitfehlerrate. Bei GSM ist ab einer Hochpasseckfrequenz von 20 Hz die
Funktionalita¨t des Empfa¨ngers nicht mehr gewa¨hrleistet [Abi95]. Von Vorteil kann auch
der Einsatz einer DC-freien Kodierung sein.
Ein weiteres Verfahren ist die Mittelung des Offsets u¨ber einen bestimmten Zeitraum
und anschließende Subtraktion. Dadurch soll vermieden werden, dass die nachfolgenden
Komponenten in Sa¨ttigung kommen. Bei Funkstandards, die a¨hnlich wie bei GSM ein
TDMA Zeitmultiplexverfahren benutzen, kann wa¨hrend freier Perioden zwischen den
Sende- und Empfangzeitschlitzen ein DC-Offset Abgleich durchgefu¨hrt werden. Hierfu¨r
kann wa¨hrend der freien Zeitperiode der Offset auf einer Kapazita¨t gespeichert und
wa¨hrend der Datenempfangsperiode von dem Signal abgezogen werden [Raz97].
Mit einer a¨hnlichen Ru¨ckkoppelschleife ko¨nnen auch digitale Signalverarbeitungstech-
niken zum Einsatz kommen. Die Daten werden in einem bestimmten Zeitfenster hinter
den A/D Wandlern im digitalen Basisband gespeichert und anschliessend gemittelt. Mit
einem D/A Wandler wird der berechnete Wert in das analoge Basisband zuru¨ckgefu¨hrt
und subtrahiert, um ein mittelwertfreies und damit von Offsets bereinigtes Signal zu
erhalten.
Auf schaltungstechnischer Seite ko¨nnen im Signalpfad gro¨ßere Transistoren verwen-
det werden, um das matching zu verbessern und damit das U¨bersprechen zu mindern.
Im Layout muss auf eine mo¨glichst hohe Symmetrie geachtet werden. Als eine Maß-
nahme gegen das U¨bersprechen des Oszillatorsignals durch Substratkopplungen wird in
[PSA+00] die Verwendung einer doppelten LO Frequenz vorgeschlagen. Der Vorteil die-
ser Architektur liegt darin, dass die Frequenz des Oszillators nicht der des Nutzsignals
entspricht. Findet also ein U¨bersprechen des LO auf die Antenne statt, so entsteht durch
das reflektierte und wieder empfangene Signal am Ausgang des Mischers kein DC-Offset.
Die Auskalibrierung dynamischer DC-Offsets bleibt jedoch sowohl mit fortgeschrit-
tenen Signalverarbeitungsmethoden, als auch mit schaltungstechnischen Massnahmen
weiterhin kritisch [Abi95]. Die Lo¨sungsansa¨tze mit der Ru¨ckkopplung sowie mit der
AC-Kopplung brauchen eine hohe Regelzeit bzw. Einschwingzeit. Wegen der schnellen
Frequenzwechselha¨ufigkeit von 1600 hops/s ist der homodyne Empfa¨nger fu¨r Bluetooth
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daher weniger gut geeignet.
4.2.2 Nichtlinearita¨ten im Signalpfad
Weitere Schwierigkeiten fu¨r den Zero-IF Empfa¨nger entstehen durch Nichtlinearita¨ten
in den Schaltungen. In erster Linie sind das Nichtlinearita¨ten zweiter Ordnung. Ausge-
hend von einer allgemeinen Nichtlinearita¨tsfunktion (Gl. 3.15) sei ein System mit IM2
Sto¨rungen definiert durch:
y(t) = k1 x(t) + k2 x
2(t), (4.11)
y(A cos(ωt)) =
k2 · A2
2︸ ︷︷ ︸
DC Anteil
+k1 · A cos(ωt) + k2 · A
2
2
· cos(2ωt). (4.12)
Somit verursachen solche Nichtlinearita¨ten einen DC-Offset. Sto¨rungen dieser Art wer-
den mit dem IIP2 charakterisiert. Obwohl IM2 Sto¨rer mehr fu¨r single-ended Schaltungen
eine Rolle spielen, sind sie bei Unsymmetrien in einer differentiellen Struktur auch vor-
stellbar.
Auch ein U¨bersprechen eines im Empfangsband liegenden Sto¨rers in den LO-Pfad kann
im Zusammenspiel mit Nichtlinearita¨ten zweiter Ordnung im Mischer zu DC-Offsets
fu¨hren. Das LO-Signal in Abbildung 4.10 setzt sich zusammen aus:
x′LO(t) = xLO(t) + a · xst(t), (4.13)
= cos(ωLOt) + a · cos(ωstt). (4.14)
Der Term a·xst(t) entspricht dem Sto¨rsignal, das im LO-Pfad auftaucht. Diese Sto¨rung
macht sich als LO Phasenrauschen bemerkbar. Ein DC Signal entsteht nun bei der
Multiplikation zwischen dem LO-Signal x′LO(t) mit dem Sto¨rer xst(t) im HF-Pfad,
xst(t) · x′LO(t) = xst(t) · [xLO(t) + a · xst(t)], (4.15)
=
1
2
[cos((ωst + ωLO)t) + cos((ωst − ωLO)t)]
+
a
2
[1 + cos 2ωstt]. (4.16)
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Abbildung 4.10: Ein Teil der Sto¨rsignalleistung aus dem Empfangspfad kann in den LO-
Pfad u¨bersprechen. Am Mischerausgang entstehen dadurch DC-Offsets.
Zeitlich unvorhersehbare Sto¨rsignalschwankungen verursachen dynamische DC-Offsets.
Solche Offsets sind sehr schwer auskalibrierbar, wenn sie besonders in der Mitte eines
Empfangsslots auftauchen [MMZ+02]. Aus diesem Grund spielt das IIP2 Verhalten und
damit die Linearita¨t im Front-End eine wichtige Rolle. Um vor allem bei homodynen
Empfa¨ngern dieses Verhalten zu testen, wird in der GSM Spezifikation die AM Unter-
dru¨ckungscharakteristik [GSM] definiert. Demnach muss im prima¨ren GSM Band ein
Nutzsignal auch dann zuverla¨ssig empfangen werden ko¨nnen, wenn ein Sto¨rer, der min-
destens 6 MHz entfernt liegt und eine Leistung bis zu -31 dBm besitzt, im Empfangspfad
auftaucht. Die Nutzsignalleistung liegt bei diesem Test 3 dB u¨ber der Referenzempfind-
lichkeit und damit bei −102 dBm + 3 dB = −99 dBm. Der Sto¨rer im Test wird im
Vergleich zum Nutzsignal um 61 bis 86 Bitperioden verzo¨gert, sodass er in der Mitte
eines Empfangsbursts liegt.
Ausser Nichtlinearita¨ten zweiter Ordnung ko¨nnen auch Oberwellen dritter Ordnung
des LO Signals und des Nutzsignals in das Basisband als ein DC-Offset umgesetzt wer-
den (Abb. 4.11(a)). In der Abbildung 4.11(b) ist der Unterschied zu einem heterodynen
Empfa¨nger zu sehen. Das abwa¨rtsgemischte Produkt der dritten Oberwellen wa¨re bei
der dreifachen Zwischenfrequenz und wu¨rde damit das gewu¨nschte Spektrum nicht be-
einflussen.
Aus den U¨berlegungen der letzten beiden Abschnitte 4.2.1 und 4.2.2 geht hervor,
dass die Schaltungen eines homodynen Empfa¨ngers im Vergleich zu einem heterodynen
Empfa¨nger linearer sein mu¨ssen. Wegen des single-ended Anschlusses der Antenne sind
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Abbildung 4.11: Bei einem Homodynempfa¨nger kann die 3. Oberwelle des Oszillators
die 3. Oberwelle des Signals in das Basisband umsetzen. Im Falle eines
heterodynen Empfa¨ngers liegt das Mischprodukt bei 3xfZF und kann
damit einfach herausgefiltert werden.
der LNA und das HF Tor des Mischers auch meistens single-ended. Die Verwendung diffe-
rentieller Strukturen im Front-End (LNA &Mischer) ist jedoch in diesem Fall von Vorteil.
Hierdurch reduzieren sich die Anforderungen an die Linearita¨t und den Dynamikbereich
der nachfolgenden Komponenten wie Versta¨rker oder A/D Wandler. Das empfangene Si-
gnal muss vorher in eine differentielle Form gebracht werden, was die Rauschzahl erho¨hen
kann [Raz97]. Zusa¨tzlich verdoppelt sich dadurch der Stromverbrauch [Abi95].
4.2.3 1/f-Rauschen
Im Gegensatz zum heterodynen Empfa¨nger, wo nur das thermische Rauschen eine Rolle
spielt, muss bei einem Homodynempfa¨nger zusa¨tzlich das 1/f -Rauschen in Betracht
gezogen werden. Die Signalleistung am Ausgang des Mischers besitzt einen kleinen Pegel.
Die eigentliche Versta¨rkung folgt im analogen Basisbandteil des Empfa¨ngers. Daher ist
das Nutzsignal an dieser Stelle besonders empfindlich gegenu¨ber das 1/f -Rauschen. Bei
einem hohen 1/f -Rauschen besonders im Tiefpassfilter nach dem Mischer wird das Signal
wegen des erho¨hten Rauschbodens nicht mehr detektierbar.
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Das hohe 1/f -Rauschen vor allem bei MOS Transistoren mindert die Empfindlichkeit
des Empfa¨ngers. Das 1/f -Rauschen erho¨ht in einem Frequenzbereich von 1 Hz bis 1 MHz
die Rauschleistung der Schaltungen [Cha00]. Es ist invers proportional zur Frequenz. Eine
Gegenmaßnahme ist der Einsatz la¨ngerer Transistoren [Lee98].
4.2.4 Fehler in den Quadraturpfaden
Ein zusa¨tzliches Problem sind unterschiedliche Versta¨rkungen und Laufzeiten in den
beiden Zweigen I und Q oder in den LO-Signalen. Dadurch entstehen Amplituden- und
Phasenfehler zwischen dem I- und dem Q-Pfad. Nach der Demodulation ko¨nnen aufgrund
dieser Fehler ein Informationsverlust hervorgerufen werden, der wiederum die Bitfehler-
rate des Empfa¨ngers verschlechtert.
Im Idealfall gelten fu¨r die Signale zI(t) und zQ(t) aus Abbildung 4.8,
zI(t) = xRF (t) · yLOi(t) = cos(ωRF t) · cos(ωLOt), (4.17)
zQ(t) = xRF (t) · yLOq(t) = cos(ωRF t) · sin(ωLOt). (4.18)
Bei einem Phasenfehler von φ/2 zwischen den LO-Signalen besteht das abwa¨rtsge-
mischte Signal im I-Pfad aus,
z′I(t) = cos(ωRF t) · cos(ωLOt+ φ/2)
= cos(ωRF t) · [cos(ωLOt) cos(φ/2)− sin(ωLOt) sin(φ/2)]
= zI(t) · cos(φ/2)− zQ(t) sin(φ/2). (4.19)
Mit der gleichen Vorgehensweise setzt sich z′Q(t) zusammen aus,
z′Q(t) = zQ(t) · cos(φ/2)− zI(t) sin(φ/2). (4.20)
Somit findet aufgrund von Phasenfehlern im LO-Pfad ein U¨bersprechen zwischen dem
I- und Q-Pfad statt. Die Gro¨sse des U¨bersprechens kann u¨ber das Verha¨ltnis Sto¨rsi-
gnal zu Nutzsignal (sinφ/ cosφ) festgestellt werden. Ein Phasenfehler von 1◦ verursacht
dementsprechend eine Crosstalk-Leistung von:
20 log[tan(1◦)] = −35 dB. (4.21)
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Amplituden- und Phasenfehler im I-Q Pfad variieren sehr gering mit der Zeit. Hier
ko¨nnen nach der Demodulation so genannte Kalibrierungsschleifen, die solche Fehler
beheben, verwendet werden. In [VRK01] werden fu¨r diesen Zweck einige Methoden der
Signalverarbeitung gepru¨ft und verglichen. Wird bei einem Design auf das matching
geachtet, ko¨nnen solche Fehler begrenzt werden. In [MS00] wird angegeben, dass fu¨r
ein FSK moduliertes Signal dadurch typischerweise der Phasenfehler bei 1◦ und der
Amplitudenfehler bei 2% liegen. Werden die Mischer im LO-Pfad limitierend betrieben,
haben Amplitudenfehler im LO-Signal keine Auswirkung.
Proportional zu den Entwicklungen auf schaltungstechnischer und systemtechnischer
Seite der letzten Jahre hat, trotz der aufgefu¨hrten Nachteile, die Anwendung des homo-
dynen Empfa¨ngers zugenommen. Als einige Beispiele fu¨r den Einsatz dieser Architektur
in industriellen Funkapplikationen seien an dieser Stelle [MMZ+02] fu¨r GSM und [SHA03]
fu¨r Bluetooth genannt.
4.3 Empfa¨nger mit niedriger Zwischenfrequenz
Der Empfa¨nger mit niedriger Zwischenfrequenz (Low-IF Empfa¨nger) kann als ein Kreuz-
produkt der homodynen und der heterodynen Empfa¨ngerarchitekturen zusammenge-
fasst werden. Bei dem Low-IF Empfa¨nger ist die Mischfrequenz wie bei der heterodynen
Architektur stets ungleich der Signalfrequenz und befindet sich in unmittelbarer Na¨he
des Nutzsignals. Daher stellen auch hier mo¨gliche Signale bei der Spiegelfrequenz, die
sich nach dem Mischvorgang mit dem Nutzsignal u¨berlagern, ein großes Problem dar.
Fu¨r die Spiegelfrequenzunterdru¨ckung gibt es mit dem image-reject Low-IF Empfa¨nger
(Abb. 4.12) und dem polyphasen Low-IF Empfa¨nger (Abb. 4.16) zwei verschiedene
Lo¨sungsansa¨tze.
Der große Vorteil des Low-IF Empfa¨ngers gegenu¨ber der superheterodynen Archi-
tektur ist die vollsta¨ndige Integrierbarkeit. Externe Filter fu¨r die Unterdru¨ckung der
Spiegelfrequenz werden bei dieser Struktur nicht beno¨tigt.
Das Low-IF Konzept zeichnet sich im Vergleich zur Direktumsetzung ins Basisband
durch einen wichtigen Vorteil aus. Die bekannten Probleme des homodynen Empfa¨ngers
mit DC-Offsets und dem 1/f -Rauschen, deren Kompensation mit erheblichem Zusatzauf-
wand verbunden ist, ko¨nnen stark reduziert werden. Nach dem Mischen auf die Zwischen-
frequenz lassen sich die niederfrequenten Sto¨rungen durch ein einfaches Hochpassfilter
unterdru¨cken, ohne dass das gewu¨nschte Band davon betroffen ist.
Da ein bandselektierendes Vorfilter nicht verwendet wird, fu¨hren IM2-Produkte auch
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fu¨r den Low-IF Empfa¨nger zu Nachteilen. Diese durch Nichtlinearita¨ten in den Schal-
tungen entstehenden Frequenzanteile (Kap. 3.3) ko¨nnen sich wie bei der homodynen
Architektur in das gewu¨nschte Signalspektrum mischen. Aus diesem Grund mu¨ssen die
Schaltungen auch bei der Low-IF Struktur linearer sein als bei einem superheterodynen
Empfa¨nger.
Im Unterschied zum homodynen Konzept existiert fu¨r den Low-IF Empfa¨nger das
Problem der Spiegelfrequenzunterdru¨ckung. Je nach gewa¨hlter Zwischenfrequenz bilden
die Nachbarkana¨le das Image Signal. Der maximal erlaubte Pegel der Nachbarkana¨le ist
in den Funkstandards festgelegt (Adjacent-Channel rejection ratio). Die Tabelle 2.2 aus
der Bluetooth Spezifikation [BT] zeigt die Tra¨ger/Sto¨rer Verha¨ltnisse (C/I - Carrier-
to-Interferer Ratio). Mit einer geschickten Wahl der Zwischenfrequenz kann somit die
notwendige Unterdru¨ckung der Spiegelfrequenz aufgelockert werden. Wird 1 MHz als
Zwischenfrequenz gewa¨hlt, liegt das Imagesignal bei 2× fZF = 2 MHz. Mit einer Kanal-
bandbreite von 1 MHz fu¨r Bluetooth wa¨re das Image ein Sto¨rer im zweiten Nachbarkanal.
Hier du¨rfen Sto¨rsignalleistungen bis zu 30 dB sta¨rker sein als die Leistung des Tra¨gersi-
gnals.
Wird eine ho¨here Zwischenfrequenz gewa¨hlt, was die Unterdru¨ckung der Offset Kom-
ponenten erleichtert, so steigen allerdings auch die Anforderungen an die Spiegelfrequenz-
unterdru¨ckung. Fu¨r Imagesignale, die innerhalb des Bluetooth Bandes liegen, gelten
strengere Unterdru¨ckungsvorschriften [BT]. Mit einem Low-IF Empfa¨nger kann damit
das Image Problem des heterodynen Empfa¨ngers im Nachbarkanal
”
versteckt“werden.
Im weiteren Verlauf werden die image-reject und polyphasen Strukturen eingefu¨hrt.
In eine tiefere Analyse der heute bevorzugten polyphasen Low-IF Empfa¨nger werden in
den na¨chsten beiden Kapiteln eingegangen.
4.3.1 Image-Reject Empfa¨nger
Im Gegensatz zum superheterodynen Empfa¨nger wird sowohl bei dem image-reject als
auch bei dem polyphasen Low-IF Empfa¨nger die Umsetzung auf die niedrige Zwischen-
frequenz wie bei der homodynen Architektur mit Hilfe des Quadraturmischers realisiert.
Bei dem image-reject Empfa¨nger wird anschließend eine Tiefpassfilterung auf der Zwi-
schenfrequenz durchgefu¨hrt. Danach folgt eine Phasenverschiebung um 90◦. Mit Hilfe
des 90◦ Phasenschiebers in der image-reject Empfa¨ngerarchitektur wird die Spiegelfre-
quenz mit ihrem inversen Spektrum zusammenaddiert. Invers bezeichnet in diesem Fall
ein umgekehrtes Vorzeichen. Dadurch wird die Spiegelfrequenz unterdru¨ckt.
Das Empfa¨ngereingangssignal bestehe aus dem gewu¨nschten Spektrum und der Spie-
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Abbildung 4.12: Linearer Low-IF image-reject Empfa¨nger.
gelfrequenzkomponente (Abb. 4.13).
x(t) = Ahf cos(ωhf t) + Asp cos(ωsp t). (4.22)
Nachdem x(t) auf die Zwischenfrequenz umgesetzt und tiefpassgefiltert wird, entstehen
in den jeweiligen Pfaden die Signale:
xI(t) =
Ahf
2
cos[(ωhf − ωlo)t] + Asp
2
cos[(ωsp − ωlo)t], (4.23)
xQ(t) =
Ahf
2
sin[(ωhf − ωlo)t] + Asp
2
sin[(ωsp − ωlo)t]. (4.24)
Das Argument ωhf−ωlo ist negativ. Diese Tatsache bleibt wegen der Spiegelsymmetrie
fu¨r die Cosinus-Funktion ohne Auswirkung. Weil die Sinus-Funktion eine ungerade Funk-
tion ist, ergibt sich ein negatives Vorzeichen (sinωt = sin(−ω)t). Mit ωlo − ωhf = ωzf
gilt fu¨r den Q-Pfad,
xQ(t) = −Ahf
2
sin(ωzf t) +
Asp
2
sin(ωzf t). (4.25)
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Abbildung 4.13: Signalverlauf bei einem image-reject Low-IF Empfa¨nger. Nach der Sum-
mation wird die Spiegelfrequenz unterdru¨ckt und es bleibt nur das Nutz-
signal u¨brig.
Im Q-Pfad wird eine zusa¨tzliche 90◦ Grad Phasenverschiebung durchgefu¨hrt. Die 90◦
Phasendrehung entspricht einer Multiplikation mit j bei positiven Frequenzen und −j
bei negativen Frequenzen. Das bedeutet eine Umformung von sinωt zu − cosωt. Das
Signal im Q-Pfad wird nach der Phasenverschiebung:
xQ(t) =
Ahf
2
cos(ωzf t)− Asp
2
cos(ωzf t). (4.26)
Werden die zwei Signale aus den Gleichungen 4.23 und 4.26 zusammenaddiert, wird
der Anteil der Spiegelfrequenz ausgelo¨scht,
xI(t) + xQ(t) = Ahf cos(ωzf t). (4.27)
Damit bleibt nach der komplexen Quadraturverarbeitung nur die gewu¨nschte Signal-
komponente u¨brig. Dieser Signalverlauf ist in Abbildung 4.13 dargestellt.
Unter realen Bedingungen kann ein vollsta¨ndiges Auslo¨schen der Spiegelfrequenzan-
teile nicht erfolgen, da von einem Mismatch der beiden Pfade ausgegangen werden muss.
Hauptfehlerquellen sind unterschiedliche Versta¨rkungen und Phasenverschiebungen in
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den jeweiligen Pfaden, aber auch bei den LO-Signalen, welche die Mischer ansteuern.
Falls die Mischer an deren LO-Tor limitierend betrieben werden, haben Amplitudenfeh-
ler an diesen Stellen keinen Einfluss. Ferner wird fu¨r den Summierer eine hohe Linearita¨t
gefordert [HHH+98].
Nach der komplexen Quadraturstruktur folgt eine reellwertige Verarbeitung des Si-
gnals. Ein Bandpassfilter mit einer Mittenfrequenz auf der ZF selektiert das gewu¨nschte
Signalspektrum. Anschliessend wird das Signal versta¨rkt und demoduliert.
Beispiel fu¨r einen begrenzenden image-reject Empfa¨nger
DLL
0°
90° ∆T
 Flanken
DetektionLNA
I−Pfad
Q−Pfad
90°
 
Abbildung 4.14: Begrenzender image-reject Low-IF Empfa¨nger nach [BPS+03].
Der Bluetooth Transceiver aus [BPS+03] benutzt eine image-reject Low-IF Empfa¨nger-
struktur. Nach der Spiegelfrequenzunterdru¨ckung folgt ein Butterworth Kanalfilter und
die Versta¨rkerstufe. Diese limitierenden Versta¨rker bringen das Eingangssignal auf eine
konstante Amplitude. Anschliessend wird mit einem verzo¨gerungsgekoppelten Regelkreis
(DLL - Delay-Locked Loop) demoduliert (Abb. 4.14).
Der Grundgedanke hinter dieser Demodulationstechnik ist, dass das GFSK modulierte
Signal eine Frequenzabweichung (Frequenzhub) um ±∆f von der Zwischenfrequenz fZF
hat. Nach einem Vergleich dieser Daten mit einem Referenzsignal mit der Frequenz fZF
kann das gesendete Signal rekonstruiert werden. Die DLL liefert fu¨r diesen Zweck die
Steuerspannung an die Verzo¨gerungskette ∆T . Das Limiterausgangssignal wird in dieser
Kette um exakt 1/fZF verzo¨gert. Ein Flip-Flop vergleicht anschliessend die Flanken des
50
4.3 Empfa¨nger mit niedriger Zwischenfrequenz
t
lim,    TU
1 / f
zf
U demod
limU
∆
Abbildung 4.15: Bei der gewa¨hlten ZF von 3 MHz werden die Flanken bei jeder dritten
Periode verglichen.
Limitersignals mit dem verzo¨gerten Signal. Je nachdem ob das verzo¨gerte Signal fu¨hrt
oder zuru¨ckbleibt, wird am Ausgang des Demodulators eine 1 oder 0 erzeugt.
Die Zwischenfrequenz betra¨gt 3 MHz. Da die Datenbandbreite fu¨r Bluetooth 1 MHz
ist, erfolgt ein Flankenvergleich bei jeder dritten Periode (Abb. 4.15). Eine niedrigere
Wahl der ZF kann daher bei dieser Demodulatorstruktur die Fehlentscheidungen erho¨hen
und damit die Bitfehlerrate verschlechtern. In weitere Demodulationstechniken wird im
Abschnitt 6 eingegangen.
Der Chip [BPS+03] ist in einer 0,18-µm CMOS Technologie aufgebaut. Die Emp-
findlichkeit betra¨gt -78 dBm und schneidet damit schlechter ab als die typische Blue-
tooth Empfa¨ngerempfindlichkeit von -85 dBm. Die Spiegelfrequenzunterdru¨ckung liegt
bei 25 dB. Den Angaben zufolge ist auch fu¨r diesen Chip das Hauptproblem die An-
passungsfehler zwischen dem I- und Q-Pfad. Weil der Low-IF Empfa¨nger auch auf eine
Quadraturstruktur aufbaut, gelten die U¨berlegungen aus Abschnitt 4.2.4 u¨ber Fehler
in den beiden Pfa¨den auch in diesem Fall. Die Bluetooth Anforderung von 20 dB [BT]
bei der Unterdru¨ckung des Spiegels wird noch erreicht. Jedoch liegt der Empfa¨nger bei
diesem Punkt wieder unterhalb der typischen Werte. Im Abschnitt 4.2.4 wurde erwa¨hnt,
dass fu¨r FSK modulierte Signale der Phasenfehler in Quadraturstrukturen typischer-
weise bei 1◦ liegen. Wird fu¨r diesen Empfa¨nger bei der unvollsta¨ndigen Unterdru¨ckung
des Spiegelsignals von einem reinen Phasenfehler ausgegangen, betra¨gt dieser Fehler 3,2◦
(vgl. Gl. 4.21).
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Abbildung 4.16: Limitierender Low-IF Polyphasen-Empfa¨nger mit komplexer Signalver-
arbeitung.
4.3.2 Polyphasen Empfa¨nger
Im Gegensatz zu einem heterodynen Empfa¨nger ist es bei einem Low-IF Empfa¨nger
mo¨glich, die Unterdru¨ckung der Spiegelfrequenz mit Hilfe der Quadraturstruktur auf der
Zwischenfrequenz vorzunehmen. Wegen des Phasenunterschiedes von 90◦ zwischen dem
I- und dem Q-Pfad ist bei einer Quadraturstruktur auch die Rede von einem polyphasen
System oder einer polyphasen Signalverarbeitung. Ein polyphasen Signal ist definiert
als ein Vektor unabha¨ngiger Signale mit unterschiedlicher Phase. Fu¨r den Fall eines 90◦
Phasenunterschiedes kann im Zeit- und Frequenzbereich ein zweiphasen System als eine
komplexe Summe mit Real- und Imagina¨rteilen dargestellt werden [CS98],
x(t) = xr(t) + jxi(t), (4.28)
X(jω) = Xr(jω) + jXi(jω). (4.29)
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Abbildung 4.17: Die Multiplikation eines reellen Signals mit einer exponentiellen Funk-
tion fu¨hrt zur einseitigen Verschiebung des Spektrums im Frequenzbe-
reich. Um das Image zu unterdru¨cken werden Polyphasenfilter verwen-
det. Diese Filter haben ihren Durchlassbereich nur auf einer Seite des
Spektrums.
Werden die Real- und Imagina¨rteilfunktionen xr(t) und xi(t) aus Gleichung 4.28 durch
cos(ωLOt) und sin(ωLOt) ersetzt, wird Gleichung 4.28 in einer geschlossenen analytischen
Form darstellbar.
cos(ωLOt) + j sin(ωLOt) = exp(jωLOt). (4.30)
Die Fourier-Transformierte dieser exponentiellen Funktion lautet:
exp(jωLOt) d t δ(ω − ωLO). (4.31)
Das komplexwertige LO-Signal hat somit nur eine Komponente bei der positiven Fre-
quenz ωLO. Die Multiplikation des Eingangssignals mit dem LO-Signal fu¨hrt aus diesem
Grund zur Verschiebung des Spektrums nur in eine Richtung auf der Achse. Dieser Vor-
gang ist in Abbildung 4.17 dargestellt. Es sind nur die niederfrequenten Anteile bei der
Zwischenfrequenz zu sehen.
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Die I und Q Signale im Zeitbereich am Mischerausgang setzen sich zusammen aus:
i(t) = xsig cos(ωZF t) + xim cos(ωZF t), (4.32)
q(t) = xsig sin(ωZF t)− xim sin(ωZF t). (4.33)
Bei diesen letzten beiden Gleichungen wird deutlich, dass fu¨r das gewu¨nschte Signal
eine Phasendifferenz von 90◦ im I-Q Pfad besteht. Diese Differenz betra¨gt fu¨r das Image
Signal −90◦. Der gesamte Phasenunterschied von 180◦ zwischen beiden Signalen erkla¨rt
somit auch das umgekehrte Vorzeichen auf der Frequenzebene fu¨r das Image Signal.
Nach der I-Q Abwa¨rtsmischung liegt das Image Signal somit symmetrisch zu dem
gewu¨nschten Signal auf der negativen Frequenzachse. Aus diesem Grund wird ein Filter
beno¨tigt, das positive und negative Frequenzbereiche diskriminieren kann. Reelle Fil-
teru¨bertragungsfunktionen besitzen ein symmetrisches Spektrum. Polyphasenfilter ha-
ben dagegen nur auf der einen Ha¨lfte des Frequenzspektrums ihren Durchlassbereich.
Dadurch ist es mo¨glich das gewu¨nschte Signal zu versta¨rken, wa¨hrend das Image un-
terdru¨ckt wird (Abb. 4.17). Polyphasenfilter (PPF) werden im na¨chsten Abschnitt 5.3
genauer betrachtet.
Beispiel aus der Industrie
Ein 0,35-µm CMOS Bluetooth Transceiver mit einem polyphasen Low-IF Empfa¨nger
wird in [DKC+01] beschrieben (Abb. 4.18). Die Zwischenfrequenz wurde zu 2 MHz
gewa¨hlt mit der Begru¨ndung, dass es somit keine Probleme mit dem 1/f -Rauschen gibt.
Ausserdem wird betont, dass mit dieser Wahl Oberwellen von dem Limiter einfacher
herausgefiltert werden ko¨nnen. Eine ho¨here ZF wurde wegen dem damit verbundenen
ho¨heren Leistungsverbrauch vermieden. Die Wahl einer niedrigeren ZF wurde hingegen
wegen einer schwierigeren DC-Offset Kalibrierung und Imageunterdru¨ckung disqualifi-
ziert.
Nach dem Abwa¨rtsmischen auf die Zwischenfrequenz wird das Spiegelsignal mit Hilfe
eines aktiven Polyphasenfilters (vgl. Abschnitt 5.3.1) unterdru¨ckt. Bei der Unterdru¨ckung
dominieren wiederum Abgleichprobleme zwischen den Pfaden. Um das ZF-Signal in
die Begrenzung zu treiben, wird eine limitierende Versta¨rkerkette mit insgesamt 49 dB
Versta¨rkung eingesetzt. Es folgt ein Bandpassfilter, das die 3. und ho¨here Oberwellen
des Limiters herausfiltert. Anschliessend folgt eine analoge Demodulation der Daten.
Als Demodulationstechnik wird der FM-Diskriminator verwendet. Diese Methode wird
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Abbildung 4.18: Polyphasen Low-IF Empfa¨nger nach [DKC+01].
im Abschnitt 6.1 vorgestellt.
Der Empfa¨nger erreicht eine Empfindlichkeit von -82 dBm. Der IP3 liegt bei -7 dBm.
Trotz a¨hnlicher Abgleichprobleme im I/Q-Pfad wird das Spiegelsignal mit 42 dB weitaus
sta¨rker unterdru¨ckt als beim zuvor dargestellten image-reject Low-IF Empfa¨nger. Mit
einer 2,7 V Betriebsspannung und einem Stromverbrauch von 46 mA betra¨gt der Leis-
tungsverbrauch 124,2 mW.
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5 Modellierung & Analyse des linearen
polyphasen Empfa¨ngers in Bezug auf
die Zwischenfrequenz
Die aufgefangenen Sto¨rungen bei der U¨bertragung eines Signals wirken vorwiegend als
Amplitudenschwankungen. Solche Schwankungen mu¨ssen vor einer FM-Demodulation
entfernt werden. Je nach angewandter Methode, wird hier zwischen einem linearen und
einem begrenzenden Low-IF Empfa¨nger unterschieden. Der lineare Empfa¨nger benutzt
eine Versta¨rkungsregelschleife (AGC - Automatic Gain Control) fu¨r die Amplituden-
regelung. Bei dem begrenzenden Empfa¨nger werden Amplitudenvariationen mit einem
Limiter ausgeglichen. Versta¨rker, die im begrenzenden Bereich arbeiten werden als Limi-
ter bezeichnet. Sowohl der image-reject Empfa¨nger als auch der polyphasen Empfa¨nger
ko¨nnen linear oder begrenzend aufgebaut werden.
In diesem Kapitel werden zuna¨chst der Simulationsaufbau und einige Aspekte der
Modellierung unter Matlab vorgestellt. Insbesondere werden dabei in die Rauschmodel-
lierung und die Modellierung der Polyphasenfilter eingegangen. Im Anschluss darauf folgt
die Analyse des linearen polyphasen Empfa¨ngers bezu¨glich der Zwischenfrequenz. Dabei
werden zwei unterschiedliche Signalverarbeitungsmo¨glichkeiten, die auch in der Industrie
Anwendung gefunden haben, miteinander verglichen. Es handelt sich hierbei neben der
bereits bekannten I-Q Signalverarbeitung, um eine reelle Verarbeitungsmo¨glichkeit. Eine
reelle Signalverarbeitung scheint auf dem ersten Blick vorteilhafter zu sein. Es werden
weniger Schaltungselemente gebraucht. Dadurch kann eine geringere Chipfla¨che und ein
niedrigerer Leistungsverbrauch erzielt werden.
Die Auswirkungen beider Ansa¨tze auf den Signalverlauf und ihr Einfluss auf die Wahl
der Zwischenfrequenz werden in diesem Kapitel untersucht. Das Hauptaugenmerk richtet
sich auf den linearen polyphasen Low-IF Empfa¨nger. Die begrenzende Variante ist Thema
des na¨chsten Kapitels.
Bis auf die Vero¨ffentlichung [OSWH03] wurde solch eine systematische Untersuchung
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des Low-IF Empfa¨ngers in Bezug auf die Wahl der Zwischenfrequenz nicht durchgefu¨hrt.
5.1 Simulationsmodell
Der simulierte Empfa¨nger ist in der Abbildung 5.1 zu sehen. In dem Modell wird zuna¨chst
eine Signalquelle mit zufa¨lligen Daten generiert. Um ein mo¨glichst analog nahes Verhal-
ten zu gewa¨hrleisten, wurden diese Daten mit einer deutlich ho¨heren Rate abgetastet.
Eine typische Quarzoszillatorfrequenz bei GSM Chips ist 13 MHz. Auch Bluetooth Chips,
die fu¨r den Einsatz in der mobilen Kommunikation gedacht wurden, benutzen diese Fre-
quenz. Die hohe Abtastrate ist hier das 24-fache der Quarzfrequenz und betra¨gt 312 MHz.
Nach der Signalgenerierung folgt eine Gaussfilterung fu¨r die Bandbreitenbegrenzung und
die eigentliche Frequenzmodulation. Anschliessend werden die Daten aufwa¨rtsgemischt.
Bei der Simulationsmethodik wird die a¨quivalente Basisbandform verwendet und nicht
auf die eigentliche Sendefrequenz sondern auf die Zwischenfrequenz hochgemischt. Mit
Hilfe der Hilbert Transformation ist es mo¨glich Signale und Systeme aus dem Bandpass-
bereich auch im Tiefpassbereich darzustellen. Durch diese Form wird die Signalverarbei-
tung weniger rechenintensiv durchgefu¨hrt. Diese Operationen werden in der Abbildung
5.1 in dem ersten Block (Test Quelle) durchgefu¨hrt. In der ‘Test Quelle’ wird auch das
Rauschen modelliert, das auf dem U¨bertragungskanal hinzukommt.
Die Empfa¨ngerkette beginnt mit dem rauscharmen Versta¨rker. Nach dem LNA fol-
gen in einem Empfa¨nger die Mischer. Hier werden die hochfrequenten Signale am LNA
Ausgang mit dem Oszillatorsignal multipliziert. In der Simulation werden die Signale
jedoch im a¨quivalenten Basisband betrachtet. Aus diesem Grund ist das empfangene
Signal schon auf der Zwischenfrequenz und die Implementierung eines Mischers fa¨llt an
dieser Stelle aus. Die Daten werden hinter dem LNA direkt mit einem Polyphasenfilter
gefiltert. Nach der Frequenzselektion unterscheidet sich die weitere Signalverarbeitung
mit Hilfe des Schalters ‘S1’. Bei geschlossenem Schalter S1 werden der I- und der Q-Pfad
verarbeitet. Die Signalverarbeitung folgt identisch dem polyphasen Low-IF Empfa¨nger
auf einer komplexen Ebene. Fu¨r die reelle Signalverarbeitung ist von einem geo¨ffneten
Schalter auszugehen. Damit wird der imagina¨re Anteil des Eingangssignals nicht mehr
verarbeitet. Wie bei dem image-reject Low-IF Empfa¨nger wird nur das reelle Signal im
I-Pfad ins Basisband u¨bertragen. Die Abtastfrequenz in diesen Stufen betra¨gt auch wie
bei der ‘Test Quelle’ 312 MHz.
Der Digitalisierung mit den A/D-Wandlern folgt ein Abwa¨rtsmischer. Wa¨hrend die
reelle Signalverarbeitung mit einer herko¨mmlichen Multiplikation auskommt, wird bei
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Abbildung 5.1: Simulierter Low-IF Empfa¨nger. Mit dem Schalter S1 wird zwischen reeller
und komplexer Signalverarbeitung unterschieden.
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Filtertyp Ordnung Bandbreite
Kanalfilter Butterworth 5 1,25 MHz
Dig. Kanalfilter Butterworth variabel 750 kHz
Post-Det. Filter Chebychev 2 600 kHz
Tabelle 5.1: Filterparameter im Simulationsmodell.
der komplexen Verarbeitung auch ein komplexer Mischer gebraucht.
Nach der Umsetzung in das Basisband reduziert ein Kammfilter die Abtastrate. Eine
typische A/D-Wandler Auflo¨sung in Bluetooth Low-IF Empfa¨ngern ist 8-Bit. Fu¨r eine
Quarzoszillatorfrequenz von 13 MHz wird damit eine U¨berabtastrate von 104 MHz er-
zeugt. Daher wird die analoge U¨berabtastrate auf diesen Wert reduziert. Anschliessend
wird die Abtastrate nach den komplexen Mischern und dem Kammfilter als Dezima-
tionsstufe auf das dreizehnfache gesenkt. Die Oberwellen, die bei der Reduzierung der
Abtastrate auftreten, werden mit dem nachfolgenden digitalen Kanalfilter herausgefil-
tert. Schliesslich beendet eine digitale Demodulation und ein letztes Tiefpassfilter den
Empfangspfad. Da neuere Transistortechnologien den Digitalisierungsgrad der Transcei-
ver erho¨hen, wurde hier eine digitale Demodulation bevorzugt.
Die Simulationen wurden bei einer ZF von 1 MHz durchgefu¨hrt. In der Tabelle 5.1 ist
der Parametersatz fu¨r die unterschiedlichen Filter im Empfa¨nger angegeben. Fu¨r die Si-
gnalverarbeitung nach der Kanalfilterung bieten sich zwei Mo¨glichkeiten an. Der Schalter
‘S1’ in dem grau unterlegten Bereich der Abbildung 5.1 dient zur Umschaltung zwischen
den beiden Signalverarbeitungsmethoden. Ist dieser Schalter geo¨ffnet, werden die Blo¨cke
in der grauen Box nicht mehr verwendet. Es findet eine reelle Signalverarbeitung statt.
Ein geschlossener Schalter ‘S1’ bringt den Empfa¨nger einer homodynen Struktur na¨her.
In diesem Fall werden beide Quadraturanteile im Empfa¨nger verarbeitet.
5.2 Rauschmodellierung
Eine besondere Herausforderung bei dem Simulationsmodell ist die Rauschmodellierung.
Bei der U¨bertragung durch einen realen Kanal werden einem Signal unterschiedliche
Sto¨rungen u¨berlagert. Fu¨r die Modellierung dieser Einflu¨sse wird ha¨ufig ein gaussver-
teilter additiver Rauschprozess angenommen [Pro01]. Aus diesem Grund wird der Kanal
auch als ein AWGN-Kanal (Additive White Gaussian Noise) bezeichnet.
Eines der Ziele bei der Simulation der gesamten Empfa¨ngerkette ist es die Bitfehlerrate
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 d[k]
g[k]
s[k] r[k] = s[k] + n[k]
n[k]
Abbildung 5.2: Das empfangene Signal r[k] durch einen AWGN-Kanal besteht aus dem
gesendeten Signal s[k] und dem u¨berlagerten Rauschsignal n[k].
BER (BitErrorRate) in Abha¨ngigkeit des Signal-Rausch Abstandes SNR zu bestimmen.
Fu¨r diesen Zweck ist es notwendig das Rauschsignal bezu¨glich des SNR zu definieren.
Das Empfangssignal r[k] durch einen AWGN-Kanal setzt sich zusammen aus dem
Sendesignal s[k] und dem Rauschsignal n[k]. Abbildung 5.2 zeigt diesen mathematischen
Zusammenhang. Die Datenreihe d[k] am Eingang des Senders kann als eine Impulsfolge
betrachtet werden und g[k] bezeichnet das Impulsformungsfilter.
r[k] = s[k] + n[k]. (5.1)
Da es sich bei einer Simulation um diskrete Werte handelt, werden bei den Berech-
nungen zeitdiskrete Funktionen eingesetzt. Eine zeitdiskrete Funktion f[k] wird mit der
Abtastung der entsprechenden zeitkontinuierlichen Funktion f(t) erreicht.
f [k] = f(kTA), TA: Abtastperiode, k = 0, 1, 2... (5.2)
Um den Zusammenhang mit der leistungsbezogenen Gro¨sse SNR darzustellen, wird
auf das Leistungsdichtespektrum der Signale eingegangen. Das Leistungsdichtespektrum
wird benutzt, um die Verteilung der Signalleistung als eine Funktion der Frequenz darzu-
stellen. Theoretisch erstreckt sich dieses Spektrum fu¨r weisses Rauschen u¨ber die gesamte
Frequenzachse. Das Leistungsdichtespektrum eines diskreten Rauschprozesses ergibt sich
aus der periodischen Wiederholung des in der Abbildung 5.3 gezeigten Spektralausschnit-
tes [Kam96]. Die Leistung innerhalb der ±pi Grenze betra¨gt:
L{n2[k]} = 1
2pi
∫ pi
−pi
S0 dΩ = S0. (5.3)
Dieses Spektrum wird erreicht durch die Fourier Transformation der Autokorrelati-
onsfunktion des diskreten Rauschsignals. Der Frequenzbereich ist kontinuierlich. In einer
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Abbildung 5.3: Das Spektrum der Leistungsdichte eines diskreten weissen Rauschsignals
[Kam96]. Die entsprechende Leistung berechnet sich innerhalb der ±pi
Bandbreite.
Simulationsumgebung werden jedoch diskrete Frequenzpunkte benutzt. Fu¨r diese Trans-
formation wird die DFT (Diskrete Fourier Transformation) gebraucht. Die DFT oder
die inverse DFT der stochastischen Rauschsignale kann nur mit einigen Algorithmen
abgescha¨tzt werden [OS89]. In einer ersten Anna¨herung wird daher das Spektrum aus
Abbildung 5.3 verwendet und dabei die Frequenzachse diskretisiert.
2pi → N N: Gesamtzahl der Frequenzstu¨tzpunkte (5.4)
Die Begru¨ndung dieser Annahme liegt in einer besonderen Eigenschaft des weissen
Rauschprozesses. Diskretes weisses Rauschen wird als ein stationa¨rer Prozess betrachtet
[Bo¨h93]. Eine Funktion ist nur dann stationa¨r, wenn sie unabha¨ngig von der Zeit ist,
f(x; t) = f(x; 0) = f(x). (5.5)
Die Eingangsdatenreihe d[k] wurde als eine Impulsfolge definiert. In diesem Fall gleicht
s[k] der Gaussfilterfunktion, da die U¨bertragungsfunktion die Impulsantwort eines Sys-
tems darstellt,
s[k] =
N−1∑
m=0
g[k −m] = g[k] (5.6)
=
√
2pi
ln 2
f3dB T · exp
(
− 2
ln 2
[
kpif3dBT
]2)
. (5.7)
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In der U¨bertragungsfunktion des Gaussfilters bezeichnet f3dBT das Bandbreite-Periode
Produkt BT des Filters. Die U¨bertragungsfunktion des Gaussfilters kann in einer kom-
pakten Form zusammengefasst werden:
g[k] = σ
N−1∑
k=0
exp
(−pi[kσ]2) , σ =√ 2pi
ln 2
f3dB T. (5.8)
Die Gaussfunktion wird in der Mathematik bei der Definition der Normalverteilung
verwendet. Fu¨r die Wahrscheinlichkeitsdichtefunktion Pnorm einer Normalverteilung gilt
folgender Zusammenhang:
Pnorm(x) =
1
σm
√
2pi
exp
(−(x− µ)2/(2σ2m)) . (5.9)
Es ist zu beachten, dass die Standardabweichung σm der Wahrscheinlichkeitsdichte-
funktion der Normalverteilung unterschiedlich definiert ist als das σ in der Gaussfilter-
funktion. Beim Vergleich von Gleichung 5.9 und 5.8 wird festgestellt, dass die Sendedaten
normalverteilt sind. Um in der Simulation eine zufa¨llige normalverteilte Datenreihe zu
generieren, wird die MATLAB Funktion randn() eingesetzt. Fu¨r randn() betra¨gt der
Mittelwert µ = 0 und die Standardabweichung σm = 1.
Prandn(x) =
1√
2pi
exp(−x2/2). (5.10)
Fu¨r eine Datenreihe mit einer bestimmten Varianz σ2m wird die Funktion randn() mit
der Standardabweichung σm multipliziert. Daher muss fu¨r die Gaussfilterfunktion aus
Gleichung 5.8 die Standardabweichung σg berechnet werden.
σg =
√
ln 2
2pi
1
f3dBT
. (5.11)
Fu¨r DECT und Bluetooth betra¨gt f3dBT = 0, 5. Bei GSM wird 0,3 verwendet. Die
jeweiligen Standardabweichungen sind somit unterschiedlich.
σg = 0, 265 Bluetooth & DECT, (5.12)
σg = 0, 442 GSM. (5.13)
Die Leistung der Sendedaten wird bestimmt, indem die Signalenergie durch die Ge-
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samtdauer der Daten geteilt wird,
L{s2[k]} = E{s
2[k]}
Tges
=
N−1∑
k=0
|g[k]|2
Tges
. (5.14)
Fu¨r die Gesamtdauer der Daten Tges gilt:
Tges =
nbit
os · spb. (5.15)
nbit ist die Bitanzahl, spb bezeichnet die Abtastrate und os die U¨berabtastung. Im Front-
End des Empfa¨ngers wurde eine viel ho¨here Abtastrate verwendet, um ein mo¨glichst ana-
lognahes Verhalten zu simulieren. Die Signalleistung pro Bit kann somit folgendermassen
dargestellt werden:
L{s2[k]} = os · spb
N−1∑
k=0
|g[k]|2. (5.16)
Das Verha¨ltnis von Signalleistung und Rauschleistung aus Gleichung 5.3 gibt den SNR
Wert.
SNR =
L{s2[k]}
L{n2[k]} =
os · spb
S0
N−1∑
k=0
|g[k]|2. (5.17)
Die Rauschleistung S0 ist damit als eine Funktion des Signal-Rausch Abstandes SNR
darstellbar,
S0 =
os · spb
SNR
N−1∑
k=0
|g[k]|2. (5.18)
Zusa¨tzlich muss noch beachtet werden, dass die Simulationen im a¨quivalenten Basis-
band durchgefu¨hrt werden. Die spektrale Leistungsdichte vervierfacht sich im a¨quivalen-
ten Basisband [Kam96]. Daher gilt fu¨r die Leistung S0bb im Basisband:
S0bb =
4 · os · spb
SNR
N−1∑
k=0
|g[k]|2. (5.19)
In der Simulation wird die Summe
∑N−1
k=0 |g[k]|2 aus der obigen Gleichung durch die
Funktion randn() und die zugeho¨rige Varianz σ2g ersetzt. Der Signal-Rausch Abstand
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SNR wird ausserdem linearisiert.
S0bb =
4 · os · spb · σ2g · randn()2
10SNR/10
. (5.20)
Das u¨berlagerte Rauschsignal n[k] aus Abbildung 5.2 kann jetzt zusammengefasst wer-
den.
n[k] = 2σg
√
os · spb
10SNR/10
randn(). (5.21)
Die La¨nge der randn() Funktion ist dabei identisch mit der Gesamtanzahl der Sen-
dedaten und betra¨gt N . Als ein letzter Schritt werden die Varianzen der Funkstandards
eingesetzt.
n[k] = 0, 53
√
os · spb
10SNR/10
randn(), fu¨r Bluetooth & DECT, (5.22)
n[k] = 0, 884
√
os · spb
10SNR/10
randn(), fu¨r GSM. (5.23)
In Abbildung 5.4 sind die Bitfehlerratenkurven in Abha¨ngigkeit des Signal-Rausch
Abstandes fu¨r Bluetooth dargestellt. Demnach wird die Bitfehlerrate von 10−3 bei einem
SNR Wert von ungefa¨hr 13 dB erreicht.
Zum Vergleich ist in der gleichen Abbildung auch die theoretische Bitfehlerratenkurve
einer MSK bei koha¨renter Demodulation zu sehen. Bei der Demodulation wird allge-
mein zwischen inkoha¨renter und koha¨renter Demodulation unterschieden. Die koha¨ren-
te Demodulation erfordert ein Referenzsignal, das zum Tra¨gersignal synchron ist. Die
Synchronisation bringt aufwendige Schaltungen mit sich. Hu¨llkurvendetektoren wie der
FM-Diskriminator oder der Quadrikorrelator geho¨ren zur Klasse der inkoha¨renten Demo-
dulatoren. Der geringere Aufwand bei dieser Demodulationsart wird mit einer ho¨heren
Bitfehlerha¨ufigkeit erkauft. Die Bitfehlerwahrscheinlichkeit fu¨r eine koha¨rente MSK ist
[Kam96],
BER = erfc
(√
Eb/N0
)
. (5.24)
erfc(x) bezeichnet hier die komplementa¨re Fehlerfunktion (error function complement).
Numerische Auswertungen dieser Funktion ist in mathematischen Formelsammlungen zu
finden.
erfc(x) = 1− erf(x) = 1− 2√
pi
∫ x
0
exp
(−y2) dy. (5.25)
Die MSK als eine spezielle Form der FSK mit einem Modulationsindex von 0,5 bietet
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Abbildung 5.4: Bitfehlerratenkurven in Abha¨ngigkeit des Signal-Rausch Abstandes fu¨r
den simulierten Bluetooth Empfa¨nger. Als ein Vergleich sind auch die
Kurven fu¨r eine koha¨rente MSK und die Mindestgrenze einer CPM mit
einem Modulationsindex von 0,32 dargestellt.
eine geschlossene Berechnung ihrer Fehlerwahrscheinlichkeit. Fu¨r weitere digitale Fre-
quenzmodulationsvarianten wie GMSK oder GFSK ist das nicht mo¨glich [Kam96]. Al-
lerdings ko¨nnen diese Arten unter der allgemeinen Klasse der Modulationen mit kon-
tinuierlicher Phase zusammengefasst werden (CPM - Continuous Phase Modulation).
Fu¨r CPM Signale gibt es na¨herungsweise Lo¨sungen der Bitfehlerwahrscheinlichkeit. Fu¨r
eine Feststellung der Mindestgrenze der Bitfehlerwahrscheinlichkeit bei CPM Signalen
in einem AWGN Kanal bietet MATLAB die Funktion berawgn. Die so ermittelte Kurve
ist mit einem Bluetooth Modulationsindex von 0,32 in Abbildung 5.4 zu sehen.
5.3 Spiegelfrequenzunterdru¨ckung mit Polyphasenfilter
Zu den wichtigen Aufgaben eines Empfa¨ngers za¨hlt die Selektion des Nutzsignals. Se-
lektion bezeichnet hierbei die Auswahl eines gewu¨nschten Signals aus einem Empfangs-
spektrum, das aus einer Mehrzahl von Sto¨rsignalen besteht. An diesem Punkt kommen
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Abbildung 5.5: U¨bertragungsfunktion eines Butterworth Polyphasenfilters 5. Ordnung
mit unterschiedlicher Bandbreite. Die Zwischenfrequenz betra¨gt 1 MHz.
Zum Vergleich ist auch ein reelles Bandpassfilter mit einer 1,5 MHz Band-
breite abgebildet.
ha¨ufig komplexe Polyphasenfilter zum Einsatz. Diese Filter besitzen eine asymmetrische
U¨bertragungsfunktion (Abb. 5.5). Dies ist auch der große Unterschied gegenu¨ber reellen
Filtern, die bezu¨glich des Nullpunktes ein symmetrisches Spektrum besitzen.
Eine allgemeine Filteru¨bertragungsfunktionH(jω) mit den Ein- und Ausgangssignalen
X(jω) bzw. Y (jω) kann wie folgt in ihre Real- und Imagina¨rteile zerlegt werden (Abb.
5.6),
Y (jω) = H(jω).X(jω), (5.26)
Yr(jω) + jYi(jω) = [Hr(jω) + jHi(jω)] . [Xr(jω) + jXi(jω)] . (5.27)
mit Yr(jω), Yi(jω), Xr(jω), Xi(jω), Hr(jω) und Hi(jω) reell.
Bei der Realisierung eines Polyphasenfilters wird zuna¨chst von einer reellen Tief-
passu¨bertragungsfunktion ausgegangen. Diese U¨bertragungsfunktion wird anschliessend
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Abbildung 5.6: Allgemeine Darstellung der komplexen U¨bertragungsfunktion aus Glei-
chung 5.27.
auf die gewu¨nschte Bandpassmittenfrequenz verschoben,
HBP (jω) = HTP (jω − jωc), (5.28)
HTP (jω) =
1
1 + j
ω
ω0
⇒ HBP (jω) = 1
1 + j
ω − ωc
ω0
, (5.29)
HBP (jω) =
1
1− j ωc
ω0
+ j
ω
ω0
=
Y (jω)
X(jω)
· (5.30)
Gleichung 5.30 stellt die U¨bertragungsfunktion eines Polyphasenfilters erster Ordnung
dar. In diese Funktion ko¨nnen die Real- und Imagina¨rteile der komplexen Ein- und
Ausgangsspektren X(jω) und Y (jω) eingesetzt werden, damit die Struktur im Block-
schaltbild 5.7 sichtbar wird:
j
ω
ω0
Y (jω) = X(jω) +
(
j
ωc
ω0
− 1
)
· Y (jω), (5.31)
j
ω
ω0
[Yr(jω) + jYi(jω)] = [Xr(jω) + jXi(jω)] +
(
j
ωc
ω0
− 1
)
· [Yr(jω) + jYi(jω)](5.32)
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Abbildung 5.7: Blockschaltbild fu¨r ein Polyphasenfilter 1. Ordnung.
Trennung von Real- und Imagina¨rteil ergibt:
Yr(jω) =
1
jω/ω0
(
Xr(jω)− Yr(jω)− ωc
ω0
Yi(jω)
)
, (5.33)
Yi(jω) =
1
jω/ω0
(
Xi(jω)− Yi(jω) + ωc
ω0
Yr(jω)
)
. (5.34)
Um das Blockschaltbild aus Abbildung 5.7 in eine Schaltung umzusetzen, wird die
Tiefpassfunktion in ihrer Polynomialform dargestellt [Heib].
HTP (s) =
H0∏
i
(1 + ais+ bis
2)
· (5.35)
Fu¨r die Filteru¨bertragungsfunktion mit konjugiert komplexen Polstellen ko¨nnen die
Koeffizienten in Filtertabellen gefunden werden [Zve67]. Aus diesen Koeffizienten werden
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die komplexen Pole bestimmt.
pi,1,2 =
−ai ±
√
a2i − 4bi
2bi
· (5.36)
Die Filteru¨bertragungsfunktion kann anschliessend als ein Produkt von normierten
komplexen Polen dargestellt werden.
HTP (s) =
H0∏
i
(pi + s)
· (5.37)
Fu¨r die Bandpassu¨bertragungsfunktion gilt nach der Frequenzverschiebung:
HBP (s) =
H0∏
i
(
pi − j ωc
ω0
+ s
) , (5.38)
pi → Ψi + jΩi, (5.39)
HBP (s) =
H0∏
i
(
Ψi + jΩi − j ωc
ω0
+ s
) · (5.40)
Die normierten komplexen Pole Ψi + j Ωi ko¨nnen aus den Filtertabellen entnommen
werden [Zve67]. Unter Einbeziehung der normalisierten Frequenz ω0 gilt fu¨r die Band-
passu¨bertragungsfunktion:
s→ jω/ω0 Ψi → ψi/ω0 Ωi → ωi/ω0. (5.41)
HBP (jω) =
H0∏
i
(
ψi
ω0
− j
(
ωc − ωi
ω0
)
+ j
ω
ω0
) , mit H0 =∏
i
Ai ·Ψi,(5.42)
⇒ HBP (jω) =
∏
iAi∏
i
(
1− j
(
Ωc − Ωi
Ψi
)
+ j
Ω
Ψi
) = Y (jω)
X(jω)
· (5.43)
Mit der gleichen Vorgehensweise wie in den Gleichungen 5.31 und 5.32 wird auch die
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Abbildung 5.8: Modifiziertes Blockschaltbild fu¨r ein Polyphasenfilter 1. Ordnung.
letzte Gleichung in ihre Real- und Imagina¨rteile zerlegt, um das modifizierte Blockschalt-
bild 5.8 zu erhalten.
Yr(jω) =
1
jΩ
(AiΨiXr −ΨiYr − [Ωc − Ωi]Yi) , (5.44)
Yi(jω) =
1
jΩ
(AiΨiXi −ΨiYi + [Ωc − Ωi]Yr) . (5.45)
Fu¨r die schaltungstechnische Realisierung eines Polyphasenfilters bieten sich unter an-
derem aktive RC-Filter, gmC-Filter oder auch Switched-Capacitor-Filter an [Heib]. Ent-
scheidend fu¨r die aktiven RC-Filter ist die technologische Verfu¨gbarkeit von genauen,
linearen Widersta¨nden und Kondensatoren. Weil Widersta¨nde in integrierten Schaltun-
gen nur unpra¨zise zu fertigen sind, entwickelte sich die Technik der Switched Capacitor
Filter. Der Widerstand wird hier durch eine geschaltete Kapazita¨t ersetzt. Ein Vorteil
dabei ist die Fla¨chenersparnis. Der wesentliche Nutzen wird jedoch dadurch erreicht,
dass die Filterparameter durch die Taktfrequenz und durch die Kapazita¨tsverha¨ltnisse
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bestimmt werden. Im Gegensatz zu einem RC-Produkt, wo beide Bauelemente a¨hnlich
ungenau und unabha¨ngig voneinander streuen, ist mit einem Verha¨ltnis von zwei iden-
tischen Bauelementen die Genauigkeit und das Matching sehr gut beherrschbar. Pro-
blematisch sind die Effekte, die durch das getaktete System hervorgerufen werden, wie
z.B. Aliasing und zusa¨tzliches Rauschen durch das U¨bersprechen des Taktsignals auf das
Filterausgangssignal [Hed].
5.3.1 Aktives RC-Filter
Das modifizierte Blockschaltbild 5.8, dessen normierte komplexe Pole Ψi und Ωi aus
den Filtertabellen entnommen werden ko¨nnen, ist der Ausgangspunkt bei der Herlei-
tung der aktiven RC-Filterstruktur in Abbildung 5.9. Fu¨r diesen Zweck wird zuna¨chst
die vereinfachte Schaltung eines Polyphasenfilters erster Ordnung mit single-ended Ein-
und Ausga¨ngen betrachtet. Diese Schaltung ist in Abbildung 5.10 dargestellt. Der Ope-
rationsversta¨rker zusammen mit der Impedanz Zi und dem Widerstand Ri/Ai bilden
ein konventionelles Tiefpassfilter. Zi ist hier die Parallelschaltung eines Widerstandes Ri
mit einer Kapazita¨t Ci, die bei der Bestimmung der Eckfrequenz des Filters eingesetzt
werden. Mit dem Faktor Ai wird die Versta¨rkung im Passband festgesetzt. Fu¨r Zi gilt:
Zi =
Ri/jωCi
Ri + 1/jωCi
=
Ri
1 + jωCiRi
· (5.46)
Die Querwidersta¨nde RQi dienen zur Verschiebung auf die Bandpassfrequenz. Der ne-
gative Querwiderstand −RQi aus Abbildung 5.10 wird in der differentiellen Schaltung
(Abb. 5.9) dadurch erreicht, dass die Widersta¨nde zwischen Yi und Xr invertiert ange-
schlossen werden.
Unter Anwendung des Superpositionsprinzips lassen sich die U¨bertragungsfunktionen
fu¨r die einzelnen Einga¨nge bestimmen. Eine Beispielberechnung wird durchgefu¨hrt fu¨r
den Ausgang Yr. Bei einem Kurzschluß von Xi und Yi nach Masse ist die verbleibende
Schaltung ein invertierender Versta¨rker in Bezug auf den Eingang Xr:
Yr
Xr
= − Zi
Ri/Ai
= − Ai
1 + sCiRi
· (5.47)
Gleiche Vorgehensweise gilt auch, wenn als einziges Eingangssignal Yi gewa¨hlt wird:
Yr
Yi
= − Zi−RQi =
Ri/RQi
1 + sCiRi
· (5.48)
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Abbildung 5.9: Schaltungskonzept fu¨r ein Polyphasenfilter 1. Ordnung.
Bezu¨glich des Eingangs Xi bildet sich ein Spannungsteiler:
Yr
Xi
=
Zi
Zi +RQi +Ri/Ai
=
AiRi
Ai(Ri +RQi) +Ri + sCiRi(Ri +RQi)
. (5.49)
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Abbildung 5.10: Schaltung fu¨r ein Polyphasenfilter 1. Ordnung mit single-ended Ein-
und Ausga¨ngen.
Fu¨r die gesamte U¨bertragungsfunktion gilt somit:
Yr =
−Ai
1 + sCiRi
Xr +
AiRi
Ai(Ri +RQi) +Ri + sCiRi(Ri +RQi)
Xi +
Ri/RQi
1 + sCiRi
Yi. (5.50)
Mit dem Superpositionsprinzip werden a¨hnliche U¨bertragungsfunktionen fu¨r die Si-
gnale aus dem modifizierten Blockschaltbild aus Abbildung 5.8 hergeleitet,
Yr
Yi
= −Ωc − Ωi
Ψi + jΩ
= −(Ωc − Ωi)/Ψi
1 + jΩ/Ψi
. (5.51)
Mit dem Vergleich der beiden Gleichungen 5.48 und 5.51 werden folgende Verha¨ltnisse
festgestellt:
Ri
RQi
=
Ωc − Ωi
Ψi
, (5.52)
und mit s→ jω,
ωRiCi =
Ω
Ψi
(5.53)
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Damit gelten fu¨r die Widersta¨nde:
Ri =
1
Ψi ω0Ci
, RQi =
1
(ωc − Ωi ω0)Ci . (5.54)
Die normierten Pole Ψi+ jΩi sind durch den Filtertyp (Butterworth, Chebychev oder
andere) vorgegeben. Durch die Wahl der Kapazita¨t Ci kann das Impedanzniveau und
damit auch der Spannungshub festgelegt werden.
Ein auf diese Weise aufgebautes aktives Polyphasenfilter 5. Ordnung in einer 1,2-µm
CMOS Technologie wird in [CS95] vorgestellt. Die Mittenfrequenz liegt bei 250 kHz. Mit
schaltbaren Widersta¨nden und Kapazita¨ten ko¨nnen sowohl die Versta¨rkung als auch die
Mittenfrequenz variiert werden. Die Spiegelfrequenzunterdru¨ckung ist mit 64 dB deutlich
besser als der Image-Reject Empfa¨nger aus Abschnitt 4.3.1.
5.3.2 gmC-Filter
Eine weitere Mo¨glichkeit bei der Realisierung von Polyphasenfiltern bieten so genannte
gmC-Filter. In der gmC-Technik werden die aktiven Spannungsversta¨rker durch Trans-
konduktanzversta¨rker (Abb. 5.11) ersetzt. Werden die Ein- und Ausgangsimpedanzen
idealerweise unendlich gross angenommen, ist die Steilheit gm eines Transkonduktanz-
versta¨rkers proportional zu einem externen Steuerstrom Ist,
gm = h · Ist. (5.55)
Dieser Zusammenhang gilt allgemein fu¨r Bipolar Transistoren und MOS-Transistoren,
die in der schwachen Inversion (subthreshold) betrieben werden [GSS85]. Fu¨r die Steil-
−
IU+
U −
I st
g m
+ a
(a) Transkonduktanzversta¨rker.
g   (            )
+
U −
U+m U
−
 
aI
−
U
(b) Kleinsignalersatzschaltbild.
Abbildung 5.11: Transkonduktanzversta¨rker mit dem zugeho¨rigen Kleinsignalersatz-
schaltbild.
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Abbildung 5.12: Blockschaltbild eines Polyphasenfilters 1. Ordnung in komplexer Nota-
tion.
heit entsteht eine quadratische Abha¨ngigkeit vom Strom, falls MOS-Transistoren in der
Sa¨ttigung betrieben werden. Die Konstante h ist ein temperatur- und prozessabha¨ngiger
Parameter. Fu¨r den Ausgangsstrom Ia gilt,
Ia = gm · (U+ − U−). (5.56)
Somit ist der Ausgangsstrom eines Transkonduktanzversta¨rkers proportional zur Ein-
gangsdifferenzspannung. Fu¨r einen Entwurf eines Polyphasenfilters in der gmC-Technik
wird die U¨bertragungsfunktion aus Gleichung 5.31 betrachtet. Abbildung 5.12 zeigt diese
Funktion in komplexer Notation. Der gestrichelt gezeichnete Pfad stellt dabei die Fre-
quenzverschiebung dar und der Pfad mit der durchgezogenen Linie bildet einen Tiefpass.
Ein differentieller gmC-Tiefpassfilter nach [GSS85] ist in Abbildung 5.13 zu sehen. Der
Widerstand aus 5.13(a) wird in 5.13(b) mit einem Transkonduktanzversta¨rker ersetzt.
R UaUe
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C
(a) Tiefpassfilter mit einem Transkonduktanz-
versta¨rker.
−
e
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−
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−
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g m2C
−
+
+
U
(b) Widerstand in a) ersetzt durch einen Trans-
konduktanzversta¨rker.
Abbildung 5.13: Differentielles Tiefpassfilter in der gmC-Technik.
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Abbildung 5.14: Schaltung fu¨r die Frequenzverschiebung.
Die U¨bertragungsfunktionen fu¨r die beiden Schaltungen lauten:
Ua
Ue
=
gm1
jωC +
1
R
fu¨r Abb. 5.13(a), (5.57)
Ua
Ue
=
gm1
gm2
· 1
1 + jω
C
gm2
fu¨r Abb. 5.13(b). (5.58)
Die Frequenzverschiebung wird mit der Anordnung in Abbildung 5.14 erreicht. Mit
gm3 = ωcC ergeben sich fu¨r die Stro¨me,
I1 = jω C U, I2 = −ωcC jU, (5.59)
Iges = I1 + I2 = j (ω − ωc)C U. (5.60)
Mit dem gmC-Tiefpassfilter aus Abbildung 5.13(b) und dem Querwiderstand aus Ab-
bildung 5.14 fu¨r die Frequenzverschiebung wird die endgu¨ltige Struktur fu¨r ein differenti-
elles gmC-Polyphasenfilter 1. Ordnung erreicht (Abb. 5.15) Fu¨r ho¨here Ordnungen wird
der gesamte Schaltungsblock mit identischen Blo¨cken kaskadiert.
Die gmC-Filter haben als Hauptvoraussetzung einen mo¨glichst u¨ber den gesamten
Aussteuerbereich linearen Transkonduktanzversta¨rker. Diese Filter sind deshalb in der
Regel etwas ungenauer und nichtlinearer. Allerdings beno¨tigen sie keine Widersta¨nde
und sind sehr platzsparend aufzubauen.
Ein gmC-Polyphasenfilter in einer 0,35-µm CMOS Technologie wird in [AME00] vorge-
stellt. Das Filter kommt in einem Bluetooth Low-IF Empfa¨nger zum Einsatz. In einem
ersten Schritt wird ein CLC Tiefpassfilter in die gmC-Technik umgeformt. Die Induk-
tivita¨t, die sich nur mit schlechter Gu¨te integrieren la¨sst, wird durch eine Gyrator-
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Abbildung 5.15: Differentielles gmC-Polyphasenfilter 1. Ordnung.
C
L
Abbildung 5.16: Nachbildung einer Induktivita¨t mit zwei Gyratoren.
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Abbildung 5.17: Die Gyratoren aus Abbildung 5.16 werden mit Transkonduktanz-
versta¨rkern realisiert.
Schaltung ersetzt. Eine Induktivita¨t mit zwei offenen Anschlu¨ssen wird mit zwei Gy-
ratoren nachgebildet (Abb. 5.16). In Abbildung 5.17 ist die Realisierung der Gyratoren
mit Hilfe von Transkonduktanzversta¨rkern dargestellt.
Abbildung 5.18 zeigt die CLC Tiefpassfilterstufe und die dazugeho¨rige Realisierung in
der gmC-Technik. Werden diese Blo¨cke hintereinander geschaltet, ko¨nnen ho¨here Filter-
ordnungen erreicht werden. Das entsprechende Polyphasenfilter ist in Abbildung 5.19 zu
sehen. Die Transkonduktanzversta¨rker zwischen den beiden Pfa¨den bilden die Querwi-
dersta¨nde.
Auf diese Weise wird in [AME00] ein Polyphasenfilter 7. Ordnung gebaut. Die Band-
passmittenfrequenz und damit die Zwischenfrequenz fu¨r den Empfa¨nger betra¨gt 3 MHz.
Der erste Nachbarkanal wird um 40 dB und das Image um 53 dB unterdru¨ckt. Der
Fla¨chenbedarf auf dem Chip liegt bei 0,374 mm2 und der Leistungsverbrauch ist 7,36 mW.
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Abbildung 5.18: Implementierung eines CLC Tiefpassfilters in der gmC-Technik.
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Abbildung 5.19: Die Querwidersta¨nde in dem gmC-Polyphasenfilter aus [AME00] werden
auch mit Transkonduktanzversta¨rkern implementiert.
5.3.3 Matlab Modell
Die Implementierung des Polyphasenfilters in der Simulation beginnt auch wie bei der
mathematischen Realisierung zuna¨chst mit einem Tiefpassfilterentwurf. MATLAB Funk-
tionen wie buttap, cheb1ap oder ellipap liefern die Pol- und Nullstellen der Numerator und
Denumerator Polynome der U¨bertragungsfunktion im s-Bereich. Als Parameter beno¨ti-
gen diese Funktionen, je nach Filtertyp, die Ordnung und/oder den Ripple im Passband
und Stopband. Die Pole des gewa¨hlten Filtertyps werden dann auf die Zwischenfrequenz
verschoben. Um die eigentliche Filterung durchzufu¨hren, beno¨tigt die MATLAB eigene
filter Funktion die Pol- und Nullstellen der U¨bertragungsfunktion im z-Bereich. Aus die-
sem Grund werden aus den s-Bereich Nullstellen und den verschobenen Polen mit Hilfe
der bilinearen Transformation die entsprechenden z-Bereich Werte entwickelt und an die
filter Funktion weitergegeben. Die zugeho¨rigen MATLAB Funktionen sind im Anhang A
zu finden.
Das polyphasen Kanalfilter hat einen wesentlichen Einfluss auf die Unterdru¨ckung
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Abbildung 5.20: Gleichkanalunterdru¨ckung in Abha¨ngigkeit der Filterbandbreite und
Ordnung.
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Abbildung 5.21: Unterdru¨ckung des ersten Nachbarkanals in Abha¨ngigkeit der Filter-
bandbreite und Ordnung.
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der Gleichkanal- und Nachbarkanalsto¨rer. In den Abbildungen 5.20 und 5.21 ist dieser
Einfluss in Abha¨ngigkeit der Bandbreite und der Ordnung des Filters zu sehen. Bei den
Simulationen handelt es sich um einen polyphasen Bluetooth Low-IF Empfa¨nger. Die
Zwischenfrequenz betra¨gt 1 MHz.
Die durchgezogene Linie in den Abbildungen kennzeichnet die jeweilige Grenze aus der
Bluetooth Spezifikation. Eine steigende Filterbandbreite verbessert die Gleichkanalun-
terdru¨ckung. Das Gegenteil gilt fu¨r die Nachbarkanalunterdru¨ckung. Demnach liegt die
optimale Bandbreite in Bezug auf diese Spezifikationen ungefa¨hr zwischen 1 MHz und
1,45 MHz. Aufgrund von eventuellen Mismatch Effekten in den Schaltungen kann auf
beiden Seiten ein Sicherheitsabstand von 10% eingera¨umt werden. In diesem Fall stellen
1,1 MHz und 1,35 MHz die beiden Grenzwerte dar.
5.4 Reelle und komplexe Signalverarbeitung bei einem
Low-IF Empfa¨nger
Abbildung 5.22 zeigt einen Philips Low-IF Empfa¨nger [MM02] fu¨r GSM. Nur ein Aus-
gangspfad des Polyphasenfilters wird digitalisiert. Im Gegensatz zur komplexen I-Q Si-
gnalverarbeitung wird hier eine reelle Methode bevorzugt. Ziel ist es durch das Einsparen
von Schaltungskomponenten die Chipfla¨che und den Leistungsverbrauch zu reduzieren.
Dem LNA und der Mischerstufe folgt eine AC Kopplung zur DC-Offset Bereinigung.
Die Eckfrequenz betra¨gt 10 kHz. Der A/D Wandler hinter dem Polyphasenfilter ist ein
∆Σ Modulator 5. Ordnung mit einer Taktfrequenz von 26 MHz. Mit einer Dezimation
durch 96 wird die GSM Datenrate von 270,83 kHz erreicht. Das anschließende digitale
Filter dient neben der Kanalselektion auch der Unterdru¨ckung des Quantisierungsrau-
schens des ∆Σ Modulators. Hier wird auch wieder auf die komplexe Ebene gewechselt
bevor in das Basisband heruntergemischt und demoduliert wird.
Bezu¨glich des Leistungsverbrauchs werden insbesondere der A/D Wandler und das
digitale Kanalfilter, deren Verbrauch jeweils mit P1 und P2 bezeichnet werden, hervorge-
hoben. Als Vergleichsbasis dient der Homodynempfa¨nger. Es wird davon ausgegangen,
dass bei dem Homodynempfa¨nger P1 und P2 anna¨hernd gleich groß sind.
Pzif = P1 + P2. (5.61)
Die Differenz des Leistungsverbrauchs zwischen dem A/D Wandler in dem komplexen
Low-IF Empfa¨nger und des homodynen Empfa¨ngers wird vernachla¨ssigbar klein ange-
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Abbildung 5.22: GSM Empfa¨nger mit reeller Signalverarbeitung [MM02].
nommen. Die digitale Filterstruktur im komplexen Low-IF Empfa¨nger verbraucht jedoch
im direkten Vergleich die doppelte Leistung. Da die Filterung unmittelbar nach der Di-
gitalisierung stattfindet, werden -a¨hnlich dem komplexen Mischer aus Abbildung 5.1-
4 FIR Filterblo¨cke fu¨r den komplexen Low-IF Empfa¨nger gebraucht. Der homodyne
Empfa¨nger hingegen kommt mit 2 Filterblo¨cken aus.
PLowIFc = P1 + 2× P2 = Pzif × 150%. (5.62)
Im reellen Low-IF Empfa¨nger sinkt der A/D Wandler Verbrauch um die Ha¨lfte, da
jetzt nur ein Pfad verarbeitet wird. Im Gegensatz zur komplexen Variante besitzt die
reelle Signalverarbeitung ein doppelseitiges Spektrum. Dieser Punkt wird weiter unten
ausfu¨hrlich dargestellt. Damit verbunden ist eine doppelte Bandbreite und eine doppel-
te Taktfrequenz bei den Schaltungen. Der ∆Σ Modulator kann diese Punkte noch mit
geschickten schaltungstechnischen Maßnahmen ausgleichen. Obwohl die digitale Filter-
stufe bei dem reellen Low-IF Empfa¨nger genau wie bei dem Homodynempfa¨nger aus 2
FIR Filterblo¨cken besteht, beno¨tigt sie die doppelte Leistung aufgrund der doppelten
Taktfrequenz.
PLowIFr = P1/2 + 2× P2 = Pzif × 125% = PLowIFc × 83%. (5.63)
Aus diesen theoretischen Betrachtungen schließen die Autoren, daß der reelle Low-IF
Empfa¨nger 17% weniger Leistung verbraucht als der komplexe Empfa¨nger.
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Abbildung 5.23: Reelles und komplexes Spektrum vor dem A/D Wandler.
In den folgenden Untersuchungen werden der reelle und der komplexe Low-IF Empfa¨nger
verglichen. Insbesondere werden die Wahl der Zwischenfrequenz und deren Auswirkun-
gen systematisch betrachtet. Eine derartige Analyse auf Systemebene ist bis dato nicht
bekannt und stellt damit einen neuen Blickpunkt dar. Ergebnisse dieser Untersuchung
wurden in [OSWH03] vero¨ffentlicht.
Die Simulationen wurden fu¨r einen Bluetooth Empfa¨nger durchgefu¨hrt. Das digita-
le Kanalfilter liegt hinter dem Abwa¨rtsmischer. Damit wird das Filter nicht auf der
Zwischenfrequenz sondern im Basisband betrieben. Diese Maßnahme dient auch zur Re-
duzierung des Leistungsverbrauchs.
Abbildung 5.23 zeigt das Spektrum vor dem A/D Wandler. Unter den Kurven ist die
jeweils aktuelle Position innerhalb der Empfa¨ngerkette dargestellt. In Abbildung 5.23
und in den nachfolgenden Spektren ist der Unterschied zwischen der reellen und der
komplexen Signalverarbeitung zu erkennen. Im Gegensatz zur komplexen Variante weist
die reelle Signalverarbeitung ein doppelseitiges Spektralverhalten auf. Das ha¨ngt mit den
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Eigenschaften der Fourier Transformation zusammen,
Re{x[n]} d t |X(ejω)| = |X(e−jω)|. (5.64)
Damit ist das Spektrum einer reellen Zeitfunktion immer symmetrisch zu ω = 0.
Wegen dieser Eigenschaft der Fourier Transformation entsteht bei einer reellwertigen
Signalverarbeitung ein zusa¨tzlicher Spektralanteil bei -1 MHz fu¨r eine Zwischenfrequenz
von 1 MHz.
Nach der Digitalisierung werden die Daten mit Hilfe der komplexen Mischerstufe in
das Basisband u¨bertragen. Fu¨r die reelle Signalverarbeitung reichen zwei Mischer. Im
Falle einer komplexen Verarbeitung werden vier Mischer beno¨tigt. Eine Multiplikation
zwischen zwei komplexen Funktionen ergibt:
y(t) = [xZF,r(t) + jxZF,i(t)] · [xLO,r(t) + jxLO,i(t)], (5.65)
yr(t) = xZF,r(t) · xLO,r(t)− xZF,i(t) · xLO,i(t), (5.66)
yi(t) = xZF,i(t) · xLO,r(t) + xZF,r(t) · xLO,i(t). (5.67)
Aus den letzten beiden Gleichungen 5.66 und 5.67 geht hervor, dass vier Multiplika-
tionen stattfinden mu¨ssen. Werden die Real- und Imagina¨rteilfunktionen im Zeitbereich
mit cos(ω0t) und sin(ω0t) ersetzt, wird eine geschlossene exponentielle Form erreicht.
cos(ω0t) + j sin(ω0t) = exp(jω0t). (5.68)
Die exponentiellen Funktionen ejωZF t und ejωLOt repra¨sentieren die zwei komplexen
Eingangssignale. Bei der Multiplikation zweier Exponentialfunktionen ist das Ergebnis
je nach Vorzeichen entweder die Addition oder Subtraktion der Exponenten.
exp(jωZF t) · exp(jωLO t) = exp[ j (ωZF + ωLO) t ], (5.69)
exp(jωZF t) · exp(−jωLO t) = exp[ j (ωZF − ωLO) t ]. (5.70)
Nach dem Abwa¨rtsmischen in das Basisband u¨bernimmt das digitale Kanalfilter die
Aufgabe zur Unterdru¨ckung des unerwu¨nschten Spiegelfrequenzanteils. Abbildung 5.24
zeigt das Spektrum hinter dem digitalen Kanalfilter. Bei der komplexen Signalverar-
beitung wurde ein Filter erster Ordnung und fu¨r die reelle Variante ein Filter dritter
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Abbildung 5.24: Spektrum nach dem digitalen Kanalfilter.
Ordnung eingesetzt.
Die Auswirkung der unausreichenden Filterung der Spiegelfrequenz wirkt sich negativ
auf die Bitfehlerrate aus. Eine Verbesserung kann sich zeigen, wenn Filter ho¨herer Ord-
nung eingesetzt werden. Die Ordnung ist dabei abha¨ngig von der gewa¨hlten Zwischen-
frequenz. Je ho¨her die ZF desto einfacher ist das Herausfiltern unerwu¨nschter Anteile.
Es ist jedoch zu beachten, dass bei digitalen Schaltungen mit steigender Taktfrequenz
der Leistungsverbrauch auch steigt. Fu¨r das Ziel eines low-power Empfa¨ngers ist es aus
diesem Grund wichtig, die Zwischenfrequenz mo¨glichst niedrig zu halten.
In Abbildung 5.25 ist das endgu¨ltige Spektrum nach der Demodulation und dem Post-
Detection Filter dargestellt. Das doppelseitige Verhalten der reellen Signalverarbeitung
macht sich auch an diesem Punkt bemerkbar. Um die Sto¨reinflu¨sse genu¨gend zu Unter-
dru¨cken, muss daher auch das Tiefpassfilter nach der Demodulation in Betracht gezogen
werden.
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Abbildung 5.25: Spektrum hinter dem Post-Detection Filter.
5.5 Beitrag der Arbeit
Die Eigenschaften des Low-IF Empfa¨ngers in Bezug auf die maximal notwendige Zwi-
schenfrequenz sind systematisch untersucht worden. Zwei mo¨gliche Varianten der Si-
gnalverarbeitung sind verglichen worden. Das doppelseitige Spektralverhalten des re-
ellen Empfa¨ngers liegt in den spektralen Eigenschaften reeller Signale begru¨ndet. Im
Gegensatz zu einem komplexen Signal besitzt ein reelles Signal sowohl im positiven als
auch im negativen Frequenzbereich Spektralanteile. Es entsteht damit ein Imagesignal,
das von dem digitalen Kanalfilter unterdru¨ckt werden muss. Dagegen ist der komplexe
Empfa¨nger von dieser Problematik nicht betroffen
Die Auswirkung der reellen Verarbeitung wird in der Abbildung 5.26 noch einmal
deutlich dargestellt. In dieser Abbildung sind die Signal-Rauschabsta¨nde bei einer Bit-
fehlerrate von 10−3 u¨ber der Zwischenfrequenz aufgetragen. Die Ordnung des digitalen
Kanalfilters wird dabei variiert.
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Abbildung 5.26: Signal-Rausch Abstand in Abha¨ngigkeit der Zwischenfrequenz fu¨r ver-
schiedene Ordnungen des digitalen Kanalfilters.
Wird die reelle Signalverarbeitung verwendet, steigt fu¨r kleine Zwischenfrequenzen
der beno¨tigte Signal-Rauschabstand viel sta¨rker an als bei einer Quadraturverarbeitung.
In diesem Fall wird der Abstand zwischen dem gewu¨nschten Signalspektrum und der
Spiegelfrequenz immer kleiner und die Unterdru¨ckung dieses unerwu¨nschten Spektralan-
teils wird schaltungstechnisch aufwendiger. Auch bei ho¨heren Ordnungen des digita-
len Kanalfilters sind Zwischenfrequenzen unter 1 MHz mit abrupt steigendem Signal-
Rauschabstand verbunden. In Abbildung 5.26 ist zu sehen, dass mit einem Kanalfilter
20. Ordnung eine Zwischenfrequenz von 750 kHz einen noch akzeptablen Signal-Rausch
Abstand liefert.
Die Gu¨te des digitalen Kanalfilters bestimmt damit die untere Grenze der mo¨glichen
Zwischenfrequenz fu¨r einen reellen Low-IF Empfa¨nger.
Die Signal-Rausch Abstandskurve bei der Low-IF Variante mit der komplexen Signal-
verarbeitung bleibt auch bei 500 kHz ZF nahezu konstant. Die Eckfrequenz der AC-
Kopplung, die als Massnahme fu¨r DC-Offsets dient, zusammen mit dem 1/f -Rauschen
verursachen jedoch einen leichten Anstieg der SNR Kurve bei geringen Zwischenfrequen-
zen. Ohne nennenswerten SNR Verlust ist mit dem komplexen Empfa¨nger eine ZF von
500 kHz mo¨glich. Der reelle Empfa¨nger ist in diesem Fall allerdings auch bei ho¨heren
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Filterordnungen nicht mehr anwendbar.
AC-Kopplung und das 1/f -Rauschen sind daher die maßgeblichen Kriterien bei der
Wahl der Untergrenze der ZF im komplexen Low-IF Empfa¨nger.
Bei ho¨heren Zwischenfrequenzen gleichen sich die Kurven an. Fu¨r hohe Frequenzen
na¨hert sich das Verhalten des Low-IF Empfa¨ngers dem des superheterodynen Ansatzes
und die Integrationsproblematik des Kanalfilters wird kritisch. Zudem ist eine niedrigere
Zwischenfrequenz aus Gru¨nden des Leistungsverbrauchs und der Komplexita¨t des A/D-
Wandlers wu¨nschenswert.
Die leistungseffiziente Realisierung des analogen Kanalfilters bestimmt damit fu¨r beide
Varianten der Signalverarbeitung die obere Grenze fu¨r die Wahl der Zwischenfrequenz.
Hiermit wird fu¨r die Wahl der Zwischenfrequenz bei Low-IF Empfa¨ngern ein sys-
tematischer Betrachtungspunkt pra¨sentiert. In der Literatur u¨ber Low-IF Empfa¨nger
bildet diese Untersuchung einen ersten Ansatz fu¨r die Grenzen bei der Wahl der Zwi-
schenfrequenz [OSWH03]. Dabei wurde sowohl die komplex- als auch die reelwertige
Signalverarbeitung in Betracht gezogen.
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6 Erweitertes Demodulationskonzept
mit einem getakteten
Quadrikorrelator
Ausser der Frequenzselektion besteht die zweite wichtige Aufgabe eines Empfa¨ngers in
der Demodulation und Detektion der gesendeten Daten. Dieses Kapitel befasst sich mit
einer analogen Demodulationstechnik. Der Quadrikorrelator Demodulator wird unter-
sucht und es wird ein verbessertes Konzept dargestellt. Fu¨r Anwendungen, die nicht un-
bedingt auf die kleinsten Prozesstechnologien angewiesen sind und eine kostengu¨nstige
Implementierung erzielen, stellt die analoge Demodulation eine Alternative zur digita-
len Variante dar. Einige Beispiele fu¨r solche Systeme wurden im ersten Kapitel in der
Einfu¨hrung vorgestellt.
Frequenzmodulierte Signale tragen die Information in ihren Frequenzschwankungen.
Ihre Amplituden sind dagegen konstant und damit ohne Informationsgehalt. Da fre-
quenzmodulierte Signale eine konstante Einhu¨llende besitzen [Kam96], wird bei der klas-
sischen FM Demodulation eine Einhu¨llenden Demodulation eingesetzt [Kam96]. Um die
Einhu¨llende zu verstehen, wird zuna¨chst das zugeho¨rige analytische Signal eines fre-
quenzmodulierten Signals xFM(t) betrachtet.
xFM(t) = a0 cos
ω0 t+∆Ω t∫
−∞
xBB(τ)dτ + φ0
 , (6.1)
x+FM(t) = xFM(t) + j xˆFM(t). (6.2)
xBB(t) in der Gleichung 6.1 bezeichnet das unmodulierte Basisbandsignal und xˆFM(t)
in 6.2 die Hilberttransformierte von x+FM(t). Die Fouriertransformierte dieses analyti-
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schen Signals ist:
X+FM(jω) =

2XFM(jω) fu¨r ω > 0,
0 fu¨r ω < 0.
(6.3)
Das analytische Signal besitzt nur Komponenten auf der positiven Frequenzachse mit
doppelter Amplitude.Im Zeitbereich ist das analytische Signal x+FM(t) damit folgender-
massen definiert:
x+FM(t) = a0 exp
(
j (ω0 t+∆Ω
∫ t
0
xBB(τ)dτ + φ0)
)
. (6.4)
Um aus x+FM(t) das a¨quivalente Tiefpasssignal xTP (t) zu erhalten, wird das Spektrum
um die Bandpassmittenfrequenz in das Basisband verschoben:
XTP (jω) = X
+
FM(j (ω + ω0)), (6.5)
ω0 sei hier die Bandpassmittenfrequenz. Eine Verschiebung des Spektrums um ω0
bedeutet im Zeitbereich eine Multiplikation mit exp(−jω0 t).
xTP (t) = x
+
FM(t) · exp(−jω0 t). (6.6)
Dieses a¨quivalente Basisbandsignal bezeichnet die komplexe Einhu¨llende von xFM(t).
xTP (t) = xce(t) = a0 exp
(
j (∆Ω
∫ t
0
xBB(τ)dτ + φ0)
)
. (6.7)
Aus der komplexen Einhu¨llenden werden die Demodulationsvorschriften abgeleitet mit
denen xBB(t) zuru¨ckgewonnen wird. Dies geschieht indem die einzelnen Funktionen, die
xce(t) in Gleichung 6.7 definieren, invertiert werden.
d
dt
Im[lnxce(t)] = Im
(
d
dt
[lnxce(t)]
)
= Im
(
x˙ce(t)
xce(t)
)
. (6.8)
Gleichung 6.8 stellt die ideale Demodulationsvorschrift dar. Schaltungen fu¨r die De-
modulation frequenzmodulierter Signale mu¨ssen hiermit diese mathematische Vorschrift
erfu¨llen. Es wird angenommen, dass die Phase unabha¨ngig von der Zeit ist. Im Falle
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einer zeitabha¨ngigen Phase ergibt sich fu¨r Gleichung 6.8:
Im
(
x˙ce(t)
xce(t)
)
=

∆Ω xBB(t) fu¨r φ0 = konstant
∆Ω xBB(t) + ∆ω0 fu¨r φ0 = ∆ω0t.
(6.9)
Fu¨r diesen Fall ist dem demodulierten Signal eine konstante Gro¨ße ∆ω0 u¨berlagert. In
der Schaltung a¨ußert sich diese Gro¨ße durch einen DC-Offset.
6.1 Quadrikorrelator-Demodulator
Die klassische FM Demodulation basiert auf einer FM-AM Umsetzung mit anschlies-
sender Einhu¨llenden Demodulation [Kam96]. Dabei mu¨ssen die Amplitudenvariationen
vor der Demodulation entfernt werden. Diese und weitere analoge Methoden sind auch
fu¨r die Demodulation von FSK Signalen geeignet [Kam96]. FSK Signale ko¨nnen daher
sowohl analog als auch digital demoduliert werden.
Ein bekanntes analoges Verfahren stellt der Quadrikorrelator dar. Abbildung 6.1 zeigt
die Anwendung eines solchen Demodulators in einem polyphasen Low-IF Empfa¨nger
[Hei99]. Die Tra¨geramplitude wird bei einer FM nicht moduliert. Sie entha¨lt aus diesem
Grund keine Information. Damit FM-Demodulatoren nicht auf Sto¨rungen reagieren, die
sich meist als Amplitudenschwankungen a¨ussern, ist eine nichtlineare Signalverarbeitung
auch zula¨ssig.
Fu¨r den Zweck einer Amplitudenbegrenzung dienen die Limiter. Differenzversta¨rker,
die nicht im linearen sondern im begrenzenden Bereich ihrer U¨bertragungsfunktion ar-
beiten, sind als ein Beispiel fu¨r Limiter genannt. In Abbildung 6.2 ist eine typische
U¨bertragungsfunktion eines einfachen bipolaren Differenzversta¨rkers dargestellt. Diese
U¨bertragungfunktion kann allgemein als eine tanh(x) Funktion angena¨hert werden. Sie
ist sowohl fu¨r bipolar als auch fu¨r MOS Implementierungen gu¨ltig.
Limiter ko¨nnen auch als 1-bit Wandler betrachtet werden. Der Leistungsverbrauch bei
einer 1-bit Signalverarbeitung ist geringer als bei einer ho¨heren Auflo¨sung. Ausserdem
ist die Schaltungsrealisierung eines Limiters viel einfacher als die lineare Variante (AGC)
der Amplitudenbegrenzung.
Wird ein Differenzversta¨rker im begrenzenden Bereich seiner U¨bertragungsfunktion
betrieben, ist das Ausgangssignal eine Rechteckfunktion. Abbildung 6.3 zeigt die beiden
Ausgangssignale fu¨r den I- und den Q-Pfad mit dem Phasenunterschied von 90◦. Um
das Ausgangsspektrum zu bestimmen, werden die Rechteckfunktionen zuna¨chst in eine
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Abbildung 6.1: Low-IF Empfa¨nger mit einem Quadrikorrelator-Demodulator [Hei99].
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Abbildung 6.2: U¨bertragungsfunktion eines einfachen bipolaren Differenzversta¨rkers. Ab
einem bestimmten Eingangspegel bleibt der Ausgang ungefa¨hr konstant.
Limitierende Versta¨rker werden in diesem begrenzenden Bereich betrie-
ben.
Fourierreihe entwickelt.
i(t) =
4
pi
∞∑
k=0
(−1)k cos(2k + 1)ωZF t
2k + 1
, (6.10)
q(t) =
4
pi
∞∑
k=0
sin(2k + 1)ωZF t
2k + 1
· (6.11)
Anhand dieser beiden Gleichungen gelten die nachfolgenden Betrachtungen fu¨r eine
reellwertige Signalverarbeitung. Die Autoren aus [DKC+01] sind offensichtlich von die-
ser Methode ausgegangen. Die Zwischenfrequenz wurde bei diesem CMOS Bluetooth
transceiver zu 2 MHz gewa¨hlt. Ein Grund dafu¨r war das einfachere Herausfiltern der
Limiteroberwellen (Kap. 4.3.2). Die daraus entstandenen Fehlschlu¨sse werden erst bei
einer komplexen Betrachtung deutlich. Die Signalverarbeitung auf der komplexen Ebene
wird im Abschnitt 6.3 ausfu¨hrlich behandelt.
Aus den beiden Gleichungen 6.10 und 6.11 geht hervor, dass das Ausgangsspektrum
aus der U¨berlagerung der Fundamentalfrequenz mit den ungeraden Harmonischen be-
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Abbildung 6.3: I-Q Signale am Limiterausgang.
steht.
f = fZF , 3fZF , 5fZF , 7fZF . . . (6.12)
Wa¨hrend die Amplituden der spektralen Komponenten mit dem jeweiligen ungeraden
Faktor abnehmen, steigen auf der anderen Seite die Frequenzhu¨be um diesen gleichen
Faktor.
f{|H(jω)|,∆F} =

AZF , AZF/3, AZF/5 . . .
∆F, 3∆F, 5∆F . . .
(6.13)
Die Fundamentalkomponente bildet das eigentliche von der Amplitudensto¨rung be-
freite FM-Signal. Es ist nur dann verzerrungsfrei wiederzugewinnen, wenn es sich nicht
mit dem nachfolgenden 3fZF Spektrum u¨berlagert. Mit ωBB als die Bandbreite der Fun-
damentalkomponente gilt fu¨r diesen Fall:
ωZF − ωBB
2
< −3ωZF + 3 ωBB
2
, (6.14)
ωBB < ωZF . (6.15)
Die Bluetooth Bitbandbreite betra¨gt 1 MHz. Der Empfa¨nger in Abbildung 6.1 benutzt
eine Zwischenfrequenz von 2 MHz. Dementsprechend ist die Bandbreite-ZF Bedingung
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Abbildung 6.4: Reelles Spektrum am Limiterausgang.
aus Gleichung 6.15 erfu¨llt.
Abbildung 6.4 zeigt das reelle Spektrum am Limiterausgang. Wenn die Bedingung in
Gleichung 6.15 eingehalten wird, ko¨nnen die restlichen Oberwellenspektren mit einem
Tiefpassfilter entfernt werden. Das Oberwellenfilter hinter dem Limiter in Abbildung 6.1
dient zu diesem Zweck.
Nach der Bereinigung des Spektrums bleiben damit nur die Fundamentalkomponenten
in den I- und Q-Pfaden, d.h. sinus- und cosinus-Terme mit einem Index von k = 0
in den Gleichungen 6.10 und 6.11. Unter Anwendung der allgemeinen Formel fu¨r ein
frequenzmoduliertes Signal aus Gleichung 6.1 werden die Signale in den jeweiligen Pfaden
berechnet.
i(t) = cos
ωZF t+∆Ω t∫
0
xBB(τ)dτ
 , (6.16)
q(t) = sin
ωZF t+∆Ω t∫
0
xBB(τ)dτ
 . (6.17)
Die zeitliche Ableitung in dem Demodulator hat die Aufgabe das frequenzmodulierte
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Abbildung 6.5: Realisierung des Differenzierers auf der Zwischenfrequenz [DKI+01].
Signal in ein zusa¨tzlich amplitudenmoduliertes Signal zu formen.
d
dt
i(t) = −[ωZF +∆Ω xBB(t)] · sin
ωZF t+∆Ω t∫
0
xBB(τ)dτ
 , (6.18)
d
dt
q(t) = [ωZF +∆Ω xBB(t)] · cos
ωZF t+∆Ω t∫
0
xBB(τ)dτ
 . (6.19)
Die schaltungstechnische Realisierung des Differenzierers auf der Zwischenfrequenz ist
in der Abbildung 6.5 zu sehen. Die zugeho¨rige U¨bertragungsfunktion lautet:
Ua
Ue
(jω) = −jRC
(
ω − 1
R1C
)
· (6.20)
Die Konstante 1/R1C wird auf die Zwischenfrequenz eingestellt. Mit einer RC Ka-
librierungsschaltung wird ausserdem die Zeitkonstante RC abgestimmt auf die Refe-
renzfrequenz des Kristalloszillators. Am Demodulatorausgang wird anschliessend das
urspru¨ngliche Signal xBB(t) generiert.
i(t)
d
dt
q(t)− q(t) d
dt
i(t) =
1
ωRef
[ωZF +∆Ω xBB(t)] · cos2
ωZF t+∆Ω t∫
0
xBB(τ)dτ

+
1
ωRef
[ωZF +∆Ω xBB(t)] · sin2
ωZF t+∆Ω t∫
0
xBB(τ)dτ

=
1
ωRef
[ωZF +∆Ω xBB(t)],
1
ωRef
= RC. (6.21)
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Abbildung 6.6: Die U¨bertragungskennlinie des Quadrikorrelators liegt punktsymme-
trisch zur Frequenz f=0.
Das Ausgangssignal ist damit im Einklang mit dem theoretischen Ergebnis aus Glei-
chung 6.9. Ein großes Problem, das diese Struktur bewa¨ltigen muss, sind DC-Offsets.
Der Ausgangsamplitudenverlauf des Demodulators u¨ber der Frequenz liefert einen Um-
setzungsfaktor Kdemod, der punktsymmetrisch zur Frequenz f = 0 liegt (Abb. 6.6).
Wegen der Tatsache, dass das Demodulatoreingangssignal sich auf einer Zwischenfre-
quenz befindet, wird am Ausgang ein konstanter Offset u¨berlagert. Der Offset wird dann
u¨blicherweise in einer anschließenden Offset-Korrektur abgeglichen. Dies bedeutet einen
zusa¨tzlichen Aufwand.
Ein weiterer Nachteil entsteht durch das Differenzieren der In-Phase-Komponente und
der Quadratur-Komponente, was im Frequenzbereich einer Multiplikation mit der U¨bert-
ragungsfunktion eines Hochpasses entspricht. Dadurch ergibt sich eine hohe Bandbreite
fu¨r das Rauschen. Erst bei sehr hohen Frequenzen wird das Rauschen aufgrund immer
vorhandener parasita¨rer Kapazita¨ten gefiltert [VWLP01].
Ein zusa¨tzliches Problem verursachen die Mischer in dem Demodulator. DC-Offsets in
den Mischern bewirken ein Durchgreifen der Eingangssignale am Ausgang. Das Demo-
dulatorausgangsspektrum besitzt aus diesem Grund zusa¨tzliche Komponenten bei der
gewa¨hlten Zwischenfrequenz. Abbildung 6.7 zeigt den Durchgriff auf die Zwischenfre-
quenz.
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Amp
ω
   ZF−ω ωZF
Abbildung 6.7: Spektralanteile bei der ZF am Demodulatorausgang entstehen wegen DC-
Offsets in den Mischern.
Die Spektralanteile aufgrund des Durchgriffs auf die Zwischenfrequenz besitzen die
gleiche Bandbreite ωBB wie das demodulierte Basisbandsignal xBB. Diese Tatsache hat
wiederum einen direkten Einfluss auf die Wahl der Zwischenfrequenz,
ωBB
2
< ωZF − ωBB
2
, (6.22)
ωBB < ωZF . (6.23)
Diese Anforderung ist identisch mit der aus Gleichung 6.15. Die bei diesem Konzept
gewa¨hlte Zwischenfrequenz von 2 MHz erfu¨llt damit beide Bedingungen.
Die Probleme mit den Limiter Oberwellen und Mischer Feedthrough Effekten ver-
hindern bei dem FM Diskriminator die Wahl einer kleineren Zwischenfrequenz. Hinzu
kommen DC-Offsets, die proportional zur Zwischenfrequenz steigen.
Eine industrielle Applikation fand diese Architektur unter anderem in einem von der
Firma Broadcom entwickelten Bluetooth Transceiver Chip, der im Abschnitt 4.3.2 vor-
gestellt wurde.
6.2 Quadrikorrelator mit Polyphasenfilter und linearen
Eingangssignalen
Die Punktsymmetrie der Quadrikorrelatorkennlinie zur Frequenz f = 0 bringt den Nach-
teil, dass die Linearita¨t der Demodulatorkennlinie bei Low-IF Empfa¨ngern in einem
breitbandigen Bereich um die Mittelfrequenz f = 0 aufrechterhalten werden muss. Dies
verursacht auf der anderen Seite eine geringe Steilheit der Kennlinie. Abbildung 6.8 bie-
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−k
d / dt
d / dt
k
Q(t)
I(t)
Abbildung 6.8: Ansatz zur Frequenzverschiebung der Quadrikorrelatorkennlinie [Heia].
tet einen Ansatz, um eine Frequenzverschiebung der Demodulatorkennlinie zu erreichen
[Heia]. In der Abbildung 6.9 ist dargestellt, wie eine solche Frequenzverschiebung der
Kennlinie mit Hilfe von Polyphasenfiltern zustande kommen kann.
Ein Polyphasenfilter erster Ordnung in dem Demodulator hat die in Abschnitt 5.3
eingefu¨hrte U¨bertragungsfunktion:
H(jω) =
1
1 + j
ω − ωZF
ωg
· (6.24)
Dabei ist ωZF die Mittenfrequenz und ωg die Eckfrequenz des entsprechenden Tief-
passfilters. Wie in dem Abschnitt 6.1 erla¨utert, ist das Demodulatoreingangssignal si-
nusfo¨rmig wegen des Oberwellenfilters hinter dem Limiter. Wird die komplexe Einhu¨llen-
de xce(t) aus Gleichung 6.7 in einer allgemeineren Form als A exp(jωFM t) zusammenge-
fasst, ergeben sich fu¨r die Signale a′(t) (I-Pfad) und a′′(t) (Q-Pfad) aus Abbildung 6.10:
xce(t) = a
′(t) + j a′′(t) = A exp(jωFM t), (6.25)
xce(t) =

a′(t) = Re[xce(t)] = A cos(ωFM t),
a′′(t) = Im[xce(t)] = A sin(ωFM t).
(6.26)
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Abbildung 6.9: Low-IF Empfa¨nger mit einem Quadrikorrelator Demodulator.
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ja’’(t)
a’(t)
b’(t)
c(t)
jb’’(t)
Abbildung 6.10: Quadrikorrelator mit Polyphasenfiltern zur Frequenzverschiebung der
Demodulatorkennlinie.
Das Ausgangssignal b(t) = b′(t) + j b′′(t) des Polyphasenfilters ist die Faltung des
Demodulatoreingangssignals a(t) mit der Filterimpulsantwort h(t).
b(t) = h(t)⊗ a(t). (6.27)
Die Einhu¨llende xce(t) ist eine Exponentialfunktion. Bei der Faltung der Filterimpul-
santwort h(t) mit xce(t) agiert die Exponentialfunktion xce(t) als die Eigenfunktion des
Systems. Die U¨bertragungsfunktion H(jω) des Filters bildet den dazugeho¨rigen Eigen-
wert [OS89]. Mit der Polyphasenfunktion aus Gleichung 6.24 gilt:
b(t) = H(jωFM) a(t) =
a′(t) + j a′′(t)
1 + j
ωFM − ωZF
ωg
, (6.28)
b(t) =

b ′(t) =
a′(t) + a′′(t)
ωFM − ωZF
ωg
1 +
(ωFM − ωZF )2
ω2g
,
b′′(t) =
a′′(t)− a′(t)ωFM − ωZF
ωg
1 +
(ωFM − ωZF )2
ω2g
·
(6.29)
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Das Demodulatorausgangssignal c(t) setzt sich zusammen aus:
c(t) = j a′′(t)b′(t)− j a′(t)b′′(t). (6.30)
Fu¨r die einzelnen Summanden gilt:
a′′(t)b′(t) =
a′(t)a′′(t) + a′′ 2(t)
ωFM − ωZF
ωg
1 +
(ωFM − ωZF )2
ω2g
, (6.31)
a′(t)b′′(t) =
a′(t)a′′(t)− a′ 2(t)ωFM − ωZF
ωg
1 +
(ωFM − ωZF )2
ω2g
. (6.32)
Damit ergibt sich fu¨r das Ausgangssignal die Beziehung:
⇒ c(t) = j |a(t)|2
ωFM − ωZF
ωg
1 +
(ωFM − ωZF )2
ω2g
. (6.33)
Gleichung 6.33 zeigt, dass die Frequenzinformation in dem demodulierten Signal c(t)
enthalten ist. Die Demodulatorkennlinie ist abha¨ngig von der Bandbreite und der Ord-
nung des verwendeten Filters. Fu¨r ein Polyphasenfilter mit der Ordnung n gilt:
Hn(jω) =
1
1 + j
(
ω − ωZF
ωg
)n = 1− j
(
ω − ωZF
ωg
)n
1 +
(
ω − ωZF
ωg
)2n . (6.34)
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Abbildung 6.11: Einfluss der Ordnung des Polyphasenfilters auf die Demodulatorkennli-
nie. Die Filterbandbreite betra¨gt 1,5 MHz.
Mit der gleichen Vorgehensweise ergibt sich fu¨r b(t),
b(t) = Hn(jωFM) a(t) =

b ′(t) =
a′(t) + a′′(t)
(
ωFM − ωZF
ωg
)n
1 +
(ωFM − ωZF )2n
ω2ng
,
b′′(t) =
a′′(t)− a′(t)
(
ωFM − ωZF
ωg
)n
1 +
(ωFM − ωZF )2n
ω2ng
·
(6.35)
Das demodulierte Signal setzt sich fu¨r diesen Fall zusammen aus:
c(t) = j |a(t)|2
(
ωFM − ωZF
ωg
)n
1 +
(
ωFM − ωZF
ωg
)2n . (6.36)
In Abbildung 6.11 ist die U¨bertragungskennlinie des Quadrikorrelators fu¨r verschiedene
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Abbildung 6.12: Einfluss der Bandbreite des Polyphasenfilters auf die Demodulatorkenn-
linie. Es wurde ein Filter 2. Ordnung gewa¨hlt.
Ordnungen dargestellt. Die Simulation wurde durchgefu¨hrt bei einer Zwischenfrequenz
von 1 MHz und einer Filterbandbreite von 1,5 MHz. In dieser und der na¨chsten Abbildung
6.12 ist zu sehen, dass nun die Demodulatorkennlinie symmetrisch zur Zwischenfrequenz
1 MHz verla¨uft. Mit steigender Ordnung des Polyphasenfilters erho¨ht sich die Steilheit
der Kennlinie. Allerdings sinkt der lineare Bereich um die Zwischenfrequenz.
Wie die Ordnung hat auch die Bandbreite des Polyphasenfilters eine direkte Wirkung
auf die Linearita¨t des Demodulators. Abbildung 6.12 zeigt die Demodulatorkennlinie.
Sie ist zentriert um die Zwischenfrequenz von 1 MHz und hat eine ho¨here Linearita¨t mit
steigender Polyphasenfilter Bandbreite. Bei der Wahl einer geeigneten Bandbreite fu¨r
das Polyphasenfilter muss darauf geachtet werden, dass alle Frequenzvariationen mit ei-
nem gewissen Sicherheitsabstand des gewa¨hlten Systems innerhalb des linearen Bereichs
der Kennlinie liegen. Ein Parameter fu¨r ein Bluetooth System ist der Frequenzhub, der
nominal 160 kHz betra¨gt. Dieser Hub darf allerdings auch nach der Spezifikation bis zu
175 kHz betragen [BT]. Auch Variationen in der Sendefrequenz mu¨ssen beru¨cksichtigt
werden, die bei Bluetooth bis zu 200 kHz groß sein ko¨nnen. Insgesamt muss der lineare
Bereich also mindestens einen 375 kHz Bereich auf jeder Seite der Kennlinie abdecken.
Aus den Gleichungen 6.33 und 6.36 geht hervor, dass im Gegensatz zu dem im Ab-
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Abbildung 6.13: Quadrikorrelator Ausgangsspektrum fu¨r ein sinusoidales Eingangssignal
bei einer Zwischenfrequenz von 2 MHz.
schnitt 6.1 behandelten FM-Diskriminator eine zusa¨tzliche u¨berlagerte Gro¨ße nicht vor-
handen ist (vgl. Gl. 6.21). Allerdings erschweren weiterhin Offsetprobleme aufgrund von
Mischer Feedthrough Effekten die Wahl einer niedrigeren Zwischenfrequenz. In Abbil-
dung 6.13 ist das Ausgangsspektrum des Quadrikorrelators mit Offset Effekten darge-
stellt.
6.3 Betrachtung des Quadrikorrelators auf der
komplexen Ebene
Fu¨r den Quadrikorrelator stellt sich die Frage, ob nicht noch mehr Leistung gespart
werden kann, damit diese Lo¨sungen fu¨r leistungs- und fla¨cheneffiziente Applikationen
interessant werden. Dazu geho¨ren sowohl Vereinfachungen in der Struktur, als auch die
Wahl einer niedrigeren Zwischenfrequenz. Aus diesem Grund mu¨ssen die zwei Themen
Limiter Oberwellen und Offsets in den Mischern noch einmal na¨her betrachtet werden.
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Die Limiterausgangssignale fu¨r den I- und den Q-Pfad sind:
i(t) =
4
pi
∞∑
k=0
(−1)k cos(2k + 1)ωZF t
2k + 1
, (6.37)
q(t) =
4
pi
∞∑
k=0
sin(2k + 1)ωZF t
2k + 1
. (6.38)
Das Ausgangsspektrum in den einzelnen Pfaden besteht aus der U¨berlagerung der
Fundamentalkomponente mit den ungeraden Harmonischen. Um eine korrekte Demodu-
lation zu gewa¨hrleisten, setzen die im letzten Kapitel vorgestellten analogen Demodula-
torstrukturen Oberwellenfilter ein.
Werden die U¨berlegungen aus Abschnitt 4.2 in Betracht gezogen, bildet die I-Q Si-
gnalverarbeitung eine orthogonale Ebene. Bei einer komplexen Signalverarbeitung liefert
der komplexe Operator ‘j’ die notwendige Orthogonalita¨t zwischen der reellen und der
imagina¨ren Ebene. Somit gilt fu¨r das komplexe Limiterausgangssignal ylim(t):
ylim(t) = i(t) + j q(t), (6.39)
=
4
pi
∞∑
k=0
(−1)k cos[(2k + 1)ωZF t]
2k + 1
+ j
4
pi
∞∑
k=0
sin[(2k + 1)ωZF t]
2k + 1
. (6.40)
Aus dieser Addition der zwei Fourierreihen wird nur eine einzige Instanz mit dem
Index ‘m’ betrachtet:
cm =
4
pi
(
(−1)m cos[(2m+ 1)ωZF t]
2m+ 1
+ j
sin[(2m+ 1)ωZF t]
2m+ 1
)
. (6.41)
Die Sinus-Funktion ist eine ungerade Funktion. Das bedeutet, dass y = sin(x) einen
asymmetrischen Verlauf um den Punkt x = 0 hat. Allgemein gilt fu¨r ungerade Funktionen
fu(x):
fu(x) = −fu(−x). (6.42)
Die Cosinus-Funktion ist hingegen eine gerade Funktion. Die Funktion y = cos(x) hat
einen symmetrischen Verlauf um den Punkt x = 0. Fu¨r gerade Funktionen fg(x) gilt:
fg(x) = fg(−x). (6.43)
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ZFωZF 5
A/3
ZFω
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Abbildung 6.14: Ausgangsspektrum eines Limiters bei einer komplexen Signalverarbei-
tung.
Unter Anwendung dieser Eigenschaften auf Gleichung 6.41 folgt:
cm =
4
pi
(
(−1)m cos[(−1)
m(2m+ 1)ωZF t]
2m+ 1
+ j(−1)m sin[(−1)
m(2m+ 1)ωZF t]
2m+ 1
)
,
=
(−1)m
2m+ 1
exp
(
j(−1)m (2m+ 1)ωZF t
)
. (6.44)
Wird demnach das Signalspektrum auf der komplexen Ebene betrachtet, gibt es neben
der Fundamentalkomponente bei der Zwischenfrequenz auch ungerade Harmonische bei
alternierendem Vorzeichen (fZF ,−3fZF , 5fZF ,−7fZF . . .). Dieses Resultat ist in Abbil-
dung 6.14 zu sehen. Werden die I und Q Pfade einzeln betrachtet, liegt das na¨chstgelegene
Sto¨rspektrum bei (Vgl. Abb. 6.4):
3fZF − fZF = | − fZF − fZF | = 2fZF . (6.45)
Im Falle einer komplexen Signalverarbeitung ist diese Entfernung doppelt so groß.
5fZF − fZF = | − 3fZF − fZF | = 4fZF . (6.46)
Diese mathematische U¨berlegung hat eine sehr große schaltungstechnische Bedeutung.
Das Oberwellenfilter hinter dem Limiter wird obsolet. Dieses Filter hat die Aufgabe das
Sto¨rspektrum bei 3fZF zu entfernen. Jedoch existiert dieser spektrale Anteil bei einer
orthogonalen Signalverarbeitung nicht. Somit kann das Oberwellenfilter komplett einge-
spart werden. Diese simple Maßnahme bringt den deutlichen Vorteil einer reduzierten
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Chipfla¨che und einem niedrigeren Leistungsverbrauch. In Abbildung 6.15 ist diese Mo-
difikation in der Empfa¨ngerstruktur dargestellt.
6.3.1 Quadrikorrelator mit limitierten Eingangssignalen
In einem weiteren Schritt muss noch u¨berpru¨ft werden, wie der Quadrikorrelator Demo-
dulator auf limitierte Eingangssignale reagiert. Eine weitere Frage ist, ob die Sto¨rspektren
bei 4×ZF Entfernung noch ausreichend von dem Polyphasenfilter im Quadrikorrelator
geda¨mpft werden ko¨nnen. Mit den identischen Signalbezeichnungen wie in Abbildung
6.10 gilt fu¨r die komplexe Einhu¨llende:
xce(t) =
∞∑
i=0
A · exp[(−1)
i · j (2i+ 1)ωFM t]
2i+ 1
, (6.47)
wobei A eine konstante Gro¨ße darstellt. Fu¨r eine bessere U¨bersicht wird die Exponenti-
alfunktion kompakter dargestellt,
xi = (−1)i · (2i+ 1), (6.48)
exp[(−1)i · j (2i+ 1)ωFM t] = exp[j xi ωFM t]. (6.49)
Das Ausgangssignal des Polyphasenfilters im Quadrikorrelator ist damit,
b(t) = H(jωFM)xce(t) =
a′(t) + j a′′(t)
1 + j
ωFM − ωc
ωg
(6.50)
b(t) =
∞∑
k=0
A ·H(jxk ωFM) · exp(jxk ωFM t)
2k + 1
. (6.51)
Wird das Demodulatorausgangssignal c(t) aus Gleichung 6.30 umgeformt,
c(t) = j a′′(t)b′(t)− j b′′(t)a′(t), (6.52)
= Im[a(t)]Re[b(t)]−Re[a(t)]Im[b(t)], (6.53)
= Im[a(t)b∗(t)]. (6.54)
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Abbildung 6.15: Bei Betrachtung der orthogonalen I-Q Ebene kann das Oberwellenfilter
nach dem Limiter gespart werden.
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Fu¨r die Multiplikation des Eingangssignals mit dem konjugiert komplexen Polypha-
senfilter Ausgangssignal gilt,
a(t) · b∗(t) =
∞∑
i=0
A · exp(jxi ωFM t)
2i+ 1
·
∞∑
k=0
A ·H∗(jxk ωFM) · exp(−j xk ωFM t)
2k + 1
,
= A2
∞∑
i=0
∞∑
k=0
H∗(jxk ωFM) · exp(jxi ωFM t) · exp(−j xk ωFM t)
(2i+ 1)(2k + 1)
, (6.55)
= A2
∞∑
i=0
∞∑
k=0
H∗(jxk ωFM) · exp[j (xi − xk)ωFM t]
(2i+ 1)(2k + 1)
. (6.56)
Fu¨r gleiche Indizes i = k verschwindet der Exponentialterm und es bleiben nur Si-
gnalanteile im Basisband u¨brig.
i = k = 0 ⇒ c(t) = A2 · Im[H∗(jωFM)], (6.57)
i = k = 1 ⇒ q(t) = A
2
9
· Im[H∗(−j 3ωFM)], (6.58)
i = k = 2 ⇒ q(t) = A
2
25
· Im[H∗(j 5ωFM)], (6.59)
. . . . . . . . .
Fu¨r i = k = 0 ist das Ausgangssignal damit,
c(t) = jA2
ωFM − ωc
ωg
1 +
(ωFM − ωc)2
ω2g
. (6.60)
In dieser Gleichung ist die Frequenzinformation des urspru¨nglich modulierten Signals
enthalten. Somit kann der Quadrikorrelator auch als Demodulator bei limitierten Ein-
gangssignalen eingesetzt werden.
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Fu¨r i 66= k entstehen Sinusschwingungen,
i = 1, k = 0 ⇒ c(t) = A
2
3
· Im[H∗(jωFM) · exp(−j 4ωFM t)], (6.61)
i = 0, k = 1 ⇒ q(t) = A
2
3
· Im[H∗(−j 3ωFM) · exp(j 4ωFM t)], (6.62)
i = 1, k = 2 ⇒ q(t) = A
2
15
· Im[H∗(j 5ωFM) · exp(−j 8ωFM t)], (6.63)
. . . . . . . . .
Fu¨r i = 1, k = 0 ergibt sich daraus,
c(t) = j
A2
3
·

ωFM − ωc
ωg
1 +
(ωFM − ωc)2
ω2g
· cos(4ωFM t)− sin(4ωFM t)
1 +
(ωFM − ωc)2
ω2g
 . (6.64)
Die Spektralanteile bei ±4ωZF werden mit dem Ausgangstiefpassfilter herausgefiltert.
Weitere Anteile mit unterschiedlichen Indizes besitzen eine ho¨here Schwingungsfrequenz.
Sie fallen damit auch in den Da¨mpfungsbereich des Tiefpassfilters und werden unter-
dru¨ckt.
Um eine allgemeine Formel fu¨r das Ausgangssignal zu erhalten mu¨ssen noch Polypha-
senfilter mit ho¨herer Ordnung betrachtet werden. Dafu¨r wird die Filteru¨bertragungsfunk-
tion aus der Gleichung 6.34 eingesetzt. In diesem Fall ergibt sich fu¨r das Ausgangssignal
bei i = k = 0,
c(t) = jA2
(
ωFM − ωc
ωg
)n
1 +
(
ωFM − ωc
ωg
)2n . (6.65)
Mit der a¨hnlichen Vorgehensweise ko¨nnen auch die Formeln fu¨r ungleiche i und k
Werte angepasst werden. Aus Gleichung 6.64 wird,
c(t) = j
A2
3
·

(
ωFM − ωc
ωg
)n
1 +
(
ωFM − ωc
ωg
)2n · cos(4ωFM t)− sin(4ωFM t)
1 +
(
ωFM − ωc
ωg
)2n
 . (6.66)
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Abbildung 6.16: Einfluss der Ordnung des Polyphasenfilters auf die Demodulator-
kennlinie mit limitiertem Eingangssignal. Die Filterbandbreite betra¨gt
1,5 MHz.
Abbildung 6.16 zeigt die U¨bertragungskennlinie des Quadrikorrelators fu¨r verschiedene
Ordnungen des Polyphasenfilters. A¨hnlich wie bei Abbildung 6.11 wurde die Simulation
bei der Zwischenfrequenz von 1 MHz und der Filterbandbreite von 1,5 MHz durchgefu¨hrt.
Die Demodulatorkennlinie verla¨uft in diesem Fall wieder symmetrisch zur Zwischenfre-
quenz 1 MHz. Auch bei einem limitierten Eingangssignal ist die Wahl der Ordnung des
Polyphasenfilters ein Kompromiss zwischen der Steilheit der Demodulatorkennlinie und
dem linearen Bereich um die Zwischenfrequenz.
6.4 Die Chopping-Technik
Um den Leistungsverbrauch zu reduzieren, geht der Trend in der IC Entwicklung zu
Schaltungskonzepten, die mit einer geringeren Versorgungsspannung auskommen. Dabei
werden Probleme mit DC-Offsets und niederfrequentem Rauschen (1/f) immer wichti-
ger, da sie den dynamischen Bereich (headroom) der Schaltungen negativ beeinflussen.
Auch die Realisierung einer gewu¨nschten Versta¨rkung wird wegen geringerer Versor-
gungsspannung und kleinerem headroom schwieriger.
114
6.4 Die Chopping-Technik
 
t
m(t)
1
G
m(t)
y(t)
n(t)
m(t)
x(t)
−1
Abbildung 6.17: Prinzip der Chopping Technik. Das Chopping-Signal m(t) ist eine
Rechteckfunktion. Das 1/f Rauschen und Offset Effekte sind in der
Funktion n(t) zusammengefasst.
Die Chopping-Technik bietet eine Mo¨glichkeit, um solche unerwu¨nschte Einflu¨sse aus-
zugleichen. Bei dieser Technik wird das Eingangssignal auf eine ho¨here Frequenz mo-
duliert, bei der 1/f -Rauschen und DC-Offsets keinen Einfluss mehr haben. Das Signal
wird auf dieser Frequenz verarbeitet und anschliessend wieder heruntergemischt. Diese
Grundidee ist in Abbildung 6.17 dargestellt. Abbildung 6.18 zeigt die Anwendung der
Chopping-Technik bei dem Quadrikorrelator Demodulator. Das Signal n(t) in Abbildung
6.17 definiert den Offset und das 1/f -Rauschen zusammen.
n(t) = n1/f(t) + noffset. (6.67)
Das modulierende Signal m(t) ist eine Rechteckfunktion mit den Werten ±1 und der
Frequenz fch. Um keine aliasing Effekte zu haben, sollte wegen der Nyquist Bedingung
die Chopping-Frequenz fch mindestens doppelt so gross sein wie die Frequenz des Ein-
gangssignals.
Da m(t) nur die Werte ±1 annimmt, ist das Quadrat dieser Funktion immer gleich
eins. Das Ausgangssignal setzt sich zusammen aus:
y = (x ·m+ n) ·G ·m, (6.68)
= x ·G+G · n ·m mit m2 = 1. (6.69)
Gleichung 6.69 zeigt, dass sich fu¨r das Eingangssignal nichts a¨ndert. Es wird mit dem
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c(t)
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Abbildung 6.18: Der gechoppte Quadrikorrelator.
Faktor G versta¨rkt. Der Offset und das 1/f -Rauschen hingegen werden zusa¨tzlich mit
m(t) multipliziert.
Um die spektralen Auswirkungen des Chopping-Vorgangs zu untersuchen, wird noch
einmal die Leistungsdichtefunktion verwendet.M(f) sei die spektrale Leistungsdichte des
Chopping-Signalsm(t). Fu¨r die Funktionm(t) und ihre zugeho¨rige Fouriertransformierte
M(f) gilt:
m(t) =
2
j pi
∞∑
k=−∞
1
2k + 1
exp(j (2k + 1)ωch t), (6.70)
d tM(f) = 2
j pi
∞∑
k=−∞
1
(2k + 1)
δ
(
f − 2k + 1
Tch
)
. (6.71)
Der Term Tch in der Gleichung 6.71 bezeichnet die Periode des Chopping-Signals m(t).
Das Leistungsdichtespektrum ist das Betragsquadrat der spektralen Leistungsdichte aus
der Gleichung 6.71.
|M(f)|2 = 4
pi2
∞∑
k=−∞
1
(2k + 1)2
δ
(
f − 2k + 1
Tch
)
. (6.72)
Zuna¨chst wird die spektrale Verschiebung des 1/f -Rauschens behandelt. Die Leis-
tungsdichte des 1/f -Rauschens wird definiert durch [San99]:
S1/f =
c
f
. (6.73)
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Die Konstante c in dieser Gleichung bezeichnet einen Prozess und Geometrie abha¨ngi-
gen Faktor. Nach der Versta¨rkung und der Multiplikation mit m(t) ergibt sich am Aus-
gang fu¨r die Leistungsdichte des 1/f -Rauschens:
Syy, 1/f =
∣∣S1/f |G(f)|2∣∣⊗ |M(f)|2, (6.74)
=
4
pi2
∞∑
k=−∞
1
(2k + 1)2
∣∣∣∣G(f − 2k + 1Tch
)∣∣∣∣2 S1/f(f − 2k + 1Tch
)
, (6.75)
= c
4
pi2
∞∑
k=−∞
1
(2k + 1)2
∣∣∣∣G(f − 2k + 1Tch
)∣∣∣∣2 1|f − (2k + 1)fch| . (6.76)
|G(f)|2 bezeichnet das Leistungsdichtespektrum des Versta¨rkers aus Abbildung 6.17.
Fu¨r eine vereinfachte Berechnung gelte fu¨r den Versta¨rker ein Tiefpassverhalten erster
Ordnung,
G(f) =
1
1 + j f/f3dB
. (6.77)
Die DC-Versta¨rkung ist hier 0 dB. Der Term f3dB stellt die 3-dB Eckfrequenz dar. Wird
die Funktion fu¨r Leistungsdichtespektrum des Versta¨rkers aus der letzten Gleichung in
die Gleichung 6.76 eingesetzt,
Syy, 1/f = c
4
pi2
∞∑
k=−∞
1
(2k + 1)2
1
1 +
(
f − (2k + 1)fch
f3dB
)2 1|f − (2k + 1)fch| . (6.78)
Die 3-dB Eckfrequenz des Versta¨rkers ist im Vergleich zu dem betrachteten Frequenz-
bereich sehr hoch (f3dB >> fZF ). Daher gilt fu¨r die Gleichung 6.78 na¨herungsweise,
Syy, 1/f ≈ c 4
pi2
∞∑
k=−∞
1
(2k + 1)2
1
|f − (2k + 1)fch| . (6.79)
Bei niedrigen Frequenzen, bei denen das 1/f -Rauschen wichtig ist, wird der Rauschein-
fluss somit verringert.
Die Chopping-Technik ist bei der Beseitigung unerwu¨nschter Offsets eine effektive
Methode. Liegt eine Offset-Spannung Uos vor, gilt fu¨r die Ausgangsspannung,
Uy, os(f) = UosG(f)⊗ 2
j pi
∞∑
k=−∞
1
(2k + 1)
δ
(
f − 2k + 1
Tch
)
. (6.80)
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CLK+
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CLK−
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Abbildung 6.19: Anwendung der Chopping Technik [SNW97].
Die Ausgangsspannung entha¨lt keine DC-Komponente. Die Offsetspannung hat ledig-
lich einen Einfluss auf die ungeraden Oberwellen der Chopping-Frequenz. Dieser Effekt
bleibt allerdings ohne Wirkung, da ein Tiefpassfilter am Ausgang des Systems diese
Frequenzkomponenten herausfiltert.
Abbildung 6.19 zeigt eine schaltungstechnische Mo¨glichkeit fu¨r die Multiplikation
mit dem Chopping-Signal m(t) [SNW97]. Das Chopping-Signal liegt an den beiden
Takteinga¨ngen CLK+ und CLK-. Damit werden die Gates der Transistoren M1-M4
gesteuert. Bei einer positiven Taktflanke leiten die Transistoren M1 und M2 das Aus-
gangssignal des Polyphasenfilters weiter an den Mischereingang. Eine negative Taktflanke
bewirkt, dass M3 und M4 leiten. Somit erscheint der Filterausgang mit einem Vorzei-
chenwechsel an dem Mischereingang.
Die Transistoren M1-M4 bilden nur einen der Schalter aus Abbildung 6.18. Diese Kon-
stellation wird hinter beiden Poyphasenfiltern und am Ausgang des Quadrikorrelators
eingesetzt.
6.5 Beitrag der Arbeit
Abbildung 6.20 pra¨sentiert die neuartige Low-IF Empfa¨ngerstruktur mit dem gechoppten
Quadrikorrelator als analogem Demodulator [OKS+04]. Diese modifizierte Architektur
bringt wesentliche Vorteile gegenu¨ber dem klassischen Quadrikorrelator (Abb. 6.1) oder
den Quadrikorrelator mit Polyphasenfiltern (Abb. 6.9).
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Abbildung 6.20: Die neuwertige Empfa¨ngerstruktur [OKS+04].
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Abbildung 6.21: Ausgangsspektrum des gechoppten und des ungechoppten Quadrikorre-
lators bei einer ZF von 1 MHz.
Wird die Signalverarbeitung auf einer komplexen Ebene betrachtet, was bei einer I-
Q Struktur praktikabel ist, kann auf den Einsatz eines Oberwellenfilters hinter dem
Limiter verzichtet werden. Die Oberwellen sind um die vierfache Zwischenfrequenz von
dem gewu¨nschten Signal entfernt (vgl. Abb. 6.14) und werden durch die s-Kurve der
Demodulatorkennlinie geda¨mpft.
Offsetprobleme aufgrund von Mischer Feedthrough Effekten verursachen spektrale
Komponenten bei der Zwischenfrequenz. Die Anwendung der Chopping Technik bei dem
Quadrikorrelator verlagert mit einem kleinen schaltungstechnischen Aufwand diese un-
erwu¨nschten Komponenten auf eine ho¨here Frequenz. Dieser Effekt ist in Abbildung 6.21
zu sehen. Wie in Abbildung 6.13 wurden zur besseren Visualisierung in dieser und in
den nachfolgenden spektralen Darstellungen hohe Offsets gewa¨hlt. Die Spektralanteile
bei 1 MHz wegen Offsets in den Mischern werden auf 2 MHz moduliert. Die Anfor-
derungen an das nachfolgende Tiefpassfilter werden dadurch gesenkt. In der Schaltung
werden fu¨r diesen Zweck einfach zu realisierende Transistorschalter benutzt. Die Takt-
frequenz dieser Schalter muss aufgrund der Nyquist Anforderung mindestens doppelt
so gross sein, wie die Zwischenfrequenz. Innerhalb des ICs wird daher keine zusa¨tzliche
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Abbildung 6.22: Bitfehlerraten fu¨r den Quadrikorrelator bei einer ZF von 1 MHz.
Taktgenerierung gebraucht, da der Systemtakt dieser Anforderung genu¨gt.
Abbildung 6.22 zeigt die zugeho¨rigen Bitfehlerraten des klassischen Quadrikorrelators
und der gechoppten Variante. Bei einer Bitfehlerrate von 10−3 liegt der Signal-Rausch
Abstand des neuen Quadrikorrelators bei etwa 13 dB. Dieser Wert ist damit um 1,5 dB
besser als der des klassischen Demodulators.
Mit dem gechoppten Quadrikorrelator ist es auch mo¨glich, eine Zwischenfrequenz, die
kleiner ist als die Signalbandbreite, zu wa¨hlen. Theoretisch gesehen ist 750 kHz eine
ZF, bei der die Oberwellen noch keine Einflu¨sse haben. Sie bildet allerdings die untere
Grenze (Abb. 6.23). Die fu¨nfte Oberwelle bei einer Zwischenfrequenz von 750 kHz tritt
bei 5× 750 kHz = 3, 75 MHz auf. Gleichzeitig verfu¨nffacht sich auch die Bandbreite. Bei
einem Bluetooth Signal bedeutet das eine Bandbreite von 5 MHz.
750 kHz +
1MHz
2
= 5× 750 kHz− 5× 1MHz
2
= 1, 25MHz, (6.81)
ZF +
fBB
2
= 5× ZF − 5× fBB
2
. (6.82)
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Abbildung 6.23: 750 kHz bildet bei einer komplexen Signalverarbeitung eine theoretische
Mindestgrenze fu¨r die Zwischenfrequenz.
Die Zwischenfrequenz in Abbildung 6.24 betra¨gt 750 kHz. Die Offset Anteile werden
bei dem gechoppten Quadrikorrelator auf 1,5 MHz verlagert. Durch die anschließende
Tiefpassfilterung werden diese Anteile unterdru¨ckt. Ohne die Chopping Technik bleibt
das Offsetspektrum bei 750 kHz und kann auch nach dem Post-Detection Filter nicht
ausreichend unterdru¨ckt werden.
Abbildung 6.25 zeigt die Simulationsergebnisse der zugeho¨rigen Bitfehlerraten fu¨r eine
ZF von 750 kHz. Bei dieser Mindestgrenze der Zwischenfrequenz zeigt der neue Qua-
drikorrelator seine besondere Sta¨rke. Zwischen beiden Varianten gibt es diesmal einen
Unterschied im SNR von etwa 5,5 dB. Der klassische Quadrikorrelator braucht einen
deutlich ho¨heren Signal-Rausch Abstand fu¨r eine Bitfehlerrate von 10−3, da die Sto¨rer
wegen Offsets na¨her geru¨ckt sind und das gewu¨nschte Signalspektrum sta¨rker beein-
flussen. Die gechoppte Struktur verlagert diese Komponenten und der Signal-Rausch
Abstand bleibt unvera¨ndert im Vergleich zu einer Zwischenfrequenz von 1 MHz.
Mit sinkender Zwischenfrequenz na¨hern sich die Spektralanteile bedingt durch Off-
sets in den Multiplizierern des Quadrikorrelators immer mehr dem demodulierten Ba-
sisbandspektrum. Dieser Vorgang hat einen negativen Einfluss auf die Gleichkanalunter-
dru¨ckung. Bei steigender Gro¨ße der Offsets ist in Abbildung 6.26 ersichtlich, dass die
Bluetooth Spezifikationsgrenze fu¨r die Gleichkanalunterdru¨ckung bei einem klassischen
Quadrikorrelator erreicht wird. Diese Grenze betra¨gt 11 dB. Der gechoppte Demodula-
tor zeigt auch in diesem Fall seine Robustheit gegenu¨ber solchen Sto¨rungen und bleibt
u¨ber die gesamte Offseta¨nderung weitestgehend stabil. Die beiden Abbildungen 6.25 und
6.26 demonstrieren damit die Vorteile dieses neuen Ansatzes fu¨r den Quadrikorrelator
Demodulator.
Das im Rahmen dieser Arbeit vorgeschlagene Low-IF Empfa¨ngerkonzept ermo¨glicht
eine leistungseffiziente und fla¨cheneffiziente Implementierung in CMOS Technologien mo-
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Abbildung 6.24: Ausgangsspektrum fu¨r gechoppten und ungechoppten Quadrikorrelator
bei einer ZF von 750 kHz.
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Abbildung 6.25: Bitfehlerraten fu¨r den Quadrikorrelator bei einer Zwischenfrequenz von
750 kHz.
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Abbildung 6.26: Co-Channel Performance des gechoppten und ungechoppten Quadrikor-
relators bei Offsets.
derater Strukturgro¨ße, d.h. in CMOS Knoten mit Gatela¨ngen im Bereich von 180 nm bis
350 nm. Diese Technologien sind insbesondere fu¨r Anwendungen mit kleineren Stu¨ck-
zahlen im industriellen oder medizinischen Bereich interessant.
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In dieser Arbeit wurde eine systematische Untersuchung des Low-IF Empfa¨ngers in Bezug
auf die maximal notwendige Zwischenfrequenz vorgestellt. Neben einer geeigneten Wahl
der ZF lag ein weiterer wichtiger Schwerpunkt bei mo¨glichen Verbesserungen in der
Architektur und der Gestaltung von neuen erweiterten Konzepten innerhalb der Low-IF
Empfa¨ngerstruktur.
Fu¨r leistungs- und fla¨cheneffiziente Systeme bietet die digitale Frequenzmodulation
FSK einen Kompromiss zwischen Datenu¨bertragung und einfacher Empfa¨ngerarchitek-
tur. Die auf GMSK und GFSK basierenden drahtlosen Funkstandards DECT und Blue-
tooth wurden kurz zusammengefasst. Wichtige Eckdaten aus den jeweiligen Spezifika-
tionen wurden dargestellt.
Unterschiedliche Empfa¨nger Architekturen fu¨r frequenzmodulierte drahtlose Kommu-
nikationstechnologien wurden diskutiert. Neben dem Low-IF Empfa¨nger sind hier un-
ter anderem der heterodyne und der homodyne Ansatz behandelt worden. Desweiteren
wurden die wichtigsten Parameter eines Empfa¨ngers wie Empfindlichkeit, Intermodula-
tionsprodukte, Interzeptpunkte und Dynamikbereich dargestellt.
Fu¨r die Simulationen wurde eine Darstellung im a¨quivalenten Basisband gewa¨hlt, die
zu tolerierbaren Simulationszeiten gefu¨hrt hat. Ein wichtiger Aspekt bei dem Simulati-
onsmodell war das Rauschen. Die Sto¨rungen u¨ber einem reellen Kanal werden mit einem
additiven weißen Gaussrauschen modelliert. Aus dieser Grundidee des AWGN-Kanals
wurde der Zusammenhang zwischen dem Signal-Rausch Abstand SNR und des u¨berla-
gerten Rauschsignals hergestellt.
Um das Imagesignal auf der Zwischenfrequenz zu unterdru¨cken, kommen bei einem
Low-IF Empfa¨nger komplexwertige Polyphasenfilter zum Einsatz. Bei der Modellierung
dieser spektral unsymmetrischen Filter wurde von einer Tiefpassu¨bertragungsfunkti-
on ausgegangen und diese Funktion anschliessend auf die gewu¨nschte Bandpassmitten-
frequenz verschoben. Schaltungstechnische Realisierungsmo¨glichkeiten mit aktiven RC-
Filtern sowie mit gmC-Filtern wurden vorgestellt.
Um Leistungsverbrauch und Chipfla¨che zu optimieren, gibt es auch Ansa¨tze, die ei-
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Reeller Empfa¨nger Komplexer Empfa¨nger
Obere Grenze Integrierbares Integrierbares
Analoges Kanalfilter Analoges Kanalfilter
Untere Grenze Digitales Kanalfilter AC-Kopplung, 1/f -Rauschen
Tabelle 7.1: Physikalische Grenzen bei der Wahl der Zwischenfrequenz fu¨r einen linearen
Low-IF Empfa¨nger
ne reellwertige Signalverarbeitung bei dem Low-IF Empfa¨nger bevorzugen. Die dabei
auftretenden reellwertigen Signale zeigen im Gegensatz zu einem komplexwertigen Si-
gnal sowohl im positiven als auch im negativen Frequenzbereich Spektralanteile. Somit
entsteht neben dem gewu¨nschten Spektrum ein zusa¨tzliches unerwu¨nschtes Imagesignal.
Die Unterdru¨ckung dieses Signalanteils ist die Aufgabe des digitalen Kanalfilters. Die im
Rahmen dieser Arbeit durchgefu¨hrte systematische Untersuchung hat gezeigt, dass fu¨r
einen linearen Low-IF Empfa¨nger mit einer reellwertigen Signalverarbeitung, die Min-
destgrenze fu¨r die Zwischenfrequenz bei ungefa¨hr 1 MHz liegt. Selbst bei hohen Ord-
nungen des digitalen Kanalfilters steigt der notwendige Signal-Rausch Abstand fu¨r eine
10−3 Bitfehlerrate sehr steil an.
Bei dem komplexwertigen Empfa¨nger kann mit einem akzeptablen Signal-Rausch Ab-
stand eine Zwischenfrequenz von 500 kHz erreicht werden. Die Eckfrequenz der AC-
Kopplung, die zur Unterdru¨ckung von Gleichspannungs-Offsets dient, zusammen mit
dem 1/f -Rauschen verursachen einen leichten Anstieg der SNR Kurve bei geringen Zwi-
schenfrequenzen. Die leistungseffiziente Realisierung des analogen Kanalfilters bildet fu¨r
beide Varianten der Signalverarbeitung die obere Grenze bei der Wahl der Zwischenfre-
quenz. Mit steigender Zwischenfrequenz bewegt sich der Low-IF Empfa¨nger in Richtung
des superheterodynen Ansatzes und die Integrierbarkeit des Kanalfilters wird zur Her-
ausforderung.
In der Tabelle 7.1 sind diese Grenzen fu¨r den reellen und den komplexen Empfa¨nger
noch einmal zusammengefasst. Diese systematische Betrachtung der Wahl der Zwi-
schenfrequenz bei Low-IF Empfa¨ngern ist erstmals in der Literatur vorgestellt worden
[OSWH03].
Basierend auf den Quadrikorrelator Demodulator wurde in Kapitel 6 ein neuwerti-
ges Demodulationskonzept vorgestellt. Durch Betrachtung der Signale auf einer kom-
plexen Ebene wurde gezeigt, dass ein Oberwellenfilter nach limitierenden Versta¨rkern
nicht beno¨tigt wird und dass Sto¨rspektren bei 4×ZF Entfernung ausreichend von dem
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Polyphasenfilter im Quadrikorrelator geda¨mpft werden ko¨nnen. Oberwellenfilter wurden
in einigen industriellen Applikationen [DKC+01] eingesetzt, um die Oberwellen nach
einer Amplitudenbegrenzung zu da¨mpfen. Ein Limiter erzeugt Oberwellen bei ungera-
den vielfachen der Fundamentalfrequenz. Solche sto¨rende Harmonische mu¨ssen vor der
Demodulation beseitigt werden. Bei Betrachtung der orthogonalen I-Q Ebene kann auf
das Oberwellenfilter hinter dem Limiter verzichtet werden. Der Grund hierfu¨r war in
der Abbildung 6.14 zu sehen. Die na¨chste sto¨rende Oberwelle liegt 4× ZF entfernt von
dem gewu¨nschten Spektrum und kann von dem Polyphasenfilter im Quadrikorrelator
ausreichend unterdru¨ckt werden.
Die Einsparung des Oberwellenfilters bedeutet nicht nur einen Gewinn an Chipfla¨che,
sondern auch ein geringerer Leistungsverbrauch durch geringere Stromaufnahme ist die
Konsequenz.
In einem weiteren Schritt war es mit Hilfe der Chopping-Technik mo¨glich, die DC-
Offsets und das 1/f -Rauschen aus dem gewu¨nschten Signalspektrum zu eliminieren. Die
Grundidee bei der Chopping Technik besteht in der Multipliaktion mit einer Recht-
eckfunktion. Im Frequenzbereich bedeutet das fu¨r die zu multiplizierende Funktion ei-
ne spektrale Verschiebung auf die ungeraden Oberwellen der Chopping Frequenz. Un-
erwu¨nschte Spektralanteile werden nach dem Demodulator durch das Post-Detection
Filter herausgefiltert. Diese Ausfu¨hrungen wurden mit Simulationsergebnissen besta¨tigt.
Mit der Verlagerung sto¨render Einflu¨sse ausserhalb des gewu¨nschten Spektrums wurde
es mo¨glich eine Zwischenfrequenz zu wa¨hlen, die kleiner als der Kanalabstand ist.
Ein weiterer hervorstechender Aspekt des gechoppten Quadrikorrelators ist die hohe
Robustheit gegenu¨ber Offsets in den Mischern des Quadrikorrelators. Auch bei relativ
hohen Offsets ist die Co-Channel-Performance des gechoppten Quadrikorrelators stabil
(Abb. 6.26).
Die erreichten Verbesserungen fu¨r eine begrenzende Low-IF Architektur ko¨nnen fol-
gendermassen zusammengefasst werden:
• Oberwellenfilter nach dem Limiter eingespart
– Geringere Chipfla¨che
• Hohe Offsets werden toleriert
– Erho¨hte Robustheit der Architektur
• Niedrigere Zwischenfrequenz
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– Niedrigerer Leistungsverbrauch
Entsprechend den Anforderungen von Anwendungen mit kleinen Stu¨ckzahlen aus dem
industriellen und medizinischen Bereich stellt der in dieser Arbeit vorgestellte Demodu-
lator zusammen mit der verbesserten Low-IF Empfa¨ngerarchitektur eine hervorragende
Lo¨sung fu¨r leistungseffiziente und fla¨cheneffiziente Systeme dar. Die auf der systemtech-
nischen Seite erreichten Ergebnisse der Arbeit dienen zudem als Grundlage fu¨r zuku¨nftige
Schaltungsimplementierungen von Low-IF Empfa¨ngern.
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A Implementierung von
Polyphasenfiltern in MATLAB
Die Implementierung des Polyphasenfilters in der Simulation beginnt auch wie bei der
mathematischen Realisierung zuna¨chst mit einem Tiefpassfilterentwurf. MATLAB Funk-
tionen wie ‘buttap’, ‘cheb1ap’ oder ‘ellipap’ liefern die Pol- und Nullstellen der Nume-
rator und Denumerator Polynome der U¨bertragungsfunktion im s-Bereich. Als Parame-
ter beno¨tigen diese Funktionen, je nach Filtertyp, die Ordnung und/oder den Ripple
im Passband und Stopband. Die Pole des gewa¨hlten Filtertyps werden dann auf die
Zwischenfrequenz verschoben. Um die eigentliche Filterung durchzufu¨hren, beno¨tigt die
MATLAB eigene ‘filter’ Funktion die Pol- und Nullstellen der U¨bertragungsfunktion im
z-Bereich. Aus diesem Grund werden aus den s-Bereich Nullstellen und den verschobe-
nen Polen mit Hilfe der bilinearen Transformation die entsprechenden z-Bereich Werte
entwickelt und an die ‘filter’ Funktion weitergegeben.
[b_ppf, a_ppf] = ppf(Bandbreite, Ordnung, IF, Fabtast, r_p, r_s, typ);
ppf_ausg = filter(b_ppf,a_ppf,ppf_eing);
Die eigentliche Polyphasenfilterfunktion ist unten aufgefu¨hrt:
function [b, a] = ppf(BW, order, fif, fs, rp, rs, filter_typ)
ws=2*pi*fs;
w0=2*pi*BW/2/fs;
wc=2*pi*fif/fs;
fc=wc/(2*pi);
h0=(w0)^order;
switch filter_typ
case 1
[z,p,k]=buttap(order); % Butterworth
case 2
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[z,p,k]=cheb1ap(order,rp); % Chebychev
case 3
[z,p,k]=ellipap(order,rp,rs); % Elliptic
end
% Verschiebung der Pole
p=p*w0+i*(wc);
% Neuberechnung der Polynomkoeffizienten
den =poly(p)*(w0)^(-order);
num = k;
% Transformation in den z-Bereich
[b,a]=bilinear(num, den, 1);
function [b,a]=init_ppf(BW,order,fif,fs,rp,rs,filter_type,pflag)
w0 = 2*pi*BW/2/fs;
wc = 2*pi*fif/fs;
switch filter_type
case 1
[z,p,k]=buttap(order); % Butterworth
case 2
[z,p,k]=cheb1ap(order,rp); % Chebyshev
case 3
[z,p,k]=ellipap(order,rp,rs); % Elliptic
end
p=p*w0+i*(wc); % Verschiebung der Polstellen
den =poly(p)*(w0)^(-order); % Neuberechnung der Koeffizienten
num = k;
[b,a]=bilinear(num, den, 1); % Transformation in die z-Doma¨ne
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Glossar
AGC Automatic Gain Control
AM Amplitudenmodulation
AWGN Additive White Gaussian Noise
BER Bit Error Rate
CPM Continuous Phase Modulation
DECT Digital Enhanced Cordless Telecommunications
DFT Diskrete Fourier Transformation
DLL Delay-Locked Loop
DR Dynamikbereich - Dynamic Range
EDGE Enhanced Data rates for GSM Evolution
ETSI European Telecommunication Standardisation Institute
F Rauschfaktor - Noise Factor
FDMA Frequency Division Multiple Access
FHSS Frequency Hopping Spread Spectrum
FM Frequenzmodulation
FSK Frequency Shift Keying
GFSK Gaussian Frequency Shift Keying
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Glossar
GMSK Gaussian Minimum Shift Keying
GPRS General Packet Radio Service
GSM Global System for Mobile Communications
HSCSD High Speed Circuit Switched Data
IEEE Institute of Electrical and Electronics Engineers
IF Intermediate Frequency
IIP Eingangsinterzeptpunkt
IM Intermodulation
IP3 Interzeptpunkt dritter Ordnung
ISM Industrial Scientific Medical
LNA Rauscharmer Versta¨rker - Low Noise Amplifier
MSK Minimum Shift Keying
NF Rauschzahl - Noise Figure
OIP Ausgangsinterzeptpunkt
PPF Polyphasenfilter
SFDR Spurious-free dynamic range
SNR Signal to Noise Ratio
TDMA Time Division Multiple Access
WPAN Wireless Personal Area Network
ZF Zwischenfrequenz
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