Abstract. The coronagraph instrument on the WFIRST-AFTA mission study has two coronagraphic architectures, shaped pupil and hybrid Lyot, which may be interchanged for use in different observing scenarios. Each architecture relies on newly-developed mask components to function in the presence of the AFTA aperture, and so both must be matured to a high technology readiness level (TRL) in advance of the mission. A series of milestones were set to track the development of the technologies required for the instrument; in this paper, we report on completion of WFIRST-AFTA Coronagraph Milestone 2-a narrowband 10 −8 contrast test with static aberrations for the shaped pupil-and the plans for the upcoming broadband Coronagraph Milestone 5.
Introduction
The proposed NASA WFIRST-AFTA observatory consists of a 2.4m telescope, gifted from another agency, coupled to a wide-field infrared instrument, whose task is to address a variety of toplevel science goals laid out in the Astro2010 Decadal Survey 1, 2 (WFIRST: Wide Field InfraRed Survey Telescope, AFTA: Astrophysics-Focused Telescope Assets). This aperture is larger than the 1.5m aperture proposed in the Decadal Survey for a wide-field mission, improving the angular resolution, and a second instrument, a coronagraph, was designed to capitalize on this for exoplanet science, and also to address technology development goals for high-contrast imaging discussed in the Decadal Survey. Table 1 .) These materials were due September 30, 2014 to the TAC; milestone materials were presented to the TAC September 17th and reviewed with the TAC October 8th. These materials were accepted, and the milestone completion was endorsed. The next milestone for the shaped pupil coronagraph, Milestone 5, will be in September 2015, and will require demonstrating equivalent contrast in a 10% band with a newer shaped pupil design. (A third contrast milestone in September 2016, Milestone 9, will have the same contrast demonstration requirements as Milestone 5, but in the presence of dynamic wavefront errors introduced by a telescope simulator and actively corrected by a low-order wavefront sensing and control subsystem.) Section 2 will lay out the technical background behind the development of the shaped pupil coronagraph and its mask designs, Sect. 3 will give the theoretical performance expectations, and
Sect. 4 will detail the hardware and software used for the testing. These results and their associated analysis, including comparisons with models and estimates of planet yield given the results seen in the testbed, are presented in Sect. 5. Section 6 will discuss upcoming testing for Milestone 5, as well as longer-term plans and related activities.
Background
The concept of the shaped pupil coronagraph is based in the principles of Fourier optics: under certain assumptions (e.g. paraxial beam), the relationship between the electric fields at a pupil plane and at a focal plane in an optical system can be well represented by a Fourier transform.
Given a circular aperture, for example, the wavefront from a point source will be focused into an amplitude distribution ∝ J 1 (x)/x, giving rise to the well-known Airy pattern in its point spread function (PSF). With a shaped pupil, that circular aperture is replaced by a shape-generally chosen by an optimization process 4, 5, 9-11 -whose Fourier transform has regions where the amplitude of the fields is extremely low, producing a high contrast between the peak of the PSF and these regions in the wings. Should a planet be present off-axis, it will be detectable in these regions.
( Figure 1 gives an example of this relationship.)
At its simplest, a shaped stop in a pupil plane is the entirety of the coronagraphic optics in the SPC, barring the addition of a field stop to keep the camera from saturating from the high dynamic range involved. This makes the shaped pupil both straightforward to implement and quite robust to low-order errors, as the stellar PSF does not have to be exactly aligned behind a diffractive focal plane mask (FPM). However, the downside of this simplicity is reduced science yield: the IWA is generally larger than for other coronagraphs with open apertures, and the throughput is also often lower because of a spread-out PSF core and the additional pupil obscurations. Other concepts, such as the hybrid Lyot coronagraph or PIAACMC, are expected to have the capability to have deeper contrasts and work closer to the star.
The shaped pupil Lyot coronagraph (SPLC) 5, 11 was created to try improve science capability without sacrificing too much of the robustness of the shaped pupil; it will use the field stop actively as a focal plane mask and augment this with a Lyot stop at a downstream pupil. Most of the contrast is still generated by the SP apodization; only 10 3 of the 10 9 suppression factor is due to the focal plane mask and Lyot stop. This development was not finished by Milestone 2, but an SPLC will be used as a part of the next shaped pupil contrast milestone (WFIRST-AFTA Coronagraph Milestone 5, scheduled for September 2015).
Two general classes of shaped-pupil mask are being optimized for WFIRST-AFTA: character- In its focal plane, an unobstructed circular aperture produces an Airy pattern: a circularly-symmetric point spread function whose falloff with radius is too slow to permit the detection of nearby planets. Middle: The AFTA pupil is further complicated by a secondary obscuration, spiders, and some features on the primary mirror, which raise the wings of the point spread function. Bottom: In its focal plane, a shaped pupil creates regions of high contrast where planets may be observed, even with the shape of the AFTA pupil embedded. All focal plane images are on the same logarithmic scale. ization and disk science. Characterization masks use sets of wedged dark regions to improve their inner working angle (IWA), but require multiple masks to image the whole of the area around the star. (The form of the field stops sized for shaped pupils with wedge-shaped regions of high suppression, such as in Fig. 1 , has led them to be termed generally as "bowtie masks".) To compensate for this on WFIRST-AFTA, they are expected to be used with the integral field spectrograph (IFS)
to spectrally characterize planets whose focal-plane locations have already been determined. Disk science masks have poorer inner working angle, but can create a dark region 360
• about the star for imaging of disk structures. A first-generation disk science mask is shown in Fig. 3 ; an SPLC version of the disk science mask is still under development, and neither has been able to be tested yet.
For Milestone 2, a characterization mask was used with a dark hole running from 4. Shaped pupils in the past 9, 10, 12 have been transmissive, primarily using holes etched through wafers with deep reactive ion etching (DRIE) to create the pupil shape. 13 These masks were freestanding and self-supporting, and were successfully demonstrated at high contrast in the HCIT previously, including 4 × 10 −9 contrast in monochromatic, 790nm laser light with 2DMs in the summer of 2013. 15 Unfortunately, the features of the AFTA pupil-with a slightly-off-axis secondary, six spiders, and additional small circles around the secondary-proved hostile enough to optimization that pupil shapes could not be found without small isolated regions that could not be built in a freestanding optic, and new technology was required. This was not the case for the bowties, and they have continued to be produced as etched apertures in wafers.
A few transmissive masks had been created on a transparent substrate for specific applications, such as apodized-pupil Lyot coronagraphs for ground-based telescopes, but the ghosts induced by internal reflections off the substrate surfaces have not made these designs suitable for contrasts at the levels required by WFIRST-AFTA. Instead, the mask was made reflective, with nominally-open region coated with reflective metal and the dark region created from a highly-absorbing material:
black silicon. 16 The manufacturing of this mask and associated model validation was the subject of WFIRST-AFTA Coronagraph Milestone 1, and is covered in more detail in Ref. Results are normalized such that the peak brightness of the PSF is 1 and displayed on a log 10 scale. These results assume no aberrations, no deformable mirrors, and no active correction.
technology development has shown that substrates exist with sufficiently-low reflectivity that transmissive masks could be potentially be manufactured for very-high-contrast applications, 14 but they have yet to be qualified to the level of reflective designs.)
Theoretical performance
The first-generation shaped pupil for WFIRST-AFTA, with no Lyot stop, was meant to produce a contrast of just under 1 × 10 −8 over a 10% band, as shown in Fig. 4 . 8 The bowtie was undersized with respect to the full dark region of the PSF, to ensure broadband performance as the PSF scales linearly with wavelength. This can be seen more clearly by comparing the subfigures of These simulated results, obtained purely with Fourier methods, assume neither the presence of aberrations nor noise, which degrade contrast, nor the presence of a deformable mirror system and control loop which can compensate for those aberrations and potentially enhance the achievable contrast.
Unfortunately, simple models of closed-loop coronagraphy with a shaped pupil provide little insight into the system performance. Given a set of static errors and knowledge of the optical system, the coronagraph eventually corrects all the errors occurring at controllable spatial frequencies. The rate of that correction in simulation is set by a regularization parameter, which in a real system prevents noise, disturbances, or unmodeled system dynamics from causing the correction to diverge. 
Facility and experiment design

Masks
The milestone 2 mask is a 35mm×35mm diced section of a silicon wafer 2mm thick. This mask is coated with bare aluminum, and black silicon is used to create the dark regions of the pupil.
An image of the mask is shown at left in Fig. 6 . Milestone 1 previously demonstrated that this mask thickness was selected to help minimize wafer bow, which introduces undesirable low-order phase aberrations into the pupil; in addition, a pre-selection process was done to find wafers with minimal Zernike components above focus in the prospective shaped-pupil region. Focus can be compensated for at a system level by translating the camera and field stop; this proves fortunate, as the focus component of the Milestone 2 mask introduces microns of wavefront, well outside the stroke capability of our DM. Subsequent masks have been made using 4mm thick wafers, and the bow problem has been reduced considerably. The Milestone 5 SPLC mask, made on one of these wafers, is shown at right in Fig. 6 . All of these masks are achromatic, in that the aluminum and black silicon reflectivities change negligibly across the spatial extent of the pupil in our desired
bandpasses.
An array of field stops were etched into a 24mm × 16mm section of an SOI wafer. In either case, these masks purely function in transmission; the front face is coated with metal and reflects the undesired light into a beam dump. Eventually, in Milestone 9, reflection from the bowties will instead have its PSF core phase-shifted and be redirected to the low-order wavefront sensor to track slowly-varying aberrations upstream of the coronagraphic mask.
The final mask in an SPLC is a Lyot stop, which is also etched with DRIE from an SOI wafer.
(One is neither present nor necessary in a baseline shaped pupil coronagraph.) This stop blocks light diffracted from the edges of the field stop, and permits smaller inner working angles and deeper overall contrast than would be achievable otherwise. Figure 8 shows the mask mounted in its holder and viewed in transmission and reflection in a microscope. The thin features holding the large secondary are created by doing a partial etch over the region adjacent to the opening, so the cross-section of the thin struts have a T-shape with a high aspect ratio from strength while keeping thin edges. All are the same shape-2.5 − 9λ/D over a 65
• wedge at a center wavelength, but that center wavelength is 770nm, 660nm, or 550nm respectively from top to bottom. Also included are a pinhole in the second row and a open square to allow the field stop to be "removed" from the beam. Left. An SPLC Lyot mask mounted in its holder in preparation for microscopy. Right. The same mask viewed in transmission and reflection; measured distances are marked. The light source providing transmitting illumination is green.
Optical layout and hardware
The High Contrast Imaging Testbed (HCIT) at JPL is a NASA facility with a number of coronagraphic optical testbeds installed in vacuum chambers to eliminate the effects of air turbulence and simulate a space environment. In the past, this has served as a facility where researchers could install and test their coronagraphs at higher contrasts than were accessible elsewhere, including shaped pupils in two instances 12, 15 prior to existence of the WFIRST-AFTA coronagraph instrument.
Initial optical alignment of bulk optics during testbed assembly is done with a Faro coordinatemeasuring arm and an interferometer working in double-pass, working to mirror positions set by a Zemax layout of the system. Figure 9 shows this optical layout of the SPC testbed as designed; this will not be the layout for the final flight instrument. Subsequent manual alignments of coronagraph masks are done with attached micrometers and fine-pitch knobs, and fine adjustments are performed in vacuum with remotely-controlled actuators. Both use the science camera for feedback. The testbed is fed from a single-mode fiber and can use any fiber-coupled source; currently we use an NKT Photonics EXB-6 with a VARIA tunable filter to provide our narrow and broad bandpasses for milestone goals, and a higher-powered 516nm laser as an alignment and testing source.
In addition to the basic requirements of the shaped pupil architecture (reflective shaped pupil, bowtie mask for dynamic range, at least 1 DM), two other considerations drove the final layout:
• Prompt execution: The shaped pupil contrast milestone was the first testbed-demonstration milestone for the WFIRST-AFTA coronagraph. In order to get the testbed ready early to meet this milestone, the layout was designed to reuse existing optics as much as possible, including recycling all of the off-axis parabolas currently in use on the HCIT bench, and so avoiding lengthy procurements. This decision also fixed the focal lengths in the system, necessitating additional folds to keep it confined to the optical table.
• Future expansion: While the initial layout only included a single DM and a reflective shaped pupil, it was designed to be compatible with the full extent of the combined SPC/HLC architecture. Surrogate folds were added so that a second DM and a fast steering mirror could be swapped into those locations later, and a focal plane prior to the shaped pupil was kept free so a hybrid Lyot coronagraph could be used there, along with a reflective Lyot stop.
Despite the eventual plan to use two DMs, only one was available when the testbed was first assembled. The shaped pupil does not require 2 DMs to create high contrast in a half-plane region, and Milestone 2 was not specified to require 2DM control for completion. 
Software, algorithms, and calibration
Testbed control during experiments was performed using existing HCIT software for remote control of actuators, DMs, light sources, and the camera. This software implements two loops which run concurrently: one interfaces at a low-level with the testbed hardware, putting probes on the DM and taking images, while the other does the high-level wavefront estimation and correction.
Interfaces between the loops are handled by passing of data files containing either desired DM commands or photometrically-corrected camera images.
Photometry is determined empirically by inserting pairs of speckles into the image plane with the bowtie removed, using sinusoidal patterns on the DM, and evaluating the relative flux between these speckles and the center of the PSF. These speckles are chosen to be sufficiently large such that other aberrations do not affect the photometry. A series of images is averaged to obtain this ratio, to minimize the effects of photon noise and source flux instability (measured to be less than 1%). When the bowtie is replaced, these decentered speckles may be measured directly-since they pass through the holes in the bowtie-to determine detector counts per second in the PSF core, using the ratio determined previously. The photometry may be recalculated at subsequent times by reapplying these DM settings without needing to remove the bowtie.
Plate-scale is checked with two independent methods, both of which have been shown to be self-consistent by internal testing. The first uses the photometry speckles, which were applied with a known spatial frequency across the DM, and the plate scale is derivable directly from their spacing. The second correlates the empirical PSF to a model of the PSF, comparing the locations of wing features without applying any DM shapes.
Wavefront estimation is done with a pairwise estimation scheme, in which "probes" are placed on the DM to modulate the electric field across the region of interest. For our purposes, these probes are made from a combination of sinc and sine functions chosen such that the probe amplitude over the region of interest is relatively uniform. Two sinc functions on a pupil-plane DM in orthogonal Cartesian directions create a rectangular region of modulation in the image plane; multiplying this by a sinusoid in the pupil changes the spacing and the modulation phase. 17 Given two or more pairs of probes, along with a images with no probes at all, we can back out both the complex electric field of the residual simulated starlight and the portion of the field that does not interact with the probes and hence is unlikely to be correctable. (The components that do and do not interact with the probes are referred to as the "coherent" and "incoherent" parts, 
Data and analysis
Contrast results
For the milestone demonstration, we collected three independent sets of data between Each run was allowed to continue until the contrast level had ceased to change; Figure 10 shows the progression of contrast over time. In each case, the contrast variation over the final 100 iterations was small, and Table 1 gives 1) the estimate for the mean contrast across the dark hole over the final 100 iterations, 2) a 99% confidence interval on the mean contrast achieved in the dark hole, and 3) the rms level of the DM correction applied from the beginning to the end of the run.
The variance used to compute the confidence interval is derived both from the temporal variance from iteration to iteration and the uncertainty in the photometric calibration procedure laid out The contrast is not uniformly distributed over the dark hole: the upper right and lower left corners of the dark hole are particularly bright, with large incoherent components, and these drive the estimates of contrast as a function of radius. See Figure 11 for the contrast distribution across the dark hole and its incoherent parts, and Figure 14 for curves of contrast versus radius for the three runs.
One factor limiting the achieved contrast was a persistent noise on the DM voltage lines which caused the speckle field to "boil" despite the lack of any DM commands. This was eventually traced to two issues-firmware on a driver card of an incorrect version, and a ground loop at the tens-of-millivolts level-and fixed, but not until well after the completion of Milestone 2.
The ground-loop in particular proved particularly troublesome, as it caused the bias voltage oscilloscope) and optically (in the dark-hole speckle field), and we do not expect this to be an issue in the future.
Model comparisons
As discussed previously, a closed-loop simulation with controllable static errors removes those errors efficiently and converges to very high contrasts at rates determined by the regularization parameter fed to the EFC algorithm. Unfortunately, the dominant errors during Milestone 2, such as the electronic noise, were not static, and a model of the Milestone 2 testbed will be ineffective if it does not capture them.
Capturing the errors directly is not a trivial exercise. Leaving aside DM temporal variability, we still have model mismatches, sensor noise, and slow drifts that limit the ability of a single iteration to reach high contrast. It is not possible to determine after the fact what all of these confounding factors were, and in some cases these may still be open areas of investigation.
We instead take a different tack: to capture the consequences of these variations, we vary the regularization parameter used in the model from iteration to iteration to match that of the testbed during a milestone run. Each full EFC iteration consists of two subparts: a set of probe images, which provide data for the complex field estimation, and a set of regularization images, which test out different regularization parameters for a given correction. The parameter which empirically provides the best performance given the testbed conditions at the time is selected to continue, implicitly minimizing the effect of the otherwise unknown errors in the system at that point in time.
Using that regularization parameter in the model for that iteration should thus best approximate the actual system state, in the absence of further knowledge of testbed internal state.
We also need to account for "incoherent" signal. Pairwise estimation provides two pieces of data: a coherent, complex electric field estimate for the light that can be modulated by the deformable mirror, and an "incoherent" intensity estimate for the residual that does not modulate when the mirror is being used to probe. This incoherent part can have many sources-stray light, estimation error, a planet (if used on the sky)-but regardless of the source, it is ignored in the subsequent estimation and correction.
For our model comparison, we select the third milestone run, as it contains the fewest number of factors unrelated to correction. The first quarter of run 1 contained several manual changes as we tested out the best control model, while run 2 was stopped and restarted briefly in the middle to recalculate the photometric correction factor.
Our testbed model for this analysis uses a simple matrix-Fourier-based propagator 21 based in Matlab to move between pupil and image planes, and vice versa. A more complex Fresnel model in PROPER 22 exists as well, with comparable results, but we have favored the Fourier model for
speed; yet another Fourier-based model written in Python is used when the control is taking place on the testbed. This model is also used to calculate the Jacobian for EFC correction. The system is given a starting phase residual with 1.77nm rms error over controllable frequencies to initialize the contrast prior to correction.
During the third testbed run (i.e. the data on the right side of Fig. 10 ), the control loop chose a new regularization parameter to maximize the contrast gain at each step. This was done empiri-cally, by taking images for 6 different DM settings. As Fig. 5 demonstrated, the rate of change in contrast varies strongly with the choice of the regularization parameter, so to replicate the performance in the model, we also use the same set of regularization parameters used for milestone run 3. After computing the mean coherent intensity across the dark hole, we add the mean incoherent background measured during that iteration.
The top of Fig. 12 shows the run 3 data overlaid with iterations from a model with incoherent background and regularization updates. In the lower part, the ratio between the mean coherent intensity in the model and in the testbed are shown. For the majority of the iteration sequence, this scheme captures the testbed performance to within a factor of two. The notable exception occurs at the beginning of the control sequence, when the model converges significantly more quickly, peaking at a data-to-model ratio of 15.2. During this period, the testbed is using some of its more aggressive regularization parameters (β = 10 −1 , compared to β = 10 1 or even = 10 2 later), which only reappear very intermittently later in the sequence. (The full list of regularization parameters is given in Figure 13 , and we attribute the high β chosen by most iterations to the presence of the noise in the electronic bias level.) The cause for this discrepancy is unclear, though we suggest it is likely due to the internal testbed software model not capturing the alignment of coronagraph optics with sufficient accuracy.
Planet yield
While planet-yield estimation currently relies on post-processing assumptions that are estimated
but not yet validated, we can make some estimates to ensure that the contrasts we are demonstrating in the laboratory have some traceability to expected science with WFIRST-AFTA. Working on the conservative WFIRST-AFTA assumption of 10× reduction of speckle noise from post-processing, The β = 10 −3 regularization was never the optimal choice during this run. See Figure 5 for the accompanying theoretical convergence rates. Smaller β-values correspond to corrections with higher actuator stroke and more weight given to the model; generally, when the empirically-selected β is smaller, the model used in the correction is a better representation of the true state of the testbed.
along with the catalog and planet yield assumptions such as albedo given in Ref. 23 , we expect 10 known-radial-velocity planets to be detectable with SNR of 5, assuming a 2% band (i.e. looking through the IFS). If 30× gain from postprocessing is possible, we expect that number to rise to 14.
(Planet locations and radial contrast averages are shown in Figure 14 .) The next-generation SPLC is expected to have a higher yield than this, particularly thanks to its smaller IWA.
Broadband performance
While Milestone 2 requirements did not specify broadband performance, we took advantage of the flexibility of our tunable filter to do a 2% correction at 550nm and examine performance with a 10% band also centered at 550nm. (This is not the same as meeting Milestone 5 requirements early, since the architecture of choice for demonstrating that milestone is an SPLC.) For this, we started correcting from the end point of run 2 to minimize number of iterations; it only took 2 iterations to bring the mean contrast in the dark hole back to ∼ 6 × 10 −9 even after the passage of several days. Despite not correcting the ends of the band explicitly, the contrast remained quite low: 9.1 × 10
mean across the dark hole. (An image of the data, photometrically corrected, is shown in Figure   15 .) • A second DM was introduced 1m downstream of the first. This permits two-sided control of amplitude and phase.
• We have switched from measuring over a 2%-band to a 10% band for milestone tests. Control is done in a set of 5 2% sub-bands covering the broader 10%-band, which is both consistent with previous HCIT experience in broadband control and consistent with the primary use of the shaped pupil in flight: with an IFS whose channels will be ≤ 2% across.
• Switch from a shaped pupil coronagraph to a shaped pupil Lyot coronagraph. For this, all masks were swapped out for new designs, and the Lyot stop was installed downstream of the bowties.
All of these changes have been completed, and testing on the SPLC has begun.
We have demonstrated here that the shaped pupil coronagraph is capable of repeatedly reaching contrasts suitable for imaging planets with WFIRST-AFTA, with ∼ 6 × 10 −9 contrast averaged across the dark hole. We have strong indications we will be able to continue to reach good contrasts in subsequent broadband tests for later milestones, and we have new designs expected to push this performance to better inner working angles and higher throughputs. Left. An SPLC Lyot mask mounted in its holder in preparation for microscopy.
List of Figures
Right. The same mask viewed in transmission and reflection; measured distances are marked. The light source providing transmitting illumination is green. 13 Regularization parameter chosen in the testbed on each iteration of run 3. Six values were tested during each iteration: β = 10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 . The β = 10 −3 regularization was never the optimal choice during this run. See Figure 5 for the accompanying theoretical convergence rates. Smaller β-values correspond to corrections with higher actuator stroke and more weight given to the model; generally, when the empirically-selected β is smaller, the model used in the correction is a better representation of the true state of the testbed.
14 Top. Average radial contrast distribution for the three runs. At each radial position, contrast is averaged over a 1λ/D annulus centered at that radius. Bottom. Distribution of known radial velocity planets with contrast curves from the three runs. List of Tables   1  Contrast data for 3 Milestone 2 runs 
