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Variational algorithms may enable classically intractable simulations on near-future quantum
computers. However, their potential is limited by hardware errors. It is therefore crucial to develop
efficient ways to mitigate these errors. Here, we propose a stabiliser-like method which enables the
detection of up to 60 – 80 % of depolarising errors. Our method is suitable for near-term quantum
hardware. Simulations show that our method can significantly benefit calculations subject to both
stochastic and correlated noise, especially when combined with existing error mitigation techniques.
Unlike their classical counterparts, quantum comput-
ers can efficiently simulate large quantum systems [1–
3]. For example, using a quantum computer, we can
efficiently find the ground states of systems such as the
Fermi-Hubbard model or molecules [4]. Accurately deter-
mining the ground states of quantum systems is a first
step towards developing new materials [5], more effective
medicines [6], and better catalysts [7]. On first inspec-
tion, transformative simulations seem tantalisingly close,
requiring only around 100 logical qubits [7]. However,
the required circuit depth necessitates at least 500, 000
physical qubits (based on current error rates and fault-
tolerance protocols) [7–9], which is many years beyond
our current capabilities.
In contrast, hybrid algorithms, such as the variational
quantum eigensolver (VQE) [10–12], may not require er-
ror correction [13]. These algorithms exchange the long
gate sequences described above for a polynomial number
of short circuits, which dramatically reduces the coher-
ence time required. While previous small experimental
demonstrations of the VQE have shown it to be resilient
to systematic errors [14], larger experiments have shown
that noise can corrupt results [15, 16]. This is perhaps
unsurprising; depending on the problem tackled, errors
can add or remove particles, effectively changing the sys-
tem being simulated [17].
While error correction is needed to fully suppress
these errors, this requires considerable additional re-
sources [18]. Alternatively, error rates can be lowered
by improving the hardware directly. However, this is
an enormous challenge; decades of research has reduced
error rates to 0.1 %, but this has not been improved
in several years [19–21]. While efforts to improve error
rates continue worldwide, software based methods to ef-
fectively reduce error rates are clearly invaluable.
To date, several methods for mitigating errors in near-
term quantum hardware have been proposed: the lin-
ear [22, 23] and exponential [24] extrapolation methods,
the quasi-probability method [23, 24] and the quantum
subspace expansion (QSE) [25]. Some of these methods
have recently been experimentally demonstrated [26–28].
However, these schemes are generally limited to low error
rates, where the number of errors expected in the circuit
is on the order of unity. There also exist penalty term
methods, which drive the calculation towards a state
which respects conserved quantities [12, 29, 30]. While
such methods mitigate some algorithmic and coherent
errors, they cannot mitigate stochastic errors.
Motivated by these limitations, we have developed
a new scheme for error mitigation. Our method uses
checks on a suitably constructed trial state to filter
errors. It can be used in isolation, or combined with
previous error mitigation techniques. We numerically
demonstrate our method in an electronic structure
calculation on the hydrogen molecule. The method
is low cost, and suitable for the emerging generation
of quantum hardware. Our technique is applicable to
calculations of both static properties (such as ground
and excited states, and vibrational spectra), and dy-
namical properties (such as time evolved correlation
functions). However, herein we focus on the application
of our method to the ground state problem, for clarity
of exposition.
Conventional VQE.— We can use the VQE to find the
ground state energy of physical Hamiltonians (see Sup-
plementary Materials). In molecular simulations, we
seek to arrange N electrons amongM spin-orbitals, such
that the energy of the system is minimised. Here, we
use the Jordan-Wigner (JW) mapping, where each qubit
represents an electron spin-orbital, the occupation num-
ber of which is stored in the |0〉 or |1〉 state of the qubit
(unoccupied or occupied, respectively). For example, a
state describing the hydrogen molecule (H2) is
|ψH2〉 = α |0101〉+ β |1010〉+ γ |1001〉+ δ |0110〉 , (1)
where α, β, γ, δ are complex coefficients. The Hamilto-
nian can be written as a linear combination of products
of Pauli operators,H =
∑
i gihˆi, where gi is a scalar coef-
ficient determining the strength of the term. An example
of a typical term is hˆi = X0Y1Y2X3.
The VQE, as proposed in Ref. [10], augments a small
quantum processor with a powerful classical computer.
The quantum computer is used for classically intractable
state preparation, and energy measurement. The state
preparation circuit consists of a number of parametrised
2gates. The circuit used is known as the ansatz, denoted
by U(~θ). This circuit produces a trial state, |ψ(~θ)〉.
The values of the parameters and the energy of the
state they create are input into a classical optimisation
algorithm, which seeks the ground state. The energy is
calculated by summing the expectation values of each
term in the Hamiltonian. To obtain each expectation
value, we repeatedly perform the circuit, measure the
state produced, and reinitialise.
Stabiliser-VQE.— In variational simulations, it is of-
ten beneficial to initialise the register in a mean-field
state, and use a particle-number and spin conserving
ansatz [31, 32]. This produces states with the correct
number of: electrons, N , spin-up electrons, N↑, and spin-
down electrons, N↓. We refer to these states as ‘physical’
states. As these quantities are conserved, their relevant
parity operators are also conserved; PˆN |ψ〉 = PN |ψ〉 =
(−1)N |ψ〉 and PˆN↑/↓ |ψ〉 = PN↑/↓ |ψ〉 = (−1)N↑/↓ |ψ〉.
This is similar to the concept of stabiliser states used
in quantum error correcting codes [33].
There are some ansatze, such as those suggested in
Ref. [32] which are constructed from individual gates
which conserve particle number. If a single bit-flip
error occurs, it will create or destroy an electron,
radically changing the state. For other number and
spin conserving ansatze, like the singlet unitary coupled
cluster (UCC) ansatz (which, in its canonical form [34],
is constructed from individual gates which do not
necessarily conserve particle number), a single error can
propagate and degrade the final state even further. A
key concern for the VQE is preserving particle number,
as states with electron number far from the true value
appear to have a larger energy variance than those
with smaller particle number errors [17]. We present
below a method of detecting and removing some of
these damaging errors, while still retaining the low qubit
resources and gate count of the VQE.
In order to detect errors, we introduce an ancilla qubit,
and use it to perform measurements of the conserved
quantities. When deriving error detection rates, we make
the following assumptions:
1. Errors are symmetric and depolarising.
2. The error rate is low, such that only one gate mal-
functions.
3. The ansatz circuit is built from individual gates
which conserve particle number and spin.
4. Single qubit gate error rates are negligible com-
pared to two qubit gate error rates.
While our method is still applicable under higher noise
rates, different noise models, and using other number
conserving ansatze – as shown by our numerical simu-
lations – calculating an analytic bound becomes more
difficult without these assumptions.
↑: |x0〉
U(~θ)
• ✌✌
↓: |x1〉 • ✌✌
|0〉a
✌
✌
FIG. 1. A circuit to check the particle number parity of
a physical trial state. The ancilla should be measured in
| 1
2
(1− (−1)N)〉. If errors occur, and the measured value of
the ancilla is not correct, the measurement of the Hamilto-
nian term hˆi on the register is not performed, and the circuit
is reinitialised.
The most simple check is of the total electron num-
ber parity. This procedure is shown in Fig. 1. Each
CNOT gate flips the ancilla qubit if the corresponding
spin-orbital is occupied by an electron. The circuit en-
ables the detection of any error which changes the elec-
tron number parity by one. Under the assumptions de-
scribed above, we are able to detect and remove 53 % of
error events (8/15 errors in the depolarising noise model,
as described in the Supplementary Materials). In the
Supplementary Materials we present an alternative cir-
cuit for this parity check, which can reduce the impact of
qubit readout errors. The qubit readout error rate is cur-
rently around 1 % for superconducting qubits [35]. This
alternative circuit also makes it possible to combine our
method with existing variational algorithms for real [22]
and imaginary [36] time evolution.
To increase the proportion of errors detected, we can
perform the circuit shown in Fig. 2 which measures both
the spin-up parity and spin-down parity. This enables us
to detect additional two qubit bit flip errors that we were
unable to detect using the single parity check above. We
can effectively filter out 66 % of errors, as shown in the
Supplementary Materials).
↑: |x0〉
U(~θ)
• ✌✌
↓: |x1〉 • ✌✌
|0〉a
✌
✌
✌
✌
FIG. 2. A circuit to measure the spin parities. We compute
the spin-up parity onto the ancilla, and measure it. We then
reset the ancilla to |0〉, and measure the spin-down parity.
We can also measure the electron number and spin
numbers directly, using an iterative procedure. We first
write the electron number in binary. We then use the
circuit in Fig. 3 to measure the first bit in N , by setting
m = 1. We denote the bit value measured as N1. We
then repeat the circuit in Fig. 3 to measure the second
bit in N , by setting m = 2, and using our measurement
3of N1 in the rotation ω2. In general, we can measure the
mth bit of N using the circuit in Fig. 3, constructing ωm
using our measurements of the m− 1 preceeding bits in
N . When no errors have occured, the ancilla is in the
state
|φ〉 = 1√
2
(|0a〉+ eNmπi |1a〉). (2)
If Nm = 0 we measure the ancilla in |+〉, while if Nm = 1
we measure the ancilla in |−〉. A worked example for
N = 3 is given in the Supplementary Materials. We can
measure the spin numbers using a similar procedure.
↑: |x0〉
U(~θ)
•
↓: |x1〉 •
|0〉a H Rm Rm ωm
✌
✌
FIG. 3. The circuit which measures themth bit of the electron
number, Nm. The Rm gates are given by diag(1, e
pii/2m−1).
The gate ωm is given by diag(1, e
−dec(Nm−1...N1)pii/2
m−1
),
where dec(Nm−1 . . . N1) is the decimal representation of the
binary string Nm−1 . . . N1. We define ω1 as the identity ma-
trix. Measurement of the ancilla is in the X basis.
The exact fraction of errors that can be detected
will depend on the trial state produced by the ansatz,
but has a maximum value of 80 % (see Supplementary
Materials). In total, M log2(N) control gates are needed
to measure the electron number, or both spin numbers.
While our method can filter a fraction of the possible
errors, the results will not be completely noise free.
Consequently, we can combine our technique with other
methods of error mitigation to further improve accu-
racy. The most straightforward approach is to use the
detection method to filter out errors, and then use the
extrapolation technique to obtain highly accurate results.
Hardware implementation.— We now consider how
to implement our technique in current leading architec-
tures; specifically trapped ion and superconducting sys-
tems. The circuit structure required is similar to that
of a stabiliser evaluation for a topological code, which
has been investigated for both platforms [37, 38]. As
can be seen from Fig. 1, the optimal implementation re-
quires non-local gates. Trapped ion systems can perform
gates between non-adjacent ions [39], so these circuits do
not present any particular difficulty. Moreover, modu-
lar architectures are feasible designs for trapped ion sys-
tems [40, 41]. Such architectures are network-like and
could be constructed with the connectivity required for
our circuits. As the coherence times of trapped ion qubits
are considerably longer than their readout times [42], it
is possible to carry out the checks using a single ancilla
that is repeatedly measured and reinitialised.
In contrast, superconducting qubits typically have
more limited connectivity, that may be nearest-
neighbour. With such an architecture, we can implement
our particle number check by using O(M) SWAP gates
to move the ancilla along the qubit register. It is possible
to realise the parity checks with a shorter circuit, which
was discussed in Ref. [43], and which we reproduce in the
Supplementary Materials. In contrast, the number of
gates required for a general UCC ansatz is O(M3) [44].
For physical systems of interest, requiring M = 50− 100
qubits, the gate count will be dominated by the ansatz
circuit. Consequently, we expect the additional gates to
have little impact on the detection rates derived above.
For superconducting qubits, the measurement time can
be of a comparable order of magnitude to the coherence
time [45]. As such, it may be preferable to use multiple
ancilla qubits, rather than to repeatedly reinitialise a
single ancilla. This modest overhead constitutes two
ancilla qubits for the spin number parity check, and
log2N ancilla qubits for the spin number check.
Results.— We tested our method’s efficacy in a VQE
calculation on the simplest model of H2, with two elec-
trons in four spin-orbitals. We used a spin-conserving
UCC ansatz applied to the Hartree-Fock state. We did
not consider the parameter update step of the VQE, so as
to examine the effect of errors without consideration of a
classical optimisation algorithm [17]. Numerical simula-
tions were performed using QuEST [46], and simulation
code can be found at Ref. [47]. Our aim was to measure
the energy to within ‘chemical accuracy’ (1.6 mHartree),
which enables the prediction of reaction rates to within
an order of magnitude at room temperature.
To detect errors, we performed error-prone checks of
both the spin-up and spin-down parity numbers, using
the circuit shown in the Supplementary Materials. This
circuit has nearest-neighbour connectivity, and so lower
bounds the efficacy of our method. We designed our
simulations to mimic the actions of an experimentalist;
the expectation value of each term in the Hamiltonian
was found by repeating the circuit and measurement
procedure many times. The number of measurements
used is discussed in the Supplementary Materials.
Initially, we considered energy measurements on a trial
state that contained all four possible vectors, as described
by Eq. (1). We used a symmetric depolarising noise
model, and set the two qubit gate error rate to be 10
times larger than the single qubit gate error rate. We
measured the energy of the state prepared by the ansatz
under the following conditions:
1. No parity check, Errors, No extrapolation.
2. No parity check, Errors, Extrapolation.
3. Parity check, Errors, No extrapolation.
4. Parity check, Errors, Extrapolation.
4We compare these results to the true energy extracted
in the limit of infinite measurements and no gate errors.
The results are shown in Fig. 4, using two qubit gate
error rates ranging from 0.1 % to 2 %. There were 92
single qubit gates and 56 two qubit gates in the UCC
ansatz circuit – which we can approximate as 65 two
qubit gates. The parity checks contributed an additional
8 error-prone two qubit gates.
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FIG. 4. Comparing methods of mitigating errors in simu-
lations of H2. The detection rates shown in the inset were
obtained from the numerical simulations. The true energy
value was −1.1227 Hartree. The error bars upper bound the
standard error in the result.
We see from Fig. 4 that the error detection method
alone improves the accuracy of our energy measurements.
While detection is less effective than extrapolation, a
greater benefit can be obtained by combining the two
methods. The accuracy of the combined method does
not worsen significantly as the error rate increases,
unlike the two individual methods. We observe from
the inset plot that the fraction of detected errors falls
approximately linearly with increasing error rate. When
the error rate is small we detect around 53 % of errors.
If we assume that we can only detect errors which
occur during the ansatz circuit (due to the use of
nearest-neighbour gates for the parity checks) then our
detection probability is given by the probability of an
error happening in the ansatz circuit (65/73), multiplied
by the probability of detection (10/15), which is roughly
59 %. We attribute the deviation of our result from
this value to the use of a UCC ansatz, which enables
errors to propagate. At higher error rates, multiple
errors are able to occur in the circuit, which reduces the
fraction of errors that we can detect to close to one third.
We also used our method when calculating the disso-
ciation curve of H2. We compare the true energy val-
ues with: noisy measurements without error mitigation,
noisy measurements with extrapolation, and noisy mea-
surements with detection and extrapolation. The two
qubit depolarising error rate was 0.1 %, which has been
achieved in a controlled setting [20, 21], and should be
targeted in near-future quantum computers. We com-
bined this with temporally correlated over/under rota-
tions of up to 1 %, (see Supplementary Materials). While
previous experimental VQE calculations on H2 have
achieved accurate results with higher error rates [14–
16, 26, 27, 48], these experiments used fewer gates (and
often fewer qubits) – obtained using simplifications that
are applicable to H2, but not to larger molecules. We
chose to use the non-optimised circuits to ensure that
our simulations were representative of general chemistry
problems.
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FIG. 5. Comparing methods of mitigating errors in simula-
tions of H2. The error model is described in the main text.
The inset shows the residual from the true value. The dashed
lines in the inset mark chemical accuracy (±1.6 mHartree).
The error bars show the true standard error in the result,
given in the Supplementary Materials.
We see from Fig. 5 that our method can obtain
chemically accurate energies, even when the results
would otherwise be corrupted by noise. The combined
mitigation method achieves quantitatively accurate
results, with a mean absolute residual of 0.2 mHartree.
Compared to the unmitigated results, the deviation
from the true value is reduced by a median factor of
239 (with a range of 141 to 818, and a mean of 340) by
combining the error mitigation techniques. Compared
to the extrapolated results, the deviation from the true
value is reduced by a median factor of 9.1 (with a range
of 6.6 to 35.6, and a mean of 15.0) by combining the
two mitigation methods. As energies are exponentiated
5when calculating reaction rates, this improvement will
be magnified when performing calculations of interest.
Discussion.— We have introduced a method to mit-
igate errors in near-term digital quantum simulations,
which requires minimal additional resources. Our tech-
nique can be used to detect errors which change con-
served quantities. It can be applied to calculations of
both static and dynamical properties.
Our method can improve the accuracy of variational
calculations, especially when combined with the extrapo-
lation method of error mitigation. We simulated a noisy
VQE calculation of the hydrogen molecule, and found
that using this approach reduced the deviation from the
true result by two orders of magnitude. Our simula-
tions were performed with nearest-neighbour connectiv-
ity, showing the method’s practicality.
Recent work has shown that surpassing classical simu-
lation techniques with non-error-corrected quantum com-
puters will likely require at least 104 gates [44, 49, 50].
However, it is difficult to foresee error rates below 0.01 %
– at which point, we would expect an error to occur in
every circuit, on average. Error mitigation techniques,
such as those presented herein, may enable us to extract
meaningful results from these simulations, providing a
practical use for near-term quantum hardware. Conse-
quently, implementing these techniques on recently an-
nounced devices [51–54] – which will be cloud-accessible,
have two-qubit-gate fidelities approaching 99 %, and pos-
sess tens of qubits – would provide an interesting avenue
for future study.
While our method can detect a large proportion
of errors, additional mechanisms will be required to
provide error resilience for long circuits on non-error
corrected machines. One possibility is to combine our
method with a two qubit phase-error detection code.
Alternatively, one could utilise other invariant quanti-
ties. It was noted in Ref. [55] that the Hamiltonians of
small molecules contain several symmetries. Evolution
under a Hamiltonian variational ansatz may conserve
these quantities, enabling the design of additional
checks. Future work will investigate the performance of
concatenated mitigation methods for larger problems.
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Note added.— After this paper was released, a relevant
preprint was posted by Bonet-Monroig et al. [43]. They
suggest a similar method of error mitigation, and an el-
egant method for error mitigation via post-processing.
While their results focus on comparing their techniques,
our results are consistent and can be compared.
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DIGITAL QUANTUM SIMULATION
We can use the variational quantum eigensolver (VQE)
to find the ground state energy of a physical Hamilto-
nian [10]. Following most of the previous work on near-
term quantum simulation, we use the second quantised
formalism. In this section, we focus primarily on the
simulation of molecules, although the procedure is simi-
lar for lattice based models such as the Fermi-Hubbard
model. We project the Hamiltonian onto a finite number
of basis wavefunctions, {φp}, which approximate spin-
orbitals. Electrons are excited into, or de-excited out
of, these orbitals by fermionic creation (a†p) or annihila-
tion (ap) operators, respectively. These operators obey
fermionic anti-commutation relations, which enforce the
antisymmetry of the wavefunction, a consequence of the
Pauli exclusion principle. In the second quantised repre-
sentation, the electronic Hamiltonian is written as
H =
∑
p,q
hpqa
†
paq +
1
2
∑
p,q,r,s
hpqrsa
†
pa
†
qaras, (3)
6with
hpq =
∫
dxφ∗p(x)
(
−∇
2
i
2
−
∑
I
ZI
|r−RI |
)
φq(x),
hpqrs =
∫
dx1dx2
φ∗p(x1)φ
∗
q(x2)φs(x1)φr(x2)
|r1 − r2| ,
(4)
where x is a spatial and spin coordinate, and RI is the
position of the Ith nucleus.
This fermionic Hamiltonian can be mapped to a qubit
Hamiltonian by employing an encoding method. The two
most common methods are the Jordan-Wigner (JW) and
Bravyi-Kitaev (BK) mappings [57]. In this work, we use
the JW encoding, as it was found in Ref. [17] that the
BK mapping was more susceptible to errors than JW
mapped states. In the JW encoding, we store the occu-
pation number of an orbital in the |0〉 or |1〉 state of a
qubit (unoccupied or occupied, respectively). The map-
ping between the fermionic creation and annihilation op-
erators and qubit gates is given by [57]
ap = (Xp + iYp)⊗ Zp−1 ⊗ · · · ⊗ Z0,
a†p = (Xp − iYp)⊗ Zp−1 ⊗ · · · ⊗ Z0.
(5)
The X and Y operators change the occupation number
of the target orbital, while the string of Z operators en-
forces electron exchange antisymmetry. The JW mapped
Hamiltonian of a molecule can be written as a linear com-
bination of products of Pauli operators,
H =
M∑
j
gj hˆj =
M∑
j
gj
∏
i
σji , (6)
where gj are coefficients, σ
j
i represents one of I, X , Y ,
or Z, i denotes which qubit the operator acts on, and
j denotes which term in the Hamiltonian we apply. For
example,
hˆj = X0Y1Y2X3Z4Z5. (7)
As each term in the fermionic Hamiltonian contains an
even number of creation and annihilation operators, each
term in the qubit Hamiltonian will contain an even num-
ber of X or Y operators, and thus will conserve particle
number parity.
NOISE MODELS
Depolarising noise
We consider a symmetric depolarising channel in all
quantum gates. The single qubit gate channel is given
by [58]
E(ρ) = (1− p)ρ+ p
3
(XρX + Y ρY + ZρZ), (8)
where p is the probability that the gate malfunctions.
The two qubit gate depolarising channel is given by
E(ρ) = (1− p)ρ+ p
15
∑
i,j
(Oi,1Oj,2ρO
†
i,1O
†
j,2), (9)
where Oi,q is the operator Oi acting on qubit q, and Oi
runs over I,X, Y, Z, and the possibility Oi = Oj = I
is not included (this possibility, of no error occurring, is
described by the term outside of the sum).
Temporally correlated over/under rotations
For our second error model, we have considered tempo-
rally correlated over/under rotations. Each discrete gate
in the circuit (eg. Hadamard, CNOT, etc) is replaced
by a parametrised equivalent, eg. the Hadamard gate H
was replaced with
H =
[
cos(ǫπ4 ) sin(ǫ
π
4 )
sin(ǫπ4 ) −cos(ǫπ4 )
]
(10)
Similarly, the parametrised CNOT gate is represented by
CNOT =


1 0 0 0
0 1 0 0
0 0 icos(ǫπ2 ) sin(ǫ
π
2 )
0 0 sin(ǫπ2 ) icos(ǫ
π
2 )

 (11)
All rotation gates R(θ) were replaced with R(ǫθ), except
for those used to change the measurement basis when
measuring a Hamiltonian term. If the parameter ǫ is
set to 1, then the original gates are recovered. On each
iteration of the circuit, we generated a random δ for each
qubit, δq, uniformly distributed between ±0.01. For all
of the single qubit gates acting on qubit q in the circuit,
we set ǫq = 1− δq/10. For the target qubit of two qubit
gates, we set ǫq = 1 − δq. As such, 0.99 < ǫq < 1.01. In
each instance of the circuit each qubit receives the same
over or under rotation for each of the gates where it is
the target (we chose that control qubits do not suffer an
over/under rotation in CNOT gates). This represents a
strongly temporally correlated noise model.
ERROR DETECTION RATES
When deriving error detection rates, we make the fol-
lowing assumptions:
1. The errors are symmetric and depolarising.
2. The error rate is low, such that only one gate mal-
functions in the circuit.
3. The ansatz circuit is built from individual gates
which conserve particle number and spin.
74. Single qubit gate error rates are negligible com-
pared to two qubit gate error rates.
While our method is still applicable under higher noise
rates, different noise models, and using other number
conserving ansatze (such as the unitary coupled cluster
ansatz used in our numerical simulations), an analytic
bound on the error detection rate becomes more difficult
without these assumptions.
Total electron number parity check
By performing a single parity check of the total elec-
tron number, we are able to detect 53 % of errors under
the above assumptions. In the symmetric depolarising
noise model the following errors are equally likely follow-
ing a two qubit gate between qubits i and j:
XiIj , IiXj , YiIj , IiYj , XiZj, ZiXj , YiZj , ZiYj ,
(12)
ZiIj , IiZj, XiXj , YiYj , ZiZj, XiYj , YiXj.
We can see that all of the errors in the top row change
the electron number parity of a state vector. As a result,
using a single parity check, we can detect 8/15 ≈ 53 %
of these errors.
This is true both if the error occurs
during the ansatz circuit (we can detect
XiIj , IiXj , YiIj , IiYj , XiZj , ZiXj , YiZj, ZiYj out of
the 15 possible errors on two of the register qubits) or
during the parity check gate sequence (assuming that
we use non-local gates for the parity check, then we can
detect XrXa, XrYa, YrXa, YrYa, ZrXa, ZrYa, IrXa, IrYa,
where r and a denote register and ancilla qubits,
respectively).
Spin-up and spin-down parity check
Using the spin-up and spin-down parity checks, we can
detect additional errors beyond the 8/15 detectable using
the electron number parity measurement. We will be
able to detect certain two qubit errors, which change the
value of either spin-parity. However, we will not be able
to detect all two qubit bit-flip errors.
There are
(
M
2
)
= M(M−1)2 ways of distributing a two
qubit bit-flip error between the M spin-orbitals. We are
unable to detect errors which both occur on the spin-up
orbitals, or both on spin-down orbitals. We are able to
detect errors which occur on one orbital of each spin.
There are
(
M/2
1
)
= M/2 ways of distributing an error
amongst half of the orbitals. As a result, there are M
2
4
errors we can detect.
For a 2 spin-orbital system, we can detect 2
2/4
(2×1)/2 =
100 % of double bit-flip errors. For a 4 spin-orbital sys-
tem, this reduces to 66 % of double bit-flip errors.
WhenM is large, we can detect M
2/4
M(M−1)/2 ≈ M
2/4
M2/2 =
1
2
of double bit-flip errors. As there are four possible types
of double bit-flip errors, and we can detect half of the
occurences of each of them, this effectively increases the
number of error events we can detect by 2/15, to 10/15
≈ 66 %.
The above calculation holds when the error occurs
during the ansatz circuit. If the error happens dur-
ing the error detection procedure, the situation is more
complicated. We can detect around 66 % of errors
by performing the total electron number parity check
first, then the spin-up and then the spin-down parity
checks. First assume that the error happens during
the first parity check. Using the total parity check,
we can detect 8/15 errors that occur (we can detect
XrXa, XrYa, YrXa, YrYa, ZrXa, ZrYa, IrXa, IrYa, where
r and a denote register and ancilla qubits, respectively).
Using the spin-up parity check, we are able to detect
any of XrIa, XrZa, YrIa, YrZa that happen to one of the
spin-up register qubits. The same is true for errors on
the spin-down register qubits. As a result, we can detect
all XrIa, XrZa, YrIa, YrZa errors resulting from the first
parity check, in addition to those described above. This is
12/15 of the errors in the depolarising noise model. If the
error occurs during either of the other two parity checks,
we are only able to detect the 8/15 errors listed above.
However, as the total electron number parity check re-
quires twice as many gates as either of the spin-up or
spin-down parity checks, the error is equally like to occur
in the first parity check as in either of the other checks.
As such, on average we can detect 10/15 ≈ 66 % of errors,
even if they occur in the error checking process. Alter-
natively, given that the ansatz circuit will contain many
more two qubit gates than the parity check circuits, we
can just use the spin-up and spin-down parity checks,
and assume that it is far more likely that the error will
occur in the ansatz circuit.
Electron number check
We provide a worked example for the case of a system
with N = 3 electrons in M = 6 orbitals. We first apply
the circuit shown in Fig. 6 After this circuit, if no errors
have occured, the ancilla is in the state
|φ〉 = 1√
2
(|0a〉+ e3πi |1a〉) = |−〉 . (13)
Measuring the ancilla in the X basis informs us that the
first bit in N is 1. We then apply the circuit shown in
Fig. 7. The ω2 gate is given by diag(1, e
−dec(N1)πi/2) =
diag(1, e−πi/2).
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U(~θ)
•
|x1〉 •
|x2〉 •
|x3〉 •
|x4〉 •
|x5〉 •
|0〉a H R1 R1 R1 R1 R1 R1
✌
✌
FIG. 6. The circuit which measures the 1st bit of the elec-
tron number, N1. The R1 gates are given by diag(1, e
pii).
Measurement of the ancilla is in the X basis.
The state of the ancilla is
|φ〉 = 1√
2
(|0a〉+ eπi |1a〉) = |−〉 . (14)
This informs us that the second bit in N is also 1. As a
result, we know the number of electrons in the state is 3.
If a different value were measured, this would inform us
that an error has occured, and therefore that the result
should be discarded.
|x0〉
U(~θ)
•
|x1〉 •
|x2〉 •
|x3〉 •
|x4〉 •
|x5〉 •
|0〉a H R2 R2 R2 R2 R2 R2 ω2
✌
✌
FIG. 7. The circuit which measures the 2nd bit of the electron
number, N2. The R2 gates are given by diag(1, e
pii/2). The
ω2 gate is given by diag(1, e
−dec(N1)pii/2), where dec(N1) is
the decimal value of the first bit of N . Measurement of the
ancilla is in the X basis.
It is only possible to naively estimate the maximum
error detection rate using the particle number checks, for
reasons which are discussed in more detail below. We
can initially perform the parity measurements described
above to detect 66 % of errors, under the assumptions
listed at the beginning of this section. We then make the
assumption that the wavefunction consists of only one
Slater determinant. We also assume that the error occurs
during the ansatz circuit, and not during the number
measurement procedure.
We are unable to detect any two qubit bit-flip error
which acts on one occupied orbital and one unoccupied
orbital of the same spin, as this mimics a spin conserving
excitation operator. If we consider the spin-up electron
number, then the number of possible two qubit bit flip
errors which act on the occupied spin-up orbitals is
(
N/2
2
)
(assuming there are an equal number of spin-up and spin-
down electrons, without loss of generality). The number
of possible two qubit bit flip errors which act on the unoc-
cupied spin-up orbitals is
(
M/2−N/2
2
)
. The total number
of possible two qubit errors (where both errors happen
on the spin-up orbitals) is
(
M/2
2
)
. As such, the detection
rate is
N
2 (
N
2 − 1) + M−N2 (M−N2 − 1)
M
2 (
M
2 − 1)
. (15)
In the limit that M → ∞ and M >> N , all errors
occur on the unoccupied orbitals, and so change the
electron number and spin numbers. As such, we are able
to detect all two qubit bit flip errors. This means we are
able to detect up to 12/15 = 80 % of single gate errors
in the depolarising noise model (although this is clearly
unattainable in practice).
However, this only applies to a single Slater determi-
nant, while the output of our ansatz will likely be a su-
perposition of multiple determinants. The reason for this
approximation is that double bit-flip errors may change
the electron and spin numbers of certain determinants,
while leaving others unchanged. For example, consider
the state
|ψ〉 = 1√
2
(|001011〉+ |100101〉 , (16)
which has an electron number of 3, a spin up number of
2, and a spin down number of 1 (the rightmost 3 orbitals
are spin-up, the leftmost 3 orbitals are spin-down). If this
state undergoes a double bit flip error given byX0X1, the
state becomes
|ψ′〉 = 1√
2
(|001000〉+ |100110〉 . (17)
This new state has the correct spin up and spin down
parities, so the error is undetectable using parity checks.
Moreover, we see that while the first Slater determinant
in the wavefunction has an incorrect particle number, the
second still has the correct particle number. If we apply
the electron number measuring scheme described above,
we will still measure 1 for the first bit in the electron
number. However, when measuring the second bit, there
is a 50 % chance we measure 1 (ancilla in |−〉), and a 50 %
chance we measure 0 (ancilla in |+〉). If we measure 0, we
conclude that an error has occured, and correctly discard
the state. However, if we measure 1, we conclude that
9the electron number is correct, and no error has occured.
As a result, we collapse the wavefunction into the state
|ψ′′〉 = |100110〉 , (18)
and measure the energy of this state, which may be far
in energy from the state which the ansatz intended to
produce. As such, the true rate of accepting uncorrupted
states is below the 80 % maximum discussed above, but
impractical to calculate analytically.
Non-violation of the variational principle
In this section, we show that the measured energy still
obeys the variational principle after the filtering process
described above, such that energy values below the true
ground state energy cannot be measured. We can prove
this by considering the Hamiltonian produced after map-
ping to qubits. The physical states that our ansatz gen-
erates correspond to a small region of the full Hilbert
space. Errors may take the state produced outside of
this region. Under a general noise channel, the density
matrix for the system is given by
ρ =
∑
i
pi |ψi〉 〈ψi| , (19)
where pi is the probability of the register being in state
|ψi〉. If we apply our error detection procedure, we can
filter out certain states, such as those with incorrect par-
ticle number parities. This results in a new density ma-
trix,
ρ′ =
∑
i
p′i |ψi〉 〈ψi| . (20)
The energy of the system is given by
Tr(Hρ′) ≥ Eg, (21)
as 〈ψi|H |ψi〉 ≥ Eg for all normalised wavefunctions
|ψi〉. Equality only holds when the filtering procedure is
100 % effective, and the system is in the ground state.
Consequently, the variational principle is not violated
by our filtering procedure.
ALTERNATIVE STABILISER-VQE CIRCUIT
Here we provide more detail on the alternative circuit
mentioned in the main text, which can be used to reduce
noise due to readout errors. We first show that the circuit
given by Fig. 8 [59, 60] gives the desired outcome for the
VQE; 〈ψ|hj |ψ〉. Stepping through the circuit, we find
that:
|0〉a H • H
✌
✌
|0〉
U(~θ) hj|0〉
|0〉
FIG. 8. The alternative method of performing a single mea-
surement of term hj in the Hamiltonian. The ansatz circuit
U(~θ) creates a physical state; |ψ〉 = |ψ(~θ)〉 = U(~θ) |0¯〉. The
controlled-hj gate is easy to realise in practice, as hj is a
product of Pauli terms on different qubits, so it can be imple-
mented as a sequence of controlled Pauli gates.
|0¯〉 |0〉a →
1√
2
(|ψ〉 |0〉a + |ψ〉 |1〉a) (22)
→ 1√
2
(|ψ〉 |0〉a + hj |ψ〉 |1〉a)
→ 1
2
[|0〉a (|ψ〉+ hj |ψ〉) + |1〉a (|ψ〉 − hj |ψ〉)] = |φ〉
Measuring the ancilla in the computational basis gives
〈φ|Za |φ〉 = 1
4
(2〈ψ|ψ〉+ 2 〈ψ|hj |ψ〉)− 1
4
(2〈ψ|ψ〉 − 2 〈ψ|hj |ψ〉) = 〈ψ|hj |ψ〉 , (23)
the same result as the conventional VQE circuit, as re-
quired. The circuit has obtained this result by perform-
ing measurement of a single qubit each time, which we
will show reduces noise due to readout errors when com-
pared with the normal direct measurement VQE proto-
col.
We can also use this circuit to extract parity informa-
tion about the qubits ‘for free’. When the circuit and
measurement are performed, the ancilla will either be
measured in the |0〉a or the |1〉a state. The register is
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correspondingly in either
|0〉a → |φR〉 =
|ψ〉+ hj |ψ〉√
2(1 + 〈ψ| hj |ψ〉)
(24)
|1〉a → |φR〉 =
|ψ〉 − hj |ψ〉√
2(1− 〈ψ| hj |ψ〉)
(25)
which we write as |φ±R〉.
In the Jordan-Wigner encoding, the Pauli terms in
the Hamiltonian, hj, contain an even number of X and
Y operators, and thus conserve electron number par-
ity. Denoting the parity operator by Pˆ , we find that
Pˆ |ψ〉 = (−1)N |ψ〉 and Pˆhj |ψ〉 = (−1)Nhj |ψ〉, where N
is the number of electrons in the molecule. As a result,
the register state is an eigenstate of the parity operator,
and so we can measure this stabiliser quantity, as shown
in Fig. 9. If a single bit-flip error has occured, this will
change the measured parity. If 〈Pˆ 〉 6= (−1)N , we can
discard the hj measurement result.
|0〉a H • H
✌
✌
|0〉
U(~θ) hj 〈Pˆ 〉|0〉
|0〉
FIG. 9. We perform a parity measurement on the register
after the ancilla has been measured in order to detect errors.
In the limit of small error rates, we consider that at
most a single error happens. We assume here that no
gate errors occur in the circuit, but a single readout error
occurs. Using the circuit in Fig. 9, the probability that
the error happens on the ancilla qubit is 1/M where M
is the total number of qubits. If the error occurs on
the ancilla qubit, its value will be corrupted. In contrast,
the parity measurement will yield the correct result. This
means we will not filter the corrupted result, reducing the
accuracy of our expectation value measurement. In the
other (M − 1)/M cases, the readout error occurs on one
of the register qubits. This causes us to incorrectly assert
that the state |ψ〉 is not a physical state, and therefore
wrongly filter it out. However, our measured expectation
value is not degraded much by this. When the number of
qubits is large, the readout errors are much more likely
to occur on the register qubits, and so we are still able
to obtain an accurate expectation value.
In contrast, when considering the circuit shown in
Fig. 1 in the main text, we find that the opposite is true.
If only a single readout error occurs, it is much more
likely to occur on the register qubits than on the ancilla.
As a result, we are likely to accept a corrupted state,
producing a less accurate expectation value. While this
sounds like a significant disadvantage, we note that the
reality is less clear cut. Readout error rates are currently
at around 1 % [35] for superconducting qubits, higher
than the lowest two qubit gate error rates. However,
there are typically far more two qubit gates in the circuit
than qubits to be measured, and so we expect gate
errors to dominate. Moreover, this circuit variant is only
capable of checking the total electron parity, and not the
spin-up or down parities.
We can also apply this circuit to variational algorithms
which simulate real [22] and imaginary [36] time evolu-
tion, as well as quantum gradient finding [34]. These al-
gorithms use a circuit similar to the one shown in Fig. 8
to probe the derivative of an ansatz state with respect
to one of the parameters. They leave the register in the
state
|φ±〉 = 1√
k±
(|ψ(~θ)〉 ± eiθ
√
Nhj |∂ψ(
~θ)
∂θi
〉) (26)
where |ψ(~θ)〉 is the ansatz state, k± is a normalisation
constant, hj is a Hamiltonian term, N is a normalisation
constant for the derivative state vector, and θ = 0, π
depending on the whether the simulation is of real time,
imaginary time, or gradient finding.
If an ansatz is used which constructs physical trial
states, then the state |ψ(~θ)〉 has fixed particle number
and spin. As discussed above, the Hamiltonian operators
hj are particle number parity conserving. Consequently,
we only require that |∂ψ(~θ)∂θi 〉 has a conserved particle num-
ber parity. This is the case for both UCC and Hamilto-
nian variational ansatze. Consequently, the qubit register
is left in a state which has a fixed particle number parity,
in the absence of errors. The particle number parity of
the register qubits can then be checked, to detect possible
errors. This error detection can be considered ‘free’, as
no additional ancilla qubits or circuit repititions are re-
quired, beyond what is needed for the quantum gradient
finding circuit itself.
SIMULATION DETAILS
UCC ansatz and the hydrogen molecule
When solving the electronic structure problem for the
hydrogen molecule in a minimal basis, we construct four
molecular orbitals,
|σg↑〉 = 1√
S
(|1sA↑〉+ |1sB↑〉), |σg↓〉 = 1√
S
(|1sA↓〉+ |1sB↓〉),
|σu↑〉 = 1√
S
(|1sA↑〉 − |1sB↑〉), |σu↓〉 = 1√
S
(|1sA↓〉 − |1sB↓〉),
(27)
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where S is a normalisation factor, and A and B denote
which of the two protons the 1s orbital is centred on. We
can write a Jordan-Wigner (JW) mapped state vector as
|ψ〉 = |fσu↓ , fσg↓ , fσu↑ , fσg↑〉 , (28)
where fi = 1 if spin orbital i is occupied, and fi = 0 if
spin orbital i is unoccupied. Using the JW encoding, the
4 qubit Hamiltonian for H2, given by
H = h0I + h1Z0 + h2Z1 + h3Z2 + h4Z3 + h5Z0Z1 + h6Z0Z2 + h7Z1Z2 + h8Z0Z3+
h9Z1Z3 + h10Z2Z3 + h11Y0Y1X2X3 + h12X0X1X2X3 + h13Y0Y1Y2Y3 + h14X0X1Y2Y3.
(29)
We obtained the numerical values of hi using Open-
Fermion [61]. The HF state for H2 is given by
|ψH2HF〉 = |0101〉 . (30)
The most general state for H2 (with the same spin and
electron number as the HF state) is given by
|ψH2〉 = α |0101〉+ β |1010〉+ γ |1001〉+ δ |0110〉 . (31)
We can construct such a state using the singlet uni-
tary coupled cluster (UCC) ansatz, considering single
and double excitations above the HF state (UCCSD).
The UCCSD operator is given by
U = e(T1−T
†
1
)+(T2−T
†
2
), (32)
where
T1 =
∑
i∈virt,α∈occ
tiαa
†
iaα,
T2 =
∑
i,j∈virt,α,β∈occ
tijαβa
†
ia
†
jaαaβ ,
(33)
and occ are occupied orbitals, virt are initially unoccu-
pied orbitals in the reference state, and tiα and tijαβ are
variational parameters to be optimised. For H2, the sin-
glet UCCSD operator takes the form
U = et10(a
†
1
a0−a
†
0
a1)+t32(a
†
3
a2−a
†
2
a3)+t3120(a
†
3
a†
1
a2a0−a
†
0
a†
2
a1a3).
(34)
Splitting this operator up using Trotterization (with a
single Trotter step) and using the JW encoding, we find
that
(a†1a0 − a†0a1) =
i
2
(X1Y0 − Y1X0)
(a†3a2 − a†2a3) =
i
2
(X3Y2 − Y3X2) (35)
(a†3a
†
1a2a0 − a†0a†2a1a3) =
i
8
(X3X2Y1X0 + Y3X2X1X0 + Y3Y2Y1X0 + Y3X2Y1Y0 −X3Y2Y1Y0 − Y3Y2X1Y0 −X3Y2X1X0 −X3X2X1Y0).
We can apply this operator using the circuit shown in
Fig. 10 and Fig. 11, generated using the circuit construc-
tions in Ref. [62].
The parity check circuit used in our error-mitigated
simulation of the Hydrogen molecule is shown in Fig. 12.
We restricted ourselves to a linear nearest-neighbour con-
nectivity, in order to lower bound the efficacy of our
method. The electron spin number parity checks could
be implemented by using a series of SWAP gates to move
the ancilla qubits along the register, such that they are
next to every register qubit once. This can be achieved
in depth O(M). Instead, it is more efficient to use the
procedure shown in Fig. 12, which effectively ‘passes’ the
parity information along the register to the ancilla, before
uncomputing the procedure to ensure reversibility. This
circuit has already been suggested for efficient stabiliser
12
checking in Ref. [43].
Number of measurements and error analysis
Our numerical simulations were designed to mimic the
actions of an experimentalist; the expectation value of
each term in the Hamiltonian was found by repeating
the circuit and measurement procedure many times.
The number of measurements required was set by the
desired precision. Measurements were distributed opti-
mally among the different Hamiltonian terms [12, 34],
such that the number of measurements for each term was
proportional to its strength. The standard error in each
measurement is then given as follows.
The standard error in the mean is given by [63]
α =
σ√
N
(36)
where N is the number of measurements performed, and
σ is the standard deviation of the result. The standard
deviation of a measurement of one of the Pauli strings in
the Hamiltonian, hˆj , is given by
σhj =
√
〈ψ| hˆ2j |ψ〉 − 〈ψ| hˆj |ψ〉2 =
√
1− 〈ψ| hˆj |ψ〉2 ≤ 1.
(37)
The standard error in the energy measurement is then
upper bounded by
αE =
√∑
i
α2hi =
√√√√∑
i
|gi|2
σ2hj
Ni
≤
√∑
i
|gi|2
Ni
, (38)
where Ni is the number of measurements used for each
term in the Hamiltonian, and gi is the coefficient of term
i in the Hamiltonian. We distribute our measurements
optimally [12, 34], setting
Ni =
|gi|
gmax
k (39)
where gmax is the largest coefficient in the Hamiltonian,
and k is the number of measurements allocated to the
largest term in the Hamiltonian. We substitute this ex-
pression into Eq. 38,
αE ≤
√∑
i
|gi|gmax
k
(40)
Solving for k, and substituting back into Eq. 39 provides
an expression for the number of measurements required
per term, as a function of the standard error
Ni =
|gi|
∑
j |gj|
α2E
. (41)
The total number of measurements is then
N =
(
∑
i |gi|)2
α2E
. (42)
When extrapolation is performed, the standard error
is increased by a factor that depends on the ‘stretch-
factor’, λ, used in the extrapolation. When performing
extrapolation, we used the same total number of samples
for each expectation value, which were divided equally
between two points for a linear extrapolation. The ex-
trapolated value is given by
Oextrap =
λO(ǫ) −O(λǫ)
λ− 1 . (43)
As such, the standard error was increased by a factor of
ω =
√
2(λ2 + 1)
(λ− 1) . (44)
The stretch factor used in the simulations shown in Fig.4
depended on the error rate, ǫ, as
λ = 1 +
0.001
ǫ
. (45)
The stretch factor used in the simulations shown in Fig.5
was
λ = 1.5 . (46)
For the results presented in Fig. 5 in the main text, we
calculated the standard error using the expectation val-
ues
√
1− 〈ψ| hˆj |ψ〉2, rather than the loose upper bound.
The resulting standard errors in the results were: De-
tection + Extrapolation = [0.05, 0.07, 0.04, 0.04, 0.04]
mhartree, Extrapolation = [0.05, 0.07, 0.04, 0.05, 0.04]
mhartree.
For the results presented in Fig. 4 in the main text,
we used the loose upper bound for the standard error,
obtained as described above.
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FIG. 10. The first half of the complete circuit used in our
simulations to implement the UCCSD operator for H2. The
Rx(
pi
2
) and H gates rotate the basis such that the exponenti-
ated operator applied to the corresponding qubit is either Y
or X, respectively.
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FIG. 11. The second half of the complete circuit used in our
simulations to implement the UCCSD operator for H2. The
Rx(
pi
2
) and H gates rotate the basis such that the exponenti-
ated operator applied to the corresponding qubit is either Y
or X, respectively.
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FIG. 12. A circuit using a local gateset to measure both the
spin-up parity and spin-down parity. The R gates implement
the single qubit basis rotations required to measure the de-
sired Hamiltonian string.
