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1. HET SEMI-MARKOV BESLISSINGSMODEL MET EEN AFTELBARE TOESTANDSRUIMTE EN 
ONBEGRENSDE KOSTEN 
1 • 1 • In leiding 
In dit hoofdstuk beschouwen wij het semi-Markov beslissingsmodel met 
een aftelbare toestandsruimte, een eindige aktieruimte en kosten die niet 
uniform begrensd behoeven te zijn. Het optimaliteitskriterium waarin wij 
primair geinteresseerd zijn is het gemiddelde kosten kriterium. Voorwaarden 
zullen worden gegeven waaronder niet alleen een optimale politiek bestaat, 
maar tevens een optimale politiek bestaat die tot de klasse van de statio-
naire politieken behoort. Ten overvloede wellicht merken wij op dat zelfs 
voor het Markov beslissingsmodel met uniform begrensde kosten het kan zijn 
dat een gemiddeld kosten optimale politiek niet bestaat of dat een gemiddeld 
kosten optimale politiek bestaat, maar geen enkele gemiddeld kosten optimale 
politiek tot de klasse van de stationaire politieken behoort. Voor voorbeel-
den van deze verschijnselen verwijzen wij naar ROSS (1970). 
De behandeling in dit hoofdstuk is gebaseerd op werk van ROSS (1970) 
waar de klassieke theorie met uniform begrensde kosten wordt gegeven en werk 
van LIPPMAN (1973a,1973b) waar onbegrensde kosten worden toegelaten. Voor 
het semi-Markov beslissingsmodel met onbegrensde kosten zijn ook in HARRISON 
(1970, 1972a) en in HORDIJK (1973) voorwaarden gegeven waaronder een optimale 
politiek bestaat. De voorwaarden en de aanpak van LIPPMAN (1973a,1973b) lij-
ken het meest toepasbaar om het bestaan van een optimale politiek aan te 
tonen en om tevens de structuur van een dergelijke politiek te karakterise-
ren. Bovendien zijn deze voorwaarden uitermate geschikt voor toepassingen 
in wachttijdtheorie. De voorwaarden die wij zullen geven zijn overigens 
minder algemeen dan de voorwaarden in LIPPMAN (1973a,1973b). De reden hier-
van is dat het bewijs van stelling 2 in LIPPMAN (1973a) incorrect is en de-
ze stelling speelt een basisrol in het werk van LIPPMAN (1973a,1973b). 
De te volgen aanpak van het gemiddeld kosten kriterium is standaard. 
Dit kriterium wordt geanalyseerd door eerst resultaten af te leiden voor 
het aanzienlijk eenvoudiger te analyseren kriterium van de totale verwachte 
verdisconteerde kosten. Hieruit worden vervolgens door toepassing van Abel 
stellingen resultaten voor het gemiddeld kosten kriterium afgeleid. 
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1.2. Het model en notatie. 
Beschouw een systeem dat op stochastisch gelegen tijdstippen wordt 
waargenomen in een van de toestanden van een aftelbare toestandsruimte S. 
Wij beschouwen het geval dat de toestand s geschreven kan warden als 
s = (i,s) waarbij de eerste component i een niet-negatief geheel getal is 
en de components een willekeurig object mag zijn dat behoort tot een (mo-
gelijk lege) verzameling S .• De component i moet warden opgevat als de 
i 
hoofdvariabele terwijl de components gezien moet worden als een hulpvaria-
bele die op zichzelf tamelijk complex mag zijn. Bijvoorbeeld, in een wacht-
tijdprobleem kan i het aantal aanwezige klanten zijn en kan s aangeven of 
de bediende bezig is of niet. Als de toestand van het systeem wordt waar-
genomen, dan moet een aktie gekozen warden. Voor elke toestand s ES is een 
eindige verzameling A van toegelaten akties gegeven. De toestand van het 
s 
systeem wordt voor het eerst waargenomen op tijdstip 0. Als het systeem 
wordt waargenomen in toestand sen de aktie a EA wordt genomen, dan ge-s 
beurt, onafhankelijk van het verleden van het systeem, het volgende: 
(I) de volgende toestand van het systeem is toestand s' met kans q(s'ls,a), 
(2) gegeven <lat de volgende toestand s' is, de hoeveelheid tijd tot de over-
gang van toestand s naar toestand s' plaatsvindt is een stochastische 
variabele met verdelingsfunktie F(tls,a,s'). 
Na de overgang naar de volgende toestand moet opnieuw een aktie geko-
zen worden waarna het bovenstaande zich herhaalt, etc. 
De overgangskansen q(s' ls,a) en de verdelingsfunkties F(tls,a,s') war-
den bekend verondersteld. Om ervoor te zorgen dat met kans I het aantal toe-
standsovergangen in een eindig tijdsinterval eindig is, maken wij de vol-
gende aanname: 
Aanname L Er bestaan positieve getaZZen E en 8 zo dat 
I q(s'ls,a){l-F(ols,a,s')} ~ E 
s'ES 
voor aZZe s ES en a EA. 
s 
D.w.z., voor elke toestand sen aktie a EA geldt <lat de tijd tot de eerst-
s 
volgende toestandsovergang grater dan 8 is met een kans die tenminste Eis. 
Voorts nemen wij aan <lat voor elke s ES en a EA de grootheid 
s 
( I . I ) T(s,a) L q(s'Js,a) ,(s,a,s') 
s I ES 
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eindig is, waarbij T(s,a,s') = 1; tdF(tls,a,s'). Merk op <lat ,(s,a) de ver-
wachte tijd is tot de eerstvolgende toestandsovergang als in toestand s de 
aktie a genomen wordt. 
Wij beschouwen de volgende kostenstructuur. Als in toestand s de aktie 
a wordt genomen, dan warden direkte kosten a1(s,a) gemaakt en warden voor 
elke tijdseenheid tot de eerstvolgende toestandsovergang kosten a2 (s,a) ge-
maakt. Wij nemen aan <lat 
( I. 2) 
Definieer voor alle s E Sen a EA, 
s 
( I. 3) 
voor alle s ES en a EA. 
s 
dan is c(s,a) de verwachte kosten tot de eerstvolgende toestandsovergang 
als 1.n toestand s de aktie a genomen wordt. 
Een politiek R voor de besturing van het systeem 1.s een regel die op 
elk beslissingstijdstip voorschrijft hoe de te nemen aktie gekozen moet war-
den. Deze keuze mag afhangen van de tot het beslissingstijdstip waargenomen 
toestanden en gekozen akties. Voorts mag het zo zijn dat tussen de mogelijke 
akties geloot wordt welke aktie gekozen wordt. De klasse van alle mogelijke 
politieken geven wij aan door C. Een belangrijk deelklasse van de klasse C 
1.s de klasse F van de stationaire politieken. Een stationaire politiek f 
is een voorschrift <lat aan elke toestand s Es een en slechts een aktie 
f(s) EA toevoegt, zodat altijd aktie f(s) wordt genomen wanneer het sys-
s 
teem wordt waargenomen in toestand s. 
Voor gegeven begintoestand sen politiek REC, definieer x en T als 
de -n -n 
de toestand na den toestandsovergang en als het tijdstip van de nde toe-
standsovergang voor n=O,l, ... , waarbij wij afspreken <lat de ode toestands-
overgang plaatsvindt op tijdstip O (dus ~O =sen !o 0). Voorts definieer 
a als de aktie die genomen zal warden op tijdstip T, n ~ 0. Gegeven dat -n -n 
de begintoestand s ES is en politiek REC wordt gevolgd, definieer verder 
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( I. 4) V(s,R,t) = verwachting van de totale kosten in [O,t], t ~ 0 
en 
( 1.5) g(s ,R) 
-1 
= lim supt V(s,R,t). 
t+oo 
Wij merken op dat V(s,R,t) en g(s,R) welgedefinieerd zijn op grand van het 
feit dat de kosten niet-negatief zijn. De grootheid g(s,R) kan geinterpre-
teerd warden als de gemiddelde verwachte kosten per tijdseenheid op de lange 
duur als de begintoestand s is en politiek R wordt gevolgd. Wij zullen een 
politiek R* EC gerrriddeZd kosten optimaal noemen als g(s,R*) ~ g(s,R) voor 
alle s ES en REC. 
Zoals reeds gesteld zullen wij het gemiddeld kosten model analyseren 
door eerst het verdisconteerde kostenmodel te bestuderen. Laat a een wille-
keurig positief getal zijn. Voor elke s ES en REC, definieren wij 
( 1. 6) 
CX) 
I -at V (s,R) = e dV(s,R,t). a 
0 
De grootheid V (s,R) kan geinterpreteerd warden als de totale verwachte ver-
a 
disconteerde kosten over een oneindig lange tijdsperiode als de kosten ver-
disconteerd warden door een faktor a, de begintoestand sis en politiek R 
wordt toegepast. Het verdisconteren van de kosten met een faktor a houdt in 
dat 1 gulden ontvangen op tijdstip t de waarde vane-at gulden op tijdstip 0 
heeft. 
Het is vrij eenvoudig na te gaan dat voor alle s E 
CX) 
( 1. 7) V (s,R) = E [ ' e a s R L. 
' n=O 
Sen REC geldt 
T 
-n+I 
I -at e dt}J, 
T -n 
waarbij E R de verwachting aanduidt voor begintoest:a.nd sen politiek R. s, 
Deze relatie zullen wij gebruiken bij de analyse van het verdisconteerde 
kosten model. Definieer Va(s) = infREC Va(s,R) voor s ES. Voor vaste a 
heet een politiek R* a-optimaal als V (s,R*) = V (s) voor alle s ES. 
a a 
Vervolgens definieren wij voor alle s ES en a EA 
s 
CX) t 
ca(s,a) = d 1(s,a) + d2(s,a) ls' q(s'ls,a) J dF(tls,a,s') J e-aydy, 
0 0 
m.a.w. c (s,a) is de verwachte verdisconteerde kosten tot de eerstvolgende 
a 
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toestandsovergang bij verdisconteringsfaktor a als in toestand s de aktie a 
genomen wordt. Wij merken op dat voor alle sen a geldt 
(1.8) c (s,a) $ c(s,a) voor a> O, 
a 
c (s,a) = c(s,a). 
a 
Tenslotte definieren wij voor alle s, a ens', 
(1.9) 
00 
Sa(s,a,s') = f e-atdF(tjs,a,s'). 
0 
Met behulp van aanname 1 leidt men eenvoudig af dat voor alle a> O, 
(1.10) S (s,a,s') $ S < 1 
a a 
voor alle s,s' ES en a EA, 
s 
-ao waarbij S = 1-E(l-e ). Merk op dat S (s,a,s') geinterpreteerd kan worden 
a a 
als de waarde op tijdstip O van een bedrag van 1 gulden, ontvangen op tijd-
stip Ii als op tijdstip Ode aktie a in toestand s genomen wordt en op tijd-
stip Ii een overgang naar toestand s' plaatsvindt. 
1.3. Het verdisconteerde kosten model. 
In deze paragraaf zullen wij aantonen dat onder zekere voorwaarden 
voor elke a> 0 een a-optimale politiek bestaat. Wij maken de volgende aan-
names. 
Aanname 2. Er is een eindig getaZ c en een niet-negatief getal K zo dat 
c(s,a) $ c(ivl)K 
waarbij 
xvy = max(x,y). 
voor aZZe s=(i,,) ES en a EA, 
s 
Aanname 3. Er is een eindig getaZ d ~ I zo dat voor aZZe k=O, ... ,K geldt 
6 
/, (i'vl)k q(s'is,a) ~ (i+d)k 
s'=(i' ,!;') 
voor alle s=(i,i;) ES en a EA. 
s 
Merk op dat aanname l eist dat de kosten c((i,i;),a) begrensd zijn door een 
de 
polynoom van de orde Ken dat aanname 2 stelt dat voor k=O, ... ,K het k 
moment van de eerste component van de eerstvolgende toestand na toestand 
(i,i;) begrensd is door (i+d)k voor een eindige d. 
Kies nu a> 0 vast. Wij zullen nu aantonen dat een a-optimale politiek 
bestaat die tot de klasse van de stationaire politieken behoort en dat een 
a-optimale politiek bepaald kan worden met een behulp van een funktionaal-
vergelijking waaraan V (s) voldoet. Het bewijs is gebaseerd op de theorie 
a 
van de contractie afbeeldingen. Daartoe moeten wij een verzameling van 
funkties definieren waartoe de funktie V (s,R), s ES behoort voor elke R 
a 
en op deze verzameling moeten wij een metriek definieren waardoor deze ver-
zameling een compleet metrische ruimte wordt. 
Laat B de volgende verzameling zijn van reelwaardige funkties u gede-
finieerd op S, 
( I. 11) B = { u I sup I u ( s) I / (iv I ) K < oo} • 
s=(i,i;)ES 
LEMMA I.I. Veronderstel dat de acm,names - 3 vervuld zijn. Voor elke poli-
tiek R E C geldt dat de funktie V (s,R) E B. Bovendien, de funktie V (s) EB. 
a a 
Bewijs. Definieer de stochastische variabelen ! 1,!2 , ... op dezelfde wiJze 
als in het bewijs van Lemma 7.4 in ROSS (1970). Beschouw vervolgens de uit-
-aT drukking die gelijk is aan het rechterlid van (1.7) mete -n vervangen door 
-a (i + ••• J. ) 
e I n. Op deze wijze verkrijgt men een bovenschatting voor V (s,R) 
a 
en van de zo verkregen uitdrukking gaat men eenvoudig na dat deze tot B be-
hoort. Uit O ~ V (s) ~ V (s,R) voor alle sen R volgt tenslotte <lat de 
a a 
funktie V (s) EB. D 
a 
LEMMA 1.2. VerondersteZ dat aanname I vervuld is. De funktie V (s) voldoet 
a 
acm, 
( l. 12) V (s) = 
a 
{c (s,a)+I ,q(s'!s,a)S (s,a,s')V (s')}, 
a s a a 
SES, 
Bewijs. Het bewijs is vrijwel identiek aan het bewijs van stelling 6.1 in 
ROSS (1970). Kies s ES en REC. Laat n(als) de kans zijn dat op tijdstip 
0 politiek R de aktie a kiest in toestand s. Gegeven dat op tijdstip Ode 
aktie a genomen wordt in toestand sen dat de toestand op het eerstvolgende 
beslissingstijdstip ! 1 gelijk aan s' is, laat Wa(s,a,s',R) de totale ver-
verwachte verdisconteerde kosten vanaf tijdstip Ii zijn waarbij deze kosten 
warden verdisconteerd naar tijdstip 11• Gebruikmakend van (1.7) gaat men 
eenvoudig na <lat 
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V (s,R) = L n(ajs){c (a,s) +' ,q(s'ls,a)S (s,a,s')W (s,a,s',R}2:: a a a ls a a 
2:: L TT(als){c (a,s) +L ,q(s'ls,a)S (s,a,s')V (s')} 2:: 
a a s a a 
{c (a,s) +I ,q(s'ls,a)S (s,a,s')V (s')}. 
a s a a 
Aangezien R willekeurig gekozen was, volgt nu <lat V (s) grater dan of ge-
a 
lijk aan het rechterlid van (I. 12) is. Om de omgekeerde ongelijkheid te be-
wijzen, kies s vast en laat a0 een aktie zijn waarvoor het rechterlid van 
(I. 12) minimaal is. Kies E > O, en voor elke s' ES laat politiek R, EC 
s 
zo zijn <lat V (s' ,R ,) $ V (s')+s. Definieer politiek TT EC als volgt. Op 
a s a 
tijdstip O neemt politiek TT de beslissing a0 in toestand s, en, als op het 
volgende beslissingstijdstip ! 1 de toestand s' is, dan doet politiek TT als-
of op tijdstip Ii het systeem opnieuw begint mets' als begintoestand en 
vanaf dat moment volgt TT de politiek R ,. Derhalve vinden wij met behulp van 
s 
( I. 10) 
V ( s) $ V ( s ,rr) = C ( s 'ao) + 'i' I q ( s I I s' ao) s ( s. ao' s I ) V ( s I , R I ) $ a a a ls a a s 
5 C ( S , ao) + I 1 q ( S I I S , a) S ( S , ao , S 1 ) V ( S 1 ) +ES . a s a a a 
Aangezien E willekeurig klein gekozen mag warden, volgt nu dat V (s) klein-
a 




Definieer v0 (s) = 0 voor alle s ES, en voor n=O,I, ••• , definieer ,a 
(I. 13) V ( s ) - min { c ( s , a) +· \' , q ( s ' I s , a) S ( s , a, s ' ) V ( s ' ) }, s E S • n+l,a - a ls a n,a 
aEA 
s 
Opmerking I.I. Voor elke vaste N ~ I geldt dat vN,a(s0) gelijk is aan de 
minimale totale verwachte verdisconteerde kosten tot het (N+I) ste beslis-
singstijdstip als de begintoestand s 0 is. Deze minimale kosten warden be-
reikt door voor n=O, ..• ,N-1 op het (n+I) ste beslissingstij-dstip T de 
-n 
aktie f (s) te nemen als op dit tijdstip het systeem in toestand sis, n,a 
waarbij f (s) een aktie is waarvoor het rechterlid van (1.13) minimaal is. n,a 
De bewijzen van deze "vanzelfsprekende" beweringen zijn standaard en geheel 
analoog aan de bewijzen in hoofdstuk 2 in DERMAN (1970). 
STELLING I.I. Verond.erstel dat de aannames 1 - 3 vervuld zijn. 
(a) De funktie V (s), s ES, is de enige funktie uit de klasse B die vol-
a 
doet aan de "optimaliteitsvergelijking", 
(1.14) 
Verder ge ldt 
V (s) = 
a 
min {c (s,a)+z. ,q(s' ls,a)S (s,a,s')V (s')}, 
aEA a ·s a a 
s . 
S E S. 
(1.15) lim V (s) = V (s) voor alle s ES. 
n➔oo n,a a 
(b) Laat f E F zo zijn 
a 
voor alle s Es. Dan is 
da,t f (s) het rechterlid van (1.14) minima.liseert 
a 
de stationaire politiek f a-optimaal. 
a 
(c) Voor n=O,I, .•. , definieer f E F aZs een politiek zodat f (s) het n,a n,a 
rechterlid van (1.13) minimaliseert voor alle s Es. Veronderstel da,t een 
politiek ga E F bestaat zoda,t voor elke s ES een deelrij {nk} met nk ➔ 00 
als k ➔ 00 bestaat zoda,t f (s) = g (s). Dan is politiek g a-optimaal. 
nk,a a a 
Bewijs. (a) Voeg aan elk tweetal funkties u,v EB toe het getal 
(1.16) p(u,v) = sup {lu(s)-v(s)I / (ivl)K}. 
s=(i,~)ES 
Gebruikmakend van het Cauchy kriterium voor een rij van uniform convergente 
" 
funkties, gaat men eenvoudig na dat (B,p) een compleet metrische ruimte is, 
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vgl. de appendix. Voor elke funktie u EB definieer de funktie Tu door 
(1.17) Tu(s) = mm 
aEA 
s 
{c (a,s) + l ,q(s' ls,a)S (s,a,s')u(s')}, SES, 
a s a . 
Om aan te tonen dat de afbeelding Teen uniek vast punt bezit, moeten wij 
eerst nagaan dat Tu E B voor alle u E B. Kies u E B vast, en voor alle s ES 
laat f(s) een aktie ziJn waarvoor het rechterlid van (1. 17) minimaal is. 
Laat M een bovengrens zijn voor Ju(s)j / (ivl)K voor s=(i,.;) ES, vgl. (1.11). 
Op grond van relatie (1.10) en de aannames 2 en 3, vinden wij voor alle 
s=(i,.;) ES, 
ITu(s)j = le (s,f(s))+£ ,q(s'!s,f(s))S (s,f(s),s')u(s')I ~ 
a s a 
Dus Tu EB. Het is eenvoudig in te zien dat de afbeelding T continu is. 
Definieer de funktie Tnu door Tnu = T(Tn-lu) voor n :?: 2 waarbij T1u = Tu. 
Dan geldt V TnV Vanwege de lennna's 1.1 en 1.2 volgt de bewering n,a O,a 
(a) uit stelling l in de appendix wanneer wij kunnen aantonen dat een getal 
Smet O ~ S < 1 en een natuurlijk getal N bestaan zodat 
(1.18) 
N N 
p(T u,T v) ~ Sp(u,v) voor alle u,v EB. 
Om (1.18) te bewijzen, zullen wiJ aantonen dat voor alle n=I,2, ... geldt 
(1.19) ~ s0 p (u, v) (i+nd)K voor alle u,v E: Bens= (i, 0 E S. 
a 
n n n K 
Uit (1. 16) en (1.19) volgt p(T u,T v) ~ S p(u,v)(l+nd) voor alle n:?: 1, 
a 
waaruit (1.18) volgt aangezien O ~Sa< 1. Voor het bewijs van (1.19) merken 
wij eerst op dat uit (1. 17) direkt volgt 
(1.20) voor alle 
S E S, 
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Uit (1. 16) volgt u(s) ~ v(s) + (ivl)Kp(u,v) voor alle s=(i,~) ES en alle 
u,v. Derhalve volgt uit (1.20), (1.17), (1. 10) en aanname 3 dat voor alle 
s=(i,O E S, 
Tu(s) ~ min {c (s,a)+ I q(s' ls,a)S (s,a,s')[v(s') + 
a a s'=(i' .~') a 
~ min { c ( s , a) + I I q ( s ' I s , a) f3 ( s , a, s ' ) v ( s ' ) } + a a s a 
Dus Tu(s) ~ Tv(s) + f3 p(u,v)(i+d)K. Om redenen van symmetrie geldt dan ook 
a 
Tv(s) ~ Tu(s) + S p(v,u)(i+d)K. Hieruit volgt dan (1.19) voor n = 1. Stel 
a 
nu dat (1.19) bewezen is voor n=l, ... ,m. Dan geldt 
(1.21) voor alle s=(i,~) ES. 
Uit (1.21), (1.20), (1.17), (1.10) en aanname 3 volgt nu dat voor alle 
s=(i,~), 
~ min { c ( s , a) + '\ , q ( s ' I s , a) S ( s , a, s ' ) Tmv ( s 1 ) + 
a a ls a 
l K . . 
+ Sm+ p(u,v) l (~)(md)K-J l , q(s' ls,a)(i')J} ~ 
a j=O J s 
~ min {c (s,a) +I ,q(s'Js,a)f3 (s,a,s')Tmv(s')} + 
a a s a 
m+l K K K-. . 
+ f3 p(u,v) I (.)(md) J(i+d)J. 
a . 0 J J= 
m+l m+l m+l . K Dus T u(s) ~ T v(s) + S p(u,v){i+(m+l)d} . Door de rollen van u en v 
L 
a 
te verwisselen, volgt nu (1.19) voor n=m+l. Hiermee is het bewijs van bewe-
ring (a) voltooid. 
I I 
(b) Kies f E F willekeurig. Uit (1.7) volgt direkt dat V (s,f) voldoet aan 
CL 
( I. 22) V (s,f) = c (s,f(s))+L ,q(s'is,f(s))S (s,f(s),s')V (s',f),sES. 
CL CL S CL CL 
Door het bewijs van stelling l.I(a) letterlijk te herhalen met A vervangen 
s 
door A'= {f(s)} voor alle s ES, vinden wij dat de funktie V (s,f) de enige 
S CL 
funktie uit de klasse Bis die aan (1.22) voldoet. Aangezien 
V (s) = c (s,f (s)) + l ,q(s' ls,f (s))S (s,f (s),s')V (s'), s ES 
CL CL CL 5 CL CL CL CL 
volgt dat V (s,f) = V (s) voor alle s ES, m.a.w. f is CL-optimaal. 
CL CL CL CL 
(c) Met induktie volgt uit (1.13) dat voor elke n ~ 0 geldt V +I (s) ~ 
n 'CL 
~ V (s) ~ 0 voor alle s ES. Derhalve geldt voor alle sen a, 
n, CL 
lim l , q(s' ls,a)S (s,a,s')V (s') = l ,q(s' ls,a)S (s,a,s')V (s'). 
S CL n,CL S CL CL 
n+oo 
Kies s vast. Laat {nk} een rij zijn met nk + 00 als k + 00 zodat fnk,CL(s) = 
= gCL(s) voor alle k. Door k naar 00 te laten gaan in (1.13) met n = nk, leidt 
men nu eenvoudig af dat g (s) het rechterlid van (1.14) minimaliseert. Be-
a. 
wering b) volgt nu uit bewering c). D 
Opmerking 1.2. Veronderstel dat de aannames 1 - 4 vervuld zijn. Dan geldt 
voor elke CL-optimale stationaire politiek f dat f(s) het rechterlid van 
(1.14) minimaliseert voor alle s ES. Het bewijs van deze bewering is een-
voudig. Stel dater een toestand s0 is zodat f(s 0) het rechterlid van (1.14) 
niet minimaliseert. Dan geldt V (s,f) ~ c (s,f(s)) + 
CL CL 
+ [q(s'Js,f(s))SCL(s,f(s),s')VCL(s',f) voor alle s ES, waarbij het < teken 
geldt voor s = s 0 . Door deze ongelijkheid voor s = s0 te itereren, vindt 
men VCL(s 0)) < VCL(s0,f). Deze tegenspraak bewijst bovenstaande bewering. 
1.4. Het bestaa:n van een gemiddeZd kosten optimaZe poZitiek. 
In deze paragraaf zullen wij aantonen dat onder zekere voorwaarden een 
gemiddeld kosten optimale politiek bestaat. Tevens zullen wij de "optimali-
teitsvergelijking" voor het gemiddelde kosten kriterium afleiden. 
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Aanname 4. (a) Er is een poZitiek f* E Fen een rij {a ,n2I} met a ➔ 0 aZs 
n n 
n ➔ co zodat voor eZke n 2 de stationaire poZitiek f* a -optimaaZ &S, 
n 
(b) Er is een toestand s* ES zodat 
E (T) < oo 
* -s,f 
en E (z(T)) < co * - -s,f 
voor aZZe s E S, 
waarbij I het eerste tijdstip vaZZend na tijdstip O is waarop een overgang 
naar toestand s* pZaatsvindt en ~(t) de totaZe kosten in [O,t) is, t 2 o.*) 
Op grond van een standaard resultaat uit de theorie van de regenera-
tieve processen geldt dat aanname 4(b) impliceert (zie bijvoorbeeld stelling 
3.16 in ROSS (1970)), 
lim t-JE (z(t)) = E 
* -t➔00 S, f 
(z(T))/E (-r) 
* * - - * * -s ,f s ,f 
voor alle s ES. 
Derhalve geldt (zie (1.4)) 
(1.23) * -1 * * g(s,f) = lim t V(s,f ,t) voor alle s, waarbij g(s,f) eindig 
is en onafhankelijk vans ES. 
Aanname 5. Voor aZZe s ES en a EA 
s 
geZdt 
'i' ,q(s' ls,a)E (T) < co 
Ls * -
SI, f 
en Is 1 q(s 1 ls,a)E *(~(I)) < oo, 
SI, f 
In vele toepassingen leidt de analyse van het verdisconteerde model tot 
het resultaat dat voor alle a voldoende klein een a-optimale politiek be-
staat die behoort tot een eindige klasse van stationaire politieken met een 
bepaalde struktuur. De volgende stelling leert dan dat ook een gemiddeld 
kosten optimale stationaire politiek met deze struktuur bestaat, 
STELLING 1.2. VerondersteZ dat de aannames 1 - 4 vervuZd zijn. 
*) De resultaten uit deze paragraaf blijven geldig als aanname 4(a) verzwakt 
wordt tot: er is een politiek f* E F, een eindig getal Men een rij {an} 
met an ➔ 0 als n ➔ 00 zodat Van(s,f*) :.:; VanCs)+M voor alle s E S en n 2 1. 
De bewijzen behoeven slechts ondergeschikte veranderingen. 
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(a) De politiek f* uit aanname 4 is gerrriddeld kosten optimaal. De rrrinimale 
gerrriddelde kosten g*(s) = minREC g(s,R) zijn onafhankelijk van de begintoe-
stand s Es, m.a.w. g*(s) = g* voor een aonstante g*. 
* = g voor alle s Es. (b) lim a v~_(s) n-+00 n -·n 
(c) Er is een eindige fwiktie h(s), s ES en een deelrij {a } 
nk 
-+ O als k -+ 00 zodat 
met 
(1.24) voor alle s ES. 
Veronderstel dat bovendien aanname 5 vervuld is. Dan geldt tevens 
(d) De aonstante g* en de funktie h(s) voldoen aan de "optimaliteitsver-
gelijking" van het gerrriddelde kosten kriterium, 
(1. 25) h(s) = min {c(s,a)-g*,(s,a) + /., h(s')q(s' ls,a)}, S € S. 
aEA s'ES 
s 
Bewijs. (a) Kies REC willekeurig. Uit (1.4)-(1.6), (1.23) en stelling 2 
in de appendix volgt dat voor alle s ES geldt 
(1.26) g(s,R) 2 lim sup aV (s,R) 
a-+O a 
en * g(s,f) = * lim av (s,f ). 
a-+-0 a 
Uit aanname 4 volgt nu dat voor alle s ES geldt 
g(s,R) 2 lim sup aV (s,R) 2 lim sup aV (s) 2 lim sup a V (s) = 
a-+-0 a a.-+-0 a n➔oo nan 
= lim sup a V 
n a n-+00 n 
* (s,f) = * lim a V (s,f) 
n➔oo nan 
* = g(s,,f ). 
Derhalve is politiek f* gemiddeld kosten optimaal aangezien R willekeurig 
* gekozen was. De tweede bewering uit (a) volgt uit het feit dat g(s,f) on-
afhankelijk vans is, zie (1.23). 
(b) Deze bewering volgt direkt uit de tweede relatie in (1.26), aanname 4(a) 
. ( *) * en het feit dat g s,f = g voor alle s. 
(c) Wij zullen eerst aantonen dat voor elke vaste s de rij {Va (s) -
* n - Va (s ),n2l} begrensd is. Uit aanname 4 en (1.7) volgt dat voor alle s ES 
n 
en n 2 1 geldt ., 
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(1.27) * * * V (s)-V (s) = V (s,f )-V (s) ~ 
a a a a n n n n 
* * ~ E (z(T))+V (s ,£ )-V * - - a a s,f n n 
omgekeerd, met behulp van de ongelijkheid van Jensen (zie bijvoorbeeld 
blz. 148 in ROSS (1970)), de ongelijkheid 1-e-x ~ x voor x ~ 0 en bewering 
b) volgt uit (1.7) dat voor alle s ES geldt 
(1.28) * V (s)-V (s) = 
a a 
n n 
* (s*) = V (s,f )-V a a n n 
-a E (1) 
;c: e n s,£* V 




(e n-)V * * (s*) 2': E (s ,£ )-V 2': 
* a a s,f n n 
* (s*) (s*) (s )-V 2': -E (T)a V 2': 
a * - n a n s,f n 
voor een eindige constante y. Uit (1.27) en (1.28) volgt nu dat 
yE * (T) ~ V (s)-V (s ) ~ E (z(T)) voor alle s ES en n ~ I. * - a a * - -s,f n n s,f 
Toepassing van stelling 3 uit de appendix geeft nu dat (1.24) vervuld is 
voor een deelrij {auk} en een eindige funktie h(s) met 
( 1.29) yE (-r) 
* -s,f 
:o:: h(s) ~ E voor alle s ES. 
(d) Wij merken eerst op dat uit aanname 5 en (1.29) volgt 
( 1. 30) voor alle s ES en a EA. 
s 
Kies nus vast. Aangezien As eindig is, kunnen wij een aktie a0 E A8 en een 
deelrij {~k} van {auk} met amk ➔ 0 als k ➔ 00 vinden zodat voor alle k geldt 
dat a0 het rechterlid van (1. 14) met a= amk minimaliseert. Derhalve geldt 
voor alle ken a EA • s 
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(1.31) 
Vf'I_ (s')-Va,,,., (s*)} + l ,q(s' ls,a){l-f3a. (s,a,s'}Vf'I_ (s*), 
-~ ~ s ~ -~ 
~aarbij het gelijkheidsteken geldt voor a= aO• Uit (1.9) volgt dat voor 
alle s, a ens', 
00 
( 1. 32) -1 I lim f3 ( s , a, s ' ) = I en lim a. { 1 - f3 ( s , a, s 1 } = -
a.+O a. a-+O a. 
tdF(tls,a,s'). 
0 
Laat nu k naar 00 gaan in (1.31). Dan volgt met behulp van de relaties 
(1.32), (1.30), (1.24), (1.18) en (I.I), bewering b) en de begrensde con-
vergentiestelling dat 
h(s) 2! c(s,a)+I ,q(s'ls,a)h(s')-g*T(s,a) 
s 
voor alle a EA, 
s 
waarbij het gelijkheidsteken geldt voor a= a0 • Hiermee is bewering d) be-
wezen. *) D 
Tenslotte zullen wij laten zien dat ender zekere voorwaarden uit de 
funktionaalvergelijking (1.25) een gemiddeld optimale politiek bepaald kan 
worden. 
STELLING 1.3. Veronderstel dat de aa:nnames 1 - 5 vervuld zijn. Laat de sta-
tionaire politiek f 0 zo zijn dat f 0(s) het rechterlid van (1.25) rrrinimali-
seert voor alle s Es. Stel dater een toesta:nd s0 ES bestaat zodat 
( I. 33) E f (,!O) 
s, 0 
< 00 en voor alle s Es, 
waarbij :Eo het eerste tijdstj,p vallend na tijdstip O is waarop een overga:ng 
naar toesta:nd s0 plaatsvindt en ~(t) de totale kosten in [O,t) is. Neem 
tevens aa:n 
*) Uit het bewijs van bewering d) en opmerking 1.2 volgt dat f*(s) het 
rechterlid van (1.25) minimaliseert voor alle s ES. Wij merken echter 
op dat in het algemeen niet geldt dat elke gemiddeld kosten optimale 
policiek f E F de eigenschap heeft dat f(s) het rechterlid van (1.25) 
minimaliseert voor alle s ES. 
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( 1. 34) E f (h(~k)) < 00 voor alle k ~ 1, en 
so, 0 
Dan is politiek t 0 genriddeld kosten optimaal. 
-1 
k E f (h(~k)) ➔ 0 
so, 0 
als k ➔ 
Bewijs. Uit het bewijs van stelling 7.5 in ROSS (1970) volgt (in dit be-
wijs wordt aangenomen dat de beslissingkosten begrensd zijn; deze aanname 
kan echter zonder meer door de tweede aanname in (1.33) vervangen warden), 
( 1 . 35) lim t-lE f (z(t)) = 
t➔00 SO' 0 -
waarbij tevens geldt dat zowel de teller als de noemer van het rechterlid 
van ( 1. 35) eindig zijn. Dit laatste impliceert overigens dat voor alle k ~ 1, 
( 1. 36) en < 00 
Uit het feit dat onder politiek f 0 vanuit elke begintoestand het systeem 
met kans 1 na een eindige tijd een overgang maakt naar toestand s 0 waarbij 
de verwachting van de kosten te maken gedurende deze tijd eindig is, volgt 
eenvoudi.g dat 
(1.37) voor alle s ES, 
m.a.w. g(s,f0 ) hangt niet van de begintoestand s af. 
Gebruikmakend van het feit dat f 0 (s) het rechterlid van (1.25) mini-
maliseert voor alle s, volgt nu dat voor alle k=l,2, ... geldt 
* = h(s)-c(s,f0(s))+g ,(s,f0(s)) voor alle s. 
*) Uit (1.29) volgen direkt voldoende voorwaarden voor (1.34). 
Derhalve vinden wij voor k=I,2, ••• 
E f [h(~k)J = 
so, 0 
Gebruikmakend van (1.34) en (1.36) vinden wij vervolgens door beide leden 
van deze gelijkheid te sommeren over k=I, ••• ,n, 
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voor alle n ~ I. Delen wij beide leden van deze gelijkheid door n en laten 
wiJ n naar 00 gaan, dan vinden wij met behulp van (1.34) en (1.35) dat 
g(s0 ,f0) = g*. Vervolgens volgt uit (1.37) dat g(s,f0) = g* voor alle s ES, 
waarmee dan bewezen is dat politiek f 0 gemiddeld kosten optimaal is. D 
Opmerking 1.3. In stelling 1.3 mogen wij de aanname (1.34) door een andere 
aanname vervangen. Daartoe merken wij eerst het volgende op. Op grond van 
(1.33) geldt dat onder politiek f 0 de Markov keten {x} een unieke statio--n 
naire kansverdeling {nf0 (s),sES} bezit (aanname 1 en (1.33) impliceren dat 
voor !! = inf{n~l I ?En= so} geldt dat Ps,fo (u < 00 ) = I en Eso,fo(!!) < OO (zie 
Lemma 7.4 in ROSS (1970)), waaruit volgt dat onder politiek f 0 de Markov 
keten {x} een unieke stationaire kansverdeling bezit, zie bijv. blz. 32-34 -n 
in CHUNG (1960)). Stelling 1.3 blijft nu geldig als wij (1.34) vervangen 
door 
( I. 38) l ih(s)lnf (s) < 00 • 
s 0 
Het bewijs is eenvoudig en volgt door beide leden van de gelijkheid 
te vermenigvuldigen met Tif0(s), te sommeren overs ES en gebruik te maken 
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van de relaties (vgl. bijv. paragraaf 2.3 in TIJMS (1974)) 
= I q ( s ' 1 s, £0 cs) ) n f < s) s 0 voor alle s' ES 
en 
waarbij g(f0) de gemiddelde kosten per tijdseenheid onder politiek £0 voor-
stelt. 
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2. WACHTTIJDPROBLEMEN MET BESTURING 
2. 0. In Zeiding 
In de eerste paragraaf van dit hoofdstuk zullen wij een overzicht ge-
ven van een aantal belangrijke bestuurde wachttijdproblemen die in de lite-
ratuur bestudeerd zijn en waarvoor zowel het bestaan als de struktuur van 
een gemiddeld kosten optimale politiek zijn aangetoond. Veel van deze pro-
blemen zijn nogal adhoc geanalyseerd. Niettemin kunnen een aantal hoofd-
technieken warden onderscheiden. Op deze technieken zullen wiJ nu in het 
kort ingaan. 
I) De aa:npak via de fwiktionaaZvergeZijking voor het gemiddeZde kosten 
kriterium 
Soms is het mogelijk om op direkte wiJze de struktuur van een gemiddeld 
kosten optimale stationaire politiek vast te stellen door de funktionaal-
vergelijking (1.25) uit paragraaf 1.4 te analyseren. Deze aanpak kan met 
name succesvol zijn in problemen waarin de tijden tussen de toestandsover-
gangen exponentieel zijn en vanuit toestand i alleen een overgang mogelijk 
is naar toestand i+l of toestand i-1. Daarbij beschouwt men soms eerst een 
"afgeknot" probleem waarvoor de toestandsruimte eindig is zodat de voor-
waarden waaronder (1.25) geldt vervuld zijn, waarna men de struktuur van 
een optimale politiek voor het afgeknotte probleem bewijst en vervolgens 
aantoont dat deze politiek ook optimaal is voor het oorspronkelijke probleem. 
Voor voorbeelden met de aanpak via de funktionaalvergelijking verwij-
zen wij naar CRABILL (1972), LOW (1971,1974), MILLER (1969) en ROSS (1970). 
2) De aa:npak via het verdisconteerde kosten model 
Bij deze aanpak beschouwt men eerst het verdisconteerde model met een 
eindig aantal beslissingstijdstippen en analyseert men voor dit model de 
funktionaalvergelijking (1.13). Met volledige induktie probeert men dan de 
gewenste eigenschappen van de funktie V l (s) (bijv. convexiteit) en de n+ ,a 
gewenste struktuur van de minimaliserende politiek f te bewijzen. Ver-
0 n,a 
volgens door n naar 00 te laten gaan, warden deze resultaten in het algemeen 
j' 
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overgedragen op de minimale verdisconteerde kosten V (s) en een bijbehoren-
a 
de minimaliserende politiek f, zie stelling I.I in paragraaf 1.3. Tenslot-
a 
te kan men dan proberen hetzij via stelling 1.2 uit paragraaf 1.4 hetzij 
via argumenten analoog aan die in paragraaf 1.4 het bestaan en de struktuur 
van een gemiddeld kosten optimale stationaire politiek vast te stellen. 
Deze aanpak die uiteraard oak toepasbaar is voor problemen met een 
continue toestandsruimte, is in een groat aantal wachttijdproblemen gevolgd, 
onder meer in DEB & SERFOZO (1973), LIPPMANN & ROSS (1971) en MITCHELL 
(1973). Niettemin is deze aanpak in wachttijdtheorie niet zo succesvol ge-
bleken als in voorraadtheorie waar deze aanpak standaard is. De reden hier-
van is dat in tegenstelling tot de meeste voorraadproblemen in wachttijd-
problemen de tijden tussen opeenvolgende toestandsovergangen niet constant 
zijn maar afhangen van de laatst waargenomen toestand en de daarin genomen 
aktie. Dit veroorzaakt dat in veel wachttijdproblemen bovengenoemde induk-
tieaanpak vastloopt doordat bijv. de convexiteit van de funktie V 1 niet n+ , Cl 
geldig blijft. Het bezwaar dat de tijden tussen opeenvolgende toestands-
overgangen niet onafhankelijk zijn van de laatst waargenomen toestand en de 
daarin genomen aktie kan ondervangen warden als deze tijden exponentieel 
verdeeld zijn. In dat geval kan een equivalent probleem geformuleerd warden 
waarin de tijden tussen opeenvolgende toestandsovergangen oak exponentieel 
verdeeld zijn maar onafhankelijk zijn van de waargenomen toestanden en de 
daarin genomen akties. Deze herformulering is afkomstig van LIPPMAN (1973c). 
In paragraaf 2.2. l zullen wij de herformulering geven en in paragraaf 2.3 
geven wiJ een toepassing op een M/M/1 wachtrij met variabele bedienings-
snelheid. Voor een aantal andere toepassingen van deze techniek verwijzen 
wij naar LIPPMAN (1973c). 
3) De aanpak via vertaling in een optimaal stopprobleem. 
In wachttijdproblemen waarin alleen 11ja of nee" beslissingen mogelijk 
zijn, kan nadat het bestaan van een gemiddeld kosten optimale stationaire 
politiek is aangetoond de struktuur van deze politiek soms warden bewezen 
door de minimalisatie van de gemiddelde kosten te vertalen in een optimaal 
stopprobleem. Met behulp van de stelling voor het monotoniciteitsgeval in 
optimaal stoppen kan dan de struktuur van een gemiddeld kosten optimale 
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stationaire politiek warden bewezen. Deze aanpak is afkomstig van BELL 
(1971,1973). In paragraaf 2.2.2 zullen wij de benodigde theorie uit opti-
maal stoppen geven, terwijl in paragraaf 2.4 wij een toepassing geven op 
een wachttijdprobleem met stations waarbij klanten van het ene naar het 
andere station getransporteerd worden als de rijlengtes bij de stations 
daartoe aanleiding geven. Dit probleem is afkomstig van IGNALL & KOLESAR 
(1973) die dit probleem op een andere wijze hebben opgelost door namelijk 
gebruik te maken van resultaten voor een sterk verwant probleem bestudeerd 
door DEB & SERFOZO (1973). Voor andere toepassingen van bovenstaande aanpak 
verwijzen wij naar BELL (1971,1973b). 
2. 1. Een overzicht van de literatuur over wachttijdproblemen met besturing.*) 
In dit overzicht bespreken wij een aantal van de belangrijkste van de 
in de literatuur behandelde besturingsproblemen in wachttijdtheorie. Hierbij 
maken wij ruwweg onderscheid tussen problemen waarin het aankomstproces 
wordt bestuurd en problemen waarin het bedieningsproces wordt bestuurd. 
a) Besturing van het aankomstproces. 
Een extreem geval van besturing van het aankomstproces is het geval 
waarin een aankomende klant of geaccepteerd wordt of geweigerd wordt. Voor-
beelden van deze besturing zijn gegeven in MILLER (1969) en in LIPPMAN & 
ROSS (1971). 
MILLER (1969) beschouwt een M/M/c wachttijdsysteem zonder wachtruimte. 
De klanten kunnen in m klassen warden onderverdeeld, waarbij de bedienings-
tijd voor elke klant eenzelfde exponentiele verdeling heeft. Voor elke 
klant die bediend wordt, is er een opbrengst welke afhangt van de klasse 
waartoe die klant behoort. Als een klant aankomt terwijl een of meer bedien-
den vrij zijn dan moet bes list warden of de kl ant geaccepteerd wordt of niet. 
MILLER toonde aan dat een gemiddeld kosten optimale stationaire politiek be-
staat met de eigenschap dat als een klant van type k wordt geaccepteerd als 
i bedienden vrij zijn deze klant oak geaccepteerd wordt als j > i bedienden 
vrij zijn. Uitbreidingen van dit model van Miller zijn behandeld in CRAMER 
(1971) en LIPPMAN (1973c). 
*) Een literatuuroverzicht kan ook gevonden warden in PRABHU & STIDHAM (197Lf). 
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LIPPMAN & ROSS (1971) beschouwen een G/G/1 wachttijdsysteem zonder 
wachtruimte. Elke klant biedt een offerte aan waarbij het type van de offer-
te een gegeven kansverdeling volgt. Een offerte van type x brengt een hoe-
veelheid werk en een bijbehorende beloning mee die afhangen van x en waar-
van de gezamenlijke kansverdeling bekend is. Als een klant aankomt terwijl 
de bediende vrij is, dan moet de bediende beslissen of de klant geaccepteerd 
wordt of niet. Onder bepaalde voorwaarden hebben LIPPMAN & ROSS aangetoond 
dat een gemiddeld kosten optimale stationaire politiek bestaat met een een-
voudige struktuur (namelijk accepteer een klant met een offerte van type x 
alleen dan als een bepaald quotient afhangend van x een bepaald getal over-
schrijdt). 
LOW (1971,1974) beschouwt een M/M/c wachttijdsysteem waarin het aan-
komstproces bestuurd wordt door een bepaalde advertentieprijs te voeren. 
Als een advertentieprijs p wordt gevoerd, dan komen de klanten aan volgens 
een Poisson proces met parameter A . Elke klant die zich tot het systeem 
p 
voegt moet bij aankomst de geldende advertentieprijs betalen. Daarnaast ziJn 
er voorraadkosten die een niet-dalende funktie van het aantal aanwezige 
klanten zijn. De te voeren advertentieprijs mag zowel na aankomst van een 
klant als na afloop van een bediening herzien worden, Zowel voor het geval 
met een beperkte wachtruimte als voor het geval met een onbeperkte wacht-
ruimte toont LOW aan dat onder zekere voorwaarden een gemiddeld kosten opti-
male stationaire politiek bestaat met de eigenschap dat de voorgeschreven 
advertentieprijs een niet-dalende funktie is van het aantal aanwezige klan-
ten (een ander bewijs van dit resultaat kan gevonden warden in LIPPMAN 
(1973c)). Daarnaast geeft LOW voor bet geval dater slechts een eindig aan-
tal advertentieprijzen mogelijk zijn een efficient algoritme om de 11breek-
punten" van de optimale prijzenpolitiek te berekenen. 
In dit verband vermelden wij ook bet werk van ADIRI & YECHIALI (1973) 
die een M/M/1 wachttijdsysteem met N wachtrijen beschouwen waarbij de ide 
rij prioriteit heeft boven de jde rij als i < j. Elke aankomende klant ver-
krijgt alle mogelijke informatie over de aanwezige wachtrijen en op grond 
van deze informatie moet hij beslissen of hij zich tot het systeem voegt of 
niet en zo ja tot welke rij, waarbij de klant een bedrag u $ 00 ontvangt als 
bij zich tot bet systeem voegt. Daartegenover echter staat dat de klant een 
tol 8. aan het bedieningsstation moet betalen als bij zich tot rij j voegt. 
J 
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Voorts loopt de klant wachttijdkosten op die evenredig ziJn aan de tijd die 
hij in het systeem doorbrengt. Tenslotte veroorzaakt een klant die niet tot 
het systeem toetreedt vaste kosten K voor het bedieningsstation. ADIRI & 
YECHIALI laten zien hoe bij gegeven waarden van e 1, ... ,8N een optimale be-
slissing voor een afzonderlijke klant luidt. Daarnaast bepalen zij onder de 
aanname dat elke afzonderlijke klant voor zich zelf optimaal te werk gaat 
hoe het bedieningsstation de waarden van e 1, .•. ,eN moet kiezen opdat het 
verschil van de gemiddelde tolopbrengsten minus de gemiddelde kosten veroor-
zaakt door klanten die zich niet tot het systeem voegen maximaal is. 
Tenslotte vermelden wij dat ook in NAOR (1969) en YECHIALI (1971,1972) 
wachttijdproblemen beschouwd warden waarin het aankomstproces bestuurd wordt 
door het heffen van een tol aan de klanten. 
2) BestUYing van het bedieningsproces. 
Wij zullen eerst een aantal problemen bespreken waarin het bedienings-
mechanisme zowel ingeschakeld als uitgeschakeld kan zijn. 
HEYMAN (1968) en BELL (1971) beschouwen een M/G/1 wachttijdsysteem 
waarin de bediende na afloop van een bediening "uit" gedaan kan warden en 
weer "aan" kan warden gezet bij aankomst van een klant die de bediende "uit" 
treft. Er ziJn vaste kosten verbonden zowel aan het uitzetten als aan het 
aanzetten van de bediende. Daarnaast warden voor elke klant wachttijdkosten 
gemaakt die evenredig zijn aan de tijd dat de klant in het systeem door-
brengt. De artikelen van HEYMAN en BELL tesamen (vgl. ook LIPPMAN (1973b)) 
tonen aan dat een gemiddeld kosten optimale stationaire politiek bestaat 
van de volgende vorm: doe de bediende aan als het aantal aanwezige klanten 
grater dan of gelijk aan een bepaalde waarde N is en of doe de bediende 
alleen dan uit wanneer het systeem leeg is of doe de bediende nooit uit. 
SOBEL (1970) beschouwde eenzelfde probleem met een algemenere kosten-
struktuur voor het G/G/1 wachttijdsysteem en toonde aan dat binnen de klas-
se van de stationaire politieken een gemiddeld kosten optimale politiek be-
staat van de volgende vorm: de bediende is uit als het aantal aanwezige 
klanten kleiner dan of gelijk aan mis en doe de bediende aan zodra het 
aantal aanwezige klanten toeneemt tot M > m. 
BLACKBURN (1971,1972) behandelt een uitbreiding van bovengenoemd model 
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van Heyman door convexe wachttijdkosten te beschouwen en door toe te laten 
dat voor het geval de bediende uit is een aankomende klant zich niet tot 
het systeem voegt en een wachtende klant het systeem verlaat. 
BELL (1973) beschouwt een M/G/1 "non-preemptive" prioriteitsmodel met 
twee typen van klanten. Voor beide klantentypen volgt de bedieningstijd een-
zelfde kansverdeling. De bediende kan uitgedaan warden na afloop van een 
bediening en aangedaan warden bij aankomst van een klant die de bediende 
uit treft. Er zijn vaste kosten verbonden zowel aan het uitdoen als aan het 
aandoen van de bediende. Daarnaast zijn er voor elke klant van type i wacht-
tijdkosten h. voor elke tijdseenheid dat de klant in het systeem is. BELL 
1 
toont aan dat een gemiddeld kosten optimale stationaire politiek bestaat 
van de volgende vorm: doe de bediende aan zodra een bepaalde lineaire com-
binatie van het aantal aanwezige klanten van type I en het aantal aanwezige 
klanten van type 2 een zekere waarde overschrijdt, en doe de bediende alleen 
dan uit wanneer het systeem leeg is of doe de bediende nooit uit. 
Naast dit prioriteitsmodel noemen wij een tweetal prioriteitsmodellen 
bestudeerd door HARRISON (1972b) en BELL (1973b). 
HARRISON beschouwt het klassieke M/G/1 "non-preemptive" prioriteits-
model met k typen van klanten waarbij voor elke klant van type i wachttijd-
kosten c. warden gemaakt voor elke tijdseenheid dat de klant in het systeem 
l. 
is. Het werk van HARRISON/ LIPPMAN (1973b) toont aan dat een gemiddeld 
kosten optimale stationaire politiek bestaat die prioriteit geeft aan de 
klanten overeenkomstig de afnemende volgorde van de quotienten c./µ. waarbij 
]_ ]_ 
µ. de verwachte bedieningstijd van een klant van type i is. 
1 
BELL (1973b) beschouwt een M/G/1 "non-preemptive" wachttijdsysteem met 
klanten van type l en van type 2, waarbij voor elke klant van type i wacht-
tijdkosten h. warden gemaakt voor elke tijdseenheid dat de klant in het sys-
1. 
teem is. De bedieningstijd van een klant van type i heeft als verwachting 
µi. Wij nemen aan dat h 1/µ 1 > h2/µ 2 • De klanten warden 1.n volgorde van aan-
komst bediend, met dien verstande echter dat na afloop van een bediening de 
bediende een klant van type I voor zijn beurt mag laten gaan tenkoste van 
een bedrag R. Uit het werk van BELL/ LIPPMAN (1973b) blijkt dat een gemid-
deld kosten optimale stationaire politiek bestaat van de volgende vorm: als 
na aflo~p van een bediening een klant van type 2 als eerste in de rij staat 
en er is een klant van type I in de rij met tenminste n* klanten van type 2 
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voor zich, bedien dan als volgende klant de klant van type I die het meest 
achteraan in de rij staat. Hierbij is n* het kleinste gehele getal met 
* n ~ R/(hlµ2-h2µ1). 
DEB & SERFOZO (1973) beschouwen een M/G/1 wachttijdsysteem waarin de 
bediende meer dan een klant tegelijk kan helpen met een maximum van Q klan-
ten waarbij Q ~ 00 • De bediende behoeft niet noodzakelijk aan het werk te 
zijn als er klanten aanwezig zijn. Zowel na afloop van een bediening als 
bij aankomst van een klant die de bediende "uit" treft, moet de bediende 
beslissen of een volgende bediening aanvangt of niet en zo ja hoeveel klan-
ten tijdens die bediening tegelijk geholpen warden. De kosten van een be-
diening waarin j klanten tegelijk geholpen warden, bedragen K + cj. Daar-
naast zijn er wachttijdkosten die een stijgende funktie van het aantal aan-
wezige klanten zijn. DEB & SERFOZO tonen aan dat onder zekere voorwaarden 
een gemiddeld kosten optimale stationaire politiek bestaat die vastgelegd 
wordt door een zeker natuurlijk getal Men de volgende vorm heeft: als na 
afloop van een bediening of na aankomst van een klant die de bediende "uit" 
treft k klanten in het systeem zijn, vangt geen bediening aan als k <Men 
vangt een bediening waarin min(k,Q) klanten warden bediend als k ~ M. 
Vervolgens bespreken wij enkele wachttijdproblemen waarin verschillende 
bedieningssnelheden mogelijk zijn of waarin het aantal ingezette bedienden 
gewijzigd kan warden. 
CRABILL (1972) beschouwt een M/M/1 wachtrij met een eindig aantal expo-
nentiele bedieningssnelheden waarin zowel bij aankomst van een klant of na 
afloop van een bediening de gevoerde bedieningssnelheid gewijzigd kan war-
den. Er zijn geen kosten verbonden aan het wijzigen van de bedieningssnel-
heid. De wachttijdkosten zijn een niet-dalende funktie van het aantal aan-
wezige klanten. Daarnaast zijn er bedieningskosten die afhangen van de ge-
voerde bedieningssnelheid. Onder zwakke voorwaarden heeft CRABILL aangetoond 
dat binnen de klasse van de stationaire politieken een gemiddeld kosten 
optimale politiek bestaat met de eigenschap dat de voorgeschreven bedienings-
snelheid een niet-dalende funktie is van het aantal aanwezige klanten. Dit 
resultaat is op een andere wijze ook bewezen door LIPPMAN (1973a,1973c) die 
tevens aantoonde dat deze politiek ook gemiddeld kosten optimaal is binnen 
de klasse van alle mogelijke politieken. Evenals ZACKS & YADIN (1970) behan-
" 
delt LIPPMAN (1973c) ook het geval dat de bedieningssnelheid gekozen wordt 
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uit een gesloten interval. 
CRABILL (1973) behandelt het M/M/1 wachttijdsysteem met variabele be-
dieningssnelheid waarbij omschakelkosten optreden. Voor het geval van twee 
mogelijke bedieningssnelheden toont hij aan dat een gemiddeld kosten opti-
male stationaire politiek bestaat van de volgende vorm: schakel van snel-
heid naar snelheid 2 als het aantal aanwezige klanten aangroeit tot een 
waarde i 1, en schakel van snelheid 2 naar snelheid l als het aantal aanwe-
zige klanten terugvalt tot een waarde i 2 < i 1• 
CRABILL (1974) beschouwt het eindige machine reparatieprobleem met een 
reparateur, een tweetal mogelijke exponentiele reparatiesnelheden en geen 
omschakelkosten. De kosten bestaan uit wachttijdkosten en reparatiekosten. 
Voor dit probleem toont Crabill aan dat onder zekere voorwaarden een gemid-
deld kosten optimale stationaire politiek bestaat met de eigenschap dat de 
voorgeschreven reparatiesnelheid een niet-dalende funktie van het aantal 
defekte machines is. 
THATCHER (1968) en MITCHEL (1973) hebben M/G/1 wachttijdproblemen be-
schouwd waarin de bedieningssnelheid gebaseerd wordt op de hoeveelheid werk 
in het systeem. 
THATCHER (1968) beschouwt het geval waar twee bedieningssnelheden l en 
2 ter beschikking zijn waarbij een hoeveelheid werk 0. per tijdseenheid ver-
J. 
werkt wordt als snelheid i wordt gebruikt. Op elk gewenst moment kan van 
bedieningssnelheid veranderd worden waaraan geen omschakelkosten verbonden 
zijn. De kosten bestaan uit voorraadkosten h per eenheid werk aanwezig in 
het systeem per tijdseenheid en uit bedieningskosten r. per tijdseenheid 
]. 
als snelheid i wordt gebruikt. THATCHER toonde aan <lat binnen de klasse van 
de stationaire politieken een gemiddeld kosten optimale politiek bestaat 
van de volgende vorm: gebruik snelheid l resp. snelheid 2 als de hoeveelheid 
werk in het systeem kleiner dan of gelijk aan resp. grater dan een bepaalde 
* . waarde y is. 
MITCHELL (1973) behandelt een analoog model waarin de bedieningssnel-
heid gekozen wordt uit een gesloten interval. Onder zekere voorwaarden toon-
de hij aan dat een gemiddeld kosten optimale stationaire politiek bestaat 
met de eigenschap dat de voorgeschreven bedieningssnelheid een niet-dalende 
funktie js van de aanwezige hoeveelheid werk in het systeem. 
Tenslotte vermelden wij het door LIPPMAN (1973c) behandelde M/M/c wacht-
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tijdprobleem met een variabel aantal bedienden. In dit probleem staan c be-
dienden ter beschikking en kan zowel bij aankomst van een klant als na af-
loop van een bediening het aantal ingezette bedienden gewijzigd warden. De 
kosten bestaan uit wachttijdkosten h per klant per tijdseenheid dat de klant 
in het systeem 1.s, bedieningskosten die evenredig zijn met het aantal inge-
zette bedienden, en omschakelkosten k 1•(j-i) resp. k2 •(i-j) als het aantal 
ingezette bedienden gewijzigd wordt van i naar j voor j > i resp. j < i. 
LIPPMAN toonde aan dat een gemiddeld kosten optimale stationaire politiek 
bestaat die bepaald wordt door paren van gehele getallen (s(i),S(i)), 
i=O,l, .•. en er als volgt uitziet: als na aankomst van een klant of na af-
loop van een bediening het aantal aanwezige klanten 1 1.s en k bedienden zijn 
ingezet, voer het aantal ingezette bedienden op tot s(i) als k < s(i), laat 
het aantal ingezette bedienden ongewijzigd als s(i) ~ k ~ S(i), en breng 
het aantal ingezette bedienden terug tot S(i) als k > S(i).*) 
2.2. Enige aZgemene resuZtaten. 
2.2.1. Een equivaZente formuZering voor het semi-Markov besZissingsmodeZ 
met exponentieeZ verdeeZde transitietijden. 
Beschouw eerst een semi-Markov proces met een hoogstens aftelbare 
toestandsruimte I waarbij voor de overgangskansen q .. en de verdelingsfunk-
1.J 








1. voor alle i,j E I. 
Een dergelijk semi-Markov proces heet een Markov keten met continue tijds-
parameter (vgl. blz. llO 1.n ROSS (1970)). Definieer p .. (t) als de kans dat 
lJ 
het proces op tijdstip t rn toestand j is gegeven dat het proces op tijd-
stip O in toestand i is, i,j EI en t ~ 0. Veronderstel dat 
sup A. < 00 
id 1 
*) Achteraf blijkt dat LIPPMAN's bewijs een fundamentele fout bevat (het 
bewijs van stelling l is onjuist), zodat <lit beroemde probleem nog 
steeds open is. 
**) 
De aanname q .. = 0 voor alle i is niet essentieel. 1.1. 
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Laat y nu een willekeurig eindig getal zijn met 
y :::: sup A .. 
id 1. 
Beschouw nu het semi-Markov proces met toestandsruimte I waarvan de over-





= 1. l.J { 
(>-../y)q .. 
en 





= 1-e . 
voor J /: 1. 
voor j = i 
Definieer voor dit n1.euwe semi-Markov proces p .. (t) als de kans dat het 
1.J 
proces op tijdstip tin toestand J 1.s gegeven dat het proces op tijdstip 0 
in toestand i is, i,j EI en t:::: O. Dan geldt 
(2. 1) p .. (t) = p .. (t) 
1.J l.J 
voor alle i,j EI en alle t:::: O, 
m.a.w. het oorspronkelijke en het nieuwe semi-Markov proces z1.Jn kanstheo-
retisch gezien identiek. Het bewijs van (2. I) is eenvoudig en kan gevonden 
worden op blz. 563 in KEILSON & WISHART (1964). De volgende physische inter-
pretatie kan aan het nieuwe semi-Markov proces gegeven worden: "In het 
nieuwe proces worden de tijdstippen van de toestandsovergangen voortgebracht 
door een Poisson proces met parameter y dat onafhankelijk is van het verloop 
van de toestand van het systeem. Onder de toestandsovergangen zijn "schijn-
overgangen" waarbij de toestand niet verandert. Na een toestandsovergang 
naar toestand i geldt dat de volgende overgang met kans (y->-..)/y een "schijn-
1. 
overgang" naar toestand i is, en met kans A./y een 11echte 11 toestandsveran-
1. 
dering is die op zijn beurt met kans q .. een toestandsverandering in toe-
1. J 
stand j is. Vanuit toestand i is de wachttijd tot de eerstvolgende "echte" 
toestandsverandering exponentieel verdeeld met verwachting !/A. en het aan-
1. 
tal transities 1.n deze tijd is geometrisch verdeeld met verwachting y/>-. .• 11 
1. 
Wif keren nu weer terug naar het semi-Markov beslissingsmodel uit para-
graaf 1.2. Veronderstel dat voor alle s,s' ES en a EA, 
s 
q(sls,a) = 0 en 
-A (a)t 
F(tls,a,s') = 1-e s • 
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Voor het gemak nemen wij tevens aan dat de direkte kosten d 1(s,a) identiek 




A (a) < oo. 
s 
Uit deze veronderstelling volgt dat aanname 1 uit paragraaf 1.2 vervuld is. 
Neem tevens aan dat de aannames 2 en 3 uit paragraaf 1.3 vervuld zijn. 
Laat nu y een willekeurig eindig getal zijn met 
y ;?: A (a) 
s 
voor alle s ES en alle a EA. 
s 
Beschouw nu het volgende semi-Markov beslissingsmodel waarvan de toe-
standsruimte Sen de verzameling A van mogelijke akties hetzelfde zijn als 
s 
in bovenstaand beslissingsmodel. De overgangskosten, de verdelingsfunkties 
van de transitietijden en de kostenfunkties worden gegeven door 
q < s' Is, a) = { 
(y-A )/y 
s, a 
(A /A)q(s' ls,a) s, a 
F(tls,a,s') = 1-e-yt 
-d ( ) = o,*) 1 s,a en 
voor s 1 = s 
voor s' 'f s 
Definieren wij voor dit nieuwe model g(s,R) en V (s,R) overeenkomstig (1.5) 
a 
en (1.6), dan volgt eenvoudig met behulp van (2.1) dat voor elke stationaire 
politiek £ geldt 
*) Ingeval men uiteindelijk alleen in het gemiddelde kostenkriterium is ge-
inte~esseerd, neem dan d1(s,a) = d1(s,a)A 5 a/yin het nieuwe model als 
d 1 (s,a) niet identiek gelijk aan nul is. ' 
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(2.2) g(s,f) = g(s,f) en V (s,f) = V (s,f) a a voor alle s ES. 
Tevens gaat men direkt nadat voor dit nieuwe model de aannames I - 3 uit de 
paragrafen 1.2 en 1.3 vervuld zijn. Derhalve geldt voor het nieuwe model 
dat voor elke a> 0 een a-optimale stationaire politiek bestaat. Uit (2.2) 
volgt nu dat een stationaire politiek die a-optimaal resp. gemiddeld kosten 
optimaal is voor het nieuwe model oak a-optimaal resp. gemiddeld kosten op-
timaal is voor het oorspronkelijke model. Dit resultaat is zeer bruikbaar 
om de struktuur van een optimale politiek te bewijzen, aangezien het nieuwe 
model zich in toepassingen beter leent voor analyse dan het oorspronkelijke 
model. De reden hiervan is dat in het nieuwe model de transitietijden niet 
van de toestand en de gekozen aktie afhangen waardoor de funktionaalver-
gelijking (1.13) een vereenvoudigde vorm verkrijgt die uitermate geschikt 
is om allerlei prettige eigenschappen zoals bijv. convexiteit met behulp 
van induktie te bewijzen. 
2.2.2. Optimaal stoppen. 
Beschouw de situatie waarin wiJ achtereenvolgens op de tijdstippen 
n=O,l, ••• waarden observeren van de stochastische variabelen (of stochas-
tische vektoren) i 0,r1, ••• waarvan de gezamenlijke kansverdeling bekend is. 
Na een eindig aantal waarnemingen moeten wij de observatie van het proces 
stoppen. Als de observatie van het proces gestopt wordt na tijdstip n 
nadat achtereenvolgens de waarden y0 , ••. ,yn zijn waargenomen, dan worden 
stopkosten c(y0 , .•• ,yn) gemaakt. 
Een stopregel is een regel die na elke waarneming voorschrijft of de 
verdere observatie van het proces al of niet gestopt wordt waarbij de be-
slissing om na tijdstip n de verdere observatie van het proces al of niet 
te stoppen alleen mag afhangen van de tot en met tijdstip n waargenomen 
waarden y0 , ••. ,yn. Laat D de klasse van stopregels zijn die met kans I de 
observatie van het proces na een begrensd aantal waarnemingen stoppen. Voor 
elke stopregel RED, definieer CR als de verwachte stopkosten bij toepas-
sing van stopregel R. 
Veronderstel nu <lat de funktie c de volgende monotoniciteitseigenschap 
bezit: voor alle n=O,I, ••• geldt <lat 
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(2.3) 
voor alle yn+ 1• 
* . . " * Veronderstel verder dat de stopregel R gedefinieerd door: R stopt op het 
eerste tijdstip n waarvoor 
tot de klasse D behoort. Dan geldt 
voor alle RED, 
m.a.w. R* is een optimale stopregel binnen de klasse D van stopregels. 
Dit resultaat is in een algemener verband bewezen op blz. 55 in CHOW, 
ROBBINS & SIEGMUND (1971). 
Tenslotte geven wij het volgende lemma waarmee soms een gemiddeld 
kosten probleem omgezet kan worden in een optimaal stopprobleem. 
LEMMA 2.1. Laten a(x) en b(x) twee reeZe funkties zijn gedefinieerd op een 
verzameZing X waarbij b(x) f O voor aZZe x. VerondersteZ dat 
* y = min a(x)/b(x) 
XEX 
bestaat en eindig is. Dan geZdt dat min X{a(x)-y*b(x)} = 0. VerdeP geZdt 
XE 
dat eZke x waarvoor a(x) - y*b(x) minimaaZ is ook a(x)/b(x) minimaZiseert, 
en omgekeerd. 
Bewijs. Stel dat a(x)/b(x) minimaal is voor x = * * x • Dan geldt a(x)-y b(x) ;::: 0 
voor alle x, waarbij het gelijkheidsteken geldt voor x = x*. Hieruit volgt 
dat min {a(x)-y*b(x)} = 0 en dat a(x) - y*b(x) minimaal is voor x = x*. 
X 
() *<) .. . * Tenslotte stel data x - y bx minimaal is voor x = y. Dan volgt dat 
* * a(x)-y b(x);::: 0 voor alle x, waarbij het gelijkheidsteken geldt voor x = y. 
Hieruit volgt dat a(x)/b(x);::: y* voor alle x, waarbij het gelijkheidsteken 
* geldt vqor x = y waarmee dan aangetoond is dat a(x)/b(x) minimaal is voor 
* X = y • D 
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2.3. Een M/M/1 waahtrij met variabeZe bedieningssneZheid. 
Beschouw een bedieningsinstallatie met I bediende waar klanten aanko-
men volgens een Poisson proces met parameter A. De bedieningstijden van de 
klanten zijn onderling onafhankelijke stochastische variabelen. De bediende 
heeft een M-tal bedieningssnelheden 1, .•• ,M tot zijn beschikking. De tijd 
nodig om een klant te bedienen als bedieningssnelheid k gebruikt wordt is 
een exponentieel verdeelde stochastische variabele met verwachting 1/µk' 
waarbij 
en 
De bediende mag zowel bij aankomst van een klant als bij afloop van een be-
diening van bedieningssnelheid wisselen. Met een wisseling van bedienings-
snelheid is geen tijd gemoeid. De klanten worden een voor een bediend en 
een klant die bij aankomst de bediende bezet treft blijft wachten totdat 
hij bediend wordt. 
De volgende kosten treden op. Als de installatie ingesteld is op be-
dieningssnelheid k dan worden per tijdseenheid bedieningskosten rk ~ 0 ge-
maakt, k=l, ••. ,M. Daamaast zijn er wachttijdkosten h(i) voor elke tijds-
eenheid dat i klanten in het systeem zijn. Wij nemen aan dat h(i) een niet-
negatieve, convexe funktie is die begrensd wordt door een polynoom van een 
eindige orde. Tevens nemen wij aan dat voor alle i geldt h(i+l)-h(i) ~ h 
voor een h > 0. 
Voor dit probleem zullen wij nu aantonen dat een gemiddeld kosten op-
timale stationaire politiek bestaat met de eigenschap dat de voor te schrij-
ven bedieningssnelheid een niet-dalende funktie van het aantal aanwezige 
klanten is. 
Dit model is een semi-Markov beslissingsmodel. De mogelijke toestanden 
worden gegeven door i=0,1, ••. waarbij toestand i correspondeert met de situ-
atie waar i klanten aanwezig zijn, en voor elke toestand i worden de moge-
lijke akties gegeven door a=l, ••• ,M waarbij aktie a het gebruik van bedie-
ningssnelheid a voorschrijft. De overgangskosten q(j li,a), de verdelings-
funkties F(tli,a,j) en de kostenfunkties d 1(i,a) en d2(i,a) warden gegeven 
~ 
door 
q(i+lli,a)=A/(Hµ ),q(i-lli,a)=µ /(Hµ) voor i::::l, q(IIO,a) = 1, a a · a 
-(A+µ )t 
a 
F(tli,a,j) = 1-e 
d1(i,a) = O, 







Men gaat direkt na dat de aannames 1 - 3 uit hoofdstuk 1 vervuld zijn. Om 
het bestaan en de struktuur van een gemiddeld optimale stationaire politiek 
te bewijzen, beschouwen wij het gewijzigde probleem zoals geformuleerd in 
paragraaf 2.2. Kiezen wij y = A+µM' dan geldt voor het gewijzigde probleem 
(met weglating van de bovenstrepen) 
q(l IO,a) = A/y, q(OIO,a) = µM/y, F(tli,a,j) = 1-e-yt, d1(i,a) = O, 
d2(i,a) = h(i)+ra. 
Zoals reeds gesteld in paragraaf 2.2 voor dit gewijzigde probleem gelden 
ook de aannames 1 - 3 uit hoofdstuk 1. Tevens geldt da.t een stationaire 
politiek die gemiddeld kosten optimaal is voor het gewijzigde probleem ook 
gemiddeld kosten optimaal is voor het oorspronkelijke probleem. 
Wij zullen nu eerst het beslissingsmodel met een eindig aantal beslis-
singstijdstippen bestuderen. Gebruikmakend van 
S (i,a,j) = y/(a+y) 
a 
en 
vinden wij dat (1.13) overgaat in 
00 t 
I -yt I ye dt 1/(a+y) 
0 0 
(2. 4) = _l_ min [h(i)+r +AV (i+l)+µ V (i-1) + a+y a a n,a a n,a 
+(µM-µ )V (i)J, i :::: 0 en n a n,a. 
waarbij V - 0 en V (-1) = V (O). Definieren wij O,a n,a n,a 
(2.5) V (i) = V (i)-V (i-1) voor i :::: 0 en n 




dan kunnen wij (2.4) voor i ~ 0 en n ~ 0 schrijven als 
(2. 6) Vn+l,N(i) = -+1 [h(i)+AV (i+l)+µMV (i)+min {r -µ v (i)}J. 
~ a. y n,a. n,a. a a a n,a. 
Definieer nu f (i) als de kleinste waarde van a waarvoor het rechter-n,a. 
lid van (2.4) minimaal is. 
LEMMA 2.2. Voor el,ke a. > 0 en n ~ 0 geldt dat de fu:nktie V (i) convex in n,a. 
i is en geldt dat £ (i+l) ~ f (i) voor aiie i ~ o. · n,a. n,a. 
Bewijs. Kies a. vast. Wij zullen eerst met behulp van volledige induktie aan-
tonen dat de funktie V (i) convex in i is voor alle n ~ 0. De funktie n,a. V 
is identiek gelijk aan nul en derhalve convex. Stel nu dat V (i) convex m,a. 
O, a. 
is voor een m ~ 0. Om te bewijzen dat V +l (i) convex 
m ,a. in i is, moeten wij 
aantonen dat (zie (2.5)) 
(2. 7) v l (i+l) ~ v l (i) m+ ,a. m+ ,a. voor alle i ~ l. 
Schrijven wij ter afkorting fm+l,a.(i) = a(i), dan volgt uit (2,6) en de de-
finitie van a(i) dat voor alle i ~ I geldt 
(a.+y)v l (i+l) ~h(i+l)+;\V (i+2)+u..V (i+l)+r (" l)-µ (" l)v (i+l) + m+ , a. m, a. · M m, a. a 1. + a 1. + m, a 
- {h(i)+AV (i+l)+µMV (i)+r (" l)-µ (" l)v (i)}, m,a m,a. a 1.+ a 1.+ m,a. 
en 
(a.+y)v l (i) :,; h(i)+AV (i+l)+µMV (i)+r (. l)-µ (" l)v (i) + m+ ,a. m,a m,a. a 1.- a 1.- m,a 
- {h(i-l)+AV (i)+µMV (i-l)+r (" I)-µ (" l)v (i-J)}. m,a m,a. a 1.- a 1.- m,a. 
Uit deze twee ongelijkheden volgt 
(a.+y){v I (i+l)-v I (i)} ~ h(i+l)-h(i) - {h(i)-h(i-1)} + m+ ,a m+ ,a. 
+ A{v (i+2)-v (i+I)} + {µM-µ ("+J)}{v (i+l)-v (i)} m,a. m,a a 1. m,a m,a. 
+ µ ( • I ) { v ( i ) -v ( i - I ) } a 1.- m,a m,a. voor i ~ I. 
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Het rechterlid van deze ongelijkheid is niet-negatief aangezien de funkties 
h(i) en V (i) convex zijn en µM 2 µa> 0 voor alle a. Derhalve geldt (2.7) m,a. 
waarmee dan bewezen is dat de funktie V convex is voor alle n. De tweede n,a. 
bewering uit het lemma volgt nu eenvoudig. Kies n en i vast, en schrijf 
f (i) = k. Aangezien k de kleinste waarde van a is waarvoor het rechterlid 
n, a. 
van (2.4) minimaal is, volgt uit (2.6) dat 
r -µ v (i) > rk-µkv (i) a a n,a. n,a. voor a< k. 
Op grond van de convexiteit van V geldt dat v (i+l) 2 v (i). Voorts n,a. n,a. n,a. 
geldt µk-µa > 0 voor a< k. Derhalve vinden wij 
r -rk+(µk-µ )v (i+l) 2 r -r +(µ -µ )v (i) > O a a n,a. a k k a n,a. voor a< k, 
oftewel, r -µ v (i+l) > rk-µkv (i+I). Hieruit volgt f (i+l) 2 k, a a n,a. n,a. n,a. 
waarmee het lemma bewezen is. D 
In het volgende lemma zullen wij aantonen dat als i en n voldoende 
groot zijn en a. voldoende klein is de politiek f in toestand i de snel-
n, a. 
ste bedieningssnelheid voorschrijft. 
* LEMMA 2.3. Er bestaan een getaZ a > 0 en natuurZijke getaZZen 
~- (.) -,-, 0 * . . * * zouut f 1. = M voor a~~e <a.< a , i 2 i en n 2 N • n,a 
Bewijs. Wij tonen eerst aan dat 
·* * 1. en N 
(2. 8) V ] (i+l) n+ ,a voor alle a> O, 1 2 0 en n 2 0, 
waarbij nAi = ,i) en h een positieve constante is met h(i+I)-h(i) 2 h 
voor alle i. Uit (2.8) volgt dat voor elke a 0 > 0 een i 0 en een N0 kun-
nen vinden zodat vn,a(i) 2 h/2a0 voor alle O <a< o: 0 , i 2 i 0 en n 2 N0 • Om 
(2.8) te bewijzen, kies a, i en n vast, en stel f (i+l) = k. Gebruikmakend n,a 
van de convexiteit van V en het feit dat µM 2 µk volgt uit (2.3), n,a 
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v l (i+l) ~ _l_ [h(i+l)-h(i)+Av (i+2)+µ v (i+l) + 
n+ ,a a+y n,a M n,a 
- µk{v (i+I)-v (i)}J ~ - 1-[h+Av (i)+(µM-µk)v (i) + n,a n,a a+y n,a n,a 
+µkv (i)J = - 1-[h+yv (i)J. n,a a+y n,a 
Door deze gelijkheid herhaald toe te passen, vinden wij (2.8). 
Vervolgens definieer voor elke vaste n ~ 1 de volgende politiek R n,a 
voor het (n+l)-stapsbeslissingsmodel waarin alleen beslissingen warden ge-
nomen op de eerste n+l beslissingstijdstippen. Op het eerste beslissings-
tijdstip Io= 0 neemt politiek R in elke toestand de aktie Men op het n,a 
(k+l) ste beslissingstijdstip neemt politiek R de beslissing fk 1 (i) in n,a + ,a 
toestand i voor k=l, ... ,n. Definieer W 1 (i) als de totale verwachte ver-
d . d k h ( 2)debn+l.,a. ''d. db. 1sconteer e osten tot et n+ es 1ss1ngst1J stip wanneer e egin-
toestand i is en politiek R wordt toegepast. Dan geldt n,a 
= ~h(i)+rM+AV (i+l)+µMV (i-l)+(µM-µM)V (i)}. a+y n,a n,a n,a 
Uit (2. 1) volgt dat 
+(µ -µf ))V (i)}. 
M n,a n,a 
Derhalve geldt 
V 1 (i)-W 1 (i) = -}-{ rf (i)-rM+(µM-µf (i) )v (i)}. n+ ,a n+.,a a y n,a n,a n,a 
Uit deze gelijkheid, relatie (2.8) en het feit dat a0 zo klein gekozen kan 
warden dat (µM-µa)h/2a 0 > ra-rM voor alle a# M volgt nu het lemma, aange-
zien altijd geldt dat V 1 (i) $ W 1 (i) is, zie opmerking 1.1 in para-n+ ,a n+ ,a 
graaf 1.3. 0 
STELLING 2.1. Er is een gemiddeZd kosten optimaZe stationaire poZitiek t* 
met de eigenschap dat f(i+l) ~ f(i) voor alle i ~ 0 en f(i) = M voor alle i 
voldoende groot. 
• * •* * • • I Bew~js. Kies a, i en N zoals in lemma 2.3. Uit de lemmas 1. l en 1.2 en 
* stelling 1.l(c) in paragraaf 1.3 volgt dat voor elke a met O <a< a een 
a-optimale stationaire politiek g bestaat met de eigenschap dat g (i+l) 2 
a a 
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2 g (i) voor alle i 2 0 en g (i) = M voor alle i 2 i*. Aangezien het aantal 
a a 
( * . ·* mogelijke akties eindig is en g i) = M voor alle O <a< a en i 2 i, 
a 
* volgt dat een stationaire politiek f en een rij {ak,k2l} met ak ➔ 0 als 
* k ➔ 00 bestaan, zodat ga = f voor alle k 2 1. Derhalve is aanname 4(a) uit 
Ilk * ·* paragraaf 1.4 vervuld. Op grand van het feit dat f (i) = M voor alle i 2 i 
en de aanname A/µM < 1 volgt nu eenvoudig dat ook aanname 4(b) vervuld is. 
De stelling volgt nu uit stelling 1.2(a). D 
2.4. Een wachttijdsysteem met transport tussen twee stations. 
Beschouw een wachttijdsysteem met twee stations l en 2. Bij station 
komen klanten aan volgens een Poisson proces met parameter A1, en onafhanke-
lijk daarvan komen bij station 2 klanten aan volgens een Poisson proces met 
parameter \ 2 . Elke klant blijft wachten totdat hij wordt getransporteerd 
.van het station waar hij aankwam naar het andere station. Voor het transport 
van de klanten is een transportwagen aanwezig. Deze wagen rijdt tussen de 
stations op en neer en heeft een onbeperkte capaciteit. Als de wagen bij 
station 2 aankomt, dan neemt de wagen direkt alle daar eventueel aanwezige 
klanten mee en vertrekt naar station I. In tegenstelling tot station 2 kan 
de wagen bij station l blijven wachten. Als de wagen bij station 1 aankomt 
of als een klant aankomt terwijl de wagen bij station 1 staat te wachten, 
dan moet beslist warden of de wagen blijft staan bij station I of vertrekt 
naar station 2 met meeneming van alle klanten aanwezig bij station l. Op 
elk moment is bekend hoeveel klanten bij elk van de stations aanwezig is. 
Zowel de tijd nodig om van station l naar station 2 te rijden als de tijd 
nodig om van station 2 naar station l te rijden is een constante T 2 0. De 
volgende kosten warden beschouwd. Voor elke klant bij station 1 (2) zijn er 
wachttijdkosten h 1 > 0 (h2 > O) per tijdseenheid dat de klant op transport 
wacht. De kosten van een rit van station l naar station 2 en terug zijn 
gelijk aan K > 0. 
Wij zullen aantonen dat voor dit probleem een gemiddeld kosten optimale 




als een lineaire combinatie van het aantal klanten aanwezig bij 
en het aantal klanten aanwezig bij station 2 een bepaalde waarde 
overschrijdt. 
Dit probleem is een semi-Markov beslissingsmodel waarvan de toestand 
wordt waargenomen op de momenten dat de wagen bij station I aankomt en de 
momenten dat een klant bij een van de stations aankomt terwijl de wagen bij 
station 1 staat. De toestand kan worden gegeven door een paar (n 1,n2) waar-
bij nk het aantal klanten aangeeft dat bij station k=l,2 aanwezig is. Voor 
elke toestand zijn er twee mogelijke akties gen w, waarbij aktie g voor-
schrijft naar station 2 te gaan en aktie w voorschrijft te blijven wachten. 
Het is eenvoudig na te gaan dat 
= A1/(A 1+A2) = l-q((n 1,n2+1) l(n 1,n2),w), 
a1 az 
-2A 1T (2A 1T) -A2T (A2T) 
= e , e 
al. 
voor t ~ 2T, 
voor t < 2T, 
Bij bovenstaande keuze van de toestandsruimte zijn echter de aannames 
2 en 3 uit paragraaf l.3 niet vervuld. Dit kan echter in orde gemaakt worden 
door de toestandsruimte te herdefinieren. Vervang elke toestand (n 1,n2) door 
de toestand (i,~), waarbij i = n 1 en~= (n2,I) als n 1 ~ n2 , en i = n2 en 
~ = (n 1,2) als n2 > n 1. Men gaat nu direkt na dat aanname 2 vervuld is met 
K = 1 en dat aanname 3 vervuld is met d = max(l,2A 1T+A2T). Aanname 1 is 
*) Gebruik de volgende eigenschap van het Poisson proces (zie ROSS (1970)): 
gegeyen dat in (O,t) n aankomsten plaatsvinden, dan heeft elk van de 
n aankomsttijdstippen als verwachting t/2. 
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triviaal vervuld. Derhalve geldt voor elke a> 0 dat een a-optimale statio-
naire politiek f bestaat, zie stelling l. 1. 
a 
* Om voorwaarde 4 te verifieren, zullen wij aantonen dat een a > 0 en 
een natuurlijk getal M bestaan zodat 
(2.9) 
Veronderstel dat (2.9) niet juist is. Dan bestaan een rij {ak} met ak ➔ 0 
als k ➔ 00 en een rij {i(k),~(k)} met n 1(k)+n2 (k) ➔ 00 als k ➔ 00 zodat 
f ((i(k),~(k))) = w 
ak 
voor alle k. 
Beschouw nu voor vaste k de volgende politiek TTak" Deze politiek laat de 
wagen continu rijden tot het tijdstip !k waarbij !k het eerste tijdstip is 
waarop de wagen bij aankomst bij station 1 de toestand (O,O,l) aantreft 
terwijl in [!k-4T,!k] geen klanten bij een van de stations zijn aangekomen. 
Vanaf tijdstip !k gaat politiek TTak te werk als politiek gak' Aangezien 
bewezen kan warden dat politiek gak de aktie wachten voorschrijft als geen 
klanten in het systeem zijn, geldt dat onder politiek gak op tijdstip !k de 
wagen stilstaat bij station l. Derhalve zijn vanaf tijdstip !k de kosten 
onder politiek gak tenminste zo groat als onder politiek TTak' Vervolgens 
tonen wij aan dat voor k voldoende groat het verschil in kosten tot tijd-
stip !k tussen politiek TTak en gak negatief is. Dit geeft een tegenspraak 
met het feit dat politiek gak ak-optimaal is, waarmee dan (2.5) bewezen is. 
Als p de kans is dat in een tijd 4T geen klanten aankomen, dan is onder po-
litiek TTak het verwachte aantal ritten tot tijdstip !k begrensd door 2/p. 
Derhalve is het verschil in verwachte verdisconteerde kosten tot tijdstip 
!k tussen politiek TTak en gak bij begintoestand ((i(k),~(k)) kleiner dan of 
gelijk aan 
Deze grootheid is kleiner dan nul als k voldoende groot is, waarmee de tegen-
spraak gevonden is. 
Uit (2.9) en het feit dater slechts eindig veel toestanden (i,~) ziJn 
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met n 1+n2 < M volgt dat een rij {ak} met ak ➔ 0 als k ➔ 00 en een stationaire 
politiek £* met f*((i,~)) =gals n 1+n2 ~ M bestaan zodat f* ak-optimaal 
* is voor alle k. Derhalve is aanname 4 vervuld (kies s = (O,O, 1)). Uit stel-
ling 1.2 volgt nu dat politiek f* gemiddeld kosten optimaal is. 
Om de structuur van een gemiddeld kosten optimale politiek te bewijzen, 
beschouwen wij de klasse c* van stationaire politieken f met f((i,.;)) = g 
* voor alle (i,.;) met n 1+n2 ~ N, waarbij N zo groat gekozen wordt dat C een 
gemiddeld kosten optimale politiek bevat en dat h 1n 1+h2n2 < g*-h2A2T impli-
ceert n 1+n2 < N. Hierbij is g* de minimale gemiddelde kosten. Wij merken nu 
op dat op elk tijdstip waarop de wagen bij station I terugkeert er ~l klan-
ten bij station l en ~2 klanten bij station 2 staan te wachten, waarbij ~l 
en ~2 Poisson verdeeld zijn metals verwachting 2A 1T resp. A2T. Op grand 
van een standaard resultaat uit de theorie van de regeneratieve processen 
geldt voor elke politiek f E c* dat de gemiddelde kosten g(f) gelijk zijn 
aan (zie bijv. stelling 3. 16 in ROSS (1970)), 
g(f) = K(f)/T(f), 
waarbij K(f) de verwachting is van de kosten te maken onder politiek f gedu-
rende het tijdsinterval tussen twee opeenvolgende tijdstippen waarop de wa-
gen bij station 1 terugkomt en T(f) de verwachte lengte van <lit tijdsinter-
val is. Aangezien c* een gemiddeld kosten optimale politiek bevat, geldt 
* g = min K(f)/T(f). 
* £EC 
Uit lemma 2. l in paragraaf 2.2 volgt dat een politiek f* EC gemiddeld 
kosten optimaal is wanneer £* de grootheid 
* K(f) - g T(f) 
onder f E c* minimaliseert. Het probleero van de minimalisatie van deze 
grootheid kan vertaald warden in een optimaal stopprobleem. Om dit te doen, 
gaan wij uit van de situatie <lat op tijdstip Ode wagen bij station 1 
terugko~t terwijl ~I klanten bij station l en ~2 klanten bij station 2 staan 
de te wachten. Definieer T als het tijdstip van aankomst van den na tiJ"d-
-n 
stip O aankomende klant, en definieer n = I als deze klant biJ' station -n 
aankomt en definieer n = 0 als deze klant bij station 2 aankomt. Voor 
-n 
n=O,I, ... definieer de stochastische vektor y door 
-n 
waarbij lo1 = ~I' ro2 = ~2' ~03 = O, en 
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Y = y +n y = y +1-n en y = T -nl -n-1,1 -n' -n2 -n-1,2 -n -n3 -n voor n ~ I. 
Derhalve het proces {y} geeft het verloop van de aankomsten van de klanten 
-n 
* bij de stations. Associeer nu met elke politiek f EC de volgende stopregel 
Rf met betrekking tot het proces {y }: De regel Rf schrijft na achtereen-
-n de 
volgens de waarden y0 , ••• ,yk te hebben waargenomen stoppen voor op het k 
waarnemingstijdstip dan en slechts dan als politiek f de aktie gaan voor-
schrijft in de toestand waarin ykl de klanten bij station I en yk2 klanten 
bij station 2 aanwezig zijn. Alsop het kde waarnemingstijdstip na het waar-
nemen van de waarden (y0 , ••• ,yk) gestopt wordt, dan kennen wij hieraan de 
volgende stopkosten toe: 
k-1 
l (h1Y•1+h2Y·2)(y. 1 3-y. 3) + K+h2yk2T + 
j=O J J J+, J, 
+ h 1\ 1(2T) 2/2 + h2\ 2T2/2 - g*(yk3+2T), 
m.a.w. c(y0 , ..• ,yk) is de som van de wachttijdkosten tot tijdstip Tk plus de 
verwachte kosten van tijdstip Tk tot het eerstvolgende tijdstip waarop de 
wagen bij station I terugkomt minus g* maal de som van Tk plus de tijd van 
Tk tot het eerstvolgende tijdstip waarop de wagen bij station I terugkomt. 
Het zal duidelijk zijn dat de verwachte stopkosten onder stopregel Rf ge-
lijk zijn aan 
De stru~tuur van een gemiddeld optimale stationaire politiek is derhalve 
gelijk aan de structuur van een optimale stopregel. Uit de keuze van 
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Aangezien ~k+2,1 ~ Ik+l,l en rk+2,2 ~ lk+l,2 volgt nu <lat de monotoniciteits-
eigenschap (2.3) uit paragraaf 2. 1.2 vervuld is. Een optimale stopregel heeft 
* dus de volgende vorm: stop zodra h 1yk 1+h2yk2 ~ g -h2\ 2T. Vertaald betekent 
<lit <lat een gemiddeld optimale stationaire politiek van de volgende vorm be-
staat: laat de wagen van station 1 vertrekken zodra 




In de appendix geven wij een aantal algemene stellingen. 
De vaste punt stelling. 
Beschouw een willekeurige verzameling V. Stel dater een funktie p is 
die aan elk tweetal punten u,v EV een reeel getal p(u,v) toevoegt zodat 
(a) p(u,v) = 0 dan en slechts dan als u = v, 
(b) p(u,v) = p(v,u) voor alle u,v EV, 
(c) p(u,w) s p(u,v)+p(v,w) voor alle u,v,w EV. 
Dan heet Veen metrische ruimte met metriek p. De verzameling V heet een 
compleet metrische ruimte als voor elke rij {v ,n~l} van punten uit V met 
n 
de eigenschap dat voor elke E > 0 er een n0 (E) is zodat p(v ,v +) < E voor n nm 
alle n ~ n0 (E) en m ~ I, geldt dater een punt v EV is met p(vn,v) + 0 als 
n + ""· 
Laat A een afbeelding zijn die aan elk punt v EV een punt Av EV toe-
voegt. De afbeelding A heet continu in v0 EV als voor elke E > 0 er een 
8 > 0 zodat p(Av,Av0) < E voor alle v met p(v,v0) < 8. De afbeelding A heet 
continu als deze continu is in elk punt v0 EV. De afbeelding An voor 
n=l,2, ... wordt gedefinieerd door Anv = A(An-lv) voor n ~ 2 waarbij A1v=Av. 
STELLING 1. Laat Veen compleet metrische ruimte met metriek p zijn, en 
laat A een continue afbeelding van Vin zichzelf zijn. Veronderstel dater 
een natuurlijk getal N en een getal Smet Os S < l bestaan zodat*) 
N N 
p(A u,A v) s Sp(u,v) 
* Dan is er een uniek punt v EV met 
* * Av = v 
*) . N . f . De afbeeld1.ng A heet een contract1.e a beeld1.ng. 
voor alle u,v EV. 
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Verder geZdt dat 
voor alle v0 EV. 
Voor een bewijs van deze stelling verwijzen wij naar blz. 50 in 
KOLMOGOROV & FOMIN (1957). 
Een Abel steUing. 
STELLING 2. Laat <j>(t) een niet--negatieve, niet-dalende funktie van t ~ 0 
00 -at zijn. Ve1"onderstel dat JO e d<j>(t) convergeert voor aUe reele a > 0. Dan 
geldt 
lim sup t- 1<1>(t) ~ lim sup 
t+oo a~O 
00 
a f e -at d<j> ( t) • 
0 
Ala limt+oo t- 1<1>(t) bestaat en eindig is, dan geldt 
00 
lim t- 1<j>(t) = lim af e-atd<j>(t). 
t+oo am O 
Voor een bewijs van deze stelling verwijzen wij naar blz. 181-182 in 
WIDDER ( 1946). 
Een selektie stelling. 
STELLING 3. Laat I een aftelbare of eindige verzameling zijn waarop een r~J 
£1,£2 , ••• van reeelwaardige funkties is gedefinieerd. Veronderstel dat voor 
elke vaste i EI de rij {f (i),n~l} begrensd is. Dan is er een eindige funk-
n 
tie fop I en een deelrij {nk,k~l} van de natuurlijke getallen met nk + 00, 
zo dat 
lim f (i) = f(i) 
k+00 nk 
voor a Ue i E I . 
Voor een bewijs van deze stelling, zie bijvoorbeeld blz. 179 in 
ROYDEN (I 968) • 
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