In Part I of this two-part investigation [J. Opt. Soc. Am. A 22, 1200 (2005)], we presented a theory for phasespace propagation of time-harmonic electromagnetic fields in an anisotropic medium characterized by a generic wave-number profile. In this Part II, these investigations are extended to transient fields, setting a general analytical framework for local analysis and modeling of radiation from time-dependent extended-source distributions. In this formulation the field is expressed as a superposition of pulsed-beam propagators that emanate from all space-time points in the source domain and in all directions. Using time-dependent quadraticLorentzian windows, we represent the field by a phase-space spectral distribution in which the propagating elements are pulsed beams, which are formulated by a transient plane-wave spectrum over the extendedsource plane. By applying saddle-point asymptotics, we extract the beam phenomenology in the anisotropic environment resulting from short-pulsed processing. Finally, the general results are applied to the special case of uniaxial crystal and compared with a reference solution.
INTRODUCTION AND FORMULATION
In this paper, Part II of a two-part investigation, the theory for phase-space (PS) propagation of time-harmonic fields in an anisotropic medium with generic wavenumber profile presented in Part I 1 is extended to include time-dependent fields. References to equations, figures, etc., in Part I are identified with the prefix I (for example, Eq. (17) in Part I is referenced to as (I.17)). The current study is concerned with the effects of anisotropy on the PS propagation characteristics of either an electromagnetic or a general linear time-dependent field in a lossless homogeneous medium. The time-dependent field is formulated by means of its initial distribution of either ordinary or extraordinary modes over the z = 0 plane, denoted u o ͑x , t͒, by using the conventional Cartesian coordinate system r = ͑x , z͒, with x = ͑x 1 , x 2 ͒. The propagation medium is characterized by a generic wave-number profile:
In Eq. (1) , is the normalized wave number in the z-axis direction, and are the normalized wave numbers in the x direction, all with respect to k o = / c, with c being a constant (more details are given Part I, Eq. (I.1)).
A. Time-Frequency Transforms and Analytic Signals
Given a time-dependent (TD) field u͑r , t͒, the corresponding frequency-domain (FD) field û ͑r , ͒ is defined by the where û ͑r , ͒ is defined in Eq. (2). This integral representation can accommodate complex t with Im t ഛ 0; the limit for real t is related to the real signal u͑t͒ through u + ͑t͒ = u͑t͒ + iH t u͑t͒, where H t = P / t is the Hilbert transform operator, with P denoting Cauchy's principal value and denoting a (temporal) convolution. Thus the real field for real t is obtained through u͑r,t͒ = Re u + ͑r,t͒, t real. ͑5͒
B. Time-Dependent Plane-Wave Spectrum
With u o ͑x , t͒ representing the time-dependent field distribution over the z = 0 plane, the analytic transient plane-
where ũ o is the FD plane-wave spectral distribution in Eq. (I.2). By inserting Eq. (I.2) into Eq. (6), using k o = / c, and inverting the order of integration (legitimate when Im ഛ 0 and in the limit of real ), we obtain
͑7͒
and the time-dependent spatial spectrum is found directly from the analytic data u + o ͑x , t͒, by evaluating the inner integral in closed form, yielding
By repeating the same procedure for the plane-wave spectral representation of the anisotropic FD field in the z Ͼ 0 half-space in Eq. (I.4), we obtain u + ͑r,t͒ = − ͑2c͒
and finally, the physical (real) field is given by u͑r , t͒
Equation (8) The plane waves' propagation properties follow from the delay term c −1 ͑ · x + z͒: For values such that ͑͒ is real, the plane waves propagate in a direction ͑͒, whereas for all other values, where ͑͒ = i͉͉͑͒, they decay as z increases [recall from Eq. (4) that an analytic signal decays monotonically as the imaginary part of its argument becomes more negative]. Therefore the visible spectral range, which is defined by the condition Im ͑͒ = 0, depends on the medium's wave-number profile ͑͒. For isotropic materials, where ͑͒ = ͑1− · ͒ 1/2 , propagating plane waves occur within the ͉͉ ഛ 1 circle in the plane.
Finally, for z = 0, Eq. (9) is an inverse Radon transform of Eq. (8). Further details on transient plane-wave representation via real signals and short-pulse localization phenomena are given in Refs. 2-6. The plane-wave integrals in Eq. (9) are spectrally distributed. For shortpulsed signals, dominant contributions are generated by localized regions in the source domain that emphasizes radiation in a given direction. We shall not go through the asymptotic manipulations here, as our goal is not to derive analytic ray-type local approximations. Instead, in Subsection 1.C we shall show how phase-space processing yields spectral representations that are a priori localized about ray trajectories.
C. Phase-Space Processing in the Time Domain
The TD local spectrum of the data is defined as the in-
where t denotes the phase-space time variable in the fivedimensional PS domain Ȳ ϵ͑x , , t͒. To deduce U o ͑Ȳ ͒ directly from the TD field distribution, we insert Eq. (I.8) into Eq. (11) and interchange the orders of integration to obtain
where the space-time-dependent kernel function W is given by
and the TD window w͑x , t͒ is the time-domain analog of ŵ ͑x͒ in Eq. (I.8), obtained with Eq. (3). The space-time and spectral dependence of the phase-space window in Eq. (13) implies that the PS kernel W is localized about ͑x , t͒ with spectral tilt , as schematized in Fig. 2 . The operation in Eq. (12), is termed local Radon transform, which extracts the local spectral information from the TD distribution u o ͑x , t͒.
In the present context of anisotropic propagation, where u o ͑x , t͒ is either an ordinary-or an extraordinarymode distribution, it is convenient to describe the local spectrum by the initial TD plane-wave distribution, ũ o ͑ , ͒, which is obtained by matching to the source TD plane-wave representation. By inserting Eqs. (I.9) into Eq. (11) and inverting the order of integration, we obtain 
where w ͑ , ͒ denotes the transient plane-wave spectrum
To synthesize the field distribution u o ͑x , t͒ from PS distribution (12), we apply Eq. (3) to Eq. (I.10) and follow essentially the same analytic steps as in Eqs. (11)- (13), obtaining
where
with t denoting a (temporal) convolution and
where the L x 2 norm of ŵ , N ͑͒, is defined in Eq. (I.11). Using Eq. (I.11) in Eq. (17), we note that N −1 ͑t͒ is the inverse operator associated with N͑t͒, where
with ‫ץ‬ t −2 denoting a double (temporal) integration. Any formal convergence problems of N −1 that may arise as → ϱ are avoided for practical finite-bandwidth signals with upper frequency limits, for which the integral limits in Eq. (17) may be restricted to the signal u o ͑x , t͒ frequency content.
The windowed integral representation in Eq. (15) synthesizes the space-time initial distribution as a phasespace superposition of all local spectral contributions from all space-time points ͑x , t͒. Recalling the discussion following Eq. (I.8), the windowed spectrum at a point x is typically concentrated around a time t͑x ͒ and wave number (or wave tilt) ͑x ͒ that describe the arrival time and direction of the field that is propagating toward the z =0 plane at that point. Inverse transform Eq. (15) at ͑x , t͒ is therefore localized a priori about the phase-space subdomain Ȳ ͑x ͒ = ͓x , ͑x ͒ , t͑x ͔͒.
In the time domain, each window kernel W N ͑x , t ; Ȳ ͒ in Eq. (15) gives rise to a propagating PB field B͑r , t ; Ȳ ͒ in the ͑r , t͒ configuration space, whose axis emerges from x on the initial z = 0 plane in a -dependent direction. Therefore Eq. (15) can be propagated into z Ͼ 0, giving
where the anisotropic propagators B͑r , t ; Ȳ ͒ describe the radiation into the half-space z Ͼ 0 that is due to the initial distribution W N ͑x , t ; Ȳ ͒ over the z = 0 plane (see Fig. 2 ).
In the present context of anisotropic propagation, it is convenient to express the PB propagators by a TD planewave representation, which is easily obtained by using the generic wave-number profile ͑͒ in Eq. (1) [compare with Eq. (I.13)]. Since B contains an evanescent spectrum in addition to the propagating one, we shall utilize analytic signal representation (9). Thus B͑r , t ; Ȳ ͒ =Re B + ͑r , t ; Ȳ ͒ with 
D. Quadratic-Lorentzian Windows
and the L x 2 norm of these windows is obtained by inserting Eq. (25) into Eq. (I.11), giving
Note that N −2 ͑͒ grows exponentially with and therefore the integral in Eq. (17), which defines the corresponding TD operator N −1 , does not converge. Nevertheless, we assume that u o ͑x , t͒ has an upper frequency (as any physical or sampled signal) and that T is chosen according to condition (24). Thus we may use exp͑−T͒Ϸ1 over w ഛ w max in Eq. (26), yielding Im t Ͻ 0, so that ␦Љ + ͑t͒ =2/it 3 . This TD window is localized around ͑x , t͒ = ͑0,0͒; for ͉x͉ = 0, it peaks at t = 0 and decays thereafter as t −3 . For ͉x͉ 0, the argument of the ␦ + function in Eq. (28) has a negative imaginary part, and thus the window has the form of a (double-differentiated) smooth Lorentzian pulse.
ORDINARY PULSED-BEAM PROPAGATORS
In this section we shall briefly derive the expressions for the PB propagators for the ordinary field distribution, for which, for a proper choice of the constant c, the wavenumber profile is given by
A. Pulsed-Beam Propagators
The PB propagators corresponding to the quadraticLorentzian windows in Eq. (28) 
Evaluating the d integration in closed form, we obtain
and ␦Ј (32) The PB field may now be characterized by rewriting the elements of 
where we define
Expression (32) 
B. Phase-Space Localization in the Time Domain
As discussed in connection with Eq. (15), the TD phasespace representation is localized a priori around the coordinates Ȳ = ͓x , ͑x ͒ , t͑x ͔͒ since the local spectrum of the data U o ͑Y͒ is concentrated there. Further localization is effected by the PB propagators B͑r , t ; Ȳ ͒, which are concentrated around the trajectories iso . This constrains the PS integration domain to the vicinity of the observation manifold Ȳ ͑r , t͒, whose ͑x , , t͒ coordinates are defined by
EXTRAORDINARY PULSED-BEAM PROPAGATORS A. Asymptotic Evaluation and Parameterization
The extraordinary PB propagators B + ͑r , t ; Ȳ ͒ for the generic anisotropic wave-number profile ͑͒ may be obtained from the frequency-domain asymptotic propagator B ͑r , X ͒. 
where iso = ͑ , ͒, and the analytic PB propagator may be obtained by inserting Eq. (43) with Eq. (27) into Eq. (23), giving
͑44͒
Integral (44) may be evaluated in closed form, giving
and ␦Ј (45) is identified as an astigmatic pulsed beam propagating in the direction of ͑͒ in Eq. (I.30) (see Fig. 2 ).
To clarify the properties of the anisotropic PB propagator in Eq. (45), we rewrite the arguments of the ␦ + function in a standard form,
and R Fig. I.2) .
B. Phase-Space Localization in the Time Domain
In addition to a priori localization of the PS spectral distribution that was discussed in connection with Eq. (15), further localization is effected by the extraordinary PB propagators B͑r , t ; Ȳ ͒, which are concentrated around the trajectories in Eq. (I.30). This constrains the phasespace integration domain to the vicinity of the mediumdependent extraordinary observation manifold Ȳ ͑r , t͒, whose ͑x , , t͒ coordinates are defined by 
ILLUSTRATIVE EXAMPLE A. Reference Solution
The TD PB propagators corresponding to quadraticLorentzian windows (28) were evaluated asymptotically in the short-pulsed processing regime and parameterized in Section 3. To illustrate these expressions, we compare them with a reference solution, which is generated by us- 
