We introduce a class of autoregressive gamma processes with conditional distributions from the family of noncentred gamma (up to a scale factor). The paper provides the stationarity and ergodicity conditions for ARG processes of any autoregressive order p, including long memory, and closed-form expressions of conditional moments. The nonlinear state space representation of an ARG process is used to derive the filtering, smoothing and forecasting algorithms. The paper also presents estimation and inference methods, illustrated by an application to interquote durations data on an infrequently traded stock listed on the Toronto Stock Exchange (TSX).
INTRODUCTION
The liquidity of a financial asset on a given day and market depends on how frequently that asset is traded, or equivalently on the times between consecutive transactions, called intertrade durations (Gourieroux et al., 1999) . The times to trade recorded sequentially in time form time series which possess interesting dynamic properties, such as time-varying moments and serial correlation. The duration analysis of financial assets is a relatively new topic of research, motivated by the interest in assessing future asset liquidity, in the sense of time it can take to purchase or sell a given quantity of shares. While some stocks are traded instantaneously, others require a considerable amount of time to trade, which varies randomly throughout a trading day. In the literature, there exist few models designed for intertrade durations. The most popular among these is the autoregressive conditional duration (ACD) model, introduced by Engle and Russell (1998) [see also Bauwens, Giot (1997) ]. The conditional hazard function of the ACD suggests classifying this model as an accelerated hazard model with lagged durations as explanatory variables. While the ACD is quite easy to estimate, it relies on a strong and unrealistic assumption of path-independent overdispersion. This means that the conditional standard deviation exceeds the conditional mean by a fixed amount, unrelated to the history of the process. Another limitation of the ACD is the difficulty in deriving the stationarity and ergodicity conditions for models with temporal dependence beyond lag one. An alter-native model, called the stochastic volatility duration (SVD), was developed by Ghysels et al. (2003) . The SVD model improves upon the ACD in that it allows for independent variation of the conditional mean and variance and yields a time-varying over-or underdispersion. The SVD is a nonlinear factor model, with two dynamic heterogeneity factors that determine the mean and dispersion, respectively. Therefore, the estimation is technically difficult, and requires advanced statistical tools.
The aim of this paper is to introduce a class of models, which accommodate various nonlinearities in inter-durations dynamics and have easily verifiable stationarity conditions and straightforward estimation procedures. Our approach borrows from the early literature on dynamic processes for gamma distributed variables developed for applications to ruin processes, such as the gamma autoregressive (GAR) [see, e.g., Gaver and Lewis (1980) ; the survey by Grundwald et al. (2000) ; 1 the model of Sim (1990 Sim ( , 1994 ; the work by Griffiths (1970) and Kotz and Adams (1964) ]. The new model, called the autoregressive gamma model (ARG), is designed specifically for intertrade duration analysis and forecasting, but can also be used in application to asset volatility and traded volumes, for example. In contrast to the ACD, and similar to the SVD, an ARG can fit any data that feature time-varying over-or underdispersion and can accommodate complex nonlinear dynamics. Finally, an ARG can represent processes with long memory more parsimoniously than ACD and SVD.
The paper is organized as follows. In the next section, we introduce the autoregressive gamma process of order one (ARG(1)), with a conditional distribution from the family of noncentred gamma (up to a scale factor), and the noncentrality parameter written as a linear function of lagged durations. This section provides the forecast function and discusses the stationarity. The temporal dependence is examined in the third section by investigating the conditional moments, the first-and second-order autocorrelograms and nonlinear canonical correlations. The ARG model is viewed as a nonlinear state space model, with an integer-valued latent state variable in the fourth section. The ARG-based state space representation allows us to provide the forecasting, filtering and smoothing algorithms. The relationship between the discrete time ARG process and the continuous time Cox-Ingersoll-Ross process is covered in the fifth section. The sixth section shows the ARG models of autoregressive order higher than one (ARG(p)) and long memory ARG models. In the seventh section, the ARG is compared to other autoregressive processes for gamma distributed variables existing in the literature. Statistical inference is discussed in the eighth section. The application to intertrade durations is presented in the ninth section. Contrary to empirical literature on intertrade durations, which is focused on very frequently traded assets and time deformation, we consider an infrequently traded stock for which the risk of low liquidity, i.e. of a long waiting time to trade, is significant. A final section concludes the paper. Proofs are gathered in the appendices.
THE AUTOREGRESSIVE GAMMA PROCESS
The autoregressive gamma processes are Markov processes with conditional distributions from the family of noncentred gamma (up to a scale factor) and with path-dependent noncentrality coefficients. Let us recall that a variable Y follows the distribution (d, b, c) Definition 1 is wide in the sense that it comprises heterogeneous Markov ARG(1) processes and allows for variation in time of all parameters, except for the degree of freedom. In particular, the scale c t and the parameter b t appearing in the noncentrality coefficient are time-varying, although path-independent. The history of the process determines the entire noncentrality coefficient, b t Y t-1 , which is written as a linear function of the lagged value of the process. Let us recall that all parameters are assumed nonnegative and, for convenience, define a new parameter r t = b t c t , which will later be interpreted as an autoregressive coefficient.
From the mixture of gamma interpretations given at the beginning of this section, it follows that the dynamics of the ARG process can be written as:
where e t , Z t , W i,t are independent conditional on Y t-1 and distributed as g (n, c t ), P(b t y t-1 ), g (1, c t ), respectively (see Sim, 1990 ). This dynamic representation of an ARG is very convenient for simulations of the process trajectories.
A closed-form expression of the conditional distribution of the current value of an ARG(1) process Y t given Y t-h is available for any h.
Proof. see Appendix A. 
(iii) The marginal invariant distribution is gamma, up to a scale factor:
The limiting case of an autoregressive coefficient equal to one will be discussed later.
SERIAL DEPENDENCE
There exist various methods for examining serial dependence in stationary ARG processes. In this section, we consider the first-and second-order conditional moments, autocorrelograms and nonlinear canonical decomposition.
Conditional moments From Proposition 2 it follows that:
Proposition 3 The first two conditional moments of a stationary ARG(1) process are:
The discriminant equation of the polynomial on the right-hand side of the last expression is:
It is negative for d > 1, and positive for
When d < 1, the product of the roots is negative, while the two roots are real. Proposition 4 below, summarizes the results on dispersion of an ARG(1).
Proposition 4 When d > 1, the stationary ARG(1) process features conditional and marginal underdispersion. When d < 1, the stationary ARG process features marginal overdispersion. In parallel, the process may feature either conditional under-or overdispersion, depending on the value of Y t-1 .
First-and second-order autocorrelograms
From the weak AR(1) interpretation of an ARG process, it follows that:
The second-order autocorrelogram represents the serial dependence in squared values of the process. It is proven in Appendix B that:
Nonlinear canonical decomposition
The nonlinear canonical decomposition (see Barret, Lampard (1955) , Lancaster (1958 Lancaster ( , 1963 , Wong (1962) , Eagleson (1964) ) allows for the analysis of nonlinear time dependence in Markov processes to which belong the ARG. The formula of canonical decomposition is derived in Appendix C using the relationship between the ARG and the continuous-time Cox-Ingersoll-Ross process [see also Sim (1990, p. 329) where:
and L n is a generalized Laguerre polynomial:
The polynomials y n , n varying, satisfy the conditions:
Proposition 5 leads directly to the following corollaries.
Corollary 1 The conditional p.d.f. of Y t given Y t-h admits the nonlinear canonical decomposition:
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is AR(1) with autoregressive coefficient r, and is AR(1) with autoregressive coefficient r 2 .
Corollary 3 The joint distribution of (Y t , Y t-1 ) is symmetric, which means that the process is timereversible.
THE STATE SPACE REPRESENTATION
The dynamics of (Y t ) can be written in the form of a nonlinear state space representation, with the mixing variable (Z t ) as the state variable and the transition equation:
The measurement equation is:
The latent variable Z t has an interesting interpretation in finance. In some applications, it may be interesting to rank the stocks traded on a given market with respect to their risk of liquidity, that is, to distinguish stocks which trade quickly from those with long waiting times to trade. For example, if the liquidity risk is measured in terms of intertrade durations (which are the waiting times to trade), the integer-valued Z t can provide a liquidity rating of a stock. Then, by imitating the Moody's system of risk rating, we can assign the highest rating to the stock with the lowest liquidity risk, such as Z t = 0 = AAA, a lower one to the stock with Z t = 1 = AA, etc. The ARG model can yield the current rating Z t given the lagged observed liquidity Y t-1 , and provide a forecast of future liquidity Y t+h given the current rating Z t .
In the next subsection, we focus on the dynamics of the latent mixing variable (Z t ). The first part concerns the smoothing procedure and the conditioning variable is the observable process (Y t ). The second part shows the forecasts of Z t based on its own past values.
The transition density can be used for examining the probability of an asset migrating from one liquidity rating to another, by analogy to the migration of bond issuers between various classes of risk rating in finance.
CONTINUOUS TIME LIMIT OF ARG(1)
The continuous time counterpart of the ARG(1) process is the Cox-Ingersoll-Ross (CIR) model, commonly used in theoretical finance to represent the volatility of financial assets. In order to prove that the CIR model is a limit of ARG when the time increments are allowed to shrink to zero, we need to consider the infinitesimal drift and volatility functions. This means that we need to study the behaviour of a prediction of Y t at horizon h, when h tends to zero. We get: This leads us to the conclusion that the limiting continuous time process associated with the ARG (1) process is the CIR process (Cox et al., 1985) : (7) where:
A more general result can be established (see, e.g., Lamberton and Lapeyre, 1992) as well.
Proposition 8
The stationary ARG process is a discretized version of the CIR process.
The link between the ARG and CIR processes points to the importance of the ARG model for applications to intertrade durations. Indeed, it is well-known that asset volatility and liquidity are strongly related. Therefore, it comes as no surprise that the basic model for asset volatility is related to the model for intertrade durations.
ARG(p)
The ARG can be extended to an autoregressive order strictly greater than one. We will see that the forecast function and ergodicity conditions for an ARG(p) can easily be obtained. The main difference between the ARG(1) and ARG( p) is the form of the noncentrality coefficient, which becomes a linear function of past values up to and including lag p. We can rewrite the ARG( p) easily in the form of a p-dimensional process = (Y t , . . . , Y t-p+1 )¢, which is a Markov process of order one, and has the conditional Laplace transform given by:
where:
Stationarity condition
The stationarity of ARG( p) is determined by the function A(u) (Darolles et al., 2002) .
Proposition 9
The ARG(p) process is stationary if lim hAE0 A oh (u) = 0, for any u with nonnegative components, where A oh denotes the function A compounded h times with itself.
As the corollary to Proposition 9 we get:
Corollary 3 The stationarity condition is:
Proof. See Appendix F.
Long memory
The ARG(1) can feature long memory, under conditions similar to the standard AR(1), that is, when the autoregressive coefficient r is equal to one, and when r is stochastic. 
The conditional Laplace transform at horizon h is:
where the compounded function a oh satisfies:
We see that lim h-• a oh (u) = 0, which implies that the process is weakly ergodic (Darolles et al., 2002) . Moreover, the conditional expectations E[exp(-uY t+h-1 )|Y t-1 ] tend to their limiting value at a hyperbolic rate in h. This suggests that the process has an autocorrelation function with a hyperbolic rate of decay, that it is features long memory. At the same time, Y t is a stationary Markov process. The long memory property is of relevance for applications to intertrade durations of frequently traded stocks, in which a long range of persistence is generally observed. The long-range persistence can be captured parsimoniously by an ARG(1), while it requires the presence of a fairly large number of lags in the competing ACD or SVD models (Jasiak, 1998) .
(ii) Stochastic autoregressive coefficient Let us consider an ARG(1) process parameterized by d, r and c. When r is fixed, the bivariate density of y t , y t-h can be written as (see Corollary 1):
where g = c/(1 -r). In this expression, parameters d and g appear in the marginal distribution and canonical variates, while parameter r determines the canonical correlations and temporal dependence. The first-and second-order marginal moments of the model depend on d and g only. The autocovariance function is given by:
and is shown to include r in its expression.
Let us now assume that the autoregressive parameter r is stochastic and takes values from the interval [0, 1]. Also, let us suppose that r has the probability density p, and that d and g remain fixed. By integrating the stochastic parameter r out of the first-and second-order moments, we obtain: The autocorrelation function is no longer a power function of r, but instead an expected value of r power h:
Consequently, the autocorrelation function features hyperbolic decay when the distribution p of coefficient r assigns sufficiently large probabilities to values close to one. For example, this is the case when the distribution of r is beta (Granger and Joyeux, 1980) .
ARG AND GAR: COMPARISON
In the time series literature, there exist a variety of dynamic models for gamma processes.
[See e.g. Jacobs, Lewis (1978), Lawrance, Lewis (1981) , Smith, Miller (1986) ]. So far, none of them has been used in an application to intertrade durations. As mentioned earlier in the text, the dynamic properties of financial duration data are quite particular, and the available dynamic gamma models don't account for features such as conditional heteroscedasticity, for example. In this section, we discuss the gamma autoregressive process introduced by Gaver and Lewis (1980) . Gaver and Lewis considered the following linear autoregression:
where the innovations are i.i.d. random variables. They proved that for 0 £ r < 1, there exists a distribution of the error term e t such that the marginal distribution of Y t is exponential (or more generally a gamma). When the marginal distribution of Y t is exponential g(1, l), the innovation distribution is a mixture of a point mass at zero with probability r and an exponential distribution g (1, l) with probability 1 -r. There are three main differences between the GAR and the ARG processes:
(i) By construction, the GAR is conditionally homoscedastic and doesn't allow for independent variation of the conditional mean and variance of Y t . In application to intertrade durations, the assumption of constant duration volatility is very strong and unrealistic. (ii) The conditional distribution of GAR admits a discrete component. This means that the GAR process can become deterministic Y t = rY t-1 with probability r. (iii) The functional dependence between serial correlation and the distribution of innovations is hard to interpret. For example, in the unit root case r = 1, the GAR process (Y t ) takes value zero, at all t, and remains stationary.
Let us point out that the ARG and GAR processes are special cases of Car (compound autoregressive) processes. Indeed, an autoregressive process with marginal gamma distribution is easy to construct by considering a conditional Laplace transform of the type:
where c is the log-Laplace transform of the marginal gamma distribution. The models differ essentially by the form of function a, which determines serial dependence, as shown in Table I .
STATISTICAL INFERENCE
Let us consider a sample of discrete time observations y 1 , . . . , y T , of size T. It will be shown that standard estimation methods such as GMM and the maximum likelihood can be used for estimation of ARG processes.
Moment estimators
The parameters of the ARG( p) process can be estimated from the first-and second-order conditional moments, since: Consistent estimators of cd and cb j , j = 1, . . . , p, are obtained by regressing Y t on 1, Y t-1 , . . . , Y t-p . The efficiency of these estimators can be improved by taking into account conditional hereroscedasticity. For instance, we can apply a pseudo-maximum likelihood method based on a Gaussian pseudo-family. The PML estimators are the solutions of:
Maximum likelihood estimators
The log-likelihood function: (10) is of a complicated form, and needs to be approximated in practice. The approximations of the loglikelihood function for ARG(1) given below are based on three different methods. Table I . Autoregressive models for gamma processes Gaver and Lewis (1980) : GAR a(u) = ru Gourieroux and Jasiak (2003) : ARG a(u) = ru/(1 + cu) Sim (1990 Sim ( , 1994 142 C. Gourieroux and J. Jasiak where S is the number of drawings and (z 1 t , . . . , z S t ) are independently drawn in the Poisson distribution P(ry t-1 /c) = P(by t-1 ).
The advantage of the last approach is that it can easily be extended to any autoregressive order p higher than one. This can be done by performing the drawings of the Poisson state variable in the Poisson distribution P(b¢ ).
APPLICATION TO FINANCIAL DURATION SERIES
In empirical literature on high-frequency data, the analysis of intertrade durations typically concerns very frequently traded stocks, which feature long memory. However, as the liquidity risk is much higher in infrequently traded (illiquid) stocks, accurate forecasts of future times to trade may become valuable inputs to any trading strategy. The aim of this section is to examine the dynamics of an infrequently traded stock with long waiting times to the next upcoming quote or transaction. Therefore, the number of observations available in our sample is considerably lower than in other applications with a sampling period of similar length.
The ARG model is estimated from data on interquote durations of the Dayton Mining stock traded on the Toronto Stock Exchange in October 1998. The choice of a stock from the mining industry is not arbitrary. In the past, a false announcement of a gold mine discovery has undermined the credibility of the whole mining sector, and diminished the frequency at which those stocks were traded.
Prior to estimation, durations between quotes with the same time stamp were aggregated. 3 The times between market openings and closures were deleted from the sample. We also removed from To choose the best fit, several ARG models with different numbers of lags were estimated by OLS in the first step. The Dayton Mining series displays a rather short range of serial dependence in interquote durations, typical for infrequently traded stocks. In this, it differs from very frequently traded assets which feature long memory. Since the coefficients on lags greater than two were found insignificant, we retained for further analysis the ARG(1) and ARG(2) models. Both models were then estimated by QMLE. Table II summarizes the results obtained from fitting the ARG(1) and ARG(2) models to the sample of Dayton Mining using the regression approach and QMLE.
We observe that the estimated coefficients r 1 and r 2 are positive, less than one, and sum up to less than one in the ARG(2) model. This means that both models are stationary. Also, both models fit the data fairly well, and all their coefficients are significant. While the mean log-likelihood of ARG(2), equal to (-8.154 ), shows little improvement compared to that of ARG(1), equal to (-8.175 ), the R-squared doubles when the second lag is added (0.030 compared to 0.018).
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In the next step, the parameters of the ARG(2) are used in a simulation experiment. It consists in fixing the vector of initial durations at two consecutive values observed at the end of the sample: More precisely, if we assume that the quotes result in trades of the same volume V, say, we can claim that our forecasts represent the average time necessary to trade the basic quantity V of assets when the volumes V, 2V, 3V, 4V , etc. are to be traded (Gourieroux et al., 1999) . By comparing the distributions of forecasted durations, we see how the liquidity cost measured by time necessary to trade a given volume without causing a change in the price of asset, depends on the traded quantity. The means and variances of forecasted durations are reported in Table III .
CONCLUSIONS
This paper introduced the autoregressive gamma processes ARG for high-frequency financial data. The ARG can represent the dynamics of various positively valued time series such as intertrade (interquote) durations or series of squared returns, which approximate asset volatility in the same way intertrade durations approximate asset liquidity. Alternatively, an ARG model can fit a series of volumes per trade, which is an alternative proxy for liquidity. The ARG is sufficiently flexible to accommodate short as well as long memory. The stationarity and ergodicity conditions and forecast functions are available for ARG processes of any autoregressive order. The estimation relies on a variety of methods, ranging from a simple regression to more sophisticated simulation-based estimators.
Finally note that the ARG specification for positively valued univariate processes can easily be extended to a multivariate framework. This approach leads to the Wishart autoregressive (WAR) processes for sequences of symmetric, positive definite stochastic matrices (Gourieroux, 2004; Gourieroux et al., 2003) . 
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Cov , (C.5) Therefore y n , n = 0, 1, . . . forms a basis of eigenfunctions of the infinitesimal generator associated with the eigenvalues l n = log r n . (iv) It is known that for a univariate diffusion equation the functions y n , n varying, are also eigenfunctions of the conditional expectation operator: y AE E(y(Y t )|Y t-1 = y), associated with the eigenvalues: exp l n = r n . Moreover, the process is time-reversible. The conditional distribution of Y t given Y t-1 , f 1 (y t |y t-1 ; d, r, c) (say) can be written as (see Lancaster, 1963) 
