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Abstract
For the analysis of surface height profiles we present a new stochastic
approach which is based on the theory of Markov processes. With this
analysis we achieve a characterization of the complexity of the surface
roughness by means of a Fokker-Planck or Langevin equation, providing
the complete stochastic information of multiscale joint probabilities. The
method was applied to different road surface profiles which were measured
with high resolution. Evidence of Markov properties is shown. Estima-
tions for the parameters of the Fokker-Planck equation are based on pure,
parameter free data analysis.
1 Introduction
The complexity of the topography of rough surfaces is commonly investigated
by methods of multifractality and multianity to characterize their scale de-
pendent disorder. The f(α) spectrum has been regarded as the most complete
characterization of a surface, cf. [1, 2, 3, 4]. From a stochastic point of view one
has to remark that multifractality and multianity are based on properties of
the roughness on distinct length scales. This does not include possible correla-
tions of the roughness measures on dierent scales. Moreover, methods based
on multifractality and multianity are limited to the subclass of rough surfaces
which show scaling properties.
In this letter we want to focus specially on the applied problem of character-
izing road surfaces. A collection of road surface data was measured. These data
served previously as an empirical basis for the prediction of vibrational stress
on bicycle riders [5]. It is common to describe the quality of a road surface by a
power law t to the power spectrum of the height prole [6, 7, 8]. This method
is not appropriate especially for wavelengths below 0.3 m and for non-Gaussian
height distributions. Some improvements to this method have been proposed
to compensate for the non-stationary and non-Gaussian nature of road proles.
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Therefore the data were divided into sections to achieve more Gaussian-like
statistics [9]. Nevertheless the characterization of road surfaces still remains
incomplete [10, 11]. This becomes even more important for vehicles at lower
speeds like inner city trac, vehicles with low energy consumption, and bicy-
cles. For the improvement of road surface characterization multifractality and
multianity seem not to be an appropriate tool because scaling is no constant
feature of road surfaces.
The method we are proposing in this contribution is based on stochastic
processes which should grasp the scale dependency of surface roughness in a
most general way. Furthermore no scaling feature is explicitly required. To this
end we present a systematic procedure how the explicit form of a stochastic
process can be extracted by pure data analysis. It should be noted that this
stochastic approach has turned out to be a promising tool also for other systems
with scale dependent complexity like turbulence [12,13], nancial data [14], and
others [15].
2 Method
It is one common procedure to characterize the complexity of a rough surface
by the statistics of the height increment
hr(x) := h(x + r)− h(x) (1)
depending on the length scale r, as marked in g. 1. Other scale dependent
roughness measures can, for example, be found in [2,4]. Here we use the height
increment hr because it is also directly linked to vehicle vibrations induced by
the road surface if r is the wheelbase. As a new ansatz, hr will be regarded here
as a stochastic variable in r. We consider the process as being directed from
larger to smaller scales. Our interest is the investigation how surface roughness
is linked between dierent length scales.
Complete information about the stochastic process would be available by the
knowledge of all possible n-point, or more precisely n-scale, probability density
functions (pdf) p(h1, r1; h2, r2; . . . ; hn, rn) describing the probability of nding
simultaneously the increments h1 on the scale r1, h2 on the scale r2, and so
forth up to hn on the scale rn. Here we use the notation hi = hri(x), see (1).
Without loss of generality we take r1 < r2 < . . . < rn. As a rst question for
this general ansatz, one has to ask for a suitable simplication. In any case the
n-scale joint pdf can be expressed by multiconditional pdf
p(h1, r1; . . . ; hn, rn) = p(h1, r1jh2, r2; . . . ; hn, rn)  p(h2, r2jh3, r3; . . . ; hn, rn)
 . . .  p(hn−1, rn−1jhn, rn)  p(hn, rn) (2)
where p(hi, rijhj , rj) denotes a conditional probability, e.g. the probability of
nding the increment hi on the scale ri under the condition that simultaneously
on a larger scale rj the value hj was found. An important simplication arises
if
p(hi, rijhi+1, ri+1; . . . ; hn, rn) = p(hi, rijhi+1, ri+1) . (3)
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This property is the dening feature of a Markov process evolving from ri+1 to
ri. Thus for a Markov process the n-scale joint pdf factorize into n conditional
pdf
p(h1, r1; . . . ; hn, rn) = p(h1, r1 jh2, r2)  . . . p(hn−1, rn−1 jhn, rn) p(hn, rn) . (4)
This Markov property implies that the r{dependence of hr can be regarded as
a stochastic process evolving in r, driven by deterministic and random forces.
If additionally the included noise is Gaussian distributed, the process can be













p(hr, rjh0, r0) .
(5)
The Fokker-Planck equation then describes the evolution of the conditional
probability density function from larger to smaller length scales and thus also
the complete n{scale statistics. The minus sign on the left side of eq. (5) ex-
presses this direction of the process, furthermore the factor r corresponds to
a logarithmic variable ρ = ln r which leads to simplied results in the case of
scaling behaviour.
The term D(1)(hr, r) is commonly denoted as drift term, describing the
deterministic part of the process, and D(2)(hr, r) as diusion term being the
variance of a Gaussian, δ-correlated noise. Focus of our analysis is to show
evidence of the above mentioned Markov property and to derive the drift and















Figure 1: Cut-out from a height prole of an asphalt road. Additionally the
construction of the height increment hr(x0) = h(x0 + r)− h(x0) is illustrated.
Height proles were measured from numerous road and cycle track sur-









Figure 2: Power spectral density of the data set. Vertical lines indicate the
range where drift and diusion coecient could be obtained and veried.
such a way that stationarity is given. Prole length is typically 20m or 19 000
samples, respectively. Longitudinal resolution was 1.04mm and vertical error
smaller than 0.5mm. As an example we present results from a data set of a
smooth asphalt road consisting of ten proles with a total of about 190 000
samples [17]. Similar results are obtained from other data sets [18]. Figure 1
shows a short section of the data. In g. 2 the power spectral density of the
height proles is plotted against the wavenumber. There is no clear evidence
for scaling behaviour. In the following, the height increments are normalized by
σ1 := limr!1hh2ri1/2, with σ1 = 0.7mm for the given data set.
4 Markov Properties
For a Markov process the dening feature is that the n-point conditional proba-
bility distributions are equal to the single conditional probabilities, according to
eq. (3). With the given amount of data points the verication of this condition
is only possible for n = 3 and for r1 < r2 < r3 < 200mm:
p(h1, r1jh2, r2) ?= p(h1, r1jh2, r2; h3, r3). (6)
The scales r1, r2, r3 are again nested into each other according to the direction
of the process.
Figure 3 shows both sides of eq. (6) in a contour plot and two cuts at
h2 = σ1. The value of h3 was chosen to be h3 = 0. We take this rather
good correspondence as a strong hint for a Markov process. Note that the main
axis of the distribution is tilted indicating that p(h1, r1jh2, r2) 6= p(h1, r1) and


































Figure 3: a) Single and double conditional probabilities p(h1, r1jh2, r2) (solid
lines) and p(h1, r1jh2, r2; h3=0, r3) (dashed lines (a) and symbols (b)) for r1 =
104; r2 = 106; r3 = 108mm. Note the tilted main axis of the distribution
indicating p(h1, r1jh2, r2) 6= p(h1, r1). b), c) Cuts at h2 = σ1
5 Estimation and Verification of Drift and Dif-
fusion Coefficients
In order to obtain the drift (D(1)) and diusion coecient (D(2)) for eq. (5) we
proceed in a well dened way like it was already expressed by Kolmogorov [19],
see also [16, 12]. First, the conditional moments M (k)(hr, r, r) for nite step
sizes r are directly estimated from the data





(~h− hr)k p(~h, r −rjhr , r) d~h . (7)
Second, the coecients D(k)(hr, r) are obtained from the M (k) when r ap-
proaches zero
D(k)(hr, r) := lim
∆r!0
M (k)(hr, r, r) . (8)
Figure 4 shows estimations of the drift coecient D(1) and the diusion
coecient D(2) for r = 104mm. The error bars are estimated from the number
of events contributing to each value. The limit r ! 0 was performed in
both cases by tting a straight line to M (k)(hr, r, r) in the range 2 mm 
r  9 mm. It can be seen that D(1) is linear over a wide range of hr and
saturates for hr < −2σ1, which is already the region of rather rare events. D(2)
























Figure 4: Estimated coecients of the Fokker-Planck equation for r = 104mm.
a) Drift coecient D(1)(hr, r). The solid line indicates almost linear depen-
dence for hr > −2σ1. b) Diusion coecient D(2)(hr, r). The parabolic curve
indicates quadratic dependence.
noise. It is easy to verify that with linear D(1) and constant D(2) the Fokker-
Planck equation (5) describes a Gaussian process, while with a parabolic D(2)
the distributions become non-Gaussian, also called intermittent or heavy tailed.
In our case, here, D(1)(hr, r) is best approximated by a linear function in
hr with small oset and quadratic correction as D(1)(hr, r) = a0(r)+ a1(r)hr +
a2(r)h2r where a0(r) = 0.0113r, a1(r) = −0.130r, and a2(r) = −0.00654r.
D(2)(hr, r) was found to be well tted by a quadratic function D(2)(hr, r) =
b0(r)+b1(r)hr+b2(r)h2r with the values b0(r) = 0.124r, b1(r) = 0.139+0.00553r,
and b2(r) = 0.244 + 0.00969r. [20]
Equation (5) can be integrated over h0 and is then valid also for the uncon-












p(hr, r) . (9)
For the verication of the estimated coecients D(1) and D(2) the empirical
pdf at r0 = 188mm is parameterized (see g. 5) and used as initial condition
for a numerical solution of eq. (9). For several values of r the reconstructed pdf
is compared to the respective empirical pdf, as shown in g. 5.
6 Conclusions
The height increment hr of surface height proles as a stochastic variable in
r can be correctly described by a Fokker-Planck equation with drift and diu-
sion coecients derived directly from measured data. The results of the pre-
sented example support the hypothesis that the noise term in the evolution















Figure 5: Numerical solution of Fokker-Planck equation (9) compared to empir-
ical pdfs (symbols) at dierent scales r. Solid line: empirical pdf parameterized
at r = 188mm, dashed lines: reconstructed pdfs. Scales r are 188, 133, 79, 47,
23mm from top to bottom. Pdfs are shifted in vertical direction for clarity of
presentation.
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As the Fokker-Planck equation describes the evolution of p(hr, r jh0, r0) and
p(hr, r) with r, it covers also the behaviour of the moments hhnr i including any
possible scaling behaviour. From eq. (9) an equation for the moments can be
obtained by multiplying with hnr and integrating over hr
− r ∂
∂r
hhnr i = nhD(1)(hr, r)hn−1r i+ n(n− 1)hD(2)(hr, r)hn−2r i . (10)
For D(1) being purely linear in hr (D(1) = αhr) and D(2) purely quadratic
(D(2) = βh2r), the mutifractal scaling hhnr i  rξn with ξn = nα + n(n − 1)β
is obtained from (10). We note again that, compared to scaling features, the
knowledge of the Fokker-Planck equation provides more information on the com-
plexity of the surface roughness in the sense of multi-scale joint probability
density functions, which correspond to multipoint statistics.
At last we want to point out that the Fokker-Planck equation (5) corresponds
to the following Langevin equation (we use Ito^’s denition) [16]
− ∂hr
∂r
= D(1)(hr, r)/r +
√
D(2)(hr, r)/r Γ(r) , (11)
where Γ(r) is a Gaussian distributed, δ-correlated noise. The use of this Langevin
model in the scale variable should open the possibility to directly simulate sur-
face proles with given stochastic properties for applications in e.g. vehicle en-
gineering and geophysics.
References
[1] Jens Feder. Fractals. Plenum Press, New York, London, 1988.
[2] Fereydoon Family and T. Vicsek, editors. Dynamics of fractal surfaces.
World Scientic, Singapore, 1991.
[3] T. Vicsek. Fractal Growth Phenomena. World Scientic, Singapore, second
edition, 1992.
[4] Albert-Laszlo Barabasi and H. Eugene Stanley. Fractal concepts in surface
growth. Cambridge University Press, Cambridge, 1995.
[5] Matthias Waechter, Falk Riess, and Norbert Zacharias. A multibody model
for the simulation of bicycle suspension systems. Vehicle System Dynamics,
2001 (in print).
[6] Horst Braun. Untersuchungen von Fahrbahnunebenheiten und Anwendung
der Ergebnisse. PhD thesis, Technical University Carolo-Wilhelmina, Fac-
ulty for mechanical and electrical engineering, Braunschweig, Germany,
1969.
[7] C. J. Dodds and J. D. Robson. The description of road surface roughness.
Journal of Sound and Vibration, 31(2):175{183, 1973.
8
[8] International Standards Organisation (ISO). Mechanical vibration { road
surface proles { reporting measured data. International Standard 8608,
International Standards Organisation, Geneve, 1995.
[9] Ben Bruscella, Vincent Rouillard, and Michael Sek. Analysis of road
surface proles. Journal of Transportation Engineering, 125:55{59, Jan-
uary/February 1999.
[10] E. Kempkens, September 1999. Federal highway research institute (BASt),
Cologne, Germany, private communication.
[11] Andreas Ueckermann, September 1999. Institute of road planning, technical
university RWTH Aachen, Germany, private communication.
[12] Christoph Renner, Joachim Peinke, and Rudolf Friedrich. Experimental
indications for Markov properties of small-scale turbulence. Journal of
Fluid Mechanics, 433:383{409, 2001.
[13] R. Friedrich, Thomas Galla, A. Naert, Joachim Peinke, and Th. Schim-
mel. Disordered structures analysed by the theory of markov processes. In
Ju¨rgen Parisi, St. C. Mu¨ller, and W. Zimmermann, editors, A Perspective
Look at Nonlinear Media, volume 503 of Lecture Notes in Physics, pages
313{326. Springer Verlag, Berlin, 1998.
[14] Rudolf Friedrich, Joachim Peinke, and Christoph Renner. How to quan-
tify deterministic and random influences on the statistics of the foreign
exchange markets. Physical Review Letters, 84(22):5224{5227, 2000.
[15] Rudolf Friedrich, Silke Siegert, Joachim Peinke, Stephan Lu¨ck, Malte
Siefert, M. Lindemann, J. Raethjen, G. Deuschl, and G. Pster. Extracting
model equations from experimental data. Physics Letters A, 271(3):217{
222, 2000.
[16] Hannes Risken. The Fokker-Planck equation. Springer, Berlin, 1984.
[17] The data have been high-pass ltered with a cuto wavelength of 1m. Due
to the limited prole length eects on longer scales cannot be analysed in
a stochastical sense. At this state of work, we are more interested in the
method itself than in the application to vehicle vibrations. Therefore the
limitation to lengthscales below typical vehicle wheelbases in this paper is
no principal drawback of the proposed analysis.
[18] Matthias Waechter. To be published.
[19] Andrej N. Kolmogorov. U¨ber die analytischen Methoden in der
Wahrscheinlichkeitsrechnung. Mathematische Annalen, 104:415{458, 1931.
[20] These coecients were obtained by optimizing two aspects: a) best func-
tional t to the experimental data of gure 4; b) changing the magnitude
of D1 slightly (about 10%) to obtain good ts for gure 5. Here r is given
in units of sample steps, r = 1 corresponds to 1.04mm.
9
