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THE R−BOUNDED OPERATOR FAMILIES ARISING FROM THE STUDY OF THE
BAROTROPIC COMPRESSIBLE FLOWS WITH FREE SURFACE
XIN ZHANG
Abstract. In this paper, we study some model problem associated to the free boundary value problem of
the barotropic compressible Navier-Stokes equations in general smooth domain with taking surface tension
into account. To obtain the maximal Lp − Lq regularity property of the model problem, we prove the
existence of R−bounded operator families of the resolvent problem via Weis’ theory on operator valued
Fourier multipliers.
1. Introduction
1.1. Model. In this paper, we study the following boundary value problem in some general (bounded or
unbounded) domain Ω ⊂ RN (N ≥ 2) surrounded by two disjoint sharp surfaces Γ0 and Γ1,
(1.1)

∂tη + γ1 divu = d in Ω× R+,
γ1∂tu−Div
(
S(u)− γ2ηI
)
= f in Ω× R+,(
S(u)− γ2ηI
)
nΓ0 + σ(m−∆Γ0)hnΓ0 = g on Γ0 × R+,
∂th− u · nΓ0 = k on Γ0 × R+,
u = 0 on Γ1 × R+,
(η,u, h)|t=0 = (η0,u0, h0) in Ω.
Above γ1 = γ1(x), γ2 = γ2(x) > 0 are smooth, the matrix S(u) is defined by
S(u) := µD(u) + (ν − µ) divu I
for the viscosity constants µ, ν > 0, D(u) :=
[
∂kuj + ∂juk
]
N×N
is called the (double) deformation tensor
of u and I :=
[
δjk
]
N×N
. In addition, for any vector u and any matrix A =
[
Ajk
]
N×N
, we write divu :=∑N
j=1 ∂juj and DivA :=
∑N
k=1 ∂kAjk. In (1.1)3, the constants σ,m > 0, nΓ0 stands for the unit normal
vector along Γ0 and ∆Γ0 for the Laplace-Beltrami operator of Γ0. Given the initial states (η0,u0, h0) and
source terms d,f , g, k, the aim is to predict the variation of unknowns (η,u, h).
In fact, the model problem (1.1) arises from the study the motion of the viscous gases governed by the
barotropic compressible Navier-Stokes equations (CNS) in some bounded or unbounded domain Ωt ⊂ RN
(N ≥ 2) with taking the surface tension into account. For the free boundary value problem of (CNS), we
need to determine not only the amplitude of the density, the velocity field of the fluid particles, but also the
shape of moving domain Ωt. In fact, the solvability of (CNS) can be reduced to the linearization form (1.1),
which will be our forthcoming work. But let us emphasize here that the role of h in (1.1) is to handle the
variation of the pattern Ωt.
The study of (CNS) attracts the attention of many mathematicians for a long time. One may refer to the
following works and the references therein for a more complete list of previous works. The study of (CNS)
is challenging even for the initial value problem because of the hyperbolicity from the conservation law of
the mass. For instance, the long time issue for the initial value problem of (CNS) in the whole space was
investigated by Matsumura & Nishida [16, 17], Hoff [6], Hoff & Zumbrun [7] and Danchin [1]. On the other
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hand, for the non-slip (Dirichlet) boundary condition, we refer to the works [18] by Matsumura & Nishida
and [13] by Kobayashi & Shibata in the exterior domain, and [10, 11] by Kagei & Kobayashi in the half space
RN+ (N ≥ 2), and [9] by Kagei in the layer.
Next, concerning the free boundary value problem for (CNS) in some smooth bounded domain, Tani in
[28] and Secchi & Valli in [19] established the short time solutions, and Zajaczkowski in [30] found some
long time solutions by ignoring the role of surface tension (i.e. σ = 0). The extension to the surface tension
case was studied in [26, 27, 31]. In particular, the authors of [26, 27, 31] proved the long time stability with
respect to some trivial equilibrium states within the anisotropic Sobolev framework.
However, the aforementioned works on the free boundary value problem are in L2 or Ho¨lder regularity
framework. To obtain the solutions with Lp in time and Lq in space (Lp−Lq for short) regularity 1, we refer
to the recent works [4, 5] by Shibata and his group for the case σ = 0. Moreover, for the study of the motion
of the two-phase compressible flows, one may refer to [8, 14] and the references therein.
Our purpose here is to tackle (1.1) with the surface tension (i.e. σ > 0) in maximal Lp-Lq regularity
framework. Here let us emphasize that Ω is not necessary bounded, as long as the boundaries of Ω are
uniformly smooth. Of course, Γ1 = ∅ in (1.1) is allowed by refining our later proof. That is, we may consider
the motion of some bounded isolated mass or the gases in some exterior region. More precisely, we prove
that (1.1) has a semigroup structure by imposing (d,f , g, k) = 0 (see Theorem 2.7). In addition, if the initial
data vanish, then the solutions of (1.1) admits the maximal Lp-Lq regularity (see Theorem 2.8).
The idea to prove Theorem 2.7 and Theorem 2.8 are based on the analysis of the resolvent problem of (1.1)
(i.e. (2.1) below). Most importantly, we show that the solution operator families of (2.1) are R-bounded,
which allows us to apply the Weis’ theory on operator valued Fourier multipliers in [29]. Furthermore, to
overcome the main difficulty of the free boundary condition in (1.1), our study is reduced to some model
problem in RN+ associated to the generalized Lame´ operator. In order to use the Weis’s theory for the model
in RN+ , we have to treat the explicit solution formula in terms of Fourier transformation. Especially, tackling
the surface equation in (1.1)4 is crucial in our work.
This paper is folded as follows. In the next section, we will state the main theorem (i.e.Theorem 2.4)
concerning the generalized resolvent problem (2.1) and then the proofs of Theorem 2.7 and Theorem 2.8 in
view of Theorem 2.4. Afterwards we will study resolvent problem over the half space RN+ in Section 3 and the
bent half space in Section 4 respectively. Finally, we combine the estimates to obtain the results in general
domain Ω in the last part of the paper.
1.2. Notations and functional spaces. Let us fix the notations in this paper. In what follows, we denote
the Fourier transform in RN and its inverse by
Fx[f ](ξ) :=
∫
RN
e−ix·ξf(x)dx, F−1ξ [g](x) :=
1
(2π)N
∫
RN
eix·ξg(ξ)dξ.
For x = (x′, x
N
), ξ = (ξ′, ξ
N
) ∈ RN , we sometimes use the partial Fourier (inverse) transform with respect to
the horizontal variables,
Fx′ [f ](ξ′, xN ) :=
∫
RN−1
e−ix
′·ξ′f(x′, x
N
)dx′,
F−1ξ′ [g](x′, ξN ) :=
1
(2π)N−1
∫
RN−1
eix
′·ξ′g(ξ′, ξN )dξ
′.
Besides, the letter C(a, b, c, · · · ) or Ca,b,c,...denotes that the constant C depends on a, b, c, . . .
Hereafter, Lq(Ω) is the standard Lebesgue space in domainG ⊂ RN , andHkp (G) with k ∈ N and 1 < q <∞
stands for the Sobolev space. In addition, the Besov space Bsq,p(G) for some k−1 < s ≤ k and (p, q) ∈]1,∞[2
is defined by the real interpolation functor
Bsq,p(G) :=
(
Lq(G), H
k
q (Ω)
)
s/k,p
.
1The maximal Lp−Lq regularity of (CNS) is verified by Kakizawa in [12] with the Navier boundary condition in the bounded
domain as well.
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In particular, we writeW sq (G) = B
s
q,q(G) for simplicity, andW
−s¯
q (G) is the dual space ofW
s¯
q′ (G) for 0 < s¯ < 1
and the conjugate index q′ := q/(q − 1).
For any Banach spaces X,Y, the total of the bounded linear transformations from X to Y is denoted
by L(X ;Y ). We also write L(X) for short if X = Y. In addition, Hol (Λ;X) denotes the set of X valued
mappings defined on some domain Λ ⊂ C.
Now we give the conditions of the (uniformly) smoothness of Ω in the sequel.
Definition 1.1. We say that a connected open subset Ω in RN (N ≥ 2) is of class uniform Wm−1/rr for some
integer m ≥ 2 and 1 < r < ∞. if and only if the boundary ∂Ω is uniformly characterized by local Wm−1/rr
graph functions. That is, for any point x0 = (x
′
0, x0N ) ∈ ∂Ω, one can choose a Cartesian coordinate system
with origin x0 and coordinates y = (y
′, y
N
) := (y1, ..., yN−1, yN ), as well as positive constants α, β,K and
some W
m−1/r
r function h with ‖h‖Wm−1/rr (B′α(x′0)) ≤ K such that
{(y′, y
N
) : h(y′)− β < y
N
< h(y′), |y′| < α} = Ω ∩ Uα,β,h(x0),
{(y′, y
N
) : y
N
= h(y′), |y′| < α} = ∂Ω ∩ Uα,β,h(x0),
where Uα,β,h(x0) := {(y′, yN ) : h(y′)− β < yN < h(y′) + β, |y′| < α} and B′α(x′0) := {y′ ∈ RN−1 : |y′ − x′0| <
α}. Moreover, the choices of α, β,K are independent of the location of x0,
Assume that Ω is some domain in RN with disjoint boundaries Γ0 and Γ1, where the case Γ0 = ∅ or Γ2 = ∅
is allowed. We say Ω is of type W 3,2r for simplicity, if Γk is uniformly W
3−1/r−k
r for k = 0, 1.
At last, we recall [22, Theorem 2.1] on the Laplace-Beltrami operator. For any λ0 > 0 and 0 < ε < π/2,
we introduce the sectorial regions 2
Σε :=
{
z ∈ C\{0} : | arg z| ≤ π − ε}, Σε,λ0 := {z ∈ Σε : |z| ≥ λ0}.
Proposition 1.2. Let 0 < ε < π/2, 1 < q, q′ := q/(q − 1) < ∞, N < r < ∞ and r ≥ max{q, q′}. For any
uniform W
2−1/r
r boundary Γ ⊂ ∂Ω, there exists a constant λ1 = λ1(ε,Γ) > 0, such that Σε,λ1 is contained in
the resolvent set ρ(∆Γ) of ∆Γ. That is, for any λ ∈ Σε,λ1 and f ∈W−1/qq (Γ), the resolvent problem
(λ−∆Γ)u = f on Γ
admits a unique solution u ∈W 2−1/qq (Γ) possessing the estimates
‖u‖
W
2−1/q
q (Γ)
≤ Cε,q,r,Γ‖f‖W−1/qq (Γ).
2. Main results
In this section, we first state the results for the resolvent problem of (1.1) in Subsection 2.1. Then by
applying the estimates of the resolvent problem, we can prove the existence of the semigroup of solution
operators associated to (1.1) in Subsection 2.2 and the property of maximal regularity of (1.1) in the last
part.
2.1. Reduced resolvent problem. Now, let us begin with the following resolvent problem of (1.1),
(2.1)

λη + γ1 divu = d in Ω,
γ1λu −Div
(
S(u)− γ2ηI
)
= F in Ω,(
S(u)− γ2ηI
)
nΓ0 + σ(m−∆Γ0)hnΓ0 = G on Γ0,
λh− u · nΓ0 = K on Γ0,
u = 0 on Γ1,
2One may also refer to the Figure 1 below for Σε,λ0 .
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where γ1 = γ1(x) and γ2 = γ2(x) are uniformly continuous functions defined on Ω. Moreover, there exist
constants ρ1, ρ2, ρ3 such that
0 < ρ1 ≤ γ1(x) ≤ ρ2, 0 < γ2(x) ≤ ρ2, ∀ x ∈ Ω,(2.2)
‖(∇γ1,∇γ2)‖Lr(Ω) ≤ ρ2, ρ3 := max
{
ρ2, ‖γ1γ2‖L∞(Ω)∩Ĥ1r (Ω)
}
,
with N < r <∞. For any ν, λ0 > 0 and 0 < ε < π/2, we set that
Λε,λ0 :=
{
z ∈ Σε,λ0 :
(ℜz + ρ3
ν
+ ε
)2
+ (ℑz)2 ≥ (ρ3
ν
+ ε
)2}
.(2.3)
One may refer to the Figure 1 for the graph of Λε,λ0 .
ℜz
ℑz
ε λ0
(a) Σε,λ0
(
−
ρ3
ν
− ε, 0
) ℜz
ℑz
ε λ0
(b) Λε,λ0
Figure 1. Sectorial regions Σε,λ0 and Λε,λ0
Next, we recall the basic theory of the R−boundedness of operator families (see [2, 15] for further discus-
sions).
Definition 2.1. Let X,Y be two Banach spaces and L(X ;Y ) be the collection of all bounded linear operators
from X to Y. We say that a family of bounded operators τ ⊂ L(X,Y ) is R-bounded if for any N ∈ N, Tj ∈ τ,
xj ∈ X and the Rademacher functions rj(t) := sign(sin 2jπt) defined for t ∈ [0, 1], the following inequality
holds, ∥∥∥ N∑
j=1
rjTjxj
∥∥∥
Lp([0,1];Y )
≤ Cp
∥∥∥ N∑
j=1
rjxj
∥∥∥
Lp([0,1];X)
for some p ∈ [1,∞[.
Above the choice of Cp depends only on p but not on N, Tj, xj , rj and 1 ≤ j ≤ N. The smallest Cp is called
R-bound of τ , denoted by RL(X;Y )(τ).
Some useful comments on Definition 2.1:
Remark 2.2. Let X,Y, Z be Banach spaces.
(1) τ ⊂ L(X,Y ) is R-bounded for any p ∈ [1,∞[ if τ is R-bounded for some p0 ∈ [1,∞[.
(2) Suppose that T and S are two R−bounded famlies in L(X ;Y ). Then the sum set
T + S := {T + S : T ∈ T , S ∈ S}
is R−bounded as well, and RL(X;Y )(T + S) ≤ RL(X;Y )(T ) +RL(X;Y )(S).
(3) Assume that the families T ⊂ L(X ;Y ) and S ⊂ L(Y ;Z) are R−bounded. Then the composition set
ST := {S ◦ T : T ∈ T , S ∈ S} ⊂ L(X ;Z)
is R−bounded as well, and RL(X;Z)(ST ) ≤ RL(X;Y )(T )RL(Y ;Z)(S).
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(4) Let T ⊂ L(Lq(G)) be a family of operators for 1 < q < ∞ and some domain G ⊂ RN . Then T is
R−bounded if and only if there is a constant C such that∥∥∥( N0∑
j=1
|Tjfj |2
)1/2∥∥∥
Lq(G)
≤ C
∥∥∥( N0∑
j=1
|fj |2
)1/2∥∥∥
Lq(G)
,
for any N0 ∈ N, fj ∈ Lq(G) and Tj ∈ T . In particular, {Tλ : Tλf := λ−sf, λ ∈ Σε,λ0} for s, λ0 > 0 is
a R-bounded family in L(Lq(G)).
To prove the maximal regularity property of the model problem, we need the following theorem on the
Fourier multiplier obtained in [29].
Theorem 2.3 (Weis). Let X and Y be two UMD Banach spaces 3 and 1 < p <∞. Let M(·) be a mapping
in C1
(
R\{0};L(X ;Y )) such that
RL(X;Y )
({
(τ∂τ )
ℓM(τ) : τ ∈ R\{0}}) ≤ rb (ℓ = 0, 1),
with some constant rb > 0. Then the multiplier operator TM (ϕ) := F−1
[
MF [ϕ]] for any ϕ ∈ S(R;X) can be
uniquely extended to a bounded linear operator from Lp(R;X) into Lp(R;Y ) with the bound
‖TM‖
L
(
Lp(R;X);Lp(R;Y )
) ≤ Cp,X,Y rb.
With above definitions and comments, our main result for the model problem (2.1) is as follows.
Theorem 2.4. Let 0 < ε < π/2, σ, µ, ν > 0, 1 < q, q′ := q/(q − 1) < ∞, N < r < ∞ and r ≥ max{q, q′}.
Assume that Ω is of type W 3,2r , m ≥ λ1(ε,Γ0) by Proposition 1.2, and (2.2) is satisfied. Set that
Xq(Ω) := H
1
q (Ω)× Lq(Ω)N ×H1q (Ω)N ×W 2−1/qq (Γ0),
Xq(Ω) := H1q (Ω)× Lq(Ω)N × Lq(Ω)N ×H1q (Ω)N ×W 2−1/qq (Γ0).
For any (d,F ,G,K) ∈ Xq(Ω), there exist constants λ0, rb ≥ 1 and operator families
P(λ,Ω) ∈ Hol
(
Λε,λ0 ;L
(Xq(Ω);H1q (Ω))),
A(λ,Ω) ∈ Hol
(
Λε,λ0 ;L
(Xq(Ω);H2q (Ω)N)),
H(λ,Ω) ∈ Hol
(
Λε,λ0 ;L
(Xq(Ω);W 3−1/qq (Γ0))),
such that (η,u, h) :=
(P(λ,Ω),A(λ,Ω),H(λ,Ω))(d,F , λ1/2G,G,K) is the unique solution of (2.1). More-
over, we have
R
L
(
Xq(Ω);H1q (Ω)
)({(τ∂τ )ℓ(λP(λ,Ω)) : λ ∈ Λε,λ0}) ≤ rb,
R
L
(
Xq(Ω);H
2−j
q (Ω)N
)({(τ∂τ )ℓ(λj/2A(λ,Ω)) : λ ∈ Λε,λ0}) ≤ rb,
R
L
(
Xq(Ω);W
3−1/q−j′
q (Γ0)
)({(τ∂τ )ℓ(λj′H(λ,Ω)) : λ ∈ Λε,λ0}) ≤ rb,
for ℓ, j′ = 0, 1, j = 0, 1, 2, and τ := ℑλ. Above the choices of λ0 and rb depend solely on the parameters ε, σ,
m, µ, ν, q, r, N, ρ1, ρ2, ρ3 and Ω.
In fact, we shall see that Theorem 2.4 is a consequence of some generalized model problem. To this end,
let us introduce some parameter ζ fulfilling |ζ| ≤ ζ0 and either of the following cases
(C1) ζ = λ−1; (C2) ζ ∈ Σε and ℜζ < 0; (C3) ℜζ ≥ 0.
3One may refer to [15] for the UMD property.
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Then we define
(2.4) Γε,λ0,ζ :=

Λε,λ0 for (C1),{
λ ∈ C : ℜλ ≥ ∣∣ℜζℑζ ∣∣|ℑλ|, ℜλ ≥ λ0} for (C2),
{λ ∈ C : ℜλ ≥ λ0} for (C3).
For λ ∈ Γε,λ0,ζ , we consider the model problem
(2.5)

λv − γ−11 Div
(
S(v) + ζγ3 div vI
)
= f in Ω,(
S(v) + ζγ3 div vI
)
nΓ0 + σ(m−∆Γ0)hnΓ0 = g on Γ0,
λh− v · nΓ0 = k on Γ0,
v = 0 on Γ1,
where γ1 and γ3 are uniformly continuous functions on Ω such that
0 < ρ1 ≤ γ1(x) ≤ ρ2, 0 < γ3(x) ≤ ρ3, ∀ x ∈ Ω, ‖(∇γ1,∇γ3)‖Lr(Ω) ≤ ρ3,(2.6)
for some constants ρ1, ρ2, ρ3 > 0 and N < r < ∞. The following result concerning (2.5) will be established
later.
Theorem 2.5. Let 0 < ε < π/2, σ, µ, ν > 0, 1 < q < ∞, N < r < ∞ and r ≥ q. Assume that Ω is of type
W 3,2r , m ≥ λ1(ε,Γ0) by Proposition 1.2, and (2.6) is satisfied. Set that
Yq(Ω) := Lq(Ω)
N ×H1q (Ω)N ×H2q (Ω), Yq(Ω) := Lq(Ω)N × Yq(Ω).
For any (f , g, k) ∈ Yq(Ω), there exist constants λ0, rb ≥ 1 and operator families
A0(λ,Ω) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω);H2q (Ω)N )),
H0(λ,Ω) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω);H3q (Ω))),
such that (v, h) :=
(A0(λ,Ω),H0(λ,Ω))(f , λ1/2g, g, k) is a solutions of (2.5). Moreover, we have
R
L
(
Yq(Ω);H
2−j
q (Ω)N
)({(τ∂τ )ℓ(λj/2A0(λ,Ω)) : λ ∈ Γε,λ0,ζ}) ≤ rb,
R
L
(
Yq(Ω);H
3−j′
q (Ω)
)({(τ∂τ )ℓ(λj′H0(λ,Ω)) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for ℓ, j′ = 0, 1, j = 0, 1, 2, and τ := ℑλ. Above the constants λ0 and rb depend solely on ε, σ, m, µ, ν, ζ0, q,
r, N, ρ1, ρ2, ρ3 and Ω.
By admitting Theorem 2.5 for a while, it is not hard to prove Theorem 2.4. Before that, let us recall a
technical lemma from [21].
Lemma 2.6. Let 1 ≤ q ≤ r <∞ and N < r <∞. Suppose that Ω is a uniform W 2−1/rr domain. Then there
exists a positive constant C = CN,r,q,Ω such that
‖ab‖Lq(Ω) ≤ σ0‖b‖H1q (Ω) + Cσ
− Nr−N
0 ‖a‖
r
r−N
Lr(Ω)
‖b‖Lq(Ω),
for any σ0 > 0, a ∈ Lr(Ω) and b ∈ H1q (Ω). In particular, one can replace ‖b‖H1q (Ω) by ‖∇b‖Lq(Ω) in the
inequality above, whenever Ω is RN or RN+ .
The proof of Theorem 2.4. By our assumptions on Ω, there exist linear mappings
RΓ0 : H3q (Ω)→W 3−1/qq (Γ0) and EΓ0 :W 3−1/qq (Γ0)→ H3q (Ω),
such that ‖RΓ0f‖Wn−1/qq (Γ0) ≤ Cq,Ω‖f‖Hnq (Ω) and ‖EΓ0g‖Hnq (Ω) ≤ Cq,Ω‖g‖Wn−1/qq (Γ0) for n = 2, 3.
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Next, after eliminating η via (2.1)1, (u, h) satisfies (2.5) with γ3, f , g and k given by
γ3 := γ1γ2, f := γ
−1
1 F − γ−11 λ−1∇(γ2d), g := G+ λ−1γ2dnΓ0 , k := RΓ0K.
Denote S(λ)(d,F , λ1/2G,G,K) := (f , λ1/2g, g, k) for any (d,F ,G,K) ∈ Xq(Ω). Then Lemma 2.6 yields for
r ≥ q,
(2.7) R
L
(
Xq(Ω);Yq(Ω)
)({(τ∂τ )ℓS(λ) : λ ∈ Σε,1}) ≤ Cρ1,ρ2,ρ3,Ω.
Then we define A(λ,Ω) := A0(λ,Ω) ◦ S(λ), H(λ,Ω) := EΓ0 ◦ H0(λ,Ω) ◦ S(λ) and
P(λ,Ω)(d,F , λ1/2G,G,K) := λ−1
(
d− γ1 div
(A(λ,Ω)(d,F , λ1/2G,G,K))),
which are the desired operators due to Theorem 2.5 and (2.7).
Finally, let us prove the uniqueness. Suppose that u ∈ H2q (Ω)N and h ∈ W 3−1/qq (Γ0) satisfy (2.1) with
(d,F ,G, k) vanishing. For any λ ∈ Γε,λ0,ζ , Φ ∈ C∞0 (Ω)N and φ ∈ C∞0 (RN ), we consider that
(2.8)

γ1λv −Div
(
S(v) + ζγ3 div vI
)
= Φ in Ω,(
S(v) + ζγ3 div vI
)
nΓ0 + σ(m−∆Γ0)θnΓ0 = 0 on Γ0,
λθ − v · nΓ0 = φ on Γ0,
v = 0 on Γ1.
Then there exists a solution (v, θ) ∈ H2q′(Ω)N ×W 3−1/q
′
q′ (Γ0) of (2.8). Note the facts that
N∑
i,j=1
∫
Ω
(
S(u) + ζγ3 divuI
)i
j
∂jv
i dx =
N∑
i,j=1
∫
Ω
(
S(v) + ζγ3 div vI
)i
j
∂ju
i dx,
and
(
(m−∆Γ0)h, θ
)
Γ0
=
(
h, (m−∆Γ0)θ
)
Γ0
. Then it is not hard to see from (2.1) and (2.8) that
(u,Φ)Ω =
(
σ(m−∆Γ0)h, φ
)
Γ0
,
which yields that u|Ω = 0 and (m − ∆Γ0)h|Γ0 = 0 for the arbitrary choices of Φ and φ. As m − ∆Γ0 is
invertible by Proposition 1.2, h|Γ0 = 0. This completes the proof of Theorem 2.4. 
2.2. Generation of analytic semigroup. In this subsection, we study the following system with nonho-
mogeneous initial data within the semigroup framework,
(2.9)

∂tη + γ1 divu = 0 in Ω× R+,
γ1∂tu−Div
(
S(u)− γ2ηI
)
= 0 in Ω× R+,(
S(u)− γ2ηI
)
nΓ0 + σ(m−∆Γ0)hnΓ0 = 0 on Γ0 × R+,
∂th− u · nΓ0 = 0 on Γ0 × R+,
u = 0 on Γ1 × R+,
(η,u, h)|t=0 = (η0,u0, h0) in Ω.
Note that the boundary conditions in (2.9) are equivalent to
(2.10)
(
S(u)nΓ0
)
τ
|Γ0 = 0, S(u)nΓ0 · nΓ0 − γ2η + σ(m−∆Γ0)h|Γ0 = 0, u|Γ1 = 0.
Here fτ := f − (f · nΓ0)nΓ0 stands for the tangential component of f along Γ0. Then we introduce the
functional spaces
Xq(Ω) := H
1
q (Ω)× Lq(Ω)N ×W 2−1/qq (Γ0),
Dq(A) :=
{
(η,u, h) ∈ Xq(Ω) : u ∈ H2q (Ω)N , h ∈W 3−1/qq (Γ0), (2.10) holds
}
,
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endowed with the norms
‖(η,u, h)‖Xq(Ω) := ‖η‖H1q (Ω) + ‖u‖Lq(Ω) + ‖h‖W 2−1/qq (Γ0),
‖(η,u, h)‖Dq(A) := ‖η‖H1q (Ω) + ‖u‖H2q (Ω) + ‖h‖W 3−1/qq (Γ0).
Furthermore, define the linear operator
AU :=
 −γ1 divuγ−11 Div (S(u)− γ2ηI)
u · nΓ0
 for U := (η,u, h) ∈ Dq(A),
and the following functional space by the real interpolation theory,
Dq,p(Ω) :=
(
Xq(Ω),Dq(A)
)
1−1/p,p
⊂ H1q (Ω)×B2(1−1/p)q,p (Ω)×B3−1/q−1/pq,p (Γ0),
with ‖(η,u, h)‖Dq,p(Ω) := ‖η‖H1q (Ω) + ‖u‖B2(1−1/p)q,p (Ω) + ‖h‖B3−1/q−1/pq,p (Γ0).
Thanks to above settings, (2.9) can be regarded as the abstract Cauchy problem
∂tU −AU = 0 for t > 0, U |t=0 = (η0,u0, h0),
whose resolvent problem is formulated as follows
λU −AU = F for λ ∈ C and F = (d,f , k) ∈ Xq(Ω).
By Theorem 2.4, there exists λ0 > 0 such that Λε,λ0 is contained in the resolvent set ρ(A) of A. Moreover,
we have
|λ|‖U‖Xq(Ω) + ‖U‖Dq(A) ≤ Crb‖F ‖Xq(Ω) (λ ∈ Λε,λ0),
for some constant C > 0. Then by the semigroup theory and interpolation arguments in [24, Theorem 3.9],
we can furnish the following results.
Theorem 2.7. Let 0 < ε < π/2, σ, µ, ν, ρ1, ρ2, ρ3 > 0, 1 < q, q
′ := q/(q − 1) < ∞, N < r < ∞ and
r ≥ max{q, q′}. Assume that Ω is of type W 3,2r , m ≥ λ1(ε,Γ0) by Proposition 1.2, and (2.2) is satisfied.
Denote that U0 := (η0,u0, h0). Then there exist positive constants γ0, C such that the following assertions
hold true.
(1) The operator A generates a C0 semigroup {T (t)}t≥0 in Xq(Ω), which is analytic. Moreover, we have
‖U‖Xq(Ω) + t
(‖∂tU‖Xq(Ω) + ‖U‖Dq(A)) ≤ Ceγ0t‖U0‖Xq(Ω),
‖∂tU‖Xq(Ω) + ‖U‖Dq(A) ≤ Ceγ0t‖U0‖Dq(A),
with U := T (t)U0.
(2) For any U0 ∈ Dq,p(Ω), (2.9) admits a unique solution
e−γ0t(η,u, h) ∈ H1p
(
R+;Xq(Ω)
) ∩ Lp(R+;Dq(A)),
satisfying the estimates
‖e−γ0t∂t(η,u, h)‖Lp(R+;Xq(Ω)) + ‖e−γ0t(η,u, h)‖Lp(R+;Dq(A)) ≤ C‖(η0,u0, h0)‖Dq,p(Ω).
2.3. Maximal Lp − Lq regularity. In this subsection, we consider the following linear evolution equations
with trivial initial data,
(2.11)

∂tη + γ1 divu = d in Ω× R+,
γ1∂tu−Div
(
S(u)− γ2ηI
)
= f in Ω× R+,(
S(u)− γ2ηI
)
nΓ0 + σ(m−∆Γ0)hnΓ0 = g on Γ0 × R+,
∂th− u · nΓ0 = k on Γ0 × R+,
u = 0 on Γ1 × R+,
(η,u, h)|t=0 = (0,0, 0) in Ω.
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To describe the main result for (2.11), we firstly introduce some useful notations. For λ = γ + iτ ∈ C, the
Laplace transform and its inverse are formulated by
L[f ](λ) :=
∫
R
e−λtf(t)dt = Ft[e−γtf(t)](τ), L−1[g](t) := 1
2π
∫
R
eλtg(τ)dτ = eγtF−1τ [g(τ)](t).
For any X valued function f, we set Λsγf(t) := L−1
[
λsL[f ](λ)] for any s > 0. Then the Bessel potential
spaces are defined as follows,
Hsp,γ(R;X) := {f ∈ Lp(R;X) : e−γt(Λsγf)(t) ∈ Lp(R;X)},
Hsp,γ,0(R;X) := {f ∈ Hsp,γ(R;X) : f(t) = 0 for t < 0},
for any γ > 0 and 1 < p < ∞. For any (p, q) ∈]1,∞[2, we say (d,f , g, k) ∈ Fp,q,γ (γ > 0), if d, f , g and k
fulfil that
d ∈ Lp,γ,0
(
R;H1q (Ω)
)
, f ∈ Lp,γ,0
(
R;Lq(Ω)
N
)
,
g ∈ Lp,γ,0
(
R;H1q (Ω)
N
) ∩H1/2p,γ,0(R;Lq(Ω)N ), k ∈ Lp,γ,0(R;W 2−1/qq (Γ0)),
with the quantity
‖(d,f , g, k)‖Fp,q,γ :=‖e−γtd‖Lp(R;H1q (Ω)) + ‖e−γt(f ,Λ1/2γ g)‖Lp(R;Lq(Ω))
+ ‖e−γtg‖Lp(R;H1q (Ω)) + ‖e−γtk‖Lp(R;W 2−1/qq (Γ0)) <∞.
Thanks to Theorem 2.4, we can prove the following result.
Theorem 2.8. Let 0 < ε < π/2, σ, µ, ν, ρ1, ρ2, ρ3 > 0, 1 < q, q
′ := q/(q − 1) < ∞, N < r < ∞ and
r ≥ max{q, q′}. Assume that Ω is of type W 3,2r , m ≥ λ1(ε,Γ0) by Proposition 1.2, and (2.2) is satisfied. Then
there exist constants γ0, C > 0 such that the following assertions hold true. For any (d,f , g, k) ∈ Fp,q,γ0 ,
(2.11) admits a unique solution
η ∈ H1p,γ0,0
(
R;H1q (Ω)
)
, u ∈ Lp,γ0,0
(
R;H2q (Ω)
N
) ∩H1p,γ0,0(R;Lq(Ω)N ),
h ∈ Lp,γ0,0
(
R;W 3−1/qq (Γ0)
) ∩H1p,γ0,0(R;W 2−1/qq (Γ0)).
Moreover, we have
‖e−γ0t(∂tη, η)‖Lp(R;H1q (Ω)) + ‖e−γ0t(∂tu,Λ1/2γ0 ∇u)‖Lp(R;Lq(Ω)) + ‖e−γ0tu‖Lp(R;H2q (Ω))
+ ‖e−γ0t∂th‖Lp(R;W 2−1/qq (Γ0)) + ‖e
−γ0th‖
Lp(R;W
3−1/q
q (Γ0))
≤ C‖(d,f , g, k)‖Fp,q,γ0 .
Proof. For simplicity, we denote the Laplace transform of f by f̂ := L[f ](λ) and Zλ := (d,f ,Λ1/2γ g, g, k).
Firstly, by applying the Laplace transform to (2.11), we find
(2.12)

λη̂ + γ1 div û = d̂ in Ω,
γ1λû−Div
(
S(û)− γ2η̂I
)
= f̂ in Ω,(
S(û)− γ2η̂I
)
nΓ0 + σ(m−∆Γ0)ĥnΓ0 = ĝ on Γ0,
λĥ− û · nΓ0 = k̂ on Γ0,
û = 0 on Γ1.
Then Theorem 2.4 and Theorem 2.3 imply that
(η,u, h) :=
(
L−1[P(λ,Ω)Ẑλ],L−1[A(λ,Ω)Ẑλ],L−1[P(λ,Ω)Ẑλ]).
is a solution of (2.11). Moreover, there exists λ ∈ Λε,λ0 with ℜλ = γ0 ≥ 1 such that
‖e−γ0t∂tη‖Lp(R;H1q (Ω)) + ‖e−γ0t∂tu‖Lp(R;Lq(Ω)) +
∑
j=0,1,2
‖e−γ0tΛj/2γ0 u‖Lp(R;H2−jq (Ω))
+ ‖e−γ0t∂th‖Lp(R;W 2−1/qq (Ω)) + ‖e
−γ0th‖
Lp(R;W
3−1/q
q (Γ0))
≤ Cprb‖(d,f , g, k)‖Fp,q,γ0 .
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Next, in order to verify (η,u, h)(t) = (0,0, 0) for any t < 0, we consider the following dual problem,
(2.13)

∂tρ− γ1 div v = 0 in Ω×]−∞, T [,
γ1∂tv +Div
(
S(v)− γ2ρI
)
= 0 in Ω×]−∞, T [,(
S(v)− γ2ρI
)
nΓ0 + σ(m−∆Γ0)θnΓ0 = 0 on Γ0×]−∞, T [,
∂tθ + v · nΓ0 = 0 on Γ0×]−∞, T [,
v = 0 on Γ1×]−∞, T [,
(ρ,v, θ)|t=T = (ρ0,v0, θ0) in Ω,
with T ∈ R and (ρ0,v0, θ0) ∈ C∞0 (RN )2+N satisfying (2.10). As (ρ˜, v˜, θ˜)(t) := (ρ,v, θ)(T − t) satisfies (2.9),
we infer from Theorem 2.7 that 4
‖e−γ0t(∂tρ, ρ)‖Lp(−∞,T ;H1q (Ω)) + ‖e−γ0t∂tv‖Lp(−∞,T ;Lq(Ω)) + ‖e−γ0tv‖Lp(−∞,T ;H2q (Ω))
+ ‖e−γ0t∂tθ‖Lp(−∞,T ;W 2−1/qq (Γ0)) + ‖e
−γ0tθ‖
Lp(−∞,T ;W
3−1/q
q (Γ0))
≤ C‖(ρ0,v0, h0)‖Dq,p(Ω).
Note the fact that m−∆Γ0 is symmetric. Then by (2.11) and (2.13), we have
(2.14)
d
dt
(
(γ1u,v)Ω − (γ2γ−11 η, ρ)Ω −
(
σ(m−∆Γ0)h, θ
)
Γ0
)
(t) = −(γ2γ−11 ρ, d)Ω(t) + (v,f)Ω(t)
+ (v, g)Γ0(t)−
(
σ(m−∆Γ0)θ, k
)
Γ0
(t),
for any t ≤ T ∈ R. Then integrating (2.14) on ]−∞, T ] yields that
(2.15)
(
(γ1u,v0)Ω − (γ2γ−11 η, ρ0)Ω −
(
σ(m−∆Γ0)h, θ0
)
Γ0
)
(T )
= −
∫ T
−∞
(
(γ2γ
−1
1 ρ, d)Ω − (v,f)Ω − (v, g)Γ0 +
(
σ(m−∆Γ0)θ, k
)
Γ0
)
(t) dt.
If d(t),f (t), g(t) and k(t) vanish for t < 0, then (2.15) gives us(
γ1u(T ),v0
)
Ω
− (γ2γ−11 η(T ), ρ0)Ω − (σ(m−∆Γ0)h(T ), θ0)Γ0 = 0, ∀ T < 0.
As ρ0,v0 and θ0 are arbitrary smooth functions, γ1, γ2 > 0 and m ∈ ρ(∆Γ0), we have (η,u, h)(T ) = (0,0, 0)
for any T < 0.
At last, we prove the uniqueness of (2.11). Suppose that (η1,u1, h1) and (η2,u2, h2) are two solutions of
(2.11). Then (η,u, h) := (η2− η1,u2−u1, h2−h1) satisfies (2.11) by imposing (d,f , g, k) = (0,0,0, 0). Then
(2.15) yields that (η,u, h)(T ) = (0,0, 0) for any T > 0. 
3. Generalized model problem in the half space
In order to prove Theorem 2.5, we consider the following model problem in RN+ in this section,
(3.1)

λu − γ−11 Div
(
S(u) + ζγ3 divuI
)
= F in RN+ ,(
S(u) + ζγ3 divuI
)
n0 + σ(m−∆′)hn0 = G on RN0 ,
λh− u · n0 = K on RN0 ,
where RN0 := {x = (x′, xN ) ∈ RN : xN = 0}, n0 := (0, . . . , 0,−1)⊤ and ∆′ :=
∑N−1
j=1 ∂
2
j . Moreover, the
parameter ζ and the constants γ1, γ3 fulfil the conditions
(3.2) |ζ| ≤ ζ0, 0 < ρ1 ≤ γ1 ≤ ρ2, 0 < γ3 ≤ ρ3
for some ρ1, ρ2, ρ3 > 0. Then recalling the definition of Γε,λ0,ζ in (2.4), our main result for (3.1) reads:
4Here γ0 in Theorem 2.8 can be chosen large enough such that the estimates in Theorem 2.7 hold true.
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Theorem 3.1. Assume that 0 < ε < π/2, σ,m, µ, ν > 0, 1 < q <∞ and (3.2) is satisfied. Set that
Yq(R
N
+ ) := Lq(R
N
+ )
N ×H1q (RN+ )N ×H2q (RN+ ), Yq(RN+ ) := Lq(RN+ )N × Yq(RN+ ).
For any (F ,G,K) ∈ Yq(RN+ ), there exist constants λ0, rb ≥ 1 and operator families
A0(λ,RN+ ) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(RN+ );H2q (RN+ )N)),
H0(λ,RN+ ) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(RN+ );H3q (RN+ ))),
such that (u, h) :=
(A0(λ,RN+ ),H0(λ,RN+ ))(F , λ1/2G,G,K) is a solution of (3.1). Moreover, we have
R
L
(
Yq(RN+ );H
2−j
q (RN+ )
N
)({(τ∂τ )ℓ(λj/2A0(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ rb,
R
L
(
Yq(RN+ );H
3−j′
q (RN+ )
)({(τ∂τ )ℓ(λj′H0(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for ℓ, j′ = 0, 1, j = 0, 1, 2, and τ := ℑλ. Above the choices of λ0 and rb depend solely on ε, σ, m, µ, ν, q, N,
ζ0, ρ1, ρ2, ρ3.
3.1. Reduction and the main idea. For convenience of the later calculations, we introduce the notations
α := γ−11 µ, β := γ
−1
1 (ν − µ), ζ′ := γ−11 γ3ζ, σ′ := γ−11 σ, G′ := γ−11 G.
Then (3.1) is equivalent to
(3.3)

λu − α∆u− (α+ β + ζ′)∇ divu = F in RN+ ,
α(∂
N
uj + ∂juN ) = −G′j, j = 1, . . . , N − 1, on RN0 ,
2α∂NuN + (β + ζ
′) divu+ σ′(m−∆′)h = −G′N on RN0 ,
λh+ u
N
= K on RN0 .
Now let us outline the main idea of solving (3.3). Clearly u := v +w and h satisfy (3.3), if v and (w, h)
satisfy the following linear systems respectively,
(3.4)

λv − α∆v − (α + β + ζ′)∇ div v = F in RN+ ,
α(∂
N
vj + ∂jvN ) = −G′j , j = 1, . . . , N − 1, on RN0 ,
2α∂
N
v
N
+ (β + ζ′) div v = −G′N on RN0 ,
(3.5)

λw − α∆w − (α+ β + ζ′)∇ divw = 0 in RN+ ,
α(∂
N
wj + ∂jwN ) = 0, j = 1, . . . , N − 1, on RN0 ,
2α∂
N
w
N
+ (β + ζ′) divw + σ′(m−∆′)h = 0 on RN0 ,
λh+ w
N
= K − v
N
on RN0 .
For the solvability of (3.4), we refer to [5, Theorem 2.3].
Proposition 3.2. Assume that 0 < ε < π/2, µ, ν > 0, 1 < q <∞ and (3.2) is satisfied.
Xq(R
N
+ ) := Lq(R
N
+ )
N ×H1q (RN+ )N , Xq(RN+ ) := Lq(RN+ )N ×Xq(RN+ ).
For any (F ,G′) ∈ Xq(RN+ ), there exist constants λ0, rb ≥ 1 and a family of operators
A1(λ,RN+ ) ∈ Hol
(
Γε,λ0,ζ ;L
(Xq(RN+ );H2q (RN+ )N)),
such that v := A1(λ;RN+ ) (F , λ1/2G′,G′) solves (3.4). Moreover, we have
R
L
(
Xq(RN+ );H
2−j
q (RN+ )
N
)({(τ∂τ )ℓ(λj/2A1(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for ℓ = 0, 1, j = 0, 1, 2, τ := ℑλ. Above the choices of λ0 and rb depend solely on ε, µ, ν, q, N, ζ0, ρ1, ρ2, ρ3.
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Hereafter, we replace (σ′, ζ′) by (σ, ζ) for simplicity 5. To handle (3.5), it suffices to consider
(3.6)

λu − α∆u− (α+ β + ζ)∇ divu = 0 in RN+ ,
α(∂Nuj + ∂juN ) = 0, j = 1, . . . , N − 1, on RN0 ,
2α∂
N
u
N
+ (β + ζ) divu+ σ(m−∆′)h = 0 on RN0 ,
λh+ u
N
= k on RN0 .
For (3.6), we will establish that:
Proposition 3.3. Assume that 0 < ε < π/2, σ,m, µ, ν > 0, 1 < q < ∞ and (3.2) is satisfied. For any
k ∈ H2q (RN+ ), there exist constants λ0, rb ≥ 1 and the operator families
W(λ,RN+ ) ∈Hol
(
Γε,λ0,ζ ;L
(
H2q (R
N
+ );H
2
q (R
N
+ )
N
))
,
H(λ,RN+ ) ∈Hol
(
Γε,λ0,ζ ;L
(
H2q (R
N
+ );H
3
q (R
N
+ )
))
,
such that (u, h) :=
(W(λ,RN+ ),H(λ,RN+ ))k is a solution of (3.6). Moreover, we have
R
L
(
H2q (R
N
+ );H
2−j
q (RN+ )
N
)({(τ∂τ )ℓ(λj/2W(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ rb,
R
L
(
H2q (R
N
+ );H
3−j′
q (RN+ )
)({(τ∂τ )ℓ(λj′H(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for ℓ, j′ = 0, 1, j = 0, 1, 2, τ := ℑλ. Above the choices of λ0 and rb depend solely on ε, σ, m, µ, ν, q, N, ζ0,
ρ1, ρ2, ρ3.
Now let us point out that Theorem 3.1 is an immediate consequence from Proposition 3.2 and Proposition
3.3 above.
Completion of the proof of Theorem 3.1. Set that v
N
:= A1N (λ;RN+ ) (F , λ1/2G′,G′) due to Proposition 3.2
for (F ,G′) ∈ Xq(RN+ ). Then thanks to (3.5) and Proposition 3.3, introduce
w :=A2(λ,RN+ )(F , λ1/2G′,G′,K) :=W(λ,RN+ )
(
K −A1N (λ;RN+ ) (F , λ1/2G′,G′)
)
,
h :=H0(λ,RN+ )(F , λ1/2G′,G′,K) := H(λ,RN+ )
(
K −A1N (λ;RN+ ) (F , λ1/2G′,G′)
)
,
and (w, h) solves (3.5) clearly. Finally, we define
u := A0(λ,RN+ )(F , λ1/2G′,G′,K) := A1(λ;RN+ ) (F , λ1/2G′,G′) +A2(λ,RN+ )(F , λ1/2G′,G′,K).
Then thanks to Proposition 3.2, Proposition 3.3 and Remark 2.2, A0(λ,RN+ ) and H0(λ,RN+ ) are the desired
operator families. 
To tackle (3.6), our main task is to construct W(λ,RN+ ) and H(λ,RN+ ) in Proposition 3.3. To this end, we
apply the partial fourier transformation Fx′ to (3.6),
(3.7)

(λ+ α|ξ′|2)ûj − α∂2N ûj − (α+ β + ζ)(iξj)(iξ′ · û′ + ∂N ûN ) = 0 for xN > 0,
(λ+ α|ξ′|2)û
N
− α∂2N ûN − (α+ β + ζ)∂N (iξ′ · û′ + ∂N ûN ) = 0 for xN > 0,
α(∂
N
ûj + iξj ûN ) = 0, j = 1, . . . , N − 1, for xN = 0,
2α∂N ûN + (β + ζ)(iξ
′ · û′ + ∂N ûN ) + σ(m+ |ξ′|2)ĥ = 0 for xN = 0,
λĥ+ ûN = k̂ for xN = 0.
For convenience, we take advantage of the following notations,
A :=
√
(2α+ β + ζ)−1λ+ |ξ′|2, B :=
√
α−1λ+ |ξ′|2,(3.8)
η := α−1(α+ β + ζ), M(x
N
) := (B −A)−1(e−BxN − e−AxN ),
5Thanks to (3.2), the new definition of ζ is harmless to the shape of Γε,λ0,ζ in (2.4).
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and the so-called Lopatinski matrix L = [Lij ]2×2 as well, whose entries are defined by
L11 :=
αA(B2 − |ξ′|2)
AB − |ξ′|2
, L12 :=
α|ξ′|2(2AB − |ξ′|2 −B2)
AB − |ξ′|2
,(3.9)
L21 :=
2αA(B −A)− (β + ζ)(A2 − |ξ′|2)
AB − |ξ′|2
, L22 :=
(2α+ β + ζ)B(A2 − |ξ′|2)
AB − |ξ′|2 ·
By direct calculations, we can conclude the formulas (see [5, Sec.4]),
ûj(ξ
′, x
N
) =− η(iξj)(L12 +BL11)
(A+B)B detL
|ξ′|2 −A2
AB − |ξ′|2
(
BM(x
N
)− e−BxN
)
σ(m+ |ξ′|2)ĥ(ξ′, 0)(3.10)
+
(iξj)L11
B detL
e−BxN σ(m + |ξ′|2)ĥ(ξ′, 0), ∀ j = 1, . . . , N − 1,
ûN (ξ
′, xN ) =
(ηA(L12 +BL11)
(A+B) detL
|ξ′|2 −A2
AB − |ξ′|2M(xN ) +
L11
detL
e−BxN
)
σ(m+ |ξ′|2)ĥ(ξ′, 0).(3.11)
Then (3.11) and (3.7)5 imply formally that
(3.12) ĥ(ξ′, 0) =
detL
N(A,B)
k̂(ξ′, 0) with N(A,B) := λdetL+ σL11(m+ |ξ′|2).
Next, insert (3.12) back into (3.10), (3.11), and take partial Fourier inverse transformation,
uj(x) =Wj(λ,RN+ )k := F−1ξ′
[
nj1(λ, ξ
′)(m+ |ξ′|2)(BM(x
N
)− e−BxN )k̂(ξ′, 0)](x′)(3.13)
+ F−1ξ′
[
nj2(λ, ξ
′)(m+ |ξ′|2)e−BxN k̂(ξ′, 0)
]
(x′),
uN (x) =WN (λ,RN+ )k := F−1ξ′
[
nN1(λ, ξ
′)(m+ |ξ′|2)BM(xN )k̂(ξ′, 0)
]
(x′)(3.14)
+ F−1ξ′
[
nN2(λ, ξ
′)(m+ |ξ′|2)e−BxN k̂(ξ′, 0)
]
(x′),
where the symbols nJ1(λ, ξ
′) and nJ2(λ, ξ
′) (J = 1, . . . , N) are given by
nj1(λ, ξ
′) :=− ση(iξj)(L12 +BL11)
B(A+B)N(A,B)
|ξ′|2 −A2
AB − |ξ′|2
,(3.15)
nj2(λ, ξ
′) :=
σ(iξj)L11
BN(A,B)
, ∀ j = 1, . . . , N − 1,
nN1(λ, ξ
′) :=
σηA(L12 +BL11)
B(A+B)N(A,B)
|ξ′|2 −A2
AB − |ξ′|2
,
nN2(λ, ξ
′) :=
σL11
N(A,B)
·
On the other hand, according to (3.12) and Lemma 3.11, we set h as follows,
(3.16) h(x) =
(H(λ,RN+ )k)(x) := ϕ(xN )F−1ξ′ [ detLN(A,B) e−|ξ′|xN k̂(ξ′, 0)](x′)
for any x = (x′, xN ) ∈ RN+ , where the cut-off function ϕ(s) ∈ C∞0 (]−2, 2[) satisfies 0 ≤ ϕ(s) ≤ 1 and ϕ(s) = 1
for |s| < 1.
3.2. Some preliminary results. In this subsection, we summarize some results to study theR-boundedness
properties of the operator families in (3.13), (3.14) and (3.16). Firstly, recall the definitions of the class of
the symbols.
Definition 3.4. Assume that Λ ⊂ C, s ∈ R and κ′ ∈ NN−10 . Consider some smooth function m(λ, ξ′) defined
in Λ˜ := Λ× (RN−1\{0}) such that
|m(λ, ξ′)| ≤ CΛ(|λ|1/2 + |ξ′|)s for any (λ, ξ′) ∈ Λ˜.
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• m(λ, ξ′) is called a multiplier of order s with type 1 on Λ˜, denoted by m ∈Ms,1(Λ˜), if there exists a
constant Cκ′,s,Λ such that∣∣∂κ′ξ′ (τ∂τ )ℓm(λ, ξ′)∣∣ ≤ Cκ′,s,Λ(|λ|1/2 + |ξ′|)s−|κ′|
for any (λ, ξ′) ∈ Λ˜, τ := ℑλ and ℓ = 0, 1.
• m(λ, ξ′) is called a multiplier of order s with type 2 on Λ˜, denoted by m ∈Ms,2(Λ˜), if there exists a
constant Cκ′,s,Λ such that∣∣∂κ′ξ′ (τ∂τ )ℓm(λ, ξ′)∣∣ ≤ Cκ′,s,Λ(|λ|1/2 + |ξ′|)s|ξ′|−|κ′|
for (λ, ξ′) ∈ Λ˜, τ := ℑλ and ℓ = 0, 1.
For any m ∈Ms,i(Λ˜), i = 1, 2, we denote M(m,Λ) := max|κ′|≤N Cκ′,s,Λ.
Remark 3.5. Let s, s1, s2 ∈ R and i = 1, 2. Denote Ms,i := M s,i
(
Λ × (RN−1\{0})) for short. As it was
pointed out in [25, Lemma 5.1], we have
(1) m1m2 ∈Ms1+s2,1 (or M s1+s2,2) for mi ∈Msi,1 (or mi ∈Msi,2 resp.);
(2) m1m2 ∈Ms1+s2,2 for mi ∈M si,i and i = 1, 2.
Now, let us state some useful results proved in [3, 5] on A, B and L = [Ljk]2×2 in (3.8) and (3.9). In the
following, we write Γ˜ε,λ0,ζ := Γε,λ0,ζ × (RN−1\{0}) 6 for simplicity.
Lemma 3.6. Let 0 < ε < π/2, λ0, µ, ν > 0, s ≥ 1 and ξ′ ∈ RN−1. Assume that (3.2) is satisfied. Then the
following assertions hold true.
(1) For any λ ∈ Σε and a > 0, we have
∣∣aλ+ |ξ′|2∣∣ ≥ sin(ε/2)(a|λ|+ |ξ′|2).
(2) There exists a constant 0 < ε′ < π/2 such that
(sα+ β + ζ)−1λ ∈ Σε′ , ∀ λ ∈ Γε,λ0,ζ ,
where the choice of ε′ depends solely on ε, s, µ, ν, λ0, ζ0, ρ1, ρ2, ρ3.
(3) For any λ ∈ Γε,λ0,ζ , there exist constants c, C > 0 such that
c
(|λ|+ |ξ′|2) ≤ ∣∣(sα+ β + ζ)−1λ+ |ξ′|2∣∣ ≤ C(|λ|+ |ξ′|2),
with c = c(ε, s, µ, ν, λ0, ζ0, ρ1, ρ2, ρ3) and C = C(ε, s, µ, ν, ρ2).
Lemma 3.7. Let 0 < ε < π/2, λ0, µ, ν > 0, s ∈ R, κ′ ∈ NN−10 and ℓ = 0, 1. Assume that (3.2) is satisfied.
Then the following assertions hold true.
(1) For any (λ, ξ′) ∈ Γ˜ε,λ0,ζ , we have
cε,µ,ν,λ0,ζ0,ρ1,ρ2,ρ3(|λ|1/2 + |ξ′|) ≤ |A| ≤ Cε,µ,ν,ρ2 (|λ|1/2 + |ξ′|),
cε,µ,ρ1,ρ2(|λ|1/2 + |ξ′|) ≤ |B| ≤ Cε,µ,ρ1,ρ2(|λ|1/2 + |ξ′|).
In fact, As, Bs ∈Ms,1(Γ˜ε,λ0,ζ) for any s ∈ R with∣∣∂κ′ξ′ (τ∂τ )ℓAs∣∣ ≤ Cκ′,s,ε,µ,ν,λ0,ζ0,ρ1,ρ2,ρ3(|λ|1/2 + |ξ′|)s−|κ′|,∣∣∂κ′ξ′ (τ∂τ )ℓBs∣∣ ≤ Cκ′,s,ε,µ,ρ1,ρ2(|λ|1/2 + |ξ′|)s−|κ′|,
for any (λ, ξ′) ∈ Γ˜ε,λ0,ζ . Moreover, there exists some constant c′ = c′(ε, µ, ρ1, ρ2) such that∣∣∂κ′ξ′ (τ∂τ )ℓe−BxN ∣∣ ≤ Cκ′,ε,µ,ρ1,ρ2(|λ|1/2 + |ξ′|)−|κ′|e−c′(|λ|1/2+|ξ′|)xN ,
for any (λ, ξ′, x
N
) ∈ Γ˜ε,λ0,ζ × R+.
(2) L11, L22 ∈M 1,1(Γ˜ε,λ0,ζ), L12 ∈M2,1(Γ˜ε,λ0,ζ), L21 ∈M 0,1(Γ˜ε,λ0,ζ) and
L± := (detL)±1 ∈M±2,1(Γ˜ε,λ0,ζ).
Moreover, M(Ljk,Γε,λ0,ζ), j, k = 1, 2, M(L
±,Γε,λ0,ζ) depend solely on N, ε, µ, ν, λ0, ζ0, ρ1, ρ2, ρ3.
6For the case (C1), ζ := γ−1
1
γ3λ
−1.
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(3) Set Q(λ, ξ′) := (|ξ′|2−A2)/(AB−|ξ′|2) and we have Q ∈M0,1(Γ˜ε,λ0,ζ) with M(Q,Γε,λ0,ζ) depending
solely on N, ε, µ, ν, λ0, ζ0, ρ1, ρ2, ρ3.
Thanks to Lemma 3.6 and Lemma 3.7 above, it is easy to show that:
Lemma 3.8 (Interaction). Under the same assumptions in Lemma 3.7, we have
Q′ := (AB + |ξ′|2)−1 ∈M−2,1(Γε,λ0),
with M(Q′,Γε,λ0,ζ) depending solely on N, ε, µ, ν, λ0, ζ0, ρ1, ρ2, ρ3.
Proof. In fact, it is sufficient to verify that there exists a constant c = c(ε, µ, ν, λ0, ζ0, ρ1, ρ2, ρ3) such that
7∣∣AB + |ξ′|2∣∣ ≥ c(|λ|+ |ξ′|2), ∀ (λ, ξ′) ∈ Γ˜ε,λ0,ζ .
The lower bound of AB + |ξ′|2 above immediately follows from the fact
(3.17) AB ∈ Σε0 , for some 0 < ε0 < π/2.
Indeed, Lemma 3.6 and Lemma 3.7 imply that∣∣AB + |ξ′|2∣∣ ≥ sin(ε0/2)(|AB|+ |ξ′|2) ≥ sin(ε0/2)c2(|λ|1/2 + |ξ′|2)2.
Now, we prove (3.17). Thanks to Lemma 3.6, there exists 0 < ε′ < π/2 such that z1 := (2α + β + ζ)
−1λ
belongs to Σε′ . Moreover, for any λ ∈ Γε,λ0,ζ , we have
| argA| = ∣∣ arg(z1 + |ξ′|2)|/2 ≤ | arg z1|/2 ≤ (π − ε′)/2,
| argB| = ∣∣ arg(α−1λ+ |ξ′|2)|/2 ≤ | argλ|/2 ≤ (π − ε)/2.
Then | arg(AB)| = | argA+ argB| < π − ε0 for any ε0 < (ε+ ε′)/2. 
Next, we pick up several standard results on R-boundedness (see [3, 5, 20] for instance).
Lemma 3.9. Under the same assumptions in Lemma 3.7, we take n1(λ, ξ
′) ∈M−2,1(Γ˜ε,λ0,ζ), and consider
the operators
Ψ1(λ)f(x) :=
∫ ∞
0
F−1ξ′
[
n1(λ, ξ
′)Be−B(xN+yN )Fy′ [f ](ξ′, yN )
]
(x′) dy
N
,
Ψ2(λ)f(x) :=
∫ ∞
0
F−1ξ′
[
n1(λ, ξ
′)B2M(xN + yN )Fy′ [f ](ξ′, yN )
]
(x′) dyN .
Then we have
R
L
(
Lq(RN+ );H
2−j
q (RN+ )
)({(τ∂τ )ℓ λj/2Ψk(λ) : λ ∈ Γε,λ0,ζ}) ≤ rk,
for j = 0, 1, 2, k = 1, 2, and ℓ = 0, 1. Above the constants r1, r2 depend on M(n1,Γε,λ0,ζ), N, q, ε, µ, λ0, ρ1,
ρ2.
Lemma 3.10. Assume that n2(λ, ξ
′) ∈ M0,2
(
Λ × (RN−1\{0})) for some domain Λ ⊂ C, and the cut-off
functions ϕ, ψ ∈ C∞0 (]− 2, 2[). Consider the operators
Ψ3(λ)f := ϕ(xN )
∫ ∞
0
F−1ξ′
[
n2(λ, ξ
′)e−|ξ
′|(x
N
+y
N
)ψ(y
N
)Fy′ [f ](ξ′, yN )
]
(x′) dy
N
,
Ψ4(λ)f := ϕ(xN )
∫ ∞
0
F−1ξ′
[
n2(λ, ξ
′)|ξ′|e−|ξ′|(xN+yN )ψ(y
N
)Fy′ [f ](ξ′, yN )
]
(x′) dy
N
.
Then we have
R
L
(
Lq(RN+ )
)({(τ∂τ )ℓΨk(λ) : λ ∈ Λ}) ≤ rk,
for k = 3, 4, ℓ = 0, 1 and some constants r3, r4 depending on M(n2,Λ), ϕ, ψ, N, q.
Finally, recall N(A,B) in (3.12), and we shall see N(A,B)−1 is well defined by choosing suitable Γε,λ0,ζ
in the next lemma.
7We omit the details of the reduction here, because the similar arguments will be employed in the proof of Lemma 3.11 later.
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Lemma 3.11. Under the same assumptions in Lemma 3.7, there exist some λ0 ≥ 1 and Cκ′ > 0 such that
(3.18)
∣∣∂κ′ξ′ (τ∂τ )ℓ(N(A,B)−1)∣∣ ≤ Cκ′(|λ|+ |ξ′|)−1(|λ|1/2 + |ξ′|)−2−|κ′|,
for all λ ∈ Γε,λ0,ζ, κ′ ∈ NN−10 and ℓ = 0, 1. Here λ0 and Cκ′ depend on σ,m, ε, µ, ν, ζ0, ρ1, ρ2, ρ3.
Proof. We will focus on the proof of (3.18) with ℓ = 0, from which the case ℓ = 1 will be derived without
any difficulty. Now let us introduce
P (λ, ξ′) :=
λ
AB − |ξ′|2 =
α(2α+ β + ζ)
3α+ β + ζ
AB + |ξ′|2
(3α+ β + ζ)−1λ+ |ξ′|2 ·
By the definition of P, the matrix L and detL are formulated by
L11 := AP, L12 := |ξ′|2(2α− P ),(3.19)
L21 :=
( A
A+B
− β + ζ
2α+ β + ζ
B
A+B
)
P, L22 := BP, detL = PD(A,B),
D(A,B) := ABP − |ξ′|2(2α− P )( A
A+B
− β + ζ
2α+ β + ζ
B
A+B
)
.
Case: ℓ = 0. Step 1. In order to show (3.18) for ℓ = 0, let us make some reduction. Firstly, it is easy to
see from the definition of N(A,B) that
N(A,B) = L11Eσ,m(λ, ξ
′)− λL12L21
for Eσ,m(λ, ξ
′) := λL22 + σ(m + |ξ′|2). According to Lemma 3.7 and Remark 3.5, there exists a constant
Cκ′ = C(κ
′, ε, µ, ν, ζ0, ρ1, ρ2, ρ3) > 0 such that∣∣∂κ′ξ′ (τ∂τ )ℓ′(λL12L21)∣∣ ≤ Cκ′ |λ|(|λ|1/2 + |ξ′|)2−|κ′|,∣∣∂κ′ξ′ (τ∂τ )ℓ′Eσ,m(λ, ξ′)∣∣ ≤ Cκ′ max{1, σ, σm}(|λ|+ |ξ′|)(|λ|1/2 + |ξ′|)1−|κ′|,
for any (λ, ξ′) ∈ Γ˜ε,1,ζ , κ′ ∈ NN−10 and ℓ′ = 0, 1. Then it is easy to see from Lemma 3.7 that
(3.20)
∣∣∂κ′ξ′ (τ∂τ )ℓ′N(A,B)∣∣ ≤ Cκ′ max{1, σ, σm}(|λ|+ |ξ′|)(|λ|1/2 + |ξ′|)2−|κ′|,
for any (λ, ξ′) ∈ Γ˜ε,1,ζ , κ′ ∈ NN−10 and ℓ′ = 0, 1.
On the other hand, by the Bell formula, we have
∂κ
′
ξ′
(
N(A,B)−1
)
=
κ′∑
j=1
(−1)jj!(N(A,B))−(j+1) ∑
κ′1+···+κ
′
j=κ
′
|κ′k|≥1
Cjκ′1,...κ′j
(
∂
κ′1
ξ′ N(A,B)
) · · · (∂κ′jξ′ N(A,B)).
Then (3.18) with ℓ = 0 holds true so long as
(3.21) |N(A,B)| ≥ c(|λ|+ |ξ′|)(|λ|1/2 + |ξ′|)2
for some constant c, because the derivatives of N(A,B) is bounded by (3.20). Furthermore, thanks to the
rules in (3.19), N(A,B) = PN˜(A,B) with
N˜(A,B) := λD(A,B) + σA(m + |ξ′|2).
By Lemma 3.6 and Lemma 3.8, |P (λ, ξ′)| ≥ Cε,µ,ν,ζ0,ρ1,ρ2,ρ3 for any (λ, ξ′) ∈ Γ˜ε,1,ζ . Therefore, it is sufficient
to show that N˜(A,B) is bounded below by the r.h.s. of (3.21).
Step 2. In order to study N˜(A,B), we need the following technical results. There exist λ′0 ≥ 1 and
ε0 ∈]0, π/2[ such that
(3.22) z := (α+ β + ζ)(2α+ β + ζ)−1λ ∈ Σε0 , ∀ (λ, ξ′) ∈ Γ˜ε,λ′0,ζ ,
with the choices of λ′0 and ε0 depending only on ε, µ, ν, ζ0, ρ1, ρ2, ρ3.
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For the Case (C1) where |ζ| = |γ−11 γ3λ| ≤ min{ρ−11 ρ3|λ|−1, ζ0}, we infer from Lemma 3.6 that
(2α+ β + ζ)−1λ ∈ Σε′ , ∀ λ ∈ Γε,1,ζ
for some ε′ = ε′(ε, µ, ν, ζ0, ρ1, ρ2, ρ3) in ]0, π/2[. On the other hand, there exists ε
′′ ∈]0, ε′/2[ such that
| arg(α+ β + ζ)| ≤ ε′′, ∀ λ ∈ Γε,λ′0,ζ,
by taking λ′0 large enough. Thus | arg z| ≤ π − ε′ − ε′′.
For the Case (C2) where | arg ζ| ∈]π/2, π − ε[, we denote ω := (α + β + ζ)(2α + β + ζ)−1. Assume that
ℜζ ≤ −(2α+ β) or − α− β ≤ ℜζ < 0,
where we have
| argw| ≤ arctan α
(α+ β) tan ε
= arctan
µ
(µ+ ν) tan ε
·
Then | arg z| ≤ | argw|+π/2 ≤ π− ε0 for some ε0 = ε0(µ, ν, ε). For the situation ℜζ ∈]− (2α+β),−(α+β)[,
we note that | argλ| ≤ π − arg ζ and then conclude that
| arg z| = | argw + argλ| ≤ π − arctan (α+ β) tan ε
α
= π − arctan(µ−1ν tan ε).
At last, (3.22) is valid for the case (C3) as | argw| < π/4 and | argλ| < π/2.
Step 3. By assuming |λ||ξ′|−2 ≤ r ≪ 1, there exists some c1 = c1(ε, µ, ν, γ1, γ2, ζ0, σ) > 0 such that
(3.23)
∣∣N˜(A,B)∣∣ ≥ c1(|λ| + |ξ′|)(|λ|1/2 + |ξ′|)2,
for any λ ∈ Γε,λ′0,ζ . By Lemma 3.6, it is not hard to see that
A,B = |ξ′|(1 +O(r)) and P = 2α(2α+ β + ζ)
3α+ β + ζ
+O(r).
Then (3.22) and Lemma 3.6 furnish that∣∣|ξ′|−2N˜(A,B)∣∣ = ∣∣∣λ(2α(α+ β + ζ)
2α+ β + ζ
+O(r)
)
+ σ
(
1 +O(r)
)(
m|ξ′|−1 + |ξ′|)∣∣∣(3.24)
≥
∣∣∣2α(α+ β + ζ)
2α+ β + ζ
λ+ σ
(
m|ξ′|−1 + |ξ′|)∣∣∣− C1r(|λ|+ σm|ξ′|−1 + σ|ξ′|)
≥ sin (ε0
2
)(
2α
∣∣∣ α+ β + ζ
2α+ β + ζ
∣∣∣|λ|+ σ(m|ξ′|−1 + |ξ′|))
− C1r
(|λ|+ σm|ξ′|−1 + σ|ξ′|) ≥ C2(|λ|+ σm|ξ′|−1 + σ|ξ′|),
for some C2 = C2(ε, µ, ν, ζ0, ρ1, ρ2, ρ3) and any (λ, ξ
′) ∈ Γ˜ε,λ′0,ζ . Due to smallness of r and |λ| ≤ r|ξ′|2, we
have
(|λ| + |ξ′|)(|λ|1/2 + |ξ′|)2 ≤ 4(|ξ′|3 + |λ||ξ′|2) ≤ 4(min{1, σ})−1(|λ|+ σ|ξ′|3).
Thus (3.23) holds with c1 := C2min{1, σ}/4.
Step 4. For the fixed r = r(ε, µ, ν, ζ0, ρ1, ρ2, ρ3) < 1 in the last step, (3.23) still holds true for |λ| > r|ξ′|2,
λ ∈ Γε,λ′′0 ,ζ and some λ′′0 ≥ 1. Indeed, thanks to the boundedness of P and Lemma 3.7, there exists a constant
c2 such that
|D(A,B)| = |P−1 detL| ≥ c2(|λ|1/2 + |ξ′|)2, ∀ (λ, ξ′) ∈ Γ˜ε,1,ζ .
As |A| ≤ C3(|λ|1/2 + |ξ′|) for some constant C3 = C3(ε, µ, ν, ρ2), we have∣∣N˜(A,B)∣∣ ≥ c2|λ|(|λ|1/2 + |ξ′|)2 − σC3(|λ|1/2 + |ξ′|)(m+ |ξ′|2).
Next, set Cσ := σ(1 + 2C3/c2) and we claim that there exists λ
′′
0 ≥ 1 such that
(3.25) f(λ, |ξ′|) := |λ|(|λ|1/2 + |ξ′|)− Cσ(m+ |ξ′|2) ≥ 0, ∀ λ ∈ Γ˜ε,λ′′0 ,ζ .
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Then (3.25) implies that
|N˜(A,B)| ≥ c2
2
(|λ|(|λ|1/2 + |ξ′|)2 + σ(m+ |ξ′|2)(|λ|1/2 + |ξ′|))
≥ c2
4
min{1, σ}(|λ|+ |ξ′|)(|λ|1/2 + |ξ′|)2, ∀ λ ∈ Γ˜ε,λ′′0 ,ζ .
For (3.25), f(λ, |ξ′|) ≥ (λ′′0 )3/2 − Cσm +
(
(rλ′′0 )
1/2 − Cσ
)|ξ′|2 since |λ| ≥ max{r|ξ′|2, λ′′0}. Thus (3.25)
holds true by choosing λ′′0 large. Finally, we obtain the lower bound of N˜(A,B) for ℓ = 0, by taking
λ0 := max{λ′0, λ′′0}.
Case: ℓ = 1. In fact, the conclusion for ℓ = 1 is a straightforward result from above discussion. Note that
(τ∂τ )
(
N(A,B)−1
)
= −N(A,B)−2(τ∂τN(A,B)). Then our results for the case ℓ = 0, Leibniz formula and
(3.20) yield the desired bound of ∂κ
′
ξ′ (τ∂τ )
(
N(A,B)−1
)
in (3.18) for any κ′ ∈ NN−10 . 
Thanks to Lemma 3.11 above, we end up with the following result.
Corollary 3.12. Under the same assumptions in Lemma 3.7, there exists λ0 depending solely on σ, m,
ε, µ, ν, ζ0, ρ1, ρ2, ρ3, such that the symbols nJk(λ, ξ
′) defined in (3.15) belong to M−2,1(Γ˜ε,λ0,ζ) for all
J = 1, . . . , N and k = 1, 2.
Proof. The study of symbols are nothing but applying directly Lemma 3.7 and Remark 3.5, and we omit the
details here. 
3.3. Proof of Proposition 3.3. In this part, we are studying the operatorsW(λ,RN+ ) and H(λ,RN+ ) respec-
tively according to different technical results in last subsection. For Z ∈ {B, |ξ′|}, let us recall the following
equalities, namely the Volevich trick,
e−ZxN k̂(ξ′, 0) =
∫ ∞
0
Ze−Z(xN+yN )k̂(ξ′, y
N
) dy
N
−
∫ ∞
0
e−Z(xN+yN )∂̂Nk(ξ
′, y
N
) dy
N
,
M(x
N
)k̂(ξ′, 0) =
∫ ∞
0
e−B(xN+yN )k̂(ξ′, y
N
) dy
N
+
∫ ∞
0
AM(x
N
+ y
N
)k̂(ξ′, y
N
) dy
N
−
∫ ∞
0
M(x
N
+ y
N
)∂̂Nk(ξ
′, y
N
) dy
N
,
where we have used ∂
N
M(z
N
) = −e−BzN −AM(z
N
) for any z
N
> 0.
3.3.1. The R−boundedness of W(λ,RN+ ). According to the identity |ξ′|2 = −
∑N−1
ℓ=1 (iξℓ)
2, the solution oper-
ator
u =W(λ,RN+ )k =
(W1(λ,RN+ )k, . . . ,WN (λ,RN+ )k)⊤,
in (3.13) is rewritten by
WJ(λ,RN+ )k :=WJ1(λ,RN+ )
(
(m−∆′)k)+WJ2(λ,RN+ )(∂N k) +WJ3(λ,RN+ )(∇′∂Nk)
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for any J = 1, . . . , N. The operators WJk ≡ WJk(λ,RN+ ) (k = 1, 2, 3) above are given by
Wj1(F1) :=
∫ ∞
0
F−1ξ′
[
nj1(λ, ξ
′)
A
B
B2M(x
N
+ y
N
)F̂1(ξ
′, y
N
)
]
(x′) dy
N
+
∫ ∞
0
F−1ξ′
[
nj2(λ, ξ
′)Be−B(xN+yN )F̂1(ξ
′, y
N
)
]
(x′) dy
N
,
Wj2(F2) :=−
∫ ∞
0
F−1ξ′
[
nj1(λ, ξ
′)
m
B
(
B2M(x
N
+ y
N
)−Be−B(xN+yN ))F̂2(ξ′, yN )](x′) dyN
−
∫ ∞
0
F−1ξ′
[
nj2(λ, ξ
′)
m
B
Be−B(xN+yN )F̂2(ξ
′, y
N
)
]
(x′) dy
N
,
Wj3(F ′) :=
N−1∑
ℓ=1
∫ ∞
0
F−1ξ′
[
nj1(λ, ξ
′)
iξℓ
B
(
B2M(x
N
+ y
N
)−Be−B(xN+yN ))F̂ℓ(ξ′, yN )](x′) dyN
+
N−1∑
ℓ=1
∫ ∞
0
F−1ξ′
[
nj2(λ, ξ
′)
iξℓ
B
Be−B(xN+yN )F̂ℓ(ξ
′, y
N
)
]
(x′) dy
N
,
for any j = 1, . . . , N − 1, and
WN1(F1) :=
∫ ∞
0
F−1ξ′
[
(nN1 + nN2)(λ, ξ
′)Be−B(xN+yN )F̂1(ξ
′, y
N
)
]
(x′) dy
N
+
∫ ∞
0
F−1ξ′
[
nN1(λ, ξ
′)
A
B
B2M(xN + yN )F̂1(ξ′, yN )
]
(x′) dyN ,
WN2(F2) :=−
∫ ∞
0
F−1ξ′
[
nN1(λ, ξ
′)
m
B
B2M(x
N
+ y
N
)F̂2(ξ
′, y
N
)
]
(x′) dy
N
−
∫ ∞
0
F−1ξ′
[
nN2(λ, ξ
′)
m
B
Be−B(xN+yN )F̂2(ξ
′, y
N
)
]
(x′) dy
N
,
WN3(F ′) :=
N−1∑
ℓ=1
∫ ∞
0
F−1ξ′
[
nN1(λ, ξ
′)
iξℓ
B
B2M(x
N
+ y
N
)F̂ℓ(ξ
′, y
N
)
]
(x′) dy
N
+
N−1∑
ℓ=1
∫ ∞
0
F−1ξ′
[
nN2(λ, ξ
′)
iξℓ
B
Be−B(xN+yN )F̂ℓ(ξ
′, y
N
)
]
(x′) dy
N
.
Note that M−3,1(Γ˜ε,λ0,ζ) ⊂M−2,1(Γ˜ε,λ0,ζ) and A/B, iξℓ/B for ℓ = 1, . . . N − 1, are in M0,1(Γ˜ε,λ0,ζ). Then
Lemma 3.9 and Corollary 3.12 imply that
R
L
(
Lq(RN+ );H
2−j
q (RN+ )
)({(τ∂τ )ℓ(λj/2WJk(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ C,
R
L
(
Lq(RN+ )
N−1;H2−jq (RN+ )
)({(τ∂τ )ℓ(λj/2WJ3(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ C,
for k = 1, 2, and j = 0, 1, 2. Thus Definition 2.1 gives us
R
L
(
H2q (R
N
+ );H
2−j
q (R
N
+ )
N
)({(τ∂τ )ℓ(λj/2W(λ,RN+ )) : λ ∈ Γε,λ0,ζ}) ≤ C.
3.3.2. The R−boundedness of H(λ,RN+ ). Let us apply the Volevich trick to (3.16) and obtain
h(x) =
(H(λ,RN+ )k)(x) = (H1(λ,RN+ )k)(x) + (H2(λ,RN+ )k)(x),
where the operators Ha ≡ Ha(λ,RN+ ) with a = 1, 2, are given by
(H1k)(x) := ϕ(xN )
∫ ∞
0
F−1ξ′
[ detL
N(A,B)
|ξ′|e−|ξ′|(xN+yN )ϕ(y
N
)k̂(ξ′, y
N
)
]
(x′) dy
N
,
(H2k)(x) := −ϕ(xN )
∫ ∞
0
F−1ξ′
[ detL
N(A,B)
e−|ξ
′|(x
N
+y
N
)∂N
(
ϕ(yN )k̂(ξ
′, yN )
)]
(x′) dyN .
20 XIN ZHANG
Clearly, we have for j = 0, 1,
(λjH1k)(x) := ϕ(xN )
∫ ∞
0
F−1ξ′
[ λj detL
N(A,B)
|ξ′|e−|ξ′|(xN+yN )ϕ(y
N
)k̂(ξ′, y
N
)
]
(x′) dy
N
,
(λjH2k)(x) := −ϕ(xN )
∫ ∞
0
F−1ξ′
[ λj detL
N(A,B)
e−|ξ
′|(x
N
+y
N
)∂N
(
ϕ(yN )k̂(ξ
′, yN )
)]
(x′) dyN .
On the other hand, assume that 1 ≤ |α′|+ n ≤ 3− j with j = 0, 1. By the identity
1 =
1 + |ξ′|2
1 + |ξ′|2 =
1
1 + |ξ′|2 −
N−1∑
ℓ=1
iξℓ
1 + |ξ′|2 iξℓ,
we have
(λj∂α
′
x′ ∂
n
N
H1k)(x) =
∑
n1+n2=n
(
n
n1
)
(∂n1
N
ϕ)(x
N
)
∫ ∞
0
F−1ξ′
[ detL
N(A,B)
λj(iξ′)α
′
(−|ξ′|)n2
1 + |ξ′|2
× |ξ′|e−|ξ′|(xN+yN )ϕ(yN )(1 −∆′)k
∧
(ξ′, yN )
]
(x′) dyN ,
(λj∂α
′
x′ ∂
n
N
H2k)(x) =−
∑
n1+n2=n
(
n
n1
)
(∂n1
N
ϕ)(x
N
)
∫ ∞
0
F−1ξ′
[ detL
N(A,B)
λj(iξ′)α
′
(−|ξ′|)n2
1 + |ξ′|2
× e−|ξ′|(xN+yN )∂
N
(
ϕ(y
N
)k̂(ξ′, y
N
)
)]
(x′) dy
N
+
∑
n1+n2=n
N−1∑
ℓ=1
(
n
n1
)
(∂n1
N
ϕ)(x
N
)
∫ ∞
0
F−1ξ′
[ detL
N(A,B)
λj(iξ′)α
′
(−|ξ′|)n2(iξℓ)
(1 + |ξ′|2)|ξ′|
× |ξ′|e−|ξ′|(xN+yN )∂N
(
ϕ(yN )∂̂ℓk(ξ
′, yN )
)]
(x′) dyN .
Next, Lemma 3.7 and Lemma 3.11 imply that∣∣∣∂κ′ξ′ (τ∂τ )ℓ( detLN(A,B))∣∣∣ ≤ Cκ′|λ|+ |ξ′| (|λ|1/2 + |ξ′|)−|κ′|, ∀ κ′ ∈ NN−10 and ℓ = 0, 1.
Then it is not hard to see that the symbols
λj detL
N(A,B)
,
detL
N(A,B)
λj(iξ′)α
′ |ξ′|n2
1 + |ξ′|2 ,
detL
N(A,B)
λj(iξ′)α
′ |ξ′|n2(iξℓ)
(1 + |ξ′|2)|ξ′|
are of the classM0,2(Γ˜ε,λ0,ζ) for j + |α′|+ n1 + n2 ≤ 3 and j = 0, 1. Thus we infer from Lemma 3.10 that
R
L
(
Lq(RN+ )
)({λjH1(λ,RN+ ) : λ ∈ Γε,λ0,ζ}) ≤ C,(3.26)
R
L
(
H1q (R
N
+ );Lq(R
N
+ )
)({λjH2(λ,RN+ ) : λ ∈ Γε,λ0,ζ}) ≤ C,
R
L
(
H2q (R
N
+ );Lq(R
N
+ )
)({λj∂α′x′ ∂nNHa(λ,RN+ ) : λ ∈ Γε,λ0,ζ}) ≤ C,
with 1 ≤ |α′|+ n ≤ 3 − j, j = 0, 1, and a = 1, 2. Then H(λ,RN+ ) has the desired property due to (3.26) and
the definition of R−boundedness. This completes the proof of Proposition 3.3.
4. Generalized model problem in the bent half space
Let Φ be a C1 diffeomorphism from RNξ onto R
N
x and Φ
−1 be the inverse of Φ. Assume that
∇ξΦ⊤(ξ) := A+ B(ξ) =
[
aij
]
N×N
+
[
bij(ξ)
]
N×N
,
AΦ := ∇x(Φ−1)⊤|x=Φ(ξ) = A− + B−(ξ) =
[
a¯ij
]
N×N
+
[
b¯ij(ξ)
]
N×N
,
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for some constant orthogonal matrices A and A−. Moreover, denote Ω+ := Φ(R
N
+ ) and Γ+ := ∂Ω+ = Φ(R
N
0 ).
Then Γ+ is characterized by the equation (Φ
−1)N (x) = 0, and the unit outer normal n+ to Γ+ is given by
n+
(
Φ(ξ)
)
=
AΦn0
|AΦn0| = −
(∇xΦ−1N )
(
Φ(ξ)
)∣∣(∇xΦ−1N )(Φ(ξ))∣∣ = −
(
a¯1N + b¯1N (ξ), . . . , a¯NN + b¯NN(ξ)
)⊤(∑N
j=1
(
a¯Nj + b¯Nj(ξ)
)2)1/2 ,
with n0 := (0, . . . , 0,−1)⊤.
Now we assume that Φ ∈ H3r (RN )N for some N < r <∞, and there exist constants 0 < M1 < 1 ≤M2 ≤
M3 <∞ such that
(4.1) ‖(B,B−)‖L∞(RN ) ≤M1, ‖∇(B,B−)‖Lr(RN ) ≤M2, ‖∇2(B,B−)‖Lr(RN ) ≤M3.
For such Γ+ characterized by H
3
r (R
N ) mapping, we consider the following model problem,
(4.2)

λv − γ−11 Div
(
S(v) + ζγ3 div vI
)
= f in Ω+,
S(v)n+ + ζγ3 div v n+ + σ(m−∆Γ+)hn+ = g on Γ+,
λh− v · n+ = k on Γ+.
In (4.2), γ1 and γ3 are uniformly continuous functions on Ω+, and there exist some constants γ
∧
1, γ
∧
3 such that
0 < ρ1 ≤ γ1(x), γ1
∧≤ ρ2, 0 < γ3(x), γ3
∧≤ ρ3, ∀ x ∈ Ω+,(4.3) ∑
a=1,3
‖γa − γa
∧‖L∞(Ω+) ≤M1 < 1,
∑
a=1,3
‖∇γa‖Lr(Ω+) ≤ CM2,
for some constants ρ1, ρ2, ρ3 > 0. The main result in this section for (4.2) reads:
Theorem 4.1. Let 0 < ε < π/2, σ,m, µ, ν, ζ0 > 0, 1 < q <∞, N < r <∞ and r ≥ q. Assume that (4.3) is
satisfied. For Ω+ given above, we set that
Yq(Ω+) := Lq(Ω+)
N ×H1q (Ω+)N ×H2q (Ω+), Yq(Ω+) := Lq(Ω+)N × Yq(Ω+).
Then for any (f , g, k) ∈ Yq(Ω+), there exist constants λ0, rb ≥ 1 and operator families
A0(λ,Ω+) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω+);H2q (Ω+)N)),
H0(λ,Ω+) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω+);H3q (Ω+))),
such that (v, h) :=
(A0(λ,Ω+),H0(λ,Ω+))(f , λ1/2g, g, k) is a solution of (4.2). Moreover, we have
R
L
(
Yq(Ω+);H
2−j
q (Ω+)N
)({(τ∂τ )ℓ(λj/2A0(λ,Ω+)) : λ ∈ Γε,λ0,ζ}) ≤ rb,
R
L
(
Yq(Ω+);H
3−j′
q (Ω+)
)({(τ∂τ )ℓ(λj′H0(λ,Ω+)) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for ℓ, j′ = 0, 1, j = 0, 1, 2, and τ := ℑλ. Above the constants λ0 and rb depend solely on ε, σ, m, µ, ν, q, r,
N, ζ0, ρ1, ρ2, ρ3.
4.1. Reduction of the (4.2). Introduce w(ξ) := A⊤−v
(
Φ(ξ)
)
and H(ξ) := h
(
Φ(ξ)
)
. Let us derive the
equations of w and H according to (4.2). Firstly, thanks to the facts that
∇xv⊤
(
Φ(ξ)
)
= AΦ∇ξw⊤A⊤−, (divx v)
(
Φ(ξ)
)
= AΦ : (∇ξw⊤A⊤−),
we obtain that
F0(w) :=
(
S(v) + ζγ3 div vI
)(
Φ(ξ)
)
= µ(AΦ∇ξw⊤A⊤− + A−∇⊤ξ wA ⊤Φ ) +
(
ν − µ+ ζ(γ3 ◦Φ)
)(
(A⊤−AΦ) : ∇ξw⊤
)
I,
F0(w)AΦ := A−
(
S(w) + ζγ̂3 divξw I
)
+ F(w),(4.4)
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where F(w) := F1(w) + F2(w) and
F1(w) := A−S(w)A
⊤
−B− + µ
(
B−∇ξw⊤A⊤− + A−∇⊤ξ w B⊤−
)
AΦ
+ (ν − µ)((A⊤−B−) : ∇ξw⊤)AΦ,
F2(w) := ζγ̂3(divξw)B− + ζγ̂3
(
(A⊤−B−) : ∇ξw⊤
)
AΦ
+ ζ(γ3 ◦Φ− γ̂3)
(
(A⊤−AΦ) : ∇ξw⊤
)
AΦ.
On the other hand, Γ+ := Φ(R
N
0 ) and ∇ξΦ⊤(ξ′, 0) =
[
aij
]
N×N
+
[
bij(ξ
′, 0)
]
N×N
by previous convention.
For simplicity, we write for i, j = 1, . . . , N − 1,
φ(ξ′) := Φ(ξ′, 0), ∂i := ∂ξi , τ i := ∂iφ and τ ij := ∂j∂iφ.
Then the first fundamental form of Γ+ and its inverse are given by
G+ =
[
gij
]
(N−1)×(N−1)
:=
[
τ i · τ j
]
(N−1)×(N−1)
, g+ := detG+, G
−1
+ :=
[
gij
]
(N−1)×(N−1)
.
Introduce that
g˜ij := gij − δij =
N∑
k=1
(bikajk + aikbjk + bikbjk), g˜
ij := gij − δij .
Then (4.1) implies that
‖(g˜ij , g˜ij)‖L∞(RN−1) + ‖g+ − 1‖L∞(RN−1) ≤ CM1, ‖∇ξ′(g˜ij , g˜ij)‖Lr(RN−1) ≤ CM2,(4.5)
‖∇2ξ′ g˜ij‖Lr(RN−1) ≤ CM2M3, ‖∇2ξ′ g˜ij‖Lr(RN−1) ≤ CM32M3.
Next, recall the definition of the Laplace-Beltrami operator on Γ+,(
∆Γ+h
)(
φ(ξ′)
)
:=
1√
g+
∂i(
√
g+g
ij∂jH) = g
ij∂i∂jH − gijΛkij∂kH
= ∆′ξ′H + G(H),
where the Christoffel symbols Λkij := g
krτ ij · τ r, for i, j, k, r = 1, . . . , N − 1, and
G(H) := g˜ij∂i∂jH − gijΛkij∂kH.
Furthermore, (4.1) and (4.5) yield that
(4.6) ‖Λkij‖L∞(RN−1) ≤ CM3, ‖∇ξ′Λkij‖Lr(RN−1) ≤ CM2M3.
Now it is not hard to see that (4.2) turns to
(4.7)

λw − γ̂−11 Divξ
(
S(w) + ζγ̂3 divξw IN
)
+ F1(w) = F+ in RN+ ,(
S(w) + ζγ̂3 divξwIN
)
n0 + σ(m−∆′)H n0 + F2(w, H)n0 = G+ on RN0 ,
λH −w · n0 + F3(w) · n0 = K+ on RN0 ,
where F+, G+ and K+ are defined by
F+(ξ) := A
⊤
−(f ◦Φ)(ξ), G+(ξ) := |AΦn0|A⊤−(g ◦Φ)(ξ), K+(ξ) := (k ◦Φ)(ξ),
and the operators
F1(w) := (γ̂−11 − γ−11 ◦Φ)Divξ
(
S(w) + ζγ̂3 divξ wIN
)− (γ−11 ◦Φ)A⊤−Divξ F(w)
+ (γ−11 ◦Φ)A⊤−F0(w)DivAΦ,
F2(w, H) := Fb(w) +Gb(H),
Fb(w) := A
⊤
−F(w),
Gb(H) := σmHA
⊤
−B− − σG(H)IN − σ(gij∂i∂jH − gijΛkij∂kH)A⊤−B−,
F3(w) := (1− |AΦn0|−1)w − |AΦn0|−1B⊤−A−w.
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By (4.1), Z+ := (F+, λ
1/2G+,G+,K+) belongs to Yq(RN+ ) with
‖Z+‖Yq(RN+ ) = ‖(F+, λ
1/2G+,G+,K+)‖Yq(RN+ ) ≤ CN,q‖(f , λ
1/2g, g, k)‖Yq(Ω+).
Thus, according to Theorem 3.1, u := A0(λ,RN+ )Z+ and h := H0(λ,RN+ )Z+ satisfy
(4.8)

λu− γ̂−11 Divξ
(
S(u) + ζγ̂3 divξ u IN
)
+ F1(u) = F+ +R1(λ)Z+ in RN+ ,(
S(u) + ζγ̂3 divξ uIN
)
n0 + σ(m−∆′)hn0 + F2(u, h)n0 = G+ +R2(λ)Z+ on RN0 ,
λh− u · n0 + F3(u) · n0 = K+ +R3(λ)Z+ on RN0 ,
where Rk(λ)Z+, for k = 1, 2, 3, are defined by
R1(λ)Z+ := F1
(A0(λ,RN+ )Z+),
R2(λ)Z+ := F2
(A0(λ,RN+ )Z+,H0(λ,RN+ )Z+)n0,
R3(λ)Z+ := F3
(A0(λ,RN+ )Z+) · n0.
Next, set that R(λ) := (R1(λ),R2(λ),R3(λ))⊤ and Fλ(f , g, k) := (f , λ1/2g, g, k)⊤ for any (f , g, k) in
Yq(R
N
+ ). Then we claim that there exist some constants C and λ0 depending only on ε, σ, m, µ, ν, q, r, N,
ζ0, ρ1, ρ2, ρ3, such that
(4.9) R
L
(
Yq(RN+ )
){(τ∂τ )ℓFλR(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σ0)(1 + σ + σmλ−10 )
+ Cλ
−1/2
0 (σ + 1)
(
M3 + σ
− Nr−N
0 M
r
r−N
2 (M
r
r−N
3 +m)
)
,
for any 0 < σ0 < 1. The proof of (4.9) is postponed to the next subsection.
Let us continue the proof of Theorem 4.1 by admitting (4.9) for a while. By choosing σ0,M1 small and
λ0 large enough in (4.9), it holds that
(4.10) R
L
(
Yq(RN+ )
){(τ∂τ )ℓFλR(λ) : λ ∈ Γε,λ0,ζ} ≤ 1/2.
In particular, (4.10) yields that
(4.11) ‖FλR(λ)Fλ(F+,G+,K+)‖Yq(RN+ ) ≤ 1/2‖Fλ(F+,G+,K+)‖Yq(RN+ ), ∀ λ ∈ Γε,λ0,ζ ,
and that
(4.12) R
L
(
Yq(RN+ )
){(τ∂τ )ℓ(Id+ FλR(λ))−1 : λ ∈ Γε,λ0,ζ} ≤ 1/2.
Now note that the norm ‖ · ‖Yq(RN+ ) is equivalent to ‖ · ‖Yq,λ(RN+ ) for any fixed λ ∈ Γε,λ0,ζ in Yq(RN+ ) with
‖(f , g, k)‖Yq,λ(RN+ ) := ‖Fλ(f , g, k)‖Yq(RN+ ), ∀(f , g, k) ∈ Yq(R
N
+ ).
Denote Yq,λ(R
N
+ ) :=
(
Yq(R
N
+ ), ‖ · ‖Yq,λ(RN+ )
)
and (4.11) implies that
‖R(λ)Fλ‖
L
(
Yq,λ(RN+ )
) ≤ 1/2.
Thus the inverse operator (Id+R(λ)Fλ)−1 exists for any fixed λ ∈ Γε,λ0,ζ with
‖(Id+R(λ)Fλ)−1‖
L
(
Yq,λ(RN+ )
) ≤ 2.
Then for any (F+,G+,K+) ∈ Yq(RN+ ), we set that
w := A0(λ,RN+ )Fλ(Id+R(λ)Fλ)−1(F+,G+,K+),
H := H0(λ,RN+ )Fλ(Id+R(λ)Fλ)−1(F+,G+,K+),
which solve (4.7) by keeping (4.8) in mind. As
Fλ(Id+R(λ)Fλ)−1 =
∞∑
j=0
Fλ
(−R(λ)Fλ)j = (Id+ FλR(λ))−1Fλ,
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the solution (w, H) above can be written by
w = A0(λ,RN+ )
(
Id+ FλR(λ)
)−1
Z+, H = H0(λ,RN+ )
(
Id+ FλR(λ)
)−1
Z+
for Z+ := (F+, λ
1/2G+,G+,K+).
Now we introduce that operators Tk for k = 1, 2, 3,
T1Fλ(f , g, k) := Fλ
(
A
⊤
−(f ◦Φ), |AΦn0|A⊤−(g ◦Φ), k ◦Φ
)
,
T2w(x) := A⊤−(w ◦Φ−1) and T3H(x) := H ◦Φ−1,
which, according to assumptions on Φ and Lemma 2.6, satisfy
(4.13) T1 ∈ L
(Yq(Ω+);Yq(RN+ )), T2 ∈ L(H2q (RN+ )N ;H2q (Ω+)N), T3 ∈ L(H3q (RN+ );H3q (Ω+)).
At last, according to (4.12), (4.13), Theorem 3.1 and Remark 2.2,
A0(λ,Ω+) := T2A0(λ,RN+ )
(
Id+ FλR(λ)
)−1T1,
H0(λ,Ω+) := T3H0(λ,RN+ )
(
Id+ FλR(λ)
)−1T1,
are the desired solution operators.
4.2. Proof of (4.9). Here we are proving the technical estimate (4.9). In the rest of this subsection, we
always admit that τ := ℑλ for λ ∈ Γε,λ0,ζ , ℓ, ℓ′ = 0, 1, and the constants M1,M2,M3 given by (4.1). For
brevity, we say the constant K > 0 is admissible if the choice of K depends only on the parameters ε, σ, m,
µ, ν, q, r, N, ζ0, ρ1, ρ2, ρ3.
The study of R1(λ). Recall w := A0(λ,RN+ )Z+ for Z+ := (F+, λ1/2G+,G+,K+) ∈ Yq(RN+ ). Firstly, we
introduce the operator families Tij(λ), Tijk(λ), i, j, k = 1, . . . , N, such that
F(w)ij = T˜ij(λ)(λ1/2∇w) = Tij(λ)(Z+), ∂kF(w)ij = Tijk(λ)(Z+).
Moreover, it is easy to see from (4.1) and (4.3) that
R
L
(
Lq(RN+ )
N2 ;Lq(RN+ )
){(τ∂τ )ℓλℓ′/2T˜ij(λ) : λ ∈ Σε,λ0} ≤ Cλ(ℓ′−1)/20 M1,
which, together with Theorem 3.1 and Remark 2.2, yields that
(4.14) R
L
(
Yq(RN+ );Lq(R
N
+ )
){(τ∂τ )ℓλℓ′/2Tij(λ) : λ ∈ Γε,λ0,ζ} ≤ Cλ(ℓ′−1)/20 M1,
for some admissible constants C and λ0 ≥ 1.
To study Tijk(λ), we define
T˜ijk(λ)(Z+) := ∂iwj∂kB− = ∂i
(A0j(λ,RN+ )Z+)∂kB−.
For any N ∈ N, λα ∈ Γε,λ0,ζ , Z+α ∈ Yq(RN+ ), wαj := A0j(λ,RN+ )Z+α for all α = 1, . . . , N, Lemma 2.6 and
Remark 2.2 imply that∥∥∥ N∑
α=1
εαT˜ijk(λα)Z+α
∥∥∥
Lq
(
Ω;Lq(RN+ )
N2
) ≤ σ0∥∥∥∇∂i( N∑
α=1
εαwαj
)∥∥∥
Lq
(
Ω;Lq(RN+ )
N
)
+ Crλ
−1/2
0 σ
− Nr−N
0 M
r
r−N
2
∥∥∥ N∑
α=1
εαλ
1/2
α ∂iwαj
∥∥∥
Lq
(
Ω;Lq(RN+ )
).
Then we can conclude from Theorem 3.1 that
(4.15) R
L
(
Yq(RN+ );Lq(R
N
+ )
){(τ∂τ )ℓT˜ijk(λ) : λ ∈ Γε,λ0,ζ} ≤ C(σ0 + λ−1/20 σ− Nr−N0 M rr−N2 ),
which gives us that
(4.16) R
L
(
Yq(RN+ );Lq(R
N
+ )
){(τ∂τ )ℓTijk(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σ0 + λ−1/20 σ− Nr−N0 M rr−N2 ),
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for some admissible constants C and λ0 ≥ 1. Moreover, the bound of R1(λ) is clear by (4.15) and (4.16),
(4.17) R
L
(
Yq(RN+ );Lq(R
N
+ )
N
){(τ∂τ )ℓR1(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σ0 + λ−1/20 σ− Nr−N0 M rr−N2 ).
The study of R2(λ). Set that
R21(λ)Z+ := Fb
(A0(λ,RN+ )Z+)n0, R22(λ)Z+ := Gb(H0(λ,RN+ )Z+)n0.
According to (4.14) and (4.16), we have
R
L
(
Yq(RN+ );Lq(R
N
+ )
N
){(τ∂τ )ℓλℓ′/2R21(λ) : λ ∈ Γε,λ0,ζ} ≤ Cλ(ℓ′−1)/20 M1,
R
L
(
Yq(RN+ );H
1
q (R
N
+ )
N
){(τ∂τ )ℓR21(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σ0 + λ−1/20 σ− Nr−N0 M rr−N2 ),
for some admissible constants C and λ0 ≥ 1.
Now let us study R22(λ) and recall that
Gb(H) = σ(m−∆′)HA⊤−B− − σG(H)A⊤−AΦ, with H := H0(λ,RN+ )Z+.
Next, define T 0G (λ)(Z+) := G(H) and T 1G,α(λ)(Z+) := ∂αG(H) for α = 1, . . . , N. Then arguing as (4.14) and
(4.15), we infer from (4.5), (4.6) and Lemma 2.6 that
(4.18) R
L
(
Yq(RN+ );Lq(R
N
+ )
){(τ∂τ )ℓλℓ′/2T 0G (λ) : λ ∈ Γε,λ0,ζ} ≤ Cλ−1+ℓ′/20 M3,
(4.19) R
L
(
Yq(RN+ );Lq(R
N
+ )
){(τ∂τ )ℓT 1G,α(λ) : λ ∈ Γε,λ0,ζ}
≤ C
(
M1 + σ0 + λ
−1
0
(
M3 + σ
− Nr−N
0 (M2M3)
r
r−N
))
,
for some admissible constants C and λ0. Thus (4.18) and (4.19) yield that
R
L
(
Yq(RN+ );Lq(R
N
+ )
N
){(τ∂τ )ℓλℓ′/2R22(λ) : λ ∈ Γε,λ0,ζ} ≤ Cσλ−1+ℓ′/20 (M1max{1,m}+M3),
R
L
(
Yq(RN+ );H
1
q (R
N
+ )
N
){(τ∂τ )ℓR22(λ) : λ ∈ Γε,λ0,ζ} ≤ Cσ(M1 + σ0)max{1,mλ−10 }
+ Cσλ−10
(
M3 + σ
− Nr−N
0 M
r
r−N
2 (M
r
r−N
3 +max{1,m})
)
.
Finally, combing the discussions on R21(λ) and R22(λ) yields that
(4.20) R
L
(
Yq(RN+ );Lq(R
N
+ )
N
){(τ∂τ )ℓλ1/2R2(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σλ−1/20 (m+M3)),
(4.21) R
L
(
Yq(RN+ );H
1
q (R
N
+ )
N
){(τ∂τ )ℓR2(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σ0)(1 + σ + σmλ−10 )
+ Cλ
−1/2
0 (σ + 1)
(
M3 + σ
− Nr−N
0 M
r
r−N
2 (M
r
r−N
3 +m)
)
.
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The study of R3(λ). By direct calculations, we have∣∣1− |AΦn0|−1∣∣ . |B−|, ∣∣∇|AΦn0|−1∣∣ . |∇B−|, ∣∣∇2|AΦn0|−1∣∣ . |∇B−|2 + |∇2B−|.
Thus (4.1) and r > N imply that
(4.22)
∥∥1− |AΦn0|−1∥∥L∞(RN ) .M1, ∥∥∇|AΦn0|−1∥∥Lr(RN ) .M2, ∥∥∇2|AΦn0|−1∥∥Lr(RN ) .M2M3.
For j, k = 1, . . . , N, we denote that
T 03 (λ)(Z+) = F3(w), T 13,j(λ)(Z+) = ∂jF3(w), T 23,jk(Z+) = ∂k∂jF3(w).
Then (4.22), Lemma 2.6 and Theorem 3.1 immediately yield that
R
L
(
Yq(RN+ );Lq(R
N
+ )
N
){(τ∂τ )ℓT 03 (λ) : λ ∈ Γε,λ0,ζ} ≤ Cλ−10 M1,
R
L
(
Yq(RN+ );Lq(R
N
+ )
N
){(τ∂τ )ℓT 13,j(λ) : λ ∈ Γε,λ0,ζ} ≤ C(λ−1/20 (M1 + σ0) + λ−10 σ− Nr−N0 M rr−N2 ),
R
L
(
Yq(RN+ );Lq(R
N
+ )
N
){(τ∂τ )ℓT 23,jk(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σ0 + λ−1/20 (σ0M3 + σ− Nr−N0 (M2M3) rr−N )),
for any 0 < σ0 < 1. Therefore we infer from Remark 2.2 and Theorem 3.1 that
(4.23) R
L
(
Yq(RN+ );H
2
q (R
N
+ )
){(τ∂τ )ℓR3(λ) : λ ∈ Γε,λ0,ζ} ≤ C(M1 + σ0 + λ−1/20 (M3 + σ− Nr−N0 (M2M3) rr−N )).
At last, we can easily conclude (4.9) by combining (4.17), (4.20), (4.21) and (4.23). This completes the proof
of (4.9).
4.3. Review of other model problems. To study the model problem in the general domain, let us review
some results in [4]. By the notations Φ, B and B− in the beginning of Section 4, we assume that Φ is a H
2
r
diffeomorphism for some N < r <∞, and there exist constants 0 < M1 < 1 ≤M2 <∞ such that
‖(B,B−)‖L∞(RN ) ≤M1, ‖∇(B,B−)‖Lr(RN ) ≤M2.
For Ω+ := Φ(R
N
+ ) and Γ+ := Φ(R
N
0 ), we consider the following model problem
(4.24)
{
λv − γ−11 Div S(v)− λ−1γ−11 ∇(γ3 div v) = f in Ω+,
v = 0 on Γ+,
where γ1 and γ3 satisfy the conditions in (4.3).
Theorem 4.2. Let 0 < ε < π/2, µ, ν, ζ0 > 0, 1 < q < ∞, N < r < ∞ and r ≥ q. Assume that Ω+ is given
as above and (4.3) is satisfied. Then for any f ∈ Lq(Ω+)N , there exist constants λ0, rb ≥ 1 and a family of
operators
A1(λ,Ω+) ∈ Hol
(
Γε,λ0,ζ ;L
(
Lq(Ω+)
N ;H2q (Ω+)
N
))
,
such that v := A1(λ,Ω+)f is a solution of (4.24). Moreover, we have
R
L
(
Lq(Ω+)N ;H
2−j
q (Ω+)N
)({(τ∂τ )ℓ(λj/2A1(λ,Ω+)) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for ℓ = 0, 1, j = 0, 1, 2, and τ := ℑλ. Above the constants λ0 and rb depend solely on ε, µ, ν, q, r, N, ζ0, ρ1,
ρ2, ρ3.
Next, let us consider the generalized system in the whole space RN ,
(4.25) λv − γ−11 Div S(v)− λ−1γ−11 ∇(γ3 div v) = f in RN .
For (4.25), we recall [4, Theorem 3.11] here.
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Theorem 4.3. Let 0 < ε < π/2, µ, ν, ζ0 > 0, 1 < q < ∞, N < r < ∞ and r ≥ q. Assume that γ1 and γ3
are uniformly continuous functions in RN and satisfy (4.3) by changing Ω+ to R
N . For any f ∈ Lq(RN )N ,
there exist constants λ0, rb ≥ 1 and a family of operators
A2(λ,RN ) ∈ Hol
(
Γε,λ0,ζ ;L
(
Lq(R
N )N ;H2q (R
N )N
))
,
such that v := A2(λ,RN )f is a solution of (4.25). Moreover, we have
R
L
(
Lq(RN )N ;H
2−j
q (RN )N
)({(τ∂τ )ℓ(λj/2A2(λ,RN )) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for ℓ = 0, 1, j = 0, 1, 2, and τ := ℑλ. Above the constants λ0 and rb depend solely on ε, µ, ν, q, r, N, ζ0, ρ1,
ρ2, ρ3.
5. Full model problem in the general domain
This section is dedicated to the study of (2.5). After the review of some auxiliary results, we will construct
the solutions for model problems by the localization procedure due to Section 4, and then establish the leading
part of the solution of (2.5). At last, we will see the remainder part from the parametrix is harmless in the
sense of R−boundedness.
5.1. Some auxiliary results. According to [3], let us list some properties for the uniformly smooth domain
Ω in the class W 3,2r .
Proposition 5.1. Let Ω is of type W 3,2r by Definition 1.1 for some N < r < ∞ and Bd(x) := {y ∈
RN : |x − y| < d} be the ball in RN with radius d > 0. Then there exist the constants 0 < d1, d2, d3 < 1,
0 < M1 < 1 ≤ min{M2,M3} <∞, at most countably many mappings Φij (i = 0, 1) of the class H3−ir (RN ;RN )
and points x0j ∈ Γ0, x1j ∈ Γ1, x2j ∈ Ω such that the following assertions hold:
(1) The mappings Φij : R
N → RN (i = 0, 1, j ∈ N) are H3−ir diffeomorphism.
(2) Denote Bij := Bdi(x
i
j) (i = 0, 1, 2, j ∈ N) for simplicity and we have
Ω =
⋃
i=0,1
( ⋃
j∈N
(
Φ
i
j(R
N
+ ) ∩Bij
))⋃( ⋃
j∈N
B2j
)
,
⋃
j∈N
B2j ⊂ Ω,
Φ
i
j(R
N
+ ) ∩Bij = Ω ∩Bij , Φij(RN0 ) ∩Bij = Γi ∩Bij , i = 0, 1, j ∈ N.
(3) There exist C∞ functions ζij , ζ˜
i
j (i = 0, 1, 2, j ∈ N) such that
0 ≤ ζij , ζ˜ij ≤ 1, supp ζij , supp ζ˜ij ⊂ Bij , ζ˜ijζij = ζij ,
‖(ζ0j , ζ˜0j )‖C3(RN ) +
∑
i=1,2
‖(ζij , ζ˜ij)‖C2(RN ) ≤ c0,∑
i=0,1,2
∑
j∈N
ζij = 1 on Ω,
∑
j∈N
ζ0j = 1 on Γ0,
∑
j∈N
ζ1j = 1 on Γ1.
Here the choice of c0 is dependent on N, r,M1,M2,M3, but independent on j.
(4) Denote Ψij := (Φ
i
j)
−1 for i = 0, 1 and j ∈ N. Then
∇ξ(Φij)⊤(ξ) = Aij + Bij(ξ), ∇x(Ψij)⊤|x=Φij(ξ) = A
i
j,− + B
i
j,−(ξ),
where Aij ,A
i
j,− are orthogonal constant matrices and B
i
j ,B
i
j,− satisfy
‖(Bij ,Bij,−)‖L∞(RN ) ≤M1, ‖∇(Bij ,Bij,−)‖Lr(RN ) ≤M2, ‖∇2(B0j ,B0j,−)‖Lr(RN ) ≤M3.
(5) There exists an integer L ≥ 2 such that any L + 1 distinct balls in {Bij, i = 0, 1, 2, j ∈ N} have an
empty intersection.
Let us give some useful comments on Proposition 5.1.
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• Thanks to (2.6), we assume that
(5.1)
∑
α=1,3
‖γα(·) − γα(xij)‖L∞(Ω∩Bij) ≤M1,
∑
α=1,3
‖∇γα‖Lr(Ω∩Bij) ≤M2,
up the choices of di and M2.
• On the other hand, by the last property of Proposition 5.1, we have
(5.2)
( ∑
i=0,1,2
∑
j∈N
‖f‖rLr(Ω∩Bij)
)1/r ≤ Cr,L‖f‖Lr(Ω)
for any f ∈ Lr(Ω) and 1 ≤ r <∞. In particular, we infer from (5.2) that
(5.3)
( ∑
i=0,1,2
∑
j∈N
‖F ‖q
Yq(Ω∩Bij)
)1/q ≤ Cq,L‖F ‖Yq(Ω),
for any F ∈ Yq(Ω) and 1 < q <∞.
For Ω given by Proposition 5.1, we adopt the notations
(5.4) Ωij := Φ
i
j(R
N
+ ), Γ
i
j := ∂Ω
i
j = Φ
i
j(R
N
0 ), Ω
2
j := R
N , ∀ i = 0, 1, j ∈ N,
and denote n0j for the unit normal vectors subject to Γ
0
j in what follows. Now we recall the following results
proved in [23, Section 9.5.1].
Proposition 5.2. Assume that Ω satisfies Proposition 5.1, 1 < q < ∞, i = 0, 1, 2, and n ∈ N0. For any
j ∈ N and i = 0, 1, 2, take ηij ∈ C∞0 (Bij) and {f ij : f ij ∈ Hnq (Ωij)}j∈N such that
‖ηij‖Cn(RN ) ≤ c1,
∥∥{‖f ij‖Hnq (Ωij)}j∈N∥∥ℓq(N) <∞,
with some constant c1 independent on i and j. Then the infinite sum f
i :=
∑
j∈N η
i
jf
i
j exists in H
n
q (Ω) for
any i = 0, 1, 2, fulfilling
‖f i‖Hnq (Ω) ≤ Cn,q,Lc1
∥∥‖f ij‖Hnq (Ωij)∥∥ℓq(N).
Let us end up this part with some comment on the unit normal vector nΓ0 to Γ0. We regard nΓ0 as its
natural extension to Ω through nΓ0 =
∑
j∈N ζ
0
jn
0
j . In addition, Proposition 5.1 yields that
(5.5) ‖n0j‖L∞(RN ) ≤ 1, ‖∇n0j‖Lr(RN ) ≤ CNM2, ‖∇n0j‖H1r (RN ) ≤ CNM2M3.
Thanks to Proposition 5.2, (5.2) and (5.5), it is not hard to see that
(5.6) ‖fnΓ0‖Hmq (Ω) ≤ CN,q,Lc0M2M3‖f‖Hmq (Ω), ∀ f ∈ Hmq (Ω),
with m = 0, 1, 2, and 1 < q ≤ r.
5.2. Localization. Recall the notations in (5.4) and set that
(5.7) γijα(x) :=
(
γα(x) − γα(xij)
)
ζ˜ij(x) + γα(x
i
j), ∀ x ∈ Ωij , α = 1, 3, i = 0, 1, 2.
Then it is not hard to see from (2.6), (5.1) and Proposition 5.1 that
0 < ρ1 ≤ γij1(x) ≤ ρ2, 0 < γij3(x) ≤ ρ3, ∀ x ∈ Ωij ,(5.8) ∑
α=1,3
‖γijα(·)− γijα(xij)‖L∞(Ωij) ≤M1,
∑
α=1,3
‖∇γα‖Lr(Ωij) ≤M2 + Cr,Nc0.
Then we consider the following model problems for any j ∈ N,
(5.9)

λv0j − (γ0j1)−1Div
(
S(v0j) + ζγ
0
j3 div v
0
jI
)
= ζ˜0j f in Ω
0
j ,(
S(v0j) + ζγ
0
j3 div v
0
jI
)
n0j + σ(m−∆Γ0j )h0j n0j = ζ˜0j g on Γ0j ,
λh0j − v0j · n0j = ζ˜0j k on Γ0j ,
(5.10)
{
λv1j − (γ1j1)−1Div
(
S(v1j ) + ζγ
1
j3 div v
1
jI
)
= ζ˜1j f in Ω
1
j ,
v1j = 0 on Γ
1
j ,
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(5.11) λv2j − (γ2j1)−1Div
(
S(v2j) + ζγ
2
j3 div v
2
jI
)
= ζ˜2j f in Ω
2
j .
Thanks to (5.8), Theorem 4.1, Theorem 4.2 and Theorem 4.3, there exist constants λ0, rb ≥ 1 and the families
of operators
A0(λ,Ω0j ) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω0j);H2q (Ω0j)N)),
H0(λ,Ω0j ) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω0j);H3q (Ω0j))),
Ai(λ,Ωij) ∈ Hol
(
Γε,λ0,ζ ;L
(
Lq(Ω
i
j)
N ;H2q (Ω
i
j)
N
))
(i = 1, 2),
such that
v0j := A0(λ,Ω0j )
(
ζ˜0j f , λ
1/2ζ˜0j g, ζ˜
0
j g, ζ˜
0
j k
)
,
h0j := H0(λ,Ω0j)
(
ζ˜0j f , λ
1/2ζ˜0j g, ζ˜
0
j g, ζ˜
0
j k
)
,
vij := Ai(λ,Ωij)ζ˜ijf (i = 1, 2),
satisfy (5.9), (5.10) and (5.11) respectively. Moreover, we have
R
L
(
Yq(Ω0j );H
2−k
q (Ω0j )
N
)({(τ∂τ )ℓ(λk/2A0(λ,Ω0j )) : λ ∈ Γε,λ0,ζ}) ≤ rb,
R
L
(
Yq(Ω0j );H
3−k′
q (Ω
0
j)
)({(τ∂τ )ℓ(λk′H0(λ,Ω0j )) : λ ∈ Γε,λ0,ζ}) ≤ rb,(5.12)
R
L
(
Lq(Ωij)
N ;H2−kq (Ωij)
N
)({(τ∂τ )ℓ(λk/2Ai(λ,Ωij)) : λ ∈ Γε,λ0,ζ}) ≤ rb,
for i = 1, 2, k = 0, 1, 2, k′, ℓ = 0, 1, τ := ℑλ and j ∈ N. The constants λ0 and rb depend solely on ε, σ, m, µ,
ν, ζ0, q, r, N, ρ1, ρ2, ρ3 and Ω. In particular, we have∑
k=0,1,2
‖λk/2v0j‖H2−kq (Ω0j ) +
∑
k′=0,1
‖λk′h0j‖H3−k′q (Ω0j ) ≤ 5rb(1 + 2c0)‖(f , λ
1/2g, g, k)‖Yq(Ω∩B0j ),∑
i=1,2
∑
k=0,1,2
‖λk/2vij‖H2−kq (Ωij) ≤ 6rb‖f‖Lq(Ω∩Bij), ∀j ∈ N,(5.13)
where we have used the fact that∥∥ζ˜ijF∥∥Yq(Ωij) ≤ (1 + 2c0)‖F ‖Yq(Ω∩Bij), for all F ∈ Yq(Ω) and i = 0, 1, 2.
5.3. Construction of a parametrix. Now we define Fλ(f , g, k) := (f , λ
1/2g, g, k)⊤ for any (f , g, k) ∈
Yq(Ω) and λ ∈ Γε,λ0,ζ , and then introduce
v = Ap(λ)Fλ(f , g, k) :=
∑
i∈{0,1,2}
∑
j∈N
ζijv
i
j
=
∑
j∈N
ζ0jA0(λ,Ω0j )
(
ζ˜0j f , λ
1/2ζ˜0j g, ζ˜
0
j g, ζ˜
0
j k
)
+
∑
i∈{1,2}
∑
j∈N
ζijAi(λ,Ωij)ζ˜ijf ,
h = Hp(λ)Fλ(f , g, k) :=
∑
j∈N
ζ0j h
0
j =
∑
j∈N
ζ0jH0(λ,Ω0j)
(
ζ˜0j f , λ
1/2ζ˜0j g, ζ˜
0
j g, ζ˜
0
j k
)
.
By Proposition 5.2, (5.3) and (5.13), we have v ∈ H2q (Ω)N and h ∈ H3q (Ω). Moreover, according to (5.7),
(5.9), (5.10) and (5.11), v and h satisfy
(5.14)

λv − γ−11 Div
(
S(v) + ζγ3 div vI
)
= f − V1(λ)Fλ(f , g, k) in Ω,(
S(v) + ζγ3 div vI
)
nΓ0 + σ(m−∆Γ0)hnΓ0 = g − V2(λ)Fλ(f , g, k) on Γ0,
λh− v · nΓ0 = k on Γ0,
v = 0 on Γ1,
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where the operators V1(λ) and V2(λ) are given by
V1(λ)Fλ(f , g, k) :=
∑
i∈{0,1,2}
∑
j∈N
(γij1)
−1
(
Div S(ζijv
i
j)− ζij Div S(vij)
+ ζ Div
(
γij3 div(ζ
i
jv
i
j)I
)− ζζij Div (γij3 div vijI)),
V2(λ)Fλ(f , g, k) :=−
∑
j∈N
(
S(ζ0j v
0
j)− ζ0j S(v0j ) + ζγ0j3
(
div(ζ0j v
0
j)− ζ0j div v0j
)
I
)
n0j
+
∑
j∈N
(
∆Γ0j (ζ
0
j h
0
j)− ζ0j∆Γ0jh
0
j
)
n0j .
By the definitions of Ap(λ) and Hp(λ), we can infer from Proposition 5.2, (5.12) and (5.3) that,
Ap(λ) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω);H2q (Ω)N)),
Hp(λ) ∈ Hol
(
Γε,λ0,ζ ;L
(Yq(Ω);H3q (Ω))).
In addition, there exists some constant C depending solely on q, L and c0 such that
R
L
(
Yq(Ω);H
2−k
q (Ω)N
)({(τ∂τ )ℓ(λk/2Ap(λ)) : λ ∈ Γε,λ0,ζ}) ≤ Crb,(5.15)
R
L
(
Yq(Ω);H
3−k′
q (Ω)
)({(τ∂τ )ℓ(λk′Hp(λ)) : λ ∈ Γε,λ0,ζ}) ≤ Crb,
for any ℓ, k′ = 0, 1, k = 0, 1, 2, and τ := ℑλ.
Here we just prove the estimates of Hp(λ) for instance. Take any N0 ∈ N, a = 1, . . . , N0, F a ∈ Yq(Ω), the
Rademacher functions ra. Then Proposition 5.2 gives us that∥∥∥ N0∑
a=1
ra(·)(τ∂τ )ℓ
(
λk
′
a Hp(λa)F a
)∥∥∥q
H3−k
′
q (Ω)
≤ C
∑
j∈N
∥∥∥ N0∑
a=1
ra(·)(τ∂τ )ℓ
(
λk
′
a H0(λa,Ω0j)(ζ˜0j F a)
)
,
∥∥∥q
H3−k
′
q (Ω0j )
for some constant C = C(q, L, c0). Combining above bound, (5.12), Minkowski inequalities and (5.3) yields
that ∥∥∥ N0∑
a=1
ra(·)(τ∂τ )ℓ
(
λk
′
a Hp(λa)F a
)∥∥∥
Lq([0,1];H
3−k′
q (Ω))
≤ Crb
(∑
j∈N
∥∥∥ N0∑
a=1
ra(·)F a
∥∥∥q
Lq([0,1];Yq(Ω∩B0j ))
)1/q
≤ Crb
∥∥∥ N0∑
a=1
ra(·)F a
∥∥∥
Lq([0,1];Yq(Ω))
.
This completes the study of Hp(λ).
Next we denote V(λ) := (V1(λ),V2(λ), 0)⊤ and claim
(5.16) RL(Yq(Ω))
{
(τ∂τ )
ℓFλV(λ) : λ ∈ Γε,λ0,ζ
} ≤ Crbλ−1/20 ,
whose proof is postponed to the next subsection. By choosing λ0 in (5.16) large enough, we have
(5.17) ‖FλV(λ)Fλ(f , g, k)‖Yq(Ω) ≤ 1/2‖Fλ(f , g, k)‖Yq(Ω), ∀ λ ∈ Γε,λ0,ζ .
(5.18) RL(Yq(Ω))
{
(τ∂τ )
ℓ
(
Id− FλV(λ)
)−1
: λ ∈ Γε,λ0,ζ
} ≤ 2.
Thanks to (5.17), Id− V(λ)Fλ is invertible on the space Yq,λ(Ω) (cf. Yq,λ(RN+ ) in Sect. 4). Let us set
v := Ap(λ)Fλ
(
Id− V(λ)Fλ
)−1
(f , g, k), h := Hp(λ)Fλ
(
Id− V(λ)Fλ
)−1
(f , g, k).
Then v and h satisfy (2.5). Note the fact that
Fλ
(
Id− V(λ)Fλ
)−1
=
∞∑
j=0
Fλ
(V(λ)Fλ)j = (Id− FλV(λ))−1Fλ.
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Then A0(λ,Ω) := Ap(λ)
(
Id− FλV(λ)
)−1
and H0(λ,Ω) := Hp(λ)
(
Id− FλV(λ)
)−1
are desired operators due
to (5.15) and (5.18).
5.4. Proof of (5.16). For any F = (F 1,F 2,F 3, F 4) ∈ Yq(Ω), denote that
S0j (λ)F := A0(λ,Ω0j)(ζ˜0j F ), T 0j (λ)F := H0(λ,Ω0j )(ζ˜0jF ), Sij(λ)F := Ai(λ,Ωij)(ζ˜ijF 1)
for i = 1, 2. Then we have
V1(λ)F =
∑
i=0,1,2
∑
j∈N
(γij1)
−1
(
S
(Sij(λ)F )+ ζγij3 div (Sij(λ)F )I)∇ζij
+
∑
i=0,1,2
∑
j∈N
(γij1)
−1Div
(
µ
(∇ζij ⊗ Sij(λ)F + Sij(λ)F ⊗∇ζij))
+
∑
i=0,1,2
∑
j∈N
(γij1)
−1Div
(
(ν − µ+ ζγij3)
(Sij(λ)F · ∇ζij)I),
V2(λ)F =−
∑
j∈N
µ
(∇ζ0j ⊗ S0j (λ)F + S0j (λ)F ⊗∇ζ0j )n0j
−
∑
j∈N
(ν − µ+ ζγ0j3)
(S0j (λ)F · ∇ζ0j )n0j
+
∑
j∈N
(
(∆˜Γ0j ζ
0
j )T 0j (λ)F + 2∇˜Γ0j ζ0j · ∇˜Γ0jT 0j (λ)F
)
n0j .
where ∇˜Γ0jf := ΠΓ0j∇f, ΠΓ0j := I− n0j ⊗ n0j and
∆˜Γ0j f := ∆f − tr(ΠΓ0j∇(n
0
j)
⊤)(n0j∇f)− (n0j )⊤(∇2f)n0j ,
for any smooth function f defined near Γ0j . In the formula of V2(λ), we have used the fact that
∇Γ0j f = ∇˜Γ0j f, ∆Γ0j f = ∆˜Γ0jf on Γ0j .
Furthermore, (5.5) immediately yields that∥∥∇˜Γ0j ζ0j ∥∥H1
∞
(RN )
+
∥∥∆˜Γ0j ζ0j ∥∥L∞(RN ) ≤ CNM2M3c0.(5.19)
Then thanks to Lemma 2.6, (5.12), (5.5), (5.19) and (5.3), it is not hard to see that for any 0 < σ0 < 1 and
ℓ, ℓ′ = 0, 1,
(5.20) RL(Yq(Ω);Lq(Ω)N )
{
(τ∂τ )
ℓV1(λ) : λ ∈ Γε,λ0,ζ
} ≤ Crb(λ−1/20 + σ−N/(r−N)0 λ−10 ),
(5.21) RL(Yq(Ω);Lq(Ω)N )
{
(τ∂τ )
ℓλℓ
′/2V2(λ) : λ ∈ Γε,λ0,ζ
} ≤ Crbλ−1+ℓ′/20 ,
(5.22) RL(Yq(Ω);H1q (Ω)N )
{
(τ∂τ )
ℓV2(λ) : λ ∈ Γε,λ0,ζ
} ≤ Crb(λ−1/20 + σ−N/(r−N)0 λ−10 ),
with some constant C depending on N, r, q, L, c0, µ, ν, ζ0, ρ1, ρ2, ρ3,M2,M3.
Here, for instance, we only consider
Vα2,stk(λ)F :=
∑
j∈N
(
δst − (n0j)s(n0j)t
)
∂α∂t(n
0
j)s(n
0
j)k(∂kζ
0
j )T 0j (λ)Fn0j ,
with α, s, t, k = 1, . . . , N, arising from the study of
∑
j∈N(∂α∆˜Γ0j ζ
0
j )T 0j (λ)Fn0j in (5.22). For any N0 ∈ N,
a = 1, . . . , N0, F a ∈ Yq(Ω) and the Rademacher functions ra, Proposition 5.2, Lemma 2.6 and (5.5) imply
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that ∥∥∥ N0∑
a=1
ra(·)(τ∂τ )ℓ
(Vα2,stk(λa)F a)∥∥∥
Lq(Ω)
≤ CN,q,r,Lc0
(∥∥∥ N0∑
a=1
ra(·)(τ∂τ )ℓ∇T 0j (λa)F a
∥∥∥
ℓq(N;Lq(Ω0j ))
+(σ−10 M2M3)
N/(r−N)
∥∥∥ N0∑
a=1
ra(·)(τ∂τ )ℓT 0j (λa)F a
∥∥∥
ℓq(N;Lq(Ω0j))
)
,
for any σ0 ∈]0, 1[. Thus we see from Minkowski’s inequalities, (5.12) and (5.3) that,∥∥∥ N0∑
a=1
ra(·)(τ∂τ )ℓ
(Vα2,stk(λa)F a)∥∥∥
Lq([0,1];Lq(Ω))
≤ Crbσ−N/(r−N)0 λ−10
∥∥∥ N0∑
a=1
ra(·)F a
∥∥∥
Lq([0,1];Yq(Ω))
,
for some constant C solely depending on N, r, q, L, c0,M2,M3.
Finally, put (5.20), (5.21) and (5.22) together and we can conclude (5.16) by choosing σ0 = 1/2.
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