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Abstract. We study several classes of indecomposable represen-
tations of quivers on infinite-dimensional Hilbert spaces and their
relation. Many examples are constructed using strongly irreducible
operators. Some problems in operator theory are rephrased in
terms of representations of quivers. We shall show two kinds of
constructions of quite non-trivial indecomposable Hilbert represen-
tations (H, f) of the Kronecker quiver such that End(H, f) = CI
which is called transitive. One is a perturbation of a weighted shift
operator by a rank-one operator. The other one is a modification
of an unbounded operator used by Harrison,Radjavi and Rosenthal
to provide a transitive lattice.
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1. Introduction
A bounded operator T on a Hilbert space H is said to be strongly
irreducible if T cannot be decomposed to a non-trivial (not neces-
sarily orthogonal) direct sum of two operators, that is, if there exist
no non-trivial invariant (closed) subspaces M and N of T such that
M ∩ N = 0 and M + N = H . A strongly irreducible operator is an
infinite-dimensional analog of a Jordan block. The notion of strongly
irreducible operator was introduced by F. Gilfeather in [Gi]. We refer
to good monographs [JW1] and [JW2] by Jiang and Wang on strongly
irreducible operators.
On the other hand Gabriel [Ga] introduced a finite-dimensional (lin-
ear) representations of quivers by attaching vector spaces and linear
maps for vertices and edges of quivers respectively. A finite-dimensional
indecomposable representation of a quiver is a direct graph generaliza-
tion of a Jordan block. We regard indecomposable representation of
a quiver on a Hilbert space as an infinite-dimensional generalization
of both a Jordan block and a finite-dimensional indecomposable rep-
resentation of a quiver. We study several classes of indecomposable
representations of quivers on infinite-dimensional Hilbert spaces and
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their relation. Many examples of indecomposable representations of
quivers are constructed using strongly irreducible operators. Moreover
some problems in operator theory are rephrased in terms of represen-
tations of quivers.
Remember that we studied the relative positions of subspaces in a
separable infinite-dimensional Hilbert space in [EW1] after Nazarova
[Na1], Gelfand and Ponomarev [GP]. We shall describe a close rela-
tion between the relative positions of subspaces in Hilbert spaces and
Hilbert representations of quivers in the final section.
In our paper we only need the beginning of the theory of repre-
sentations of quivers on finite-dimensional vector space, for example,
see Bernstein-Gelfand-Ponomarev [BGP], Donovan-Freislish [DF], V.
Dlab-Ringel [DR], Gabriel-Roiter [GR], Kac [Ka], Nazarova [Na2] . . . .
We should remark that locally scalar representations of quivers in
the category of Hilbert spaces were introduced by Kruglyak and Roiter
[KRo]. They associate operators and their adjoint operators with ar-
rows and classify them up to the unitary equivalence. They proved an
analog of Gabriel’s theorem. Their study is connected with representa-
tions of *-algebras generated by linearly related orthogonal projections ,
see for example, S. Kruglyak, V. Rabanovich and Y. Samoilenko [KRS]
and Y. P. Moskaleva and Y. S. Samoilenko [MS].
In [EW3], we constructed an indecomposable infinite-dimensional
Hilbert representation for any quiver whose underlying undirected graph
is one of extended Dynkin diagrams A˜n (n ≥ 0), D˜n (n ≥ 4), E˜6,E˜7
and E˜8, using the unilateral shift S. If we replace the unilateral shift
S there by any strongly irreducible operator, then the corresponding
Hilbert representation is still indecomposable by the same calculation.
This fact also suggests us to use strong irreducible operators to con-
struct indecomposable Hilbert representations of quivers.
We recall infinite-dimensional representations in purely algebraic set-
ting. In [Au] Auslander found that if a finite- dimensional algebra is
not of finite representation type, then there exist indecomposable mod-
ules which are not of finite length. Ringel [Ri1] developed a general
theory of infinite-dimensional representations of tame, hereditary alge-
bra. There exist many works after them and they form an active area
of research in representation theory of algebras.
In our paper we study infinite-dimensional Hilbert (space) represen-
tations of quivers using operator theory. We note that there exist subtle
difference among purely algebraic infinite-dimensional representations
of quivers, infinite-dimensional Banach (space) representations of quiv-
ers and infinite-dimensional Hilbert (space) representations of quivers.
We also note that the analytic aspect of Hardy space is quite important
in our setting. For example, if the endomorphism algebra of a Hilbert
representation of a quiver is isomorphic to the Hardy algebra H∞(T),
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then the representation is indecomposable, because the the Hardy al-
gebra H∞(T) has no non-trivial idempotents by the F. and M. Riesz
Theorem. This is indeed the case of the Hilbert representation corre-
sponding to the unilateral shift operator. In this way we believe that
the analytic operator algebra theory will come in here.
We shall show two kinds of constructions of quite non-trivial inde-
composable Hilbert representation (H, f) of the Kronecker quiver such
that End(H, f) = CI which is called transitive. One is a perturbation
of a weighted shift operator by a rank-one operator. This is an analogue
of a construction of indecomposable representations using linear func-
tionals on the space K(x) of rational functions over an algebraically
closed field K studied in representation theory of algebras, for exam-
ple, see Ringel [Ri2], Fixmann [Fi], Okoh [Ok] and Dean- Zorzitto [DZ].
We replace the rational function field K(x) by Hardy spaces H∞(T) or
H2(T) properly in our setting . We have an analogy of ring extension
between (C[x] ⊂ C(x)) and (C[x] ⊂ H∞(T)) in mind. Our analogy is
supported by an important fact that both the rational function field
C(x) and the Hardy algebra H∞(T) have no non-trivial idempotents.
But we warn the readers of subtle differences among them.
The other construction of transitive representations of the Kronecker
quiver is given by a modification of an unbounded operator used by
Harrison,Radjavi and Rosenthal [HRR] to provide a transitive lattice.
2. Hilbert representations of quivers
A quiver Γ = (V,E, s, r) is a quadruple consisting of the set V of
vertices, the set E of arrows, and two maps s, r : E → V , which
associate with each arrow α ∈ E its support s(α) and range r(α). We
sometimes denote by α : x→ y an arrow with x = s(α) and y = r(α).
Thus a quiver is just a directed graph. We denote by |Γ| the underlying
undirected graph of a quiver Γ. A quiver Γ is said to be connected if
|Γ| is a connected graph. A quiver Γ is said to be finite if both V and E
are finite sets. A path of length m is a finite sequence α = (α1, . . . , αm)
of arrows such that r(αk) = s(αk+1) for k = 1, . . . , m − 1. Its support
is s(α) = s(α1) and its range is r(α) = r(αm). A path of length m ≥ 1
is called a cycle if its support and range coincide. A cycle of length
one is called a loop. A quiver is called acyclic if it contains no cycles.
Definition. Let Γ = (V,E, s, r) be a finite quiver. We say that (H, f)
is a Hilbert representation of Γ if H = (Hv)v∈V is a family of Hilbert
spaces and f = (fα)α∈E is a family of bounded linear operators such
that fα : Hs(α) → Hr(α) for α ∈ E.
Definition. Let Γ = (V,E, s, r) be a finite quiver. Let (H, f) and
(K, g) be Hilbert representations of Γ. A homomorphism T : (H, f)→
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(K, g) is a family T = (Tv)v∈V of bounded operators Tv : Hv → Kv
satisfying, for any arrow α ∈ E
Tr(α)fα = gαTs(α).
The composition T ◦ S of homomorphisms T and S is defined by the
composition of operators: (T ◦ S)v = TvSv for v ∈ V . Thus we have
obtained a category HRep(Γ) of Hilbert representations of Γ
We denote by Hom((H, f), (K, g)) the set of homomorphisms T :
(H, f)→ (K, g). We denote by End(H, f) := Hom((H, f), (H, f)) the
set of endomorphisms. Then we can regard End(H, f) as a subalgebra
of ⊕v∈VB(Hv).
In the paper we carefully distinguish the following two classes of
operators. A bounded operator A on a Hilbert space is called an idem-
potent if A2 = A and A is said to be a projection if A2 = A = A∗. We
denote by
Idem(H, f) := {T ∈ End(H, f) | T 2 = T}
= {T = (Tv)v∈V ∈ End(H, f) | T
2
v = Tv (for any v ∈ V )}
the set of idempotents of End(H, f). Let 0 = (0v)v∈V be a family of
zero operators 0v and I = (Iv)v∈V be a family of identity operators Iv.
The both endomorphisms 0 and I are in Idem(H, f).
Let Γ = (V,E, s, r) be a finite quiver and (H, f), (K, g) be Hilbert
representations of Γ. We say that (H, f) and (K, g) are isomorphic,
denoted by (H, f) ∼= (K, g), if there exists an isomorphism ϕ : (H, f)→
(K, g), that is, there exists a family ϕ = (ϕv)v∈V of bounded invertible
operators ϕv ∈ B(Hv, Kv) such that, for any arrow α ∈ E,
ϕr(α)fα = gαϕs(α).
Hilbert representations (H, f) and (K, g) of Γ are said to be relatively
prime if Hom((H, f), (K, g)) = 0 and Hom((K, g), (H, f)) = 0. If two
non-zero Hilbert representations (H, f) and (K, g) are relatively prime,
then they are not isomorphic.
We say that (H, f) is a finite-dimensional representation if Hv is
finite-dimensional for all v ∈ V . And (H, f) is an infinite-dimensional
representation if Hv is infinite-dimensional for some v ∈ V .
We shall recall a notion of indecomposable representation in [EW3],
that is, a representation which cannot be decomposed into a direct sum
of smaller representations anymore.
Definition.(Direct sum) Let Γ = (V,E, s, r) be a finite quiver. Let
(K, g) and (K ′, g′) be Hilbert representations of Γ. Define the direct
sum (H, f) = (K, g)⊕ (K ′, g′) by
Hv = Kv ⊕K
′
v ( for v ∈ V ) and fα = gα ⊕ g
′
α ( for α ∈ E).
We say that a Hilbert representation (H, f) is zero, denoted by
(H, f) = 0, if Hv = 0 for any v ∈ V .
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Definition.(Indecomposable representation) A Hilbert representation
(H, f) of Γ is called decomposable if (H, f) is isomorphic to a direct sum
of two non-zero Hilbert representations. A non-zero Hilbert represen-
tation (H, f) of Γ is said to be indecomposable if it is not decomposable,
that is, if (H, f) ∼= (K, g)⊕ (K ′, g′) then (K, g) ∼= 0 or (K ′, g′) ∼= 0.
The following proposition is used frequently to show the indecom-
posability in concrete examples.
Proposition 2.1. ([EW3, Proposition 3.1.]) Let (H, f)be a Hilbert
representation of a quiver Γ. Then the following conditions are equiv-
alent:
(1) (H, f) is indecomposable.
(2) Idem(H, f) = {0, I}.
Remark. (H, f) is decomposable if and only if there exist families
K = (Kx)x∈V and K
′ = (K ′x)x∈V of closed subspaces Kx and K
′
x of Hx
with Kx∩K
′
x = 0 and Kx+K
′
x = Hx satisfying K and K
′ are non-zero
such that fαKx ⊂ Ky and fαK
′
x ⊂ K
′
y for any arrow α : x→ y.
The indecomposability of Hilbert representations of a quiver is an
isomorphic invariant, but it is not a unitarily equivalent invariant.
Therefore we cannot replace the set Idem(H, f) of idempotents of en-
domorphisms by the subset of idempotents of endomorphisms which
are consists of projections to show the indecomposability.
Example 1. Let H0 = C
2. Fix an angle θ with 0 < θ < π/2. Consider
one-dimensional subspaces H1 = C(1, 0) and H2 = C(cos θ, sin θ) of H0
spanned by vectors (1, 0) and (cos θ, sin θ) inH0. Consider the following
quiver Γ :
◦1
α1−→ ◦0
α2←− ◦2
Define a Hilbert representation (H, f) of Γ by H = (Hi)i=0,1,2 and
canonical inclusion maps fi = fαi : Hi → H0 for i = 1, 2. Then the
Hilbert representation (H, f) is decomposable. But if an idempotent
P = (Pv)v∈V ∈ End(H, f) satisfies that Pv is a projection for any
v ∈ V , then P = 0 or P = I. In fact, since H0 = H1 + H2 and
H1 ∩H2 = 0, for any x ∈ H0, there exist unique x1 ∈ H1 and x2 ∈ H2
such that x = x1 + x2. There exists an idempotent T0 : H0 → H0
such that T0x = x1. Put T1 = id : H1 → H1 and T2 = 0 : H2 → H2.
Then T = (Ti)i=0,1,2 is an idempotent in End(H, f) such that T 6= 0
and T 6= I. Hence (H, f) is decomposable. But take any idempotent
P = (Pv)v∈V ∈ End(H, f) such that Pv is a projection for any v ∈ V .
Then P0H1 ⊂ H1 and P0H2 ⊂ H2. Let Ei be the projection of H0
onto Hi for i = 1, 2. Since P0 is self adjoint, P0 commutes with E1 and
E2. Since the C
∗-algebra generated by E1 and E2 is B(H0) = M2(C)
and P0 is a projection, P0 = 0 or P0 = I. If P0 = 0, then P1 = 0 and
P2 = 0. Similarly if P0 = I, then P1 = I and P2 = I. Hence P = 0
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or P = I. We remark that the system (H0;H1, H2) of two subspaces is
isomorphic to
(C2;C⊕ 0, 0⊕ C) ∼= (C;C, 0)⊕ (C; 0,C).
Hence the relative position of two subspaces (H0;H1, H2) is decompos-
able. See [EW3, Remark after Proposition 3.1.].
Definition. A non-zero Hilbert representation (H, f) of a quiver Γ is
called irreducible if P = (Pv)v∈V ∈ End(H, f) is an idempotent and
Pv is a projection for any v ∈ V , then P = 0 or P = I. A non-
zero Hilbert representation (H, f) is not irreducible if and only if there
exist families K = (Kx)x∈V and K
′ = (K ′x)x∈V of closed subspaces
Kx and K
′
x of Hx with Kx ⊥ K
′
x and Kx + K
′
x = Hx satisfying K
and K ′ are non-zero such that fαKx ⊂ Ky and fαK
′
x ⊂ K
′
y for any
arrow α : x → y. For example, the Hilbert representation (H, f) in
Example 1 above is irreducible but is not indecomposable. We should
be careful that irreducibility is a unitarily invariant notion and not a
isomorphically invariant notion.
We recall the following elementary but fundamental relation between
Hilbert representation theory of quivers and single operator theory:
Theorem 2.2 ([EW3]). Let L1 be one-loop quiver, so that L1 has one
vertex 1 and one arrow α : 1 → 1. The underlying undirected graph
is an extended Dynkin diagram A˜0. For a bounded operator A on a
Hilbert space H, consider a Hilbert representation (HA, fA) of L1 such
that HA1 = H and f
A
α = A. Then the Hilbert representation (H
A, fA)
is indecomposable if and only if A is strongly irreducible. The endo-
morphism ring End(H, f) can be identified with the commutant {A}′.
Moreover two bounded operators A and B are similar if and only if the
corresponding Hilbert representations (HA, fA) and (HB, fB)are iso-
morphic.
Therefore it is fruitful to regard the study of indecomposable Hilbert
representations of general quivers as a generalization of the study of
strongly irreducible operators.
Example 2. Consider one-loop quiver L1 as above. Let H = ℓ
2(N)
and S ∈ B(H) the unilateral shift. Then (HS, fS) is indecomposable.
Definition. Let Γ = (V,E, s, r) be a finite quiver and (H, f) a Hilbert
representation of Γ. A Hilbert representation (K, g) of Γ is called a
subrepresentation of (H, f) if for any vertex v ∈ V , Kv is a (closed)
subspace of Hv and for any edge α ∈ E, gα = fα|Ks(α). In particular
we have fα(Ks(α)) ⊂ Kr(α).
Definition. A non-zero Hilbert representation (H, f) of a quiver Γ is
called simple if (H, f) has only trivial subrepresentations 0 and (H, f).
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A Hilbert representation (H, f) of Γ is called canonically simple if
there exists a vertex v0 ∈ V such that Hv0 = C, Hv = 0 for any other
vertex v 6= v0 and fα = 0 for any α ∈ E. It is clear that if a Hilbert
representation (H, f) of Γ is canonically simple, then (H, f) is simple.
It is trivial that if a Hilbert representation (H, f) of Γ is simple, then
(H, f) is indecomposable.
We can rephrase the invariant subspace problem in terms of simple
representations of a one-loop quiver. Let L1 be one-loop quiver, so
that L1 has one vertex 1 and one arrow α : 1 → 1. Any bounded op-
erator A on a non-zero Hilbert space H gives a Hilbert representation
(HA, fA) of L1 such that H
A
1 = H and f
A
α = A. Then the operator
A has only trivial invariant subspaces if and only if the Hilbert repre-
sentation (HA, fA) of L1 is simple. If H is one-dimensional and A is a
non-zero scalar operator, then the Hilbert representation (HA, fA) of
L1 is simple but is not canonically simple. If H is finite-dimensional
with dimH ≥ 2, then the Hilbert representation (HA, fA) of L1 is
not simple, because any operator A on H has a non-trivial invariant
subspace. If H is countably infinite-dimensional, then we do not know
whether the Hilbert representation (HA, fA) of L1 is not simple. In fact
this is the invariant subspace problem, that is, the question whether
any operator A on H has a non-trivial (closed) invariant subspace.
Definition. A Hilbert representation (H, f) of a quiver Γ is called
transitive if End(H, f) = CI. It is clear that if a Hilbert representation
(H, f) is canonically simple, then (H, f) is transitive. If a Hilbert
representation (H, f) of Γ is transitive , then (H, f) is indecomposable.
In fact, since End(H, f) = CI, any idempotent endomorphism T is 0
or I. In purely algebraic setting, a representation of a quiver is called
a brick if its endomorphism ring is a division ring. But for a Hilbert
representation (H, f) of a quiver, End(H, f) is a Banach algebra and
not isomorphic to its purely algebraic endomorphism ring in general,
because we only consider bounded endomorphisms. By Gelfand-Mazur
theorem, any Banach algebra over C which is a division ring must
be isomorphic to C. Therefore the reader may use ”brick” instead of
”transitive Hilbert representation” if he does not confuse the difference
between purely algebraic endomorphism ring and End(H, f).
Remark. A lattice L of subspaces of a Hilbert space H containing 0
and H is called a transitive lattice if
{A ∈ B(H) | AM ⊂M for any M ∈ L} = CI.
See, for example, Radjavi-Rosenthal [RR, 4.7.].
Let L = {0,M1,M2, . . . ,Mn, H} be a finite lattice. Consider a n
subspace quiver Rn = (V,E, s, r), that is, V = {1, 2, . . . , n, n + 1}
and E = {αk | k = 1, . . . , n} with s(αk) = k and r(αk) = n + 1 for
k = 1, . . . , n. Then there exists a Hilbert representation (K, f) of Rn
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such that Kk = Mk, Kn+1 = H and fαk : Mk → H is an inclusion
for k = 1, . . . , n. Then the lattice L is transitive if and only if the
corresponding Hilbert representation (H, f) is transitive. This fact
guarantees the terminology ”transitive” in the above.
Example 3. Let L2 be 2-loop, that is, L2 is a quiver with one vertex
{v} and two loops {α, β}. Let S be the unilateral shift on ℓ2(N). Define
a Hilbert representation (H, f) of L2 by Hv = ℓ
2(N) and fα = S, fβ =
S∗. Then (H, f) is simple and transitive but (H, f) is not canonically
simple. In fact, since End(H, f) is given by the commutant {S, S∗}′ and
{S, S∗}′ = CI, (H, f) is transitive. Any subrepresentation of (H, f) is
given by the common invariant subspaces of S and S∗, which is 0 or
ℓ2(N). Hence any subrepresentation of (H, f) is 0 or (H, f).
S S∗
H
Example 4. Let K3 = (V,E, s, r) be a 3-Kronecker quiver, so that
V = {1, 2}, E = {α1, α2, α3} and s(αi) = 1, r(αi) = 2 for i = 1, 2, 3.
Let S be the unilateral shift on ℓ2(N). Define a Hilbert representation
(H, f) by H1 = H2 = ℓ
2(N) and f1 = S, f2 = S
∗, f3 = I. Then the
Hilbert representation (H, f) is simple but not canonically simple.
Example 5. A bounded operatorA on a Hilbert space H is called
unicellular if the lattice of invariant subspaces of A is totally ordered.
See [RR] for unicellular operators. For example, the unilateral shift S
is unicellular. Any non-zero unicellular operator is strongly irreducible.
Let L1 be one-loop quiver, so that L1 has one vertex 1 and one arrow
α : 1→ 1. Consider a Hilbert representation (HA, fA) of L1 such that
HA1 = H and f
A
α = A. If A is unicellular, then Hilbert representation
(HA, fA) of L1 is indecomposable. Let L2 be 2-loop, that is, L2 is
a quiver with one vertex {v} and two loops {α, β}. Define a Hilbert
representation (H, f) of L2 by Hv = H and fα = A, fβ = A
∗. If A is a
unicellular operator, then (H, f) is simple. In fact any subrepresenta-
tion (K, g) is given by a common invariant subspace M of A and A∗.
Then M and M⊥ is an invariant subspace of A. Since A is unicellular,
M = 0 or M = H .
We summarize relations among several classes of Hilbert representa-
tions of quivers.
canonically simple simple
transitive indecomposable (irreducible)
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Example 6. Consider 2-loop quiver L2, that is, L2 is a quiver with
one vertex {v} and two loops {α, β}. Define Hv = C
2 and
fα = A :=
(
1 0
0 0
)
, fβ = B :=
(
0 1
0 0
)
.
Then the Hilbert representation (H, f) is transitive but is not simple.
Since
End(H, f) = {T ∈ M2(C) | TA = AT and TB = BT} = CI,
(H, f) is transitive. DefineKv = C⊕0 and gα = idKv and gβ = 0. Then
(K, g) is a subrepresentation such that (K, g) 6= 0 and (K, g) 6= (H, f).
Therefore (H, f) is not simple.
Example 7. Consider 2-loop quiver L2, that is, L2 is a quiver with
one vertex {v} and two loops {α, β}. Define Hv = C
2 and
fα = A :=
(
1 0
0 0
)
, fβ = C :=
(
1 1
1 1
)
.
Then the Hilbert representation (H, f) is transitive and simple. In fact
since
End(H, f) = {T ∈M2(C) | TA = AT and TC = CT} = CI,
(H, f) is transitive. Let (K, g) be subrepresentation of (H, f). Since
Kv is a common invariant subspace for A and C, Kv is 0 or Hv = C
2.
Hence (K, g) = 0 or (K, g) = (H, f). Thus (H, v) is simple.
We collect some elementary facts:
Proposition 2.3. Let (H, f) be a finite-dimensional Hilbert represen-
tation of a quiver Γ. If (H, f) is simple, then (H, f) is transitive.
Proof. Assume that (H, f) is not transitive. Then the following two
cases occur:
(A) There exists a vertex u ∈ V and an endomorphism T ∈ End(H, f)
such that Tu /∈ CIu .
(B) There exist vertices v1 6= v2 and scalars λ1 6= λ2 such that Tv1 =
λ1Iv1 , Tv2 = λ2Iv2 with Hv1 6= 0 and Hv2 6= 0.
In either case we shall show that there exists a non-trivial subrepresen-
tation.
The case (A): There exists a scalar λ such that the eigenspace 0 6=
Ker(Tu−λI) 6= Hu. For any vertex v define Kv = Ker(Tv−λI) . Then
fα(Ks(α)) ⊂ (Kr(α)), for any edge α ∈ E. In fact, for x ∈ Ks(α),
Tr(α)fαx = fαTs(α)x = fαλx = λfαx.
Let gα be the restriction of fα to Ks(α). Then (K, g) is a non-trivial
subrepresentation of (H, f).
The case (B): Define a subrepresentation (K, g) by Kv = Ker(Tv−λ1I)
and gα = fα|Ks(α). Since Kv1 = Hv1 and Kv2 = 0. (K, g) is a non-trivial
subrepresentation of (H, f). 
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Proposition 2.4. Let Γ be a finite quiver with no oriented cycles and
(H, f) a non-zero Hilbert representation of Γ. Then (H, f) is simple if
and only if (H, f) is canonically simple.
Proof. It is trivial that if (H, f) is canonically simple, then it is simple.
Conversely assume that (H, f) is simple. Since Γ is a quiver with no
oriented cycles, there is a sink v0 in V . First consider the case that
Hv0 6= 0. Choose a non-zero vector x ∈ Hv0 . Define a representation
(K, g) of Γ by Kv = Cx if v = v0 and Kv = 0 if v 6= v0. Put gα = 0 for
any α ∈ E. Since v0 is a sink, (K, g) is a non-zero subrepresentation
of (H, f). Since (H, f) is simple, (H, f) = (K, g) . This means that
(H, f) is canonically simple. Next consider the general case. Since Γ
is a finite quiver with no oriented cycles, there exists a vertex v1 in V
such that Hv1 6= 0 and fα = 0 for any edge α ∈ E with s(α) = v1.
Choose a non-zero vector y ∈ Hv1 . Define a representation (L, h) of Γ
by Lv = Cy if v = v1 and Lv = 0 if v 6= v1. Put hα = 0 for any α ∈ E.
Then (L, h) is a non-zero subrepresentation of (H, f). Since (H, f) is
simple, (H, f) = (L, h) . Therefore (H, f) is canonically simple. 
Proposition 2.5. Let L2 be 2-loop, that is, L2 is a quiver with one
vertex {v} and two loops {α, β}. Let T be a bounded operator on an
infinite dimensional Hilbert space H. Let (H, f) be an infinite dimen-
sional representation of Γ such that Hv = H and fα = T, fβ = T
∗.
Then the following conditions are equivalent:
(1) (H, f) is transitive .
(2) (H, f) is simple.
(3) T is irreducible, that is, the commutant {T, T ∗}′ = C.
Proof. Note that End(H, f) = {A ∈ B(H) | AT = TA, AT ∗ = T ∗A}.
Any subrepresentation is given by a subspace M of H such that TM ⊂
M and T ∗M ⊂ M . Let P be the projection of H onto M . Then
this means that P commutes with T and T ∗. Therefore these three
condition (1), (2) and (3) are equivalent. 
3. Hilbert representations of the Kronecker quiver
The Kronecker quiver K is a quiver with two vertices {1, 2} and two
paralleled arrows {α, β}:
K : 1
α
−→
−→
β
2
A Hilbert representation (H, f) of the Kronecker quiver is given by two
Hilbert spaces H1, H2 and two bounded operators fα, fβ : H1 → H2.
The finite-dimensional indecomposable representations of the Kro-
necker quiver K was partially classified by Weierstrass and completed
by Kronecker. Any finite-dimensional indecomposable representation
is one of the following up to isomorphism:
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(1) H1 = C
n, H2 = C
n, fα = λIn+Jn, (Jordan block) , λ ∈ C, fβ =
In, n ≥ 1.
(2) H1 = C
n, H2 = C
n, fα = In, fβ = λIn+Jn, (Jordan block) , λ ∈
C, n ≥ 1.
(3) H1 = C
n+1, H2 = C
n, fα = [In, 0], fβ = [0, In], n ≥ 0.
(4) H1 = C
n, H2 = C
n+1, fα =
[
In
0
]
, fβ =
[
0
In
]
, n ≥ 0.
Moreover the case (2) is reduced to (1) if λ 6= 0. Among these cases,
any representation (H, f) in (3),(4), n=1 of (1) or n = 1 of (2) is
transitive and End(H, f) = CI. Therefore it is interesting to find an
infinite-dimensional indecomposable Hilbert representation (H, f) of
the Kronecker quiver K and one with End(H, f) = CI.
Example 8 Let K be the Kronecker quiver. Let S be the unilateral
shift on ℓ2(N). Define a Hilbert representation (H, f) of K by H1 =
H2 = ℓ
2(N) and fα = I, fβ = λI + S, λ ∈ C. Then the Hilbert
representation (H, f) of K is indecomposable and is not transitive.
Similarly, define a Hilbert representation (L, g) of K by L1 = L2 =
ℓ2(N) and gα = I, gβ = λI+S
∗, λ ∈ C. Then the Hilbert representation
(L, g) of K is indecomposable and is not transitive. These are infinite-
dimensional analog of the case (1) and (2) of the finite-dimensional
indecomposable representation of K.
We can replace the unilateral shift by a strongly irreducible operators
in general. The following proposition shows that strongly irreducible
operators are important to study Hilbert representations of quivers.
Proposition 3.1. Let K be the Kronecker quiver. Let A be a bounded
operator on a Hilbert space H. Let (H, f) be a Hilbert representation
defined by one of the following forms:
(1) H1 = H, H2 = H, fα = A, fβ = I.
(2) H1 = H, H2 = H, fα = I, fβ = A. ,
If A is strongly irreducible, then the Hilbert representation (H, f) of
the Kronecker quiver K is indecomposable. The representation (H, f)
is not transitive unless dimH = 1. Conversely if the Hilbert represen-
tation (H, f) is indecomposable, then the operator A is strongly irre-
ducible.
Proof. Assume that A is strongly irreducible. Let T = (T1, T2) be in
Idem(H, f). Then T2I = IT1 and T2A = AT1 in either case. Thus
T1A = AT1 and T1 is an idempotent. Since A is strongly irreducible,
T1 = 0 or T1 = I. Hence T = 0 or T = I, because T1 = T2. Therefore
(H, f) is indecomposable. Furthermore suppose that dimH 6= 1. Since
A is strongly irreducible, A is not a scalar operator. Then (A,A) is
in End(H, f) and is not a scalar. Therefore (H, f) is not transitive.
Conversely, assume that (H, f) is indecomposable. Let Q ∈ H be an
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idempotent operator such that QA = AQ. Then T = (Q,Q) is in
End(H, f). Since (H, f) is indecomposable, Q = 0 or Q = I. Hence A
is strongly irreducible.

Lemma 3.2. Let K be the Kronecker quiver. Let A and B be bounded
operators on a Hilbert space H. Let (H, f) be a Hilbert representation
defined by H1 = H, H2 = H, fα = A and fβ = B. If A is invertible,
then there exists a bounded operator C on H, such that (H, f) is iso-
morphic to a Hilbert representation (L, g) with L1 = H, L2 = H, gα = I
and gβ = C. Conversely if (H, f) is isomorphic to a Hilbert represen-
tation (L, g) with gα = I and gβ = C, then A is invertible.
Proof. Put C = A−1B. Then T = (T1, T2) := (A, I) gives a desired
isomorphism of (H, f) onto (L, g). The converse is clear. 
Proposition 3.3. Let K be the Kronecker quiver. Let A and B be
bounded operators on a Hilbert space H. Let (H, f) be a Hilbert repre-
sentation defined by H1 = H, H2 = H, fα = A and fβ = B. If xA+yB
is invertible for some scalars x and y 6= 0, then there exists a bounded
operator T on H, scalars λ0 6= 0 and λ1 such that (H, f) is isomorphic
to a Hilbert representation (L, g) with L1 = H, L2 = H, gα = T and
gβ = λ0I + λ1T .
Proof. Put T = (xA + yB)−1A. Then
(xA+ yB)−1B = (xA + yB)−1(
1
y
(xA + yB)−
x
y
A) =
1
y
I −
x
y
T.
Therefore T = (T1, T2) := (I, (xA+yB)
−1) gives a desired isomorphism
of (H, f) onto (L, g). 
We shall show that strongly irreducible operators are useful to con-
struct indecomposable Hilbert representations of n-Kronecker quivers.
Theorem 3.4. Let Kn+1 be the (n+1)-Kronecker quiver, that is, Kn+1
is a quiver with two vertex {1, 2} and n+1 edges {α0, . . . , αn} such that
s(αk) = 1 and r(αk) = 2 for k = 0, . . . , n. Let T be a bounded operator
on a Hilbert space H. Define a Hilbert representation (M, f) = (MT , fT )
of Kn+1 by M1 = M2 = H and fα0 =
∑n
k=0 λkT
k for some scalars
λ0 6= 0, λ1, . . . , λn and fαk = T
k for k = 1, . . . , n. Then the Hilbert
representation (M, f) is indecomposable if and only if T is strongly ir-
reducible. Moreover let S be another bounded operator. Then the corre-
sponding Hilbert representations (MT , fT ) and (MS, fS) are isomorphic
if and only if T and S are similar.
Proof. We shall show that
End(M, f) = {(A,A) ∈ B(H)2 | AT = TA}
In fact, let (A,B) ∈ B(H)2 be in End(M, f). Then BT k = T kA for
k = 1, . . . , n and B(
∑n
k=0 λkT
k) = (
∑n
k=0 λkT
k)A. Hence λ0A = λ0B.
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Since λ0 6= 0, we have A = B. Then AT = TA. The converse is clear.
Therefore
Idem(M, f) = {(A,A) ∈ B(H)2 | AT = TA, A2 = A} = {0, I}
if and only if T is strongly irreducible. The latter half of the statement
is similarly proved. 
Theorem 3.5. Let K be the Kronecker quiver. Then there exist infin-
itely many infinite-dimensional indecomposable Hilbert representations
of K which are relatively prime each other.
Proof. Let S be the unilateral shift on ℓ2(N). For each λ ∈ C define an
indecomposable Hilbert representation (Hλ, fλ) of K by Hλ1 = H
λ
2 =
ℓ2(N) and fλα = I, f
λ
β = λI + S. For λ, µ ∈ C, if |λ− µ| > 2, then we
shall show that (Hλ, fλ) and (Hµ, fµ) are relatively prime each other.
On the contrary, assume that Hom((Hλ, fλ), (Hµ, fµ)) 6= 0. Then
there exists a non-zero T = (T1, T2) ∈ Hom((H
λ, fλ), (Hµ, fµ)). Then
T2I = IT1, T2(λI + S) = (µI + S)T1.
Hence T1 = T2 and (λ− µ)T1 = ST1 − T1S. Then
2‖T1‖ < ‖(λ− µ)T1‖ = ‖ST1 − T1S‖ ≤ 2‖T1‖.
This is a contradiction. Hence Hom((Hλ, fλ), (Hµ, fµ)) = 0. Similarly
we have Hom((Hµ, fµ), (Hλ, fλ)) = 0. 
Since relatively prime Hilbert representations are not isomorphic,
it is clear that there exist infinitely many non-isomorphic infinite-
dimensional indecomposable Hilbert representations of K. We can
easily say more.
Proposition 3.6. Let K be the Kronecker quiver. Then there exist
uncountably many non-isomorphic infinite-dimensional indecomposable
Hilbert representations (H, f) of K.
Proof. Since λI + S and µI + S are not similar for λ 6= µ ∈ C, the
Hilbert representations (Hλ, fλ) and (Hµ, fµ) of the Kronecker quiver
K are not isomorphic. 
Example 9 Let K be the Kronecker quiver. Let S be the unilat-
eral shift on ℓ2(N). Define a Hilbert representation (H, f) of K by
H1 = H2 = ℓ
2(N) and fα = S, fβ = S
∗. Then the Hilbert represen-
tation (H, f) of K is not indecomposable, so that (H, f) of K is not
simple. In fact, let {en | n ∈ N} be a canonical basis of ℓ
2(N). Define
L1 = {en | n ∈ N is odd } and L2 = {en | n ∈ N is even }. Consider the
restrictions gα = S|L1 and gβ = S
∗|L1. Then (L, g) is a non-trivial sub-
representation of (H, f). Similarly define M1 = {en | n ∈ N is even }
and M2 = {en | n ∈ N is odd }. Consider the restrictions hα = S|M1
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and hβ = S
∗|M1 . Then (M,h) is also a non-trivial subrepresentation of
(H, f) and (H, f) = (L, g)⊕ (M,h).
In the following we shall construct infinite-dimensional indecompos-
able Hilbert representations of the Kronecker quiver which are transi-
tive.
A perturbation of a weighted shift by a rank-one operator is crucially
used to show being transitive.
LetH be a Hilbert space. Recall that for vectors a, b ∈ H , a rank-one
operator θa,b is defined by θa,b(x) = (x|b)a, x ∈ H .
Theorem 3.7. Let K = (V,E, s, r) be the Kronecker quiver so that
V = {1, 2}, E = {α, β} with s(α) = 1, s(β) = 1, r(α) = 2 and r(β) =
2,. Let S be the unilateral shift on H = ℓ2(N) with a canonical basis
{e1, e2, ...}. For a bounded weight vector λ = (λ1, λ2, ...) ∈ ℓ
∞ we
associate with a diagonal operator Dλ = diag(λ1, λ2, ...), so that SDλ
is a weighted shift operator. We assume that λi 6= λj if i 6= j. Take
a vector w = (wn)n ∈ ℓ
2(N) such that wn 6= 0 for any n ∈ N. Let
(H, f) be a Hilbert representation such that H1 = H2 = H = ℓ
2(N) and
fα = S, fβ = T := SDλ + θe1,w. i.e., fβ is a perturbation of a weighted
shift by a rank-one operator. Then the Hilbert representation (H, f) is
transitive.
Proof. We need an infinite matrix presentation of T :
T = SDλ + θe1,w =

w1 w2 w3 ...
λ1 0 0 ...
0 λ2 0 ...
0 0 λ3 ...
0 0 0 ...

Take any (φ, ψ) in End(H, f). Write φ = (cij)ij ∈ B(ℓ
2(N)) and
ψ =

α β1 β2 · · ·
γ1 d11 d12 · · ·
γ2 d21 d22 · · ·
...
. . .
. . .
. . .
 ∈ B(ℓ2(N)).
Then Sφ = ψS means that
0 0 0 · · ·
c11 c12 c13 · · ·
c21 c22 c23 · · ·
...
. . .
. . .
. . .
 =

β1 β2 β3 · · ·
d11 d12 d13 · · ·
d21 d22 d23 · · ·
...
. . .
. . .
. . .
 ,
Hence we have (cij)ij = (dij)ij and(
β1 β2 β3 · · ·
)
=
(
0 0 0 · · ·
)
.
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Therefore we have
φ =
 c11 c12 ...c21 c22 ...
... ... ...
 , and ψ =

α 0 0 ...
γ1 c11 c12 ...
γ2 c21 c22 ...
... ... ... ...

Next we consider another compatibility condition Tφ = ψT . Put c˜k =∑
∞
i=1wicik. Then we have
Tφ =

w1 w2 w3 · · ·
λ1 0 0 · · ·
0 λ2 0 · · ·
...
. . .
. . .
. . .


c11 c12 c13 · · ·
c21 c22 c23 · · ·
c31 c32 c33 · · ·
...
. . .
. . .
. . .

=

c˜1 c˜2 c˜3 · · ·
λ1c11 λ1c12 λ1c13 · · ·
λ2c21 λ2c22 λ2c23 · · ·
...
. . .
. . .
. . .

We also have that
ψT =

α 0 0 · · ·
γ1 c11 c12 · · ·
γ2 c21 c22 · · ·
...
. . .
. . .
. . .


w1 w2 w3 · · ·
λ1 0 0 · · ·
0 λ2 0 · · ·
...
. . .
. . .
. . .

=

αw1 αw2 αw3 · · ·
γ1w1 + c11λ1 γ1w2 + c12λ2 γ1w3 + c13λ3 · · ·
γ2w1 + c21λ1 γ2w2 + c22λ2 γ2w3 + c23λ3 · · ·
...
. . .
. . .
. . .

Hence we have the following relations: αwi = c˜i(i = 1, 2, 3. · · · ) and
γ1w1 + c11λ1 = λ1c11,
γ1w2 + c12λ2 = λ1c12,
γ1w3 + c13λ3 = λ1c13, · · · .
Since γ1w1 + c11λ1 = λ1c11, we have γ1w1 = 0. w1 6= 0 implies that
γ1 = 0. Therefore c12λ2 = λ1c12. Since λ1 6= λ2, we have c12 = 0.
Similarly we have c1j = 0 for j 6= 1.
Next look at the part including γ2 parameter:
γ2w1 + c21λ1 = λ2c21, γ2w2 + c22λ2 = λ2c22, γ2w3 + c23λ3 = λ2c23, · · · .
Since γ2w2 = 0 and w2 6= 0, we have γ2 = 0. By a similar argument as
above, we have c2j = 0 for j 6= 2. In the same way, we have γi = 0 for
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any i and cij = 0 for i 6= j. Therefore we have that
ψ =

α 0 0 · · ·
0 c11 0 · · ·
0 0 c22 · · ·
...
. . .
. . .
. . .
 , and φ =

c11 0 0 · · ·
0 c22 0 · · ·
0 0 c33 · · ·
...
. . .
. . .
. . .
 .
Since c˜1 = αw1 and c˜1 = w1c11 + w2c21 + w3c31 + · · · = w1c11, we
have α = c11, because w1 6= 0. Similarly the equations c˜2 = αw2,
c˜3 = αw3, · · · and wi 6= 0, we have α = cii for any i. Hence (φ, ψ) =
(αI, αI). Thus (H, f) is transitive. 
Next we shall construct a transitive Hilbert representation of the
Kronecker quiver in another method. It is a modification of an un-
bounded operator which provides a transitive lattice by Harrison,Radjavi
and Rosenthal [HRR].
Let A and B be bounded operators on a Hilbert space H. Let
(H(A,B), f (A,B)) be a Hilbert representation of the Kronecker quiver
K defined by H1 = H, H2 = H, fα = A and fβ = B. If A is invertible,
then (H(A,B), f (A,B)) is isomorphic to (H(I,A
−1B), f (I,A
−1B)). Even if A
does not have a bounded inverse, A−1B can be an unbounded operator.
Hence if an unbounded operator C is formally written by C = ”A−1B”,
then we might replace (H(I,C), f (I,C)) by (H(A,B), f (A,B)) to keep it in
the category of bounded operators. We shall adapt the idea to an un-
bounded operator C which gives a transitive lattice in [HRR]. We also
modify it a little bit to make a calculation of End(H, f) easier.
Theorem 3.8. Let K be the Kronecker quiver and H = ℓ2(Z). Fix a
positive constant λ > 1. Consider two weight sequences a = (a(n))n∈Z
and b = (b(n))n∈Z by
a(n) =
{
e−λ
n
, (n ≥ 1, n is even )
1, (otherwise),
b(n) =
{
e−λ
n
, (n ≥ 1, n is odd )
1, (otherwise).
Let Da be a diagonal operator with a = (a(n))n as diagonal coefficients.
and Db be a diagonal operator with b = (b(n))n as diagonal coefficients.
Let U be the bilateral forward shift. Put A = Da and B = UDb, so
that A is a positive operator and B is a weighted forward shift operator.
Define a Hilbert representation (Hλ, fλ) of the Kronecker quiver K by
Hλ0 = H, H
λ
1 = H, f
λ
α = A and f
λ
β = B. Then the Hilbert represen-
tation (Hλ, fλ) of K is transitive and is not isomorphic to any of the
Hilbert representation in Theorem 3.7 constructed by a perturbation of
a weighted shift by a rank-one operator.
Proof. Let {en}n∈Z be the canonical basis of H = ℓ
2(Z).
Let T = (T1, T2) be in End(H
λ, fλ). Then T2A = AT1 and T2B =
BT1, that is, T2Da = DaT1 and T2UDb = UDbT1. Since (T2Daen |
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em) = (DaT1en | em), we have a(n)(T2en | em) = a(m)(T1en | em).
Hence
(T1en | em) =
a(n)
a(m)
(T2en | em).
Since (T2UDben | em) = (UDbT1en | em), we have b(n)(T2en+1 | em) =
(T1en | b(m− 1)em−1). Replacing m by m+ 1, we obtain
(T1en | em) =
b(n)
b(m)
(T2en+1 | em+1).
Combining these equations, we have a(n)
a(m)
(T2en | em) =
b(n)
b(m)
(T2en+1 |
em+1). Put wm =
b(m)
a(m)
. Then wm = e
(−λ)m for m ≥ 1.
(T2en+1 | em+1) =
wm
wn
(T2en | em).
Since m − n component tm,n of T2 is given by tm,n = (T2en | em),
tm+1,n+1 =
wm
wn
tm,n. Putting m = n, we have tn+1,n+1 = tn,n. This
shows that the diagonal of T2 is a constant. We shall show that T2 is
a scalar operator. Suppose that T2 were not a scalar operator. Then
there exist integers m 6= n such that tm,n 6= 0. For any integer k ≥ 1,
we have
tm+k,n+k =
wmwm+1 · · ·wm+k−1
wnwn+1 · · ·wn+k−1
tm,n.
Define ck(m,n) by
wmwm+1···wm+k−1
wnwn+1···wn+k−1
= eck(m,n). First consider the case
that m ≥ 1 and n ≥ 1. Then we have
ck(m,n) = ((−λ)
m + (−λ)m+1 + · · ·+ (−λ)m+k−1)
− ((−λ)n + (−λ)n+1 + · · ·+ (−λ)n+k−1)
=
(−λ)m(1− (−λ)k)
1 + λ
−
(−λ)n(1− (−λ)k)
1 + λ
.
Since lim supk ck(m,n) = ∞, we have lim supk tm+k,n+k = ∞. This
contradicts to the boundedness of T2. The other cases are similarly
proved. Consequently T2 = αI for some constant α.
Since (T1en | em) =
a(n)
a(m)
(T2en | em), we have (T1en | em) = 0 for
m 6= n and (T1en | en) = α for any n ∈ Z. Hence T1 = T2 = αI. This
shows that the Hilbert representation (Hλ, fλ) is transitive.
The Hilbert representation (Hλ, fλ) is not isomorphic to any of the
Hilbert representation (H, f) in 3.7 constructed by a perturbation of a
weighted shift by a rank-one operator. In fact the image of fα is closed
but the image of fλα is not closed.

A little more careful calculation shows that (Hλ, fλ) and (Hµ, fµ)
are not isomorphic if λ 6= µ, λ > 1 and µ > 1 as follows:
17
Theorem 3.9. Let K be the Kronecker quiver. Then there exist con-
tinuously many non-isomorphic Hilbert representations (Hλ, fλ) of the
Kronecker quiver K which are transitive.
Proof. Let λ and µ be positive constants such that λ 6= µ, λ > 1 and
µ > 1. It is enough to show that Hom((Hλ, fλ), (Hµ, fµ)) = 0. We
shall write Aµ, Bµ, aµ and bµ for (Hµ, fµ). Take any homomorphism
(T1, T2) ∈ Hom((H
λ, fλ), (Hµ, fµ)). Then we have T2A
λ = AµT1
and T2B
λ = BµT1. Since (T2A
λen | em) = (A
µT1en | em), we have
aλ(n)(T2en | em) = (T1en | a
µ(m)em). Hence we obtain that
(T1en | em) =
aλ(n)
aµ(m)
(T2en | em)
Next consider (T2B
λen | em) = (B
µT1en | em). Since (T2UD
λ
b en | em) =
(T1en | D
µ
bU
∗em), we have that b
λ(n)(T2en+1 | em) = b
µ(m − 1)(T1en |
em−1). Replacing m by m+ 1, we obtain
(T1en | em) =
bλ(n)
bµ(m)
(T2en+1 | em+1).
Combining these equations, we have
(T2en+1 | em+1) =
aλ(n)
aµ(m)
bµ(m)
bλ(n)
(T2en | em)
.
We put wµm =
bµ(m)
aµ(m)
. Then
(T2en+1 | em+1) =
wµm
wλn
(T2en | em).
For any integer k ≥ 1, we have
(T2en+k | em+k) =
wµm · · ·w
µ
m+k−1
wλn · · ·w
λ
n+k−1
(T2en | em)
Define ck(m,n) by
wµm · · ·w
µ
m+k−1
wλn · · ·w
λ
n+k−1
= eck(m,n).
Then we have
ck(m,n) = ((−µ)
m + · · · (−µ)m+k−1)− ((−λ)n + · · · (−λ)n+k−1)
Since µ 6= λ, we may and do assume that 1 < λ < µ. We shall
show that T2 = 0. On the contrary, assume that T2 6= 0. Then there
exist integers m,n such that (T2en | em) 6= 0. We can show that
lim supk ck(m,n) =∞. For example, if m ≥ 1 and n ≥ 1, then
ck(m,n) =
(−µ)m(1− (−µ)k)
1 + µ
{1−
(−λ)n(1 + µ)(1− (−λ)k)
(−µ)m(1 + λ)(1− (−µ)k)
}
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Hence lim supk ck(m,n) = ∞. The rest cases are similarly proved.
But this contradicts that T2 is bounded. Therefore T2 = 0. Since
(T1en | em) =
aλ(n)
aµ(m)
(T2en | em), we also have T1=0. This shows that
T = (T1, T2) = 0. Hence we have that Hom((H
λ, fλ), (Hµ, fµ)) = 0.
Therefore (Hλ, fλ) is not isomorphic to (Hµ, fµ). 
4. Difference between purely algebraic version and
Hilbert space version
There exist subtle difference among purely algebraic infinite-dimensional
representations of quivers, infinite-dimensional Banach (space) repre-
sentations of quivers and infinite-dimensional Hilbert (space) represen-
tations of quivers. We also note that the analytic aspect of Hardy space
is quite important in our setting.
We shall use the following elementary fact: Let A be a unital algebra
and L(A) be the set of linear operators on A. . Let λ : A → L(A)
be the left multiplication such that λax = ax for a, x ∈ A. Similarly
let ρ : A → L(A) be the right multiplication such that ρax = xa for
a, x ∈ A. Then the commutant
λ(A)′ := {T ∈ L(A) | Tλa = λaT for any a ∈ A}
is exactly ρ(A). In fact, let T ∈ λ(A)′. Put b = T (1) ∈ A. Then
Tλa(1) = λaT (1) for any a ∈ A. Hence T (a) = ab = ρb(a). Therefore
T = ρb.
Definition. Let Γ = (V,E, s, r) be a finite quiver. We say that (K, f)
is a Banach representation of Γ if K = (Kv)v∈V is a family of Banach
spaces and f = (fα)α∈E is a family of bounded linear operators such
that fα : Ks(α) → Kr(α) for α ∈ E. A Banach representation (K, f) of
Γ is called decomposable if (K, f) is isomorphic to a direct sum of two
non-zero Banach representations. A non-zero Banach representation
(H, f) of Γ is said to be indecomposable if it is not decomposable.
The other notions are similarly defined for Banach representations.
A Banach representation (H, f) is indecomposable if and only if any
endomorphism of (H, f) which is idempotent is 0 or I.
Example 10.Let L1 be one-loop quiver, that is, L1 is a quiver with
one vertex {1} and 1-loop {α} such that s(α) = r(α) = 1. Consider
a purely algebraic group algebra V1 := C[Z], the reduced group C
∗-
algebra K1 := C
∗
r (Z), the group von Neumann algebra W
∗(Z) and a
Hilbert space H1 = ℓ
2(Z). We identify V1 with the algebra of finite
Laurant polynomials. As a set we have inclusions under a certain
identification:
V1 = C[Z] ⊂ K1 = C
∗
r (Z) ⊂ W
∗(Z) ⊂ ℓ2(Z) = H1.
Moreover V1 is a dense subset of H1 with respect to the topology of ℓ
2
norm of H1. Define a purely algebraic representation (V, T ) of L1 by
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V1 = C[Z] and the multiplication operator Tα by z. That is, Tαh(z) =
zh(z) for a finite Laurant polynomial h(z) =
∑
n anz
n ∈ C[Z]. Sim-
ilarly we can define a Banach space representation (K,S) of L1 by
K1 = C
∗
r (Z)
∼= C(T) and the multiplication operator Sα by z.
Since
End(V, T ) ∼= C[Z] ⊂ C∗r (Z)
∼= C(T)
and C(T) have no non-trivial idempotents, the purely algebraic rep-
resentation (V, T ) and the Banach representation (K,S) is indecom-
posable. On the other hand, the multiplication operator Uα by z on
H1 = ℓ
2(Z) ∼= L2(T) gives a Hilbert representation (H,U). Since U
is a unitary, for any operator A, AUα = UαA implies AU
∗
α = U
∗
αA.
Therefore
End(H,U) ∼= {A ∈ B(ℓ2(Z)) | AUα = UαA} ∼= L
∞(T).
because L∞(T) is maximal abelian in B(L2(T)) ∼= B(ℓ2(Z)). Since
L∞(T) has many non-trivial idempotents, the Hilbert representation
(H,U) is not indecomposable. Therefore the completion by the L2-
norm changes the indecomposability but the the completion by the sup-
norm does not change the indecomposability. The example suggests
that proving indecomposability for Hilbert representations is sometimes
more difficult than proving indecomposability for purely algebraic rep-
resentations.
We shall extend the above example to the n-loop quiver.
Proposition 4.1. Let Ln be the n-loop quiver, that is, Ln is a quiver
with one vertex {1} and n-loops {αk |k = 1, . . . , n} with s(αk) =
r(αk) = 1 for k = 1, . . . , n. Let Fn be the (non-abelian) free group
of n-generators {a1, . . . , an}. Consider the purely algebraic group alge-
bra V1 := C[Fn], the reduced group C
∗-algebra K1 =: C
∗
r (Fn), the group
von Neumann algebra W ∗(Fn) and a Hilbert space H1 = ℓ
2(Fn). Let
{δg | g ∈ Fn} be a standard basis of H1 = ℓ
2(Fn) such that δg(h) = 1
if g = h and δg(h) = 0 if g 6= h. Let λ : Fn → B(ℓ
2(Fn)) be the
left regular representation, that is, λs(δg) = δsg. The left regular rep-
resentation defines a Hilbert representation (H, f) by H1 = ℓ
2(Fn) and
fαk = λak for k = 1, . . . , n. Define a Banach representation (K,U)
by its restriction to C∗r (Fn), that is, K1 = C
∗
r (Fn) and Uαk = λak |K1
for k = 1, . . . , n. We also consider a purely algebraic representation
(V, T ) by representation its restriction to C[Fn], that is, V1 = C[Fn]
and Tαk = λak |V1 for k = 1, . . . , n. Then the purely algebraic repre-
sentation (V, T ) and Banach representation (K,U) are indecomposable
but the Hilbert representation (H, f) is not indecomposable.
Proof. The reduced group C∗-algebra C∗r (Fn) is the C
∗-algebra gener-
ated by {λs | s ∈ Fn} and has no non-trivial idempotents. The group
von Neumann algebra W ∗(Fn) is the von Neumann algebra generated
by {λs | s ∈ Fn} and has many non-trivial idempotents. The purely
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algebraic group algebra C[Fn] is dense in C
∗
r (Fn) with respect to opera-
tor norm and dense in W ∗(Fn) with respect to weak operator topology.
Moreover C[Fn] is dense in ℓ
2(Fn) with respect to ℓ
2 norm. Define an
embedding η : W ∗(Fn)→ ℓ
2(Fn) by η(T ) = Tδ1. In this sense we have
inclusions as set:
C[Fn] ⊂ C
∗
r (Fn) ⊂W
∗(Fn) ⊂ ℓ
2(Fn).
Since
End(H, f) ∼= {A ∈ B(ℓ2(Z)) | AB = BA for any B ∈ W ∗(Fn)}
is the von Neumann algebra generated by the right regular representa-
tion and isomorphic toW ∗(Fn), End(H, f) has many non-trivial idem-
potent. Hence the Hilbert representation (H, f) is not indecomposable.
On the other hand,
End(K,U) = C∗({ρs | s ∈ Fn}) ∼= C
∗
r (Fn).
Since C∗r (Fn) has no non-trivial projections, C
∗
r (Fn) has no non-trivial
idempotents. Hence the Banach representation (K,U) is indecompos-
able. Since
End(V, T ) ∼= C[Fn] ⊂ C
∗
r (Fn)
have no idempotents, the purely algebraic representation (V, T ) is also
indecomposable. 
The same phenomenon occurs for (n + 1)-Kronecker quiver by a
similar argument.
Proposition 4.2. Let Kn+1 be the n + 1-Kronecker quiver , that is,
Kn+1 is a quiver with two vertex {1, 2} and n+1 edges {α1, . . . , αn+1}
such that s(αk) = 1 and r(αk) = 2 for k = 1, . . . , n + 1. Let Fn be the
(non-abelian) free group of n-generators {a1, . . . , an}. Define a Hilbert
representation (H, f) of Kn+1 by H1 = H2 = ℓ
2(Fn) and fαk = λak for
k = 1, . . . , n and fαn+1 = I. We also define a Banach representation
(K,U) and a purely algebraic representation (V, T ) of Kn+1 by the re-
striction to C∗r (Fn) and C[Fn] respectively: Let K1 = K2 = C
∗
r (Fn) and
Uαk = λak |K1 for k = 1, . . . , n + 1. We also put V1 = V2 = C[Fn] and
Tαk = λak |V1 for k = 1, . . . , n+1. Then the purely algebraic representa-
tion (V, T ) and Banach representation (K,U) are indecomposable but
the Hilbert representation (H, f) is not indecomposable.
Proof. Since End(H, f) ∼= {(A,A) ∈ B(ℓ2(Z))2 | AB = BA for any B ∈
W ∗(Fn)} is isomorphic toW
∗(Fn) and End(H, f) has many non-trivial
idempotents, the Hilbert representation (H, f) is not indecomposable.
On the other hand,
End(K,U) ∼= {(A,A) ∈ (C∗r [Fn])
2 | A ∈ C∗r [Fn]}
and
End(V, T ) ∼= {(A,A) ∈ C[Fn]
2 | A ∈ C[Fn]},
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have no non-trivial idempotents, (K,U) and (V, T ) are indecomposable.

Example 11. Let L1 be one-loop quiver, that is, L1 is a quiver with
one vertex {1} and 1-loop {α} such that s(α) = r(α) = 1. Consider
two infinite-dimensional spaces the polynomial ring C[z] and the Hardy
space H2(T). Then C[z] is dense in H2(T) with respect to the Hilbert
space norm.
Define a purely algebraic representation (V, T ) of L1 by V1 = C[z]
and the multiplication operator Tα by z. That is, Tαh(z) = zh(z) for
a polynomial h(z) =
∑
n anz
n. Since End(V, T ) ∼= C[z] have no idem-
potents, the purely algebraic representation (V, T ) is indecomposable.
Next we define a Hilbert representation (H,S) by H1 = H
2(T) and
Sα = Tz the Toeplitz operator with the symbol z. Then Sα = Tz is
the multiplication operator by z on H2(T) and is identified with the
unilateral shift. Then
End(H,S) ∼= {A ∈ B(H2(T)) | ATz = TzA}
= {Tφ ∈ B(H
2(T)) | φ ∈ H∞(T)}
is the algebra of analytic Toeplitz operators and isomorphic to H∞(T).
By the F. and M. Riesz Theorem, if f ∈ H2(T) has the zero set of
positive measure, then f = 0. Since H∞(T) = H2(T)∩L∞(T), H∞(T)
has no non-trivial idempotents. Thus there exists no non-trivial idem-
potents which commutes with Tz and Hilbert space (H,S) is indecom-
posable. In this sense, the analytical aspect of Hardy space is quite
important in our setting.
Any subrepresentation of the purely algebraic representation (V, T )
is given by the restriction to an ideal J = p(z)C[z] for some polyno-
mial p(z). Any subrepresentation of the Hilbert representation (H,S)
is given by an invariant subspace of the shift operator Tz. Beurling
theorem shows that any subrepresentation of (H,S) is given by the re-
striction to an invariant subspace M = ϕH2(T) for some inner function
ϕ. For example, if an ideal J is defined by
J = {f(z) ∈ C[z] | f(λ1) = · · · = f(λn) = 0}
for some distinct numbers λ1, . . . λn ∈ C, then the corresponding poly-
nomial p(z) is given by p(z) = (z− λ1) . . . (z − λn). The case of Hardy
space is much more analytic. We shall identify H2(T) with a subspace
H2(D) of analytic functions on the open unit disc D. If an invariant
subspace M is defined by
M = {f ∈ H2(D) | f(λ1) = · · · = f(λn) = 0}
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for some distinct numbers λ1, . . . λn ∈ D, then the corresponding inner
function ϕ is given by a finite Blaschke product
ϕ(z) =
(z − λ1)
1− λ1z
. . .
(z − λn)
1− λnz
.
Here we cannot use the notion of degree like polynomials and we must
manage to treat orthogonality to find such an inner function ϕ.
5. Hilbert representations and relative position of
subspaces
We studied relative position of subspaces of a Hilbert space in [EW1],
[EW2] and Hilbert representations of quivers in [EW3]. In this section
we shall describe a relation between them, which is similar to purely
algebraic situation and easy but quite suggestive. Therefore we shall
describe it here.
Let H be a Hilbert space and E1, . . . En be n-subspaces in H . Then
we say that S = (H ;E1, . . . , En) is a system of n-subspaces in H . Let
T = (K;F1, . . . , Fn) be another system of n-subspaces in a Hilbert
space K. Then ϕ : S → T is called a homomorphism if ϕ : H → K is
a bounded linear operator satisfying that ϕ(Ei) ⊂ Fi for i = 1, . . . , n.
And ϕ : S → T is called an isomorphism if ϕ : H → K is an invertible
(i.e., bounded bijective) linear operator satisfying that ϕ(Ei) = Fi
for i = 1, . . . , n. We say that systems S and T are isomorphic if
there is an isomorphism ϕ : S → T . This means that the relative
positions of n subspaces (E1, . . . , En) in H and (F1, . . . , Fn) in K are
same under disregarding angles. We denote by Hom(S, T ) the set
of homomorphisms of S to T and End(S) := Hom(S,S) the set of
endomorphisms on S. A system S = (H ;E1, . . . , En) of n subspaces
is called decomposable if the system S is isomorphic to a direct sum
of two non-zero systems. A non-zero system S = (H ;E1, · · · , En) of
n-subspaces is said to be indecomposable if it is not decomposable.
We recall that strongly irreducible operators A play a crucial role
to construct indecomposable systems of four subspaces. Moreover the
commutant {A}′ corresponds to the endomorphism ring.
Theorem 5.1 ([EW1]). For any single operator A ∈ B(K) on a Hilbert
space K, let SA = (H ;E1, E2, E3, E4) be the associated operator system
such that H = K ⊕K and
E1 = K ⊕ 0, E2 = 0⊕K,E3 = {(x,Ax); x ∈ K}, E4 = {(y, y); y ∈ K}.
Then
End(SA) = {T ⊕ T ∈ B(H);T ∈ B(K), AT = TA}
is isomorphic to the commutant {A}. The associated system SA of four
subspaces is indecomposable if and only if A is strongly irreducible.
Moreover for any operators A,B ∈ B(K) on a Hilbert space K, the
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associated systems SA and SB are isomorphic if and only if A and B
are similar.
Example 12. We shall apply the above theorem to the famous
facts on weighted shift operators and analytic function theory, see A.
Shields [Sh]. Let a = (an)n∈N be a bounded sequence and Wa be
the associated weighted unilateral shift. Then the associated system
SWa of four subspaces is indecomposable if and only if Wa is strongly
irreducible if and only if an 6= 0 for any n ∈ N. Let b = (bn)n∈N be
another bounded sequence. Then the associated system SWa and SWb
are isomorphic if and only if Wa and Wb are similar if and only if there
exist positive constants C1 and C2 such that for any n ∈ N
0 < C1 ≤
|a1 . . . an|
|b1 . . . bn|
≤ C2.
Moreover End(SWa) is isomorphic to the commutant {Wa}
′, which is
isomorphic to the “analytic” algebra H∞(β) in the sense of [Sh], that
is, the class of formal power series φ such that φH2(β) ⊂ H2(β), where
β0 = 1, βn = a0a1 . . . an−1 and
H2(β) = {f |f(z) =
∞∑
n=0
cnz
n,
∞∑
n=0
|cnβn|
2 <∞}.
It is easy but fundamental to see that the study of relative po-
sitions of subspaces is reduced to the study of Hilbert representa-
tions of quivers. In particular the indecomposabilty is preserved: Let
S = (H ;E1, . . . , En) be a system of n-subspaces in a Hilbert space
H . Let Rn = (V,E, s, r) be a n subspace quiver such that V =
{1, 2, . . . , n, n + 1} and E = {αk | k = 1, . . . , n} with s(αk) = k and
r(αk) = n+ 1 for k = 1, . . . , n. Then there exists a Hilbert representa-
tion (K, f) of Rn such that Kk = Ek, Kn+1 = H and fαk : Ek → H is
an inclusion for k = 1, . . . , n. Then there exists an algebra isomorphism
θ : End(S)→ End(K, f)
such that θ(ϕ) = (ϕ|Kk)k∈V for ϕ ∈ End(S). Therefore it is clear that
the system S of n subspaces is indecomposable (resp. transitive) if and
only if the corresponding Hilbert representation (K, f) is indecompos-
able (resp. transitive).
We shall show a converse in a sense as same as the purely algebraic
version.
Lemma 5.2. Let Γ = (V,E, s, r) be a finite quiver without self-loops
such that V = {v1, . . . , vn} and E = {α1, . . . , αm}. Let (K, f) be a
Hilbert representation of Γ. Then there exists a system S = (H ;E1, . . . , En+m)
of n +m-subspaces such that End(K, f) ∼= End(S).
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Proof. Let H = Kv1⊕Kv2⊕· · ·⊕Kvn . Define Ei = 0⊕· · ·⊕Kvi⊕· · ·⊕0
for i = 1, 2, . . . , n. For j = 1, . . . , m, consider
fαj : Ks(αj) → Kr(αj).
Define
En+j = ”graph fαj” := {x = (xk)k ∈ H |
x = (0, . . . , 0, z, . . . , fαj(z), 0 . . . , 0) z ∈ Ks(αj), fαj (z) ∈ Kr(αj)}.
Then S := (H ;E1, . . . , En+m) is a system of n+m-subspaces.
For T = (Tvk)k ∈ End(K, f), define a bounded operator S : H → H
by S = diagonal(Tv1 , . . . , Tvn). Then it is clear that S(Ei) ⊂ Ei for i =
1, . . . , n. Since Tr(αj)fαj = fαjTs(αj), S(En+j) ⊂ En+j for j = 1, . . .m.
Hence ϕ(T ) = S define a homomorphism ϕ : End(K, f) → End S.
Conversely Let S be in End S. Since S(Ei) ⊂ Ei for i = 1, . . . , n,
we can define bounded operators Tvi : Kvi → Kvi such that S =
diagonal(Tv1 , . . . , Tvn). Since S(En+j) ⊂ En+j for j = 1, . . .m, we
have Tr(αj)fαj = fαjTs(αj). This shows that T := (Tvk)k ∈ End(K, f).
Hence ψ(S) = T define a homomorphism ψ : End S → End(K, f).
Since ψ ◦ ϕ = id and ϕ ◦ ψ = id, End(K, f) ∼= End(S). 
Theorem 5.3. Let Γ = (V,E, s, r) be a finite quiver. Let (K, f) be a
Hilbert representation of Γ. Then there exists a natural number n and
a system S of n-subspaces such that End(K, f) ∼= End(S).
Proof. Let Γ = (V,E, s, r) be a finite quiver and (K, f) a Hilbert
representation of Γ. Then there exists another finite quiver Γ′ =
(V ′, E ′, s, r) without self-loops and a Hilbert representation (K ′, f ′) of
Γ′ such that End(K, f) ∼= End(K ′, f ′). In fact, replace ”locally” each
n-loop α1, . . . , αn : v → v by (n+1)- Kronecker-like edges β1, . . . , βn+1 :
v → v′ to get Γ′. Any edge γ : v → w( 6= v) is also replaced by
γ′ : v′ → w. Then
Define (K ′, f ′) by K ′v = Kv and K
′
v′ = Kv, and f
′
β1
= fα1 , . . . , f
′
βn
=
fαn and f
′
βn+1
= id. We also put f ′γ′ = fγ . Then we have End(K, f)
∼=
End(K ′, f ′). Next apply the lemma 5.2 for the finite quiver Γ′ =
(V ′, E ′, s, r) without self-loops and a Hilbert representation (K ′, f ′) of
Γ′. 
References
[Au] M. Auslander, Large modules over artin algebras, In: Algebra, Topology and
Category Theory, Academic Press New York (1976), 1-17.
[BGP] I. N. Bernstein, I. M. Gelfand and V. A. Ponomarev, Coxeter functors and
Gabriel’s theorem, Russian Math. Surveys, 28 (1973), 17-32.
[DZ] A. Dean and F. Zorzitto, A criterion for pure simplicity, J.Algebra 132,
(1990), 50-71.
[DR] V. Dlab and C. M. Ringel, Indecomposable representations of graphs and
algebras, Memoirs Amer. Math. Soc. 6 (1976), no. 173.
25
[DF] P. Donovan and M. R. Freislish, The representation theory of finite graphs
and associated algebras, Carleton Math. Lect. Notes, Vol. 5, 1973, pp. 1-119.
[EW1] M. Enomoto and Y. Watatani, Relative position of four subspaces in a
Hilbert space, Adv. Math. 201 (2006), 263-317.
[EW2] M. Enomoto and Y. Watatani, Exotic indecomposable systems of four sub-
spaces in a Hilbert space, Integral Equations Operator Theory 59 (2007), 149-
164.
[EW3] M. Enomoto and Y. Watatani, Indecomposable representations of quivers
on infinite-dimensional Hilbert spaces, J. Funct. Anal. 256 (2009), 959-991.
[Fi] U. Fixman, On algebraic equivalence between pairs of linear transformations,
Trans.Amer. Math. Soc. 113 (1964), 424-453.
[Ga] P. Gabriel, Unzerlegbare Darstellungen I,Manuscripta Math. 6 (1972), 71-103.
[GR] P. Gabriel and A.V. Roiter, Representations of Finite-Dimensional Algebras,
Springer-Verlag, 1997.
[GP] I. M. Gelfand and V. A. Ponomarev, Problems of linear algebra and classi-
fication of quadruples of subspaces in a finite-dimensional vector space, Coll.
Math. Spc. Bolyai 5, Tihany (1970), 163-237.
[Gi] F. Gilfeather, Strong reducibility of operators, Indiana Univ. Math. J. 22,
(1972), 393-397.
[GHJ] F. Goodman, P. de la Harpe and V. Jones , Coxeter Graphs and Towers of
Algebras, MSRI Publications, 14, Springer, Berlin, 1989.
[HRR] K.J. Harrison, H. Radjavi and P. Rosenthal, A transitive medial subspace
lattice, Proc. Amer. Math. Soc. 28 (1971), 119-121.
[JW1] C.Jiang and Z. Wang, Strongly Irreducible Operators on Hilbert Space, Long-
man, 1998.
[JW2] C.Jiang and Z. Wang, Structure of Hilbert Space Operators, World Scientific,
2006.
[Ka] V. G. Kac, Infinite root systems, representations of graphs and invariant the-
ory, Invent. Math. 56 (1980), 57-92.
[KR] H. Krause and C. M. Ringel, ed., Infinite Length Modules, Birkha¨user, 2000.
[KRo] S. A. Kruglyak and A. V. Roiter, Locally scalar representations of graphs in
the category of Hilbert spaces, Funct. Anal. Appl. 39 (2005), 91-105.
[KRS] S. Kruglyak, V. Rabanovich and Y. Samoilenko, On sums of projections,
Functional Anal. Appl., 36(2002), 182-195.
[MS] Y. P. Moskaleva and Y. S. Samoilenko, Systems of n subspaces and represen-
tations of *-algebras generated by projections, Methods Funct. Anal. Topology
12 (2006), no. 1, 57-73.
[Na1] L. A. Nazarova,Representations of quadruples, Izv. Akad. Nauk SSSR Ser.
Mat. 31 (1967), 1361-1377.
[Na2] L. A. Nazarova, Representation of quivers of infinite type, Izv. Akad. Nauk
SSSR, Ser. Mat., 37 (1973), 752-791.
[Ok] F. Okoh, Applications of linear functional to Kronecker modules I, Linear
Algebra Appl.76 (1986), 165-204.
[RR] H. Radjavi and P. Rosenthal, Invariant Subspaces, Springer-Verlag, 1973.
[Ri1] C.M. Ringel, Infinite dimensional representations of finite dimensional hered-
itary algebras, Symposia Mathematica 23 (1979), Istituto Naz. Alta Matemat-
ica. 321-412.
[Ri2] C.M. Ringel, Infinite length modules, Some examples as introduction, Infinite
Length Modules, Birkha¨user, Basel, 2000, 1-73.
[Sh] A. L. Shields, Weighted shift operators and analytic function theory, Topics in
OperatorTheory, Math. Surveys Monographs, Amer. Math. Soc., Providence,
RI 13 (1974), 49-128
26
(Masatoshi Enomoto) Institute of Education and Research, Koshien
University, Takarazuka, Hyogo 665-0006, Japan
(Yasuo Watatani) Department of Mathematical Sciences, Kyushu Uni-
versity, Motooka, Fukuoka, 819-0395, Japan
27
