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ABSTRACT  
Driver fatigue has been identified as one of the main risks causing serious 
traffic accidents that result in numerous deaths and injuries worldwide. In the 
last decades, lots of methods have been investigated in an attempt to develop 
an automatic driver fatigue prediction system, which can be divided into two 
main categories: physiological measurements and behavioural indicators.  
Physiological measurements usually include electroencephalogram (EEG), 
electro-cardiogram (ECG), surface electromyogram (sEMG), heat rate, 
respiration rate, and skin temperature, etc. Fatigue detection systems based on 
these measurements have been widely used in clinics or scientific laboratories. 
However, their application in vehicles is either intrusive or impractical.  
More recently, with the advancement of information technologies some smart 
driver assistant systems have adapted machine vision technologies to monitor 
fatigue through evaluating some behavioural factors and driving performance, 
such as eye closure, head nodding and lane keeping from the images captured 
by either visible light or infrared camera. However, under weak illumination 
(especially at night) or when driver is wearing sunglasses, the performance of 
these systems would degrade significantly due to poor image qualities. 
Besides, another big obstacle of these systems may be their low acceptance by 
drivers because of the privacy concerns and stress placed on them.  
In addition, most existing driver fatigue detection algorithms rely on one or a 
couple of fatigue indicators and some simple threshold strategies. In fact, 
driver fatigue prediction is a typical pattern recognition task which may be 
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solved by machine learning techniques. To our best knowledge, a sophisticated 
study of driver fatigue development by employing machine learning 
technologies based on a comprehensive set of sitting behavioural physiological 
measurements has not been found in the literatures yet.   
To tackle these issues, this work investigated biomechanics, ergonomics and 
anthropometry about driver sitting behaviours in literatures, and proposed a 
new fatigue measurement scheme in which driver’s sitting physiologies were 
quantified by analysing the pressure maps and acceleration data. Secondly, two 
types of machine learning algorithms (regression model and supervised 
classifier) were realized and improved to recognize driver’s fatigue level, as 
driver fatigue can be dealt with either as a continuous or discrete stochastic 
process at the pattern recognition stage. Finally, a simulated experimental 
study in lab was accomplished to verify the effectiveness of proposed scheme 
and pattern recognition algorithms.  
The results received from the regression model showed the predicted fatigue 
development trajectory is quite consistent with the reference fatigue trend, and 
the MSE between them is in a reasonable range. In addition, for the supervised 
classifier, the recognition accuracies of Support Vector Machine and Hidden 
Markov Model are 90.8% and 91.6% in training dataset; 88% and 90.3% in 
testing dataset, respectively. As compared with other three main approaches 
including EEG, eye closure, and yawning found in the literatures, it was shown 
the accuracy of our method is only lower than eye-tracking systems in a good 
lighting condition and even higher under a weak illumination environment. 
Based on the statistical analysis of the experimental results, some 
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psychophysiological findings relating to driver fatigue were also received 
which provides a new insight into driving fatigue development patterns and 
would be valuable for the research of driver fatigue countermeasure.  
In summary, the proposed approach based on physiological characteristics of 
sitting behaviours and sophisticated machine learning techniques would enable 
an effective and practical solution to driver fatigue prognosis since it is 
insensitive to the illumination of driving environment, non-obtrusive to driver, 
without violating driver’s privacy, more acceptable by drivers. 
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C H A P T E R  O N E  
1 INTRODUCTION 
1.1 Motivations  
The modern society becomes more and more dependent on 24-hour-operating 
transportation industry, which causes a serious road safety problem all over the 
world: traffic accidents. According to World Health Organization (WHO), 
more than 1.2 million people died per year on the world’s roads, and 
approximately 50 million suffered non-fatal injuries [1, 2]. Road accidents 
have become one of the most fatal risks to death. There are a number of 
recognised reasons responsible for road accidents. Normally, alcohol, fatigue 
and speeding are the top three factors [3, 4]. In this research work, we will 
focus on driver fatigue.  
Driver fatigue, particularly when driving at night and for long distance, has 
been identified as a direct and primary cause of car crashes. Statistics show that 
up to 30% of all traffic accidents are due to drivers with a diminished vigilance 
level caused by fatigue [5-9]. In the trucking industry, about 60% of serious or 
fatal truck accidents are related to driver fatigue which impairs the driver’s 
judgment and their ability of controlling vehicles [10, 11]. Normally this 
proportion of fatigue-induced accidents reported are underestimated due to 
some reasons, for instance, lack of effective measurement of fatigue after an 
accident [12]. Practically, the percentage of fatigue-related crashes in real 
world is even higher than 30% since some fatigue-related crashes may not be 
easily identified. In China, over 40,000 individual were killed per year in 
approximately 350,000 road accidents induced by driver fatigue, nearly 150 
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each day [13]. In the United States, falling asleep while driving is responsible 
for at least 100,000 automobile crashes annually, which result in roughly 
40,000 nonfatal injuries and 1550 fatalities, according to the report of National 
Highway Traffic Safety Administration (NHTSA) [14]. In Australia, 287 
fatalities were due to driver fatigue, which contributed to 25% of all reported 
accident death in 2010 [15-17].   
If the driver received a warning  one second earlier than car accidents, around 
90% fatigue related accidents can be prevented [18]. Therefore, it is very 
essential and significant to develop a smart fatigue prediction system for 
monitoring driver’s vigilance level and alerting the driver when fatigue is 
onset. Such a detection system will greatly reduce the road accidents associated 
with fatigue and save many lives.    
Over the past decades, numerous researches from worldwide have been made 
to find reliable indicators and develop an effective system for predicting 
fatigue. Many detection systems using different technologies have been 
developed both in laboratory and on road. Among them, two methods have 
attracted most research interest and achieved great success: 1) biomedical-
based method, like EEG (Electroencephalography), EMG (Electromyography), 
ECG (Electrocardiogram); 2) facial expression method based on machine 
vision, such as eyelid movement, gaze, and head movement.  
The first approach mainly makes use of the cues contained in bioelectric signal 
of human body to determine driver’s fatigue level, thus, it is the most ‘direct’ 
and precise way. However, the drawback of this method is too intrusive to the 
driver because the measurement of bioelectric signal needs the electrodes to be 
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attached to driver’s body with good contact. As such, it can be only used in 
laboratory for research purpose.  
With the development of machine vision (MV) technology in the early 2000s, 
the facial expression attribute based fatigue detection approach has attracted 
lots of interest from researchers and immediately became the main method in 
this research area. This approach employs video camera device to record and 
analyse driver’s facial expression attributes, like head nodding, yawning and 
eye-closure/blinking, as fatigue indicator. Many MV-based systems have been 
developed recently and achieved high performance in ideal environmental 
condition. Some of them have even been commercialized and implemented in 
real vehicles. However, as camera is very sensitive to driving environment, the 
existing systems have low robustness. In weak and changing illumination 
conditions or at night, their performance would decrease significantly. To the 
contrary, it is in such environment that the drivers are most likely prone to 
drowsiness or fatigue, where the detection is most needed. In addition, another 
big obstacle of the adoption and integration of these MV systems into real-
world vehicles may be their low acceptance by drivers because of the privacy 
concerns and stress placed on them with the knowledge that they could be 
watched at any time. 
To tackle these issues, this work investigated biomechanics and ergonomics 
about driver sitting behaviours in literatures, and proposed a new fatigue 
prediction scheme. A simulated experimental study in lab was accomplished to 
verify the effectiveness of proposed scheme. In addition, a pattern recognition 
protocol was implemented to analyse experimental data and recognize driver’s 
fatigue level for each driving experiment. 
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1.2 Thesis objectives  
The main objectives of this research are:  
• To design a new behaviour measurement scheme 
Biomechanics and ergonomics [19-25] show that the position of driver’s 
cervical vertebra and extremities would change gradually during long-term 
driving due to increased fatigue. These changes are reflected in the form of 
inclination of body postures and changed behaviour mode. Therefore, the 
integration of early cues provides invaluable knowledge and can be used as an 
effective indicator to predict fatigue.  
To measure postural and behavioural changes, a multi-sensor device 
combining two haptic pressure mats and one accelerometer was developed for 
data measurement. In particular, two haptic mats attached on car seat record 
the change of interaction force between driver’s body and seat; and 
acceleration sensor measures the postural information, especially the 
inclination angle of whole body. Therefore, these pressure and accelerometer 
sensors mounted on seat and seatbelt would be non-obtrusive, more 
comfortable and less stressful to drivers than other sensing technologies. In 
addition, these sensors are not affected by the illumination conditions of 
driving environment.  
• To implement a driver fatigue prediction protocol 
A driver fatigue prediction protocol, mainly including feature extraction and 
machine learning algorithms, was designed and developed to analyse 
experimental data and recognize driver’s fatigue level in simulated driving 
experiment. To extract useful features from pressure images, a multi-level 
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image segmentation approach was utilized according to the research of 
geometry model regarding sitting posture and biomechanics related to driving 
posture. To predict driver fatigue, two types of recognition algorithms, 
regression analysis and supervised classification were implemented and 
improved, as driver fatigue can be deal with either as a continuous or a discrete 
stochastic process.  
• To empirically evaluate the driver fatigue prediction approaches  
To verify the effectiveness of proposed scheme, two sets of simulated driving 
experiments were accomplished in a fully-functional car simulator. 43 driving 
experiments in total have been done by 19 volunteers, 2 hours in each 
experiment. Most of the experiments in both two sets were undertaken in the 
afternoon post-lunch period: 1:30 PM - 3:30 PM, the peak drowsy period in 
daytime. The other experiments were undertaken in the morning between 9:00 
AM - 11:00 AM.   
•    To find the correlation between driver fatigue and sitting behaviours   
Some psychophysiological findings relating to driver fatigue were also 
achieved based on statistical analysis of the experimental results, which would 
be valuable for the research of countermeasure, and provides a reference for 
physiological research about driver fatigue. 
1.3 Outline of the thesis  
This thesis consists of seven chapters as follows: 
Chapter 2 provides a brief overview of the literature and discusses the recent 
progress made in this area. The previous researches can be characterized into 4 
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categories according to different measurable indicators: psychological 
determinants; physiological indicators; driver’s facial expression; and driving 
performance.  
Chapter 3 introduces the research methodology of this work and the materials 
used in experiment, including principle of detection scheme, system 
architecture, hardware subsystem for data collection, and experimental 
materials. 
Chapter 4 focuses on the experimental procedures, data collection, feature 
extraction algorithms, and pattern representation methods.  
Chapter 5 studies an effective regression model based on multi-variable 
regression with gradient descent algorithm to automatically recognize driver 
fatigue from postural signals. In this chapter, driver fatigue is viewed as a 
continuous stochastic process. 
Chapter 6 treats driver fatigue as a discrete stochastic process with a couple of 
states, in perspective of warning fatigue. Two supervised models, SVM and 
HMM, are established and implemented to classify five fatigue states. A 
comparative evaluation research between our method and existing approaches 
is also made in this chapter. 
Chapter 7 summarises the whole research work and draws conclusions reached 
in this thesis. Some recommendations for future work are also presented in this 
chapter.  
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2 LITERATURE REVIEW  
2.1 Introduction  
In recent years, as a part of Advanced Driver Assistance System (ADAS), 
driving fatigue detection systems in smart vehicles have drawn increasing 
interests from worldwide researchers in the fields of artificial intelligence and 
smart cars. These interests are   derived not only from the serious situation of 
global road safety demands by driver population [1], but also from  automobile 
manufacturers [26, 27], as a smart-car with ADAS that has the capability to 
monitor driver’s alertness is highly sought after by both of them. 
Various technologies and approaches have been exploited to seek reliable 
fatigue indicators and develop effective and efficient systems for monitoring 
drowsiness in real time driving environments [28-33]. No matter what type of 
indicators are used, all these existing systems are based on psycho-
physiological and behaviology theories [34], for instance, EEG-based 
approaches and machine vision (MV) based approaches. Some of these MV-
based systems have been used in the market, e.g. fatigue detection system 
based on driver facial expression from BMW® automobile company. Normally, 
the present fatigue detection methods can be divided into 3 categories 
according to different measurable indicators:  
1) physiological indicators, like EEG, EMG, EOG, heart rate, respiration, skin 
temperature, and blood pressure. [32, 35];  
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2) characteristics of behavioural physiologies, such as driver’s facial 
expression and mannerism, involving eye blinks, eye closure percentage, 
rubbing, yawning, nodding, and head movements [28, 29];  
3) driving performance, including speed control, steering wheel angle, lateral 
position, lane keeping and deviation [33, 36]. 
In this chapter, the definition and category of fatigue are reviewed at first; the 
psychological determinants of fatigue are then summarised; the physiological 
indicators, namely biomedical measurements, are also presented, followed by 
driver’s facial expression or computer-vision-based method. Finally, we 
expatiate on the research related to driving performance. 
2.2 Fatigue and driver fatigue   
Fatigue is a highly common phenomenon, associated with physical discomfort, 
psychiatric disorders, as well as neurological disease, such as chronic fatigue 
syndrome (CFS). As practical needs of general population to health care and 
medicine have been growing continuously, the medical evaluation and 
measurement of fatigue are becoming more and more important. There is an 
increasing attempt to measure the feature, seriousness and impact of fatigue. In 
this section, some general aspects of fatigue, involving definition, category, 
and measurement of fatigue, will be reviewed.  
2.2.1 Definition of fatigue  
Numerous definitions for the term “fatigue” have been proposed in last decades; 
however, a sufficiently accurate definition accepted by majority of the 
community is still not available, mainly because fatigue is a very complex 
phenomenon involving various physical, psychological, behavioural and 
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psychosocial processes. Some scientists attempt to define fatigue in terms of its 
source, while others view it based on a behavioural perspective, treating as 
impairment in performance. According to Grandjean (1979), fatigue is defined 
as “a state declined in the level of psychomotor efficiency, work performance 
and activation (arousal) of the central nervous system” [37]. In 1999, Aaronson 
[38] defined fatigue as “a decreased capacity for physical or mental activity 
because of an imbalance in the availability, utilization, or restoration of 
resources needed to perform activity in the context of a self-monitoring, self-
regulating framework supports a focus on such expectation discrepancies”. 
Most recently, Shen, Barbera and Shapiro [39] shared their opinion about 
fatigue definition in the paper: “fatigue is an overwhelming sense of tiredness, 
lack of energy and a feeling of exhaustion, associated with impaired physical 
and/or cognitive functioning; which needs to be distinguished from symptoms 
of depression, which include a lack of self-esteem, sadness and despair or 
hopelessness.” 
Admittedly, fatigue is a prevalent symptom not only associated with physical 
pain localized in overstressed muscles which is believed to be synonymous 
with muscle fatigue, but also with diffuse tiredness sensation which is 
considered as psychological fatigue or mental fatigue. Mental fatigue is one 
kind of functional states of body between two extremes: wake and drowsiness. 
In order to better understand the term “fatigue”, division into physical and 
psychological categories, or equally muscular vs. mental fatigue, is a good and 
convenient way. 
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2.2.2 Physical fatigue 
Physical fatigue or muscular fatigue, in terms of muscular mechanism 
perspective, is a process that depletion of glycogen and phosphocreatine, 
energy sources of human-body, reduces in resting membrane [39-41]. More 
generally, muscle fatigue is a loss of force-generating capacity of muscle after 
excessive stressful activity, which is characterized by decreased work 
performance and efficiency.  
Muscular fatigue is a complex physiological symptom affected by a number of 
factors, and the most important issues linked with it are [38, 40, 42, 43]:      
1) weaker and slower muscular contractions ; 
2) muscular tremor and localized pain; 
3) decrease in the frequency of the electromyogram (EMG) signal; 
4) decline in alertness, concentration and motivation; 
5) low work performance and efficiency; 
6) decrease duration time of isometric endurance and exertion; 
7) loading of respiratory and circulatory functions; 
8) increased core temperature; 
9) increased lactate accumulation. 
During muscle contraction, energy is generated by chemical changes providing 
human body force to act. In a stressed muscle, source reserves (mainly 
glycogen and phosphocreatine) are depleted while carbon dioxide and lactic 
acid increase. Therefore, prolonged stressful work would significantly 
consume the source reserves and make the muscular tissue acidic, which means 
the muscular contractions and relaxations will be weaker and slower. Figure 
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2.1 illustrates the contraction curve of an isolated muscle from a frog under 
different stressed muscle situation [37]. 
 
Figure 2.1.  Demonstration of physical fatigue: contraction curve [37]. 
I = when muscle fresh; II = after moderate stress; III = after heavy stress; 
IV = after very severe stress. 
2.2.3 Mental fatigue 
Psychological fatigue or mental fatigue, in contrast, has been identified as a 
state of disinclination for any effort; weariness reduced motivation and mental 
performance impaired. Mental fatigue is mainly associated with psychological 
perception factors, involving tress, intense emotional experiences, depression 
as well as anxiety [38], but also influenced by nutrition and physical health, 
like fever, infection, sleep disturbances, and pregnancy [44, 45]. In plain words, 
mental fatigue, some extent of drowsiness, is a transitory period between the 
two extremes: alarm and sleep, and if uninterrupted, can lead to sleep.  
Grandjean [37] divided the range between alertness and sleepiness into a 
number of stages: deep sleep; light sleep (drowsy); hardly awake (weary); 
relaxed (resting); fresh (alert); very alert (stimulated); a state of alarm, as 
shown in Figure 2.2.  
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Figure 2.2.  Theoretical model of neurophysiological mechanism to 
illustrate the functional states of organism [37]. 
A person, at any moment, is in one particular functional state of them. 
According to this division, therefore, mental fatigue grades in one direction 
into sleep, and in the opposite direction into relaxed condition. The level of 
alertness and the degree of readiness for action as well as the level of activation 
of cerebral cortex all increase from the stage of deep sleep to the stage of alarm. 
2.2.4 Driver fatigue 
Any activity, as long as the pursued time is enough, will make human organism 
to difficultly maintain skilled work performance. This is true for driving. 
Driver’s fatigue when driving is usually defined as a state of reduced mental 
alertness, e.g. cognitive sensitivity; and increased physical tiredness, e.g. 
psychomotor performance [46]. It is quite reasonable to refer driver fatigue to 
both physical component (physical fatigue) and psychological component 
(mental fatigue), in terms of the performance of driving. Because driving 
activity, especially prolonged-period driving or driving at irregular time, can 
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lead to the driver’s organism tiredness or exhaustion, as well as disinclination 
of perception. 
On the other hand, as it is difficult to distinguish clearly physical fatigue and 
mental fatigue, this thesis will adopt the term “driver fatigue” in a broad sense 
to refer to a state that involves mental and physical tiredness. 
In previous literatures, various factors or causes, contributed to driver fatigue, 
have been investigated, each with a specific relation to road crashes induced by 
driver fatigue. Duration of driving, working time, monotonous environments, 
sleep deprivation, drug, alcohol as well as driver’s status are generally believed 
to be the most common ones [34, 47, 48]. Admittedly, under typical driving 
conditions, prolonged hours and irregular time of driving are the top 2 well-
known aspects for driver fatigue.  
2.3 Theoretical basis of driver fatigue  
Fatigue is referred as a complex symptom involving subjective, objective and 
physiological components [49]. Subjective component corresponds to the 
feelings of tiredness. Objective component is usually portrayed as a 
phenomenon of output, such as a performance decrement. Physiological 
component is the sum of the physiological changes that accompany extended 
performance.  
2.3.1 Psychophysiology 
Numerous research efforts have been made to study the psychological 
indicators, mainly including self-reported questionnaires and physiological 
factors of driver fatigue, such as brain activity, head movement, eye activity. 
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2.3.1.1 Psychological research 
Psychological fatigue (mental fatigue) has generally been treated as a 
“subjectively experienced disinclination to continue performing the task at 
hand” [50]. Mental fatigue is an association of various psychological factors 
involving stress, intense emotional experiences, depression, as well as anxiety. 
Therefore, people may not be aware that fatigue is onset even though the 
performance of driving is deteriorating, vice versa. And this has been proved 
by Bartley’s early study [51]. This inconsistency needs further research to 
explain the association between different psychological factors. 
Over 30 mental fatigue assessment scales (FAS) [34, 39, 52-54], also called 
fatigue questionnaire, have been studied in different research areas involving 
medicine, psychophysiology, and ergonomic, biologic. Some of them, such as 
Fatigue Severity Scale (FSS), State-Trait Anxiety Inventory (STAI), 
Nottingham Health Profile (NHP), and Fatigue Assessment Instrument (FAI), 
and so on, are very frequently used to assess mental fatigue. 
• Fatigue Severity Scale (FSS)  
Krupp [55] made the original contribution to fatigue severity scale (FSS), 
which is a nine-item assessment scale, shown in Table 2.1. It is believed that 
FSS is one of the most well-known and used fatigue scales. The items of FSS 
are principally used to evaluate the effect of fatigue on specific types of 
function associated with behaviour, rather than symptoms. The FSS is 
extremely sensitive to time and treatment, and has good test-retest reliability. 
The FSS has the ability to distinguish patients with different diagnoses, such as 
between systemic lupus erythematosus (SLE) and multiple sclerosis (MS).  
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Table 2.1.  Krupp’s Fatigue Severity Scale [55] 
Item of Fatigue Severity Scale 
1. My motivation is lower when I am fatigued. 
2. Exercise brings on my fatigue. 
3. I am easily fatigued. 
4. Fatigue interferes with my physical functioning. 
5. Fatigue causes frequent problems for me. 
6. My fatigue prevents sustained physical functioning. 
7. Fatigue interferes with carrying out certain duties and responsibilities. 
8. Fatigue is among my three most disabling symptoms. 
9. Fatigue interferes with my work, family, or social life. 
 
• Other important fatigue questionnaires (FQ)  
The driver fatigue measures, based on psychological factors, have mostly 
focused on the changes in self-report levels of fatigue and assessment of 
personality traits [56, 57]. This kind of evaluation techniques requires the 
driver to complete a battery of questionnaires to evaluate his mood state, 
anxiety, personality and lifestyle. Generally, the construct of the self-reported 
questionnaire should include all or some of the following aspects: 
(a) state-trait anxiety evaluation, such as State-Trait Anxiety Inventory 
questionnaire (STAI) by Spielberger [58];  
(b) assessment of mood, like Profile of Mood States (POMS) [59];  
(c) personality assessment, like 16 Personality Factor (PF) questionnaires [60];  
(d) lifestyle evaluation, saying Lifestyle Appraisal Questionnaires (LAQ) [61].  
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Table 2.2.  State-Trait Anxiety Inventory (STAI) [58] 
 No.              Statement                                                 Score      
1. I feel calm  1 2 3 4 
2. I feel secure  1 2 3 4 
3. I feel tense  1 2 3 4 
4. I feel strained  1 2 3 4 
5. I feel at ease  1 2 3 4 
6. I feel upset  1 2 3 4 
7. I am presently worrying  
over possible misfortunes  1 2 3 4 
8. I feel satisfied  1 2 3 4 
9. I feel frightened  1 2 3 4 
10. I feel uncomfortable  1 2 3 4 
11. I feel self-confident  1 2 3 4 
12. I feel nervous  1 2 3 4 
13. I feel jittery  1 2 3 4 
14. I feel indecisive  1 2 3 4 
15. I am relaxed  1 2 3 4 
16. I feel content  1 2 3 4 
17. I am worried  1 2 3 4 
18. I feel confused  1 2 3 4 
19. I feel steady  1 2 3 4 
20. I feel pleasant  1 2 3 4 
 
 
C H A P T E R  T W O  
17 
Table 2.3.  Profile of Mood States (POMS) [59] 
The POMS Standard & Brief measure six identifiable mood or affective states 
Tension-Anxiety                       Vigour-Activity 
Depression-Dejection                Fatigue-Inertia 
Anger-Hostility                         Confusion-Bewilderment 
 
Table 2.4.  16 Personality Factor questionnaires (16 PF) [60] 
           Factor                                                 Descriptors      
A: Warmth                                                  Reserved    vs.    Outgoing 
B: Reasoning                                       Less intelligent  vs.   More intelligent 
C: Emotional Stability               Affected by feelings    vs.   Emotionally stable 
E: Dominance                                                 Humble   vs.    Assertive 
F: Liveliness                                                      Sober    vs.    Happy-go-lucky 
G: Rule Consciousness                                Expedient   vs.   Conscientious 
H: Social Boldness                                                 Shy   vs.   Venturesome 
I: Sensitivity                                          Tough-minded   vs.    Tender-minded 
L: Vigilance                                                   Trusting     vs.    Suspicious 
M: Abstractedness                                            Practical  vs.   Imaginative 
N: Privateness                                        Straightforward  vs.   Shrewd 
 O: Apprehension                                       Self-Assured  vs.  Apprehensive 
Q1: Openness to Change                            Conservative  vs.  Experimenting 
Q2: Self-Reliance                               Group-dependent    vs.   Self-sufficient 
Q3: Perfectionism                                         Self-conflict  vs.  Self-control 
Q4: Tension                                                          Relaxed  vs.  Tense 
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All these questionnaires have been shown to be reliable and to have acceptable 
validity. Driver completed the psychological questionnaires before they 
completed the monotonous driving experiment [62, 63]. 
2.3.1.2 Physiological research 
There are abundant research papers in literature about physiological assessment 
of fatigue based on different theory hypothesis. These measurable assessment 
methods of fatigue are more often relied upon bio-electrical signals that are 
also called objective indicators. 
Objective measurement of fatigue is totally different from subjective methods, 
which seeks to record and analyse variables related to fatigue from human 
body directly or indirectly. These variables reflect the subject’s performance, 
as well as subject’s electrophysiological or biochemical signals, such as most 
commonly used EEG, EMG, and ECG.   
Over the past decades, plenty of fatigue indicators are investigated and the 
technology for measuring these indicators have achieved a great improvement, 
however, searching a reliable, robust and efficient indicator is still quite hard, 
because many factors, like time of day,  influence the experimental results. In 
the next part of this section, 2 kinds of fatigue indicators, EEG and EMG, are 
briefly introduced, which are most prevalently used for the measurement of 
fatigue.     
• Electroencephalogram (EEG) 
Electroencephalogram (EEG) is thought as one of the most reliable and 
predictive techniques for fatigue measurement. The EEG is generated by 
inhibitory and excitatory postsynaptic potentials of cortical nerve cells. These 
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potentials summate in the cortex and extend through the coverings of the brain 
to the scalp [64]. The rhythmical activity in the EEG represents postsynaptic 
cortical neuronal potentials, which are synchronized by the complex interaction 
of large populations of cortical cells [32, 34, 65]. 
The following Figure 2.3 [37] shows five different records from 
electroencephalogram, each corresponding to a different functional state of the 
human body. It can be seen that each of them displays a distinctive pattern on 
EEG. 
 
Figure 2.3.  Different functional state pattern on EEG. The vertical lines 
indicate the scale for 1 mV [37]. 
• Surface electromyogram (sEMG) 
Surface electromyogram (sEMG) is also a very reliable indicator to measure 
fatigue under practical conditions, especially muscle fatigue (Figure 2.4). 
Many research findings [35, 38, 66-68] about EMG have proved that, when a 
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muscle is repeatedly stimulated, the electrical activity generated by muscle 
increases greatly even though its contractions remain at the same level, or even 
decline. The EMG signals [37] in Figure 2.5 demonstrate this clearly. 
 
Figure 2.4.  Measurement of sEMG. 
 Source: Shttp://www.adinstruments.com/solutions/experiments/labtutor_experiments/ 
full.php?exp_id=157&id=266&language=Spanish&template=education 
 
 
Figure 2.5.  Three tracings of EMG from extensor muscle of upper arm. 
Shown after 3, 4 and 16 minutes work [37]. 
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2.3.2 Behaviouristics   
The ergonomics of sitting in a car and biomechanics of automotive drivers 
have attracted an extensive attention because of the increasing traffic accidents.  
Many studies have shown that the comfort of sitting posture directly affects the 
driver's spinal biomechanics and extremity ergonomics [19-22], which is the 
main reason for physical fatigue in prolonged driving. Moreover, it was 
pointed out that the driver’s body moves frequently  because of prolonged  
driving, driver’s posture collapses by the increase of the load to the back 
muscles because of the compulsory same posture for a long time [23-25]. 
Therefore, there is a possibility that the state of fatigue can be presumed by 
detecting the changes of behaviour while driving. 
2.3.2.1 Biomechanics of driving posture 
In 1953, Keegan [69] radiographed a small number of subjects (only 4) in 
various standing, sitting and lying postures to determine changes in the lumbar 
spine in the lateral view. He traced the posterior vertebral bodies on each 
radiograph and then superimposed the sacrums of all tracings to create a 
composite template. Figure 2.6, A-P, shows the positions radiographed and 
resulting variations in the lumbar spine. Note that F, G, L, and N, are types of 
posterior sitting; I, J, and M, are examples of middle sitting; and O, is a type of 
anterior sitting.  
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Figure 2.6.  Tracings from roentgenograms of the lumbosacral spine [69]. 
From other lateral tracings, Keegan derived a relationship between lordosis and 
thigh-trunk angle. He radiographed his subjects in the lateral recumbent 
position while varying only the thigh-trunk angle. The following Figure 2.7 
shows that as the thigh-trunk angle is reduced from 200 to 50 degrees, the 
pelvis rotates posteriorly, and the lumbar lordosis becomes kyphotic. Keegan 
discovered that the length (he hypothesized tension) in the anterior and 
posterior thigh muscles accounted for the effects of thigh-trunk flexion and 
extension.  
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Figure 2.7.  Relationship between lordosis and thigh-trunk angle.  Note the 
normal position of balanced muscle relaxation at 135 degrees, with 
increase of the lumbar curve as the thighs are brought backward and 
decrease of this curve as the angle between the things and the trunk is 
reduced [69]. 
In 1991, Bridger et al [70] measured the lumbar angles, pelvic tilts and hip 
muscle indices of 25 female and 25 male subjects in order to test hypotheses 
derived from the model of standing and sitting posture expounded by authors 
such as Keegan (1953) and later by Mandal  (1991). Spinal angles and pelvic 
tilts were measured using an inclinometer. An angular index of iliopsoas 
muscle length proved to be the best predictor of postural adaptation. A 
supplementary investigation clarified the role of the hamstrings in postural 
adaptation. The findings support and extend those of other researchers but 
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draw attention to the effects of body position on lumbo-pelvic constraint as 
well as the mechanisms of loss of lumbar lordosis in sitting.    
Liao and Drury [71] have reported a positive relationship between discomfort 
and the frequency of posture. The experimental results indicated that the 
posture-comfort-performance interrelationships were partially supported.    
Søndergaard et al [21] investigated the development of discomfort during 
prolonged sitting and the basic relationships between perceived seated 
discomfort and sitting postural movement in terms of variations in centre of 
pressure (COP) and lumbar curvature. The variability of these seated postural 
variables was evaluated by means of linear and nonlinear analysis techniques 
in relation to perceived discomfort during prolonged sitting. The results 
illustrates that there were no correlations between discomfort and any mean 
values of COP or lumbar curvature. On the contrary, the standard deviations of 
the COP displacement in both directions and lumbar curvature were positively 
correlated to discomfort, whereas sample entropies were negatively correlated. 
It also suggests that the increase in degree of variability and the decrease in 
complexity of sitting postural control are interrelated with the increase in 
perceived discomfort. 
2.3.2.2 Behavioural factors causing fatigue 
• Effects of vibration of spine 
Investigators [23, 72] have pinpointed specific vibrational frequencies and 
vibrational magnitudes that cause resonance in the upright spine. At certain 
natural  frequencies,  the  spinal  system will  absorb and transmit  motion  in  
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excess  of  the  input. This mechanic behaviour is characteristic of a resonating 
system.  
In  1982, Wilder et al [73]  identified  3 frequencies  that cause the spine  to 
resonate:  4.75  Hz, 9.5 Hz,  and  12.7 Hz. Figure 2.8 illustrates a typical 
subject's response to vibration at frequencies from 0 to 20 Hz.      
 
Figure 2.8.  Acceleration load transfer versus frequency for vibration 
showing resonate spinal frequencies [73]. 
Three peaks of enhanced transmissibility corresponding to the resonant 
frequency of the spinal system were found. The greatest transmissibility of 
vibratory input occurs at the first resonant frequency (5Hz) where marked 
enhancement of vibrational input occurs as vibrations pass through the spinal 
system. A progressive stiffening of the system occurs in response to vibrational 
inputs of increasing frequency. The effects of posture, the Valsalva maneuver, 
and fatigue alter the normal response. Structures vibrated at the first resonant 
frequency have greater potential for damage. 
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Wikström [74] have investigated how the human body is loaded during 
different combinations of symmetrical/twisted sitting postures and whole-body 
vibrations by means of ratings of discomfort and EMG-activity. The results 
showed that  discomfort  appeared  almost  exclusively in the neck-shoulder  
and  the  lower  back  for  the sitting  postures  and  vibration  levels  studied. 
The disorders increased with the twist of the sitting posture and the vibration 
level.   
• Lumbar lordosis 
The vast majority of authors have favoured a lordotic lumbar spine, whereas a 
few have advocated a flexed posture when sitting [75-77]. The 
electromyographic studies and disc pressure studies [77] proved that flexion of 
the lumbar spine while seated caused an increase in load on the muscles and 
discs, whereas a lordotic posture greatly reduced these pressures.   
In 1988, Dolan et al [78] studied 11 subjects in different postures, including 
standing and sitting, with surface electromyography. They measured the 
lumbar lordosis with electronic inclinometers. Their results confirmed the 
observation from previous studies that all sitting postures reduced the lumbar 
lordosis and increased electromyographic readings. They also noted that 
compressive forces on the apophyseal joints are reduced in flexed postures. 
They claimed that “people want to reduce the lumbar lordosis whenever 
possible, even at the expense of increasing back muscle activity.”  
• Forward head position 
From biomechanical [79-82] and epidemiologic [83, 84] studies, strains on the 
cervical spine in the sitting position appeared to be related to increased forward 
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inclination of the head. A forward position of the head can occur from anterior 
translation, forward flexion (x-axis rotation), or a combination of both. To 
understand forces on the cervical spine in sitting, it is necessary to review the 
cervical coupling patterns for anterior head translation and forward flexion.  
Also, the position of the centre of gravity of the head will be important for 
discussing forces on the cervical spine in various sitting positions. 
In 1986, Vital and Senegas [85] used a suspension technique to locate the head 
centre of gravity of 6 cadavers “behind the sella turcica, above and slightly in 
front of the external auditory meatus.” They claimed that the nasion-opisthion 
reference line is the true normal orientation of the head because suspension 
makes this line horizontal (Figure 2.9). They determined that the centre of 
gravity is the midpoint of the nasion-inion line (Figure 2.9, C). They also 
claimed that when the nasion-opisthion line is horizontal, it causes a 30-degree 
declined gaze position, which is formed by a perpendicular line to the orbits 
(Figure 2.9, D) and that this 30-degree declined position is recommended by 
ergonomists as a good working position. 
 
Figure 2.9.  Centre of mass and neutral resting head posture [85]. 
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2.4 Physiology-based prediction 
Driver fatigue detection, based on physiological indicator measurement, is 
believed to be the most reliable and efficient technique. It has attracted the 
interest of numerous researchers from different areas, aimed to find a better 
determinant of driver fatigue. Over the past 20 years, many physiological 
indicators are well investigated and achieve satisfied experimental results 
under simulating driving situation.  
Basically, there are more than 15 physiological indicators available for 
detecting driver fatigue, including Electro-encephalogram (EEG), Electro-
cardiogram (ECG), Electro-oculogram (EOG), Electro-myogram (EMG), 
blood pressure, heart rate variability (HRV), blood lactate level, respiratory, 
skin temperature, skin conductance level and so on. Almost all of these 
indicators are based on electrophysiological changes measurement. In all of 
these measurable indicators of fatigue, two of them: EEG and EMG are the 
most commonly used in literature to determine driver fatigue level. The 
following part will present the two prevalent methods in detail and also will 
introduce other indicators briefly.   
2.5.1 Electroencephalogram (EEG)   
EEG is the earliest and most prevalent indicator used as driver fatigue 
measurement. As it directly measures the signal generated by brain activity, 
EEG has been shown the best performance of prediction. Prior to presenting 
EEG as an indicator, the measurement and signal component of EEG will be 
introduced. 
• Measurement 
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Electrical signals of EEG [86] are generated by inhibitory and excitatory 
postsynaptic potentials of cortical nerve cells (CNC), which summate in the 
cortex and extend through the brain coverings to the scalp. According to the 
international 10-20 systems [87], EEG signals are measured at the 8 locations, 
Fp1, Fp2, T3, T4, P3, P4, O1, O2, as shown in Figure 2.10.  
 
Figure 2.10.  Measurement of EEG: locations of different channel [88]. 
• Components 
EEG signals record the rhythmical activity, which reflects post-synaptic 
cortical neuronal potentials, synchronous with the complex interaction of 
cortical cells. When the interaction between cortical neurons and organizing 
impulses increases, EEG signals will rise. There are several methods to 
quantify EEG signals [65, 86, 89] and EEG electrical signals are normally 
divided into 4 frequency bands: delta (0.5-4 Hz), theta (4-8 Hz), alpha (8-13 
Hz) and beta (8-30 Hz) through band-pass filtering, according to rhythms of 
brain activity [86]. 
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Delta waves happen in a sleep state or transition stage to drowsiness; theta 
waves are related to low levels of vigilance and they will degenerate to delta 
component when drowsiness is onset; alpha rhythm occurs markedly at eye 
closure time and attention attenuated; beta waves are active EEG component 
due to arousal and increased alertness [90].  
• EEG-based driver fatigue detection 
Figure 2.11 displays a typical detection apparatus using EEG [91].   
 
Figure 2.11.  Driver fatigue detection apparatus using EEG [91]. 
A number of methods using EEG have been proposed to work out the 
association between EEG signals and fatigue state. All of the four bands of 
EEG signal, delta, theta, alpha and beta are proved to be associated to driver 
fatigue. The only difference between them is some of them, like alpha and 
theta having a very close relationship with fatigue, while the other not. 
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At the early stage, Grandjean [37] and his colleagues studied alpha activity of 
EEG in a group of motor vehicle drivers, and they found a gradual increase in 
alpha wave amplitude. After them, Lemke [92] and Akerstedt [93] used similar 
monitoring method to detect driver fatigue in car-simulator and on-road car 
situations; the results by their work showed EEG power of alpha and theta 
component was raised along with the decrease of driver’s alertness level. Work 
done by Macchi [94] and Kar [30]  proved that there was a negative correlation 
between alpha wave activity and reaction time, while Lal [95] and Huang [96] 
pointed out that longer duration of eye blinks (eye closure) was the main 
reason resulted in the power increase in alpha band. More recently, many other 
researchers adopted some kind of frequency domain analysis technique, such 
as Fourier Transform (FT) Wavelet Transform and Cosine Transform (CT), to 
process and present alpha band, and the accuracy of fatigue prediction was 
improved greatly [31, 32, 65, 96-98].  
On the other hand, the other three components of EEG, delta, theta, and beta 
had also been proved to be related to driver fatigue and can be used to monitor 
fatigue. Torsvall [99] had successfully verified that theta band of EEG signal 
had a significant positive relationship with higher levels of fatigue or decrease 
in driving performance, while Lal [97] found both delta and theta component 
increased when driver became fatigue. Lin [98] reported a close correlation 
existed between EEG theta band and the driver’s movement on steering wheel.  
Figure 2.12 displays the brain topography of alert baseline and 10 time sections 
during monotonous driving [65]. 
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Figure 2.12.  Brain topography of alert baseline and 10 time sections during 
monotonous driving  [65]. 
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Another research showed that the relative energy parameters, such as (θ + α)/ 
β; α /β, (θ + α)/ (α+β), θ/β, had better performance in driver fatigue prediction. 
For instance, Jap [65] showed that the relative energy parameter (θ + α)/ β of 
the driver decreased as the driving task continued. Lal [97] showed that 
significant electroencephalographic changes of (θ + α)/ (α+β) occur during 
fatigue. Figure 2.13 shows some EEG indices as fatigue detector, in which the 
relative energy parameter has a better performance than single one [88]. 
 
Figure 2.13.  EEG indices plot by driving period [88]. 
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2.5.2 Electromyogram (EMG)   
Continuous driving task will lead to increased muscle contraction and 
relaxation time and lactate concentration in muscles, namely muscle fatigue 
(physical fatigue) which can be determined by the electrical activity of surface 
skin neural cell. This electrical activity generated by surface skin is called 
surface electromyography (sEMG). In last decade, extensive studies of muscle 
fatigue based on sEMG were performed to investigate relationship between 
sEMG frequency content and driver fatigue, using various time–frequency 
signal processing techniques. Figure 2.14 shows a typical example using EMG 
to detect driver fatigue. 
 
Figure 2.14.  A typical example of EMG-based driver fatigue detection [35]. 
RSC: right splenius capitius; RT: right trapezius; RMD: right medial 
deltoid. 
At the early research, EMG-based driver fatigue detection mainly used time 
domain parameters like root mean-square (RMS) amplitude [100]. Harba [101] 
reported that there was an increase in the single amplitude of sEMG occurring 
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in fatiguing process. A number of other researchers after him found a similar 
association between surface EMG and muscle fatigue during driving, with 
different explanations for the phenomenon [102, 103]. In Merletti’s work [104],  
the amplitude probability distribution (APD) of EMG was investigated using  a  
set of stored signals, and used to predict the muscle fatigue. Karlsson [105] 
developed a mathematical model to estimate the full-wave rectified EMG, 
using a zero mean Gaussian process to estimate the probability density function 
of EMG amplitude, since the  probability density function for such a process is 
symmetrical. 
Along with Fast Fourier Transforms (FFT) method becoming prevalent in 
signal processing area, parametric identification methods based on FFT 
spectrum analysis had also been used for driver fatigue detection. For the 
purposes of spectral analysis, EMG signals needed to be digitized and 
converted to frequency domain. FFT-based EMG analysis mainly involved 
mean frequency change, median frequency change, electrical activation [106] 
and integrated electromyogram. Luttmann [107] observed a spectral shift 
towards lower frequencies during the fatigue process, which means a decrease 
in mean frequency. It was reported that the change in median frequency was 
related to muscle fibre contraction process; the muscles  having  a high  
percentage  of  fast  fibres  have  a  correspondingly  greater initial  value  and  
rate  of  decrease of  EMG  median  frequency [108] .   
Discrete Wavelet Transform (DWT) had attracted an increasing attention to 
analyse surface EMG signal. Many researches in the field showed that DWT-
based fatigue detection method can achieve a better recognition result, 
compared to time-domain method and FFT method, because DWT can be used 
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without any loss of information in non-stationary conditions [109, 110]. In 
Karlsson’s [105] experiment, he used four methods, Wigner–Ville distribution, 
Choi–Williams distribution, short-time FT and continuous WT to measure 
fatigue by EMG signal. The experimental results showed the continuous 
wavelet transform method having the best recognition accuracy. 
2.5.3 Other indicators   
• Electrooculogram (EOG) 
EOG, electrical activity by eye movement, had also been shown to be a 
potential and promising indicator of fatigue and drowsiness. Because of the 
rich motor and sensory connections between human eyes and brain, eye 
movement definitely can provide very valuable warning signals of fatigue. It is 
reported that eye movement and conventional blinks were more frequent in 
alert state in a car simulator driving task [111]. The changes were quite 
prominent during the transition stage from alter to drowsiness. Research also 
found that the eye blink amplitude decreased over the course of driving task, 
and the disappearance of blinks and relative quiescence are the earliest reliable 
signs of drowsiness [28, 97]. 
• Electrocardiogram (ECG) or Heart Rate Variability (HRV) 
Physiological and biomedical research showed that excessive workloads and 
stress can lead to variations in ECG (or HRV), which can be used to detect 
fatigue. Both time-domain and frequency domain indices of ECG signal had 
been investigated to detect driver fatigue. In Riemersma’s experiment [112], it 
was demonstrated that ECG/HRV had decreased greatly during the prolonged 
night driving. According to recent work by Segerstrom [113], changes in 
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ECG/HRV had a very close association with a feeling of fatigue deterioration 
in driving. 
• Evoked Potentials (EP) 
Evoked potentials (EP), also called event-related potentials (ERP) are 
“manifestations of brain activities that occur in preparation for or in response 
to discrete events” [114]. Similar to patterns of EEG, the state of driver’s 
alertness determined the EP or ERP. The components of ERP during awake are 
moderate in amplitude, while they increase significantly during slow wave 
sleep. More and more studies are now using the ERP as a neurological 
indicator of fatigue [115, 116]. 
• Oxygen Debt 
The physical drowsiness cannot be directly detected by measuring oxygen debt, 
but can be used as an indirect indicator of fatigue. Sung [117] conducted a set 
of experiments on 10 drivers in a simulated car environment, using levels of 
oxygen supplied to them. The onset of fatigue was subjectively analysed 
during 2-hours driving task. They found that subjective feeling of fatigue was 
perceived most at 18% oxygen concentration and going lower when oxygen at 
30% concentration level, which means it is possible to reduce fatigue and 
drowsiness level  and increase central nervous system activities by supplying a 
high rate of oxygen. 
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2.5 Behavioural physiology-based detection 
As machine vision (MV) technology has progressed greatly in the last 10 years, 
another type of physiological characteristics such as facial expression of 
drivers based on machine vision have attracted lots of interest and become a 
hot research topic in Advanced Driver Assistant System (ADAS). These 
methods focus on monitoring the physical changes (facial and postural) of 
drivers by computer-vision and image-processing techniques. The visual 
changes in driver’s behaviours can be used as indicators for detecting driver’s 
fatigue. 
A lot of visual indicators which typically reflect a driver’s alertness level have 
been proposed in numerous literatures, including blink duration, eyelid 
movement, degree of eye-open, eye-closure (PERCLOS), gaze, nodding, 
yawning, head movement, arm/leg movement, drooping posture, and sluggish 
facial expression. They can be classified into 3 categories according to a fine 
distinction, determined by assessing which part of the body: 
a) Methods based on eye and eyelid    
b) Methods based on mouth   
c) Methods based on multi visual cues 
2.6.1 Methods based on eye and eyelid   
Eye and eyelid behaviours, such as PERCLOS (eyelid closure), blink rate, and 
gaze, can provide valuable information to assess a driver’s drowsiness and 
attentiveness. In recent years, these eye-based visual attributes of driver fatigue 
has been widely investigated in machine vision application area. There has 
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been much literature on fatigue detection using eye tracking to assess changes 
in driver’s actual eye closure, blinking rate and direction of gaze. 
A typical driver fatigue monitoring and warning system based on eye tracking 
contains four phases: face detection; eyes detection; eye’s behaviour 
recognition and classification; and countermeasure, as shown in Figure 2.15. 
Face Detection
Eyes Detection
Eye’s Behaviour Recognition
& Classification
Driver’s Images
Is driver fatigue?
Yes
No
Warning & Countermeasure
 
Figure 2.15.  The flow chart of eye tracking based driver fatigue warning 
system [118, 119]. 
PERCLOS, the percentage of eyelid closure over pupil over time, is the earliest 
and most widely studied technology for fatigue detection. As early as 1980s, 
researchers and scholars have demonstrated that PERCLOS data can represent 
fatigue by characterizing eyelid features, including pupil diameter, the rapid 
rotation of eyeball, staring eyes, nictation, and eyes sweeping. PERCLOS was 
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identified as the most reliable and valid ocular parameter and referred as a 
standard detection of drowsiness according to a study by the US Federal 
Highway Administration (FHWA) and US National Highway Traffic Safety 
Administration (NHTSA) [120]. In 1994, the PERCLOS metric for drowsiness 
detection was established according to a driving simulator study in which 
“PERCLOS” was referred as the proportion of eyes closure time at least 80 
percent (P80) [121]. Grace and her research colleague, from Carnegie Mellon 
University, developed a video-based detection system to monitor driver’s 
alertness by measuring PERCLOS [122]. In Grace’s system, two images of the 
driver were acquired from 2 video cameras in front of the driver, one infrared 
camera at 850 nm for a distinct pupils glowing image (red-eye effect) and 
another infrared camera at 950nm for a dark pupil’s image. The results show 
that PERCLOS has the clearest relationship with driver’s fatigue level on a 
driving simulator, compared to many other fatigue measurements like EEG, 
head tracker. In order to make PERCLOS working under realistic light 
conditions and real car environment, Liu [123] proposed a real-time PERCLOS 
system to robustly detect and track eyes by combining IR light imaging 
technique and appearance-based object recognition technology which is 
incorporated in the use of mean shift tracking and support vector machine 
(SVM). The system can work well under realistic light conditions even when 
the driver’s pupils are not very bright because of the external illumination 
interferences. Nowadays, some active approaches, like using active IR sensor 
[124], and new tracking algorithms, such as Adaboost and Haar-like features 
[125], were presented to improve the robustness and effectiveness of the 
fatigue detection system.  
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Similarly, the spontaneous eye blink is also considered to be a suitable and 
effective ocular indicator for fatigue diagnostics. Several parameters of 
spontaneous eye blink have been investigated to measure driver fatigue in 
literature, for example blink frequency, AECS (Average Eye Closure Speed) 
and the degree of eye openness. AECS is a good indicator of driver fatigue, 
which is defined as the average time needed to fully close or open the eyes. A 
number of previous studies [126, 127] indicate that the AECS of a fatigued 
person is significantly different from an alert one. In [128], the researchers 
developed a real-time driver assistance system to monitor and warn driver 
fatigue by combining the measurement of AECS and the degree of closure 
between upper and lower eyelids. The system achieved a high precision and 
reliability in real environment, and the blink waveforms processing algorithm 
was robust against the influence of difference among individuals. The 
experimental results show that the performance of the system based on 
machine vision is comparable with that of those physiological indicators. 
2.6.2 Methods based on mouth   
Yawning, a common expression when people fatigued, is another useful cue 
for observation and detection of fatigue. Much attention has been paid to the 
mouth’s features of yawning for fatigue detection. 
The behaviour of yawning can be detected by monitoring the movements of the 
lips, specifically mouth opening position. When one is yawning, it is easy to 
observe that the mouth opens wide and the geometric features change 
obviously. So most previous researchers focus their interest about yawning 
detection on geometric features of the mouth. Wang and his colleagues [129] 
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took the mouth region’s geometric features to make up an eigenvector as the 
input of a BP ANN, and they acquired the BP ANN output of three different 
mouth states that represent normal, yawning or talking state, respectively. In 
2005, Wang and Shi [130] represented the openness of the mouth by the ratio 
of mouth height to width, and detected yawning if the ratio was above 0.5 in 
more than 20 frames. Mandalapu [131] proposed a method to locate and track 
driver’s mouth using cascade of classifiers proposed by Viola-Jones for faces, 
and then used SVM to classify the mouth and detect yawning. 
To overcome the fragility to illumination when using colour information of lips 
to track mouth, Lu [132] recognized yawning by computing the vertical 
distance between chin and the midpoint of nostrils, using directional integral 
projection to locate the midpoint of nostrils. In their words, “the distance 
between chin and other face features becomes bigger when the driver is 
yawning”. Recently, a new technique, called “Active Shape Model (ASM)”, 
has been studied to address the challenges, e.g. fast movement of mouth, 
changes in lighting variation and pose when tracking and monitoring mouth 
movements. Garcia [133] presented an ASM for the detection of facial features 
extracted from the parametric model Candide-3. More recent research on ASM 
for yawning detection can be found in [134, 135]. 
2.6.3 Methods based on multi visual cues  
Although the techniques focusing on a single visual cue, such as the above 
PERCLOS, AECS, yawning, have achieved a great progress in the research 
area of fatigue detection, there are still a number of challenges for 
commercializing applications in real vehicles, because these systems based on 
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one single visual cue would encounter difficulty when the system cannot 
acquire the required visual features accurately and reliably. For example, the 
driver who wears sun-glasses could cause a serious problem to these systems 
based on tracking eye or eyelid characteristics. Glasses can cause glare and 
may be totally opaque to light, making it impossible for a camera to monitor 
eye movement. Furthermore, the degree of eye openness may vary from person 
to person. Another potential problem with the use of a single visual cue is that 
the obtained visual features are often ambiguous and, therefore, cannot always 
be indicative of one’s mental conditions. For example, the irregular head 
movement or line of sight (such as briefly look back or at the mirror) may yield 
false alarms for such a system. 
All these visual cues, no matter how imperfect they are individually, can 
provide an accurate characterization of a driver’s fatigue level if combined 
systematically. Studies show that simultaneous extraction and the use of 
multiple visual cues can reduce the uncertainty and resolve the ambiguity 
present in the information from a single source. 
In order to acquire reliably and accurately fatigue detection with the change in 
environment, or different persons, Fan et al. [29] presented a novel fatigue 
detection method using multi visual facial expression features. They used 
Gabor wavelets to represent the dynamics in facial image sequences, extract 
multi-scale and multi-orientation features for each image. Finally, AdaBoost 
algorithm is exploited to select the most discriminative features and construct a 
strong classifier to monitor fatigue. They experimentally tested a wide range of 
human subjects of different poses, genders and illuminations under real-life 
conditions and claimed that the proposed method can be used in real 
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automotives. Ji and Zhu [136] also designed a real-time online system, using a 
charge-coupled-device camera equipped with active infrared illuminators, to 
detect driver fatigue by monitoring several visual behaviours that typically 
characterize a person’s level of alertness while driving, including eyelid 
movement, pupil movement, yawning frequency, head movement, and facial 
expression. According to the probabilistic model, the fatigue parameters 
computed from these visual cues are subsequently combined probabilistically 
to form a composite fatigue index that could robustly, accurately, and 
consistently characterize one’s vigilance level. This system was validated 
under real-life fatigue conditions.  Liu [137] and Zhao [138] had presented a 
similar multi visual cue-based fatigue detection system. 
2.6 Performance-based detection 
Driver’s fatigue and drowsiness is a gradual and cumulative decline process 
related to a difficulty in remaining awake, disinclination towards effort, and 
decrease in driving performance. Vehicle dynamics shows the psychomotor 
behaviour of the driver has a close link to the driving performance. Therefore, 
it is possible to detect driver’s vigilance level based on driving performance.  
The studies monitoring fatigue by driving performance involves several indices: 
such as lane keeping/deviation, lateral position, time to line crossing, standard 
deviation of steering wheel angle, standard deviation of gas/braking pedal, and 
tracking of the distance with the front car. Basically, these possible techniques 
based on performance for detecting fatigue in drivers are categorized:    
a) Methods using camera for outside surveillance; 
b) Methods using sensor to recording movement signal of vehicle component.  
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2.7.1 Methods using machine vision     
Using a camera to monitor the lateral position and lane departure is a popular 
solution, and adopted by many researchers because of the great progress made 
in machine vision science recent years. A lot of machine vision-based systems 
for lane detection and departure have been developed in car-simulator and real-
car environment.   
At the first stage of this technology, particularly before 2000, some simple 
systems were developed. Chen et al [139] and LeBlanc et al [140] proposed a 
lane departure prevention system by a video camera to monitor the vehicle’s 
path displacements and compare the path with the sensed road geometry to 
estimate the time to lane-crossing. After them, Kwon et al [141], in 1999, 
developed a fatigue warning system using camera-based lane keeping 
technique. They categorized the fatigue warning level into three classes: alarm 
state, low warning state, and no alarm state, according to two criteria:  lateral 
deviation and time to lane-crossing. These systems worked only in good road 
environment and lighting conditions. 
Along with the development of machine learning algorithms and their 
applications in machine vision area, some new systems having a better 
performance were investigated and proposed around the world. Lee and his 
colleagues [142] developed a detection system of lane departure using an edge 
distribution function to estimate the lane orientation and recognize the 
travelling direction changes. In order to overcome the failed tracking in curved 
roadway by edge distribution function, they introduced a boundary pixel 
extractor (BPE), Hough transform, to enhance the robustness of the technique. 
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The lane departure monitor system proposed by Apostoloff [143] utilized 
particle filtering and multiple cues to improve the recognition accuracy. The 
system is robust under a variety of road conditions. In Hsu’s research [144], 
radial basis probability networks (RBPN) was used to determine whether the 
car is being or going to lane departure. This system applied pattern recognition 
(PR) mechanism to find one class most fitted as the vehicle’s lane state, 
specifically recording lateral displacement and its change rate, and comparing 
the trajectory with the training patterns. Study from Jung and Kelbe [145] 
employed a mode combining linear and quadratic function to fit the roadway in 
front of the vehicle, a linear function for the near field of the lane and a 
parabolic function for the far road. This lane departure warning system 
achieved high performance in good road conditions and particular weather 
situations, as shown in Figure 2.16. 
 
Figure 2.16.  Lane keeping assisted technology. 
Source: http://modifiedcarphoto.blogspot.com/2010/09/lane-keeping-assist.html  
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Although these warning systems presented above have achieved good 
recognition performance, almost all of them only work in good road condition 
and weather situations. The robustness to real environment, such as varying 
illumination, shadows, bad weather, bad road paintings and other image 
artefact, is not that good. Therefore, one major problem for these fatigue 
warning systems based on lane departure detection is how to deal with large 
changes in the characteristics of roadway, road conditions and weather 
situations. More recently, new methods or modifications are applied to 
improve the system’s robustness to environment. Wang [36] proposed a lane 
displacement warning system by combined self-clustering algorithm (SCA), 
fuzzy C-mean and fuzzy rules to process the spatial information and Canny 
algorithms to get edge detection. They claimed the system enhanced the lane 
boundary information and can be used in various weather conditions. 
Apostoloff and his group members [146], from Australian National University, 
developed a more reliable approach using multiple lane cues to detect the 
location of the vehicle in the lane under varying roadway conditions. The 
methodologies have already applied in commercial vehicles.  
2.7.2 Methods using sensor    
The driver’s alertness state can also be characterized by the measurement of 
vehicle components, like standard deviation of steering wheel angle, gas or 
braking pedal movement, which reflect the driver’s manipulation signal. 
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Figure 2.17.  Steering wheel and gas pedal measurement. 
Source: http://www.kiamanuals.org/kia-768.html  
Steering wheel movement attracts more attention because of its close 
correlation with driver’s vigilance during monotonous driving environment. 
Thiffault [57] investigated the relationship between fatigue state and steering 
wheel movement in his simulated monotonous driving task, and found the 
standard deviation of steering wheel turning angles had a large change when 
the driver began to drowsiness. The result is consistent with Cox’s experiment 
[147] and Eskandarian’ research [148], where the maximum and mean square 
error of lateral displacement is larger in drowsy state than alert state. In 
Siegmund’ study [149], he measured the driver’s fatigue state relied on an 
index function, named subjective evaluation of drowsiness, which is 
constructed by three weight functions generated from steering wheel angle in 
there different perspectives, time domain, frequency domain and amplitude 
domain respectively, while, Eskandarian’s research showed the change of 
steering wheel angle. Another interesting determinant of driver’s drowsiness 
was found by Oron-Gilad et al [150]: it is hard for driver to maintain constant 
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speed when fatigue is onset. In this work, Oron-Gilad et al also found the 
actions on pedals are related to driver’s fatigue. In vehicle manufacturing 
industry [151], Toyota had already used steering wheel sensors to measure 
wheel steering variability and a pulse sensor to record the heart rate. Mitsubishi 
had reported the use of steering wheel sensors and measures of vehicle 
behaviour (such as the lateral position of the car) to detect the driver’s 
drowsiness in their ASV system.  
2.7 Summary 
Fatigue is a very complex symptom not only associated with physical pain 
located in overstressed muscles which is believed to be synonymous with 
muscle fatigue, but also with diffuse tiredness sensation which is considered as 
mental fatigue. Prolonged-period driving at monotonous environment, 
particularly at night and irregular time, will cause driver’s organism tiredness 
as well as the disinclination of perception, known as physical fatigue and 
mental fatigue, respectively. As it is difficult to distinguish physical and mental 
components, the term “driver fatigue” refers to both of them in a broad sense. 
The detection of driver fatigue is a significant and valuable research topic as 
fatigued driver falling asleep at wheel has been identified as one of the most 
risk factors causing fatal traffic accidents worldwide. Over the past decades, 
many researchers around the world have been attracted to this research area, 
aiming to develop a reliable and robust detection system. Numerous fatigue 
determinants and indicators have been investigated, involving psychological 
determinants, physiological indicators, machine vision-based facial expression 
detection, and driving performance-bases technique.   
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The methods based on physiological indicators are commonly believed as the 
most accurate and reliable techniques, such as EEG, EMG, ECG, HRV, 
respiratory, skin temperature and so on. Generally, these measurements need to 
attach some electrodes on the driver in order to record corresponding 
bioelectrical signal, causing annoyance to driver. Therefore, physiological 
indicator-based fatigue detection methods are intrusive. That is the main reason 
why these kinds of techniques are hardly used in real car and get 
commercialized, although they have high reliability and efficiency. 
Along with great progress achieved in machine vision and machine learning 
research fields, vision-based driver facial expression recognition has been 
studied as a fatigue detection method. In the past 10 years, various warning 
systems and algorithms are well researched. Normally, these vision-based 
methods can be categorized into 3 classes: methods based on eye and eyelid 
movements; methods based on head movement; methods based on mouth 
opening, like yawning. Vision-based methods can also achieve a good 
performance, similar to physiological indicators. On the other hand, as some 
authors claimed in their papers, the vision-based methods indeed are not 
intrusive in some perspective, because there is no direct touch between visual 
camera and the driver. However, there is a psychological “touch” or intrusive 
to the driver, as it makes the driver having a feeling of “big brother watching”. 
Moreover, a common agreement on the demerit of vision-based methods is the 
sensitiveness to light and environment conditions. Nevertheless, behaviour-
based technique provides a relatively satisfactory and practicable solution for 
fatigue detection in a real application point of view, compared to the other 
techniques. Some vision-based systems have been commercialized in real cars.   
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According to the research vehicle dynamics, driving performance has a close 
relationship with the driver’s state of vigilance. The fatigue in drivers during 
monotonous driving can be characterized by indirect behaviours of the vehicle, 
like lateral position; lane deviation; time to line crossing; standard deviation of 
steering wheel angle; standard deviation of gas and braking pedal. These 
techniques are totally non-intrusive, and the current studies on them have 
gotten a comprehensive achievement. However, there are several limitations 
not overcome yet: the vehicle type, driver experience, geometric characteristics 
and state of the roads, among which, the biggest obstacle and limitation is the 
robustness to various roadway conditions and weather environment. Although 
some of these techniques have been used in real cars by some vehicle 
manufacturing companies, they are limited to some simple driving contexts and 
have lower detection accuracy than the other methods.   
To summarise, none of the existing approaches offers a satisfactory integrated 
solution. Therefore, in order to tackle these demerits and develop a satisfactory 
solution, the research work proposed in this thesis is aimed to solve some of 
these problems to find a better solution for driver fatigue warning, using sitting 
behaviour information.  
 52 
C H A P T E R  T H R E E  
3 METHODOLOGY AND APPRATUS 
3.1 Introduction  
Driver fatigue is a complex phenomenon influenced by numerous 
physiological and psychological factors and surrounding driving environment.  
Due to its subjective nature, it cannot be measured directly by an apparatus. 
However, behavioural researches [9, 152, 153] reveal that driving fatigue 
shows a lot of observable characteristics in the driving performance, 
physiological and psychological changes while it is often assessed through 
self-evaluation or questionnaires. As mentioned in the section 2.5, many 
existing Driver Assistant Systems (DAS) have taken advantages of machine 
vision technologies based on some physiological changes including like 
PERCLOS, AECS, and Yawning [120, 121, 124, 125] and driving performance 
change such as lane keeping/crossing in the section 2.6 to estimate drivers’ 
internal drowsiness state.    
 
Figure 3.1.  Fatigue prediction through observable variables. 
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These systems can achieve a high performance in ideal experimental 
conditions, especially under good illumination condition. Some of these MV 
based systems have even been commercialized in real cars [146, 151]. 
However, sensitiveness to the illumination of driving environment has been a 
big obstacle to their wide applications in weak illumination, especially at night. 
Alternatively, another approach to monitor driver’s fatigue is to use pressure 
sensors to capture and analyse driver’s behaviour information, and then 
correlate to driver’s vigilance level. In recent years, this approach has attracted 
more and more attention from researchers worldwide because of its robustness 
to driving environment. Many fatigue detection schemes based on pressure 
sensors have been investigated in simulated driving laboratories [57, 148, 150]. 
For example, in Thiffault’s simulated study [57], he found that the driver’s 
alertness level can be characterized by the measurement of standard deviation 
of steering wheel angle, gas pedal movement, and braking pedal movement, 
which can be measured by attaching pressure sensors on the parts. However, 
although lots of theoretical studies and preliminary experimental researches 
have been made under simulated driving environment, there is no report on 
exploring the potentials of employing sensors mounted on driver seat and 
seatbelt to capture physiological characteristic of drivers’ sitting behaviours in 
order to develop a more effective and practical driver fatigue prediction system.  
In addition, driver fatigue prognosis which is a typical pattern recognition task  
has not been tackled by using  machine learning technologies, though they 
have been widely adopted by many other prediction and classification 
applications such as face recognition, voice or speech recognition, fingerprint 
recognition, etc.  
C H A P T E R  T H R E E  
54 
In this thesis, I propose a new driver fatigue prognosis scheme through 
incorporating a driver sitting behaviour monitoring scheme based on pressure 
sensing mats mounted on driver seat and accelerometer in seatbelt coupled 
with machine learning modules. This chapter outlines the principle of the 
driving sitting behaviour measurement scheme, system architecture and 
hardware subsystem for sitting data collection, and experimental setups.    
3.2 Methodology  
The research hypothesis of our method is based on the biomechanics and 
ergonomics study results [19-25] that driver’s sitting behaviour changes once 
fatigue is onset. Similar to facial expression in MV based methods, sitting 
behaviour changes may provide invaluable and sufficient information for 
predicting driver fatigue.  
3.2.1 Theoretical hypothesis 
Many biomechanics and ergonomics research works found in the literatures, 
have revealed that the position of driver’s cervical vertebra and extremities 
would change gradually in prolonged-time driving task due to the increase of 
fatigue.  
Specifically, in monotonous long-term driving, cervical vertebra will cause the 
inclination angle of body increasing as the driver’s posture collapsed by the 
increase of load [19-22]; and extremities mainly affect his behaviour and action 
mode [23-25], like slower reaction, body movement. In another words, drivers 
voluntarily change their posture and behaviours when fatigue is onset. The 
biomechanics study results were in accordance with physiological researches 
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[69, 74, 75, 82, 154]. Figure 3.2 shows the possible range of driving posture 
change (spinal model) when drivers feel fatigued [19].   
 
Figure 3.2.  Changing range of spinal model when fatigue is onset [19]. 
Therefore, these voluntary sitting behaviour changes of drivers may be useful 
as an effective indicator to monitor their fatigue levels. Our proposed scheme 
in the work is based on this hypothesis. 
3.2.2 Sitting behaviour measurement scheme  
To measure the sitting behaviour changes of drivers, I propose a new 
measurement scheme by incorporating two types of sensors: haptic sensor mat 
and accelerometer sensor. For the sitting behavioural changes caused by spinal 
biomechanics, extremity ergonomics, and requirements of accelerating and 
braking tasks, they are captured from the pressure distributions of driver’s 
upper body and buttock exerted on the driver seat and backrest with two haptic 
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sensor mats mounted, respectively. Sitting postural changes associated with 
inclination of driver’s upper body are measured by an accelerometer sensor 
attached on the seatbelt. As a result, driver’s sitting behaviours are quantified 
by the characteristics changes in the pressure distribution patterns and 
acceleration signals.  
Unlike camera device, these pressure and accelerometer sensors would be not 
affected by the illumination conditions of driving environment and driver’s 
wearing conditions. Figure 3.3 displays the prototype of the proposed scheme: 
haptic sensor mats for pressure distribution images; and accelerometer sensor 
for acceleration signals. 
 
Figure 3.3.  Proposed sitting behaviour measurement scheme: two haptic 
sensor mats on driver seat and backrest, respectively, and one 
accelerometer sensor on the seatbelt.  
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3.2.3 Fatigue prediction system  
Based on the sitting behaviour measurement scheme above, a driver fatigue 
prediction system framework was developed in this work, as shown in Figure 
3.4.  
 
Figure 3.4.  Principle of our fatigue prediction system based on sitting 
behaviour changes. 
When the driver’s fatigue is onset after a long time driving on monotonous 
freeway, he/she will voluntarily change his/her sitting behaviour, which will be 
reflected by the sitting pressure distribution patterns on the seat and backrest 
and the acceleration signals of his/her upper bodies. These measurements are 
recorded to form a pattern corresponding to his/her current alertness state, 
which will be used to train and test machine learning models at the later stage.    
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3.2.3.1 System architecture 
The following block diagram depicts the system architecture of our proposed 
method in a top-level view point, in which each block represents a function 
component of the system.  
 
Figure 3.5.  Block diagram of system architecture. 
As shown in the Figure 3.5, the whole system can be generally divided into 
two main modules: hardware subsystem for data acquisition, and algorithm 
subsystem for data processing and analysing. In hardware subsystem, two 
kinds of original data, pressure distribution images and acceleration signals are 
acquired in a parallel way and fused into one data set in the pre-processing step. 
On the other hand, the algorithm module is responsible for data processing, 
feature extraction and fatigue level decision making.       
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3.2.3.2 Hardware subsystem for measurement 
 
Figure 3.6.  Diagram of hardware subsystem. 
Firstly, the two haptic sensor mats attached on the driver seat and backrest are 
used to record driver’s body movement and weigh displacement by analysing 
the pressure distribution image series. Secondly, by considering wearing 
comfort and simplicity in the implementation of the sensors, accelerometer 
sensor is embedded into the seatbelt. The driver’s deviation angle from a 
vertical or horizontal plane or surface can be computed, which present the 
driver’s posture at a certain moment.  
3.2.3.3 Pattern recognition model for analysing  
The general structure of driver fatigue prediction protocol is explained by 
describing the flow of data from inputs to outputs. Figure 3.7 shows a high-
level graphical representation of the machine learning algorithm proposed for 
predicting driver’s fatigue.  
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Figure 3.7.  Diagram of pattern recognition model. 
There are three key steps in the diagram: pre-processing to represent the sitting 
data in the form of time sequences sample; extracting postural features from 
the processed samples; and predicting the level of fatigue.  
First of all, in the pre-processing step, original pressure maps and acceleration 
data are transformed into a form more appropriate for pattern recognition. The 
details of how to represent sample will be described in chapter 4. Secondly, the 
sample data are analysed to characterize the driver’s sitting behavioural 
changes through feature extraction algorithm which will be also introduced in 
chapter 4. The feature vector obtained represents the characteristics of the 
driver sitting behaviour at the specific moment. The corresponding fatigue state 
of the driver at this moment is quantified by considering the collective effects 
of driver’s self-evaluation, driving performance decrement and facial 
expressions, which will be used as the label for the sitting sample (or targeted 
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value) to train machine learning models at the later stage. Two types of 
machine learning models, i.e., regression model and supervised learning 
algorithms, are established and optimized to predict driver fatigue based on the 
sitting data collected from a number of drivers. Then, the models will be 
empirically evaluated by using new sitting data.   
3.3 Experimental setups  
In order to verify the effectiveness of our method, a simulated experimental 
study was conducted in car simulator. This section introduces the experimental 
setups used in this study. 
3.3.1 Sensors for sitting behaviour measurement  
As discussed above, the hardware for data collection is the combination of 
haptic mats and accelerometer sensor. Figure 3.8 shows the sensors used in the 
experiments.   
 
(a) Simulated driving experiment  
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(b) Haptic sensor mat 
 
(c) Accelerometer sensor and 
Microcontroller Unit (MCU) 
Figure 3.8.  Photos of sensors for behaviour measurement. 
• Haptic sensor mat  
The aim of different interactive and intelligent devices, including advanced 
driver assistant system (ADAS), is providing support and assistance to meet 
users’ needs with minimum human intervention, which requires the intelligent 
environment to record the interaction of objects with human beings, so that the 
intelligent system can automatically execute smart analysis and assistant job. 
Normally, the interaction data is recorded by various sensing technologies. 
Among all of these different sensing technologies, tactile sensing technology 
which can be used to detect the physical interaction of human beings with 
objects achieves the widest spread use in consumer applications including 
nursing industry, vehicle safety system, clinical medicine, and furniture 
industry [155, 156]. 
Tactile sensing technology is based on tactile pressure sensor, which consists 
of an array of force sensing elements that are evenly distributed on a flexible 
carrier substrate. A tactile sensor measures the spatial distribution and 
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magnitude of forces perpendicular to the sensing area. Tactile sensors have 
been the subject of extensive research for use in intelligent applications. The 
research on these sensors focused primarily on detecting object geometry, 
texture, slip or other contact conditions in order to enhance the systems’ 
manipulation, safety, and dexterity[157]. 
In this research, the haptic sensor mat used in experiments is TACTILUS® 
pressure mapping system (shown in Figure 3.9), developed by Sensor Products 
Inc., Madison, USA [158].  
 
(a) Tactilus sensing pad, hub and software.  
 
(b) Pressure is displayed in colour contoured graphics. 
Figure 3.9.  TACTILUS® pressure mapping system [158]. 
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TACTILUS® is a matrix based tactile surface sensor that works on the principle 
of piezoresistance. Tiny sensing cells covered the entire surface area of sensor 
"skin" allowing for discrete spot pressure analysis at any point in the contact 
region. The TACTILUS® mapping system comprises X232 pressure mapping 
pad, electronics unit, power supply and cord, battery pack, smart media card 
and TACTILUS® software. The X232 pressure mapping pad consists of 1024 
sensors arranged in 32 rows and 32 columns, moulded within a mat of flexible 
material less than 0.7mm in thickness.  
In our simulated driving experiments, two TACTILUS® pressure mats (sub-
model: Body-filter) were employed to acquire data: one on seat and another on 
backrest. Measurement will be taken when subjects sit on seat. The measured 
data is displayed in colour contoured graphics and stored for further analysis. 
        
(a) Two TACTILUS® pressure mats used 
   
(b) The pressure images acquired 
Figure 3.10.  Measurement by haptic sensor mats. 
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Table 3.1 displays the specifications of TACTILUS® Body-filter mapping 
system. Body-fitter assimilates the data collected into our powerful Windows®-
based software providing us with everything from pressure maps to detailed 
statistical analysis. In the design of seating surfaces, position, density and 
conformity of materials is critical. Body-fitter not only significantly reduces 
the number of test iterations required but is an evolutionary design aid towards 
the quest for ergonomic fit. Tactilus Body-fitter is the most economical, 
scientific and user-friendly system for surface pressure mapping available 
today, both in the lab as well as in-store. 
Table 3.1.  Specifications of TACTILUS® Body-filter [158]. 
Sensor specifications 
Technology Piezoresistive 
Pressure Range 0 - 4 PSI (0 - 0.28 kg/cm²) 
Grid Size 32 x 32 
Sensing Points 1,024 
Total Sensing Area 19" x 19" (48.3 x 48.3 cm²) 
Scan Speed Up to 10 hertz 
Spatial Resolution Custom from 0.5 in² (1.3cm²) 
Thickness 30 mils (0.7 mm) 
Accuracy ± 10% 
Repeatability ± 2% 
Hysteresis ± 5% 
Non-Linearity ±1.5% 
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• Accelerometer sensor  
For acquiring the operator’s sitting posture when driving (mainly the 
inclination angle of body), a sensing unit containing a single tri-axial 
accelerometer sensor (MMA7260, Freescale® Inc.) and a micro-controller 
(C8051F020, Silicon® Laboratories Inc.) with a 12-bit analog-to-digital 
convertor (ADC) was employed, shown in Figure 3.11.   
 
(a) Freescale® MMA7260 
accelerometer sensor 
 
(b) Silicon® C8051F020 micro-
controller 
 
(c) Connection between accelerometer and micro-controller 
Figure 3.11.  Acceleration measurement unit. 
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The tri-axial accelerometer captured the acceleration along three orthogonal 
axes, with the same sampling rate as TACTILUS® pressure mapping system in 
order to keep consistent frequency. And the sensor output range was fixed at 
±1.5G with 800 mV/G sensitivity (G represents the acceleration gravity, i.e., 
9.81 m/s2) [159]. The original data collected by the microcontroller were 
recorded with a laptop computer at a communication rate of 9600bps. Equation 
3.1 gives the relationship between input voltage signal (V) and acceleration 
signal (G) of the tri-axial accelerometer with ±1.5G. 
1.25 2.063G V                                                                                    (3.1) 
In compliance with the findings in ergonomics studies [160, 161], one tri-axial 
accelerometer was attached to seat-belt of car simulator using a hook-and-loop 
textile connector to collect data from subjects wearing it, as depicted in Figure 
3.12. The sensor was oriented in such a way that x-axis was aligned with the 
vertical direction, y-axis along the lateral axis and z-axis with the anterior-
posterior axis while a subject was standing.   
Top View
+Y-Y
+X
-X
Side View
-Z +Z
S
Sensor
 
Figure 3.12.  Reference directions and position of accelerometer sensor. 
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3.3.2 Driving simulator  
The car simulator used in the experiments is a fixed-based driving machine, 
JM-08STA, manufactured by Bosen Technology Inc., China. JM-08STA 
composes of two parts: a personal computer-based interactive simulated 
driving environment; and a fully functional machine model with all the same 
parts as a real car, including a power steering wheel, gas and brake pedals, a 
dashboard, an adjustable seat and seat-belt, manual transmission, and so on..  
For the visual driving environment, simulated rural highways had been 
designed using actual geometric route design standards. The visual scenes of 
road, traffic and surrounding environment are projected onto a 19 inch (40 cm 
× 27 cm) LCD screen at a frequency of 30 frames per second. The imaging 
technique uses 3-dimensional graphics, which means that the motion is 
comprised of 3-axes direction. Drivers could receive traffic information from 
the side view and rear-view mirrors on screen like a real car. On the other hand, 
for the vehicle machine model, the car simulator receives the feedbacks in real 
time from the steering wheels, the acceleration and brake pedals, transmission, 
turning signal light, etc., as the vehicle’s movement control signals during 
driving. For example, drivers could see the driving speed on the dashboard 
speedometer, and use the wiper when it rained. Moreover, the simulation car 
can also response to the sound, movement, and visual device, thereby creating 
the needed sounds, visual and motion cues. The Figures 3.13 (a) and 3.13 (b) 
show a photo of the car simulator. 
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(a) Overview 
 
(b) Manipulation part  
Figure 3.13.  Car simulator used in the experiment. 
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3.3.3 Subjects 
Nineteen physically healthy volunteers, including 13 males and 6 females, 
were recruited in the experiment from the Institute population. Their ages were 
between 24 and 45 years, and the mean age was 29.5. All of the subjects had 
over 1 year driving experience, and the average driving experience was 2.1 
years. Each subject received some monetary compensation for their 
involvement in the experiment.  
All of the 19 subjects were arranged into 2 sets: 6 subjects in set A, and the 
other 13 in set B. Each subject in set A performed 5 driving experiments which 
meant there were 30 experiments in total in set A, and the corresponding data 
were served as training dataset. While the subjects in set B performed only one 
experiment and the related data were used as testing dataset. 
3.3.4 Video cameras  
Two Cannon video cameras are mounted, one in the front of drivers to capture 
driver face image sequences and the other on the back to record the screen 
simultaneously with the pressure sensing mats and accelerometer sensor.  
These image sequences will be stored in a database and the results of facial 
expression analysis (such as eye closure and yawning) from facial image 
sequences and driving performance (such as crashes and lane crossing counts) 
from the screen image sequences will serve as references for labelling the 
corresponding sitting data, which will be used by machine learning models at 
the later stage.   
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3.4 Summary 
Since driver fatigue is a subjective issue, there is no direct way to measure the 
“hidden” drowsiness state of drivers and some measurable indicators 
associated with fatigue have to be used to in order to develop a reliable and 
practicable prediction method.  While many physiological characteristics such 
as facial expressions and driving performance decrement have been used as 
measurable indicators to driver fatigue, these measurements can only be 
generated by using machine vision technologies and the implementation of 
such machine vision based system is not sufficient because of poor image 
quality or occlusion under weak illumination or in the dark at night.   
Alternatively, as many biomechanics and ergonomics studies on driving and 
sitting posture revealed that drivers voluntarily change their behaviour when 
fatigue is onset and the cervical vertebra and extremities are the main reasons 
resulted in postural changes [19-25]. In order to predict driver fatigue, this 
work propose a novel sensing scheme to capture these physiological 
characteristics  by combining haptic sensor mats mounted on driver seat and 
accelerometer sensor on the seatbelt.  
Specifically, the two haptic sensor mats attached on the seat can monitor 
driver’s body movement and weight displacement by analysing the pressure 
distribution image sequences on seat. From accelerometer sensor embedded 
into seatbelt, it is possible and easy to detect the inclination of drivers’ cervical 
vertebra which is the key structure for driver to hold a special posture. As a 
result, the driving posture as well as its dynamic trait can be detected to reflect 
drivers’ physical state. Then, features are extracted from postural information 
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and fused to form patterns which will be treated as the cue to predict fatigue at 
recognition stage.   
Our simulated experimental study was executed on a fixed-based driving 
simulator (without vibrations) with similar visual and sound effects of driving 
environment, which provides drivers similar feeling of driving to that in a real 
vehicle. A total number of 19 volunteers were recruited from the Institute 
population, and all of them had over 1 year driving experience.   
Two video cameras were also mounted, one in front of drivers to collect 
drive’s facial expressions, and the other in the back to collect driving 
performance information. The characteristics of driver’s facial expression 
combined with their driving performance and self-evaluation results will serve 
as ground truth for labelling the corresponding sitting data.   
 
 73 
C H A P T E R  F O U R  
4 EXPERIMENT AND DATA 
COLLECTION 
4.1 Introduction  
This chapter outlines the experimental procedure, data acquisition, feature 
extraction and pattern representation. At the beginning, the details of 
experimental procedure are introduced, including experimental arrangement, 
selection of simulated driving experiment, and setup of hardware sub-system. 
Then, data acquisition approach is described. Some objective and physiological 
components of driver fatigue including drivers’ facial expressions and driving 
performance are also recorded by two video cameras during the whole driving 
experiments, which serve as the ground truth for labelling the training data 
used in the machine learning algorithms and cross-reference for empirically 
verifying the driver fatigue prediction approaches. At last, feature extraction 
and pattern representation approaches are described in detail. The sample used 
to represent driver’s sitting behaviour at one moment is a time sequence with 
21-dimensional feature vectors. 
4.2 Experimental preparation  
4.2.1 Ethical approval 
The experiment had received ethical approval from DEAKIN UNIVERSITY 
Animal Welfare Committee (AWC). All the participants involved were 
voluntary and anonymous. Before experiments, the participants were fully 
informed of the experimental details and procedure, and asked to complete a 
consent form in plain language approved by DEAKIN UNIVERSITY. A 
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personal information questionnaire was also designed to collect the subjects’ 
general information for statistical analysis, including age, gender, height, 
weight, and past driving experience. Under the privacy protection rules, the 
volunteers’ information would not be released to any third party. All of the 
participants were compensated for their time and endeavour on driving 
experiments. 
4.2.2 Experimental design    
• Experimental sets  
At the experimental stage, the 19 participants with a few years of driving 
experience were randomly arranged into 2 sets: 6 subjects in set A and the 
other 13 subjects in set B. The experimental data acquired in set A were treated 
as training data, while the data in set B were used for testing.  
In set A, the training data collection, each of the 6 subjects was asked to 
perform driving experiments on the simulated rural highways for 5 times, i.e., 
once every 2 weeks, 2 hours each time. Thus, there were 30 experiments in 
total undertaken in set A, and it took ten weeks to finish. Among them, 20 of 
them were conducted in the afternoon between 1:30 PM - 3:30 PM, and the 
other 10 experiments were done in the morning between 9:30 AM -11:30 AM.  
For the collection of test data in set B, 13 new drivers were required to perform 
one experiment and it took 5 weeks to finish all the experiments in set B. Four 
of them were carried out in the morning, the same time period as before, 9:30 
AM -11:30 AM. And the other 9 of them were done in the afternoon between 
1:30 PM - 3:30 PM.  Thus, there were 13 experimental data in set B used as 
test data. 
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• Experimental instruction 
Since our research focus is on the long-distance drivers’ fatigue, In order to 
minimize the interference of  prior driving experience to their alertness state 
evaluation, the volunteers had been given sufficient time to practise driving the 
car simulator a few days before they took part in the experiments, so that they 
were familiar with the driving simulator. In addition, the drivers were required 
to have a sound sleep at night before the experiments, and abstain from 
smoking, coffee drinks, strenuous exercise, and the intake of drugs.   
Most of the experiments in the two sets were undertaken in the afternoon post-
lunch period: 1:30 PM - 3:30 PM, which was demonstrated as the peak drowsy 
period for daytime and most easily caused fatigue-related accidents. 
Meanwhile, in order to test and verify the effectiveness of the recognition 
algorithms, a few experiments were undertaken in the morning 9:00 AM - 
11:00 AM, which was a relatively high vigilance time period for drivers.  
Note that the volunteers who experienced simulator sickness symptoms were 
immediately allowed to stop driving.   
• Experimental procedure  
During each experiment, volunteer arrived at the laboratory 10 minutes in 
advance to sign the consent form, adjust the seat to a comfortable state, and 
drive for about 5 minutes to warm-up. Then, they started the simulated driving 
experiment. In the experiment, there was an alarm clock to time and buzz once 
every 30-minnute to let the driver know the time.  
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The entire process of the experiment was recorded by two digital video 
cameras from the front and back of the driver. The front camera recorded the 
drivers’ face, while the back one monitored the screen of car simulator from 
which the traffic accident details can be measured. These two kinds of 
information were used as the ground truth in future analysis.  
After 2 hours’ driving, 3:30 PM, they were asked to complete a research 
questionnaire, a subjective evaluation of their fatigue level, which would be 
used to compare with the objective assessment by the pattern recognition 
algorithms.  
4.2.3 Simulated driving experiment    
According to the studies of road accidents in the relevant literatures [49], 
fatigue-related crashes are more common on rural highways than on urban and 
rural roads. One reason for this is that average trip lengths are likely to be 
longer on rural highways and inattention and drowsiness are more readily 
triggered by constant speed and monotony in the task and surroundings.  In 
addition, when the speed limit is 80km/h or greater, the risk of being involved 
in crashes on rural highways is significantly increased. Therefore, a rural 
highway scenario was selected as the simulated driving environment in our 
experiments.  
Specifically, the road scene was designed as a circular four-lane highway with 
green belt and moderate curves with using actual geometric route standards, 
and the road condition and surrounding environment was created with varying 
aspects ranged from the visual scene to the behaviour of dynamic objects that are 
moving and changing along the way. Total length of a single cycle is around 
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40.0 km, taking about 25 minutes to drive. The traffic density on the road is 
medium. There are various types of vehicles on both 2 directions of the road.  
 
Figure 4.1.  Simulated driving experiment on highway: manual transmission 
in 3-level speed; a truck following the car. 
The subjects were asked to perform a driving experiment for 2 hours each time 
on the car simulator. The speed limit was set to 110 ± 10 km/h and drivers may 
override the speed limit at their wills. Drivers were required to drive in the 
centre of the right lane based on right-hand side driving rules. It was also 
possible and allowable for driver to overtake other vehicles ahead if they wish. 
The other vehicles on the road were programmed at a speed of 110 km/h if 
there was no traffic jam.   
4.2.4 Hardware setup  
As driver’s physiological state will be represented by the integration of two 
measurement data in the later processing, those two sensors should keep 
synchronous by setting with the same data sampling rate. In the experiments, 
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the data sampling rate of both TACTILUS® pressure mat and MMA7260 
accelerometer sensor were set at 1Hz, the minimum frequency allowed by the 
pressure mat. This sampling rate, however, was considered sufficient, as the 
frequency of postural changes and resultant pressure map changes were not 
observed to occur within an order of magnitude of the sampling rate. 
In addition, it is worth to pay attention to the effect by the wrinkles of pressure 
mat. In order to reduce this effect on performance, the two pressure sensor 
mats were conformed to the seat and backrest with gummed tape. During the 
seat adjustment period, the participant was instructed to sit carefully to 
minimize wrinkles on the pressure mat. In the same way, the accelerometer 
sensor was also fixed to the position close to heart in seatbelt.  
4.3 Data collection   
In a typical pattern recognition application with supervised learning, two kinds 
of data are needed: sample data (patterns) and their corresponding label 
information. Sample data or patterns are a formal and mathematical 
representation in essence to the “issue” to be recognized. On the other hand, 
the label information is used for training the learning algorithm (classifier) and 
verifying the classification performance of trained classifier.  
In this work, we treat driver fatigue analysis as a supervised classification issue. 
Therefore, we also need to acquire label information for sitting data, except the 
postural data from haptic mats and accelerometer which will be used as sample 
data in pattern classification stage. Additionally, as fatigue is a subjective issue, 
thus, we can’t get the label information of sample directly, but can estimate it 
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through some ground truth. Table 4.1 gives a list about all the measurements 
taken in the experiments. 
Table 4.1.  Measurements taken in the experiments 
No. Apparatus Indication Function 
1 2 pressure sensor mats 
accelerometer sensor 
pressure images 
acceleration signals 
postural data 
postural data 
2 questionnaire fatigue score ground truth 
3 face and screen monitor 
video cameras 
statistics ground truth 
 
4.3.1 Sitting behaviour data    
Sitting behaviour data are quantified from pressure distribution images and 
acceleration signals in 3-axes direction. 
Pressure distribution (map) image: captured by two haptic sensor mats 
mounted on driver seat and backrest for analysing driver’s body movement, 
limb movement and weight displacement related to driving activities, like 
accelerating, braking, bending, turning around and so on. The Figure 4.2 
displayed the measurement.  
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Pressure mats mounted on seat 
 
Driver sitting on mat 
 
Images acquired   
Figure 4.2.  Measurement of pressure images. 
 
Acceleration signals: collected from one single tri-axis accelerometer sensor 
embedded into the car seatbelt close to the heart position. The acceleration 
signals are used to calculate the driver’s posture, shown in Figure 4.3. 
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Acceleration sensor connected to 
MCU 
 
Acceleration sensor embedded in 
seatbelt 
 
Acceleration signal   
Figure 4.3.  Accelerometer sensor and acceleration signal measurement. 
After acquisition from the sensors separately, these two kinds of data are 
transferred to target format and further processed and a feature vector is 
extracted and its dimension is reduced to form a lower dimensional pattern to 
represent the sitting behaviour characteristics.    
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4.3.2 Reference fatigue level for labelling 
As discussed above, the regression models and supervised learning algorithms 
need the label information of training samples at the learning stage. In this 
project, two kinds of information are recorded in order to rate the target value 
of sample (label). This section introduces how to measure these 2 kinds of 
information. As for the detailed process how to label sample with the ground 
truth, it will be introduced in details in section 4.4.4, sample labelling.   
• Subjective fatigue evaluation by questionnaires 
Each operator was required to finish two subjective evaluation forms after 
finishing experiment: overall fatigue feeling and multidimensional scale ratings. 
Firstly, an assessment of tiredness for whole body, on a scale of 1–100 (1, 
totally awake; 100, extremely sleepy/exhausted), was used to assess his/her 
perceived fatigue level, and the approximate time when driver felt fatigue most 
seriously was also estimated, shown in Table 4.2. This evaluation form was 
original from the Borg100 scale [162], a simple but very common method to 
rate perceived physical effort.  
Table 4.2.  Subjective evaluation form 1: overall fatigue feeling 
Items Subjective evaluation 
Overall scale (1-100)  
Approximate time when feeling 
fatigue mostly 
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In addition, the driver was also asked to complete a subjective evaluation 
questionnaire after the simulated driving experiment, to assess the tiredness of 
whole and local body parts and neural perception, shown in Table 4.3. This 
subjective rating questionnaire scheme, composed of 10 items, was based on 
multidimensional measure of subjective fatigue states by Matthewsa [152, 
163], but made some modification to it: deleting some useless items and adding 
some new ones at the same time, according to our practical requirement.        
Table 4.3.  Subjective evaluation form 2: tiredness ratings 
Fatigue  scale  item Symptom  type Subjective evaluation 
1 (none)  ---- 10 (serious) 
Eyes feel strained  Perceptual  
Vision is blurred  Perceptual  
Unaware of objects off the road Perceptual  
Hearing ability reduced  Perceptual  
Have a headache  Perceptual  
Vertebra sore/ache Physical  
Feel stiff in the legs and arms  Physical  
Unable to straighten up in posture Physical  
Feel numb in the buttock Physical  
Feel tired in the whole body  Physical  
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•    Reference video camera  
On the other hand, the entire experiment process was observed by two digital 
video cameras from the front and back view of driver. The front camera was 
used to record the driver’s facial expressions related to fatigue, like eye-closure, 
yawning, head nodding, while the back one was used to  monitor his/her 
driving performance, including traffic accidents and lane crossing. The 
statistical data about those kinds of information from two videos were serviced 
as reference in data labelling step.  
An example was shown in the Figure 4.4. In order to protect the experimenter’s 
privacy, the images were blurred with mosaic, so that facial expression details 
about eye-closure and mouth yawning could not be observed. This example 
displayed the experimenter’s head position changed significantly, 
accompanying with his drowsy level increase. 
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(a) State: alert (normal) 
 
(b) State: alert decrease 
 
(c) State: fatigue 
 
(d) State: very fatigue 
Figure 4.4.  An example of driver’s alertness level change: a set of images 
from face-monitor video camera (white line: gaze direction).  
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4.4 Samples 
4.4.1 Sample representation 
In behaviour and activity recognition applications, dynamic time sequence 
signals are the main form of data used to record and describe the whole 
behavioural process, because time series data contain dynamic and detailed 
characteristics inherent of the activity process. Similarly, the driver fatigue 
prediction based on sitting behavioural changes can also employ a time 
sequence data to describe and present the driver’s fatigue state at one moment. 
In the proposed system, specifically, I employ a one-minute duration sequence 
of the 2 measurement data as a sample. It is reasonable to detect driver’s 
fatigue state once every one minute.  
As introduced in section 4.2.4, the sampling rate of hardware device is 1Hz: 
one sampling data for a second. Thus, the sample for representing driver’s 
fatigue level at one moment is a time sequence, consisting of 60 images with 
the size of 32*64, and 60 tri-axes acceleration signals.  
4.4.2 Sample labelling    
In regression models and supervised learning algorithms, training dataset must 
be properly labelled with correct output i.e., ‘target value’ for each input 
sample. On the other hand, the predicted label or ‘target value’ of test samples 
also need to be known in order to evaluate the generalization performance of 
the machine learning algorithms to new patterns.  
In this work, the target value of a driver’s sitting pattern at a certain moment is 
his/her fatigue level at that moment.  By referring fatigue as having subjective, 
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objective and physiological components, we assign the target value of driver 
fatigue level to the corresponding sitting pattern by combining the results from 
driver’s subjective evaluation (questionnaires), statistical analysis of driving 
performance (crashes, lane keeping/crossing), and statistics of driver’s facial 
expressions which were quantified from the video images captured by the 
video camera mounted in front of drivers.. Table 4.4 gives an example to show 
how to label a sitting pattern in one experiment. 
Table 4.4.  An example: how to label the samples in one experiment 
Session Ground truth Fatigue value 
Rank: 0-100 Accident  Lane-crossing  Blinking  Nodding Yawning  
1 
2 
… 
23 
24 
Statistic data from video 
Statistic data from video 
… 
Statistic data from video 
Statistic data from video 
(Score computed )  
(Score computed )   
…  
(Score computed)  
Evaluation score 
 
The procedure of sample labelling contains the following five steps:  
Firstly, for all the 43 experiments, each experiment is segmented into 24 
sessions, meaning that each session contains 5 minutes (5 samples); the reason 
for selecting 5 minutes as a session is based on our experimental finding that 5 
minutes is a reasonable duration to achieve statistic data from two reference 
videos, too long or too short duration is difficult to analyse the videos;  
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Secondly, assuming that the 5 samples in each session have the same fatigue 
value; the assumption is reasonable because fatigue is a continuous status, 
cannot change sharply in a short time; 
Thirdly, getting statistic data of each session, including driving performance 
(accidents and lane-crossing times) and facial expression (eye blinking, 
nodding, yawning);         
Fourthly, calculating the score of subjective evaluation form, i.e., questionnaire,   
as the driver’s fatigue value at the end of last session; 
At last, calculating fatigue values of other 23 sessions according to the 
relationship between fatigue score and statistics data of driving performance 
and facial expression. All the 5160 samples in 43 driving experiments 
(43*120=5160) are labelled in the same way. 
The following Figure 4.5 shows an example of the fatigue curve in one driving 
experiment, obtained by the procedure. This driving experiment (number 16) 
was performed by subject A (for privacy protection reason, his name not given) 
in the afternoon 1:30 PM – 3:00 PM. Figure (a) displays the sum of accident 
count and lane-crossing count in each session; and figure (b) corresponding to 
the sum of the measurements of various physiological components of driver 
fatigue including head nodding count, yawning count and eye closure count. 
Figure (c) is the related fatigue trend obtained by collectively considering 
driving performance (i.e., objective component of fatigue) and physiological 
components of the driver. 
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(a)  Statistics of driving performance (accident and lane-crossing) 
  
(b) Statistics of facial expression (head nodding, yawning and eye closure) 
 
(c) Fatigue trend measured  
Figure 4.5.  An example of fatigue trend measured by using combined 
driving performance and physiological components of driver fatigue in 
one driving experiment. 
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From Figure 4.5, it can be seen that there are two peaks on the fatigue rank 
curve around 30 minutes and 100 minutes, respectively, which means subject 
A’s alertness level decreased greatly near that time. And also, we can found 
that he felt fatigue most around 100 minutes.   
4.5 Feature extraction and pattern representation 
In pattern recognition applications, it is usually essential to eliminate the 
redundancy involved in original signals and transform them into more compact 
in dimensionality and more distinguishable feature vectors in certain domains 
in order to reduce memory consumption and computation time, prior to 
application of machine learning algorithm.  
4.5.1 Feature extraction 
Two kinds of different feature extractions are executed on two streams of 
original sitting data from the pressure sensing mats and accelerometer sensor, 
respectively. These two sets of features are fused as one feature vector to 
represent the sitting behaviour at a specific moment.   
• Features from pressure images  
Two pressure images from the pressure sensing mats on driver’s seat and 
backrest are segmented into several parts, according to the geometry model of 
human sitting posture [19, 164] as shown in Figure 4.6 (a). For the image 
produced from the seat, it is divided into 4 main areas A, B, C, D, which are 
corresponding to the left thigh, right thigh, left buttock and right buttock since 
two legs play different roles in driving. If necessary, area B can be further 
divided into 2 sub-areas B1, B2. The image generated by backrest mat is 
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segmented into upper back region and lower back region as depicted in Figure 
4.6 (b), according to human anatomy.  
 
(a) Geometry model of sitting posture 
 
(b) Pressure images are segmented based on the model in (a) 
Figure 4.6.  Regions segmentation for feature extraction from pressure 
images.  
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After segmentation, a set of features associated with driver’s sitting behaviour 
are characterized from images, the definitions are given as follows: 
Table 4.5.  Features from pressure images 
Features (18-dimension) Calculation 
Load of image 1 (seat) 
 
Area of image 1 
Load of image 2 (backrest) 
Area of image 2 
Load of part A, B, C, D 
Distance from O1 to A, B, C, D 
Load of part E, F 
 Distance from O2 to E, F 
Area of quadrilateral ABCD  
Distance from E to F 
 
• Features from acceleration signals  
Acceleration signals produced by the seatbelt-mounted accelerometer sensor 
are composed of three channels of signals. One example is shown in Figure 4.7. 
The acceleration signal along the vertical axis is a modulation of the measured 
gravitation signal for upwards and downwards movements, while the signals 
along the anterior-posterior and lateral directions characterize the 
forward/backward movements and lateral movements, respectively.  
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(a) Model for acceleration decomposition 
 
(b) Acceleration signals (Voltage) 
Figure 4.7.  Three channels of acceleration signals.  
S
Sensor
α
β γ
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The three angles (α, β, γ) in Figure 4.7 (a) calculated from acceleration signals 
are treated as another set of feature, the equations are given as follows: 
                                                                               (4.1) 
                                                                                        (4.2) 
                                                                                         (4.3)                       
where ax, ay and az are the acceleration along the vertical axis, lateral direction 
and anterior-posterior direction, respectively; g means the acceleration of 
gravity.  
Table 4.6.  Features from acceleration signals 
Features (3-dimension) Calculation 
Vertical angel Eq. (4.1)  
Lateral angle Eq. (4.2)  
Sagittal angle                            Eq. (4.3) 
 
 
180 57.3*arccos xa
g
  
57.3*arccos y
a
g
 
57.3*arccos za
g
 
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4.5.2 Pattern representation    
After extracted from original data, the two sets of features above are fused into 
one 21-dimensional feature vector for each sample. The rate and the duration 
of sampling are set to 1Hz frequency and 1 minute, respectively. 
As such, a pattern associated with driver’s sitting behaviour is represented as a 
21-dimensional time sequence with 60 subsamples:   
                                                                              (4.4) 
P has the size of 21 x 60: 21 is the dimension of feature vector, and 60 is the 
sampling times (1Hz frequency, 1 minute). 
4.6 Datasets 
• Database  
In the experimental stage, we have completed 43 experiments in total, 2 hours 
of duration in each experiment. The measurement of pressure images and 
acceleration signals is fixed at a frequency 1Hz. As a result, we have got a total 
number of data:  
Pressure images: 2 (h) x 3600 (s/h) x 1(Hz) x 43 = 309,600; 
Acceleration signals: 2 (h) x 3600 (s/h) x 1(Hz) x 43 = 309,600. 
• Number of samples 
In order to take advantage of the dynamic variation information of driver’s 
sitting behaviour, a time sequence of feature vector is serviced as an input 
1,1 1,60
21,1 21,60 21 60
...
. ... .
...
x
a a
P
a a
      
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pattern to machine learning models to predict the subject’s fatigue level at any 
moment. Empirically, I take 1 minute length time sequence of feature vector as 
an input pattern. Then, the number of patterns would be:   
 Patterns (1-minute length):  309,600 / 60 = 5160; 
• Datasets for training and testing 
As described in section (4.2.2), two datasets including training dataset and 
testing dataset are needed to train and test the machine learning models on 
driver fatigue prediction. The database obtained in 43 experiments is randomly 
partitioned into training dataset and testing dataset. The former contains the 
data obtained in 30 experiments (ID number 1-30), and latter consists of the 
data obtained in 13 ones (ID number 31-43). The numbers of patterns in 
training dataset and testing dataset are: 
Training dataset: 2 (h) x 3600 (s/h) x 1(Hz) x 30 / 60 = 3600; 
Testing dataset:  2 (h) x 3600 (s/h) x 1(Hz) x 13 / 60 = 1560. 
4.7 Summary  
This chapter introduces the details of experimental preparation, data 
measurement, sample labelling, feature extraction, and pattern representation. 
Experimental preparation mainly includes the design of experiment, selection 
of simulated driving scene, and setup of hardware device. In data collection 
section, two kinds of data, postural data and reference data were acquired. The 
sample used to present fatigue state at any moment was introduced in section 
4.4. At last, feature extraction, one of the key steps for pattern recognition 
application, was discussed in detail.       
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In the whole experimental period, 43 simulated driving experiments, divided 
into 2 sets, had been done on a car simulator by 19 volunteers from the 
Institute population. Each experiment required the subject to perform 2 hours 
driving on freeway without speed limit.  
A total number of 5160 samples are acquired in the experiments as the 
database, and each sample represents one minute duration driving. The pattern 
used to describe and represent sample was a 2-dimensional matrix, with the 
size of 21*60: 21 is the features from pressure images and acceleration signals, 
and 60 is the sampling points in one minute.   
The sitting data coupled with their corresponding labels were partitioned into 
two data sets, i.e., training set and testing set, which will be used to train and 
test the machine learning models at the later stage. 
 98 
C H A P T E R  F I V E  
5 FATIGUE PREDICTION BY 
REGRESSION MODEL 
5.1 Introduction  
Many literatures show that driver fatigue can be considered either as a 
continuous [152, 162] or discrete [165, 166] stochastic process at pattern 
recognition stage. Theoretically, the driver’s alertness diminishing level is a 
continuous state influenced by many kinds of environmental factors. Thus, it 
can be denoted by using a continuous variable, for instance, with value 
between 0-100: 0 indicates no fatigue or high alertness level, and 100 means 
extreme fatigue. On the other hand, in the view of practical applications, the 
requirement for fatigue prediction system is to predict the approximate fatigue 
level, not the exact value of his/her vigilance which is also impossible because 
of subjective nature of fatigue. Therefore, the continuous state of alertness can 
be quantified into several important scales according to specified application, 
for example, the fatigue level can be roughly digitalized into 5 levels: no 
fatigue (very alert), slight fatigue (reduced alert), middle fatigue, considerable 
fatigue, and extreme fatigue.   
In this thesis, we treat driver fatigue as both continuous and discrete stochastic 
process addressed by two different pattern recognition techniques. When 
fatigue is viewed as a continuous or approximately-continuous process, its 
recognition or prediction is carried out by regression analysis. When being 
considered as a discrete stochastic process, fatigue level prediction was treated 
as a classification issue. Chapter 5 mainly investigates regression models for 
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predicting driver fatigue levels, while fatigue level classification approach will 
be explored and discussed in chapter 6. 
The present chapter explores least-squares regression analysis model with 
multi continuous variables for the decision making module of the fatigue level 
recognition framework. The structure of multi-variable regression (MR) is 
described in detail, including regression equation, estimation of regression 
coefficients using gradient descent algorithm, and measure of overall model 
fitted by the mean square error (MSE). In the model training step, a self-
adaption searching method is adopted to estimate parameter of learning rate.  
5.2 Pre-processing 
5.2.1 Pattern transformation 
As defined in section 4.5.2, the original pattern for fatigue prediction is a one-
minute time sequence with 21 channels of features. It is presented as a 21 x 60 
matrix, denoted as following:   
                                                                              (5.1) 
However, regression analysis model usually only can take one -dimensional 
feature vector as input to train and test the model. Therefore, the original 2D 
matrix need further feature extraction step to form 1D feature vector, which 
can be used to train and test learning algorithm in recognition stage. 
Here, we extract the variance (σ2) of dynamic change of a feature within one 
minute i.e., the measurements in the related row of the matrix as the 
1,1 1,60
21,1 21,60 21 60
...
. ... .
...
x
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P
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corresponding feature. Thus, the original pattern, 2D time sequence matrix, can 
be rewritten as a feature vector, also the input of regression model.   
2
1 1
2
21 21 21 121 1
. .
xx
x
P
x


                 
                                                                                 (5.2) 
where,   
260
2
,
1
1 ( ) ( 1,..., 21)
60i i i j ij
x a a i

                                                          (5.3) 
5.2.2 Rescaling 
Normally, each feature in feature vector has different physical dimension and 
therefore has different unit of measurement. Even though the features have the 
same physical dimension, they may have great different value ranges. For this 
reason, normalization to different features is necessary, because objective 
function will not work properly when different features have different physical 
dimension or different value ranges. For instance, most of machine learning 
algorithms calculate the distance between two points by the distance. Thus, if 
one of the features has a broad range of values, the distance will be governed 
by this particular feature. Therefore, the range of all features should be 
normalized so that each feature contributes approximately proportionately to 
the final distance.  
In equation 5.2, the variances (σ2) have significant difference in the value range. 
It is essential to rescale the range of features to a similar scale. Here, we use 
the following rescaling rules to ensure every feature have approximately a [0, 1] 
range. The general equation is: 
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' min ( 1,...,21)
max min
i
i
xx i                                                                         (5.4) 
where x is an original value, x' is the normalized value.  
5.3 Multivariable regression model 
Multivariable regression (MR) is one of the most effective tools for 
scientifically examining the relationship between a set of independent variables 
or predictors and a single dependent variable or criterion [167-169]. In the 
fatigue prediction system proposed in this thesis, the 21 features extracted from 
original data are viewed as the collection of independent variables, and the 
driver’s fatigue level needed to be predicted is the dependent variable.  
According to the relationship between independent variables and dependent 
variable, MR can be categorized into 2 types: linear regression and non-linear 
regression. If the independent variables and dependent variable are linearly or 
approximately-linearly correlated, linear MR model would be more suitable, 
otherwise, non-linear one is better. Normally, linear regression model has 
better performance because of its simpleness. So, when the independent 
variables and dependent variable have non-linear correlation, the original 
independent variables are often transferred to a temporary variables which are 
linearly correlated with the predict variable, using a space transformation. 
To build an efficient MR model between fatigue and feature vectors, it is 
necessary to execute correlation analysis on a set of training data at first, to 
determine the correlation coefficient between driver fatigue (referred by 
ground truth involving driving performance and subjective evaluation) and 
each feature. 
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5.3.1 Correlation analysis   
A set of experiments (10 times) are selected from training dataset to execute 
correlation analysis so as to estimate the correlation coefficient between fatigue 
and feature. Each experiment creates 120 samples (120-minute driving, one 
sample per minute). Thus, there are 1200 training samples in total for 
correlation analysis.  
The objective of this step is to analyse the correlation between fatigue value 
and each individual feature through measuring the Pearson product-moment 
correlation coefficient, or "Pearson's correlation" [170, 171]. The Pearson’s 
correlation is computed via dividing the covariance of the two variables by the 
product of their standard deviations. 
[( )( )]cov( , ) X Y
XY
X Y X Y
E X u Y uX Y    
  
                                                        (5.5) 
where E is the expected value operator, cov means covariance, and, σ means 
standard deviation.  
The above equation defines the population correlation coefficient, commonly 
represented by the Greek letter ρ. If we have a series of n measurements of X 
and Y (written as xi and yi where i = 1, 2, ..., n), then the sample correlation 
coefficient, typically denoted by γ, can be used to estimate the population 
correlation coefficient between X and Y. Thus, the correlation coefficient is 
written: 
1
2 2
1 1
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                                                                (5.6) 
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The value of Pearson correlation γ is between +1 and −1 inclusive. The value is 
+1 in the case of a perfect positive (increasing) linear relationship (correlation), 
-1 in the case of a perfect decreasing (negative) linear relationship (anti-
correlation). The value between -1 and +1 in all other cases represents the 
degree of linear dependence between the variables. As the value of Pearson 
correlation approaches zero the variables tend to be uncorrelated. The closer 
the coefficient is to either -1 or +1, the stronger the correlation between the 
variables [170, 171]. Classification criteria of correlation coefficient with 
respect to five levels of correlation are defined in Table 5.1.  
Table 5.1.  Criteria of correlation coefficient 
Correlation γ Negative Positive Absolute 
None [-0.1, 0.0] [0.0, 0.1] |γ|≤0.1 
Small [-0.3, -0.1) (0.1, 0.3] 0.1<|γ|≤0.3 
Medium [-0.5, -0.3) (0.3, 0.5] 0.3<|γ|≤0.5 
Strong [-0.7, -0.5) (0.5, 0.7] 0.5<|γ|≤0.7 
Significant [-1.0, -0.7) (0.7, 1.0] 0.7<|γ|≤ 1.0 
 
According to equation 5.6, the correlations between driver fatigue and 21 
features extracted from original data are estimated on the 1200 samples 
(n=1200). The following Table 5.2 shows the coefficients.  
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Table 5.2.  Correlation coefficients between fatigue and features   
No Feature Correlation coefficient γ 
1 Load of seat image  -0.2359 
2 Area of seat image   -0.1283 
3 Load of backrest image  0.1121 
4 Area of backrest image   0.3422 
5,6,7,8 Load of part A, B, C, D 0.6636, 0.5689,   
-0.4415, -0.251 
9,10,11,12 Distance from O1 to A, B, C, D 0.3425, 0.3172, 
-0.315, -0.152 
13,14 Load of part E, F -0.5779,  0.641 
15,16  Distance from O2 to E, F -0.4614,  0.5106 
17 Area of quadrilateral ABCD  0.6509 
18 Distance from E to F 0.7075 
19 Vertical angel α -0.4969 
20 Lateral angle β -0.3213 
21 Sagittal angle γ -0.7644 
 
5.3.2 Regression model design 
From the correlation analysis above, it can be found that most of the features 
extracted from original data have a medium linear relationship (|γ|≥0.3) with 
driver fatigue, and several of them are even significantly correlated (|γ|≥0.7) 
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with fatigue. Based on this, a linear regression model with multiple features is 
chosen to model the training data and predict new ones. 
Additionally, in order to make the model more efficient, the linear regression 
model only takes those features whose absolute coefficient is larger than 0.3 as 
input independent variables. In other words, those features whose absolute 
coefficient is lower than 0.3 are ignored. In this case, 5 features are ignored, 
and the dimension of feature vector is reduced from 21 to 16. 
5.3.2.1 Linear regression with multiple variables 
Given an n-samples training dataset     1 1 n n( , ) X ,  Y ,  ,  X ,  YX Y   , each 
pair (Xi, Yi) represents a training sample with both multiple input 
variables/features Xi and single output variable Yi, namely: 
1,1 1, 1,
1
,1 , , 1
...
( ,..., ) . ... . , .
...
n i
n i
m m n m im n m
x x x
X X X X
x x x 
                 
                            (5.7) 
1 1 1( ,..., ) ( ,..., )n n nY Y Y y y  
                                                                   
       (5.8)
  where n is the number of training samples (n = 120 * number of driving 
experiments), and m is the number of feature dimension (m=16).  
 
Figure 5.1.  Structure of linear regression model. 
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As shown in the Figure 5.1 above, the regression analysis takes advantage of 
the training data to model an approximate function ( )h x which is also called 
‘hypothesis’, to fit the data with lowest cost. 
0 1 1 2 2( ) ... m mh x x x x        
                                                                   
(5.9) 
For convenience of notation, define x0=1, then hypothesis is written as   
 
0 1 1 2 2
0 0 1 1 2 2
( ) ...
...
m m
m m
T
h x x x x
x x x x
x
    
   

    
    

                                                            
(5.10) 
where 0 1[ , ,..., ]
T
mx x x x  is the feature vector of sample, 0 1[ , ,..., ]Tm    is 
the parameters of model needed to be specified, and ( )h x is the predicted 
target value by model. 
Cost function, noted by J(θ), determines how close the output variable 
estimated by hypothesis function is to real value y for training samples. Here, a 
squared error function is chosen as cost function to measure the performance of 
the fatigue prediction module, and the goal is to find a set of optimal 
parameters θ which minimizes the cost function.  
 2
1
1( ) ( ( ) )
2
n
i i
i
J h x y
n 


 
                                                                          
(5.11) 
2
1
1( ) ( ( ) )
2* arg min arg min
n
i i
i
J h x y
nmize mize  


  
                    
(5.12) 
5.3.2.2 Gradient descent algorithm 
After getting the functional form of linear regression model and its cost 
function, the next step, also the kernel step of modelling is to design an 
optimization algorithm to estimate the optimal parameters θ for the linear 
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regression model using the training samples, which is also called “learning”. 
The aim of learning is to make the linear regression model achieve high 
performance where the cost function reaches a minimum value. In this model, 
gradient descent search is employed as parameter optimization route.  
Gradient descent algorithm is acknowledged as one of the most widely used 
optimization method [172-174], particularly well-suited to reinforcement of 
learning. To find a local minimum of a function, gradient descent takes 
iteration steps proportional to the negative gradient of the function at the 
current point, so as to move the target function value to the minimum step by 
step.  
For the cost function J(θ), gradient descent algorithm is based on the 
observation that if J(θ) is differentiable and defined in a neighbourhood of a 
point θ, then J(θ) decreases fastest from θ in the direction of the negative 
gradient ( )J  . Specifically, the gradient descent of J(θ) can be noted as: 
( 1) ( ) ( ), ( 0,1,..., )t t J t N                                                              (5.13)
  
where α is a small enough positive number, called ‘learning rate’, and N is the 
iteration number. As θ is a set of parameters with m+1 number of variables:
0 1, ,..., m   , equation 4.13 can be rewritten:  
0 1( 1) ( ) ( , ,..., ), ( 0,1,..., ; 0,... )j j m
j
t t J t N j m     
                  (5.14) 
In equation 5.14, all of the parameters 0 1, ,..., m    must be updated 
simultaneously in every iteration. Then, we have  
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( ( 1)) ( ( )), ( 0,1,..., )J t J t t N                                                               (5.15) 
Thus, the sequence J(θ) hopefully converges to the desired local minimum. The 
following Figure 5.2 gives an example of gradient descent of J(θ) with 2 
parameters  θ0 and θ1. 
 
(a) Cost function J(θ) with 2 parameters θ0 and θ1.  
 
(b) Sequence J(θ) converges to local minimum. 
Figure 5.2.  An example of gradient descent algorithm with 2 parameters. 
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5.3.2.3 Parameter estimation   
• Initialization of parameter vector θ 
In the training step of MR model, the initial values of MR model’s parameters 
1,..., m   are set to the corresponding correlation coefficient of features 1,..., m  , 
and parameter θ0 is given a random value.  
• Learning rate α 
In gradient descent formula 5.13, the learning rate α plays a key role in the 
determination of whether the gradient descent search is successful or not [174]. 
If α is too small, then the algorithm will be very slow to converge and need 
much more iterations, resulting in time-consuming problem. If α is too large, 
then it may not decrease on every iteration, i.e., it may not converge.  
 
Figure 5.3.  An example of divergence: learning rate α is too large. 
To get a comparatively satisfactory learning rate, we use a self-adaptation 
searching method to find the optimal α from a set of values with best 
performance, saying 0.001, 0.003, 0.01, and 0.03, …, 1, in which the next 
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value in the sequence is approximately 3 times of the immediately previous 
one, ( 1) 3 ( )n n   . 
• Iteration number and termination 
In the gradient descent algorithm, the target function is declared convergence if 
J(θ) decreases by less than ε = 10-3 in one iteration, namely 
1( ) ( )n nJ J     . The iteration process will be stopped automatically when 
the target function reaches the convergence condition. Normally, the cost 
function J(θ) would converge and has an efficient convergence speed if the 
learning rate is suitable. However, in some special situation, J(θ) may not 
converge or converge very slowly. Therefore, we need to pre-set an iteration 
number to stop the iteration process, empirically 1000 times for the experiment. 
 
Figure 5.4.  An example of automatic convergence and its iteration number. 
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5.4 Experimental results and discussion 
To evaluate the performance of proposed regression model, two batches of 
trials, validation experiment and generalization experiment, were carried out on 
43 simulated driving experiments, collected from 19 subjects. In trial 1, 
validation experiment was designated on training dataset to train the regression 
model and subsequently evaluate the performance of learning ability by using 
cross-validation strategy. In trial 2, generalization experiment, was conducted 
on testing dataset to assess the generalization ability of the regression model 
trained in trial 1 by reorganizing new data collected from new subjects who 
were not participating in the training data collection.   
5.4.1 Validation trial  
5.4.1.1 Leave-one-out validation 
In a typical k-fold cross-validation, the whole training dataset is randomly 
partitioned into k subsets. Of the k subsets, k-1 subsets are retained for training 
the model while the remaining one subset is used as the validation data for 
testing the model. The cross-validation process is then repeated k times (the 
folds), with each of the k subsets used exactly once as the validation data. The 
performance of the model is assessed by the mean accuracy of the k processes. 
Here, in this paper, we employed leave-one-out cross-validation approach. As 
introduced in section 4.6, training dataset consists of 30 number of driving 
experiments (1-30), containing 3600 samples. Thus, k equals 30.  
In each process, we treated one driving experiment (120 samples) as the 
validation data, while all the remaining driving experiments (120*29=3480 
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samples) were regarded as the training data. And the performance of MR 
model is assessed by the mean MSE of 30 processes. 
5.4.1.2 Model training 
The learning rate α of gradient descent algorithm is a key parameter in the 
training stage of regression model, which usually affects the convergence and 
convergent speed significantly. The convergence results of cost function J(θ) 
with respect to different specification methods of learning rate α in this study 
are reported in Figure 5.5. It can be seen that self-adaption technique results in 
better convergent performance and higher speed of J(θ) than fixed α and the 
number of iteration is reduced by nearly a half. 
 
Figure 5.5.  Iteration convergence of J(θ) using different learning rates: 
fixed learning rate (0.001) and self-adaptive learning rate.  
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5.4.1.3 Results and discussion  
• An example of prediction  
Figure 5.6 shows an example of the predicted fatigue curve of one driving 
experiment (ID number = 16). According to leave-one-out validation rule, the 
MR model was trained with all the samples in training dataset, except these 
120 samples in experiment 16.  
Figure 5.6 (a) and (b) are the statistic figures about his car accidents and facial 
expression related to fatigue signs (head nodding, yawning and eye closure), 
respectively. The blue curve in Figure 5.6 (c) is the corresponding target 
fatigue development trend as reference, obtained by the statistical analysis 
which is described in section 4.4.2 sample labelling. The red curve in Figure 
5.6 (c) is the predicted fatigue curve by trained MR model. 
 
(a) Statistic of driving performance (accident and lane crossing) 
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(b) Statistic of facial expression (head nodding, yawning, eye closure) 
 
(c) Comparison of two fatigue curve: reference fatigue and predicted fatigue. 
Figure 5.6.  An example of fatigue prediction result of one experiment.  
(Experiment ID 16, 1:30 PM - 3:30 PM) 
From Figure 5.6 (c) above, it can be seen that the overall trend of driver fatigue 
predicted by the trained MR model is quite conformable with the target fatigue 
(serviced as ‘actual’ fatigue). Furthermore, it also shows that the prediction 
performance of the model is quite good from the perspective of total MSE 
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(mean square error), though the MSE in some stages of fatigue development is 
a bit larger, like around the peak area.  
Based on our observation and analysis, the main reason resulting in large MSE 
in the peak area may be caused by the errors involved in the sample labelling 
process (section 4.4.2): the target fatigue value used as reference is determined 
by the sum of statistical data of driving performance based on crash counts and 
lane crossing and facial expression associated with fatigue. This averaging 
process definitely smooths the peak of “actual” fatigue curve. Another reason 
for the smoothing process is based on the facts that driving behaviour 
fluctuates in a wider range when the driver is extremely exhaustive and he may 
suddenly ‘wake up’ due to a heavy nodding, which causes the behaviour 
changed greatly.   
Compared Figure 5.6 (a), (b) with (c), it can be observed that facial expression 
has a better synchronization with fatigue level than driving performance; the 
driver’s fatigue rank increases almost simultaneously, accompanying with the 
statistical data from facial expression. However, for the driving performance, 
there is 5-10 minutes time delay. In addition, we can also found there is a better 
linear relationship between facial expression and fatigue, especially when one 
feels extremely tired.  
• Difference between morning and afternoon     
Figure 5.7 gives all the results of 5 driving experiments from the same 
volunteer.  
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(a) Result of experiment 13 (morning) 
 
(b) Result of experiment 4 (afternoon) 
 
(c) Result of experiment 21 (morning) 
 
(d) Result of experiment 16 
(afternoon) 
 
 
(e) Result of experiment 26  
(afternoon) 
Figure 5.7.  The detection results of 5 driving experiments by one subject.             
(a) and (c) were performed in the morning; (b), (d) and (e) in the 
afternoon. 
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From Figure 5.7, it can be seen that both the average fatigue level and the peak 
value of fatigue in the afternoon are conspicuously higher than the ones in the 
morning. For this subject, the mean value of fatigue in the afternoon is 46.5, 
while in the morning, the value is 29.4.  
A similar difference can also be found in the other volunteers. The statistical 
diagram (Figure 5.8) displays the average results, from all the 30 predicted 
fatigue curves in the training dataset. In the morning, the mean value and 
standard deviation of driver’s fatigue in one experiment are 32.1 and 5.2, 
respectively. And in the afternoon, they are 47.4 and 7.1.  
 
Figure 5.8.  Statistics of average fatigue in the morning and afternoon. 
Additionally, from Figure 5.7, we can also find that the subject’s fatigue value 
exceeds 30 scores after around half-hour driving in afternoon, while the driving 
duration in the morning is about 80 minutes. As defined in section 6.2 of 
chapter 6, fatigue score between 30-50 means medium fatigue which can be 
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felt subjectively [152], or in other words, one begins to feel tired when fatigue 
score is over 30. 
Figure 5.9 shows the statistic results of time when drivers feel fatigue most. 
The mean value in the morning and afternoon are 100.5 minutes and 49.5 
minutes, respectively. The result is consistent with psycho-physiological 
research findings [175, 176], which prove that one is susceptive of fatigue or 
tired after 30-40 minutes driving in the afternoon.  
  
Figure 5.9.  Most fatigue time in average in the morning and afternoon.    
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The following Figure 5.10 shows the typical fatigue development trajectories 
in the morning and afternoon. 
 
(a) Typical fatigue experience in the morning (9:30-11.30) 
 
 
(b) Typical fatigue experience in the afternoon (1.30-3.30) 
Figure 5.10.  Typical fatigue development trajectories in the morning and 
afternoon. 
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• Different fatigue experience  
In Figure 5.7, 5.8 and 5.9, the prediction performance of MR model and some 
statistic characteristics of fatigue are investigated and discussed based on some 
examples. Next, the difference of fatigue experience for different individuals 
and driving experiments is also studied and discussed.  
As mentioned in chapter 2, driver fatigue is a complex symptom influenced by 
numerous factors: not only associated with physical condition, but also with 
diffuse tiredness sensation which is considered as mental condition. Therefore, 
different individuals have different fatigue experience during prolonged-time 
driving because of individual physical or behavioural characteristics. Moreover, 
even the same person can also suffer a very different fatigue experience in 
different time, because he has different mental conditions in each driving 
experiment. For example, the one would be likely to suffer significant fatigue 
in afternoon driving experiment if he has little sleep at last night.  
After analysing and comparing all of the 30 prediction results in validation trial, 
we found there are three typical fatigue development trajectories for all 
subjects carrying out driving experiments both in the morning and afternoon, 
named ‘normal’ mode, ‘over-alert’ mode and ‘over-tired’ mode. The ‘normal’ 
mode is the most common situation, and most of fatigue experience for drivers 
belongs to this mode. The ‘over-alert’ mode means a state when a subject 
during whole experiment is more alerted than usual for some reasons. For 
example, a nap before experiment will make the subject ‘over-alert’ than usual. 
Or, the subject may be not easy to get tired than most of population. Thirdly, 
the ‘over-tired’ mode is just opposite, which means that the subjects are easier 
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to get tired than usual. This may be due to his poor sleep last night or weariness 
to driving. 
Figure 5.11 shows the three modes of fatigue experience change both in the 
morning and afternoon. 
 
(a) ‘normal’ model in the morning 
 
(b) ‘normal model’ in the afternoon 
 
(c) ‘over-alert ’model in the morning 
 
(d) ‘over-alert ’model in the afternoon 
 
(e) ‘over-tired ’model in the morning 
 
(f) ‘over-tired ’model in the afternoon 
Figure 5.11.  Three typical modes of fatigue experience. 
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Figure 5.12 displays some examples of these three fatigue change styles. The 
three examples in left column (a), (c) and (e) are the ones performed in the 
morning by drivers, and the examples in right hand (b), (d) and (f) are the ones 
performed in the afternoon.  
 
(a) ‘Normal’ mode in the morning      
(experiment 11, subject C)  
 
(b) ‘Normal’ mode in the afternoon     
(experiment 1, subject A) 
 
(c) ‘Over-alert’ mode in the morning   
(experiment 13, subject D)  
 
(d) ‘Over-alert’ mode in the afternoon      
(experiment 3, subject C) 
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(e) ‘Over-tired’ mode in the morning      
(experiment 15, subject E)  
 
(f) ‘Over-tired’ mode in the afternoon     
(experiment 16, subject D) 
Figure 5.12.  Three typical fatigue development patterns both in the morning 
and afternoon.    
It can be observed that, Figure 5.12 (b), ‘normal’ mode in the afternoon, shows 
a gradual increase in fatigue rank in the first 30 minutes, when the fatigue score 
is below 30, indicating that the subject suffers  mild or slight fatigue. Then, the 
fatigue rank begins to increase greatly until reaching a peak around 60 minutes, 
when the subject is suffering serious fatigue, which is also the most tiring 
period. After this time period, the fatigue level decreases gradually and reaches 
a lowest point about 90 minutes. It seems that the subject trend to ‘recover’ a 
little bit after serious fatigue. At last, the driver’s fatigue rises again in the last 
half hour of the driving experiment.    
The Figure 5.12 (d) and (f) show different fatigue development characteristics. 
In figure (d), namely ‘over-alert’ mode in the afternoon, the fatigue rank 
increases slowly but lower than 30, i.e., a mild fatigue level, in the first 50 
minutes. However, the fatigue level begins to rise quickly around 80 minutes 
and keep the trend to the end. In the last 40 minutes of two hour driving 
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experiment, the fatigue rank is kept consistent in a high level. In contrast, the 
situation in ‘over-tired’ mode as shown in figure (e) is of great difference.   
There is a sharp increase in the first 30 minutes, and the fatigue rank reaches a 
very high peak (nearly 70) around 30 minutes. Another point is that the rank 
fluctuates at a high level within a wide extent at last 40 minutes.  
On the other hand, the three styles in the morning are shown in the right 
column of figure, corresponding to Figure 5.12 (a), (c) and (e). Similarly, some 
difference was found. Figure 5.12 (a), ‘norm’ mode, shows a gradual rise 
during the whole driving experiment, which means that the driver gets tired 
more and more along with experiment on-going. Additionally, the fatigue rank 
exceeds 30 (being moderate fatigue) after driving approximate 80 minutes. In 
‘over-alert’ mode, the fatigue rank is almost under 30 during the entire 
experiment, only occasionally exceeds 30. At last, in ‘over-tired’ mode, we can 
found the fatigue rank fluctuates within a wide extent, and the time duration, 
fatigue over 30, is much longer.  
5.4.2 Generalization trial 
5.4.2.1 Test data 
We also verified the generalization ability of the trained MR model, by using 
13 driving experiments in the test dataset (numbered: 31-43), which were 
collected from 13 new subjects. Four of them were carried out in the morning, 
the same time period as before, 9:30 AM -11:30 AM. And the other 9 of them 
were done in the afternoon between 1:30 PM - 3:30 PM. 
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5.4.2.1 Results and discussion 
Figure 5.13 gives all the 13 fatigue prediction results in the order of experiment 
number, from 31 to 43. The four figures: (b), (d), (h) and (m) are the results of 
experiments in the morning, and the others are those in the afternoon. 
 
(a) Results of experiment 31           
(subject G, afternoon, MSE = 71) 
 
(b) Results of experiment 32           
(subject H, morning, MSE = 52) 
 
(c) Results of experiment 33           
(subject I, afternoon, MSE = 147) 
 
(d) Results of experiment 34           
(subject J, morning, MSE = 94) 
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(e) Results of experiment 35           
(subject K, afternoon, MSE = 135) 
 
(f) Results of experiment 36           
(subject L, afternoon, MSE = 112) 
 
(g) Results of experiment 37           
(subject M, afternoon, MSE = 124) 
 
(h) Results of experiment 38           
(subject N, morning, MSE = 70) 
 
(i) Results of experiment 39           
(subject O, afternoon, MSE = 109) 
 
(j) Results of experiment 40           
(subject P, afternoon, MSE = 86) 
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(k) Results of experiment 41           
(subject Q, afternoon, MSE = 117) 
 
(l) Results of experiment 42           
(subject R, afternoon, MSE = 137) 
 
(m) Results of experiment 43          
(subject S, morning, MSE = 45) 
 
Figure 5.13.  Test results obtained from subjects performing 13 new driving 
experiments.    
Firstly, it is observed from Figure 5.13 that all of the 13 driving experiments 
from new subjects have been properly detected by the MR model trained in 
previous step. It can be seen that all the predicted fatigue development 
trajectories are in good agreement with the approximate trend of the reference 
fatigue. Moreover, as evaluation index of prediction performance, the MSE 
value of fatigue ranks during each driving experiment is at a reasonable level, 
though some of them have a little bit large MSE with the reference fatigue rank, 
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such as figure (c), (e) (g) and (i), corresponding to experiments 33, 35, 37 and 
39, respectively.  
Table 5.3 shows the mean and standard deviation of MSE between predicted 
fatigue and reference fatigue labelled by collectively considering driving 
performance and facial expression, denoted by red curve and blue curve in the 
figures, respectively. 
Table 5.3.  Statistic results of MSE between predicted fatigue and reference 
fatigue 
 
MSE 
Morning  Afternoon 
Mean SD Mean SD 
Training dataset 50.7 10.5 117.2 33.2 
Test dataset 65.9 21.4 116.4 24.1 
MSE: mean square error; SD: standard deviation   
From Table 5.3, we can see that the mean values of MSE in the morning for 
both training and test are smaller than the ones in afternoon, which illustrates 
the MR model has a higher prediction performance in the morning experiments. 
The reason is probably due to the fact that the subjects have more stable 
driving performance in the morning because of high vigilance. On the contrary, 
the big MSE between predicted fatigue and reference fatigue in the afternoon 
demonstrates that there exists pulse fluctuation of driver’s behaviour in the 
afternoon experiments which was flatted by the average process in sample 
labelling step. Additionally, the mean value of MSE in the testing dataset from 
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morning driving experiments obtained from new subjects whose records have 
not been used in training the fatigue recognition models is a little bit larger 
than the one for training dataset.  
Secondly, statistical analysis was also made to the 13 prediction results in 
Figure 5.13. The average fatigue ranks for 2 hour simulated driving in the 
morning and afternoon are 33.8 and 48.5, respectively; and the corresponding 
standard deviation are 6.7 and 8.2. Table 5.4 shows the comparison of training 
dataset and test dataset. 
Table 5.4.   Statistical results of fatigue level in one experiment 
 
Fatigue level 
Morning  Afternoon 
Mean SD Mean SD 
Training dataset  32.1 5.2 47.4 7.1 
Test dataset 33.8 6.7 48.5 8.2 
SD: standard deviation   
It can be seen from Table 5.4 that the average fatigue level in one experiment 
is rather stable both in the morning and afternoon for different individuals. 
Finally, it can be seen from Figure 5.13 that the figure (c) and (h) belong to 
‘over-tired’ mode; the figure (m) belongs to ‘over-alert’ mode; and the other 10 
experiments are ‘normal’ mode.  
For Figure 5.13 (c), experiment 33 performed by subject I in the afternoon, the 
fatigue rank almost approaches the maximum value of whole experiment at 
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around 35 minutes, nearly 80 scores, which suggests the subject is 
experiencing very serious fatigue. Similarly, in figure (h), experiment 38 
performed by subject N in the morning, the driver’s fatigue increases 
significantly in the first half hour and keeps at a high level at the rest of the 
driving experiment. It illustrates that the driver is more tired in this experiment 
than usual state due to some reasons, i.e. sleep disorder, or the driver tends to 
feel tired than ordinary people in such simulated driving environment. On the 
contrary, figure (m), experiment 43 performed by subject S in the morning, 
implies the driver is ‘over’ alert than normal. His fatigue level in whole 
simulated driving remains a low level. These findings are in good agreement 
with the results obtained by the questionaries.    
5.5 Conclusions   
In this chapter, we present an effective model based on multi-variable 
regression with gradient descent algorithm to automatically recognize driver 
fatigue. The input of MR model is a set of variances (σ2) from 21channel 
feature vector which denote driver’s fatigue status at one moment.  
Validation and generalization trials were designed and carried out on 43 
simulated experiments performed by 19 subjects driving for 2 hours each in 
highway scenery on a car simulator. Based on the experimental evidence and 
analysis, the results can be summarised as following: 
First of all, the fatigue prediction results of all experiments are satisfactory. As 
shown in the figures, the predicted fatigue curve was quite consistent with the 
‘real’ fatigue. Furthermore, the MSE between predicted fatigue and reference 
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fatigue is reasonable, which means the performance of MR model was quite 
good.  
Secondly, the experimental results show that the driver normally feels most 
drowsy and fatigue after 100 minutes driving in the morning, in contrast, 50 
minutes driving in the afternoon. Additionally, the fatigue index exceeds 50 
score approximately after 85 minutes in the morning and 40 minutes in the 
afternoon, respectively, which means the driver is being in a considerable 
fatigue state (five fatigue states will be defined in chapter 6). In this situation, it 
is dangerous to keep driving, and he or she needs to have a break.   
Thirdly, it was found that there were three typical fatigue change modes both 
in the morning and afternoon for all subjects, including ‘normal’ mode, ‘over-
tired’ mode and ‘over-alert’ mode. Being a normal mental status when starting 
the simulated experiment, most of people show a ‘normal’ mode in fatigue 
change pattern. If one was lack of sleep at the night before experiment or he 
was prone to weariness and feeling tired to simulated environment, especially 
the screen, because of his physical reason, then the subject would properly 
show an ‘over-tired’ mode in his fatigue curve. Oppositely, if the driver was in 
a high alert and excited mental status when starting a driving experiment, then 
the fatigue was likely to show an ‘over-alert’ mode. 
At last, the model achieves a higher fatigue prediction performance in the 
morning driving experiments than in the afternoon. It was also found that the 
model is more stable in the morning experiments.  
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6 FATIGUE PREDICTION BY 
SUPERVISED CLASSIFICATION 
6.1 Introduction  
The ultimate objective of a driver fatigue prediction system is to warn or wake 
up drivers by using different countermeasures according to their different 
fatigue levels. In this regard, it is reasonable and feasible to view driver fatigue 
as a discrete process with several states. The differentiation of driver fatigue 
into different states is a typical pattern recognition and classification task, 
which can be addressed by the techniques of pattern classification [166, 177-
179].  
In past decades, many classifiers have been developed to tackle practical 
pattern classification issue, such as likelihood ratio classifier [180] based on 
Bayesian rule; artificial neural networks (ANN) [181]; support vector machines 
(SVMs) [182]; hidden markov model (HMM) [183]; probabilistic latent 
semantic analysis (PLSA) [184]; k-NN clustering [185]. Generally, they are 
categorized into 2 classes: supervised and unsupervised classification. The 
difference between them is that the supervised method needs a set of training 
samples with their corresponding class-label information to train the classifier, 
while the unsupervised classifier does not. Supervised classification attracts 
more interests and attention because of its excellent performance in the pattern 
classification.   
The aim of this chapter is to explore the potentials of adapting supervised 
pattern recognition and classification approach to distinguish driver’s alertness 
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into several discrete states. Specifically, SVM and HMM are chosen as the 
candidate recognition algorithms and optimized to classify driver fatigue levels, 
because of their outstanding recognition performance and processing ability to 
time-sequence continuous signals.     
6.2 Fatigue rating  
As introduced in chapter 4, for all the 43 driving experiments, the driver’s 
fatigue value for each sample has been ranked into 0-100 according to our 
procedures. In this way, each driving experiment has been represented by a 
curve with 120 continuous points, which is viewed as the target fatigue (or 
‘actual’ fatigue) to train the MR model and assess the performance model in 
chapter 5.  
In this chapter, however, we treat driver’s fatigue as a discrete process with 
only 5 states or classes in accordance with the practical countermeasures of 
fatigue development. As thus, we need further to segment the fatigue value of 
each sample into 5 discrete states or classes: no fatigue (totally alert); 
mild/slight fatigue; moderate fatigue; considerable fatigue; serious/extremely 
fatigue. Each fatigue state corresponds to a certain range of values.  
The following Table 6.1 shows the rule how to rate samples into 5 classes, 
based on the researches [152, 166, 178].  
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Table 6.1.  Rule for rating samples [152, 166, 178] 
Label/class Fatigue state Range of fatigue value 
1 No fatigue 0-10 
2 Slight  fatigue 10-30 
3 Moderate fatigue 30-50 
4 Considerable fatigue 50-70 
5 Serious fatigue 70-100 
 
6.3 Support Vector Machine (SVM)  
Support vector machine (SVM) has been proved to be the most effective 
classifier for pattern classification with multi-classes in real applications. The 
main advantage of the SVM is its capability to represent feature vectors in a 
higher-dimensional space where they can become linearly separable, if the 
feature vectors are not linearly separable in their original feature space. In 
addition, unlike many other supervised pattern recognition methods, the SVM 
simultaneously minimizes the structure error of classification and maximizes 
the width of the classification margin according to the scale of a specific 
problem by maximizing [186, 187], by picking a hyper-plane so that the 
distance from the hyper-plane to the nearest data point is maximized. 
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6.3.1 Data preparation 
To obtain valid data for establishing SVM algorithm, the signals associated 
with each sample, namely one-minute-length time sequences of postural data, 
need to be processed to form the target data required by the algorithm. Firstly, 
feature extraction is executed on all 21 channels of each sample based on 
discrete wavelet transform (DWT). The feature vector for each sample or 
pattern consists of these approximation coefficients of DWT on all 21 channels, 
according to the priority. Secondly, since the dimension of feature vector 
obtained by this way is too large, it is desirable to reduce the dimension of 
feature vector to make classification more efficient at later stages. Specifically, 
in this work, principle component analysis (PCA) is utilized to do so. 
6.3.1.1 Feature transformation based on DWT 
In pattern recognition applications, it is usually essential to represent signals in 
a more informative and compact format in order to make the classifier simpler 
and more robust. DWT is a suitable technique that has gained widespread 
acceptance in signal analysis for obtaining multi-resolution perspectives of 
signals owing to its time–frequency localization properties. In DWT, a signal 
with n subsamples, ( ) { (1),..., ( )}x t x x n  is first filtered by a filter bank 
containing a low-pass filter and a high-pass filter and the outputs are then 
down-sampled by a factor of 2 to extract the approximation coefficients A(t) 
and the detail coefficients D(t), respectively [188, 189]. In a similar way, the 
approximation signal A(t) is used for the next level of decomposition. 
Theoretically, these wavelet coefficients provide a more informative and 
compact representation to capture the energy distribution of original signals in 
joint time-frequency domain.   
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In this work, a one-levelled DWT with a “Haar” function as mother wavelet is 
employed to decompose normalized postural data on each channel into one 
low-pass wavelet coefficient series (i.e., approximation coefficients) and one 
high-pass wavelet coefficient series (i.e., detailed coefficients). Subsequently, 
the set of the approximation coefficients on all channels serves as a feature 
vector with 630 (= 21x60/2) dimensions to characterize the postural signals 
associated with each fatigue sample or pattern.  
To evaluate the effectiveness of the DWT in terms of representing original 
signals, the approximation signal is reconstructed from approximation 
coefficients through inverse-DWT (IDWT). Two examples of IDWT 
reconstruction from one driving experiment, one labelled class 1 and the other 
labelled class 3, are displayed in Figure 6.1, where the feature values are taken 
both from channel one. 
 
(a) Reconstruction result of example one (no-fatigue sample). 
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(b) Reconstruction result of example two (considerable-fatigue sample). 
Figure 6.1.  Two examples of IDWT reconstruction: postural signal on channel 1(in 
blue) and the corresponding reconstructed approximation signals (in red). 
It is revealed that the signals reconstructed from the approximation coefficients 
have preserved general trends of the original postural signals, while the high-
frequency fluctuations have been removed and the dimension of the 
coefficients is reduced by half by this one-levelled DWT. Additionally, it also 
shows that the two patterns on Figure 6.1 (a) and (b) represented by 
reconstructed waves contain essential discriminative information to classify 
them as different classes. 
In most real-time pattern recognition application, however, this set of features 
is still quite large and not all features are equally useful in discriminating 
between the classes and feature dimension reduction is essential.,  
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6.3.1.2 Dimension reduction by PCA  
Dimension reduction transform is an important processing technique that 
represents high-dimensional data in a lower dimensional data space without 
significant loss of desirable data information. Principal component analysis 
(PCA) has been used as a dominant technique in many forms of data 
compression, data analysis and dimension reduction. In particular, PCA seeks 
to find a much smaller number of variables called principle components to 
represent the original complex data by a projection transform processing, in 
which the original data is rotated to the direction of maximum variance, where 
correlated high-dimensional data can be presented in a low-dimensional 
uncorrelated feature space and the data variance is preserved as much as 
possible with a smaller number of principal components, i.e., the eigenvectors 
with the highest eigenvalues [190, 191].   
Given the original data set Om,n, where each column is a single sample with m 
variables and n is the sample number. The most discriminative representation 
can be obtained by singular value decomposition (SVD). 
T
m n m m m n n nO U V                                                                              (6.1) 
where U is a m m  unitary orthogonal matrix, VT (the conjugate transpose of 
V) is a n n  unitary orthogonal matrix , and Σ is a m n  diagonal matrix with 
nonnegative real numbers on the diagonal:  
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r m                                               (6.2) 
where 1 2 ... r      are the eigenvalues of the original data matrix O, 
which determine the importance of the principal components.  
In Eq. 6.1, each row of matrix U is the corresponding principal component. Let 
U be the transformation matrix. Then, the new data represented by PCA can be 
calculated as following: 
m n m m m nY U O                                                                      (6.3) 
Figure 6.2 displays an example of PCA in 2-dimensional space.   
 
Figure 6.2.  An example in 2-dimension space 
Finally, the dimension of the original data can be reduced by ignoring the 
smaller eiginvalues:  
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[ ]r n r n r m m nD Y U O r m                                                      (6.4) 
where, Drxn is the dimension-reduced data set, containing r-dimensional vectors. 
The percentage of energy remained determines the number of principle 
components which usually affects the classification accuracy greatly. Too 
much energy obtained by PCA means that too many principle components are 
remained which results in a complex feature space and needs more samples to 
achieve required classification accuracy. On the other hand, if the number of 
principle components is too small which means the information represented by 
feature vector is un-sufficient, the classifier would be very weak and the 
classification accuracy would be lower. Thus, there is a trade-balance between 
number of components and classification accuracy. 
Therefore, in order to further remove redundant information contained in the 
feature sets obtained by the DWT in this work, PCA is performed to reduce the 
feature dimension so that the complexity of classifier and the number of 
training data needed for building an effective activity recognition system can 
be reduced. In the later section 6.3.3.1, the experimental results in trial 1 show 
that 90% energy would be a reasonable choice.  
Figure 6.3 reports the energy level of the feature rectors retained by different 
numbers of principle components obtained by PCA. It is found that the first 39 
eigenvectors are sufficient enough to retain 90% energy of the approximation 
coefficients obtained by DWT, which means that the eigenvectors have 
captured the relevant information embedded in the data. Thus, these 39 
eigenvectors serve as the feature vector to be input into the classifier for fatigue 
recognition at the next stage.     
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 1 2 39FeatureVector eigen ,eigen ,..., eigen T                           (6.5) 
 
Figure 6.3.  Percentage of energy retained by different number of the largest 
principle components, individually and cumulatively.  
 
6.3.2 SVM classifier design 
A support vector machine (SVM) is a concept in statistics and computer 
science for a set of related supervised learning methods that analyse data and 
recognize patterns, used for classification and regression analysis [192]. The 
standard SVM takes a set of input data and predicts, for each given input, 
which of two possible classes forms the input, making the SVM a non-
probabilistic binary linear classifier. Given a set of training examples, each 
marked as belonging to one of two categories, a SVM training algorithm builds 
a model that assigns new examples into one category or the other. A SVM 
model is a representation of the examples as points in space, mapped so that 
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the examples of the separate categories are divided by a clear gap that is as 
wide as possible [193]. New examples are then mapped into that same space 
and predicted to belong to a category based on which side of the gap they fall 
on. 
Specifically, given dataset 1{ ,..., }tNd d  with their labels{ 1, 1}iL   , the data are 
not linearly separable in original feature space. In order to make the data 
linearly separable, a projection transform f is implied to project the data into a 
higher dimensional space, where the dataset are represented as 1{ ,..., }tNx x  
which are linearly separable.  
 ( )x f d                                                                                                         (6.6) 
( ) Tg x w x b                                                                                                  (6.7) 
Equation 6.7 gives the discrimination function in higher dimensional space. 
The hyper-plane takes the form 0Tw x b  , where w is a normal vector 
perpendicular to the hyper-plane. Moreover, all data satisfy the following 
constraint: 
1 1T i iw x b for L                                                                             (6.8) 
1 1T i iw x b for L                                                                             (6.9) 
This constraint can be rewritten as: 
( ) 1Ti iL w x b                                                                                               (6.10) 
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Figure 6.4 displays the classification hyper-plane in higher-dimension space 
which can separate the 2 classes’ data linearly.  
 
Figure 6.4.  Hyper-plane of SVM. 
Considering the hyper-lanes when the equations (6.8) and (6.9) hold, these 
points lie on the hyper-plane H1: 1T iw x b   ; and the points lie on the hyper-
plane H2: 1T iw x b   . By using geometry knowledge, the distance between 
H1 and H2 is calculated as 2
W
, which is also called ‘classification margin’ or 
‘separation margin’, and needs to be maximized [194].  
 
Figure 6.5.  Maximum separation margin classifier. 
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In order to maximize 2
W
, or equivalently, to minimize W  subject to the 
constraint (equation 6.10), it is calculated as 
2min( ) . . ( ) 1 1,...,Ti i tW s t L w x b i N                                              (6.11) 
According to equation 6.6, it can be re-written as: 
2min( ) . . ( ( ) ) 1 1,...,Ti i tW s t L w f d b i N                                        (6.12) 
The inner product of ( )T iw f d  in higher dimensional space cannot be 
calculated directly, which can be obtained by kernel function method. 
2min( ) . . ( ( , ) ) 1 1,...,i i tW s t L K w d b i N                                        (6.13) 
In this paper, radial basis function (RBF) is chosen as the kernel function of the 
SVM classifier, in which an important step is to find a set of optimal 
parameters, including the width of RBF kernel (σ) and the regularization 
parameter (c), to obtain highest possible classification accuracy. Instead of 
manual selection [187], the optimal parameters σ and c of RBF kernel SVM 
are automatically searched in this classification algorithm. The underneath 
principle is to produce a series of values between N and M for parameters c 
and σ, respectively, followed by a grid searching for the optimal values which 
yields the highest classification accuracy.   
From the introduction above, it can be seen that the standard SVM is a typical 
binary classifier, in other words, it only predicts positive or negative class in 
recognition step. However, most of practical classification applications, such as 
classification of objects, voices, and text or handwritten characters, are a multi-
C H A P T E R  S I X  
145 
class recognition problem with k classes (k>2). Therefore, a SVM model 
cannot solve multi-class recognition problem.  
In order to classify k classes (k>2) with SVM, one can construct a set of SVMs 
to do binary classification multi times, so as to classify samples into k classes 
correctly. Normally, there are two kinds of methods, called one-vs.-the other, 
and one-vs.-one, respectively. In one-vs.-the other, it only needs to construct k 
SVMs. Each SVM discriminates one class with the other k-1 classes and 
predicts whether the sample belongs to this class or not (the other k-1 classes). 
The main challenges of one-vs.-the other are classification-confusion problem, 
un-classifiable problem, and dataset unbalanced. Another method, one-vs.-one, 
is also called DAG SVM (Directed Acyclic Graph SVM), which is improved 
based on one-vs.-the other method and achieves better performance. For a k-
class problem, it only needs using k-1 SVMs each time to classify one sample 
into k classes, although there are ( 1) / 2k k   SVMs constructed in all [193, 
195]. The following Figure 6.6 shows an example of DAG SVM, and k equals 
5. 
 
Figure 6.6.  Example of DAG SVM (k=5). 
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6.3.3 Experimental results and discussion    
The classification technique as aforementioned is employed to classify driver 
fatigue into one of five fatigue ranks using a set of features retaining 90% 
energy selected by PCA. In order to evaluate the proposed SVM recognition 
algorithm, two batches of trials are carried out on 5160 samples collected from 
19 subjects, 3600 samples for training model and 1560 samples for testing, 
respectively.  
Trial 1 is designated to train the SVM classifier and subsequently evaluate the 
learning performance of classifier by using k-fold cross validation strategy. 
Meanwhile, the optimal parameters gamma and c of the RBF kernel function 
are also obtained through a grid searching among a series of values between [-
18, +2] and [-4, +16], respectively. Trial 2 is conducted to assess the 
generalization ability of the classifier in reorganizing new fatigue samples 
collected from new subjects.       
6.3.3.1 Trial 1 
In this trial, the training dataset, 3600 samples obtained in 30 driving 
experiments, were used to perform the k-fold (k=10) cross validation 
experiment. Specifically, the sample numbers of each fatigue rank are 
displayed in the following Table 6.2.  
Table 6.2.  Sample numbers of each fatigue rank in training dataset 
 Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Total 
Samples 215 1265 1075 850 195 3600 
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K-fold cross validation is undertaken to ensure an un-biased evaluation of the 
classifier. The performance of SVM classifier is assessed by the mean accuracy 
of the k processes. Here, we adopted 10-fold cross-validation. In this way, 
3600 samples in the training dataset are randomly divided into 10 subsets. 
Among them, one subset containing 360 samples is used as cross-validation 
data while the remaining three subsets containing 3240 samples as training data.  
For the whole training step, the percentage of energy retained by PCA and the 
parameter set (gamma, c) of kernel function are the key parameters which 
usually affect the classification accuracy significantly. The percentage of 
energy, also corresponding to special number of principle components, 
determines the complexity of original feature space and separability of samples. 
While, the parameter set (gamma, c) of RBF affects the space transformation 
from original feature space to target classification feature space. Therefore, it is 
necessary to optimize them in order to achieve high recognition accuracy.  
Firstly, the influence of percentage of energy retained by PCA on classification 
accuracy is roughly evaluated by a set of experiments. In each experiment, the 
energy of PCA is set to one percentage. The highest classification accuracy is 
obtained by using a grid searching algorithm, where the parameter set (gamma, 
c) are given a series of values between [-18, +2] and [-4, +16], respectively. 
The recognition results with respect to the percentage of energy obtained in 
this study are reported in Table 6.3.  
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Table 6.3.  Recognition accuracy in validation experiment 
                  Energy 80% 85% 90% 95% 99% 
PC  number 16 22 39 108 356 
Highest accuracy 85% 87% 90.8% 82% 80% 
PC: principle component 
It can be seen from the table that the recognition result increases stably when 
the percentage of energy is lower than 90%, while it decreases fast as the 
percentage of energy continues to climb. The highest recognition accuracy of 
90.8% is achieved when the percentage of energy is set to be 90%, 
corresponding to 39 principle components. 
In addition, the impact of parameter set (gamma, c) of kernel function on 
classification accuracy is assessed by a grid searching algorithm.  
Figure 6.7 displays two examples which have different percentage of energy 
retained by PCA: one retaining 80% energy and the other 90%. In each sub-
figure of Figure 6.7, the isolines connect the points of the same classification 
accuracy rates. The abscissa and ordinate are demoted by logarithm to the base 
2 for display purpose.  
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(a) Recognition accuracy of example one (85% energy retained by PCA) 
 
(b) Recognition accuracy of example two (90% energy retained by PCA) 
Figure 6.7.  Isolines that connect the points with equal accuracy values show the 
effects of the parameter set (gamma, c) on the classification accuracy.                       
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From Figure 6.7, it is observed that the isolines in both of the 2 examples tend 
to converge towards smaller errors over the training and the classifier performs 
well in learning fatigue patterns with respect to a relatively wide range of the 
parameters, suggesting a stable classifier. Furthermore, by comparing the two 
figures (a) and (b), the convergence of classification accuracy shows a very 
similar trend in the two examples. The optimal parameter c in the two 
examples, related to the highest classification accuracy, are the same. While, 
the optimal values of the parameter gamma have a little difference, 0.25 in 
figure (a) and 0.0625 in figure (b). Finally, it can be seen that example two 
achieves a higher performance than example one.  
To sum up, the three parameters related to the model are obtained based on the 
methods discussed above: the number of principle components is set to be 39, 
which contain 90% energy of the approximation coefficients obtained by DWT. 
And the pair of parameters (gamma, c) is set to be (0.0625, 16), randomly 
chosen from the curve yielding the classification accuracy of 90%. The final 
SVM model is trained by using the values of these three parameters and will be 
tested in trial two to evaluate its generalization ability to new data from new 
subjects.  
6.3.3.2 Trial 2 
To further evaluate the generalization ability of the SVM classifier with the 
optimal parameters obtained in trial 1, the second trial is conducted. In trial 2, 
we test the classifier with a total 1560 samples in the testing dataset, which are 
obtained in another 13 driving experiments, performed by 13 new drivers. 
Table 6.4 shows the number of samples within each range of fatigue ranks in 
the testing dataset. 
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Table 6.4.  Numbers of samples with in each range of fatigue ranks in 
testing dataset 
 Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Total 
Samples 130 495 455 450 30 1560 
 
Figure 6.8 demonstrates the confusion matrix for the recognition results of trial 
two, figure (a) showing the numbers of samples correctly classified and figure 
(b) showing the related accuracy.  
Each row of the confusion matrix gives the number of samples that are 
classified to certain fatigue ranks labelled by the columns. Each diagonal 
element in the matrix gives the number of samples belonging to one fatigue 
rank that are correctly classified. 
 
(a) Confusion matrix by number. 
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(b) Confusion matrix by accuracy. 
Figure 6.8.  Confusion matrix of test results by SVM classifier. 
From Figure 6.8, it can be seen that only 182 out of 1560 test samples which 
are acquired from totally new subjects are misclassified. The accuracy for five 
fatigue classes is ranged from 82.9% to 92.5%, yielding an overall recognition 
accuracy of 88.3%. Furthermore, we can also find that the class 4 
“considerable fatigue” and class 5 “serious fatigue” are less discriminative than 
the others, which yield slightly lower accuracy: 82.9% and 83.3%, respectively.  
This result indicates that the SVM classifier developed in this thesis is not only 
able to learn the correlation between postural signals and fatigue states, but 
also capable of generalization capability for the new data. 
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6.4 Hidden Markov Model (HMM) 
Recently, HMM-based approaches have been successfully applied in temporal 
pattern recognition such as real-time speech recognition，handwriting and 
hand gesture recognition [196, 197] for its low computational complexity and 
robustness. HMMs make use of both the similarity of shapes between test and 
reference signals and the probabilities of shapes appearing and succeeding in 
time series signals [198] and relate the pattern of one state to succession of 
stance [196]. In these HMM approaches, the current state is considered to be 
influenced only by the immediately previous state and is independent of the 
historic states. Observation probabilities and transition probabilities are 
calculated via training input data. The class corresponding to the highest 
posterior probability is chosen as the recognition result of the pattern.   
In light of this, we adopted HMMs to recognize driver’s fatigue during 
monotonous driving based on the changes of postural signals collected by a 
smart seat in the study. Specifically, the un-observable state of driver’s fatigue 
is regarded as the hidden state of HMM. Fatigue level is un-known to the 
system, but would be predicted through the postural signals, which are served 
as the observation of HMM. For each fatigue state of the five, we construct one 
HMM based on a number of samples with the same label. For five fatigue 
states, we need to construct 5 HMMs in total.   
6.4.1 HMM classifier design  
A hidden Markov model (HMM) is a statistical model in which the system 
being modelled is assumed to be a Markov process with unobserved (hidden or 
latent) states [199]. Therefore, it is necessary to review Markov process in 
general before introducing HMM.  
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6.4.1.1 Markov process and Markov chain 
Formally, a stochastic process, with Markov property, namely: ‘the conditional 
probability distribution of future states of the process depends only upon the 
present state, that is, given the present, the future does not depend on the past.’, 
is named a Markov process or Monrovian. The state of a Markov process can 
be either at continuous-state space or discrete-state space. If a Markov process 
can be described at any time as being in one of a set of N distinct states
1 2, ,..., NS S S , then it is called discrete Markov process. Often, a Markov process 
is a discrete Markov process. For short, the term ‘Markov process’ is used to 
mean discrete Markov process, except special illustration. The most famous 
Markov process is Markov chain.   
Usually, a Markov chain is defined as a Markov process with a discrete set of 
times, that is discrete-time Markov process, although some authors use the 
same terminology where ‘time’ can take continuous values [196, 200]. The 
following concentrates on Markov chain, discrete-time space and discrete-state 
space case. 
At regularly spaced discrete times, the time instants associated with state 
changes are denoted as 1,2,...t  , also called time-step. On the tth time-step, the 
system is in exactly one of the available states, denoted as 1 2{ , ,..., }t Nq S S S . 
Additionally, the system undergoes change of state according to a set of 
probabilities associated with the state. Figure 6.9 illustrates a Markov chain 
with 3 distinct states, labelled S1 to S3; and probabilities of changes between 
states are denoted by i, ja . 
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Figure 6.9.  An example of Markov chain with 3 states. 
Mathematically, a Markov chain, observable Markov model, has its unique 
characteristic: the conditional probability distribution of the state ( )q t  at time t 
only depends on the distribution of the state ( 1)q t   at time t-1, that is to say, 
the state at time 2, 3,...,2,1t t   have no influence on the state at time t, i.e.,  
1 2 1( | ,  ,  ...) ( | )t j t i t k t j t iP q S q S q S P q S q S        .                            (6.14) 
Furthermore, the state transition coefficients equal the conditional probabilities: 
, 1( | ) 1 ,i j t j t ia P q S q S i j N                                                     (6.15) 
with the properties 
, 0 1 ,i ja i j N                                                                                  (6.16) 
,
1
1 1 ,
N
i j
j
a i j N

                                                                              (6.17) 
, since they obey standard stochastic constraints.  
Thus, a Markov chain can be presented as follows:  
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{ , }A                                                                                                       (6.18) 
, 1 2{ }; { [ ], [ ],..., [ ]}i j NA a P S P S P S                                                        (6.19) 
The notation A is the state transition matrix, and π is the vector of initial state 
probabilities, which is known. 
6.4.1.2 Hidden state and HMM 
In a regular Markov model, the state is directly visible to the observer, or in 
other words, the observation is the state. Therefore, there is only a need to 
estimate the transition probability between the states, that is i, jA={a }, as shown 
in equation 6.18.  
However, in a hidden Markov model [201], the state is not directly visible to 
the observer anymore, but latent. The observer could only obtain the value of 
output, namely observation, which is dependent on the value of the state. It is 
likely that there is more than one state in the process, and each state has a 
probability distribution to generate an output value. Figure 6.10 intuitively 
displays the hidden state sequence and visible observation sequence of a HMM. 
 
Figure 6.10.  Hidden states of HMM: shaded nodes are observations; un-shaded ones 
are the hidden states. 
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Therefore, based on the description above, a hidden Markov model is ‘a doubly 
embedded stochastic process, with an underlying Markov process that is not 
observable (it is hidden), but can only be observed through another set of 
stochastic processes that produce the sequence of observations’ [199, 202], as 
shown in Figure 6.11.  
 
Figure 6.11.  Structure of HMM.   
Within each state, the corresponding stochastic process produces the 
observation sequence based on a probability distribution function, which is also 
needed to be estimated. In continuous case, the observation has a continuous 
value, and the probability distribution is a probability density function (PDF), 
which is most generally estimated by a set of M mixture of density function, 
for example Gaussian density function. While in discrete case, the observation 
has only finite M symbols, and the probability distribution is a two-dimension 
probability matrix. 
For a HMM with N states and M observations, there are three parameters
{ , , }A B   to be trained [196]: 
1) the initial state distribution: 1{ } ( ),  1i i iwhere P q S i N       ; 
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2) the state transition probability distribution: 
, , 1{ } ( | ),  1i j i j t j t iA a where a P q S q S i, j N      ; 
3) the observation symbol probability distribution: 
{ ( )} ( ) ( ( ) | ),  1 ,  1j j k t jB b k where b k P X t q S i N k M       . 
From the discussion above, it can be seen that a HMM can be completely 
specified by the 5 parameters: the number of states N, the number of 
observation symbols M, and three probability measures A, B, and π. As N and 
M are known before training a HMM, for convenience, a HMM can be 
indicated  as the notation:  
{ , , }A B                                                                                                   (6.20) 
Figure 6.12 gives an example of HMM with 2 hidden states 1 2{ , }S S S  and 3 
output symbols 1 2 3{ , , }Y Y Y Y .  
 
Figure 6.12.  An example of HMM with 2 states and 3 output symbols.      
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6.4.1.3 Three basic problems for HMM   
Given an observation sequence 1 2{ , ,..., }TO O O O , there are three fundamental 
problems involved in HMM in real-world applications: the probability of an 
observation sequence O  given a model { , , }A B  ; the corresponding state 
sequence given an observation sequence O  and a model { , , }A B  ; and the 
model parameters { , , }A B  given a set of observation sequences (training 
sequence), as shown in Table 6.5. 
Table 6.5.  Three basic problems for HMM and corresponding solutions 
[196] 
Problem Algorithm 
Evaluation problem:    
Calculating  ( )P O   
Forward-Backward algorithm 
 
Encoding problem: 
Computing * arg max ( , )
Q
Q P Q O   
Viterbi algorithm   
Learning problem: 
Computing * arg max ( )P O

   
Baum-Welch (EM) algorithm 
 
 
6.4.1.4 Fatigue prediction by HMM 
For the application of fatigue prediction by continuous postural signals, Figure 
6.13 shows a block diagram of recognition system. The key processing steps 
include the following: 
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Figure 6.13.  Fatigue prediction by HMM.     
Specifically, a HMM is trained for each class of fatigue level, thus, there are 5 
HMMs are needed to be trained corresponding to the 5 fatigue levels. Within 
each HMM, the number of hidden states is specified empirically (i.e., 
3 ~ 8N   ). Here, we have to point out that the states of HMM have no 
physical implication. Further, a mixture Gaussian distribution with M 
components (i.e., 1~ 5M  ) is adopted to model the continuous observations 
for each state. The model parameters { , , }A B   are randomly initialized 
and estimated iteratively by Baum-Welch algorithms [196], using the training 
sample sequences. 
As there are multiple signal series (21 channels) for each sample, the 
distribution of each sequence within one sample is summed up in the parameter 
estimation to train the HMM model. Once the parameters 1 2{ ,  ,  ... }C     for 
all the C classes ( 5C  ) are obtained, a test signal sequence
1, 2,{   ... }TO O O O  can be classified to the fatigue class corresponding to the 
HMM that can produce the highest likelihood: 
arg max ( | ) 1* i
i
c P O i C   .                                                          (6.21) 
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6.4.2 Experimental results and discussion 
Similar to SVM classifier, the recognition algorithm based on HMM developed 
in this section is also validated by both of the two datasets. The training dataset 
is used to train models and the testing dataset is used for evaluating the 
recognition ability to new samples from new subjects. While, the difference in 
HMM classifier is that we trained a Hidden Markov Model for each fatigue 
state, which means that there are five Hidden Markov Models needed to be 
trained in training step.  
6.4.2.1 Trial 1 
In this trial, the 30 driving experiments in training dataset were used to perform 
the leave-one-out cross validation. Specifically, we treated all the 120 samples 
corresponding to one driving experiment as the test data, while those samples 
belonging to the remained 29 driving experiments were regarded as the training 
data. And in order to eliminate the individual difference of different subjects, 
each sample was normalized to be zero mean and standard variance.  
We trained one HMM for each fatigue state, thus there were five HMMs 
trained for five fatigue states. A test sample is assigned to a label 
corresponding to the HMM which achieves the highest probability. As 
mentioned in the previous discussions, the observed sequence in HMM is a 
continuous signal, therefore, a mixture Gaussian distribution is used to model 
the continuous observation for each state.  
The number of hidden states of HMM and the number of mixture components 
of GMM are two key parameters which usually affect the classification 
accuracy significantly. The recognition results with respect to the number of 
hidden states and the mixture components obtained in this study are reported in 
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Table 6.6. It can be seen that the recognition result is relatively stable when the 
number of hidden states is greater than 5 and the number of mixture 
components is set  to be larger than 3. The highest recognition accuracy of 91.6% 
is achieved, when the number of hidden states and mixture components are set 
to be 8 and 4, respectively. Only 302 out of 3600 samples are misclassified.  
Table 6.6.  Recognition accuracy in leave-one-out validation trial 
          States   
Mixture  
4 5 6 7 8 9 
2 77.2% 80.5% 83.1% 85.4% 87.1% 87.8% 
3 84.9% 88.0% 89.0% 90.4 % 90.9% 90.5% 
4 88.7% 89.2% 90.7% 91.5% 91.6% 90.8% 
5 90.4% 90.7% 91.0% 91.1% 90.8% 91.0% 
 
It is necessary to investigate which fatigue ranks are prone to misclassification 
with the other fatigue ranks. Figure 6.14 demonstrates the confusion matrix for 
the recognition result with 8 hidden states and 4 mixture components.  
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(a) number 
   
(b) accuracy      
Figure 6.14.  Confusion matrix of leave-one-out validation.   
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6.4.2.2 Trial 2 
13 driving experiments in the testing dataset from 13 new subjects, containing 
1560 samples in total, were tested to validate the generalization ability of 
HMM. The confusion matrix of the recognition results is shown in Figure 6.15.   
 
(a) number 
   
(b) accuracy                                       
Figure 6.15.   Confusion matrix of test results by HMM classifier. 
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From Figure 6.15, it can be seen that only 151 out of 1560 test samples are 
misclassified, yielding a average classification accuracy of 90.3% for the new 
subjects. Additionally, the accuracy for five fatigue classes is ranged from 86.7% 
to 92.3%. The HMM classifier acquires the best performance on class 3, and 
worst performance on class 5. 
To sum up, the experimental results obtained in two trials suggest that HMM 
classifier designed in this chapter can distinguish five fatigue states with high 
accuracy based on their corresponding postural data. However, the classifier do 
not perform equally well on different fatigue ranks. The fatigue states, 
including ‘no fatigue’, ‘slight fatigue’ and ‘moderate fatigue’, can be 
recognized with a higher accuracy, while the classifier relatively tended to 
misclassify the postural signals when ‘considerable fatigue’ and ‘serious 
fatigue’ is onset during driving.  
6.5 Comparative evaluation  
As reviewed in chapter 2, there are numerous attempts of detecting driver’s 
fatigue in the literatures. All these researches can be divided into 2 categories 
according to the different measurement of fatigue. One is based on the 
measurement of physiological signals [31, 32, 65, 203], particularly EEG and 
sEMG, which are widely used in clinics and laboratories because they are 
highly reliable in the measurement of signals of brain activity and muscle 
electrical activity associated with mental and muscle fatigue, though it is  not 
feasible for real applications in vehicles because of their intrusiveness to 
drivers. The other is based on machine vision technologies by using drivers’ 
facial expressions or driving performance [118, 124, 204]. For both of the two 
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measurements, there are a couple of mathematical models investigated to 
recognize the driver’s fatigue in the past years, including  regression model, 
PCA, ICA (Independent Component Analysis), HMM, SVM, and so on.   
In this section, we compare the proposed method with three state-of-art 
approaches found in the literatures including EEG, eyes movement and mouth 
movement. The Table 6.7 shows the comparison results of the proposed 
method and the 3 approaches applied on three recognition algorithms.  
For EEG measurement, in [205], the author developed a system to classify 5-
level driver fatigue using three kinds of multi-class SVM algorithms: standard 
SVM, probabilistic-based SVM, and confidence estimate SVM. The 
classification accuracies for them were 85.4%, 87.2% and 91.2, respectively. 
Similarly, Liu, et al [31] combined kernel principal component analysis 
(KPCA) and Hidden Markov Model (HMM) to identify mental fatigue, and his 
experiment got an average classification accuracy of 84%. More papers using 
EEG can be found in [30, 32, 65, 98, 179, 203].  
From drivers’ eyes movement, like PERCLOS, Niloufar [135] proposed a 
driver fatigue detection system based on the combination of LBP (Local Binary 
Pattern) feature extraction and SVM classifier. The experiment achieved a high 
recognition accuracy of 96% for multi-level driver fatigue. According to the 
research [206], eye statement based on Gabor Wavelet transformation and 
HMM was studied to recognize driver’s fatigue. In [207], the author presented 
a new scheme for driver fatigue detection which is based on tracking eyes and 
the nonlinear unscented Kalman. More similar researches can be found in [28, 
118, 208, 209] 
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From drivers’  mouth movement, like yawning,  Saradadevi [131] investigated 
a method based on mouth and yawning analysis using SVM model. Fan, et al 
[18] used Gabor wavelet and Linear Discriminant Analysis (LDA) to extract 
feature vector and classify the data, obtaining 95% accuracy. More similar 
researches can be found in [129, 130]. 
Table 6.7.  Comparison of the classification accuracy (%) of the proposed     
method and three selected approaches on 3 kinds of classifiers 
 SVM HMM Other 
EEG 85.4-91.2[205] 84[31] 88.2ICA [98]  
Eyes 96[135] 91.6[206] 99UKF [207] 
Mouth 86[131]  95LDA [18] 
Ours 88.3 90.3  
ICA: Independent Component Analysis. UKF: Unscented Kalman Filter. 
LDA: Linear Discriminant Analysis. 
From this table, the methods based on eye-tracking indeed achieve the highest 
classification accuracy in the four kinds of measurement methods, which 
exactly explain why this kind of method extract so much research attention 
from researchers all around the world. Comparatively, it can be concluded 
from the figures that our postural changes based method obtains the second 
high performance on the whole. It can be seen that the accuracy of our method 
for both SVM and HMM classifiers are higher than those related to EEG 
method. 
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Although our proposed method shows slightly lower recognition performance 
than these machine vision (MV) based approaches including eye tracking and 
mouth tracking, it has a number of advantages that the detection system is 
insensitive to lighting condition, and driver’s wearing of sun-glasses, because 
these factors have no effect to the pressure distribution images and acceleration 
signals. However, these factors have a great effect on the MV based methods. 
All the figures of MV based methods in the above table are achieved in a good 
environment not in a complex environment. Take the illumination condition as 
an example, as some researchers reported, the recognition performance of 
detection system decreases when the experiment is conducted in a weak 
lighting environment [206, 210]. In [206], the recognition accuracy decreased 
from 91.6% to 87.1% when the lighting changed from full illumination to lack 
illumination. In [210], the decrease was even bigger, from 90.5% to 80.5%.  
6.6 Conclusions  
The ultimate goal of a driver fatigue prediction system is to warn or wake up 
drivers by using several different countermeasures according to their different 
fatigue levels. From this prospective, therefore, it is unnecessary to measure 
exact fatigue index at every moment. In this chapter, we treat driver’s fatigue 
as a discrete process with 5 distinct states, including ‘no fatigue’, ‘slight 
fatigue’, ‘moderate fatigue’, ‘considerable fatigue’, and ‘serious fatigue’, and 
utilize supervised classification technology to classify these discrete fatigue 
states.  
Two supervised models, SVM and HMM, are established and implemented to 
classify the five fatigue states. Both of them are experimentally evaluated on 
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5160 samples, corresponding to 43 driving experiments performed by 19 
subjects, through two trials: trial one for training model by using cross-
validation approach, and trial two for evaluating the generalization ability of 
the models to new samples from new subjects. In cross-validation experiment, 
the overall classification accuracies for SVM and HMM are 90.8% and 91.6%, 
respectively. The overall accuracies in generalization of new data from new 
subjects are 88% and 90.3%.  
The experimental results obtained both in SVM and HMM classifiers suggest 
that the prediction method proposed in this thesis can distinguish five fatigue 
states with high accuracy, which can not only learn five different fatigue states 
from postural signals, but also has a good generalization capability in 
classifying new data from the subjects who are unknown to the system.  
However, the classifier (both SVM and HMM) do not perform equally well on 
different fatigue ranks. The fatigue states, including ‘no fatigue’, ‘slight fatigue’ 
and ‘moderate fatigue’, can be recognized with a higher accuracy which means 
these states have better sensitivity and predictability, while the classifier 
relatively tended to misclassify the postural signals when ‘considerable fatigue’ 
and ‘serious fatigue’ is onset during driving. 
At last, according to the results of the two classifiers, the overall classification 
accuracy of HMM classifier is slightly better than SVM classifier both in two 
trials. It can be concluded that the HMM has a better performance in 
representing the difference of inter-class and discriminating the multi-class 
problem.  
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7 CONCLUSIONS AND SUGGESTIONS 
FOR FUTURE WORK 
7.1 Introduction  
This research has designed and developed a novel driver fatigue prediction 
system which is effective, non-obtrusive, more comfortable and thus more 
acceptable by drivers in attempt to prevent traffic accidents associated with 
drowsiness. There are two main objectives for this study. The first was to 
investigate and construct a new fatigue measurement scheme to get rid of the 
lighting sensitiveness problem of existing MV based technology in varying 
driving environment. To make the system less obtrusive and more acceptable 
by driver population, the postural data of drivers was measured by a multi-
sensor hardware system based on the studies of biomechanics, ergonomics, and 
anthropometry. The second objective was to design and develop an effective 
pattern recognition algorithm to predict driver alertness in the simulated study.    
Two types of driver fatigue prediction algorithms were employed and 
evaluated on the database in two trials. The experimental results showed that 
the accuracy of these designed algorithms are quite reliable and stable with in 
simulated driving environment. 
This chapter provides a conclusion to this research by summarising the 
achievements, results and discussion, and offers a number of suggestions and 
recommendations for future research.  
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7.2 Achievements and conclusions 
7.2.1 New behaviour measurement scheme 
As reviewed in chapter 2, there are two main approaches in the literatures used 
to monitor driver fatigue for the purpose of real applications: machine vision-
based approach and sensor based approach. The former has attracted more 
interest from researchers over the world, and a few of such MV-based systems 
have already commercially utilized in real vehicles. On the other hand, the 
latter, detection with sensors, is just going through the experimental phase. 
The major limitation of MV-based measurement is the weak robustness to 
environment. These fatigue monitor systems relied on MV can’t work well 
under complex lighting condition, particularly driving at night and wearing 
sun-glasses. However, driving at night is just the most dangerous and needed 
situation to be monitored. In addition, as these systems need to use a camera to 
record the driver’s motion, it makes the driver having a feeling of the “big 
brother watching”, which definitely results in some kind of psychological 
pressure to driver. Compared to MV-based approaches, the sensor based 
approach has the conspicuous merit of robustness to environment. In recent 
years, therefore, the scholars have paid more and more attention to this 
approach. Unfortunately, however, there is still no such a reliable and mature 
fatigue prediction system by using sensor.   
By reviewing the studies of biomechanics and ergonomics in relation to driving 
and sitting posture, we found that the driver's spinal biomechanics and 
extremity ergonomics change greatly in prolonged driving. Secondly, it was 
also found that the driver’s body was moved frequently, and the inclination 
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angle of body increased gradually as the driver’s posture collapsed due to the 
increasing effects of the load. The two biomechanics study results were in 
accordance with the physiological research finding that drivers voluntarily 
change their behaviours when fatigue is onset. These research findings 
provides theoretical hypothesis for our measurement scheme. 
In chapter 3, a new behaviour measurement scheme was proposed to bridge the 
gap between reliability and robustness of the existing technologies, so that we 
can design and develop a reliable, stable and robust fatigue prediction system 
for the purpose of real applications. Our measurement scheme combined haptic 
pressure mat and accelerometer sensor to record the driver’s postural changes 
to indirectly reflect his fatigue level. When the drowsiness occurred during 
driving, the change of the driver’s behaviour will cause the seat pressure 
distribution and body acceleration signal changed significantly, which can be 
used as indicators for fatigue prediction.   
The proposed scheme yielded high performance in terms of reliability and 
robustness. Firstly, similar to the MV-based approaches, there do exist some 
kind of relation between behaviour and fatigue which has been approved by 
numerous physiological and psychological research works. In other words, 
drivers voluntarily change their behaviours when fatigue is onset. The only 
difference between MV-based method and our method is using different cues 
to reflect fatigue. So, our scheme based on sitting behaviour changes should 
achieve high reliability like MV-based approaches. On the other hand, unlike 
video camera device in MV-based approaches, the sensors we used for data 
collection were embedded into driver seat and the seat-belt, which would not 
be affected by the illumination, working at night and whether driver is wearing 
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sun-glasses. Therefore, the detection system based on our new scheme would 
be very robust to environment, and the recognition performance will be stable.  
The experimental results show that the new scheme works well and yields a 
high performance for analysing driver fatigue in the simulated driving 
environment. 
7.2.2 Reliable ground-truth 
Fatigue is regarded as having subjective, objective and physiological 
components. While most of fatigue recognition technologies are based on one 
or a few measureable or observable indicators to reflect fatigue state, the 
proposed approach combines those three components to serve as the ground 
truth for labelling the corresponding sample to train the fatigue prediction 
models.   
In  this typical pattern recognition application, fatigue prediction algorithm 
requires a set of training samples with their corresponding known labels, also 
called “target values” of the samples, to train the model.  In this work, the 
target value of a sample is the driver’s fatigue level. It can’t be observed or 
measured directly, and even it is impossible to accurately obtain the exact 
value. Thus, the training samples are normally labelled by reference 
information, called ground-truth.  
Most of the existing fatigue recognition technologies employ subjective 
questionnaire evaluation as the experimental ground-truth, except some MV-
based approaches using statistic data based on physiological studies. For 
instance, the questionnaire is conducted to evaluate the driver’s state in every 
five minutes or 20 minutes, thus the driver has to be questioned for at least 6 
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times during 2 hours driving experiment. Therefore, there is no doubt that the 
questionnaire evaluation during driving will awake up the driver and affect his 
driving performance which may not reflect the real state of driver fatigue for 
labelling.       
In order to provide effective ground truth to label training data in the algorithm 
modelling without disturbing to the driver, we proposed a new strategy to 
combine subjective questionnaires and objective measurements of driver’s 
facial expression and driving performance. In particular, we employed two 
digital video cameras to record the driver’s facial expression and driving 
performance during the entire driving experiment. Right after each driving 
experiment, the subject is asked to complete two subjective evaluation forms. 
Then, the three measured effects of fatigue serve as the ground truth to label 
the postural data obtained in this driving experiment according to special 
procedures introduced in chapter 4. 
7.2.3 Effective feature extraction 
For pattern recognition applications, it is usually essential to extract valuable 
features from original signals, and represent signals in pattern expected to 
recognize in next step by feature combination or feature transformation. Pattern 
is a more compact, informative and intrinsical expression to original data, and 
makes the classification algorithm, namely classifier, simpler and more robust, 
compared to directly using original data. 
In this project, a number of research works about geometry model of sitting 
posture and biomechanics of driving posture were comprehensively reviewed. 
According to the findings, a multi-level geometry model was proposed and 
C H A P T E R  S E V E N  
175 
used for extracting features from two pressure distribution images produced by 
haptic sensor mats: for the image produced by seat cushion, it can be divided 
into 4 main areas A, B, C, D, and if necessary, area B can be future divided 
into 2 sub-areas B1, B2. And the image generated by backrest is segmented 
into two parts: lower back (E) and upper back (F).   
7.2.4 Improved driver fatigue prediction algorithms 
Another objective of the work is to study the current mainstream machine 
learning algorithms, employ and improve suitable recognition technologies to 
detect driver’s fatigue with an acceptable performance for practical application. 
Three different recognition algorithms were employed and evaluated on the 
database by two trials.  
Driver fatigue was dealt with as either a continuous or discrete stochastic 
process at the pattern recognition stage, by two different technologies, 
regression and classification, respectively. Theoretically, the driver’s alertness 
level is a continuous state influenced by human-body and environment 
elements. In perspective of practical application, however, it can be viewed as 
a discrete process with a couple of states, because the ultimate objective is to 
warn or wake up the driver using several countermeasures according to his 
fatigue level. This project studied both of the two technologies. 
In chapter 5, we explored an ordinary least-squares regression model based on 
multi continuous variables (MR model) with gradient descent algorithm to 
automatically predict driver fatigue. The parameter of learning rate of 
regression model was estimated by a self-adaption searching algorithm. Two 
experiments, validation experiment and generalization experiment, were 
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designed and carried out on 43 simulated driving experiments collected from 
19 subjects performing 2 hours highway driving on a car simulator. The 
experimental results proved that the predicted fatigue curve was consistent 
with the ‘real’ fatigue curve (ground truth), and the MSE between predicted 
fatigue and ‘real’ fatigue was in a reasonable range, which means the 
performance of our MR model was quite good. 
In chapter 6, two supervised classification models, SVM and HMM, were 
established and improved to classify five fatigue states, because of their 
outstanding recognition performance and processing ability to time-sequence 
continuous signals. Both of them were experimentally evaluated on 5160 
samples, corresponding to 43 driving experiments, through two trials: trial one 
for training model by using cross-validation approach, and trial two for 
evaluating the generalization ability to new samples from new subjects. In 
cross-validation experiment, the classification accuracies for SVM and HMM 
are 90.8% and 91.6%, respectively. And in generalization experiment, the 
accuracies to new data from new subjects are 88% and 90.3%. The 
experimental results obtained both in SVM and HMM classifiers suggested 
that the fatigue prediction method proposed in this thesis can distinguish five 
fatigue states with high accuracy, which can not only learn five different 
fatigue states from postural signals, but also has a good generalization 
capability in classifying new data from the subjects who are known or 
unknown to the system.  
Additionally, we also had done comparative evaluation researches in section 
6.5 of chapter 6. In this section, we compared our method and the existing 
technologies which had attracted the most interest in the research area. The 
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recognition performance of our proposed method was the second best for all 
the technologies. Although it got a little bit lower recognition performance than 
these MV-based approaches, it had a particular advantage that the detection 
system is robust and stable to the complex environment, such as lighting 
condition, working at night, and wearing sun-glasses, because these factors 
have no effect to the pressure distribution images and acceleration signals. 
7.2.5 Useful physiological findings  
From the trials, we also achieved some special psycho-physiological findings 
about driver fatigue based on statistical analysis. These results provide 
invaluable knowledge to explore useful anti-fatigue countermeasures for 
preventing accidents.  
Firstly, according to the statistics, it was found that the subjects have a 
different drowsiness experience in the morning and afternoon driving. In the 
morning driving experiments, the drivers experience the drowsiest feeling 
around after 100 minutes; while in the afternoon experiments, the drowsiest 
feeling appears about after 50 minutes. Additionally, the fatigue index exceeds 
50 score approximately after 85 minutes in the morning and 40 minutes in the 
afternoon, respectively, which means the driver is being in a considerable 
fatigue state (five fatigue states are defined in chapter 6). In this situation, it is 
dangerous to keep driving. He or she needs to have a break.     
Secondly, we also found that driver fatigue is not only influenced by driver’s 
individuality (physical condition); but also associated with diffuse tiredness 
sensation, known as mental condition, which are the two key factors affecting 
driver fatigue. Therefore, different individuals have different fatigue 
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experience during prolonged-time driving because of individual physical or 
behavioural characteristic. Moreover, even the same person can also suffer a 
very different fatigue experience in different time, because he has different 
mental conditions in each driving experiment. For example, the one would be 
likely to suffer significant fatigue in afternoon driving experiment if he has 
poor sleep at last night.  
Normally, there are three typical fatigue change modes both in the morning and 
afternoon for all subjects, including ‘normal’ mode, ‘over-tired’ mode and 
‘over-alert’ mode. The ‘normal’ mode is the most common situation, and most 
of fatigue experience for subjects and experiments belongs to this mode. While 
the ‘over-alert’ mode means that the fatigue experience during whole 
experiment is more alerted than usual due to some reasons. For example, a nap 
before experiment will make the subject ‘over-alert’ than usual. Or, the subject 
may be not easy to feel tired than most of people; he really enjoys driving. And 
the ‘over-tired’ mode is just opposite, which means that the subject are easier 
to get tired than usual. This may be due to his poor sleep last night or weariness 
to driving, or he may be prone to weariness and feeling tired to simulated 
environment, especially the screen. 
Thirdly, according to the experimental results achieved by MR model in 
chapter 5, it can be found that facial expression has a better synchronization 
with fatigue level than driving performance; the driver’s fatigue rank increases 
almost simultaneously, accompanying with the statistical data from facial 
expression. However, for the driving performance, there is 5-10 minutes time 
delay. In addition, there is a better linear relationship between facial expression 
and fatigue, especially when one feels extremely tired. This result gives a 
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reasonable explain why facial expression-based fatigue detection are more 
efficient and attractive than performance-based method. 
To summarise, the conclusions can be recapitulated as follows: 
 To tackle the sensitiveness of existing MV-based systems to environment, 
a new measurement scheme based on postural changes was proposed, 
combining haptic pressure mat and accelerometer sensor; 
 A new method to combine subjective component, objective component 
and physiological component of driver fatigue was adopted to provide 
effective ground truth to label the training data, which enables a more 
reliable  driver fatigue prediction  system;  
 A special geometry model was proposed and used for extracting features 
from two pressure distribution images produced by haptic sensor mats, 
according to numerous research works about geometry model of sitting 
posture and biomechanics of driving posture; 
 Two kinds of pattern recognition technologies: regression analysis (MR 
model) and classification (SVM and HMM classifier) were implemented 
and improved to evaluate the performance of our fatigue prediction system. 
The experimental results suggest that our fatigue prediction method 
proposed in this thesis can distinguish five fatigue states with high 
accuracy in simulated driving environment;  
 Some special psycho-physiological findings about driver fatigue were also 
achieved based on statistical analysis, which would be valuable for the 
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research of countermeasure, and provides a reference for physiological 
research about driver fatigue.    
7.3 Open issues and limitations   
Although a new driver fatigue prediction framework has been proposed as 
outlined in the previous section, there still exist several open issues and 
limitations in the current approach mainly because of the shortage of 
experimental facilities and research funding. 
First of all, this research on driver fatigue prediction was conducted in a 
simulated driving environment. There is no access to a real car-like driving 
simulator and limited funding only allowed to purchase a simplified simulator 
which does not have vibration function to mimic bumpy or wound roads.  
Therefore, the vibration noises have not been involved in the signal collections 
in this study. In addition, since our special focus is put on monitoring driver 
fatigue when driving on monotonous rural highways where the highest risk of 
fatigue usually occur, the proposed approach may be not suitable for analysing 
the fatigue of drivers driving in metropolitan areas.   
Secondly, the data used to establish and empirically evaluate the driver fatigue 
prediction approaches in this project were collected from a car simulator with 
manual transmission, where drivers would operate in a different way from a car 
simulator with automatic transmission. However, the development and 
adaptation of pattern recognition and machine learning methods are basically 
data-driven.  Thus, it is anticipated that the proposed approach would be 
extendable/adaptable to analyse the fatigue of drivers operating a simulator or a 
C H A P T E R  S E V E N  
181 
car with automatic transmission if a set of training data can be collected from 
them.   
Thirdly, since this research work involves human being undertaking driving 
experiments; it is financially difficult to recruit a large number of participants 
with various driving experiences to obtain a larger dataset for more 
comprehensive evaluation.    
Finally, the fatigue development patterns when driving a simulator may be 
different from that when driving a real car. It seems driving a simulator is more 
fatiguing task. It is recommended that longer driving experiments would be 
conducted if the experiments are conducted in a real car on roads.  
7.4 Suggestions for future work  
For the purpose of practical application in real vehicles, future research in this 
area will focus on the evaluation of the proposed approach on real time data 
with more participants involved. The following directions are suggested to 
continue the research:  
(1) On road driving experiment in a real car.  
Although reasonable recognition accuracy was obtained both in validation trial 
and generalization trial in this work, all the driving experiments were done in a 
fixed-based car simulator which was controlled by a computer. The simulated 
driving environment differs from a real time environment. Firstly, the 
simulator can’t simulate the effects of car vibration in real road driving, which 
was proved as an important factor inducing driver fatigue. In contrast, virtual 
scenarios of driving environment on the simulator’s monitor tend to make the 
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participants uncomfortable and drowsy. Therefore, in order to evaluate the 
effectiveness of the system realized in this work and improve its performance 
before practical application, it is necessary to collect real time data from 
experiments in real vehicle on the roads.  
(2) Real-time processing in hardware device. 
In this work, the recognition of driver fatigue was mainly conducted in 
computer in an off-line processing mode, thus, the computing capability and 
data storage capacity of the system have not been considered yet, though the 
capacities of digital signal processor and data storage hardware are 
dramatically increased at much cheaper prices in the recent years.    
(3) Fatigue countermeasures.  
Effective countermeasure of driver fatigue is an important part of Advanced 
Driver Assistant System (ADAS). However, there is very little systematic 
research and substantive experimental evidence conducted on the efficacy of 
fatigue countermeasure on driving, though some practical countermeasures 
have been used in vehicles to prevent driver’s drowsiness, for instance, setting 
a limitation of driving time to a couple of hours; suggesting physical exercise 
for a while away from driving; making alarm with a grinding jar; and drinking 
a cup of coffee. Therefore, systematic research on the effects of 
countermeasure and substantive validation experiments are still need to be 
further investigated.  
(4) Cost reduction of sensing mat.  
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The cost of pressure sensing mat is another important concern in its real 
applications. In this work, the two haptic sensing mats are currently expensive 
to be widely adopted in low-priced vehicles though accelerometer sensor 
embedded in seat belt is small in size and very affordable. In the future, those 
problems may be solved by incorporating smart plastic or smart textile into 
driver seat or its cover for sensing sitting pressure maps, which would provide 
more affordable prices and also great comfort and flexibility, so that it is 
ultimately feasible to implement a driver fatigue prediction system based on 
postural changes as a part of Advanced Driver Assistant System (ADAS) in 
vehicles. 
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