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ter cater for different user types, the content shown needs to be personalised.
This thesis presents the development of a recommender system for a large media
company. The recommender system generates suggestions for news articles, and
the personalised content is to replace the company’s news site’s current manually
composed front page. The main goal is to increase user activity on the news site.
One of the challenges in creating a news recommender system is the vast amount
of user and article data. Furthermore, the relevance of articles usually changes
over time. As a result, there is a need for consideration of the cold-start problem
and fast adaptability. Consequently, the chosen approach is memory-based. In
this thesis, the preferences of each user are modelled by the users’ visit frequency
and the sections they read articles from. The recommender system can therefore
be classified as content-based, with some context-based additions. As an addition,
article importance scores are formed with a novel approach and are used as a basis
for calculating scores for articles. They reflect the editorial view of articles and
aid in maintaining the general feel of the news site.
The resulting recommender system is fast, lightweight, and can provide sugges-
tions even with very little user transaction data. However, the results of the
chosen performance metrics are inconclusive: for all tested parameter variants,
some of the metrics show an increase in user activity while others show the oppo-
site. The proposed next steps are to either do more online testing with different
parameter combinations or to implement new features.
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Modernit uutissivustot sisa¨lta¨va¨t runsaasti jatkuvasti muuttuvaa sisa¨lto¨a¨.
Erilaisten ka¨ytta¨jien tarpeisiin vastataan paremmin personoimalla na¨ytetty
sisa¨lto¨. Diplomityo¨ssa¨ kehiteta¨a¨n suositusja¨rjestelma¨ suurelle mediayhtio¨lle. Suo-
situsja¨rjestelma¨ ehdottaa uutisartikkeleita ka¨ytta¨jille. Na¨ma¨ ehdotukset tulevat
korvaamaan yhtio¨n uutissivuston nykyisen etusivun. Pa¨a¨tavoiteena on kasvattaa
sivuston ka¨ytto¨a¨.
Yksi uutisten suositteluja¨rjestelma¨n luomiseen liittyvista¨ haasteista on ka¨ytta¨ja¨-
ja artikkelidatan suuri ma¨a¨ra¨. Lisa¨ksi artikkelien merkityksellisyys muuttuu
yleensa¨ ajan myo¨ta¨. Ta¨ma¨n takia erityisesti kylma¨ka¨ynnistys-ongelmaan seka¨
nopeaan adaptiivisuuteen on kiinnitetta¨va¨ huomiota. Ja¨rjestelma¨a¨n on siksi
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uudenlainen artikkelin ta¨rkeys -arvo. Se heijastelee toimituksen na¨kemyksia¨ ja
auttaa ylla¨pita¨ma¨a¨n sivuston tuntuman.
Luotu suositusja¨rjestelma¨ on nopea, kevyt ja tekee suositteluja jo hyvin pienella¨
ma¨a¨ra¨lla¨ dataa. Valituilla mittareilla saatujen tulosten perusteella ei kuitenkaan
pystyta¨ kiistatta sanomaan, etta¨ sivuston ka¨ytto¨ kasvaisi. Kaikilla kokeilluilla
parametrivaihtoehdoilla mittareista osan mukaan ka¨ytto¨ kasvaa ja toisten mukaan
va¨henee. Seuraaviksi kehityskohteiksi ehdotetaan lisa¨a¨ ka¨ytta¨ja¨testeja¨ tai uusien
ominaisuuksien kehitta¨mista¨ parempien tulosten tavoittelemiseksi.
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Chapter 1
Introduction
There is an abundance of content available throughout the web. Finding the
most interesting items, such as videos, clothes, or articles, can be a struggle.
The amount of accessible content is ever increasing, and the relevance of
items often changes over time. For example, clothes go out of fashion, and
few people are interested in a car accident that happened a month ago.
Recommender systems help navigate the vast sea of items by finding content
that corresponds to the users’ preferences. Recommender systems provide
individualised suggestions for items to users based on ratings estimated for
those items (Adomavicius and Tuzhilin, 2005). Recommender systems have
been proven to be very valuable (Ricci et al., 2015). Consequently, many
websites — from e-commerce to news sites and everything in between — use
or even depend on recommender systems, examples by Schafer et al. (1999),
Linden et al. (2003), and Thurman and Schifferes (2012).
Recommender systems face many challenges because each use case is unique
to some extent and the number of requirements increases as the systems get
more sophisticated. Recommending news is particularly demanding, because
of the diverse nature and rapidly changing relevance of news articles (Liu
et al., 2010). Consequently, many of the items have not been seen by a
particular user. This lack of data makes it harder to estimate the ratings
1
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needed for providing suggestions. Moreover, user data is often hard to acquire
without hampering the user experience, and explicitly collected data is rather
sparse. On the other hand, implicit data is not complete either and comes
with some uncertainty (Pazzani and Billsus, 2007). The lack of data of items
or users in the beginning is called the cold-start problem (Ricci et al., 2015).
It requires special attention in news recommender systems, because in the
news domain it is important to provide timely suggestions (Li et al., 2011).
Different kind of recommender systems address these challenges. The most
suitable type also depends on the characteristics of the data that is to be
used. There is no recommender system suitable for all use cases or one that
would take care of all the weaknesses (Burke, 2002). There are different clas-
sifications for recommender systems, but one of the most common ones is
to classify them according to their approach to rating estimation (Adomavi-
cius and Tuzhilin, 2005). The division is made between content-based and
collaborative filtering, with a third group for hybrid recommender systems.
Content-based recommender systems make suggestions based on descriptions
of the items and a profile of the user’s interests (Pazzani and Billsus, 2007).
For example, if the user has given a high rating to an Indian restaurant serv-
ing organic food, other Indian or organic restaurants will be recommended.
Collaborative filtering, on the other hand, recommends items based on rat-
ings given by similar users (Sarwar et al., 2001). For example, if the user
were to give a high rating to an Indian restaurant, and others who liked that
Indian restaurant gave a high rating to a nearby Nepalese restaurant, that
Nepalese restaurant will be recommended to the user.
Different types of recommender systems face various challenges. Hybrid rec-
ommender systems combine different recommending techniques to mitigate
the biggest challenges (Burke, 2007). However, there are also many common
issues that affect almost all recommender systems. The most noteworthy of
them is the difficulty of evaluating the goodness of the generated suggestions.
This is because the performance of a recommender system is mostly based
on users’ opinions, which are hard to validate (Beliakov et al., 2011).
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1.1 Approach and Scope
This thesis focuses on the development of a recommender system for a news
website. Unlike many recommender systems that have been implemented
as an additional box on the site, this recommender system is to replace the
main content on the existing front page. The current front page is the same
for all users, and is manually composed by a handful of people: the online
news editors in charge, called DJs.
The recommender system is based on the requirements given by the news
company and insight from the DJs. Deriving from those, the approach used
is content-based with some context-based additions. Collaborative filtering
is ruled out, because the freshness of articles is pivotal, and general lists of
most popular articles are already provided to users elsewhere on the site.
The recommender system’s ratings are based on an article importance model
that is derived from the hand-composed front page. These article importance
scores can be interpreted as implicit editorial ratings of the articles. The
approach is quite novel and therefore it receives special focus in this thesis.
Implicit user data is collected of site visits and read articles for forming user
profiles. No text-based methods like topic modelling are used. Instead, item
data consists of manually set section and time stamp data. Because the
content and users of the news website are constantly changing, the system
needs to adapt fast to these changes. Therefore, a memory-based approach
is used. Finally, the suggestions are selected and ordered by scores that are
calculated from the article importance, user preferences, and other available
data. They are presented to the user as a list of items that act as previews
of articles.
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1.2 Research Questions
The main goal of this thesis is to build a recommender system that increases
user activity on the news site. The aim is to better cater for different types
of users to increase revenue ultimately. However, there are many restrictions
that limit the development choices. Therefore, an unconventional approach
to forming the ratings is used. The main research question is, how valuable
the results are in comparison with those of other recommender systems.
Another point of focus is the novel idea of the article importance scores that
reflect the current feel of the site, instead of asking the editors or DJs to
assign new values. This way, the system can be put online faster, and the
news editors’ job descriptions do not change.
1.3 Thesis Structure
Chapter 2 presents earlier research on different types of recommender systems
and commonly used techniques, with focus on the strengths and weaknesses.
Also, the common challenges that recommender systems face especially in
the news domain are outlined. In Chapter 3, the chosen methods and the
motivation for choices are presented. Chapter 4 describes the specifics of de-
veloping the recommender system in this use case, such as data and formulas
used. Experiments run with the recommender system and the corresponding
results are presented in Chapter 5. In Chapter 6, the results are discussed
and the process of developing the recommender system is reviewed. Finally,
Chapter 7 summarises the work and its implications.
Chapter 2
Background
This chapter presents recommender systems in more detail, considers dif-
ferent types of recommender systems, and addresses their advantages and
disadvantages. Then, challenges common for all recommender systems are
explored and additional remarks are given for matters which are particularly
specific to recommending news.
2.1 Recommender Systems
Early recommendations include, among others, book recommendations from
friends, employees’ recommendations letters, and printed restaurant guides
(Resnick and Varian, 1997). These are manual suggestions that are based on
the opinions of a single person or very few people. Recommender systems
are highly automated software tools for providing suggestions to aid users in
finding relevant items (Ricci et al., 2015).
Recommender systems have existed since the mid-1990s to help with the
growing amount of content (Adomavicius and Tuzhilin, 2005). Goldberg
et al. (1992) introduced the term collaborative filtering, which described the
system quite literally. Others adopted the term, but Resnick and Varian
5
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(1997) wanted the term recommender system to be used instead, because
not all systems incorporated collaborative components nor did only filtering.
The web has provided access to continually more and more items, increasing
the need for recommender systems, and therefore they have largely developed
parallel with the web (Bobadilla et al., 2013).
Early recommender systems aggregated recommendations provided by other
people and directed them to similar recipients (Resnick and Varian, 1997).
Non-personalised suggestions, such as lists of most liked items, are easier to
generate automatically, and systems that do that are quite common (Schafer
et al., 1999). However, those are not addressed by the recommender system
research. Resnick and Varian (1997) assert that when people’s preferences
differ, personalisation becomes more valuable.
Recommender systems make personalised suggestions for items that are pre-
dicted to be most suitable based on user preferences and other possible con-
straints. Predicting suitability is the main feature of recommender systems
(Ricci et al., 2015), and it is usually done by estimating ratings of items the
user has not yet seen (Adomavicius and Tuzhilin, 2005). The items with
highest estimated ratings are then recommended to the user, for instance as
a ranked list.
Recommender systems can be used in many fields and for various items such
as music, books, documents, clothes, or TV programs, for example (Park
et al., 2012). A single recommender system usually focuses on a certain type
of item to be able to provide useful and effective suggestions. Moreover,
the components and attributes of a recommender system are customised to
fit the exact use case and data available (Ricci et al., 2015). Therefore,
implementing a recommender system always requires special effort. Despite
this effort, recommender systems are very popular (Bobadilla et al., 2013).
There are many well-known examples of important recommender systems,
such as the recommender systems of the Amazon.com, eBay, Levis, Netflix,
and Tripadvisor websites (Ricci et al., 2015; Schafer et al., 1999).
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Recently, the use of recommender systems has dramatically increased as they
have proven to help with the information overload (Ricci et al., 2015). Ad-
ditionally, new types of data, such as social or contextual information of the
user, has been integrated in recommender systems (Bobadilla et al., 2013).
According to Pazzani and Billsus (2007), the modern recommender system
is often an interactive web application.
Usually, item, user, and transaction data are needed to generate suggestions.
The transactions refer to the relations between users and items. Additionally,
feedback on how the user responds to the suggestions can be collected to
improve the future recommendations. The relations are often presented as
ratings, which can be implicit or explicit (Ricci et al., 2015). Explicit data,
which is specifically given by users, for example in the form of star ratings,
increases the cognitive load, and may need an incentive to get users to provide
it (Resnick and Varian, 1997). Therefore, especially in a large data set,
explicit data can be very sparse. Implicit data can be collected without
extra effort from users, for instance by interpreting buying an item as a
positive preference (Bobadilla et al., 2013). However, because implicit data
depends on interpretations, it often contains some noise (Pazzani and Billsus,
2007). The noise can be, for example, from accidentally opened item details.
Furthermore, the type of data available often is restricted by the application
domain.
The collected data is the source of the most universal challenge recommender
systems face: the cold-start problem (Schein et al., 2002). Cold-start refers to
situations in which there is none of the needed data on a user or an item and
therefore suggestions cannot be generated. There are three different kinds
of cold-start problems: new community, new user, and new item (Bobadilla
et al., 2013). New community cold-start is faced when the recommender
system is first implemented and the required data has not yet been collected.
A profile cannot be formed for a user that has no recorded transactions, which
is referred to as the new user cold-start problem. Similarly, item cold-start is
encountered especially in collaborative filtering for items nobody has rated.
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Methods used in different kind of recommender systems can be divided into
memory-based and model-based according to their approach on handling
data. Memory-based methods act on all data, whereas model-based meth-
ods use the data to learn a model that is used for generating recommen-
dations (Adomavicius and Tuzhilin, 2005). Memory-based systems use all
the accumulated data for generating results in real-time so they respond to
changes in data immediately, but can suffer from scalability issues. In turn,
model-based systems scale better, because the computationally expensive
parts can be done offline, but new data needs to separately handled (Anand
and Mobasher, 2003).
Different methods used in recommender systems include classification meth-
ods, like k-Nearest-Neighbours and Bayesian classifiers, clustering, decision
trees, neural networks, regression, and other heuristic methods (Adomavicius
and Tuzhilin, 2005; Park et al., 2012). The final results are usually provided
as a probability or a binary value. The values describe whether the user will
like the item, or a numeric value for example describing the user’s degree of
interest (Pazzani and Billsus, 2007).
Regardless of the chosen method, most recommender systems are based on
maximising the user’s utility. The utility is thought to be maximised by
providing suggestions for items that have the highest estimated ratings for
that user. Amatriain and Pujol (2015) point out that a similarity measure is
usually used for estimating those ratings. Depending on the approach, the
similarity is measured between pairs of items or users. Bobadilla et al. (2013)
list common similarity measures: Euclidean distance, mean squared differ-
ences, cosine similarity, adjusted cosine, Pearson correlation, and constrained
correlation. The most popular one of them is cosine similarity (de Gemmis
et al., 2015).
Recommender systems are often classified into different types. The most
common classification consists of content-based and collaborative filtering
(Park et al., 2012). However, not all recommender systems fit nicely into
these two classes — there are other types, like knowledge-based systems,
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as well as hybrid systems that combine different types. The application
domain and the desired outcome have a major effect on selecting the type of
recommender system to use (Ricci et al., 2015; Schafer et al., 1999). These
different types are presented in more detail in the following sections.
Building a recommender systems involves many technical choices and con-
siderations. Matters affecting these choices include, for example, how homo-
geneous the users are, how to raise the users’ trust in recommendations, or
what is the cost of false positives (Resnick and Varian, 1997). It is neces-
sary to look at the objective and desired quality of results, and how quality
is defined in that use case (Bobadilla et al., 2013). Additionally, in many
cases, the data needs to be preprocessed, using methods like structuring or
dimensionality reduction (Amatriain and Pujol, 2015).
As recommender systems and computation power have developed, require-
ments for the systems have increased. Adaptability and taking the temporal
nature of data into account have become increasingly common in recom-
mender systems (Burke, 2007). Some other new concerns include data pri-
vacy (European Comission, 2016), and security against attacks, such as those
that flood the system with large amounts of faulty data (Bobadilla et al.,
2013). Moreover, there can be other case-specific issues related to building a
recommender system, or to presenting the results.
2.2 Content-Based Recommender Systems
Content-based recommender systems suggest items based on item descrip-
tions and the user’s past choices (Pazzani and Billsus, 2007). The items
most similar to the ones the user has previously liked are recommended
(Ricci et al., 2015). The recommendation process usually consists of feature
extraction or other content analysis, learning the user profiles, and filtering
items based on item similarity calculated from the features associated with
the items (Bobadilla et al., 2013).
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In content-based recommending, a user profile is built based on the descrip-
tions of items that interest the user and history of the user’s transactions
(Pazzani and Billsus, 2007). The model of the user’s preferences is then used
to predict future preferences (de Gemmis et al., 2015). However, user tastes
can change over time, which creates an extra challenge.
Item data used for content-based filtering usually consist of item features that
can be either from structured data or extracted from unstructured data, such
as free text fields (de Gemmis et al., 2015). Pazzani and Billsus (2007) point
out that user profiles are easy to learn from structured data, because the
number of attributes is limited and they have a known set of values. More
often than not, the structured data available is not sufficient so that feature
extraction is needed (Burke and Ramezani, 2011). Unfortunately, analysing
natural language suffers from ambiguity, caused for example by synonyms or
change of meaning depending on context (Pazzani and Billsus, 2007).
Feature extraction is usually done with quite simple models, like keyword
matching or the Vector Space Model (de Gemmis et al., 2015). In the Vector
Space Model every document is represented by a vector of term weights.
Term weights are often calculated using term frequency / inverse document
frequency (TF-IDF) measure (Adomavicius and Tuzhilin, 2005). In TF-
IDF, terms that are frequent in a document but rare in other documents are
considered relevant to the topic of that document (de Gemmis et al., 2015).
The quality of the item features data will determine the quality of sugges-
tions provided by a content-based recommender system, Burke and Ramezani
(2011) remark. This is one of the main shortcomings of content-based fil-
tering, and in some domains it is difficult to generate attributes to suffi-
ciently distinguish items (Pazzani and Billsus, 2007). Another disadvantage
of content-based systems is propensity for overspecialisation (Park et al.,
2012). The systems are incapable of recommending anything different from
what the user has seen before. This is reflected also to the new user cold-
start problem: when there is very little data on the user, the system cannot
provide accurate recommendations.
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One advantage of content-based recommender systems is their user indepen-
dence. User independence means that only the current user’s data is needed
for calculations instead of all users’ data (de Gemmis et al., 2015). Similarly,
because only the features of items are required, the systems can recommend
new items that have not been rated by anyone. Basing recommendations on
item features also makes it easier to provide explanations behind suggestions
to users.
Burke and Ramezani (2011) note that content-based filtering is most suitable
for applications in which items are related to quality and taste. Such items
are, for instance, news, books, movies, restaurants, and job search recruit-
ing. On the other hand, items that are seldom rated are not well-suited for
content-based recommending because there is not enough transaction history
to build a user profile comprehensive enough. According to Bobadilla et al.
(2013), it is quite rare to have a pure content-based recommender system.
Nonetheless, they are relatively easy to combine with other types, especially
collaborative filtering (Pazzani and Billsus, 2007).
2.3 Collaborative Filtering
In collaborative filtering, item suggestions are based on what other users with
similar tastes have liked (Adomavicius and Tuzhilin, 2005). It requires no
additional content information on the items or users, but instead compares
patterns in transaction histories (Ricci et al., 2015).
According to Koren and Bell (2015), the primary approaches for relating
items and users in collaborative filtering are neighbourhood methods and
latent factor models. Neighbourhood methods are more common of the two,
with k-Nearest-Neighbours (kNN) being the most popular algorithm for col-
laborative filtering (Bobadilla et al., 2013). Neighbourhood algorithms are
memory-based, whereas many other approaches, like latent factor models,
Bayesian networks, and clustering are model-based (Sarwar et al., 2001).
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Collaborative filtering also requires the use of a similarity measure. The
system can use user-to-user or item-to-item relations to determine needed
similarities (Koren and Bell, 2015). The former compares users’ histories to
find most similar users, and then suggests the items those users have liked.
Item-based algorithms calculate item similarities using a user-item matrix to
find which items are usually liked together (Sarwar et al., 2001).
Algorithms used for collaborative filtering are generally computationally ex-
pensive (Linden et al., 2003). However, Sarwar et al. (2001) point out that,
if the item set is relatively static, item-to-item relations can be calculated
offline to reduce online computation. An additional approach for the time
intensiveness is to reduce the size of data with for example dimensionality re-
duction, but it decreases the quality of recommendations and is not suitable
for adaptive data (Bobadilla et al., 2013).
In addition to scalability and performance issues caused by computation
expense, collaborative filtering faces challenges with data sparsity and cold-
start (Park et al., 2012). High sparsity means usually that there are few
neighbours to compare to, which reduces recommendation accuracy. More-
over, if there are no ratings for an item, the system can not recommend that
item (Bobadilla et al., 2013).
Collaborative filtering does not suffer from the need to distinguish items nor
from overspecialisation, which are common in content-based filtering. Linden
et al. (2003) praise collaborative filtering for its ability to help users find new
and even surprising items. However, the desirability of that feature depends
on the domain and purpose of the recommender system.
Collaborative filtering is suitable for similar application domains as content-
based filtering (Burke and Ramezani, 2011), but it has different requirements
for data. It is the most popular type of recommender system and has been
widely used especially in e-commerce (Schafer et al., 1999). Koren and Bell
(2015) adduce that as a result of the Netflix Prize competition, progress in
the field of collaborative filtering has greatly advanced recently.
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2.4 Other Recommender System Types
Ricci et al. (2015) list four types of recommendation approaches in addition to
content-based and collaborative filtering. They are demographic, knowledge-
based, social filtering, and hybrid systems. Moreover, the connotation of the
term recommender system has recently broadened even further (Burke, 2002).
Different types of recommender systems have emerged, because the source
of knowledge available and other domain factors largely affect building one
(Burke and Ramezani, 2011).
In demographic recommender systems suggestions are based on the demo-
graphic properties of the user, such as their language or age (Ricci et al.,
2015). They are quite simple to implement compared to the other types. Es-
pecially the separation of content for different users based on their language
or country is already used in many sites.
Knowledge-based systems use experts’ domain knowledge to determine how
item features meet users needs (Ricci et al., 2015). They are well suited for
use in domains with few transactions and relatively static items, for instance,
for financial services, real estate, and tourism (Burke and Ramezani, 2011).
Social filtering has become increasingly popular with the growth of social
networking sites (Bobadilla et al., 2013). It makes suggestions based on
the user’s friends’ preferences. Also called community-based systems, social
filtering is based on the observation that people tend to trust more their
friends’ recommendations than those of anonymous users (Ricci et al., 2015).
2.5 Hybrid Recommender Systems
Hybrid recommender systems combine different recommendation techniques.
Generally the selected techniques are from different types of recommender
systems, but it is also possible to combine different techniques related to the
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same type (Burke, 2007). Each technique has its own advantages and disad-
vantages, and they are combined to seek better performance. Pazzani and
Billsus (2007) note that strengths of different techniques often complement
each other.
The most common hybrid approach is to combine content-based and collabo-
rative filtering (Bobadilla et al., 2013). The strengths and weaknesses of these
two types are quite complementary, and therefore combining them helps deal
with some limitations, most often the cold-start problem (Adomavicius and
Tuzhilin, 2005). Other systems are often content-based or collaborative filter-
ing with additions from other types, like the use of demographic information.
This is probably because the research field is not that old and, like Popes-
cul et al. (2001) remind, the first recommender systems were collaborative
filtering and content-based.
Different techniques can be combined into a hybrid system in different ways.
Examples are, implementing two methods separately and combining their
suggestions, and incorporating some characteristics from another method
into the existing one, like using content-based user profiles for calculating user
similarity in collaborative filtering, (Adomavicius and Tuzhilin, 2005; Burke,
2007). The selected combination affects the complexity of implementation
as well as the form of results.
Using a hybrid approach can help reduce data sparsity (Bobadilla et al.,
2013), assist in recommending new items or for new users (Burke, 2007),
or increase the flexibility and quality of the recommender (Popescul et al.,
2001). There are many cases in which hybrid recommender systems have
performed better than any single type, but not all hybrid approaches are
successful (Burke, 2007). Nevertheless, they are common (Adomavicius and
Tuzhilin, 2005) and well-suited especially for domains in which multiple types
of data are needed, like suggesting music (Burke and Ramezani, 2011).
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2.6 Evaluating Recommender Systems
Evaluating a recommender system can be demanding. Evaluation often refers
to measuring the performance of the implemented system (McNee et al.,
2006; Schein et al., 2002). According to Ricci et al. (2015), evaluation should
be done in different steps during the building of a recommender system.
First, the appropriateness of the selected approach, like the data and type of
recommender system to be used, needs to be verified for the use case. Then,
several calculation algorithms should be compared to find the one with best
performance. Finally, parameters are adjusted and the users’ acceptance of
recommendations is investigated online using controlled online experiments,
for instance.
Initial evaluation is often done offline, because online experiments are more
expensive and risky (Gunawardana and Shani, 2015). Even though evalua-
tion can be done offline, real user data from online interactions is preferred
over simulated data, because human actions are difficult to simulate accu-
rately. The evaluation can be done using historical interaction data which is
divided into a training and a test set (Schein et al., 2002). The training data
is used for predicting users’ interactions which are then compared to the test
set to measure performance.
The aim of evaluation is to assess how well the chosen goals, such as accuracy
or acceptance, are achieved. Because the purpose of recommender systems is
related to user behaviour, and the goals can be multidimensional, grading the
system’s performance is not simple. The most common performance metric
is prediction accuracy (Gunawardana and Shani, 2015). However, like McNee
et al. (2006) argue, accuracy does not account for all important aspects and
concentrating on increasing accuracy can lead to creating a filter bubble or
other unwanted effects. Because of this, other properties, such as coverage,
confidence, trust, serendipity, and handling cold-start, have been brought up
as measures for success (Ricci et al., 2015).
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Parameters of recommender systems are often adjusted using online evalu-
ation, because the goals are related to user behaviour (Ricci et al., 2015).
One approach to finding the optimal values for these parameter is to formu-
late an optimisation problem (Adomavicius and Tuzhilin, 2005). Joachims
(2002) uses click-through data for optimisation. Click-through data contains
information on what the user clicked on a given list of prioritised items, and
is easy to collect in many cases. The optimisation problem to solve is to find
the parameter values that maximise user selections along the prioritised sug-
gestions. The optimisation approach can be extended to use with multiple
goals that are exact and quantitative (Rodriguez et al., 2012).
Another way to find optimal parameter values is to do controlled online ex-
periments. Controlled experiments are called by multiple names, including
A/B tests, randomised experiments, split tests, and Control/Treatment tests
(Kohavi et al., 2009). According to Wohlin et al. (2012), controlled exper-
iments are frequently used in software engineering, because they are well
suited for evaluating features against each other. A controlled experiment
can also be used for evaluating the overall effect of providing suggestions
(Kohavi et al., 2009). Moreover, they are especially suitable for assessing
users’ opinions (Basili, 1996).
In a controlled experiment, users are randomly assigned to two or more vari-
ants (Kohavi et al., 2009). One variant acts as a control group, and other
variants have one independent variable changed each, while other variables
remain unchanged (Basili, 1996). For example, a web page with no sugges-
tions can be the control group for a page showing suggestions provided by a
recommender system.
Selecting which attributes to measure when evaluating a recommender sys-
tem depends on the application domain, used data, and the purpose of the
system in that use case. For example, filter bubbles are frowned upon in the
news domain. In the next section we review more specifically the properties
important in the online news domain.
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2.7 Recommending News
News delivery has changed enormously along the growth of the web. Many
shortcomings of traditional media can be overcome with the help of the in-
ternet (Himelboim and McCreery, 2012). For example, the web provides
greater accessibility, which means that online news do not suffer from similar
time and space restrictions as traditional media. However, it also means that
the users have many more news sources to choose from, including completely
new entities, like blogs and news aggregators. Additionally, the online access
has increased the requirements for the speed of publishing news (Mitchelstein
and Boczkowski, 2009).
The main source of revenue for online news sites is often advertisements
(Mitchelstein and Boczkowski, 2009), which means that it is imperative to
get users to stay longer and return to the site. Thurman and Schifferes (2012)
say that many news publishers see personalisation as a way to increase users’
loyalty to the site. Recommender systems have been used for increasing sales
in e-commerce by converting browsers into buyers, enabling cross-sell and
increasing loyalty (Schafer et al., 1999). These benefits are largely applicable
for news delivery as well: converting browsing into more article reads directly
increases revenue, and introducing easy access to more interesting articles can
increase time spent at the site and therefore revenue.
News articles are items of low value, and the time used for searching for in-
teresting articles can be interpreted as a cost to the user (Ricci et al., 2015).
The complexity of a news article is relatively low, but the data is mostly
unstructured (Pazzani and Billsus, 2007). Additionally, there often is a mas-
sive number of items and the pool of items is in constant change (Burke and
Ramezani, 2011). Li et al. (2010) describe the main issue of a news recom-
mender system as assisting the users in finding the most appropriate content
at the best time. These aspects lead to many challenges in recommending
news.
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Because of the time-sensitive nature of the news domain, the cold-start prob-
lem is especially consequential (Schein et al., 2002). The item-side cold-start
problem is most common in the online news domain, although the other two
types can be also encountered. Because of the importance of recommending
new news items, a pure collaborative filtering system that suffers from the
item cold-start problem is not well-suited for that domain (Lam et al., 2008).
Proper scalability is another requirement in the news domain, due to the
immense amount and dynamic nature of data (Ricci et al., 2015). Liu et al.
(2010) point out that news sites pursue to present the most recent informa-
tion. Consequently, the recommender system has to operate fast and in real-
time. The large amount of data supports the use of a model-based system,
whereas the need for real-time suggestions promotes the use of a memory-
based system. Because of these two aspects, both types of approaches face
at least some scalability issues.
Filter bubbles are an impediment to news recommendation (Maccatrozzo,
2012). Nguyen et al. (2014) explain the filter bubble as isolation from diverse
viewpoints or content. Recommender systems easily provide only content
the user is assumed to like (Maccatrozzo, 2012), which can lead to increased
revenue in the short run. However, the filter bubble can cause negative
cognitive effects on the users (Nguyen et al., 2014), and it can twist the
users’ opinion of the news site. Moreover, users are usually looking for new,
even surprising, information at a news site (Liu et al., 2010). Therefore,
recommender systems generally try to avoid creating filter bubbles.
Another challenge in the news domain is the temporal nature of user data
(Li et al., 2014). Ricci et al. (2015) propose dividing the user preferences
into long-term and short-term. The long-term preferences are usually more
stable, whereas short-term preferences are more prone to change (Li et al.,
2014). According to Liu et al. (2010), short-term preferences often follow the
general news trends. Therefore, taking both the long-term and short-term
interests into account could help to more accurately predict the user’s current
news interest.
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Other common issues recommender systems can face are transparency, con-
textuality, and flexibility (Adomavicius and Tuzhilin, 2005). Transparency
means that the users can get explanations for the suggestions (Bobadilla
et al., 2013). Transparency helps build trust in users (Ricci et al., 2015),
which is valuable for news sites. Contextuality means that the utility of an
item to the user may depend on time (Adomavicius and Tuzhilin, 2005),
which is often the case in news and is related to aforementioned short-term
preferences. Flexibility here refers to the possibility that users can refine the
recommendations, which can in turn help users accept the recommendations
(Ricci et al., 2015).
Despite the many challenges, recommender systems for news sites have be-
come increasingly popular, and many news providers already exploit this
technology. For example, New York Times (Spangher, 2015), Svenska Dag-
bladet (Rodrigues, 2017), and Neue Zu¨rcher Zeitung (Ciobanu, 2017) recently
paid significant attention to recommender systems as a part of their websites.
Also, Thurman and Schifferes (2012) point out that there has been consistent
growth in using personalisation on news sites.
Chapter 3
Methods
The process of creating a recommender system depends on the application
domain: available data and its sparsity, scalability and performance require-
ments, objectives, desired quality of results, and other possible constraints
(Bobadilla et al., 2013). This chapter presents the methods used in building
and evaluating the online news recommender system of this thesis.
3.1 Domain and Output
The recommender system is built for a news website for which the speed
of providing content for users is crucial. The site is used by millions of
unregistered users, and hundreds of articles are published every day. The
recommender system generates a list of suggested articles for users. That
list is designed to replace the main content on the site’s existing front page,
unlike in many cases (Ricci et al., 2015), in which the suggestions are shown
on a separate page or list.
The news site’s current front page design consists of several elements, and the
main content is a list of clickable items referring to single articles. Those items
are designed to visually attract the users: the article title is often specially
20
CHAPTER 3. METHODS 21
formatted and additional information, such as a picture, time stamp, or a
short ingress, is displayed. The visual aspects of the new list of suggestions
are as similar to the existing list as possible to help with evaluations (Li
et al., 2011) and to increase the acceptance recommendations (Ricci et al.,
2015).
In addition to the restrictions arising from the domain and the existing site,
the news company also sets constraints for the system, which heavily affect
the choice of approach. One popular approach is to use collaborative filtering
(Burke and Ramezani, 2011), but because of the cold-start problem, the
changing relevance of data, and performance requirements, the choice for
approach is content-based.
Existing data consists of only item data: article details such as publication
time, section, article links, and various free text fields. Most of the data
in manually input by editors. The sections act as classes for articles, to
separate completely different articles from each other. Conversely, article
links are references to other very similar articles.
In addition to item data, a recommender system requires user and transaction
data. To protect user privacy, each user is assigned a random-generated
identifier and no personal information is collected. This identifier is used for
storing the user’s activity which consists of front page load time stamps and
read articles.
Only implicit data is collected so as not to effect the users’ browsing expe-
rience. Front page loads are used as contextual information for interpreting
what content the user has probably not seen yet. A read article is inter-
preted as a positive vote for the article’s section like, for instance, in Liu
et al. (2010).
A new attribute called article importance is formed from existing data. Its
purpose is to reflect the DJs’ — the online news editors in charge — views of
the article, and it is calculated based on the compositions of the front page
made by the DJs. Implications of an item’s progress on the front page used
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for the calculations are assessed by interviewing the DJs. Article importance
plays a significant role in calculating the final scores because it also reflects
current news trends. It could be given directly by the DJs (Rodrigues, 2017),
but that would require more work from them and include less information
and possible biases.
3.2 Generating Suggestions
For each user, the suggestions are generated by calculating a numerical score
for each article. The final score is calculated for each article based on article
importance, freshness, user preferences, and contextual information. The
articles are sorted based on this score and the top N items are displayed to
the user. In order to prevent forming a filter bubble and to ensure delivery
of the most major news, a controlled percentage of items are selected with
no regard to user preferences.
The available article data is mostly unstructured, but only structured parts
are used for the recommender system. The selected features are the sections
and article links defined by editors. This means that no feature extraction
method is used. Such a scope is thought to speed up the building process
and to enable the approach to be completely memory-based even with strict
performance requirements.
In a fast changing environment, such as the news domain, a memory-based
approach helps keep the results updated (Bobadilla et al., 2013). Addition-
ally, user data is kept only for four weeks to better account for possible
changes in preferences. The user preferences are based on the distribution of
read articles in different sections. They are calculated every time suggestions
are requested by the user and are based on all transaction data accumulated
up to that point Additionally, the data on read articles is used for separate
weighting so that it is possible to control how likely already read articles are
to appear in the suggestions.
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Users are probably interested in the most recent news, but also in some bigger
events that have been in the headlines since they last visited. Therefore, their
last visit time is used to provide a context for determining what is the most
relevant content for the users each time they visit the site. Articles relevant
to the context are given more weight in the suggestions. On the other hand,
even though some item is major news, if it is likely that the user has seen
the item already, this item can be given less weight.
The article importance is used as a basis for scores, but every article does not
end up on the front page, and there can sometimes be delay. Therefore, the
most recently published articles are also considered worthy for suggesting.
Freshness is one aspect that is considered for all articles, because news items
usually expire, and often rather quickly. The articles are considered fresh
enough if they are currently on the hand-composed front page. Freshness
degrades starting from time of removal from the front page, or the time of
publication.
3.3 Evaluating the System
The suggestions are provided as main content on the front page, and therefore
they require no explicit actions from users to access. This enables making
the change without users noticing it (Schafer et al., 1999). This is thought
to reduce biases when evaluating the system. In the building and evaluation
phase, only a small random subset of users are directed to see the personal
recommendations instead of the original front page.
Different algorithms are not compared during the development of the rec-
ommender system, even though this is common (Gunawardana and Shani,
2015). With such volatile item data and sparse transaction data, offline
evaluation is expensive. However, online evaluation is more expensive and
involves some risks. Therefore, only slight modifications to calculations and
different parameter values are tested, and the test group size is kept relatively
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small. Online evaluation is done with controlled online experiments, which
is common in software engineering (Wohlin et al., 2012). Doing controlled
experiments is more feasible than finding parameter values by optimisation,
because of restrictions for available data and the many goals.
The evaluation of the article importance is done by examining and analysing
its behaviour on different articles as a sanity check. Because the article im-
portance is composed based on restrictions from the DJs, the evaluation is
partly based on interviews with the DJs. The validity of the article impor-
tance reflects also the success of the suggestions.
Sensitivity analysis is performed to see what effects each parameter has on the
suggestions. Because the user’s context also affects the results, the analysis
is done with the data of multiple users that have different behaviour. The
analysis is executed by comparing suggestion lists provided for these users
with different values of parameters changed individually. The results are
fetched at one time, over a minimal time span, to prevent changes in results
to be caused by the changes in the data set.
Although offline evaluation is expensive in this case, it is done once to give
insight on the accuracy of suggestions. It also enables looking into the opera-
tion of the system before acquiring test users. To do the evaluation, all item
data and data from a random subset of users is downloaded from a two-day
span. This data is divided into sets based on time stamps: for each user,
the user’s transaction data before a selected time of one article read is used
to predict that article based on all other data available at that time. This
can be done to multiple articles, up to all articles the user has read. Using
time stamps is crucial in such a dynamic setting, and they can be used for
examining the accuracy of recommendations as a function of number of read
articles.
The results from the sensitivity analysis are used for deciding which pa-
rameters and values are selected for controlled online experiments. Besides
parameter values, controlled experiments are used for assessing the success of
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the system compared to the original front page. Because of some differences
in the structure of the main content between the suggestions and the original
front page, a so-called placebo option is used as a baseline. The placebo
option has the same items as the original page, but displayed with the ex-
act same visual look as the suggestions. The placebo option is compared to
the original and the other options are compared to the placebo in order to
calculate the success.
The success of the recommender system is measured with five quantitative
metrics that describe user behaviour. They include click-through rate (CTR),
average number of sessions per user, average number of page views per ses-
sion, average session length, and bounce rate. CTR is an important measure
of advertising effectiveness (Linden et al., 2003), but is not considered to
describe user activity sufficiently in this case. On the other hand, sessions
per user is considered the most important metric. Relative values for the
metrics are used in this thesis to protect business-sensitive information (Li
et al., 2010).
Chapter 4
Implementation
As a part of this thesis, a recommender system is built to become a part of
a news site. The generated suggestions are made available to users via the
existing site. This chapter describes the relation between the recommender
system and the existing system, and considers the issues in the implemen-
tation of data collection and aggregation, as well as details of calculating
scores.
4.1 Architecture and Data
The recommender system is created as a separate component, but is inte-
grated with the current news site system. In the visual illustration of the
architecture of Figure 4.1, new components are shown in orange, and existing
ones in grey. The recommender system takes a user profile id as an input and
provides an ordered list of item ids. Then, other components handle showing
the suggestions to the user in a visually pleasing way on the website.
The recommendations page on the site is very similar to the manual front
page. The differences are that only one size of items are used, and there
are some non-article items as well as additional content at the bottom of
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Figure 4.1: Diagram of the system architecture.
the page, which are not displayed in the recommendations page. The visual
aspects of the suggestions are not a part of this thesis, but the effect of the
differences are taken into account when analysing the results.
The existing system does not provide enough data for making recommenda-
tions. Consequently, additional user, transaction, and item data collection
is set up. Because the users are not registered, each browser is considered a
different user and assigned a random-generated id. Consequently, a person
using the news site on different devices is treated as multiple users.
The collected transaction data consists of article reads and front page loads.
To reduce noise in that data, all entries are not saved immediately: articles
are interpreted as read only after the user has spent number of seconds read-
ing, which can be controlled with a parameter. Additionally, all transaction
data is stored for a maximum of one month to decrease total amount of data.
There are some data challenges. For example, an average user reads approx-
imately ten articles, but the median is only two in one month. Additionally,
the section distribution of articles is uneven: there are nearly one hundred
sections, but there are three big sections that together contain over 40% of
the published articles.
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Integration to an existing system adds restrictions. The existing system does
not support collecting detailed data on user actions, including data on which
recommendations the user has seen and which clicked. Also data on where
from the user accessed an article cannot be collected. This has a significant
impact on evaluating the system.
To easily adjust the behaviour of the system, many parameters are used in
determining suggestions. Each parameter has a default value that is used if
no modifications are made. Additionally, the value of each parameter can
be changed for all users, or groups of users via an interface. This is used
for executing controlled online experiments. For sensitivity analysis, it is
also possible to examine a single user’s suggestions and explore the effects of
different parameter values on that list of suggestions.
4.2 Article Importance
In order to help determine which items should be selected for suggestions, a
new attribute, article importance, is determined. It represents an editorial
view on the articles, and is calculated based on the front pages composed
manually by the DJs. The article importance score I ∈ R+ of an item
depends on the inspected time range [t0, t1]. Each time range is the time
between two manual edits made by the DJs, so the attributes of the items
stay constant over the inspected time range.
The article importance score for an article a calculated between two times t0
and t1 > t0 is
I(a, t1, t0) = p(a, t0) s(a, t0)U r(t1, t0)∆t, (4.1)
where t0 is the time of previous edit, ∆t = t1−t0 in minutes, U r(t1, t0) ∈ [0, 1]
is the average relative number of users at the examined time period [t0, t1],
and p(a, t0) ∈ ]0, 1] and s(a, t0) ∈ R+ represent a position score and a size
score, respectively.
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The importance score is calculated every time the manual front page changes.
The scores determined at different points in time are summed to account for
the whole period of time the item has spent on the front page. The total
accumulated importance for article a at time t is
I(a, t) =
∑
∀ [τ0,τ1]∈T | τ1<t
I(a, τ1, τ0), (4.2)
where T is the set of all saved time ranges [t0, t1] between the front page edit
times. Because the importance score is multiplied with ∆t, the change fre-
quency will not affect the score. This cumulative sum is saved to a database
for use in suggestion calculations and is only article-specific, not user-specific.
There are three different sizes of items: giant, full and half size. Figure 4.2
illustrates the different item sizes and their relation to the layout of the page
on big screens. Orange items represent the main content, which is also the
target of this thesis, and grey areas represent the other content that is visible
to the user. The grey area includes, for instance, automatic lists of most read
and most recent articles. On smaller screens, such as on mobile phones, there
are no side lists. However, the item sizing is done for the bigger screens, so
the focus will be on them.
The item size implications are based on interviews with the DJs. Full size
items are used as ‘normal’ items, and the other sizes are used as means of
particular effects. The giant size is reserved for remarkably big news items,
and is hence very rare. According to the DJs, the news item needs to be
approximately eight times as significant as a usual news item for the giant
size to be used. Figure 4.2 shows that the giant size can be only used for the
first items of the list because of layout restrictions.
A half size item is given nearly as much importance as a full size item, despite
being less easily noticed because of the smaller visual size. Based on the DJs’
interviews, the smaller items are used for multiple purposes. They are used
for articles with less content, articles on certain topics, and sometimes as
visually balancing elements. Based on these properties, the giant, full, and
half sizes are given static numerical scores of 8, 1, and 0.85 respectively.
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(a) Normal (b) With a giant item
Figure 4.2: General examples of page layouts and different item sizes.
According to the interviews with DJs, position on the front page is the main
factor of the article’s importance: the higher up an article is, or in other
words the smaller the index, the bigger the importance. Additionally, users
start browsing from the start of the page and therefore fewer users see the
items lower in the page. As a consequence, the position score has to decrease
when the index increases.
No similar study for calculating an importance score from a manual front
page was found, so the calculations are based on features assessed from the
DJs opinions. The shape of the curve is determined by the constraint given
by the DJs that position is more important than size. The position score is
p(a, t) = cn(a,t)−1, (4.3)
where n ∈ Z+ is the one based index of the article a in the list of main content
at time t, and c ∈]0, 1[ is a parameter describing the decrease in importance
when positioned to a bigger index. Because of the constraint that position
is more important than size, c must be smaller than the half size score. The
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formula includes a normalisation of p to the range [0, 1]. The position scores
and their relation to sizes with c = 0.82 and size weights 1 and 0.85 for full
and half size items, respectively, are displayed in Figure 4.3.
Figure 4.3: Item position and size scores.
In addition to position and size, the time spent on the front page relative to
the time of day affects the article importance. The longer an article stays
on the front page, the bigger its importance. However, there are fewer users
at night, and the DJs controlling the front page know that there is therefore
a smaller need for changes. Figure 4.4 displays an example of the temporal
changes in the number of users during a four-week period. There is a clear
one-week cycle, biggest differences in one day cycles, and no trend.
To reflect the differences of daytime and nighttime, one part of the article
importance score is scaling with an average relative number of users. Four
months of five-minute average data on the number of users is used for cal-
culating one average week. The five-minute averages are then divided with
the maximum to achieve relative numbers. Because there is no trend visible,
a static list of averages is used as a reference data of the number of users.
The average relative number of users U r(t1, t0) is calculated from every five-
minute average in the interval [t0, t1]. Finally, the value is multiplied with
the time difference ∆t in minutes.
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Figure 4.4: Changes in number of users over four weeks.
The summed article importance scores are always positive, and therefore the
cumulative sum increases for as long as the article is on the manual front
page. Once the article has been removed from the manual front page, its
score stays unchanged, and the score is removed from the database after one
month to reduce the total amount of data.
An example of behaviour of the manual front page is presented in Figure 4.5.
In the figure, each colour represents a different article, each vertical line of
markers represents a point when a change happened, and different type of
markers represent different item sizes. A star marker represents full size, a
dot represents half size, and a octagon represents giant size. Two articles are
highlighted with thicker lines as examples, and the point where the size of
one of them changes is also highlighted. The plot shows that there is a lot
of activity during one day, and the change frequency is not even, but there
can be seen a clear decrease in activity during the night.
Not all articles end up on the front page at any point. Even if an article has
not been on the front page, it may be worthy of suggesting. For example,
articles from certain sections are placed on the front page less often. Articles
that have not been on the front page or have just been put on it have I = 0,
which results in a final score equal to zero, and therefore those articles are
not suggested. To prevent this, the median summed importance is used as a
mock importance J for those articles instead.
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Figure 4.5: Item indices (vertical axis) on the manual front page over one
day (horizontal axis).
The cumulative sum of article importance is scaled with a freshness score
to promote recent articles, especially those that are on the manual front
page at the time of calculation. Because this freshness score depends on
the calculation time, it is not saved to the database. When removed from
the manual front page, at time tr, the freshness immediately drops by a
percentage, expressed with weight wf ∈ ]0, 1], and then continues decreasing
over a lifespan, parameter l > 0. The freshness for article a at time t is
F (a, t) = wf
(
1− t− tr
l
)
, F ≥ 0, (4.4)
where the time difference t − tr and lifespan l are in minutes. Articles that
have not been on the front page have wf = 1 and the comparison time stamp
tr is the article’s publication time.
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4.3 User Preferences
The user’s u preferences P (u, a) are derived from the section distribution of
the user’s read articles:
D(u) =
(
N1
Ntotal
,
N2
Ntotal
, . . . ,
Nn
Ntotal
)
, (4.5)
where Ni is the number of read articles from section i ∈ {1, . . . , n}, and
Ntotal = max (M,
∑
iNi). In order not to limit the diversity of suggestions
when the user read very few articles, a parameterM > 0 is used as minimum
number of read articles. In that case D is not an actual distribution, because
the weights sum to less than one.
Two different approaches for modelling the user preferences are compared. A
parameter is set for changing between the two approaches for easy comparison
of the differences in results. The first approach is to set the preference scores
P equal to the section distribution D. To be able to suggest articles from
sections outside the user’s preferences, a mock preference score Q is used for
those articles. The mock preference is equal to what the preference would
be if the user read one article from that section. Thus, the mock preference
is always smaller than the actual preferences, but only by little.
The users are likely to read more articles from the big sections, because there
is more articles available. As a consequence, big sections get often big weights
with the first approach. Another approach is chosen to reduce the effect of
sections size on the preferences. The other approach uses binary preference
scores. For each section that has D > 0, the preference is set equal to a
fixed parameter ws > 0, and the preference for other sections remain is set
to a significantly smaller ws0 > 0. The ws0 is then used also as the mock
preference score Q.
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4.4 Other User Scores
The articles read by the user are also taken into account separately. A read
article score is controlled with a parameter wr ∈ [0, 1]
R(u, a) =
⎧⎨⎩wr, if article a has been read by the user1, otherwise. (4.6)
If the parameter wr is set to 0, read articles can not appear in the suggestions,
and if set to 1 they have no effect on the final score. When the parameter is
set to something in between, read articles drop to lower positions in the sug-
gestions and therefore may or may not end up in the suggestion list because
of its limited size.
To account for users with different visit frequencies, the score is also affected
by the user’s last visit time. This is represented by the temporal context
score defined by a parameter wc ∈ [0, 1]
C(u, a) =
⎧⎨⎩1, if article a is considered recentwc, otherwise. (4.7)
Here recent means that the article has either been put on the manual front
page or published after the user’s previous visit. These articles are more
likely not to have been seen by the user and therefore have a higher final
score. In order to separate the user’s current session from the previous one,
a minimum time span for the context is set with a parameter Tmin.
4.5 Generating Recommendations
To form recommendations for a user, a final score is calculated for each
relevant article. An article is considered relevant if it was published or has
been on the front page during the past few days. The exact time limit is
controlled by the parameter l which is initialised to one day. The final score
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determines the set and order of suggested articles. The final score S of article
a for user u at time t depends on the article’s importance I and freshness F ,
and the user’s preferences P , read articles R and temporal context C.
S(u, a, t) = I(a, t)F (a, t)P (u, a)R(u, a)C(u, a). (4.8)
Multiplication is used because the sum of importance scores is not bound
from above and the rest of the terms act only as weights. A linear model
would make analysis easier, but would require re-thinking the behaviour of
the article importance scores’ relation to the other parts of the final score.
The different parts of the final score are presented in the following sections.
Some adjustments to the calculations and the suggestion list are needed to
provide fresh and diverse suggestions. Often there are multiple articles on
one news event: a new article is published when new information regarding
that event is discovered. The content of these articles often overlaps quite
significantly, and it is not preferred to show too similar articles. Fortunately,
these articles are usually linked to each other by the editors. Therefore, to
prevent suggesting too similar items, the system filters articles that are linked
to other articles in the suggestions.
Ensuring the diversity of suggestions is vital, especially when the user has
few read articles, in order to prevent the forming of a filter bubble. This is
done by selecting a certain percentage of articles, called the bubble breaking
items wb, without regarding the user’s preferences. First the article scores
are calculated without the user preference term P , and the bubble breaking
items will be those with the highest scores. These items are not the same for
all users, because the scores still depend on the user-specific terms R and C.
After the bubble breaking items have been selected, the remaining items are
selected based on the final score. However, to enable providing suggestions
from small sections, the results are limited section-wise with the distribution
D. Items with the biggest scores within the same section are selected from
each preferred section. As a result, the section distribution of the articles
suggested is in proportion to the user’s section distribution.
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Because the recommender system is going to replace the main content on the
front page, an additional restriction, called fixed items, was given by the DJs.
Fixed items are articles that are put to the top of the suggestions directly
from the current front page. They are the same for all users. The number
of these items is controlled by a parameter nF , which is initialised to 3.
Additionally, the parameter enables the creation of the placebo suggestions
page that is article-wise the same as the manual front page by setting nF = n,
where n is the total number of suggested items.
Chapter 5
Experiments and Results
This chapter presents the experiments, and the evaluation results for the
performance metrics. The impact of the different parameters presented in
the previous chapter is studied. The appropriate parameters are selected for
controlled online experiments, to measure the success of the recommender
system.
5.1 Article Importance
Article importance is significant in the suggestion calculations. However, its
accuracy is difficult to evaluate, because it is based on the views of the DJs.
Therefore, the evaluations of article importance are based on examining the
behaviour of the score for different kind of articles and reflecting to the DJs’
opinions. In addition to article importance, the forming of the freshness score
is analysed and evaluated in this section, because those two are very closely
related.
Figure 5.1 presents the corresponding article importance scores calculated
with Equation 4.1 from the activity presented in Figure 4.5. In these calcu-
lations, the position factor is set to c = 0.82, and the size weights for half,
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full, and giant item sizes are 0.85, 1, and 8, respectively. Each line in the
plot represents a different article, and the same articles are highlighted as in
Figure 4.5.
Figure 5.1: Article importance score development for articles over time.
In Figure 5.1, all article importance scores start from 0 at the start time
8:00, because no earlier data is regarded in these calculations. This reflects
a situation in which the system has only just started running, but it affects
only the scores of those articles that were on the front page at the start
time. Even if those articles that have incomplete scores are not regarded,
the majority of the articles have a relatively small score of 25 or less; the
density of lines in the figure increases towards the score 0.
The curves of the importance scores vary largely. For any article, the increase
between the manual front page changes made by DJs is linear, and the slope
changes only if the change affects that article. For instance, the highlighted
blue article stays approximately in the same position, same size and during
a time of day when the user amount stays relatively constant for the first
10 hours. Therefore there is no clear change in its score’s slope. On the
other hand, the highlighted purple article experiences many changes during
its time on the front page, which result in a less linear overall score curve.
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The slopes in Figure 5.1 are steeper during the day than the night because
of the relative user amount term in the score. For example, the highlighted
purple article is first high up in the list during the day, so its score increases
fast. Then, in the evening, it has a low position and its size is smaller,
resulting near-zero increases in article importance score.
There are no giant items of articles in Figure 4.5. The giant size is reserved
for more rare, major news items, and it has a big weight in order to gain a
big score fast. Comparing to the biggest score in Figure 5.1, for instance,
a giant item would pass that score it in less than half a hour on a weekday
morning. Conversely, during a quiet weekend night, a giant item would pass
that score in approximately four hours.
An important feature to notice from Figure 5.1 is that all the curves are
monotonically increasing. As long as an item stays on the front page, its score
increases. After removal from the front page, the saved article importance
score remains constant. The relevance of a news article decreases over time.
The relevance is thought to start decreasing after the article has been removed
from the front page. It is handled by a freshness score, which is calculated
on-to-go as it depends on the calculation time.
Figure 5.2 displays the effect of scaling the importance scores of Figure 5.1
with freshness (Equation 4.4). The parameters used for the freshness score in
the figure are wf = 0.5 and lifespan l equal to one day. The freshness scores
here are calculated at the same save points as the importance scores. In this
figure, the time of removal from the front page can be seen as a big drop in
score. An article’s freshness decreases immediately when it is removed from
the front page to promote more recent articles and those chosen by the DJs.
In Figure 5.2, the article highlighted with purple becomes the one with the
biggest score when the previously most important is removed from the front
page. The purple article remains on the front page, so the DJs consider
the article still relevant to the users. Therefore its importance score keeps
increasing, even though very slightly.
CHAPTER 5. EXPERIMENTS AND RESULTS 41
Figure 5.2: Article importance scaled with freshness
When constructing the freshness score, a different approach was first tried.
The first approach was a freshness score inversely proportional to the time
elapsed from the removal from the front page: 1
t−ta . The approach was
evaluated by visualising the effects on different articles.
The effects were then compared to the opinions on the articles’ lifespan be-
haviour of the people from the media company. The drop in the score with
this approach was considered too big and fast. It was also identified, that it
was preferred that the freshness-scaled importance score reaches zero. This
approach could not satisfy those restrictions even if scaled of with other small
modifications, so it was rejected.
With the new insight on articles’ lifespans behaviour, a linear approach was
selected. Furthermore, in order give emphasis on articles that are on the
front page or have just been published, the weight wf was introduced.
As presented evaluations of article importance and freshness are only quali-
tative, small adjustments of the parameters could not be evaluated precisely.
However, the importance and freshness scores form the basis for the sugges-
tions, which in turn can be evaluated more precisely.
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5.2 Sensitivity Analysis
The system contains many adjustable parameters that have an effect on the
suggestions. Sensitivity analysis is performed to see how big the effects are,
and therefore to decide on what to test with the more expensive controlled
online experiments. Some parameters’ effect depends on the characteristics
of a user’s transaction data.
Because of differences between users, the sensitivity analysis was done with
six user profiles. Those profiles were selected randomly, discarding too similar
profiles, until the selected set had varying characteristics. The inspected
characteristics were the number of read articles N , the section sizes and
section distribution of the read articles, visit frequency, and the time of
previous visit compared to the time of analysis. These characteristics were
selected because the suggestions are based on those features. The selected
profiles and their characteristics are presented in Table 5.1.
Table 5.1: Characteristics of selected profiles for sensitivity analysis.
N section distribution visit frequency latest visit
1 1 from a big section none none
2 41 most from a single smaller sec-
tion
two times a day,
not every day
3 hours ago
3 63 many sections, but majority
from big sections
once a day 1 day ago
4 35 one third from a big section,
one third from a single smaller
section, not many sections
same time once ev-
ery day
1.1 days ago
5 9 both big and small sections, no
clear preference
multiple visits on
one day
5 days ago
6 63 many sections, similar to the
distribution of all published ar-
ticles
many visits a day 1.5 days ago
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Eight parameters, with four to six values each, were selected for the analysis.
They are in Table 5.2. For each user, the suggestion list was retrieved with the
different parameter values over as short time as possible to minimise changes
in item data affecting the results. The results of the sensitivity analysis
are presented as generated suggestions with different parameter values in
Figures 5.3 and 5.4.
Table 5.2: Parameter values selected for sensitivity analysis.
parameter description values
wb bubble breaking 0, 0.01, 0.05, 0.1
l lifespan 720, 1440, 2880, 5760
M minimum read articles 2, 5, 10, 100
Tmin minimum context 1, 5, 10, 30, 60, 120
wr read weight 0, 0.01, 0.1, 0.5, 1
wf freshness weight 0.01, 0.1, 0.5, 1
ws preference weight 0.2, 1.0, 5.0, 10.0
wc context weight 1, 0.5, 0.33, 0.2
In the plots of Figure 5.3, each colour represents a different article. The
default value for each parameter is highlighted with a vertical grey line. The
changes in the order or set of the suggested articles are of interest in these
plots. The shapes of plots for profiles 2, 3, and 4 are very similar to the plots
for profile 6.
Despite the similarity of shape of many of these plots, the set of articles
clearly varies between the profiles. This means that the system is able to
provide different suggestions for different profiles at the same time point.
On the other hand, two of the first three suggested articles in the plots for
different profiles are the same. This means that the importance score affects
the suggestions as intended.
According to Figure 5.3, the biggest changes occur with parameters l and wf .
Other parameters have relatively small effects on the order of the articles.
The parameter Tmin noticeably affects only the suggestions for profile 1. Pro-
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Figure 5.3: Sensitivity analysis results for profiles 1–3.
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Figure 5.4: Sensitivity analysis results for profiles 4–6.
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files 1 and 5 have fewer read articles, and therefore the plots for parameters
M and ws are different from the others. However, even then there are not
big changes in the suggestion list structure.
As a conclusion, parameters wb, wr, and wc can be left out from controlled
experiments. On the other hand, parameters l and wf are of most interest.
It is not necessary to test the remaining three parameters, but it is possible
that they cause changes in the results.
5.3 Offline Evaluation
Offline evaluation was done for 98 randomly selected user profiles with two
or more read articles. The selected users had not interacted with the recom-
mender system. One article is selected to be predicted and a minimum one
article is required to generate suggestions, so at least two reads are needed
per user. Because only two days of item data can be downloaded, the selected
users also need to have at least one read within the previous day.
Histograms of number of read articles are displayed in Figure 5.5. Figure 5.5a
displays the number distribution of number of read articles of the profiles
selected for offline testing. Figure 5.5b displays the distribution across all
applicable profiles, with the exception that it is cut at 500 reads for easier
reading. The tail is extremely thin, and spans up to over 5000 articles.
According to the number of read articles, the selected profiles represent all
profiles quite well.
For each user profile, the last read article was picked to form a test set. Then,
a suggestion list was created at the time of the user’s last read article based
on other transaction and item data calculated backwards to correspond the
data available at that time. Because the data available at each point in time
is calculated from the downloaded data, it is more prone for errors than if
the data had been downloaded separately at each time stamp.
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(a) Offline evaluation. (b) All applicable profiles.
Figure 5.5: Distributions of number of read articles of user profiles.
Each article in the test set was then compared to the 50 generated sugges-
tions. The distribution of indices of the test articles in the suggestions list
are displayed in Figure 5.6. The figure shows that the test article was found
in the generated suggestions only in 32% of the cases. Additionally, the
distribution of indices in those cases is nearly uniform.
Figure 5.6: Offline evaluation test article indices histogram.
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For comparison, also the test article indices on the corresponding manual
front page were studied. The distribution of indices is presented in Figure 5.7.
For 54% of the users the test article was found on the manual front page at
the time. The amount is significantly higher than for the suggestions, but
even then the percentage is relatively low. Surprisingly, like in Figure 5.6,
the distribution of the indices is also nearly uniform.
Figure 5.7: Offline evaluation comparison results histogram.
According to the offline evaluation, the accuracy of the recommendations is
quite low. However, the articles the user sees at any one time has an effect on
what they select for reading, but that data was unfortunately not available.
The accuracy gives insight into the performance of the recommender system,
but the final success is measured with other metrics.
5.4 Controlled Online Experiments
Controlled experiments are done online to measure the effect on user activity.
They are used for both comparing the performance with different parameter
values as well as overall performance compared to the manual front page.
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First, a small piloting experiment was performed, in which a random subset
of users are given the option to join to see their suggestions page. Verbal
feedback from these users was gathered to assess the qualitative aspects of
success. The number of responses was extremely low, which is common with
explicit data. They showed only that, despite the differences other than the
order and items of the article list, the users noticed hardly any difference
compared to the DJs’ front page.
After the first experiment, controlled online experiments with different vari-
ants were run. The users were selected randomly from the set of active users.
However, for these controlled experiments, the users were not informed that
they are participating in the experiment. The purpose of these measures is
to make the results as reliable and comparable to the manual front page as
possible.
The manual front page is slightly different from the suggestion page, as men-
tioned in Section 4.1. Therefore, a placebo variant is compared with the man-
ual front page and the suggestion variants are compared with the placebo.
The placebo has settings nF = n = 30 and wr = 1 in order to match the
content and behaviour of the manual front page as closely as possible.
Parameter values for the default variant are selected based on manual testing
and experimentation and their purpose is to form a baseline to compare to.
One parameter value is changed for each of the other variants to better
examine their effect. The variants were selected based on the results of the
sensitivity analysis, and requests from the news agency. The variants are in
Table 5.3.
As seen in Table 5.3, a total of 11 variants were run against the normal
front page. All of these variants were run simultaneously in order to achieve
comparable results. A few hundred users were redirected to each variant
without their knowledge. They were not able to access the manual front page
during the experiment. The number of users for each variant is relatively low
to minimise the cost of controlled online experiments.
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Table 5.3: Variants for controlled online experiments.
variant description
0 normal front page
1 placebo
2 default
3 more weight on user preferences: bigger ws
4 user preferences: first approach
5 no fixed articles: nF = 0
6 shorter lifespan: l = 0.5 days
7 longer lifespan: l = 2 days
8 decrease freshness faster: wf = 0.1
9 more results: n = 100
10 do not drop read articles: wr = 1
11 longer minimum context time: Tmin = 60 minutes
The controlled experiments were run for one week, because the user behaviour
varies between the weekdays and the weekend. The length of the experiment
is relatively short, because of the high cost and time constraints. The time
period may not be enough to attract new users, for instance. Therefore, the
results are not likely to account for all possible changes.
The results of the controlled experiments are in Tables 5.4 and 5.5. Sessions
per user is considered the most important metric, but other relations of
the metrics are not definite. The bounce rate is practically the converse of
CTR, and its values here are reversed for easier comparison. Other metrics
are pages per session and session length. For all values in these tables, a
larger value corresponds to better performance. Changes in these values
were examined during the experiment. Based on the size of the observed
fluctuation, the error range is assumed to be ±2 percentage points.
The relative changes in different metrics compared to the default sugges-
tions variant are in Table 5.4. Variant 8 has significant, positive values for
all metrics, so it clearly dominates the default variant. Conversely, variant
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Table 5.4: Results of controlled experiments compared to variant 2 (default).
variant CTR sessions pages length bounce(−)
3 −1.17% 18.03% 0.25% −1.08% 0.80%
4 0.48% 17.10% −3.51% 0.00% 3.52%
5 −4.44% 14.99% −4.01% −9.98% 0.90%
6 −0.29% 15.07% −1.50% −2.82% 2.23%
7 −3.96% 26.15% 0.00% 4.12% 1.93%
8 4.28% 9.37% 7.02% 3.47% 5.98%
9 0.87% 14.21% 3.26% −2.60% 4.52%
10 −3.16% 24.51% −7.77% −0.65% −3.26%
11 0.11% −0.62% 0.75% −0.22% 0.60%
11 introduces no significant change compared to the default. The value of
sessions per user increases with variant 3, and the other metrics have no sig-
nificant change. Therefore, also variant 3 can be considered better than the
default variant.
There is a substantial increase in sessions per user for all the other variants,
4–7, 9, and 10, in Table 5.4. However, for each one of them, the value of at
least one metric decreases significantly. Therefore, none of them can directly
be considered better than the default. The increases in sessions per users are
even larger than with variant 8, so variant 8 does not dominate these other
variants. At least the parameters wr and l should be investigated further,
because the variants 7 and 10 have the biggest positive change in sessions
per user.
Table 5.5 has the results of the controlled online experiments for performance
evaluation. The manual front page, variant 0, performs poorly compared to
the placebo variant 1. Especially changes in sessions per user and session
length are huge. Nonetheless, the size of these changes can be explained
with the remaining differences in the page elements, like the smaller number
of advertisements.
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Table 5.5: Results of controlled experiments compared to variant 1 (placebo).
variant CTR sessions pages length bounce(−)
0 1.15% −65.32% −8.53% −35.49% 1.37%
2 0.96% −13.56% −8.06% −23.55% −3.26%
3 −0.23% 2.02% −7.83% −24.38% −2.44%
4 1.44% 1.21% −11.29% −23.55% 0.38%
5 −3.53% −0.61% −11.75% −31.18% −2.33%
6 0.66% −0.54% −9.45% −25.70% −0.96%
7 −3.05% 9.04% −8.06% −20.40% −1.27%
8 5.28% −5.47% −1.61% −20.90% 2.92%
9 1.83% −1.28% −5.07% −25.54% 1.41%
10 −2.24% 7.62% −15.21% −24.05% −6.62%
11 1.07% −14.10% −7.37% −23.71% −2.64%
The placebo variant performs mostly better than the normal front page, but
none of the parameter variants dominate the placebo. Most metrics yield
a negative change on all the variants. Only variant 8 has slightly positive
relative CTR and bounce rate, and variants 7 and 10 have increased sessions
per user. Still, they have bigger negative change in other metrics. Therefore,
we cannot say definitely that the recommender system increases user activity.
Chapter 6
Discussion
This chapter discusses the success of this thesis. In addition to analysis of
the meaning of the results, this chapter includes critical assessment of the
methods and results. Finally, possibilities for further work are presented.
6.1 Article Importance and Performance
The main research question was that does the built recommender system
increase user activity. Results show that the recommender system provides
different suggestions for different users as intended. However, according to
the results from the decided performance metrics, there is no clear increase
in user activity. Because of no definition of how the different metrics are
weighted in assessing the total performance, it cannot be said that the user
activity decreased either.
Weights for the performance metrics are required to provide precise results.
However, these metrics mostly measure increased revenue, which is not the
only success factor. They cannot capture the subjective feelings of the users,
which are needed to assess the goal of keeping the general feel of the site.
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The short qualitative experiment results showed that the users noticed no
difference between the suggestions page and the manual front page. This
can be interpreted both as a positive and a negative result. The results are
positive when considering keeping the general feel of the site. The nega-
tive interpretation is that there was no significant increase in the number of
interesting articles in the suggestions.
More controlled online experiments are needed to find the best parameter
values. The experiments run in the scope of this thesis only include chang-
ing one parameter at a time. Changing multiple parameters together can
yield unexpected results. Therefore, parameter combinations need separate
controlled online experiments. However, even the best combination may not
perform better than the manual front page, at least in short-term.
According to the performance results, the DJs are very good at compos-
ing the front page. They are able to account for different aspects than a
computer algorithm. This indicates that constructing the article importance
score based on the DJs front page is valuable.
The other research question concerned the article importance attribute. It is
difficult to precisely evaluate the article importance, but because its purpose
is to reflect the DJs opinions, the evaluation done should be sufficient. Even
though the article importance score serves its purpose, the purpose may not
be entirely suitable for achieving good overall performance.
There is no earlier research similar to the article importance presented in this
thesis. In the literature, other methods are used for acquiring and construct-
ing the needed item information. The probable reason for this is that every
recommender system environment is unique, so within the news domain there
may not be many cases in which this kind of approach would even have been
possible.
Many successful recommender systems have been implemented in the news
domain. However, often the success has been measured with a single metric,
like accuracy or CTR. For comparison, the recommender system presented in
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this thesis can be considered successful according to some of the single met-
rics, and unsuccessful according to others. The total performance assessment
is more complex than in many cases found in the literature.
Moreover, this recommender system does not use extensively any of the meth-
ods and techniques present in the literature. The recommender system is
mostly content-based, but the similarity values are human-provided. No
topic modelling or similar technique is used, unlike in many earlier successful
recommender systems. This could be one of the reasons behind the poor
results.
The success of a content-based recommender system is said to depend heav-
ily on the goodness of the user profile. This can be the main reason for the
low success in this case. The section-based user profile does not seem to dis-
tinguish preferences well enough. There is no additional separation between
different kind of topics and events within the big sections. Therefore, for
example, everything between weather and politics can be found in one of the
big sections.
In addition to separation issue of the user profiles, the use of section infor-
mation and article links cause other problems. They are both manually set
by the many editors. Therefore, not all articles are in correct sections, and
some may not even fit nicely to any of the sections. Additionally, because of
the manual work, there are deficiencies and differences in the article links.
There are factors that cannot be controlled, but which affect the results.
The time of day, weekday, and the state of the world at the time of gathering
results have an effect on the results. This is caused by the rapidly changing
and unpredictable nature of the news domain. The effect reaches all the
different evaluations done: article importance, sensitivity analysis, offline
evaluation and controlled online experiments.
The success metric values are provided by a third party. Therefore, there is
little control over them, and neither the reliability nor error ranges cannot
be confirmed. This could be changed, however, with a lot of extra work.
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Time is one of the biggest constraints limiting the gathering of results. In
addition to running more controlled online experiments, more qualitative
feedback from the users would be useful in further assessing the success of
the recommender system. Both kind of experiments require more time, and
should be run for a longer period of time to achieve results of possible long-
term changes. For example, the popularity of the site — related to the goal of
better catering for different kind of users — is unlikely to change significantly
over the course of one week.
Another limitation is that the users are unregistered. There is no way to
link different profiles achieved, for instance on different devices, to the same
user. This also results in a larger total number of profiles. Similarly, the link
between a user and their profile is more prone to disappear. For example,
the user may go on a vacation and not use the site for weeks, resulting in
losing most or all the acquired transaction data because of the expiration
limit. Therefore, using a memory-based approach with user preferences that
are fast to calculate in real-time, is more justified.
Collecting more data on the user behaviour could help evaluate and improve
the performance of the recommender system. That includes, for example,
information on articles the user has seen but has not read, or information on
where the user has found each read article. That information is not available,
because of constraints from the system that forms the news site.
6.2 Future Considerations
There are many ways to improve the implemented recommender system.
Future considerations are given special attention because the system did not
achieve wanted results. The ideas presented in this section are relatively
small. Bigger structural changes, like incorporating other methods, such as
collaborative filtering, could also improve the results, but are not discussed
here.
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Instead of assessing article importance from the DJs’ manual front page, the
editors could set certain feature values for each article from which the scores
would then be calculated. This would diminish the issue of the importance
having a delay. On the other hand, this approach would lead to the DJs jobs
to drastically change or even disappear.
Similarly, the editors could set a lifespan separately for each article. Because
of the differences in interest period on different kind of articles, this would be
a direct improvement over the currently constant-valued lifespan. Moreover,
it would not have a big effect on any existing jobs. Similar results could
also be achieved from predicting the articles lifespans from the manual front
page, but they would suffer from the same delay as the article importance.
The modelling of user preferences could be improved with different elements.
Many papers mention the use of temporal user models, i.e. modelling short-
term and long-term preferences separately. However, because the user data
has an expiration time in this case, there is less concern over changing pref-
erences. Additionally, user data is quite volatile so that storing long-term
preferences may not be useful.
User preferences could be improved by making them relative. Instead of
using the user’s absolute section distribution for preferences, it would be
scaled with the section distribution of the general public. This would make
the suggestions more personal and help reduce the dominance of the bigger
sections. Additionally, the relative preferences could be further scaled with
the current news trends. That would ensure that most time-sensitive news
end up in the suggestions. It would be a relatively easy feature to add
together with the relative user preferences.
The sections are in a hierarchy, which is currently not considered in the
user preferences. There is likely to be correlation between the sections close
to each other in the hierarchy. This could be used for broadening the user
preferences. However, the hierarchy is quite uneven, which makes automated
use of it challenging.
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A more comprehensive solution for the issues rising from the section-based
user preferences would be, for example, topic modelling. Classifying the
articles into new topics based on new, extracted features could result in
more evenly sized classes than the sections. Topic modelling could also be
used in a smaller scale to create additional classes within the big sections
instead.
In addition to improving the section-based approach of user preferences, the
existing article links could be utilised further. In the current approach they
are used only to filter out too similar articles. By building networks based on
them, the similarities of articles could be studied deeper. This new similarity
information could be used as an additional part of user preferences.
Lastly, one option worth mentioning is to increase the acceptance of the
suggestions by adding transparency. It would be relatively easy to show the
users their preferences or even give the possibility to change the parameters
to some extent. Nevertheless, there are many other means to affect the
recommender system’s overall success, but each new feature also brings new
challenges.
Chapter 7
Summary
The purpose of this thesis was to build a recommender system for news
delivery. The system was expected to adapt fast because of the rapidly
changing nature of items and users in the news domain. If successful, the
suggestions provided by the system were intended to replace the main content
on the front page of the news site.
A score for each article was calculated in order to select and order person-
alised suggestions for each user. For a basis of scores and to separate articles
from each other, an article importance score was calculated for each article
based on its behaviour on the manual front page. A straightforward approach
for user preferences and additional user and item data was combined with
the article importance to calculate the final suggestion scores. Even though
there are many different kind of successful approaches presented in the liter-
ature, a quite unconventional approach was selected because of restrictions
set by the media company.
The success of the recommender system was measured as increase in user
activity according to five different quantitative performance metrics. Addi-
tional goals were to maintain the general feel of the site and not create filter
bubbles for the users. The system provides diverse recommendations for users
fast. However, the results from the performance metrics were inconclusive:
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some metrics showed positive, others negative results. As a conclusion, there
is no clear increase in user activity, even though the system does provide
recommendations and other goals were achieved.
Multiple ways of improving the building process were identified. The most
limiting aspect was the cost of using time for analysis and testing of different
approaches and parameters, particularly of offline evaluation and controlled
online experiments. For example, it would have been beneficial to compare
different recommender system methods or techniques in the beginning, but
it was not possible given the constraints.
Because no parameter combination to provide positive results with all or even
most metrics was found, the overall evaluation of the system’s success remains
inconclusive. It could be further assessed by running more controlled online
experiments. Additionally, many different means, such as the use of relative
user preferences, were proposed for future development of the recommender
system in order to achieve better results.
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