In this paper, we analyse the iterated collocation method for Hammerstein equations with smooth and weakly singular kernels. The paper expands the study which began in [14] concerning the superconvergence of the iterated Galerkin method for Hammerstein equations.
Introduction
In this paper, we investigate the superconvergence property of the iterated collocation method for Hammerstein equations. In the recent paper [14] , the superconvergence of the iterated Galerkin method for Hammerstein equations with smooth as well as weakly singular kernels was established. The paper generalizes the previously reported results on the superconvergence of the iterated Galerkin method for the Fredholm integral equations of the second kind [8] , [9] [20] . A more important contribution made in [14] lies in the fact that the superconvergence result was established under weaker assumptions (Theorem 3.3 [14] ). The approach used in [14] to establish the superconvergence of the iterated Galerkin method can easily be adopted to prove the results of Graham, Joe and Sloan [8] , Joe [9] and Sloan [20] under weaker conditions imposed upon the Fredholm equations. This will be demonstrated in Section 3. In Section 2, we review the collocation method for Hammerstein equations as well as some necessary known results that will be pertinent to the matreials in the ensuing sections. We recall that the collocation method for weakly singular Hammerstein equations was discussed and some superconvergence results of the numerical solutions at the collocation points were discovered by Kaneko, Noren and Xu in [11] . In Section 3, the supereconvergence of the iterated collocation method for Hammerstein equations is established. The results obtained there encompass Hammerstein equations with smooth as well as weakly singular kernels. Finally, in Section 4, we discuss the discrete collocation method for Hammerstein equations with weakly singular kernels. The result obtained in this section extends the results of [3] and [18] which deals with the discrete collocation methods for Hammeratein equations with smooth kernels. Some examples are also included in this section.
We note that there have been several other research papers published in recent years that describe various numerical methods for Hammerstein equations. A variant of Nystöm method was proposed by Lardy [19] . The degenerate kernel method was studied by Kaneko and Xu [16] . We point out that a superconvergence of the iterates of the degenerate kernel method was recently observed when a decomposition of the kernel is done properly. This will be reported in a future paper [17] . The reader who is interested in more information on numerical methods for a wider class of nonlinear integral equations may find necessary materials in [2] and [5] .
The Collocation Method
In this section, the collocation method for Hammerstein equations is presented. Some materials from the approximation theory are also reviewed in this section to make the present paper selfcontained. We consider the following Hammerstein equation
We let (KΨ)(x)(t) ≡ 1 0 k(t, s)ψ(s, x(s))ds.
With this notation, equation (2.1) takes the following operator form
For any positive integer n, we let
be a partition of [0, 1]. Let r and ν be nonnegative integers satisfying 0 ≤ ν < r. Let S ν r (Π n ) denote the space of splines of order r, continuity ν, with knots at Π n , that is
where P r−1 denotes the space of polynomials of degree ≤ r − 1. For the collocation method, we are interested in the cases ν = 0 or 1. That is, it is possible to work with the space of piecewise polynomials with no continuity at the knots or with the space of continuous piecewise polynomials with no continuity requirement on the derivatives at the knots. We assume that the sequence of partitions Π n of [0, 1] satisfies the condition that there exists a constant C > 0, independent of n, with the property:
In many cases, equation (2.1) possesses multiple solutions (see e.g. [16] ). Hence, it is assumed for the remainder of this paper that we treat an isolated solution x 0 of (2.1). Let I i = (t i−1 , t i ) for each i = 1, . . . , n. Then for ν = 0, we let τ i1 , τ i2 , . . . , τ ir be the Gaussian points (the zeros of the rth degree Legendre polynomial on [−1, 1]) shifted to the interval I i . We define
The points in G 0 give rise to the piecewise collocation method where no continuity between polynomials is assumed. This is the approach taken by Graham, Joe and Sloan [8] . Joe [9] , on the other hand, considered the continuous piecewise polynomial collocation method. His method corresponds with taking ν = 1. Here we define the set G 1 of the collocation points to be the set consisting of the knots along with the Labatto points (the zeros of the first derivative of the r − 1th degree Legendre polynomial) shifted to the interval I i . Namely, let ξ r−1 = 1 and for
The analyses of [8] and [9] are very similar. We therefore confine ourselves to developing the collocation method for Hammerstein equations that is analogous to the method of [8] . An obvious extension to the continuous piecewise collocation method will be left to the reader.
Define the interpolatory projection P n from C[0, 1] + S ν r (Π n ) to S ν r (Π n ) by requiring that, for
Then we have, for
and consequently sup n P n < c.
(2.8b)
The collocation equation corresponding to (2.3) can be written as
and
T n x n ≡ P n f + P n KΨx n so that equations (2.3) and (2.9) can be written respectively as x =T x and x n = T n x n . We obtain; for some δ > 0 and for sufficiently large n. Moreover, there exists a constant 0 < q < 1, independent of n, such that
where C is a constant independent of n and E n (
A proof is a straight application of Theorem 2 of Vainikko [23] and is demonstrated in the proof of Theorem 2.1 [11] . We denote by W m
It is known from Demko [6] and De Vore [7] 
where µ = min{m, r} and h = max 1≤i≤n (t i − t i−1 ). The inequality (2.12) when combined with Theorem 2.1 yields the following theorem;
2 Let x 0 be an isolated solution of equation (2.3) and let x n be the solution of equation (2.9) in a neighborhood of x 0 . Assume that 1 is not an eigenvalue of (KΨ) (x 0 ). If
When the kernel k is of weakly singular type, namely if
then the solution x 0 of equation (2.3) does not, in general, belong to W m p . To better characterize the regularity of the soution of (2.3) with weakly singular kernel, consider a finite set S in [0, 1] and define the function ω S (t) = inf{|t − s| : s ∈ S}. A function x is said to be of T ype(α, k, S), The optimal rate of convergence of the collocation solution x n to x 0 can be recovered by selecting the knots that are defined by
where q = r/γ denotes the index of singularity. Details can be found in [11] .
The Iterated Collocation Method
The faster convergence of the iterated Galerkin method for the Fredholm integral equations of the second kind compared to the Galerkin method was first observed by Sloan in [21] and [22] .
On the other hand, the superconvergence of the iterated collocation method was studied in [8] and [9] . Given the equation of the second kind
where K is a compact operator on X ≡ C[0, 1] and x, f ∈ X, the collocation approximation x n is the solution of the following projection equation
Here P n is the interpolatory projection of (2.7). The iterated collocation method obtains a solution x I n by
Under the assumption of
it can be shown that
The assumption (3.4) is satisfied if X = L 2 and P n is the orthogonal projection satisfying P n g − g → 0 for all g in the closure of the range of the adjoint K * of K since in this case KP n − K = P n K * − K * . The results of Sloan were recently generalized to the iterated Galerkin method for Hammerstein equations by Kaneko and Xu [14] . The main theorem of [14] , Theorem 3.3, that guarantees the superconvergence of the iterates was proved by making use of the collectively compact operator theory.
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The purpose of this section is to study the superconvergence of the iterated collocation method. For the collocation solution x n of (2.9), we define
A standard argument shows that x I n satisfies
We denote the right side of (3.7a) by S n x I n , namely
We recall the following two lemmas from [14] .
be an isolated solution of (2.3). Assume that 1 is not an eigenvalue of (KΨ) (x 0 ). Then for sufficiently large n, the operators I −S n (x 0 ) are invertible and there exists a constant L > 0 such that
be an isolated solution of equation (2.3) and x n be the unique solution of (2.9) in the sphere B(x 0 , δ 1 ). Assume that 1 is not an eigenvalue of (KΨ) (x 0 ). Then for sufficiently large n, x I n defined by the iterated scheme (3.6) is the unique solution of (3.7) in the sphere B(x 0 , δ). Moreover, there exists a constant 0 < q < 1, independent of n, such that
Finally,
The definitions of δ and δ 1 are described in [14] . Following the development made in [14] , we and (Gx)(t) = 1 0 g t (s)x(s)ds, where g t (s) = k(t, s)ψ (0,1) (s, x 0 (s)). Now we are ready to state and prove our main theorem of this paper. The proof is a combination of the idea used in [14] (Theorem 3.3) and the one used in [8] (Theorem 4.2). solution of (2.9) in the sphere B(x 0 , δ 1 ). Let x I n be defined by the iterated scheme (3.7). Assume that 1 is not an eigenvalue of (KΨ) (x 0 ). Assume that x 0 ∈ W l 1 (0 < l ≤ 2r) and g t ∈ W m
Proof: From equations (2.3) and (3.7), we obtain
Using (3.8), the last term of (3.9) can be written as
Equation (3.9) then becomes
Using the Lipschitz condition (2.2) imposed on ψ (0,1) , for x ∈ C[0, 1],
This shows that
It follows that GP n → G pointwise in C[0, 1] as n → ∞. Again since P n is uniformly bounded, we have for each x ∈ C[0, 1],
Thus, G n P n → G pointwise in C[0, 1] as n → ∞. By Assumptions 2, 5, and 6, we see that there exists a constant C > 0 such that for all n |ψ (0,1) (s, P n x 0 (s) + θ(P n x I n (s) − P n x 0 (s)))| ≤
This implies that {G n P n } is a family of collectively compact operators [1] . Since G = (KΨ) (x 0 )
is compact and (I − G) −1 exists, it follows from the theory of collectively compact operators that (I − G n P n ) −1 exists and is uniformly bounded for sufficiently large n. Now using (3.10), we see that
Hence we need to estimate K(Ψx 0 − ΨP n x 0 ) . The following four inequalities are known (Theorem 4.2 [8] ). Let ψ n ∈ S 0 l (Π n ) be such that
+(ϕ n,t , (I − P n )ψ n ). (2.15) . Let x I n be defined by the iterated scheme (3.7) . Assume that 1 is not an eigenvalue of (KΨ) (x 0 ) and that ψ (0,1) (·, x 0 (·)) is of T ype(α, r, {0, 1}) for α > 0 whenever x 0 is of the same type. Then
Proof: We follow the proof of Theorem 3.3 exactly the same way to (3.15) , which is
The difference in superconvergence arises from the degree to which we may bound the first term.
As in Kaneko and Xu [14] (Theorem 3.6), using an argument similar to [15] , it can be proved that there exists u ∈ S ν r (Π n ) with knots Π n given by (2.15) 
The rest of proof follows in the same way as described in [8] (p.362).2
The Discrete Collocation Method for Weakly Singular Hammerstein Equations
Several papers have been written on the subject of the discrete collocation method. Joe [10] gave an analysis of discrete collocation method for second kind Fredholm integral equations. A discrete collocation-type method for Hammerstein equations was described by Kumar in [18] .
Most recently Atkinson and Flores [3] put together the general analysis of the discrete collocation methods for nonlinear integral equations. In this section, we describe a discrete collocation method for weakly singular Hammerstein equations. In the aforementioned papers [10, 18, 3] , their discussions are primarily concerned with integral equations with smooth kernels. Even though, in principle, an analysis for the discrete collocation method for weakly singular Hammerstein equations is similar to the one given in [3] , we feel that a detailed discussion on some specific points pertinent to weakly singular equations, -e.g.,a selection of a particular quadrature scheme and a convergence analysis etc, will be of great interest to practioners. Our convergence analysis of the discrete collocation method presented in this section is different from the one given in [3] in that it is based upon theorem 2 of Vainikko [23] . The idea of the quadrature used here was recently developed by Kaneko and Xu [15] and a complete Fortran program based on the idea is being developed by Kaneko and Padilla [13] . A particular case of the quadrature schemes developed in [14] is concerned with an approximation of the integral
where f ∈ T ype(α, 2r, S) with α > −1. For simplicity of demonstration, we assume S = {0}.
We define q = 2r+1 α+1 and a partition π α : s 0 = 0, s 1 = n −q , s j = j q s 1 , j = 2, 3, . . . , n. 
If {u i : i = 1, 2 . . . , r} denotes the zeros of the Legendre polynomial of degree r, then
with l i (s) the fundamental Lagrange polynomial of degree r − 1 so that
It was proved in [15] that
In this section, we examine equation (2.1) with the kernel k defined by (2.13) and (2.14) . When the knots are selected according to (2.15) , as stated earlier, it was shown in [11] that the solution
x n of the collocation equation (2.9) converges to the solution x of (2.1) in the rate that is optimal to the degree of polynomials used. Specifically, x n must be found by solving
where i = 0, 1, . . . n − 1 and j = 1, 2, . . . r.
The discrete collocation method for equation (2.1) is obtained when the integral in (4.7) is replaced by a numerical quadrature given in (4.5) . Let k ij (s) ≡ g α (|u
j , s). Then Writing (4.7) as P n x n − P n KΨx n = P n f, (4.9)
we consider the approximationx n to x n defined as the solution of
x n = Q nxn ≡ P n K n Ψx n + P n f, (4.10)
where K n is the discrete collocation approximation to the integrals in (4.8) described above.
We will use Theorem 2 of [23] to find a unique solution to (4.10) in some δ neighborhood of x n , where n is sufficiently large. Clearly, Q n (x) = P n K n Ψ (x), where Ψ (x)[y](s) = ψ (0,1) (s, x(s))y(s).
For sufficiently large n, (4.9) has a unique solution in some δ neighborhood of x. To see that
is collectively compact, and to do this we will show that
as t → t , for each x ∈ C[0, 1], [1] . Here N is some sufficiently large number.
If we show (4.11), then part (a) of Theorem 2 [23] is also verified. In order to verify part (b) of Theorem 2 [23] , we only need to establish (because of the uniform boundedness of {(I −
for some constant L, and
Once this is done, Theorem 2 [23] applies yielding a unique solutionx n in some neighborhood of x n (for sufficiently large n) and
(Here and throughout the remainder of the section, L denotes a generic constant, the exact value of which may differ at each occurance.) This inequality will be used to obtain the order of convergence.
Considering (4.11), the right hand side is bounded by
by applying (4.6) with f (s) = ψ (0,1) (s, x n (s))x(s) and letting n be sufficiently large. For T 2 we have
and
Hence (4.11) holds. For (4.12),
for δ sufficiently small. Note that we have used the uniform boundedness of {P n }, {K n } and because Ψ (0,1) (s, y(s)) is locally Lipschitz, so is the operator Ψ : C[0, 1] → B(C[0, 1], C[0, 1]) (the space of bounded linear operators from C[0, 1] into C[0, 1]).
For (4.13), we have
because Ψ is a Lipschitz operator and {K n } is uniformly bounded, and also
by (4.6) using f (s) = Ψ(x, x 0 (s)). where β is the minimum of 2r and the order of convergence of x 0 − x n . We summerize the results obtained above in the following theorem:
Theorem 4.1 Let x 0 be an isolated solution of equation (2.3) and let x n be the solution of equation (2.9) in a neighborhood of x 0 . Moreover, letx n be the solution of (4.10). Assume that 1 is not an eigenvalue of (KΨ) (x 0 ). If x 0 ∈ W l ∞ , then
where µ = min{l, r}. If x 0 ∈ W l p (1 ≤ p < ∞), then
where ν = min{l − 1, r}.
Numerical Examples
In this section we present two numerical examples. Let k(s, t) = e s−t and Ψ(s, x(s)) = cos(s + x(s)). The spline coefficients were obtained using a Newton-Raphson algorithm. Also, the Gausstype quadrature algorithm described in [15] is used to calculate all integrations. The computed errors for the solution and the iterated solution are shown in the following For the second example, let k(s, t) = log(|s−t|) and Ψ(s, x(s)) = cos(s+x(s)). The computed errors for the solution and iterated solution of the weakly singular integral are shown in the following For the third example, let k(s, t) = 1 √ |s−t| , Ψ(s, x(s)) = cos(s + x(s)), and x(t) = cos(t). The computed errors for the solution and iterated solution of the weakly singular integral are shown in the following 
