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  i 
Abstract 
 
Proton-coupled electron transfer (PCET) is utilized throughout Nature to facilitate 
essential biological processes, such as photosynthesis, cellular respiration, and DNA 
replication and repair. The general approach to studying PCET processes is based on a 
two-dimensional More O’Ferrall-Jencks diagram in which electron transfer (ET) and 
proton transfer (PT) occur in a sequential or concerted fashion. Experimentally, it is 
difficult to discern the contributing factors of concerted PCET mechanisms. Several 
theoretical approaches have arisen to qualitatively and quantitatively investigate these 
reactions. Here, we present a multistate density functional theory (MSDFT) method to 
efficiently and accurately model PCET mechanisms. The MSDFT method is validated 
against experimental and computational data previously reported on the hydrogen 
exchange reactions of the isoelectronic series of (PhX)2H• ( X = O, NH, CH2) and a 
model complex specifically designed to study long-range ET through a hydrogen-bonded 
salt-bridge interface. MSDFT is shown to provide both qualitatively and quantitatively 
model PCET reactions. Further application of this method to the hydrogen atom 
abstraction of ascorbate by a nitroxyl radical demonstrates the sensitivity of the 
thermodynamic and kinetic properties to solvent effects. In particular, the origin of the 
unusual kinetic isotope effect is investigated. Lastly, the MSDFT is employed in a 
combined quantum mechanical/molecular mechanical (QM/MM) approach to explicitly 
model PCET in condensed phases. 
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Chapter 1. Introduction 
1.1 Motivation 
Nature has fine-tuned the mechanism of proton-coupled electron transfer (PCET) 
to facilitate essential biological processes, including water oxidation in photosystem II,
1
 
radical transport to initiate the catalysis of nucleotide reduction in ribonucleotide 
reductase,
2
 and abstraction of a reducing equivalent from ascorbic acid in cytochrome 
oxidase b531.
3
 In each of these examples, Nature utilizes PCET to facilitate reduction-
oxidation (redox) chemistry
4–8
 and we would like to understand the factors used to 
control these processes. Experimentally, PCET mechanisms are distinguishable as 
stepwise or concerted mechanisms, where sequential electron transfer (ET)/proton 
transfer (PT), or, alternatively, PT/ET mechanisms are identified by the presence of an 
observable intermediate species and two distinct mechanistic steps.
9–11
 On the other hand, 
concerted PCET mechanisms couple ET and PT in one mechanistic step with no 
observable intermediate species. Recent theoretical work has identified a range of 
mechanisms within the concerted regime based on the degree of coupling between ET 
and PT, known as the electronic adiabaticity of the reaction.
12–14
 Although concerted 
mechanisms are difficult to discern experimentally,
9,10
 the basic understanding of the 
factors that dictate not only whether a PCET process is stepwise or concerted, but also 
where a concerted PCET process lies along the electronic adiabaticity continuum is 
essential to understanding how Nature controls redox processes in biological systems. 
 A remarkable example of a series mechanistically diverse PCET processes can be 
found within a single enzyme, ribonucleotide reductase (RNR).
2,5,6
 Responsible for the  
  2 
 
Figure 1.1 Proposed PCET pathway in E. coli class Ia RNR. Red/blue arrows indicate orthogonal 
ET/PT coordinates and the purple arrow indicates a collinear reaction coordinate. Reprinted with 
permission from Yokoyama, K.; Smith, A. A.; Corzilius, B.; Griffin, R. G.; Stubbe, J. J. Am. 
Chem. Soc. 122, 18420 (2011). 
 
sole production of deoxyribonucleotides and maintenance of nucleotide pools, RNR is 
essential to the synthesis of DNA and the pathways through which cells monitor and 
repair damaged DNA.
15,16
 There are several classes of RNR enzymes, but one of 
particular interest is class Ia RNRs. These enzymes consist of two subunits that must 
form a complex for nucleotide reduction to occur.
17,18
 The active site of nucleotide 
reduction is located within one subunit (α2), while a diiron-tyrosyl radical cofactor 
(Y122•) is located over 35 Å away in the second subunit (β2). Long-range, reversible 
radical transport between Y122•  and C439 has been demonstrated in class Ia E. coli 
RNR.
2,19
 Given the observed catalytic rate and the relatively long distance for direct 
electron transfer between these residues, a hopping mechanism was proposed along a set 
of conserved residues spatially connecting Y122•  and C439. Systematic studies, most 
notably by Stubbe and co-workers,
2
 have investigated the mechanism of radical transport 
  3 
along this pathway, ultimately leading to the proposed series of PCET reactions shown in 
Figure 1.1. It has been shown that PCET occurs in an orthogonal fashion within subunit 
β2, while residues in subunit α2 are more spatially compact and have demonstrated a 
dependence on a strong hydrogen bonding network, indicating collinear PCET within 
subunit α2. 
Given the diverse set of PCET mechanisms implicated in the proposed catalytic 
mechanism of nucleotide reduction in class Ia E. coli RNR,
2
 it is of interest to elucidate 
the electronic, structural, and kinetic properties that govern PCET reaction in small 
molecule systems. For example, the hydrogen abstraction of phenol molecules, formally a 
hydrogen atom transfer (HAT) process, has been shown to display unusual variations in 
rate and equilibrium constants with respect to the polarity and hydrogen-bonding nature 
of the solvent.
9
 These reactions are thought to occur within the same bond, similar to 
collinear PCET in RNR subunit α2. However, concerted PCET has been shown to occur 
in systems that differ in the relative ET and PT donor-acceptor distance.
10,20
 In addition, 
electrostatic effects are thought to have a significant impact on the observed rates of 
reaction and driving force.
20
 Lastly, these local environmental changes are compounded 
by conformational fluctuations in protein environments.
21–23
 To investigate these effects 
on PCET mechanisms, a series of studies on small molecule systems have been carried 
out using a computationally efficient density function method capable of treating the 
multireference nature of PCET reactions. 
 
 
  4 
1.2 Summary of Chapters 
First, a survey of terminology, definitions, and classifications of PCET 
mechanisms
10,11
 is provided in Chapter 2. In addition, the current theoretical approaches 
to modeling PCET reactions and the relevant experimental observables are presented.
9,24–
28
 In Chapter 3, the multistate density functional theory (MSDFT) method
29,30
 developed 
in our group is presented with an emphasis on its application to PCET mechanisms. 
Chapter 4 and 5 provide validation studies of the MSDFT method as a 
quantitatively and qualitatively accurate approach to modeling PCET reactions. 
Specifically, Chapter 4 presents published work on the MSDFT analysis of the self-
exchange reactions of the isoelectronic series Ph2X2H
•
 ( X = O, NH, CH2).
31
 In agreement 
with previous computational studies using higher levels of theory, a simple diagnostic 
test based on MSDFT results is shown to accurately characterize the benzyl/toluene 
radical and the phenol/phenoxyl radical self-exchange reactions in terms of electronic 
adiabaticity. In addition, this work presents the formulation of a three-dimensional More 
O’Ferrall-Jencks diagram useful for discerning the underlying characteristics of PCET 
mechanisms. Alessandro Cembran, Changwei Wang, Wei Wu, and Jiali Gao are 
acknowledged as co-authors of Chapter 4. 
Chapter 5 extends the validation of the MSDFT method to a model complex 
developed by Daniel G. Nocera in which the electron and proton are localized on 
spatially difference donor-acceptor sites.
20
 Application of MSDFT to this complex 
demonstrates the inherent coupling of ET and PT present in the system despite the 
difference in ET and PT distances. In addition, the electrostatic effects on the rate and 
  5 
driving force are discussed and compared to previous theoretical studies.
32,33
 Jiali Gao is 
acknowledged as a co-author of Chapter 5. 
Chapters 6 and 7 investigate the mechanism of hydrogen atom abstraction of 
ascorbic acid by a nitroxyl radical. This reaction displays unusual kinetic solvent effects 
(KSE) and kinetic isotope effects (KIE) compared to hydrogen atom abstractions of 
phenol type substrates.
9,34,35
 In Chapter 6, the MSDFT approach outlined in Chapters 3-5 
is used to elucidate the underlying mechanistic nature of the ascorbate/TEMPO radical 
reaction and provide an interpretation of the MSDFT results with respect to the physical 
properties of the system. Jiali Gao is acknowledged as a co-author of Chapter 6. 
One key experimental observable used to study PCET reactions is the KIE and its 
solvent and temperature dependence. Experimental values indicate significant tunneling 
in the rate-limiting step of the reaction, consistent with an electronically non-adiabatic 
process.
34,35
 In Chapter 7, we employ two rate theories
24,36
 to compute the KIE and 
compare to experiment. In addition, we investigate the origin of the solvent and 
temperature dependence of the experimental KIE. Jiali Gao is acknowledged as a co-
author of Chapter 7. 
The role of environmental effects on PCET mechanisms are directly incorporated 
in MSDFT through a combined quantum mechanical/molecular mechanical (QM/MM) 
approach.
37,38
 Chapter 8 presents a collaborative project published in Accounts of 
Chemical Research investigating the mechanism of singlet fission in pentacene and 
tetracene monolayers.
39
 Specifically, MSDFT is used to compute the electronic coupling 
between various excited electronic states involved in the process of singlet fission in 
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which the explicit polarization of the excited state electron density is included through 
the QM/MM MSDFT Hamiltonian. These coupling constants are then employed in 
density matrix simulations to elucidate the quantum coherent mechanism of singlet 
fission. Wai-Lun Chan, Timothy C. Berkelbach, Nicholas R. Monahan, David R. 
Reichman, John R. Tritsch, Mark S. Hyberten, Jiali Gao, and X.-Y. Zhu are 
acknowledged as coauthors of this chapter. 
Expanding the application of MSDFT QM/MM to molecular dynamics, Chapter 9 
illustrates the use of MSDFT to compute free energy surfaces of a simple electron 
transfer between solvated iron ions. Specifically, the reactant and product diabatic states 
are studied using free energy perturbation methods.
37
 Jiali Gao is acknowledged as a co-
author of Chapter 9. 
Chapter 10 investigates the electrostatic and dynamical effects of protein 
fluctuations on the mechanism of hydride transfer catalyzed by dihydrofolate reductase 
(DHFR).
40,41
 This study is an ongoing investigation of DHFR catalysis and builds on 
previous studies from our group that probed the dynamical flexibility of a loop structure 
near the active site of hydride transfer.
42,43
  We employ a computational technique in 
which the QM dipole moment operators are used to obtain the infrared spectrum of 
carbon-deuterium bond frequencies in the otherwise silent spectral region.
44,45
 Results are 
compared with experimental IR spectra of wild-type DHFR
41
 and the role of local 
electrostatic, hydrogen bonding, and structural effects on the IR spectra are discussed. 
Alessandro Cembran and Jiali Gao are acknowledged as co-authors of this chapter. 
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Chapter 2. Background 
2.1 Definitions and Terminology 
In general, any mechanism that involves electron and proton transfer may be 
considered a proton-coupled electron transfer (PCET) and characterized by four charge-
localized diabatic states.
11,46,47
 Figure 2.1 illustrates a two-dimensional More O’Ferrall-
Jencks diagram dipicting four diabatic states represented by valence bond structures in 
each corner of the diagram. Here, 0 and 1 indicate the localization of the electron on its 
donor and acceptor sites and a and b indicate localization of the proton on its respective 
donor and acceptor sites. As described by Ingold, the key distinction between concerted 
and stepwise mechanisms is the presence of an intermediate species, indicating two 
separate mechanistic steps.
9
 Stepwise electron transfer/proton transfer (ET/PT) and, 
alternatively, stepwise proton transfer/electron transfer (PT/ET) are depicted in Figure 2.1 
along the edges of the diagram, where the sequential proton-loss electron transfer 
(SPLET) mechanism defined by Ingold is synonymous with stepwise PT/ET. 
Alternatively, PCET reactions may proceed in a concerted fashion where electron 
and proton transfer occur within a single mechanistic step. In Figure 2.1, concerted PCET 
is indicated by the diagonal arrow from state 0a to 1b. However, this diagram can be 
misleading as there is actually a continuum of concerted PCET mechanisms ranging from 
concerted proton-electron transfer (CPET) to hydrogen atom transfer (HAT).
12–14
 It is 
important to note, PCET is used here as an umbrella term to classify any process 
involving electron and proton transfer, including both stepwise and concerted 
mechanisms. Historically, any concerted mechanism in which electron and proton 
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transfer occur within a single kinetic step has been identified as HAT, especially within 
the organic chemistry community. Only recently has there been made a distinction within 
concerted PCET mechanisms and there remain discrepancies in the literature as to the 
definition of the terms used to describe such mechanisms. Here, CPET and HAT are used 
to distinguish between the extremes of the continuum of concerted PCET mechanisms. 
 
 
 
Figure 2.1 Two-dimensional More O’Ferrall-Jencks diagram depicting stepwise and concerted 
PCET mechanisms. Valence bond structures in each corner represent diabatic states of a formal 
HAT reaction, where the transferring electron and proton originate from and transfer to the same 
donor-acceptor pair. 
 
2.2 Current Understanding from Theory and Experiment 
As shown by Mayer,
48
 concerted PCET mechanisms are often more 
thermodynamically favorable due to the avoidance of high-energy, charge-separated 
intermediates incurred by stepwise ET/PT and PT/ET. However, Ingold has demonstrated 
that in certain solvents, stepwise PT/ET kinetically competes with concerted PCET in 
hydrogen atom abstraction reactions of phenols by free radicals, as indicated by an 
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increased reaction rate than predicted by the hydrogen bond accepting ability of the 
solvent and the hydrogen bond donating ability of the phenol.
9,49
 These kinetic solvent 
effects (KSE) are accounted for by an additive rate constant of both the formal HAT 
mechanism and the stepwise SPLET mechanism. The degree to which the stepwise 
SPLET mechanism contributes to the overall hydrogen atom abstraction is explained in 
terms of the ionization potential of the phenol, solvent effects on the ionization potential 
of the phenol, and the electron affinity of the free radical.
9
 In the end, Ingold 
acknowledges a mechanistic distinction within the regime of concerted PCET (i.e. HAT 
and CPET), but reiterates that these mechanisms are difficult, if not impossible, to 
distinguish experimentally and argues that unusual KSE of formal HAT reactions are in 
fact due to the kinetically competitive side-reaction of SPLET contributing to the overall 
rate constant. 
On the other hand, Mayer et al. has distinguished the concerted mechanisms 
CPET and HAT, although CPET is often referred to as PCET in his papers, in terms of 
the relative orientation of the singly occupied molecular orbital (SOMO) with respect to 
the proton transfer coordinate (Figure 2.2).
12
 Demonstrated by the self-exchange 
reactions of toluene/benzyl radical and phenol/phenoxyl radical, unrestricted density 
functional theory calculations reveal that these concerted PCET reactions, formally HAT, 
involve unique electronic configurations at the optimized transition state structure. 
Specifically, the SOMO of the phenol/phenoxyl radical hydrogen-bonded complex 
consists of two p-type orbitals on the oxygen atoms, oriented orthogonal to the linear 
proton transfer coordinate. In contrast, the SOMO of the toluene/benzyl radical complex 
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consists of two p-type molecular orbitals directed along the proton transfer coordinate. 
Mayer et al. concludes the toluene/benzyl radical reaction involves the direct transfer of 
hydrogen and one of its bonding electrons from the C-H σ-bond of toluene to the p-like 
SOMO of the benzyl radical, constituting a three-electron, three-center electronic 
configuration (C•H•C) at the transition state structure.12 Alternatively, the CPET 
mechanism consists of a proton transfer from the O-H σ-bond of phenol to a lone-pair on 
the phenoxyl radical and an electron from a lone-pair on the phenol to the SOMO of the 
phenoxyl radical. 
a)       b) 
  
 
c)       d) 
   
 
Figure 2.2 Singly-occupied molecular orbital at the optimized transition state geometry of the a) 
benzyl/toluene and b) phenoxyl/phenol self-exchange reactions at the unrestricted B3LYP/6-
31G* level of theory. Adiabatic (open circles) and diabatic (dashed lines) potential energy curves 
of c) benzyl/toluene and d) phenoxyl/phenol self-exchange reactions calculated using state-
averaged CASSCF. Reprinted with permission from Skone, J. H.; Soudackov, A. V.; & Hammes-
Schiffer, S. J. Am. Chem. Soc. 128, 16655-16663 (2006). Copyright 2006 American Chemical 
Society 
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Mayer emphasizes that the phenol/phenoxyl radical complex is able to form a 
hydrogen bond, thereby mediating a proton transfer between two doubly occupied 
molecular orbitals.
12
 However, Mayer cautions that this alone is not a discerning 
characteristic of CPET mechanisms. The self-exchange reaction of methanol/methoxyl 
radical was shown to involve a three-electron, three-center bond similar to the HAT 
mechanism of toluene/benzyl radical complex, even though methanol/methoxyl forms a 
hydrogen-bonded complex. Based on analysis of unpaired spin density and atomic 
charges, Mayer argues that ability of the phenyl ring to delocalize unpaired spin stabilizes 
the transition state structure of the phenol/phenoxyl complex compared to that of 
methanol/methoxyl. Thus, phenol/phenoxyl prefers the CPET mechanism over HAT, 
while methanol/methoxyl proceeds via the lower energy HAT intermediate. It is noted 
that the work of Mayer et al. corroborates the KSE described by Ingold for hydrogen 
atom abstraction of phenols by free radicals in that hydrogen-bonds formed between the 
phenol and a solvent molecule inhibits the formation of the hydrogen-bonded complex of 
phenol and the free radical species responsible for abstracting a hydrogen atom from 
phenol. Furthermore, the description set forth by Mayer provides a chemically intuitive 
picture of CPET and HAT mechanisms based on molecular orbital theory.   
A more rigorous distinction between CPET and HAT is based on the degree of 
electronic adiabadicity.
13,14
 As shown in Figure 2.2, the HAT reaction of toluene/benzyl 
radical is characterized by a large energy gap between the ground and excited state 
potential energy surfaces (PES) at the transition state geometry, indicative of an 
electronically adiabatic process; whereas the CPET reaction of phenol/phenoxyl radical 
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has a very small energy gap at the transition state geometry, i.e. an avoided crossing of 
the ground and excited state PES. This avoided crossing indicates a conical intersection 
may lie nearby and the reaction may proceed via non-adiabatic coupling, i.e. thermal 
activation of the excited state, at the transition state geometry. Thus, the CPET reaction 
of phenol/phenoxyl is characterized as an electronically non-adiabatic process.  
Hammes-Schiffer emphasizes that both CPET and HAT mechanisms are 
electronically non-adiabatic with respect to solvent.
11
 That is, due to the quantum 
mechanical nature of electron and proton tunneling, both electron and proton transfer are 
instantaneous with respect to fluctuations within the solvent. Thus, the discerning factor 
between CPET and HAT mechanisms is the electronic adiabaticity of proton transfer. 
That is, the degree to which electron transfer is coupled to proton transfer. If they are 
strongly coupled, the electron remains in equilibrium with the proton throughout the 
reaction coordinate and is characterized by an electronically adiabatic potential energy 
surface (PES); whereas, the CPET mechanism involves very little coupling between 
electron and proton transfers, characteristic of an electronically non-adiabatic proton 
transfer, which is manifested in the PES as a small energy gap between the adiabatic 
ground and excited states near the transition state. 
In summary, the overall process of transferring an electron and proton are 
classified as a stepwise ET/PT or PT/ET or a concerted mechanism. Within the concerted 
regime, mechanisms are classified as electronically non-adiabatic CPET, electronically 
adiabatic HAT, or an intermediate between these two extremes. 
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2.3 Theoretical Models of Proton-Coupled Electron Transfer 
2.3.1 The Doubly Adiabatic Approach and Two-Dimensional Approach 
Cukier developed two approaches for modeling PCET reactions. Traditional 
Marcus theory describing electron transfer is the basis for both methodologies; however, 
different assumptions are made to accommodate the tunneling proton in each method. 
The doubly adiabatic approach makes two Born-Oppenheimer (BO) approximations in 
order to simplify the multidimensional PCET reaction to a one-dimensional model.
32
 The 
first BO approximation is that the transferring electron is much faster than atomic nuclei. 
As a result, the electronic effects of the transferring electron are reduced to simple 
coupling terms within the Hamiltonian and the proton PES becomes dependent on the 
electronic state, initial (i) or final (f). A double-well potential is employed by Cukier to 
model these electron-dependent PES (Figure 2.3). The second approximation asserts that 
the transferring proton is sufficiently faster than all other atomic nuclei, thereby creating 
four wavefunctions that are dependent on the initial and final states of the electron (i and 
f) and the proton (a and b). The resulting one-dimensional potential energy functions are 
plotted against a generalized solvent coordinate (R) in Figure 2.4. Comparing the 
 
Figure 2.3 Double-well potentials of proton PESs, when the electron is in its initial Vi(Q|q) and 
final Vf(Q|q) states and the solvent is in a specific configuration q. Reprinted with permission 
from Cukier, R. I. J. Phys. Chem. 99, 16101 (1995). Copyright 1995 American Chemical Society 
  14 
 
 
           
Figure 2.4 Diabatic PESs with the electron (i, f) and proton (a, b) in their respective initial and 
final states: a) PCET preferred b) ET preferred. Note that the ib and fa states are degenerate in 
this example and the reaction coordinate (R) is a generalized solvent coordinate. Reprinted with 
permission from Cukier, R. I. & Nocera, D. G. Annu. Rev. Phys. Chem. 49, 337 (1998). Copyright 
1998 Annual Reviews 
 
activation energy, as defined by Marcus theory, for a reaction in which both the electron 
and proton transfer (ia→fb) to that of just ET (ia→fa), this method clearly distinguishes 
between stepwise and concerted PCET mechanisms. However, the transferring electron is 
approximated to a different extent than the transferring proton, hence the quantum 
mechanical nature of the two entities are not necessarily equivalent. 
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 To ensure equal treatment of the electron and proton, Cukier presents the two-
dimensional approach in which the one-dimensional Marcus theory is extended to two-
dimensions.
32
 A two-dimensional tunneling space is constructed based on the reaction 
coordinates of the electron and the proton (Figure 2.5). Concerted PCET can be 
visualized as occurring diagonally across the two-dimensional tunneling space (ia→fb). 
For concerted reactions, solvent fluctuations alter the PES such that the initial and final 
states of both ET and PT are degenerate. In this solvent configuration, the electron and 
proton tunnel in one quantum event. Stepwise PCET is characterized by a PES that favors 
ET, which then alters the PES to make PT thermodynamically favorable. Here, the 
electron and proton tunnel in two separate quantum events. However, for a given solvent 
configuration several proton vibrational states may be energetically accessible for one 
localized electronic state. To remove this complication, the electron is assumed to be 
sufficiently faster than the proton (i.e. BO approximation).  As a result, the tunneling 
pathway within the two-dimensional space is restricted to a “zigzag” path. Figure 2.5 
diagrams this path in which the proton displaces to a coordinate where the two-
dimensional PES is degenerate for the localized electronic initial and final states. At this 
point, the ET occurs and then the proton finishes its transfer to the final configuration. 
 
 
Figure 2.5 “Zigzag” pathway within Cukier’s two-dimensional approach: i, f and a, b indicate the 
electron and proton initial and final states, respectively. Reprinted with permission from Cukier, 
R. I. & Nocera, D. G. Annu. Rev. Phys. Chem. 49, 337 (1998). Copyright 1998 Annual Reviews 
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The beauty of Cukier’s development is both approaches derive an equivalent rate 
constant expression and a simplified PCET coupling (VPCET) expression.
26
 Similar to 
electronic coupling (Vel), which describes the overlap between electronic wavefuctions 
with the electron in its initial and final state, VPCET represents the overlap between the 
electron-proton wavefunctions with the electron and proton in their respective initial and 
final states.
32
 Use of the Born-Oppenheimer approximation on the electron with respect 
to the proton allows for the PCET coupling matrix element to be approximated as 
'infnelPCET VV  . The Franck-Condon term 'infn   is the overlap of the 
protonic wavefunctions corresponding to the system in the initial (in’) and final (fn) 
proton vibrational states (which are dependent on the electronic state i and f).
26
 It is 
important to note that Vel is assumed to equal half the splitting between the symmetric 
and antisymmetric eigenfunctions of the system, which is true only when the overlap 
integral is restricted to orthonormality. Using this approximate VPCET, Cukier used the 
Marcus-Levich
50,51
  charge-transfer rate constant expression to derive a PCET rate 
constant valid in the electronically non-adiabatic limit for both ET and PT 
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where λs
PCET
 indicates the solvent reorganization energy due to both ET and PT and ρin’ 
indicates the equilibrium proton distribution of the initial electronic state. It is summed 
over all bound vibrational states within the reactant well of Vi(Q|q) (n’). The driving 
force is defined as ΔG˚= ΔEel + εfn - εin’, where ΔE
el
 is the electronic structure 
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contribution and εfn - εin’  is the proton vibrational level contribution to the free energy 
difference between the reactant and product states. 
Inspection of the PCET rate constant expression shows that the Franck-Condon 
overlap 'infn 
 
is summed over the vibrational states in only the product well of the 
proton PES. By altering this summation to include only those in the reactant well, the rate 
for ET may be calculated using different values for the solvent reorganization energy 
(λs
ET
) and driving force (ΔG˚). In order to accommodate the HAT mechanism, Cukier 
extended the derivation of PCET rate constants to the adiabatic limit of PT, while 
maintaining the non-adiabatic nature of ET.
47
  
 The terms needed for evaluating these rate constant expressions depend on an 
ellipsoidal dielectric continuum model. Within this model the electrostatics of the system 
are represented as four point charges, one for each donor and acceptor, located within an 
ellipsoidal cavity that is embedded in dielectric continuum.
26,32
 Electronic coupling terms, 
vibronic coupling terms between electron-dependent protonic states, solvent 
reorganization energies, and the change in free energy of the system depend on the 
solvated PES. This solvated electron-proton PES is constructed based on a gas-phase 
PES, as determined from electronic structure calculations, with the addition of solvation 
terms calculated from the dielectric continuum ellipsoidal model. 
2.3.2 Multistate Continuum Theory 
Based on the work of Cukier, Hammes-Schiffer derived rate constant expressions 
for various limits of electronic adiabaticity.
10,11,25,26,52,53
 In the regime of electronically 
non-adiabatic ET, the rate constant is given as   
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where I and II indicate ET reactant and product states, and μ and ν represent vibrational 
wavefunctions localized within electronic states I and II, respectively. As depicted in 
Figure 2.6, this theoretical approach is an extension of one-dimensional Marcus theory to 
two dimensions. The electron-localized diabatic states denoted as I and II are best 
represented by paraboloids within the two-dimensional tunneling space. PT is 
characterized by the overlap of vibration wavefunctions localized within each paraboloid. 
Thus, the vibronic coupling (Vμν) of the overall PCET process is approximated as 
III
elVV    (3) 
where Vel  is analogous to Marcus theory electronic coupling and 
III
   is the 
Franck-Condon overlap of proton vibrational wavefunctions 
I
  and 
II
 . Additionally, 
the rate constant depends on the thermodynamic terms, ∆G°μν and λμν, which are the 
driving force and reorganization energy, respectively. These terms are analogous to ∆G° 
and λ in Marcus theory, except they depend on population of vibrational states μ and ν 
within electronic states I and II, respectively. Lastly, 
IP  is the Boltzmann factor for 
electron transfer originating from vibrational state μ within electronic state I. It is 
important to note, the PCET rate constant expression derived by Hammes-Schiffer is 
equivalent to the expression derived by Cukier. 
 Hammes-Schiffer has applied the multistate continuum theory to a series of model 
systems and biologically relevant PCET reactions.
13,33,54–59
  Typically, the input quantities 
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Figure 2.6 Schematic illustration of a pair of paraboloids representing the electron-proton initial 
(Iμ) and final (IIν) states as functions of the proton solvent coordinate (zp) and electron solvent 
coordinate (ze). The reorganization energy (λμν) and the equilibrium free energy difference 
(ΔG˚μν) are indicated. Reprinted with permission from Hammes-Schiffer, S. Acc. Chem. Res. 34, 
273 (2001). Copyright 2001 American Chemical Society 
 
necessary to calculate the rate constant are determined from gas-phase electronic 
structure calculations, such as state-averaged complete active space self-consistent field 
(CASSCF), with the addition of solvation terms. These solvation terms are calculated 
using a dielectric continuum model, including point charges on the electron and proton 
donor and acceptor atoms and the transferring proton. The energies of the mixed 
electron/proton vibronic states are found by solving the secular equation H'C = EC, 
where H' is an effective Hamiltonian matrix with elements H'iμ,jν, C is a coefficient 
matrix and E is a diagonalized matrix containing energy eigenvalues. The effective 
Hamiltonian matrix elements (H'iμ,jν) are defined as 
p
j
ij
i
ijep
i
ijji HzzH
)()()(
, )1(),(     (4) 
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where δij and δμν are Kronecker delta functions and Hij is an off-diagonal matrix element 
parameterized by solvent terms.  
 Notice that the secular equation employed is missing the overlap matrix (S). It is 
assumed to be a unity matrix; hence, the overlap integral between different vibronic states 
(i.e. iμ ≠ jν) is assumed to be zero. It has been shown for a generalized two-state model 
that the coupling between diabatic states 1 and 2 (V12) is dependent on the overlap 
integral S12.
30,60
 Furthermore, the adiabatic ground state energy is dependent on the 
coupling term V12. Applying this knowledge to the four-state model described by 
Hammes-Schiffer, the coupling of vibronic states is assumed to be zero when this value 
could potentially affect the adiabatic ground state energy. Furthermore, a closer look at 
the definition of the effective Hamiltonian matrix elements (Hiμ,jν) shows that off-
diagonal elements of the Hamiltonian matrix are approximated by the interaction of two 
vibronic states scaled by the parameterized term, Hij. Using this definition, some 
electronic coupling is included due to each vibronic state being dependent on the 
electronic state. However, the ability to apply an ab initio method to represent localized 
electron-proton diabatic states may improve the accuracy of the PES by explicitly 
including electronic coupling. In light of these drawbacks of the multistate continuum 
theory put forth by Hammes-Schiffer, we propose an alternative method for calculating 
the electronic coupling, vibrational overlap, and thermodynamical quantities necessary to 
compute of the rate constant, namely, multistate density functional theory (MSDFT). The 
methodology of this approach is presented in Chapter 3 and its application and validation 
for the study of PCET mechanisms is the topic of the remaining chapters. 
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2.3.3 Phenomenological Rate Constant Expressions 
Demonstrated by Ingold,
9
 the rate of hydrogen atom abstraction of a phenol by a 
free radical is inhibited by the formation of a hydrogen bond between the phenol 
substrate and a hydrogen bond accepting solvent molecule (Figure 2.7). Based on 
empirical terms derived by Abraham et al.,
61
 the rate constant of the formal hydrogen 
atom transfer (HAT) in a hydrogen bond forming solvent  ( SHATk ) is expressed as  
HH
HAT
S
HAT kk 22
0 3.8)log()log(   (5) 
where 0HATk  is the HAT rate constant in a non-hydrogen bonding solvent and 
H
2  and 
H
2 are empirical parameters that quantify the ability of the solvent to accept and donate 
hydrogen bonds, respectively.
62
  
Ingold
49,63
 and, independently, Foti
64,65
 demonstrate in certain solvents the 
hydrogen atom abstraction of a phenol by a free radical exhibits unusually large rate 
constants. These kinetic solvent effects (KSE) are explained by the involvement of a 
competing side-reaction named sequential proton-loss electron transfer (SPLET).
9
 This 
mechanism is equivalent to stepwise PT/ET, as depicted in Figure 2.1, along the edges of 
 
 
 
 
Figure 2.7 Mechanism for a “normal” HAT reaction in which hydrogen bond accepting ability of 
solvent molecule prohibits HAT due to substrate forming a hydrogen bond with solvent via the 
transferring hydrogen. Reprinted with permission from Litwinienko, G. & Ingold, K. U.  Acc. 
Chem. Res. 40, 222 (2007). Copyright 2007 American Chemical Society 
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Figure 2.8 Competing SPLET mechanism accounts for unusual kinetic solvent effects of phenols 
in alcohol solvents. Reprinted with permission from Litwinienko, G. & Ingold, K. U.  Acc. Chem. 
Res. 40, 222 (2007). Copyright 2007 American Chemical Society 
 
the More O’Ferrall-Jencks diagram proceeding from states 0a → 0b →1b. The overall 
mechanism includes contributions from both the concerted process, formally HAT, and 
stepwise SPLET (Figure 2.8). The total rate constant is additive where the HAT rate 
constant is determined by eq 5. Although no simple empirical equation is given for the 
SPLET rate constant, the physical properties that affect this term are discussed. Briefly, 
the extent to which the SPLET mechanism kinetically competes with the concerted HAT 
process is determined by the ionization of the phenol substrate, the solvent effects of the 
ionization of the phenol substrate, and the electron affinity of the free radical.
9
 
Based on extensive experimental data of PCET reactions in various 
solvents,
46,48,66
 Mayer has developed an approximate rate constant expression based on 
the Marcus cross relation
28,67
  
fKkkk HATYYHXXHHAT // . (6) 
Here, HATk  is a rate constant for a generic hydrogen atom abstraction reaction, denoted as 
X−H  +  Y  →  X  +  H−Y (7) 
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is determined by the cross relation of the individual self-exchange reaction rate constants 
of the donor (X) and acceptor (Y) molecules, the equilibrium constant (KHAT) and a factor 
(f) based on the adiabatic collision frequency. The Marcus cross relation expression holds 
true for a large number of formal HAT reactions in a wide variety of solvents. As noted 
by Mayer,
28
 the wide-spread applicability of the Marcus cross relation for reaction 
involving both ET and PT is surprising, especially given the known disparities in ET and 
PT tunneling time-scales and donor-acceptor distances. However, this phenomenological 
approach provides a conceptually simplified view of PCET theory, which may be both to 
its detriment and its success as a useful tool in prediction and interpretation of PCET rate 
constants. 
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Chapter 3. Multistate Density Functional Theory (MSDFT) 
3.1 Introduction 
 Based on block-localized wavefunction theory,
68,69
 molecular orbital-valence 
bond theory bridges delocalized molecular orbital (MO) theory and localized valence 
bond (VB) theory to give a computationally efficient method for modeling localized, i.e. 
diabatic, states.
29,37
 Unlike diabatization schemes for electron transfer (ET)
70–76
 and 
proton-coupled electron transfer (PCET),
77,78
 this approach first defines diabatic states 
based on VB structures and through coupling, i.e. mixing, of diabatic states gives the 
resonance-stabilized adiabatic ground and excited states. Implemented at the density 
functional level of theory, this method is termed multistate density functional theory 
(MSDFT).
30,79
 A key property of MSDFT is static electron correlation is treated through 
configuration interaction, while dynamic electron correlation is treated through the 
various exchange-correlation functionals employed in density functional theory (DFT). 
3.2 Block-Localized Kohn-Sham (BLKS) Functions 
In MSDFT, each diabatic state is defined as a single Slater determinant of block-
localized Kohn-Sham (BLKS) orbitals expanded over only those basis functions assigned 
to a particular block. The electrons are also assigned to a particular block, which in this 
case are defined as the electron and proton donor and acceptor molecules.
30,79
 MSDFT is 
a general methodology that may be applied to a variety of chemical reactions and is 
particularly suited for PCET reactions, because it provides an ab initio method to solving 
the Schrodinger equation for a given diabatic state. 
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Figure 3.1. Following photo-chemically initiated metal to ligand charge transfer, PCET occurs 
from a Ru(II)-ligand donor to a dinitro-benzoate acceptor. The system is partitioned into two 
fragments (blocks), 1 and 2. 
 
For illustrative purposes, consider the model complex shown in Figure 3.1 
designed by Nocera and co-workers.
20
 Following photo-excitation, the Ru(II)-ligand 
complex undergoes metal-to-ligand charge-transfer, localizing an excited electron on a 
bipyridine ligand. Great care was taken in the design of this model complex such that the 
excited electron is localized on a bipyridine ligand hydrogen bonded to a strong electron 
withdrawing group through a salt-bridge interface. In the following equations, the 
electron donor (De) is defined as the bipyridine ligand and amidinium group encased in 
brackets in Figure 3.1. The electron acceptor (Ae) is defined as the dinitrobenzoate 
molecule. The amidinium and carboxylate groups are denoted as –NH+ and –O−, 
respectively. Equations 1 – 4 define the MSDFT BLKS functions (ΨBLKS) for diabatic 
states 0a, 0b, 1a, and 1b with the corresponding VB structure of each state. 
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For a given MSDFT diabatic state, occupied BLKS orbitals are expanded over only the 
basis functions allocated to a given block
29,30
 



k
ii
K
ia c
1
,,,

  (5) 
where ci,μ is a coefficient for basis function χi,μ, K indicates the diabatic state, i indicates 
the BLKS orbital, μ indicates the basis function, and k is the total number of basis 
functions allocated to block a. Each block ( aK ) is represented as a Hartree product of 
occupied BLKS orbitals 
 Kma
K
a
K
a
K
a
K
a
a
K ,2,2,1,1,   (6) 
where α and β are electronic spin functions and m is the number of BLKS orbitals in 
block a. By taking the anti-symmerterized Hartree product of all blocks defined for 
diabatic state K, the BLKS function is defined as a single Slater determinant 
 KnKbKaKBLKSK N  ˆ  (7) 
where N
K
 is the normalization constant, Â is an antisymmetrizing operator, and n is the 
last block of diabatic state K. 
(4) 
(3) 
(2) 
(1) 
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A key feature of the BLKS formalism is the non-orthogonality of orbitals between 
different blocks such that each BLKS function retains the localized nature of VB theory, 
while orbitals within a block are orthogonal as in MO theory. As a result, the overlap (S) 
and coefficient (C) matrices in the generalized secular equation are given by 
S 



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


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


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
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 and C  
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
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


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n
b
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C
C
C

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

00
00
00
        (8) 
where off-diagonal overlap matrix elements are non-zero and the coefficient matrix C is 
block-diagonal.
29,30
  
By construction, this block-localized density functional theory (BLDFT)
30,80
 is a 
strictly constrained density functional theory
81
 in that the total electron density can be 
partitioned into the sum of fragment densities at the basis set level 
)(...)()()( rrrr nba   . (9) 
Here, the integration of the fragmental density of block k (k = a, b, …, n) satisfies the 
charge constraint   kk nrr d)( , where nk is the number of electrons allocated to block 
k. Although conceptually similar to the constrained DFT approach used by Van Voorhis 
and co-workers,
82
 in which the electron density is constrained to a finite spatial region 
with the use of delocalized KS orbitals, BLKS orbitals are strictly localized due to 
orthogonality conditions regardless of spatial relationship, and thus provides a more 
generalized approach to constructing BLKS functions.
83–86
 
 
 
  28 
3.3 Configuration Interaction of BLKS Functions 
The resonance of VB states defined by eqs 1 – 4 yields the adiabatic ground and 
excited states. Thus, the MSDFT function is written as a linear combination of the four 
BLKS functions  
BLKSMSDFT
KK
K
c  

4
1
 (10) 
where cK is the coefficient of state K.
29
 In practice, MSDFT configuration interaction can 
be carried out using one of two methods: consistent diabatic configuration (CDC) or 
variational diabatic configuration (VDC). In CDC-MSDFT, the configuration coefficients 
(cK) and the MO coefficients of the block-diagonal coefficient matrix C are 
simultaneously optimized to give the adiabatic ground state energy. In this sense, 
MSDFT is analogous to multiconfigurational self-consistent field (MCSCF). It has 
previously been shown that CDC-MSDFT accurately reproduces the adiabatic ground 
state energy at a lower computational cost than ab initio VB theory. Alternatively, the 
MO coefficients of each diabatic state can be variationally optimized and kept fixed in 
subsequent configuration interaction calculations. In this approach, VDC-MSDFT, the 
adiabatic ground state energy is necessarily equal to or higher than that of CDC-MSDFT, 
because the diabatic state MO coefficients are not optimized with respect to the adiabatic 
ground state energy. However, VDC-MSDFT has the key benefit of allowing for the 
construction of effective diabatic states that are useful for investigating the nature of 
charge-localized diabatic states.  
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As described by Hammes-Schiffer,
25
 the four diabatic states in eqs 1 – 4 can be 
reduced to a two state model by taking an admixture of protonic states for a given 
electronic state 
BLKSBLKSCPET
bbaaR cc 0000   (11) 
BLKSBLKSCPET
bbaaP cc 1111   (12) 
where R and P indicate the electron-localized reactant and product effective diabatic 
states. Here, we use concerted proton-electron transfer (CPET) to denote this two-state 
model because it characterizes an electronically non-adiabatic process. Alternatively, an 
electronically adiabatic process may be modeled by two proton-localized effective 
diabatic states,  
BLKSBLKSHAT
aaaaR cc 1100   (13) 
BLKSBLKSHAT
bbbbP cc 1100      (14) 
where the configuration coefficients are different than those of the CPET states. This 
two-state model characterizes a hydrogen atom transfer (HAT) mechanism. It will be 
shown in Chapter 4 and 5 that these two-state models may be compared as a diagnostic 
test to classify a concerted PCET mechanism as either electronically non-adiabatic CPET 
or electronically adiabatic HAT. 
In practice, MSDFT is used to first obtain PES of the four diabatic states (eqs 1 – 
4) and, subsequently, the configuration coefficients are optimized for each set of effective 
diabatic states (eqs 11,12 and 13,14). Separately, the adiabatic states are determined by 
optimizing the configuration coefficients of all four diabatic states (eq 10). Thus, mixing 
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of CPET (or HAT) reactant and product states necessarily reproduces the adiabatic 
ground state as the lower root of the two-by-two secular equation 
0


g
CPET
P
CPET
PRg
CPET
PR
CPET
PRg
CPET
PRg
CPET
R
HSH
SHH


,,
,,
 (15) 
where the diagonal elements give the potential energy of the reactant and product 
effective diabatic states, i.e. expectation values, CPETR
CPET
R
CPET
R HH   and 
CPET
P
CPET
P
CPET
P HH  , with respect to the adiabatic ground state energy, εg. The off-
diagonal matrix elements give the diabatic coupling element (VRP) defined as 
CPET
PRg
CPET
PRPR SHV ,,,   (16) 
 in terms of the exchange integral, CPETP
CPET
R
CPET
PR HH , , the overlap 
integral,
CPET
P
CPET
R
CPET
PRS , , and the adiabatic ground state energy, εg. 
The MSDFT Hamiltonian matrix elements are defined as 
})]([])[(
2
1
])[({              
)]([
KS
MSDFT
nucuwxcuw
T
uw
T
uwuw
uwuw
EETrTrS
EH


rJDDhD
r


  
where h and J are the standard core and Coulomb integrals, KSuwS and Duw are the KS 
overlap integral and density matrix for states u and w, Enuc is the nuclear energy and 
Exc[ρuw(r)] is the exchange-correlation potential.
30
 Note that eq 17 is valid both for the 
same state (u = w) and for exchange transition states (u ≠ w) such that the coupling matrix 
elements (VRP) can be directly computed using the MSDFT Hamiltonian 
 MSDFTRPCPETPR HH ,  and the overlap of non-orthogonal KS functions  KSRPCPETPR SS , .
(17) 
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Chapter 4. Hydrogen Exchange Reactions in the Isoelectronic Series of (PhX)2H•    
(X = O, NH, CH2) 
4.1 Introduction 
In this section, we use a multistate density functional theory (MSDFT)
30,79
 to 
examine the hydrogen exchange reactions in the isoelectronic series of  (C6H5X)2H, 
where X = O, NH, and CH2. We show that the hydrogen atom transfer (HAT) and 
concerted proton-electron transfer (CPET) reactivity is blended, and both pathways 
involve the same valence bond (VB) structures, albeit, to variable extents. Importantly, 
the difference between CPET and HAT mechanisms can be revealed in the third-
dimension of a More O’Ferrall–Jencks diagram, which illustrates how the four-VB state 
mixing leads to almost a conical intersection (seam) in the PCET pathway of PhO
●
/PhOH 
compared to a very large energy separation between the ground and excited states in 
PhCH2
●
/PhCH3. 
4.2 Previous Theoretical Studies of Hydrogen Transfer in Toluene/Benzyl Radical 
and Phenol/Phenoxyl Radical Self-Exchange Reactions 
The reactions between phenol and the phenoxy radical and its isoelectronic 
analog, toluene and benzyl radical, have been studied computationally by a number of 
authors.
12–14,87–90
 Mayer and coworkers first showed that the hydrogen exchange between 
phenol and phenoxyl radical follows a concerted CPET mechanism, whereas the 
hydrogen atom abstraction of toluene by benzyl radical is a HAT.
12
 Mayer et al. 
examined the alignment of frontier molecular orbitals of the HOPhPhO   complex and 
found that the orbital occupied by the unpaired electron is symmetrically orthogonal to 
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that of the donor-proton bond in the direction of proton migration. In this arrangement, 
there is a strong hydrogen bonding interaction, making the phenyl units essentially 
coplanar in the transition structure.
12
 Consequently, five electrons are critically involved 
in the coupled proton and electron transfer, and the singly occupied molecular orbital 
(SOMO) is highly delocalized at the transition state.  On the other hand, in the 
CPhHPhCH 32

 pair where hydrogen bonding is absent, the orbital occupied by the 
unpaired electron is nearly perpendicular to the two phenyl rings, but it coincides with 
that of the proton transfer coordinate at the transition state. In this case, a classical three-
electron/three-center process is depicted, and the SOMO is localized in the C…H…C 
region.
12,90
 This vivid orbital interaction picture is intuitive and has created a major 
impression in the interpretation of HAT and CPET reactions, but it is not clear on 
situations where there is significant mixing of orbitals in the transition states.
9,13,14,65,88–90
 
Subsequently, Hammes-Schiffer and coworkers,
13
 who also used orbital symmetry to 
describe the two reactions, pointed out that the concerted proton and electron transfer in 
the phenol system is electronically non-adiabatic, whereas the reaction of  benzyl radical 
and toluene takes place on the adiabatic potential energy surface. It was suggested that 
electronic adiabaticity can be used to differentiate CPET and HAT reactions.
13
 
Tishchenko et al. highlighted the involvement of both the ground and excited potential 
energy surfaces in CPET and emphasized competition between adiabatic barrier crossing 
and non-adiabatic transition through conical intersection.
14
 These concepts probed the 
mechanistic features of CPET and HAT from different perspectives, although a common 
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theme in these studies is that they are based on calculations using delocalized wave 
functions with orthogonal orbitals. 
Alternatively, the origin of the reaction barriers can be understood using valence 
bond (VB) theory, in which localized configurations are used.
30,91
 One approach for 
rationalizing the origin of reaction barriers is the valence bond state correlation diagram 
(VBSCD) and valence bond configuration mixing diagrams (VBCMD) introduced by 
Shaik,
91–94
 and it has been recently applied to a range of hydrogen atom transfer 
reactions.
95,96
  In the latter work, the difference between HAT and CPET mechanisms 
was described in terms of the extent of HAT and charge transfer character in VB 
configuration mixing. 
In this study, we also adopt a valence-bond-based approach to examine the origins 
of the CPET and HAT mechanisms in the hydrogen atom exchange reactions of 
H(PhX)2 , where NH, O,  X   and 2CH . To begin our study, we use a block-localized 
density functional theory (BLDFT)
30,97
 to define non-orthogonal PT and ET diabatic 
(localized) configurations first.
29,30,80,98
 Then, these electronic configurational state 
functions (CSFs) are used in configuration interaction to yield the adiabatic (delocalized) 
ground and excited states.
30,79,97
 In such a multistate DFT (MSDFT), the overlap between 
different diabatic states is explicitly determined using non-orthogonal CSFs. In contrast, 
our approach differs from diabatization procedures, in which the delocalized MCSCF or 
CASSCF wave functions undergo orthogonal transformation to extract diabatic states.
60
 
A critical assumption in such procedures is that the overlap integral between diabatic 
states is zero since there is no way to determine it in these approaches.  However, the 
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overlap interactions contain key information in the understanding of the mechanistic 
difference between CPET and HAT. 
In the following, we first summarize the method used to define diabatic states for 
the three hydrogen exchange reactions block-localization of Kohn–Sham orbitals. Then, 
we construct the characteristic state functions corresponding to the CPET and HAT 
reaction pathways. This is followed by results and discussion on the qualitative and 
quantitative features of the potential energy surfaces (PES) for the CPET and HAT 
mechanisms. This section is concluded with a summary of the main findings of this 
study. 
4.3 Methodology 
 The mechanisms of the concerted and sequential ET and PT processes can be 
characterized by the four VB states illustrated in Figure 4.1.
10,25
 If we use, respectively, 0 
and 1  to indicate the localized electronic configurations, and a and b to denote the 
transferring proton localized on the donor (initial) and acceptor (final) sites (Figure 4.1), 
each diabatic state of the corresponding Lewis configuration can be represented by a 
single determinant of block-localized Kohn-Sham (BLKS) orbitals in density functional 
theory (DFT):
29,30,98
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Figure 4.1 Two-dimensional More O’Ferrall-Jencks diagram depicting stepwise and concerted 
PCET mechanisms. Valence bond structures in each corner represent diabatic states of hydrogen 
self-exchange reactions in the isoelectronic series of (C6H5X)2H, where X = O, NH, and CH2. 
 
In eqs 1 – 4, X = O, NH, or CH2, Â is the antisymmetrizer, and 
k
  denotes a product of 
the occupied BLKS orbitals for the kth (k = 1, 2) fragment specified in parentheses in 
diabatic state γ (γ = 0a, 0b, 1a, 1b). In BLDFT, the BLKS orbitals are orthogonal within 
each block as in standard DFT, which is computationally efficient, but orbitals between 
different blocks are non-orthogonal.
29,30,91,98
  
 The resonance (mixing) of the VB-like CSFs defined by eqs 1– 4 yields the 
adiabatic ground and excited states for the coupled ET and PT reaction, which are 
determined by configuration interaction in multistate density functional theory 
(MSDFT).
30,97
 The VB-like wave function for the coupled proton and electron transfer 
reaction is written as a linear combination of the four CSFs:
29,30
 
BLKS
4
1
MSDFT




c
 (5) 
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where cγ is the coefficient for state γ. The BLKS determinants are used to yield 
constrained electron densities in DFT calculations to determine the energies of the 
diabatic states and the off-diagonal diabatic coupling elements, required for determining 
the rate constant.
29,30
 Importantly, the function ΦMSDFT itself is not used to generate the 
ground state density as in multiconfiguration density functional methods.
99–101
 Instead, 
the ground and excited state energies are obtained as the lowest and higher roots of the 
corresponding generalized secular equation.
30
  MSDFT has the advantage that both the 
electronically localized diabatic and the resonance delocalized adiabatic states can be 
determined to study energy transfer and PCET reactions. 
 It is useful to combine two of the diabatic configurations defined by eqs 1 – 4 (see 
Figure 4.1) to reduce the four-state theory into a pair of two-state models,
29,37,91,98
 to 
describe, respectively, the CPET and HAT mechanisms.
10
 In hydrogen atom transfer, by 
definition, the electronic configuration is adiabatic with respect to the hydrogen nuclear 
position (otherwise, it would involve separate ET, hence not a HAT).
10,47
 Thus, the 
electronically localized VB configurations for a given proton (nucleus) configuration in 
eqs 1 – 4 must be combined to yield a lower energy state, i.e., the corresponding diabatic 
state for hydrogen atom transfer. Specifically, at a given localized proton position on the 
donor a (acceptor b) site, the effective diabatic state for the HAT reactant and product are 
generated from the resonance of the initial (0) and final (1) electronic configurations: 
BLKS
11
BLKS
00
HAT
aaaaR cc   (6) 
BLKS
11
BLKS
00
HAT
bbbbP cc   (7) 
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where c  are the configurational coefficients. The resonance of the HAT reactant (R) 
and product (P) VB diabatic states produces the adiabatic ground state potential surface 
for HAT, on which nuclear tunneling occurs (although the treatment of nuclear tunneling 
in the rate calculation is not the subject of the present study).
102–104
  
 In the CPET mechanism, electron transfer is separate from proton transfer by 
definition (otherwise, it would have been a HAT), and each PCET diabatic state (not 
necessarily concerted) is stabilized by the accompanying proton tunneling, thus, a proton-
coupled electron transfer. Consequently, the effective diabatic configurations for the 
CPET process are combinations of the two proton configurations at a given electronic 
localization, in the reactant (0) and product (1) well, respectively:  
BLKS
00
BLKS
00
CPET
bbaaR cc   (8) 
BLKS
11
BLKS
11
CPET
bbaaP cc    (9) 
where the prime over the mixing coefficients distinguishes them from those in eqs 6 and 
7. Here, electron tunneling can be treated by Marcus theory for electron transfer using eqs 
8 and 9 as the initial and final electron transfer diabatic states. The electronic coupling at 
the diabatic state crossing point is given as follows: 
01
0101
CPET
0
CPET
1
||
S
HSH
V


  (10) 
where  CPET1
CPET
001 |  S  is the overlap integral. The exchange and diagonal 
matrix elements, defined in terms of CSFs by  CPET1
CPET
001 ||  HH  and 
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 CPETCPETCPET   000 || HH , are computed using block-localized density functional 
theory in the present study.
30,80
  
The concertedness of the CPET mechanism in the 
H(PhX)2 , X = O, NH, and 
CH2, systems is characterized by the More O’Ferrall–Jencks diagram in the ET and PT 
transfer coordinates (Figure 4.1). The proton reaction coordinate is conveniently defined 
by the nuclear positions as follows: 
A
HX'
D
XH RRRp   (11) 
where 
D
XHR  and 
A
HX'R  are, respectively, the distance of the migrating hydrogen from the 
donor atom X (reactant state) and from the acceptor atom X'  (product state). For the 
electron transfer process, we use the configuration weight  , corresponding to the initial 
electronic diabatic state ( 0 ) and the final electronic diabatic state ( 1 ) to monitor 
the effect of electronic mixing on the protonic configurations.  Thus, for a given   value 
at the protonic coordinate pR , we define the following admixture of electronic 
configurations 
BLKS
1
BLKS
0)1(),( aap
a R    (12) 
BLKS
1
BLKS
0)1(),( bbp
b R     (13) 
to determine the potential energy ),( pRE   as a function of the proton transfer ( pR ) 
and  electronic mixing  (  )
 
coordinate.
29,30
 We note that the coordinate   can be 
converted to the Chirgwin–Coulson VB structural weight (both values have a range of 0 
to 1 and are identical for the initial and final states),
105,106
 which is a more rigorous 
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representation of the contributions of each VB-like electronic state (eq 8 and 9); here, we 
have simply used   in the representation. 
4.4 Computational Details 
 The transition state structures and the minimum energy complexes for the 
hydrogen atom exchange reaction in (PhX)2H•, X = O, NH, and CH2, were optimized 
using the hybrid density functional B3LYP
107,108
 with the 6-31G(d) basis set. Similar 
calculations have been described in the work of Mayer et al. on the phenol and toluene 
systems.
12
 Therefore, these structures are the same as those reported in that work (Figure 
4.2). Because of strong hydrogen bonding interactions, the transition structure of 
 
 
 
Figure 4.2 Illustration of the optimized transition structures for the hydrogen atom transfer 
reactions of PhX−H···•X−Ph, where   X = O, NH, and CH2, using B3LYP/6-31G(d). 
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H(PhO)2  is close to planar with the transferring hydrogen lying in the molecular plane. 
For 
H)(PhCH 22 , on the other hand, the transferring hydrogen is nearly perpendicular to 
the two aromatic rings (Figure 4.2), which are parallel to one another. The transition 
structure for 
H(PhNH)2  has a geometry intermediate of the arrangements of the other 
two systems. The computed barriers for hydrogen atom transfer are about 9, 13, and 17 
kcal/mol relative to the hydrogen bonding complexes for 
H(PhO)2  and 
H(PhNH)2  
and to the separated species for 
H)(PhCH 22 , respectively, which are again similar to 
those by Mayer et al.
12
 A series of BLDFT calculations, also at the B3LYP/6-31G(d) 
level, were performed along the proton transfer coordinate for each system by varying 
pR  from 0.0 to 0.75 Å with other atoms fixed at the respective transition structure. The 
rational is that heavy atom reorganization is slower than hydrogen transfer. This yields 
the potential energy surfaces for the four diabatic states in each case. For a given proton 
coordinate, pR , the adiabatic ground and excited states were determined using these 
diabatic CSFs. Furthermore, two of the four diabatic CSFs are combined and optimized 
via configuration interaction to yield the CPET (eqs 8 and 9) and HAT (eqs 6 and 7) 
effective diabatic states.  
 Note that the use of B3LYP in the present MSDFT calculations for PCET 
reactions is different from standard (delocalized) DFT calculations with the B3LYP 
functional. It is well-known that B3LYP severely underestimates reaction barriers for 
hydrogen abstraction reactions,
109
 partially due to the self-interaction error,
110
 which is 
greater at the transition state since the reactant and product diabatic states are degenerate. 
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In MSDFT, static correlation effects are partially incorporated in the multiconfigurational 
approach with VB-like configurations (eqs 1 – 4).97 Importantly, dynamic correlation 
effects are retained in the block-localized DFT treatment of these diabatic states.
79
 Thus, 
the use of MSDFT with B3LYP avoids some of the self-interaction errors in that model 
but still maintains its excellent treatment of dynamic correlation. Borden and co-workers 
found that the MPW1K model performs “much better” than B3LYP on PCET 
reactions.
109
 Inagaki et al. showed that the enhanced performance correlates with the 
extent of Hartree-Fock (HF) exchange included in the hybrid functional.
90
 B3LYP 
contains 20% HF exchange, whereas 43% HF exchange is included in MPW1K; the latter 
was specifically optimized to better reproduce hydrogen atom transfer barriers.
111
  
Inagaki et al. further examined the performance of long-range corrected BLYP (LC-
BLYP) and a LC plus Coulomb-attenuating method (rCAM-B3LYP). The computed 
barrier for 
H(PhO)2  progressively increases with increasing percentage of HF 
exchange, from about 9 (B3LYP) to 16 (MPW1K) and finally to 24 kcal/mol in rCAM-
B3LYP calculations. For comparison, CASSCF, which was also used in the work of 
Hammes-Schiffer and co-workers,
13
 and MRMP/CASSCF barriers are, respectively, 
about 40 and 12.5 kcal/mol from the hydrogen-bonded complex.
90
  The MSDFT barrier is 
expected to be similar to that from rCAM-B3LYP calculations. Indeed, the computed 
value is 19.2 kcal/mol from MSDFT/B3LYP calculations. All calculations are performed 
using a locally modified version of the GAMESS program.
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4.5 Results and Discussion 
 Figure 4.3 shows the computed potential energy profiles of the four diabatic states 
as well as the adiabatic ground and the first excited state for the three hydrogen atom 
exchange reaction in 
H(PhX)2 , X = O, NH, and CH2, using BLDFT with B3LYP/6-
31G(d). It is no exaggeration to say that the present calculations provided the first 
potential energy surfaces of these diabatic states for a PCET process from first principles 
using an explicit electronic structure theory (of course, these states have often been 
described in theoretical works and have been modeled empirically). More seriously, 
Figure 4.3 reveals that there is significant electronic coupling among the four diabatic 
states, resulting in an avoided crossing and stabilization of the adiabatic potential energy 
surfaces.  The energies of the reactant (
BLKS
0a ) and product (
BLKS
1b ) diabatic states 
show similar behaviors with a rapid increase in energy away from the corresponding 
equilibrium geometries. The main difference is found in the electron transfer states, 
BLKS
1a  and 
BLKS
0b , which exhibit greater variations among the three systems. In 
particular, the energy for 
BLKS
1a  is lower than that for 
BLKS
0b  at the reactant state 
configuration in the 
H(PhO)2  system, but the order is reversed in 
H)(PhCH 22 . This 
reversal is mainly determined by the difference in electron affinity of the free radical 
species, which are 52, 39, and 21 kcal/mol for X = O, NH, and CH2, respectively. In all 
cases, it is clear that a simple two-state model involving only the initial reactant and final 
product states, 
BLKS
0a  and 
BLKS
1b , is not sufficient to model the present coupled 
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transfer of an electron and a proton because the diabatic crossing energy is even above 
the excited state surface in two of the three systems.  
The most striking finding in Figure 4.3 is the variation of the energy gap between 
the adiabatic ground and excited states at the crossing point of the diabatic states ( pR  = 
0.0 Å), changing from a value of 3.0 kcal/mol for OPhPhOH  , to 20 kcal/mol for 
NHPhPhNH2
 , and finally to 128 kcal/mol for PhCHPhCH 23
 . For comparison, 
the energy gap for OPhPhOH   from a recent SA-CASSCF(11,10) (MCQDPT) 
calculation is 4.4 (3.8) kcal/mol,
90
 the original study of Mayer et al.
12
 reported a value of 
3.7 kcal/mol from CASPT2(15,14), in reasonable agreement with the present result.  
Qualitatively, one can immediately conclude that the hydrogen migration in the 
phenoxyl–phenol system follows an electronically non-adiabatic path, whereas the very 
large avoided crossing energy at the transition state of the benzyl radical–toluene reaction 
ensures that the reaction takes place entirely on the adiabatic ground state. This is 
consistent with the conclusions on the basis of orbital symmetry
9,12
 and of adiabaticity 
parameters from analysis of CASSCF(3,6)/6-31G results involving three active 
electrons.
13
  
The symmetric aniline system in Figure 4.3b, NHPhPhNH2
 , has not been 
theoretically investigated. On the basis of the qualitative trends in Figure 4.3b, however, 
it is not straightforward to draw conclusions on its adiabatic or non-adiabatic character, 
nor the nature of orbital alignments, except that it is a concerted PCET. Thus, additional 
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analyses of the diabatic and adiabatic states are necessary to shed light on its mechanistic 
character. 
 Figure 4.4 depicts the energy curves of the HAT (eqs 6 and 7) and the CPET 
mechanism (eqs 8 and 9) diabatic states for the three hydrogen exchange reactions, along 
with the adiabatic ground and excited states already depicted in Figure 4.3. First, in the 
reaction of OPhPhOH  (Figure 4.4a), the diabatic crossing energy for the CPET 
reactant and product states is lower than that of the HAT configurations by 10.2 kcal/mol. 
In fact, the diabatic crossing point for the HAT configurations is above the energy of the 
adiabatic excited state, suggesting that the coupled transfer of a proton and an electron in 
the phenoxyl radical–phenol system cannot be adequately described by the mixing and 
avoided crossing of HAT diabatic states because the resonance of the two diabatic 
configurations will necessarily yield two adiabatic states, one above (out-phase 
combination) and one below (in-phase combination) the crossing point.
91–94
 Comparison 
of the qualitative features of the CPET diabatic states and the adiabatic potential energy 
surfaces in Figure 4.4a shows that the diabatic and adiabatic surfaces essentially overlap, 
except near the critical region where non-adiabatic coupling is promoted by an 
intersection of the CPET diabatic configurations.
10,20,33,91,95,96
 This demonstrates that the 
CPET reactions of phenoxyl radical and phenol involve both ground and excited state 
potential energy surfaces, which can be modeled by using the CPET diabatic states. 
The effective two-state diabatic and adiabatic potential surfaces for the reaction 
between toluene and the benzyl radical
9,12
 are displayed in Figure 4.4c, which exhibits 
very large coupling to promote a strongly avoided crossing along the entire proton 
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coordinate. The energy gap is 128 kcal/mol at the crossing point, similar to that found for 
hydrogen transfer reactions involving only σ bonds.14,113 In this case, the hydrogen 
transfer occurs entirely on the electronically adiabatic potential surface, consistent with 
previous conclusions.
9,12–14
  Notably, the diabatic crossing energy for the HAT 
mechanism is lower than that of the PCET process, which loses meaning in such a fully 
electronically delocalized, adiabatic resonant system.  Nevertheless, it indicates that the 
HAT diabatic states are lower energy configurations than CPET states for the hydrogen 
abstraction of toluene by a benzyl radical.   
 The trend in the diabatic and adiabatic potential energy profiles for the reaction of 
NHPhPhNH2
  is intermediate of that of the phenol and toluene systems. In this case, 
the preference for CPET or HAT mechanisms is not straightforward simply by inspecting 
the “adiabaticity” or the energy gap of the potential energy surfaces. Figure 4.4b shows 
that the energy at the crossing point between the CPET diabatic states (eqs 8 and 9) is 
lower than that of the HAT states (eqs 6 and 7) by about 7 kcal/mol, suggesting that the 
hydrogen atom exchange in NHPhPhNH2
  is best described as a CPET process. 
Clearly, unlike the case of OPhPhOH  , it is expected that there is significant 
competition with the overbarrier process in the HAT mechanism (see discussion below). 
The electronic coupling energies, CPETV , for the three hydrogen exchange 
reactions are 1.5, 10, and 23 kcal/mol for 
H(PhX)2  ( 2CH NH, O,X  ), respectively, 
which may be compared with the corresponding values of 2.0 and 40.9 kcal/mol for X = 
O and CH2 determined by Skone et al. using CASSCF(3,6)/6-31G.
13
 The magnitude of 
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electronic coupling for the aniline system in Figure 4.3b, NHPhPhNH2
 , is on the 
borderline between an adiabatic and a non-adiabatic process. 
4.6 Comparison to Ab Initio Valence Bond Theory 
To provide further insight on the nature of valence bond orbital interactions, we 
have performed ab initio valence bond self-consistent field (VBSCF) calculations for the 
OPhPhOH   system at the transition state.114–116 The main purpose here is to illustrate 
the connection and difference between MSDFT and ab initio VB theory. The VB space 
for the coupled proton and electron transfer includes three orbitals and three electrons, 
which result in a total of eight CSFs depicted in Figure 4.5. The equivalence between the 
present diabatic states defined in eqs 1– 4 and can be readily established.29 For example, 
the BLDFT determinant for the state in which both electron and proton are localized in 
the donor fragment (eq 1), 
BLKS
0a , corresponds to a linear combination of VB 
configurations 1,4, and 5 in Figure 4.5. The product state, 
BLKS
1b  (eq 4), results from a 
combination of VB configurations 2, 6, and 7. These are the corresponding Lewis 
structures. In both cases, four determinants are needed to construct the VB wave function, 
whereas a single determinant is used in the BLDFT representation. In VBSCF, an 
electronic coupling of 0.01 kcal/mol (3.7 cm
-1
) was obtained, much smaller than MSDFT 
and CASSCF results (the origin of this difference is not clear). 
Figure 4.6 illustrates the optimized VB orbitals in the VB wave function both for 
HAT (Figure 4.6a) and CPET (Figure 4.6b) mechanisms. Note that for the HAT state 
(eqs 6 and 7), the optimized orbital on the migrating hydrogen atom is aligned along the  
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Figure 4.5 Illustration of the valence bond configuration state functions used in ab initio VBSCF 
calculations. The top structure illustrates the three valence bond orbitals (orbital numbers 35, 36, 
and 37); for convenience, they are labeled as VB orbitals 1, 2, and 3, respectively. The optimized 
VB orbitals are depicted in Figure 4.6. The sequence of three numbers under each VB 
configuration specifies the orbital occupied by an electron. The dashed (bond) line between two 
atoms specifies spin coupling between two electrons, which are listed first in the sequence. For 
example, in VB configuration (1), the sequence, 231, denotes the determinant wave function of 
α(2)β(3)α(1)−β(2)α(3)α(1), involving VB orbitals 2, 3, and 1. 
 
vector from the donor to the acceptor atom. This VB orbital is orthogonal to the two π-
type fragment orbitals on the donor and acceptor fragmental orbitals. Thus, the mixing of 
these localized fragment orbitals results in extended delocalization in the CPET 
mechanisms. The qualitative features from VBSCF are in excellent agreement with the 
analyses of Mayer et al.,
12
 but they were obtained for two transition structures for two  
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Figure 4.6 Optimized valence bond orbitals (a) for the HAT diabatic state and (b) for the PCET 
diabatic state at the transition state for the hydrogen exchange reaction between phenoxy radical 
and phenol. Although the same basis orbitals are used, the resulting VB orbitals are different for 
different mechanisms because of the constraint of selecting different VB configurations (Figure 
4.5) to define HAT or CPET mechanisms (see text for the corresponding definition). Here, we 
establish that these constraints in VBSCF are equivalent to the definition in MSDFT by eqs 7−10, 
although the former utilizes multideterminants for each diabatic state, and the latter makes use of 
a computationally more efficient, single-determinant approximation. In both mechanisms, orbitals 
1 and 3 are dominantly localized on the two phenoxy fragments, respectively. For the HAT 
mechanism (a), orbital 2 for the migrating hydrogen is aligned along the vector between the donor 
and acceptor oxygen atoms. For the CPET mechanism (b), the hydrogen orbital is perpendicular 
to that vector. Note that the local VB orbitals cannot be directly compared with the delocalized 
molecular orbitals from conventional MO or DFT calculations. It is also interesting to point out 
that one can specifically define HAT or CPET orbitals by making different combinations of the 
VB configurations in Figure 4.5 in VBSCF, corresponding to those defined in MSDFT by eqs 
7−10. This is not possible in delocalized molecular orbital or density functional calculations. 
 
reactions with different mechanisms. The orbital features associated with the two 
mechanisms are naturally produced on the same structure for the same reaction – an 
analysis that can be performed using a localized VB theory, but not possible using 
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delocalized MO or KS-DFT approaches. This is precisely the reason why VB theory can 
provide insights into understanding PCET reactivity. More importantly, the illustration in 
Figure 4.6 demonstrates that the determining factor of a HAT or CPET mechanism is not 
simply an orbital alignment of molecular or KS orbitals – they are important and relevant 
but not sufficient. The HAT and CPET reactivity is blended, involving the same VB 
structures, albeit to different extents, and HAT and CPET compete kinetically to 
contribute to the overall rate. 
4.7 Comparison with Shaik’s VBSCD Approach  
It has brought our attention from an anonymous referee that two articles on a 
valence-bond view of hydrogen transfer reactions have been published at about the time 
this article was submitted to this journal. Those studies provided an informative 
perspective of HAT and CPET reactions based on the valence bond state correlation 
diagram (VBSCD) that was introduced by Shaik,
92,93
 and has been extensively used on a 
broad range of chemical and biological reactions.
93,117–119
 Consequently, we make a 
comparison of the key features between that work and the present MSDFT study. 
The VBSCD theory as applied to HAT and CPET reactions is summarized in 
Figure 4.7, following closely the nomenclature and discussion of the original Figures in 
refs 95 and 96. Figure 4.7 contains two sets of VB-state curves, corresponding to the 
“normal HAT” process in solid curves and to a proton transfer (by mixing the two PT 
curves) in dashed curves.
95,96
  The four low-energy structures, two on the reactant (R) 
side ( RHAT,  and RPT, ) and two on the product (P) side ( PHAT,  and PPT, ), are 
formally the same VB diabatic configurations depicted in the More O’Ferrall–Jencks  
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Figure 4.7 VBSCDs describing the dichotomy of HAT and PCET processes by mixing normal 
HAT valence bond states (solid curves) and proton transfer (PT) curves (dashed curves) along the 
reaction coordinate. Part a represents a case where the PT states lie higher than the HAT state. 
The wave function of the transition state (Φ⧧) has a dominant HAT character with a secondary PT 
component (λ < 1). The wave function for HAT is generated by mixing the two HAT diabatic 
configurations (ΦHAT = aRΨHAT,R + aPΨHAT,P) and that for PT by mixing the PT states (ΦPT = 
bRΨPT,R + bPΨPT,P). Part b illustrates a case where the PT curves are low-lying and descend below 
the HAT crossing point. The transition state is now a PCET type with predominant PT character 
and a secondary HAT contribution (λ < 1). This figure was redrawn to match the present 
discussion based on Figure 6 of ref 96. 
 
diagram (Figure 4.1) and the diabatic curves shown in Figure 4.3. The VB energy curves 
presented in refs 95 and  96 were drawn qualitatively based on the energies at the extreme 
(R and P) points.  The common connection to Figure 4.1 suggests that MSDFT in this 
work can be used to quantify the state energies in VBSCD.  
In VBSCD, the HAT product VB configuration at the reactant geometry is called 
the promoted state, labeled as 
*
HAT,R  (also called image state, excited state, or prepared 
state), of the HAT reactant, which features triplet decoupling of the O–H bond electrons 
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and repairing of the electron on H  with the electron on the acceptor oxygen atom; a 
similar product promoted state is denoted. The relative energies of the promoted states 
can be related to bond dissociation energies and radical structural reorganization energies, 
etc.
91,95,96
 The promoted states for the PT curves are called charge transfer (CT) states, so 
labeled in Figure 4.7 as in the original papers.
95,96
 For example, the promoted state of the 
PT curve for the R state ( RPT, ) is denoted by 
*
CT,R , which is the P state of the PT 
curve ( PPT, ) at the R geometry. In MSDFT, we simply call these VB states diabatic 
and adiabatic states with an aim for rate calculations using the Marcus theory 
approach.
37,98
 Note that the PT process of the “CT” states from RPT,  to PPT,  (Figure 
4.7) is in fact accompanied by an electron transfer in the opposite direction; thereby, the 
process may be called an anti-PCET process.  
The conceptual understanding of HAT and CPET mechanisms from VBSCD 
analyses is depicted in Figure 4.7. Figure 4.7a presents a case where the CT states lie 
higher than the HAT states; thereby, “the wave function of the transition state has a 
dominant HAT character with a secondary PT character”.95,96 On the other hand, Figure 
4.7b shows a scenario where the CT curves descend below the crossing point of the HAT 
curves. Consequently, the transition state is now a CPET-type with a predominant PT 
character and a secondary HAT contribution.
95,96
 Since the ground states at the reactant 
and product geometries are still dominated by the HAT states, the result of VB mixing is 
a CPET transition state for a net HAT reaction. Therefore, according to the VBSCD 
theory of refs 95 and 96, the relative heights of the HAT and PT crossing points 
determines the transition state character. 
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In principle, the VB characterization of proton-coupled electron transfer is 
conceptually the same from VBSCD and MSDFT theories,
91–93
 but there are also 
important differences. In MSDFT, each of the diabatic HAT state curves is electronically 
adiabatic, where the proton is associated with either the donor or the acceptor Lewis 
structures. Therefore, the HAT states are admixtures of the ET states (eqs 6 and 7, blue 
and yellow curves in Figure 4.4). We do not invoke the type of PT process described in 
refs 95 and 96 (see Figure 4.7), although such a PT reaction can be studied with MSDFT 
with these four basic VB states. In MSDFT, the PCET state curves (not necessarily 
CPET) are represented as ET diabatic configurations assisted by PT (eqs 8 and 9, red and 
green curves in Figure 4.4). The mixing and avoided crossing of the two HAT states and 
of the two PCET states, although both include the contributions from all four basic 
diabatic configurations in Figure 4.3, generate the adiabatic ground state for the HAT and 
for the CPET pathways, respectively. The adiabatic ground state surface from one of the 
two mechanisms that matches the adiabatic ground state obtained from all four 
independent states (Figure 4.3) is recognized as the mechanism with a greater 
contribution to the overall PCET reaction and, thus, is simply characterized as the 
reaction mechanism. Often, a simple, straightforward indicator is the relative energies at 
the crossing points of the HAT and CPET state curves, with the lower curve best 
representing the reaction mechanism from a VB state interaction perspective.  
For the phenoxyl–phenol system, the rule of diabatic crossing (RDC) predicts that 
the mechanism follows predominantly a CPET process in our approach (Figure 4.4) since 
the energy of the CPET crossing point is lower than that of the HAT one. However, when 
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the MSDFT energies are used, the corresponding PT curves in VBSCD analysis are 
above the HAT curves (Figure 4.4). Thus it would have been a HAT according to 
VBSCD. For the benzyl-toluene, both methods correctly predict that the net hydrogen 
atom abstraction is a HAT. 
Clearly, there is no strict division between HAT and CPET, and they are not 
kinetically distinguishable; the overall rate is a sum of the two processes, where some 
reactions may have a greater HAT contribution while others less. As pointed out by Shaik 
and co-workers, since ET states are the basis configurations for the PCET process, 
“unlike HAT, the PCET reaction is expected to be sensitive to solvation”.95 MSDFT 
provides a procedure to estimate the reaction rates both for HAT and for CPET 
processes,
37,98
 the sum of which can be compared with experimental kinetic data. 
The VBSCD and MSDFT approaches to PCET reactions have many similarities, 
both making use of diabatic crossing energies as a simple rule-of-thumb, RDC, criterion 
to understand the mechanistic character for these processes. The VB state curves from 
MSDFT can be considered as a VBSCD diagram.  
4.8 Origin of CPET and HAT Mechanisms 
 The origin of the non-adiabatic CPET mechanism and the adiabatic HAT reaction 
are revealed in Figures 4.8 – 4.10, in which the two-dimensional More O’Ferrall-Jencks 
plots have been extended to three dimensions, including both the ground and excited state 
PES. This is significant because the extension highlights the difference between the two 
concerted mechanisms, both following the diagonal path in Figure 4.1. Figure 4.8a 
illustrates the PES for the adiabatic ground and excited states of the OPhPhOH    
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Figure 4.8 (a) Computed two-dimensional potential energy surfaces for the adiabatic ground state 
and the first excited state as a function of the proton transfer (ΔRp) and the electron transfer (χ) 
coordinates for the proton and electron transfer between phenol and the phenoxy radical. (b) 
Minimum energy paths of the adiabatic ground state and the excited state overlaid on the 
isoenergy contours for the ground state. Multistate density functional theory is used in all 
calculations with the B3LYP functional along with the 6-31G(d) basis set. 
 
 
reaction, and PT and ET processes are fully concerted in the ground state potential 
surface with a net hydrogen atom transfer. A striking finding is that the separations 
between the ground and excited state surfaces are close in energy along a seam in the 
direction nearly orthogonal to the minimum energy path on the adiabatic ground state. 
The topographical features of the adiabatic ground and excited state surfaces in Figure 
4.8a suggest that a conical intersection seam can be located by a slight distortion in the 
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Figure 4.9 (a) Computed two-dimensional potential energy surfaces for the adiabatic ground state 
and the first excited state as a function of the proton transfer (ΔRp) and the electron transfer (χ) 
coordinates for the proton and electron transfer between aniline and PhNH• radical. (b) Minimum 
energy paths of the adiabatic ground state and the excited state overlaid on the isoenergy contours 
for the ground state. Multistate density functional theory is used in all calculations with the 
B3LYP functional along with the 6-31G(d) basis set. 
 
molecular geometry. The involvement of both the adiabatic ground and excited state PES, 
through a conical intersection seam, provides an important insight on the CPET 
mechanism as also described by Tishchenko et al.
14
 Interestingly, there is significant 
mixing between the proton-localized diabatic states for each electronic configuration (eqs 
8 and 9), but the interaction between the two electronic configurations is small. As a 
result, the CPET diabatic states defined in eqs 8 and 9 are more stabilized (lower in  
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Figure 4.10 Computed two-dimensional potential energy surfaces for the adiabatic ground state 
and the first excited state as a function of the proton transfer (ΔRp) and the electron transfer (χ) 
coordinates for the hydrogen abstraction of toluene by benzyl radical. Multistate density 
functional theory is used in all calculations with the B3LYP functional along with the 6-31G(d) 
basis set. 
 
energy) than the HAT diabatic states (eqs 6 and 7). 
 We found that the minimum energy paths on the ground and the first excited state 
surfaces are roughly orthogonal in the critical region for the reaction in the 
OPhPhOH  system (Figure 4.8b). As a result, the minimum energy path on the excited 
state surface and the ridge separating the reactant and product states of the ground state 
follow the same coordinates, resulting in a low energy conical interaction seam accessible 
through thermal motions. The implication is that although vibronic overlap can be an 
important factor in rate computation, the availability of thermally accessible conical 
intersections provides an alternative prediction for the rate of CPET reactions. In contrast, 
the hydrogen abstraction reaction between toluene and benzyl radical has significant 
overlay among the VB diabatic states, in which electronic configuration mixing 
dominates the entire process (Figure 4.10). Thus, the large electronic resonance between 
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the electronic diabatic states promotes a strongly avoided intersection, resulting in a large 
energy gap between the adiabatic ground and excited states.  For the HAT reaction of 
PhCHHPhCH 22
 , the minimum energy path on the adiabatic ground surface 
essentially coincides with that on the excited state. In such a fully adiabatic process, 
separation of the electron transfer coordinate from the proton transfer coordinate loses 
meaning. Consequently, a single reaction coordinate is sufficient to represent the HAT 
reaction.  
The topographic features of the adiabatic ground and excited state surfaces for the   
NHPhPhNHH   reaction are intermediate of CPET in OPhPhOH   and HAT in 
PhCHHPhCH 22
 . There is clear separation between the adiabatic ground and excited 
state surfaces along the ET and PT coordinates (Figure 4.9a), yet the energy gap is far 
smaller than that for the hydrogen abstraction of toluene by the benzyl radical.  The 
minimum energy paths on the adiabatic ground and excited states are now oriented with 
significant overlap (Figure 4.9b). Thus, 2PhNH  and  NHPh

represent a reaction that is 
on the borderline of CPET and HAT mechanisms. 
4.9 Conclusions 
We have described a procedure to use constrained density functional theory 
through block-localization of Kohn-Sham orbitals to determine the electron- and proton-
localized diabatic states associated with the coupled proton and electron transfer reactions 
in the isoelectronic series of 
H(PhX)2 , where 2CH and NH, O,  X  . Then, these 
valence bond-like diabatic states are used in configuration interaction to yield the 
  60 
potential energy surfaces for the adiabatic ground and excited states. To distinguish the 
mechanistic difference between CPET and HAT, we formulated a pair of effective two-
state VB models, respectively, by combining the proton-localized configurations at fixed 
electronic diabatic states, or by combining the electronic diabatic states for given proton 
configurations.  
Using MSDFT, we found that the relative energies at the intersection of the CPET 
and HAT diabatic states, called the rule of diabatic crossing (RDC), can be used as an 
energetic criterion to classify the two reaction mechanisms. Thus, if the energy at the 
crossing point for the CPET diabatic states is lower than that for the HAT diabatic states, 
the reaction mechanism may be considered to have a greater concerted proton-electron 
transfer character. Conversely, if the energy at the crossing point of the HAT diabatic 
states is lower than that of CPET states, the HAT mechanism is a preferred process.  A 
similar analysis has been reported by Shaik and co-workers based on valence bond state 
correlation diagrams, although different criteria are used. For the extreme cases, the 
results from VB-based approaches are consistent with proposals using electronic 
adiabaticity. It is emphasized that there is no strict division of HAT and CPET 
mechanisms for a given reaction, and they are not distinguishable based solely on 
phenomenological kinetic parameters. Both contribute and the overall rate is the sum of 
the individual processes. The diabatic states and potential energy surfaces defined for 
HAT and CPET processes from first principles calculations can be used to determine 
these rate constants.   
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The origin of relatively small electronic coupling in the CPET-dominated 
mechanism of the phenolic system is revealed in a More O’Ferrall–Jencks diagram 
extended to the third dimension that includes both the ground and excited potential 
energy surfaces. Although electron transfer and proton transfer are concerted both for 
CPET and HAT (thus, not distinguishable with the classical picture of a two-dimensional 
More O’Ferrall–Jencks plot), the mechanistic difference is distinguished by the presence 
of a low-energy conical intersection seam in the direction perpendicular to the minimum 
energy path on the adiabatic ground state.  This results in minimal overlap interaction 
between the electronic diabatic states and weak electronic coupling. On the other hand, 
the minimum energy path of the adiabatic ground state for the HAT mechanism in 
toluene–benzyl radical system coincides with that on the excited state as a result of large 
electronic coupling that separates the two surfaces by more than 5 eV (~130 kcal/mol). 
The topographic features for the NHPhPhNHH   system are found between those for 
the CPET reaction of phenoxyl radical and phenol and for the HAT mechanism of benzyl 
radical and toluene. The minimum energy paths on the adiabatic ground and excited 
states are oriented with significant overlap. In this case, it is predicted that both HAT and 
CPET processes compete, and the dominating contribution may be tuned with varying 
solvent polarity and hydrogen bonding abilities since HAT and CPET have different ionic 
characters and different sensitivities to solvent effects. 
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Chapter 5. Nocera’s Donor-Amidinium-Carboxylate-Acceptor Model Complex 
5.1 Introduction 
 In this chapter, MSDFT is used to study a system developed by Nocera to model 
long-range electron transfer coupled to short-range proton transfer within a hydrogen-
bonded salt-bridge interface linking the electron donor and acceptor molecules.
20
 The role 
of the salt-bridge is twofold. First, it separates the electron donor and acceptor molecules 
at a sufficiently long distance to ensure weak electronic coupling. Second, the insertion of 
a hydrogen bonded interface directly in the electron transfer pathway effectively couples 
the two reactions, electron transfer and proton transfer. In this way, Nocera developed a 
well-defined model system that ensures an electronically non-adiabatic PCET process. 
Given the experimental evidence provided by Nocera’s work, Cukier32 and Hammes-
Schiffer
33
 applied theoretical models that reproduce the experimental driving forces and 
rate constants. Here, we use Nocera’s model system to validate MSDFT against previous 
experimental and theoretical works and demonstrate the additional insight provided by 
this method for understanding the mechanistic details of asymmetric PCET reactions. 
5.2 Background Information 
 To systematically study the energetic and kinetic properties of PCET Nocera 
developed a series of donor-salt-bridge-acceptor complexes in which the rate of electron 
transfer is dependent on the protonation state of the salt-bridge interface.
10,20
 The 
complex consists of a ruthenium metal center with three bipyridine ligands, one of which 
is modified by a carboxylate or amidinium group that forms a salt bridge interface with 
the electron acceptor molecule, dinitrobenzoate (Figure 5.1). After photo-excitation, the  
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Figure 5.1 Following photoexcitation, a Ru(II) undergoes metal to ligand charge transfer 
(MLCT), localizing an excited electron on a bipyridine ligand linked to an electron acceptor 
molecule, dinitrobenzoate, through an asymmetric salt-bridge interface. ET occurs from the 
bipyridine ligand to dinitrobenzoate with the electron-withdrawing nitro groups driving the 
transfer, while PT occurs through the hydrogen-bonded amidinium-carboxylate interface. 
 
Ru(II) center undergoes metal-to-ligand charge transfer (MLCT), localizing the excited 
electron on one of its bipyridine ligands.
20
 Care was taken to ensure that MLCT localizes 
the excited electron on the salt-bridge-modified ligand by raising the energy of the first 
excited state of the unsubstituted bipyridine ligands. Once localized on the bipyridine 
ligand covalently linked to the salt-bridge interface, ET across is driven by the electron-
withdrawing nitro groups on dinitrobenzoate. 
 The salt-bridge interface links the electron donor and acceptor molecules at a 
well-defined distance, controlling the degree of electronic coupling. Well-known by 
Marcus theory,
51
 the rate of ET diminishes with increasing donor-acceptor distance. 
Covalently-bonded benzene rings of variable length have also been used to modulate the 
distance-dependence of electronic coupling, but the salt-bridge interface has the added 
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benefit of introducing a PT reaction coordinate between ET donor-acceptor molecules. In 
this way, electronically non-adiabatic ET, determined solely by the sufficiently long 
distance between donor/acceptor molecules, is coupled to the dynamics of PT within the 
salt-bridge interface. Additionally, the electronic state of the donor-acceptor pair is 
thought to alter the PES of PT, rendering it more or less thermodynamically favorable. 
 Experimental studies on the donor-amidinium-carboxylate-acceptor (DNOA) 
complex and the donor-carboxylate-amidinium-acceptor (DONA) complex have 
demonstrated the versatility of this design in probing the thermodynamic and kinetic 
properties governing PCET processes.
10,20
 It is found that ET is significantly slower in 
DNOA than DONA, which is attributed to internal dipole of the salt-bridge interface with 
respect to the direction of ET. With the dipole opposing ET in DNOA, the driving force 
(∆Gº) is reduced by 0.2 eV compared to the switched DONA interface. In addition, the 
DNOA salt-bridge interface requires large charge redistribution to stabilize the excited 
electron on dinitrobenzoate, thus leading to larger solvent polarization effects dependent 
on the proton position. As a result, the overall rate constant is dependent on the overlap of 
vibrational wavefunctions (i.e. Franck-Condon overlap), in addition to the electronic 
coupling. Lastly, the strength of the hydrogen-bond is suggested to indicate the degree of 
electronic coupling. 
 These well-defined model systems have been investigated using theoretical 
models developed by Cukier
10,27
 and Hammes-Schiffer,
24,25
 reviewed in Chapter 2. 
Cukier emphasizes that given the electronic structure of the solute, solvent polarization 
and differences in Franck-Condon factors determine the preferred PCET mechanism, 
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concerted vs. stepwise.
32
 Hammes-Schiffer also discusses the thermodynamics and 
solvent effects, but emphasizes the role of excited adiabatic states in determining the 
preferred PCET mechanism.
33
 From the work of Hammes-Schiffer, PCET is slightly 
endothermic in DNOA and exothermic in DONA with larger electronic coupling in 
DONA. These results align with experimental results that ET is faster in DONA than 
DNOA. 
5.3 Methodology 
 Here, we use multistate density functional theory (MSDFT)
29,30
 to model PCET in 
Nocera’s DNOA model complex (Figure 5.1). Following the MSDFT approach to 
modeling PCET mechanisms discussed in Chapter 3, the four charge-localized diabatic 
states for PCET in Nocera’s DNOA model system are defined as 
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where De represents the salt-bridge substituted bipyridine ligand, Ae represents 
dinitrobenzoate, and the amidinium-carboxylate salt-bridge is represented by one of 
its OHN  hydrogen bonds. This is an oversimplification of the VB structure of the 
amidinium-carboxylate interface, but for simplicity it is represented as a single hydrogen 
bond with atomic charges representative of the entire salt bridge interface. 
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 Following the work described in the previous chapter, the adiabatic ground and 
excited states are taken as the first and second lowest-energy roots of the four-by-four 
secular equation within the basis defined by the four diabatic states 
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where BLKSj
BLKS
iij HH 
ˆ  and BLKSj
BLKS
iijS   are the BLKS Columbic and 
overlap integrals and g is the lowest energy root (i.e. the adiabatic ground state energy). 
In addition, effective CPET and HAT diabatic states are constructed as linear 
combinations of the electron-localized diabatic states and the proton-localized diabatic 
states, respectively, where each set of effective diabatic states is a two-state 
representation of the four-state model of PCET 
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where the prime above the configuration interaction coefficients for the HAT reactant and 
product states indicates these are different values than those for the CPET reactant and 
product states. Using the electron-localized CPET basis, electronic coupling is defined as 
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where CPETj
CPET
iij HH 
ˆ  and CPETj
CPET
iijS   are the BLKS Columbic and 
overlap integrals of effective diabatic states CPETR and 
CPET
P . 
5.4 Computational Details 
 Because care was taken to ensure that photo-excitation of the Ru(II) center results 
in localization of the excited electron on the salt-bridge substituted bipyridine ligand, it is 
reasonable to neglect the Ru(III) center and remaining bipyridine ligands in our 
computational model of DNOA.
20
 The same assumption was made and validated in 
previous theoretical studies and it was found that the optimized structure of the model 
complex is planar.
33
 Here, internal dihedral coordinates are used to constrain the system 
to be planar. Remaining internal coordinate were optimized using B3LYP/6-31+G(d) 
level of theory. The PT donor-acceptor distance is 2.68 Å in the optimized structure 
(Figure 5.2), compared to 2.696 Å computed by Hammes-Schiffer at the RHF/6-31G(p,d) 
level of theory. As in the previous chapter, diabatic PESs are computed by varying the 
transferring proton along a linear reaction coordinate, defined here as 
A
HO
D
NH RRRp    (11) 
where DNHR  is the donor (D)-hydrogen bond distance (NH) and 
A
HOR  is the hydrogen-
acceptor (A) bond distance (HO). The heavy atoms are held fixed in the optimized 
transition state structure for each single point energy calculation along the proton transfer 
reaction coordinate. All MSDFT calculations using the B3LYP functional and the 6-
31G(d) basis set were performed with a locally modified version of GAMESS.
11,12
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Figure 5.2 Optimized structure of the model system of Nocera’s donor-amidinium-carboxylate-
acceptor (DNOA) complex. Atom type are indicated by color (C – grey, N – blue, O – red, and H 
– white). 
 
5.5 Results and Discussion 
 The one-dimensional PESs of the diabatic states 0a, 0b, 1a, and 1b are plotted 
against the proton transfer coordinate (∆Rp) in Figure 5.3. Unlike the self-exchange 
reactions discussed in Chapter 4, where the driving force was zero, the overall reaction of 
DNOA is slightly endothermic. For reactant proton configurations (∆Rp < 0.0), diabatic 
states 0a and 1a are significantly lower in energy than states 0b and 1b due to the 
localization of the proton basis functions within the donor block in states 0a and 1a. On 
the product side of the proton transfer coordinate (∆Rp > 0.0), the opposite is true where 
states 0b and 1b more stable than states 0a and 1a. As expected, diabatic states 0a and 1b, 
which best represent the overall reaction, are localized on either side of the proton 
transfer coordinate. They intersect near ∆Rp = 0.05 with an energy of 38 kcal/mol. The 
two higher-energy diabatic states, 1a and 0b, are also significantly localized within the 
reactant and product sides of the proton coordinate, respectively, with minima lower in 
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energy than the crossing point of diabatic states 0a and 1b. The significance of these low-
lying diabatic states is discussed below. 
   
Figure 5.3 Diabatic and adiabatic state potential energy curves for DNOA. 
 
 
Figure 5.4 Electron-localized CPET effective diabatic states, proton-localized HAT effective 
diabatic states, and adiabatic state potential energy curves for DNOA. 
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 The adiabatic ground and excited states and the electron-localized CPET effective 
diabatic state PESs are shown in Figure 5.4. The adiabatic PESs overlap the CPET PESs 
along nearly the entire proton coordinate, except for a very small range of proton 
positions near the diabatic state crossing point. At this proton position, the adiabatic 
energy gap is very small (~3.0 kcal/mol) characteristic of a conical intersection. Similar 
to Marcus theory of ET, the adiabatic ground and excited states are well characterized by 
a single electron-localized effective diabatic state, CPETR or 
CPET
P , until the avoided 
crossing, at which point the adiabatic states abruptly switch electronic character. This 
implies that non-adiabatic transition through a conical intersection is a likely mechanism 
for this PCET reaction. These results are consistent with an electronically non-adiabatic 
process, as is expected given the physical separation of the electron donor and acceptor 
molecules. 
 The adiabatic PES obtained from MSDFT quantitatively reproduce gas-phase 
state-averaged complete active space self-consistent field (SA-CASSCF) results 
computed by Hammes-Schiffer.
33
 This multireference wavefunction method is a good 
reference for validation of MSDFT for the study of PCET reactions because it accounts 
for static electron correlation inherent in systems with multiple electron configurations 
(i.e. multiple diabatic states, VB structures, configuration state functions, etc.). Shown in 
Figure 5.5, MSDFT reproduces the nearly 10 kcal/mol endothermicity of PCET in 
DNOA and its significant barrier (about 25 kcal/mol) at the adiabatic avoided crossing. 
Most importantly, MSDFT reproduces the extremely small adiabatic energy gap at this 
proton position, characteristic of an electronically non-adiabatic PCET mechanism. 
  71 
 
 
Figure 5.5 Gas phase energies of the active electronic adiabatic states as functions of the proton 
coordinate for DNOA. The labels D and A correspond to the active electron localized on the 
electron donor and acceptor, respectively. Reproduced with permission from Soudackov, A. and 
Hammes-Schiffer, S. J. Am. Chem. Soc. 1999 121, 10598-10607. Copywrite 1999 American 
Chemical Society. 
 
Further insight of the underlying mechanistic properties of PCET in the DNOA 
system is gained by analysis of the diabatic states from which the adiabatic state is 
constructed. The low-lying diabatic states 0b and 1a contribute significantly to the 
adiabatic ground and excited states. Figure 5.6 gives the structural weight of each 
diabatic state along the proton transfer coordinate, which is a quantitative measure of the 
contribution a state has to the optimized adiabatic ground state. On the reactant side of 
the proton transfer coordinate (∆Rp < 0.0), the adiabatic ground state is well characterized 
by diabatic state 0a with increasing contribution from state 0b, until the diabatic state 
crossing point (i.e. adiabatic avoided crossing), at which point the contributions from 
these states drop to zero and are replaced by diabatic states 1a and 1b. Initially after the  
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Figure 5.6 Structural weight of each diabatic state as a function of the proton transfer coordinate 
for DNOA. 
 
avoided crossing, the adiabatic ground state has significant contribution from both states 
1a and 1b, but as the reaction progresses along the proton transfer coordinate, diabatic 
state 1b becomes more dominant with less contribution from 1a. Ultimately, the adiabatic 
ground state is characterized by diabatic state 1b when the proton is in its product 
configuration. 
 A three-dimensional More O’Ferrall-Jencks plot illustrates the coupling between 
electron and proton transfer within the two-dimensional ET and PT tunneling space. 
Figure 5.7 shows both the ground and excited adiabatic PESs in three-dimensions. In 
addition, Figure 5.8 displays the ground state PES with the minimum energy path (MEP) 
shown for the ground state in blue and the excited state in red. These MEPs are in fact the 
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same adiabatic ground and excited state PESs shown in Figures 5.3 and 5.4 along the 
one-dimensional proton transfer coordinate. The difference being that the three- 
 
 
Figure 5.7 Three-dimensional More O’Ferrall-Jencks diagram of DNOA. 
 
Figure 5.8 Three-dimensional adiabatic ground potential energy surface, adiabatic ground state 
MEP (solid blue line) and adiabatic excited MEP (red squares). 
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dimensional diagrams explicitly show the dependence of the adiabatic energy on both the 
ET and PT coordinates. A third representation of this data is shown in Figure 5.9, which  
 
Figure 5.9 X-Y plane of three-dimensional More O’Ferrall-Jencks diagram for the adiabatic 
ground state of DNOA. Energy indicated by color gradient and black contour lines every 5 
kcal/mol. Ground state MEP (blue solid line) and excited MEP (red squares) are also shown. 
 
is the X-Y plane of the three-dimensional graph shown in Figure 5.7 with black contour 
lines marking every 5 kcal/mol, along with the same color gradient and MEPs shown in 
Figure 5.7. In Figure 5.8, it can be seen that the excited state MEP follows a ridge along 
the ground state PES from ∆Rp = -0.4 to -0.1 while the ground state MEP follows a 
diagonal pathway with a slightly stronger dependence on the PT coordinate. Near the 
avoided crossing (∆Rp = 0.05), the ground state MEP passes smoothly over a ridge 
separating PT reactant and product states, during which it gains a stronger dependence on 
the ET coordinate. This only lasts for a small range of PT coordinates, however, and soon 
the ground state MEP reorients to follow a diagonal pathway to the final product state. 
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Meanwhile, the excited state MEP approaches the avoided crossing orthogonal to the 
ground state MEP, but at ∆Rp = 0.05 it has an abrupt change in direction and follows a 
diagonal pathway to the product state, mirroring that of the ground state MEP. Analysis 
of the three-dimensional More O’Ferrall Jencks diagrams indicates a predominantly one-
dimensional tunneling along the PT coordinate, remaining in the reactant electronic state, 
followed by an abrupt change in electronic character at the avoided crossing. At that 
point, the system becomes more strongly coupled between ET and PT and relaxes to the 
product state through a diagonal pathway within the two-dimensional tunneling space. 
 Considering the three-dimensional More O’Ferrall-Jencks diagrams of the self-
exchange reactions discussed in the Chapter 4, it is clear that DNOA proceeds along a 
different mechanistic pathway than any of the previously discussed reactions. The 
phenol/phenoxyl radical is most similar to DNOA in that the ground and excited state 
MEPs are orthogonal near the avoided crossing. However, the ground state MEP of the 
phenol/phenoxyl radical has a stronger dependence on the ET coordinate and the excited 
state MEP follows a ridge parallel to the ET coordinate and ground state MEP. In 
contrast, DNOA demonstrates an electronically non-adiabatic, concerted PCET 
mechanism that is more strongly dependent on the position of the proton. This could 
explain the strong dependence of the experimental rate constant of Nocera’s model 
system on the orientation of the salt-bridge interface. It is reasonable to assume that even 
before photo-excitation, the switched DONA interface already consists of a protonated 
electron acceptor molecule, thus the reaction is purely an ET mechanism and is not 
dependent on PT. It has been eluded to that this is the case and our results here support 
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this conclusion based on the strong dependence of the ground state MEP along the PT 
coordinate. In other words, this mechanism is akin to the “zig-zag” approach described 
by Cukier in that ET is dependent on the nuclei rearranging to the transition state for PT, 
at which point ET easily occurs and the system relaxes into the final product 
configuration.
10
 
5.6 Conclusions 
 In this chapter, we demonstrated the accuracy of MSDFT in computing adiabatic 
ground and excited state PESs for an electronically non-adiabatic, concerted PCET 
mechanism in DNOA, a model system developed by Nocera in which the electron donor-
acceptor pair is physically separated by an amidinium-carboxylate salt-bridge interface. 
Specifically, this expands the validation of MSDFT from our previous work on 
symmetric self-exchange reactions to an asymmetric system involving physically 
separated electron and proton donor-acceptor sites. Our results reproduce the 
thermodynamics of the adiabatic state as computed by high-level electronic structure 
theory calculations and demonstrates the inherent coupling of ET and PT in the DNOA 
complex. Furthermore, our analysis explicitly accounts for the low-lying excited 
adiabatic state based on the low-energy diabatic states 0b and 1a and their significant 
contribution to describing the adiabatic PES. Analysis of the three-dimensional More 
O’Ferrall-Jencks diagram of concerted PCET in the DNOA system presents a unique 
mechanism for electronically non-adiabatic PCET, different than that of the self-
exchange reaction between phenol and phenoxyl radical discussed in the previous 
chapter. 
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Chapter 6. Hydrogen Atom Abstraction of Ascorbate by TEMPO Radical 
Chapter 6.1 Introduction 
Ascorbic acid (Vitamin C) plays a critical role in biology as a strong reducing 
agent and contributes to the “scavenging” of free radicals in the human body. It is 
generally accepted that ascorbate, the deprotonated form of ascorbic acid most prevalent 
at physiological pH, provides reducing equivalents, in the form of an electron, to 
monooxygenases within transport vesicles through a vesicle membrane protein 
cytochrome b561 (Figure 6.1).
3,120–123
 It has been shown that ascorbate hydrogen bonds to 
a histidine residue in the active site of cytochrome b561. The proposed mechanism 
consists of a proton-coupled electron transfer (PCET) in which ascorbate donates an 
electron to the iron center of cytochrome b561, reducing it from Fe(III) to Fe(II), and 
provides a proton to the histidine residue (Figure 6.2).
3,124
 
 
Figure 6.1 Proposed structural model for bovine cytochrome b561, modified from Ref. 124, 
showing the ascorbate/ascorbyl radical conversions on both sides of the membrane. Fe = ion-
heme and H = histidine. Reprinted with permission from Warren, J. J. and Mayer, J. M. J. Am. 
Chem. Soc. 2010, 132, 7784-7793. Copywrite 2010 American Chemical Society. 
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Figure 6.2 Postulated histidine cycle mechanism for the concerted PCET reaction from ascorbate 
to the cytosolic haeme b centre of cytochrome b561. This scheme is based on the original model of 
Njus et al. with modifications by Nakanishi et al. Reprinted with permission from Nakanishi, N.; 
Takeuchi, F.; Tsubaki, M. J. Biochem. 2007, 142, 553-560. Copywrite 2007 Oxford University 
Press. 
 
 
Figure 6.3 Electron and proton transfer for the hydrogen atom abstraction of ascorbic acid 
(Hascˉ) by TEMPO radical (2,2,6,6-tetramethyl-piperidin-1-oxyl). 
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Experimentally, the kinetic and thermodynamic properties of the oxidation of 
ascorbate have been studied using the 2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO) 
radical as the oxidizing agent and proton acceptor (Figure 6.3).
34,35,125
  Interestingly, the 
hydrogen atom abstraction of ascorbate by the TEMPO radical does not follow the 
general trends in solvent kinetic effects (KSE) of phenol type substrates, as described by 
Ingold.
9
 It has been proposed that the hydrogen bond donating and/or accepting ability of 
a solvent explains the unusual KSE of ascorbate.
34,35
 Here, we summarize the 
experimental findings and the theoretical interpretations of experimental data for the 
ascorbate/TEMPO radical hydrogen atom abstraction, describe our investigation of this 
reaction using MSDFT, draw parallels of previous findings with our analysis, and 
highlight the additional insights provided by MSDFT. 
6.2 Background Information 
6.2.1 Experimental Thermodynamics 
 Because of its essential role in biology as a reducing agent, the redox chemistry of 
ascorbic acid has been extensively studied. Experimental pKa values and redox potentials 
provide relative free energies of sequential electron and proton loss (Figure 6.4).
48
 At 
physiological pH, ascorbic acid is most prevalent in its deprotonated anionic form, 
ascorbate (AscH
−
). Typically, ascorbate is thought of only in terms of its reducing ability, 
that is the loss of a single electron, but oxidation of ascorbate forms a high-energy neutral 
radical species that easily gives up a proton to form the stable ascorbyl radical (Asc
•–
). In 
fact, the “scavenging ability” of ascorbate is generally attributed to the resonance 
stabilization of this anionic radical species. Alternatively, ascorbate may be deprotonated  
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Figure 6.4 Thermodynamic “square scheme” for ascorbic acid. Horizontal arrows indicate proton 
loss and give the corresponding pKa. Vertical arrows give the one-electron reduction potential. 
Diagonal arrows indicate relative bond free energies for the corresponding one-electron/one-
proton loss of a formal hydrogen atom transfer. Reprinted with permission from Warren, J. J.; 
Tronic, T. A.; Mayer, J. M. Chem. Rev. 2010, 110, 6961-7001. Copywrite 2010 by American 
Chemical Society. 
 
to form a di-anion (Asc
2−
) and then oxidized, but with a pKa of 11.4 the initial PT step is 
thermodynamically unfavorable at physiological pH and the subsequent ET is not 
favorable enough to compensate. Thus, the oxidation of ascorbate to the ascorbyl radical 
is thought to be a concerted PCET process. 
6.2.2 Proposed Mechanism 
 Based on the work of Mayer,
12
 Hammes-Schiffer,
13
 Truhlar,
14
 and the validation 
studies discussed in Chapter 4, it is reasonable to expect the hydrogen atom abstraction of 
ascorbate to be electronically non-adiabatic, similar to the self-exchange reaction of 
phenol/phenoxyl radical. Both systems involve proton transfer between hydrogen-bonded 
  81 
oxygen atoms and provide stabilization of charge and unpaired spin density through 
conjugated systems. Previous computational work indicates that delocalization of the 
lone electron on the phenoxyl radical occurs across the conjugated benzene ring.
12
 This 
stabilizes a transition state between phenoxyl and phenol such that an electron is 
transferred between p-type orbitals perpendicular to the benzene ring molecular plane. 
This is in contrast to the self-exchange reaction of methanol/methoxyl radical, which 
proceeds through a typical HAT transition state where the electron is transferred between 
the same set of orbitals as the transferring proton, along the proton transfer coordinate.
12
 
Despite the fact that electron transfer occurs between two hydrogen bonded oxygen 
atoms, the methanol/methoxyl radical self-exchange reaction is deemed electronically 
adiabatic. Thus, it is concluded that stabilization of the orthogonal PCET transition state 
originates from the delocalization of charge and unpaired spin density across the 
conjugated benzene ring of phenol/phenoxyl radical system. 
 Comparing this analysis to the ascorbate/TEMPO radical system, it is expected 
that an electron is transferred from a p-type orbital of ascorbate perpendicular to the 
molecular plane due to its ability to stabilize charge and unpaired spin through its 
conjugated molecular ring.
126
 However, the TEMPO radical does not offer the same 
degree of delocalization. Resonance between the singly-occupied p-orbital of the 
TEMPO oxygen atom and the doubly-occupied lone pair p orbital on nitrogen offers 
some delocalization of the unpaired spin across the oxygen-nitrogen bond, but not to the 
extent of a conjugated benzene ring of phenol. 
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Here, we present our MSDFT analysis of the ascorbate/TEMPO radical hydrogen 
atom abstraction in efforts to classify the concerted PCET mechanism. Analysis of the 
system’s block-localized Kohn-Sham orbitals and corresponding atomic charges and 
unpaired spin density will connect this reaction to previous computational work and 
provide insight into the physical characteristics governing the concerted PCET 
mechanism. To our knowledge, computational analysis of the diabatic states, electronic 
non-adiabaticity, and electronic structure of the hydrogen atom abstraction of ascorbate 
by the TEMPO radical has yet to be reported prior to publication of this thesis. 
6.3 Methodology 
 Following the method described in Chapter 3, MSDFT is used to model the four 
charge-localized diabatic states involved in hydrogen atom abstraction of ascorbate by 
the TEMPO radical. Figure 6.5 depicts a two-dimensional More O’Ferrall-Jencks  
   
 
 
 
Figure 6.5 More O’Ferrall - Jencks diagram for PCET, where 0 and 1 (a and b) indicate 
localization of the electron (proton) on donor and acceptor sites, respectively, of ascorbate and the 
TEMPO radical. 
 
E
le
ct
ro
n
 T
ra
n
sf
er
 
Proton Transfer Asc
2−… TEMPO●H
+
 AscH
−
… TEMPO● 
AscH… TEMPO
−
 Asc
−
… TEMPOH 
  83 
diagram representing the two-dimensional tunneling space of electron transfer (ET) and 
proton transfer (PT). Valence bond (VB) structures represent the four diabatic states in 
the four corners of the diagram. Here, 0 and 1 indicate localization of the transferring 
electron on the ET donor and acceptor sites, respectively, while a and b indicate 
localization of the proton on the PT donor and acceptor sites. Based on these VB 
structures, block-localized Kohn-Sham (BLKS) functions are defined as 
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where De and Ae represent the ascorbate and TEMPO molecules, respectively, and the 
proton donor and acceptor oxygen atoms are written explicitly. A key benefit of this 
method is that the delocalization of electron density within the ascorbate molecule is 
explicitly modeled by the orthogonality constraint enforced on all KS orbitals within a 
given block. Figure 6.6 depicts the block-localization of Kohn-Sham orbitals within the 
ascorbate/TEMPO radical model system. BLKS orbitals within the donor block (i.e. 
ascorbate) are optimized to be orthogonal to one-another, giving rise to delocalization 
across the ascorbate molecule. Meanwhile BLKS orbitals between the donor and acceptor 
(i.e. TEMPO) blocks are non-orthogonal, which retains the charge-localized nature of the 
diabatic states. The latter are represented here by the VB structures depicted in Figure 6.5 
and eqs 1 – 4. 
  84 
 
 
Figure 6.6 Schematic drawing of MSDFT donor (green) and acceptor (yellow) blocks for the 
model system of ascorbate/TEMPO radical in diabatic state 0a where the transferring electron 
and proton are both assigned to the donor block. 
 
 Furthermore, the full range of PCET mechanisms, from stepwise ET/PT and 
PT/ET to concerted PCET and within the entire continuum of concerted mechanisms, is 
characterized by the degree of coupling among these BLKS functions. As mentioned 
above, the thermodynamics of the stepwise mechanism, indicated in Figure 6.5 along the 
sides of the diagram, are highly unfavorable for ascorbate/TEMPO, thus are not expected 
to play a significant role in this PCET mechanism. The expected pathway is within the 
interior of the More O’Ferrall Jencks diagram, that is, a concerted PCET mechanism. As 
demonstrated by validation studies in Chapter 4, the MSDFT method accurately models 
the degree of electronic adiabaticity that distinguishes concerted PCET mechanisms and 
provides insight into the origin of the electronic coupling. 
6.4 Computational Details 
 Previous computational studies justify the use of a truncated model for ascorbate 
where the dihydroxyethyl tail is replaced by a hydrogen atom, namely, α-hydroxytetronic  
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Figure 6.7 Gas phase optimized structure for the model system of ascorbate and the TEMPO 
radical, using M062X/6-31+G(d). Atom numbering indicated for ascorbate molecule. 
 
acid. Comparison to experimental data confirms that α-hydroxytetronic acid retains 
important physical characteristics of ascorbate, including bond distances and isotropic 
hyperfine couplings.
126,127
 The latter are directly proportional to α-β spin density, which 
is especially critical for modeling ascorbate as its radical scavenging ability is generally 
attributed to its ability to delocalize unpaired spin density, thus stabilizing the ascorbyl 
radical.
128
 Gas phase computations on the full ascorbate structure indicate an internal 
hydrogen bond is formed between the dihydroxthyl tail of ascorbate and O3 (see Figure 
6.7 for atom numbering). However, molecular dynamics simulations showed that the 
internal hydrogen bond is likely to dissociate quickly upon solvation and does not 
significantly affect the geometry of the ascorbate ring.
127
 
Using α-hydroxytetronic acid as a model of ascorbate, the transition state 
structure of the hydrogen-bonded ascorbate/TEMPO complex was optimized in the gas 
phase using M06-2X/6-31+G(d) as implemented in Gaussian 09 (Figure 6.7). Frequency 
calculations at the same level of theory revealed a single imaginary frequency 
corresponding to the stretching mode along the linear proton transfer coordinate between 
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O2 of ascorbate and the oxygen of TEMPO. Bond distances, Mullikan population 
charges, and spin densities are in agreement with previous computational studies of 
ascorbate.
126
 
 A locally modified GAMESS
112,129
 code was used to carry out MSDFT 
calculations at the PBE0/6-31G(d) level of theory. The transition state geometry was held 
fixed and the transferring hydrogen was moved linearly along the proton transfer reaction 
coordinate, defined as the difference in the distance between the transferring hydrogen 
and the donor (D) oxygen and that of the acceptor (A) oxygen: ∆Rp = Rp(D) – Rp(A). 
This follows from the fact that proton and electron transfers are significantly faster than 
heavy atom motions as in the Marcus theory of electron transfer. 
6.5 Results and Discussion 
6.5.1 MSDFT Potential Energy Surfaces 
 Based on the optimized transition state structure, MSDFT was used to plot one-
dimensional potential energy surfaces (PES) of the four diabatic states (eqs 1 – 4), 
assuming a linear proton transfer coordinate between oxygen atoms (Figure 6.8). Similar 
to the asymmetric DNOA system, the overall reaction has a non-zero driving force, but in 
this case is exothermic. As before, diabatic states 0a and 1b are localized within the 
reactant and product sides of the PT coordinate, respectively. These diabatic states cross 
at ∆Rp = -0.09 with an energy about 20 kcal/mol above the reactant state (diabatic state 
0a at ∆Rp = -0.30). Surprisingly, the two higher-energy diabatic states 0b and 1a do not 
cross along the PT coordinate. Diabatic state 0b remains highest in energy throughout the 
proton transfer coordinate, even within the product region (∆Rp > 0.0) where the proton is  
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Figure 6.8 Diabatic and adiabatic state potential energy curves for the model system of 
ascorbate/TEMPO radical. 
 
Figure 6.9 Effective diabatic and the adiabatic state potential energy curves for the model system 
of ascorbate/TEMPO radical. 
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physically near the TEMPO oxygen atom in the acceptor block. On the other hand, 
diabatic state 1a behaves as expected with a lower energy on the reactant side of the PT 
reaction coordinate (∆Rp < 0.0). 
Coupling of all four diabatic states, 0a, 0b, 1a, and 1b through configuration 
interaction, provides the adiabatic ground and excited state PES (Figure 6.8). Unlike the 
adiabatic states of the isoelectronic hydrogen-exchange reactions discussed in Chapter 4 
and the DNOA complex discussed in Chapter 5, the excited state of ascorbate/TEMPO 
radical is localized on the reactant side of the proton transfer coordinate. The origin of 
this asymmetry can be attributed to the high-energy of diabatic state 0b. The ground state 
adiabatic maximum occurs near ∆Rp = -0.05 with a reaction barrier of 9.5 kcal/mol and 
an excited-ground state energy gap of 26 kcal/mol.  
6.5.2 MSDFT Classification of Ascorbate/TEMPO Radical PCET Mechanism 
As mentioned above, it is reasonable to predict ascorbate/TEMPO will behave 
similarly to the self-exchange reaction of phenol/phenoxyl, which is an electronically 
non-adiabatic concerted PCET mechanism. Here, we investigate the nature of this 
reaction in an effort to classify it within the regime of concerted PCET mechanisms.  
First we consider the two-state representation of electron-localized CPET reactant 
and product states, defined as 
BLKSBLKSCPET
bbaaR cc 0000   (8) 
BLKSBLKSCPET
bbaaP cc 1111    (9) 
where c  (γ = 0a, 0b, 1a, and 1b) is a configuration interaction coefficient optimized for 
each effective diabatic state CPETR  and 
CPET
P . As shown in Figure 6.9, coupling of these 
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effective diabatic states reproduces the adiabatic PES. The same cannot be said of the 
proton-localized HAT states. Specifically, the HAT product state is higher in energy than 
the adiabatic excited state in the reactant region of the PT reaction coordinate, thus, 
coupling of the reactant and product HAT states will give a PES higher in energy than the 
adiabatic excited state within this region. In addition the crossing point of the CPET 
states is lower in energy than that of HAT. Based on this diagnostic test, MSDFT analysis 
identifies the hydrogen atom abstraction of ascorbate by the TEMPO radical as an 
electronically non-adiabatic process. 
 However, the relatively large adiabatic energy gap indicates a mechanism 
different from that of the phenol/phenoxyl radical self-exchange reaction. Similar trends 
were found for the MSDFT-computed electronic coupling constant, defined as  
CPET
PR
CPET
PRg
CPET
PR
PR
S
SH
V
,
,,
,
1



 (10) 
where εg is the adiabatic ground state energy, 
CPET
P
CPET
R
CPET
PR HH ,  is the off-
diagonal Hamiltonian matrix element and 
CPET
P
CPET
R
CPET
PRS ,  is the overlap matrix 
element in the two-state basis of the reactant and product electron-localized effective 
diabatic states, CPETR and 
CPET
P . Table 6.1 summarizes the electronic coupling, 
adiabatic energy gap (∆Eadia), and mechanistic classification (if any) for PCET reactions 
discussed in this work. Based on this data, the ascorbate/TEMPO radical hydrogen atom 
abstraction is best classified as a concerted PCET mechanism with intermediate 
electronic adiabaticity between that of the phenol/phenoxyl radical and the toluene/benzyl 
radical self-exchange reactions, similar to the aniline/aniline radical system. 
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Tabel 6.1 Electronic coupling constants, adiabatic energy gap, and classification of 
PCET mechanism. 
 
Vel (kcal/mol)  
 
 
MSDFT 
PBE0 
6-31G(d) 
CASSCF 
(3,6) 
6-31G 
∆Eadia 
(kcal/mol) 
Mechanism 
Benzyl/Tolune  23 41 128 HAT 
Aniline radical/Aniline  10 n/a 20 Intermediate 
Phenoxy/Phenol  1.5 2.0 3.0 CPET 
Ascorbate/TEMPO
● 
 11 n/a 26 CPET 
Ru
III
(tmbyp)3/Dinitrobenzoate  0.0 0.5 1.2 CPET 
 
 The three-dimensional More O’Ferrall-Jencks diagram indicates a ridge along the 
ground state PES separating the PT reactant and product states (Figure 6.10). It does not, 
however, indicate a conical intersection seam due to the relatively large adiabatic energy 
gap along the ground state PES ridge. The ground state minimum energy path smoothly 
traverses the ridge from reactants to products, while the excited state minimum energy 
path is relatively collinear with the ground state path (Figure 6.11). In particular, the 
ground and excited pathways are only slightly orthogonal at the transition state proton 
position. 
 Lastly, we consider the structural weights of the four diabatic states as a measure 
of their respective contributions to the overall adiabatic ground state (Figure 6.12). As 
expected, the high-energy diabatic state 0b contributes very little along the entire PT 
reaction coordinate. The reaction is dominated by diabatic state 0a before the adiabatic 
maximum (∆Rp = -0.05) and smoothly transitions to the 1b diabatic state. Despite the 
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relatively low energy of diabatic state 1a before the adiabatic maximum, it contributes 
relatively little to the adiabatic ground state. 
 
Figure 6.10 Three-dimensional More O’Ferrall-Jencks diagram for ascorbate/TEMPO radical 
model system. 
 
 
Figure 6.11 X-Y plane of three-dimensional More O’Ferrall-Jencks diagram for the adiabatic 
ground state of ascorbate/TEMPO radical model system. Energy indicated by color gradient and 
black contour lines every 10 kcal/mol. Ground state MEP (blue solid line) and excited MEP (red 
squres) are also shown. 
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Figure 6.12 Structural weight of each diabatic state as a function of the proton transfer coordinate 
for the ascorbate/TEMPO radical model system.  
 
6.5.3 Physical Properties of Ascorbate/TEMPO Hydrogen Atom Abstraction 
Given the results above supporting a CPET mechanism with relatively large 
electronic adiabaticity, further analysis was carried out to elucidate the physical 
properties that govern this reaction. Specifically, the MSDFT optimized BLKS orbitals 
and atomic charges of each diabatic state were studied. For comparison, Gaussian09 was 
used to compute these same properties using traditional, delocalized DFT formalism. 
It has been well-documented in this work that diabatic state 0b is energetically 
unfavorable throughout the proton transfer coordinate, giving rise to an unusually large 
separation between adiabatic ground and excited states on the product side of the PT 
coordinate. Based on its VB structure (De
−
 -O
−…+●HO-Ae), this state has the largest 
degree of charge separation of the four diabatic states. It is proposed that this unfavorable 
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Tabel 6.2 Löwdin atomic charges for the ascorbate/TEMPO radical model complex. 
 
Atom 
Diabatic 
State 
Reactant Diabatic 
Cross. 
Adia. TS Product max∆(a) 
O2 
0a - 0.54 - 0.58 - 0.59 - 0.73 0.19 
0b - 0.73 - 0.77 - 0.77 - 0.76 0.04 
1a - 0.42 - 0.46 - 0.46 - 0.48 0.06 
1b - 0.56 - 0.54 - 0.54 - 0.46 0.10 
H 
0a + 0.45 + 0.53 + 0.54 + 0.63 0.18 
0b + 0.64 + 0.67 + 0.66 + 0.51 0.16 
1a + 0.50 + 0.60 + 0.62 + 0.64 0.14 
1b + 0.63 + 0.61 + 0.60 + 0.46 0.14 
OTEMPO 
0a - 0.37 - 0.43 - 0.44 - 0.52 0.15 
0b - 0.40 - 0.44 - 0.44 - 0.39 0.05 
1a - 0.72 - 0.76 - 0.76 - 0.69 0.07 
1b - 0.70 - 0.72 - 0.61 - 0.51 0.21 
N 
0a - 0.10 - 0.06 - 0.05 + 0.04 0.14 
0b - 0.07 0.00 0.00 + 0.07 0.14 
1a - 0.30 - 0.30 - 0.30 - 0.29 0.01 
1b - 0.30 - 0.29 - 0.29 - 0.29 0.01 
(a)  maxΔ indicates the largest change in magnitude of the atomic charge for a given diabatic state 
along the PT coordinate. 
 
electronic structure is the origin of the high energy of state 0b, even when the proton 
position is physically near the acceptor site (i.e. positive ∆Rp values). Table 6.2 lists 
Löwdin atomic charges for each diabatic state at the reactant (∆Rp = - 0.3), diabatic 
crossing point (∆Rp = - 0.09), adiabatic transition state (TS) (∆Rp = - 0.05), and product 
(∆Rp = 0.3) proton position of the ascorbate/TEMPO complex.  
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 Overall, the magnitude of an atomic charge for a given diabatic state varies by 0.2 
a.u. or fewer along the proton transfer coordinate. Compared to analysis done by 
Hammes-Schiffer on the phenol/phenoxyl radical and toluene/benzyl radical,
13
 there is 
relatively small charge redistribution along the proton transfer coordinate, consistent with 
an electronically adiabatic HAT process similar to the toluene/benzyl radical system. 
However, the change and magnitude of the proton being transferred (+0.45 to +0.67), the 
ascorbate O2 oxygen (-0.42 to -0.77), and the TEMPO oxygen (-0.37 to -0.76) atomic 
charges indicate significant charge separation along the proton transfer coordinate. This is 
more consistent with an electronically non-adiabatic process as in the reaction between 
phenol and phenoxyl radical. Furthermore, the largest change occurs between the 
adiabatic maximum and the product proton positions, supporting the conclusion that 
charge separation is the underlying physical property determining the unfavorable 
electronic configuration of state 0b. 
 The charges in Table 6.2 are computed using the BLKS determinants (i.e. diabatic 
states 0a, 0b, 1a, 1b). To ensure that the atomic charges were not an artifact of the block-
localization of the electron density, we also obtained the Löwdin charges using 
traditional, delocalized KS determinants. While the proton and ascorbate O2 charges are 
consistent with those computed using BLKS determinants (+0.57 and -0.67, 
respectively), the TEMPO radical oxygen has almost half the magnitude of negative 
charge (-0.23) when computed using delocalized DFT. Although we do not have a good 
explanation for the 0.2 difference in the magnitude of the TEMPO radical oxygen at the 
transition state, the hydrogen and ascorbate O2 charges are of similar magnitude of the  
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Figure 6.13 Singly-occupied molecular orbitals (SOMO) at the transition state structure of the 
CPET reaction between the ascorbate model compound and TEMPO radical. (isovalue = 0.002) 
 
transferring proton and carboxylate oxygen acceptor site in Nocera’s DNOA complex, 
which vary depending on the diabatic state from +0.35 to +0.53 and from -0.43 to -0.50, 
respectively. The smaller negative charge on the carboxylate oxygen is consistent with 
the more delocalized electron density across the carboxylate moiety compared to the O-N 
bond of TEMPO. Given the relatively small change along the proton transfer coordinate, 
but the large magnitude of charge, the ascorbate/TEMPO radical system experiences little 
charge redistribution, but maintains significant charge separation. 
 Analysis of the BLKS orbitals indicates that the singly occupied molecular 
orbitals (SOMO) of states 0a and 0b are π orbitals with anti-bonding character between 
the oxygen atoms and C=C double bonds. They are localized on ascorbic acid and 
perpendicular to its molecular plane. On the other hand, the SOMO of states 1a and 1b 
are π orbitals localized on TEMPO perpendicular to the oxygen-nitrogen bond (Figure 
6.13). Although arguments based on orbital symmetry break down for asymmetric 
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reactions,
14
 the BLKS orbitals suggest that electron transfer between ascorbate and the 
TEMPO radical involve orthogonal π-type orbitals consistent with the CPET mechanism. 
6.6 Conclusions 
 Application of the MSDFT method to the hydrogen atom abstraction of ascorbate 
by the TEMPO radical suggests a concerted PCET mechanism with intermediate 
electronic adiabaticity. Several properties have been presented supporting this 
classification. The simple diagnostic test based on the effective diabatic PES computed 
from MSDFT indicate an electronically non-adiabatic CPET mechanism, while the 
adiabatic PES computed from these diabatic states displays relatively large adiabatic 
energy gap. This is reflected in the MSDFT electronic coupling constant, which is of 
similar magnitude as the aniline/aniline radical self-exchange reaction. The three-
dimensional More O’Ferrall-Jencks diagram displays only one ridge and no conical 
intersection seam, although the ground state and excited state minimum energy pathways 
are slightly orthogonal to one another near the transition state. The ground state minimum 
energy pathway and the structural weights of each diabatic state suggest a smooth 
transition from reactant to product states with slight contribution from excited state 1a. 
Lastly, both the Löwdin atomic charges and SOMO computed using BLKS orbitals are 
consistent with an electronically non-adiabatic CPET mechanism. 
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Chapter 7. Kinetic Isotope Effects of Hydrogen Atom Abstraction of Ascorbate by  
TEMPO Radical 
7.1 Introduction 
One experimental observable that offers direct insight into concerted proton-
coupled electron transfer (PCET) mechanisms is the kinetic isotope effect (KIE) and its 
solvent and temperature dependence.
9,23,56,130
 The larger mass of a deuterium-substituted 
system than its hydrogen counterpart can have profound effects on the observed rate of 
proton transfer (or hydrogen atom or hydride transfer). The ratio of the hydrogen to 
deuterium rate constants indicates the degree to which nuclear quantum effects, including 
tunneling, contribute to the rate-limiting step of the mechanism. A number of methods 
have been used to model KIEs in complex systems such as reactions in solution and in 
enzymes, and it is of particularly interest to understand nuclear quantum effects in 
proton-coupled electron transfer reactions. Given our current understanding of PCET 
mechanisms highlighted in Chapter 2, the “amount” of tunneling that is observed could 
be potentially important in distinguishing electronically adiabatic hydrogen atom transfer 
(HAT) mechanisms (i.e. over the barrier reaction with small tunneling contributions) 
from electronically non-adiabatic concerted proton-electron transfer (CPET) mechanisms 
(i.e. significant tunneling through the potential energy barrier). In this chapter, we aim to 
interpret experimental KIEs of the formally hydrogen atom abstraction of ascorbate by 
the TEMPO radical (2,2,6,6-tetramethyl-piperidin-1-oxyl), which has previously 
demonstrated unusual kinetic solvent effects (KSE). 
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7.2 Background Information 
7.2.1 Kinetic Solvent Effects of Phenols 
 Ingold and co-workers have extensively studied hydrogen atom abstraction 
reactions of phenols and have identified specific substrates and solvents that display 
predictable KSE.
9,49,63,131,132
 Phenol reactions displaying “normal” KSE exhibit smaller 
observed rates in hydrogen-bond accepting solvents, presumably due to hydrogen 
bonding between the transferring proton and a solvent molecule.
9
 As discussed in 
Chapter 2, Ingold presented a phenomenological rate constant expression to account for 
the effects of solvent-substrate hydrogen bonding in hydrogen atom abstraction reactions. 
Reactions that do not follow the “normal” trend are explained in terms of a competing 
side reaction, namely sequential proton-loss electron transfer (SPLET). Within the 
context of PCET mechanisms, this corresponds to a stepwise PT/ET mechanism that 
competes with the concerted PCET mechanism(s). The rate constant expression reflects 
the competition between these mechanisms as a sum of separate rate constants. This 
model has proven useful in explaining the unusually large rate constants observed for 
hydrogen atom abstraction of phenols by free radicals in alcoholic solvents and for 
phenols with low pKa values in non-hydroxylic, polar solvents.
9,49,63
 
7.2.2 Previous Studies of Ascorbate/TEMPO Radical Reaction 
Mayer and co-workers reported KSE of the hydrogen atom abstraction of 
ascorbate by the TEMPO radical that do not follow the trend of decreased rate in stronger 
hydrogen bond accepting solvents.
34
 Based on thermodynamic arguments,
48
 Mayer ruled 
out the possibility of a stepwise mechanism to play a role in the ascorbate/TEMPO 
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radical reaction in favor of a concerted proton-coupled electron transfer process, and thus 
it does not follow the formalism of Ingold’s SPLET mechanism. In Chapter 6, we have 
shown that the ascorbate hydrogen abstraction by the TEMPO radical is best described by 
a CPET mechanism in the gas phase, in accord with Mayer’s conclusion. In the 
following, we restrict our discussion to concerted PCET mechanisms. 
 Analysis of the ascorbate/TEMPO radical reactions in a variety of solvents lead 
Mayer and co-workers to identify the importance of local solvation effects to explain the 
unusually large changes in the observed rate and equilibrium constants.
34
 After ruling out 
bulk solvent effects, such as a change in dielectric constant or ionic strength, the local 
solvation of ascorbate is suggested to be primarily responsible for the changes in driving 
force of the ascorbate/TEMPO radical reaction. Comparison of the Abraham et al.
61
 
empirical solvent parameters with respect to changes in the observed rate and equilibrium 
constants leads Mayer and co-workers to propose an alternative model (as opposed to 
Ingold’s proposal) of ascorbate/solvent interactions. Rather than the ability of ascorbate 
to form a hydrogen bond with a solvent hydrogen bond acceptor molecule, which is 
implied in Ingold’s explanation of unusual phenol KSE,9 the hydrogen bond donating 
ability of a solvent is identified as the important factor. Supported by density functional 
theory (DFT)
126
 and molecular dynamics studies of ascorbate,
127
 it is proposed that a 
solvent molecule forms a hydrogen bond with the deprotonated O3 oxygen of ascorbate 
and, in turn, increases the bond dissociation free energy of the O2-H bond. It is argued 
that this secondary effect reduces the observed rate constant and equilibrium constant 
compared to that of a non-hydrogen bond donating solvent. 
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 The kinetics of hydrogen atom abstraction of ascorbate by the TEMPO radical 
have also been studied by Sajenko et al. in which temperature dependent KIE are 
reported for pure water and water/1,4-dioxane solvent mixtures.
35
 In pure water, the KIE 
is 24.2 at room temperature, which is well above the semiclassical limit, suggesting that 
tunneling is involved in this reaction. The addition of dioxane was found to increase the 
observed KIE proportional to the dioxane mole fraction of the aqueous mixture. This 
suggests that reduced solvent polarity tends to enhance nuclear tunneling. 
To put these results into context of Mayer’s work, the relative effects of a non-
polar, non-hydrogen bond donating solvent must be compared to the effects of water. In 
the studies reported by Mayer, small quantities of various solvents are added to 
acetonitrile, but it was found to have little effects on the rate and equilibrium constants of 
the ascorbate/TEMPO radical reaction. When small amounts of water are added, 
however, there is significant decrease both in rate and equilibrium constants, indicating 
that water inhibits hydrogen atom transfer. In contrast, when similar mole fractions of 
dimethoxyethane (DME) are added to acetonitrile, negligible effects were found on rate 
and equilibrium. Thus, it is reasonable to assume that a nonpolar, non-hydrogen bond 
donating solvent like 1,4-dioxane would have little effect on the reactivity of the 
ascorbate towards hydrogen atom abstraction by the TEMPO radical. 
Taking into account these observations, the solvent effects on KIE reported by 
Sjenko et al. can be attributed to reduced water solvent effects, possibly due to disruption 
of the local hydrogen bonding network surrounding the ascorbate molecule by the 
dioxane additive. This analysis is consistent with the argument that local solvation is 
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important in the mechanism of hydrogen atom abstraction of ascorbate by the TEMPO 
radical. However, it remains unclear as to how this occurs. In this chapter, we investigate 
the temperature dependence of the KIEs of the ascorbate/TEMPO radical reaction in 
efforts to elucidate the underlying mechanistic factors contributing to the unusual kinetic 
solvent effects observed for this reaction. 
7.3 Methodology 
7.3.1 Non-adiabatic Rate Theory of PCET Mechanisms 
Following the work of Cukier,
26
 Hammes-Schiffer,
24,53,54,133
 and others,
31,87,134
 the 
rate expression for PCET may be expressed as a two-dimensional extension of the one-
dimensional Marcus theory of electron transfer, in which electron transfer and proton 
transfer coordinates are explicitly treated. In the limit of electronically non-adiabatic 
electron transfer, PCET is best described as a set of paraboloid-shaped free energy 
surfaces, representing electron-localized reactant and product diabatic states.
24,25
 Using 
the notation of multistate density functional theory (MSDFT) discussed in Chapter 3, 
electronic diabatic states in CPET are given by 
bbaa
CPET
R cc 0000   (1) 
bbaa
CPET
P cc 1111   (2) 
where Ψγ is the wavefunction of diabatic state γ and cγ is the configuration interaction 
coefficient of that state (γ = 0a, 0b, 1a, 1b). The coupling of protonic states a and b 
within each electronic state ascribes to a set of two vibrational wavefunctions localized 
within each electronic state potential well. Thus, the coupling of a PCET reaction is 
dependent on both the electronic and the protonic state and is termed vibronic coupling 
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(Vμν), where μ and ν indicate the proton vibrational wavefunction within electronic states 
CPET
R and 
CPET
P , respectively. This coupling is analogous to the one-dimensional ET 
coupling (VRP) in Marcus theory
51
 and the PCET rate constant is given as  
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where RP   is the Boltzman population of proton vibrational wavefunction level μ 
localized within the potential well of the reactant electronic state CPETR , Vμν is the 
vibronic coupling of states CPETR  and 
CPET
P  for a given set of vibrational levels μ and ν, 
and λμν and ∆G⁰μν are analogous to Marcus theory’s reorganization energy and driving 
force, respectively, with an additional dependence on the proton vibrational levels μ and 
ν.25 In the electronically non-adiabatic limit, Vμν may be approximated by 
  SVV el
PR
el  , where Vel is electronic coupling of states 
CPET
R  and 
CPET
P  and Sμν 
is the Franck-Condon overlap of proton vibrational wavefunctions R  and 
P
 .
26,54
 
 Based on Hammes-Schiffer’s expression of electronically non-adiabatic PCET 
rate, Mayer and co-workers have derived approximate expressions for the 
hydrogen/deuterium KIE.
87
 As in Marcus theory,
51,135
 the reorganization energy may be 
separated into inner and outer contributions, where only the inner sphere reorganization 
depends on the vibrational state. The outer sphere reorganization effects are assumed to 
be significantly larger than inner sphere effects; thus, the pre-exponential term 
TkB /  is of similar magnitude for both isotopes and does not contribute to the 
KIE. Because the electronic potentials are the same for both isotopes, Vel is independent 
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of vibrational states μ and ν and does not contribute to the KIE. Lastly, extensive 
experimental data,
46,66
 suggest ΔGºμν  <  λμν. This is a key observation that justifies the 
simplification of the KIE by removing the quadratic dependence of the free energy 
barrier (ΔG‡μν) on ΔGºμν  and  λμν, leading to a linear free energy relationship 
ΔG‡μν 
42
 



G
. (3) 
Given these assumptions, the KIE is defined as 
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where i = H, D and ζi is a double sum over bound vibrational states, μ and ν. In addition, 
Mayer and co-workers
87
 used a weight (Wμν) to quantify the fractional amount each μ → 
ν transition contributes to the overall rate: 
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7.3.2 Variational Transition State Theory – An Adiabatic Rate Theory 
 Assuming that a given reaction is well-characterized by a one-dimensional 
reaction coordinate separable from all other degrees of freedom of a reaction complex, a 
section of the adiabatic potential energy surface may be identified as the transition state 
barrier separating reactant from product states (Figure 7.1). If all states within this barrier, 
i.e. transition states, are assumed to originate from the reactant states and proceed in a 
forward direction to form product states, then the rate of reaction is the rate at which  
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Figure 7.1 Schematic of transition state theory (TST) dividing surface along one-dimensional 
minimum energy path (MEP) of adiabatic potential energy surface. 
 
transition states cross the barrier. If we assume that all transition states are in quasi-
thermal equilibrium with the reactant states, then this rate may be expressed in terms of 
statistical mechanical partition functions and the relative energy barrier between 
transition states and reactant states. Known as transition state theory (TST),
36
 this rate 
constant is defined as 
]/)0(exp[
)(
),(
TksV
T
TsQ
h
Tk
k BMEPR
TS
BTST 

  (6) 
where kBT/h is known as the frequency factor (kB is the Boltzman constant, T is 
temperature, and h is the Planck constant), Q
TS
(s,T) and ΦR(T) are the transition state and 
reactant partition functions, respectively, and VMEP is the energy of the classical potential 
energy function at the transition state barrier (s = 0). This provides the classical rate 
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prediction based on a given potential energy function, VMEP, and in fact gives the upper 
limit to the actual rate. Because real chemical systems may re-cross the transition state 
barrier several times and may never convert to the product state, a more accurate rate 
constant may be computed by minimizing the classical rate constant expression with 
respect to the one-dimensional reaction coordinate (s). 
),()],(min[ *sTksTkk TSTTSTCVT  . (7) 
This approach is termed canonical variational transition state theory, or simply CVT,
36
 
and has proven useful in a variety of chemical systems. The key benefit of using CVT of 
traditional TST is that both entropic and enthalpic properties are taken into account when 
choosing the transition state barrier. As a result, the CVT barrier may be before, after, or 
equivalent to the classical VMEP barrier defined as s = 0. In addition, some reactions may 
even be barrierless in TST, but with a significant entropy barrier in CVT. 
 Additional improvements are made by including nuclear quantum effects such as 
tunneling through the classical barrier, zero-point energy effects, non-classical reflection, 
and non-separability of the reaction coordinate.
36,103
 These effects are introduced in the 
rate expression as a pre-exponential transmission coefficient (κCVT/γ) 
CVTCVTCVT kk   //   (8) 
where γ indicates the level of theory used to compute the quantum mechanical correction. 
This correction may be computed using ab initio quantum mechanical electronic structure 
theory and by semi-classical approaches, such as small curvature tunneling (SCT) or 
large curvature tunneling (LCT).
36,103
 Briefly, SCT assumes little deviation from the 
classical ground state MEP and occurs by vibrationally adiabatic tunneling through a 
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contracted classical barrier. Contraction of the barrier results in a shorter tunneling 
distance and increased tunneling probability. On the other hand, LCT is a non-adiabatic 
correction that assumes tunneling occurs along the linear pathway that connects reactant 
and product states by the shortest distance. In addition to varying the semi-classical 
treatment of tunneling, the microcanonical optimized multidimensional tunneling 
(μOMT) approach may be used in which a transition state barrier is optimized for each 
total energy of the system.
36
 
7.4 Computational Details 
The input quantities necessary to compute the non-adiabatic rate theory KIE (eq 
4) are determined by solving the one-dimensional time-independent Shrödinger equation 
iii EH   
ˆ , where )()/)(2/(ˆ 222 xVxmH i   and 
i
  is the vibrational 
wavefunction of a bound state μ in the potential energy well of electronic state i = R or P. 
Here, the potential Vi(x) is defined as 
CPET
R  or 
CPET
P for i = R or P, respectively. Thus, 
the one-dimensional reaction coordinate (x) is the linear proton transfer coordinate (ΔRp) 
defined in Chapter 6. Using the BEx1D program,
136
 each vibrational wavefunction is 
approximated as a linear combination of 500+ harmonic oscillator functions and the 
resulting eigenvalue problem is solved for each electronic state. The thermodynamic 
terms, ΔGºμν  and  λμν, are computed directly from the resulting eigenvalues and the 
Franck-Condon term is computed as the overlap of corresponding eigenfunctions. By 
changing the value of m in the Hamiltonian expression, these input values are computed 
for both the hydrogen (H) and deuterium (D) isotopes.  
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The adiabatic CVT rate constants are computed using the POLYRATE
137
 and 
GAUSSRATE
138
 programs interfaced with Gaussian 09.
139
 Starting from the gas-phase 
optimized transition state structure of the ascorbate/TEMPO radical model system 
(Chapter 6), the intrinsic reaction coordinate (IRC) method implemented in Gaussian 
09
139
 was used to compute the minimum energy path along the classical ground state 
potential energy surface, connecting both the reactant and product states to the transition 
state. Solvent effects were incorporated by optimizing the transition state structure and 
IRC using a polarizable continuum model (PCM), as implemented in Gaussian 09. 
7.5 Results and Discussion 
7.5.1 Temperature-Dependent Kinetic Isotope Effects from Non-adiabatic Rate 
Theory 
The computed eigenvalues of the one-dimensional time-independent Schrodinger 
equation (i.e. vibrational energy levels) are shown in Figure 7.2 relative to the zero point 
energy of each potential, CPETR  and   
CPET
P . The significant anharmonic character of the 
product potential results in smaller energy gaps between vibrational energy levels 
compared to those of the reactant potential. In addition, the nearly double-well character 
of the product potential significantly lowers the inner reorganization energy, defined as 
the energy of the product state calculated at the equilibrium distance of the reactant state 
(∆Rp = -0.3) with respect to the zero point energy of the product state. Isotopic effects 
further reduce the energy level splitting within each potential, to a greater extent within 
the product potential well. 
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 The Boltzmann population distribution, thermodynamic terms, and Franck-
Condon overlap values are summarized in Table 7.1 for the three largest-weighted μ → ν 
transitions of each isotope at T = 298 K.  Notice the significant contribution of the 0 → 1 
transition to the D rate constant, whereas the H rate constant is overwhelmingly 
dominated by the 0 → 0 transition. The vibrational overlap increases by approximately 
one order of magnitude for both isotopes when going from 0 → 0 to 0 → 1 transitions, so 
this is not the determining factor. The relative energy of the reactant and product 
vibrational levels of the 0 → 0 transition is approximately equal for H and D, but the 0 → 
1 transition is 2.9 kcal/mol exothermic for D, compared to the nearly isoenergetic 0 → 1 
transition of H. Thus, the exothermicity of the 0 → 1 transition accounts for its 
significant contribution to the D rate constant. As the temperature is increased, the 0 → 1 
 
Figure 7.2 Ascorbate/TEMPO radical electron-localized 
CPET
R  and 
CPET
P potential energy 
functions and the adiabatic ground state adia  (same as Figure 4b), and vibrational energy levels 
for hydrogen (dashed lines) and deuterium (dotted lines). 
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Table 7.1. Thermodynamic and vibrational overlap terms for the ascorbate/TEMPO 
radical model system, including the Boltzmann population and relative weight of the 
three largest contributing transitions at T = 298 K. 
 
Transition 
(μ,ν)  
Δεμν 
(kcal/mol) 
λin(μ,ν) 
(kcal/mol) 
Sμν Wμν 
H 
(0,0) 0.999999998 -10.9 33.9 1.94x10
-3
 99.2% 
(0,1) 0.999999998   -0.1 23.1 1.53x10
-2
   0.7% 
(1,0) 0.000000002 -22.8 33.9 9.89x10
-3
   0.1% 
D 
(0,0) 0.999999518 -10.7 36.1 5.92x10
-5
 74.2% 
(0,1) 0.999999518   -2.9 28.2 8.36x10
-4
 18.8% 
(1,0) 0.000000482 -19.4 36.1 5.43x10
-4
   4.3% 
 
transition has a larger contribution. For example at T = 317.4 K, W01 = 24.5% for D and 
1.2% for H. 
Using the KIE expression derived by Mayer and co-workers (eq 4), we obtain 
KIE values of similar magnitude as experiment (Figure 7.3). For example, at T = 298 K 
the KIE computed using MSDFT and non-adiabatic rate theory is 32.9, compared to 
experimental values of 31.1 and 24.2 for the 1:1 v/v water-dioxane mixed solvent and 
pure water, respectively. This is in very good agreement, especially given that no 
empirical parameters are used to calculate the KIE. In addition, we obtain the correct 
trend of increasing KIE with decreasing temperature (Figure 7.3). Although the 
temperature-dependence is over-estimated by our approach, these results indicate that the 
temperature-dependent KIE of the hydrogen atom abstraction of ascorbate by the 
TEMPO radical is well characterized by non-adiabatic rate theory using MSDFT-
computed potential energy functions. 
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Figure 7.3 Temperature dependence of kinetic isotope effect from experiment (open and closed 
black circles) and MSDFT (blue diamonds). 
 
7.5.2 Kinetic Solvent Effects from Canonical Variational Transition State Theory  
 First, we compare the position along the reaction coordinate and the energy with 
respect to the reactant state for the classical barrier (VMEP), the vibrationally adiabatic 
barrier (Vadia), and the CVT optimized barrier (VCVT(s*)), given in Table 7.2. By 
definition, the VMEP barrier occurs at s = 0 and, in this case, is 11.5 kcal/mol higher in 
energy than the reactant state, including zero point energy effects for both the reactant 
and transition states. The Vadia barrier, used to compute the SCT correction, is located 
before the VMEP barrier at s = -0.0973 Å and is 1.0 kcal/mol higher in energy, consistent 
with contraction of the classical barrier to give larger SCT transmission probability. The 
optimized CVT barrier occurs after VMEP and is 1.1 kcal/mol lower in energy. The same is 
true for potential energy barriers computed using PCM to include water solvent effects 
(Table 7.2). In general, an aqueous environment increases the barrier by 2 – 4 kcal/mol. 
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Table 7.2 Potential energy barriers and corresponding reaction coordinate values (s) 
computed for the ascorbate/TEMPO radical model system at T = 298 K. 
 
 In the POLYRATE and GAUSSRATE programs, the order of the barriers along 
the reaction coordinate determines how the transmission coefficient is computed. In 
general, the CVT transmission coefficient for the adiabatic ground state is defined as the 
ratio of the thermally averaged quantum mechanical transmission probability (P
γ
, γ = 
SCT, LCT, μOMT) and the thermally averaged classical transmission probability (PC) 
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where the classical probability is characterized by a step function equal to zero for all 
energies below the CVT optimized barrier and equal to one for all energies above the 
CVT barrier.
36
 Thus, the CVT transmission coefficient may be expressed as 
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In POLYRATE/GAUSSRATE, this value is separated into two factors, 
 max VMEP (s = 0) max Vadia (s ≠ 0) VCVT (s = s*) 
 Classical w/ ZPE s w/ ZPE s* w/ ZPE 
Gas 
Phase 
H 14.82 11.51 -0.0973 12.48 +0.0397 10.56 
D 14.82 12.46 -0.0729 12.86 +0.0528 11.66 
Water 
H 18.14 14.50 -0.0442 14.73 -0.0095 14.59 
D 18.14 15.45 -0.0370 15.62 -0.0069 15.51 
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where the first considers the contribution from energies between the CVT optimized 
barrier and the vibrationally adiabatic maximum and the second considers the remaining 
energies between the vibrationally adiabatic maximum and infinity.
36
 For cases in which 
max Vadia (s) is after VCVT(s*), significant classical recrossing may occur due to the 
additional barrier encountered between VCVT(s*) and the max Vadia barrier. Thus, the 
transmission coefficient is given by eq 11. However, if max Vadia(s) is before VCVT(s*), 
then the system already has sufficient energy to overcome VCVT(s*) and κ
CVT/CAG
 = 1. In 
this case, the transmission coefficient is defined as 
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For the ascorbate/TEMPO radical, max Vadia(s) is before VCVT(s*) along the reaction 
coordinate for both gas phase and water solvent (Table 7.2). Thus, the curvature corrected 
CVT transmission coefficients reported here are defined by eq 12.  
 Gas phase CVT rate constants (k
CVT
) are 2580 s
-1
 and 200.1 s
-1
 for hydrogen and 
deuterium substituted systems, respectively. These values give a CVT KIE of 12.9 (Table 
7.3). Using a polarizable continuum model as implemented in Gaussian 09,
139
 aqueous 
CVT rate constants were computed as 158.0 s
-1
 and 29.28 s
-1
 for hydrogen and deuterium 
substituted systems, respectively, to give a CVT KIE of 5.39 (Table 7.4). Although the  
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Table 7.3 Gas phase CVT transmission coefficients, rate constants, and KIE of the 
ascorbate/TEMPO radical model system at T = 298 K. 
 
Gas Phase γ κCVT/γ kCVT/γ (s-1) KIE 
Hydrogen 
CVT − 2.580 x 103 − 
SCT 21.82 5.630 x 104 − 
LCT 112.6 2.906 x 105 − 
μOMT 112.7 2.906 x 105 − 
Deuterium 
CVT − 2.001 x 102 12.9 
SCT 15.29 3.060 x 103 18.4 
LCT 54.15 1.084 x 104 26.8 
μOMT 54.91 1.099 x 104 26.5 
 
 
Table 7.4 Water CVT transmission coefficients, rate constants, and KIE of the 
ascorbate/TEMPO radical model system at T = 298 K. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
classical CVT rate constants reproduce the experimental trend of smaller KIE in pure 
water, the magnitude of the KIE is well below experimental values for both gas phase and 
water computations (Table 7.5). To incorporate the quantum mechanical nature of this  
Water γ κCVT/γ kCVT/γ (s-1) KIE 
Hydrogen 
CVT − 1.580 x 102 − 
SCT 4.072 x 103 6.431 x 104 − 
LCT 1.808 x 104 2.856 x 106 − 
μOMT 1.809 x 104 2.857 x 106 − 
Deuterium 
CVT − 2.928  x 101 5.39 
SCT 6.574 x 103 1.925 x 104 3.34 
LCT 1.086 x 103 3.180 x 104 89.8 
μOMT 1.351 x 103 3.954 x 104 72.2 
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Table 7.5 Experimental rate constants and KIE of the ascorbate/TEMPO radical 
reaction in pure water and 1:1 water/1,4-dioxane v/v mixed solvents at T = 298 K. 
 
 
 
 
 
 
reaction, semi-classical transmission coefficients (κCVT/γ) for γ = SCT, LCT, and μOMT, 
were computed in both the gas phase and aqueous environment (Table 7.3 and 7.4). The 
SCT correction gives a reasonable KIE in the gas phase (18.4) and reproduces the 
experimental trend in water, but the aqueous SCT KIE is much smaller than experiment. 
In fact, both the uncorrected CVT and semi-classically corrected SCT rate constants give 
a KIE within the semi-classical limit, suggesting that tunneling does not contribute to the 
overall mechanism, which is clearly in contradiction to experimental results. 
On the other hand, the LCT and μOMT corrections, which are semi-classical 
approximations to non-adiabatic tunneling effects, provide gas phase KIE values that 
agree well with experimental values in water/dioxane mixture solution. Unfortunately, 
these semi-classical corrections grossly overestimate the magnitude of the aqueous KIE 
(89.8 and 72.2, respectively), resulting in not only quantitative disagreement with 
experiment, but the incorrect trend in solvent effects. Taken together, these results 
suggest that non-adiabatic tunneling significantly contributes to the mechanism of the 
hydrogen atom abstraction of ascorbate by the TEMPO radical, demonstrated by the 
quantitatively accurate LCT and μOMT gas phase KIE values. However, the bulk effects 
Experiment Solvent k (M
-1
s
-1
) KIE 
Hydrogen 
Pure Water 2.20 - 
1:1 Water/Dioxane 5.50 - 
Deuterium 
Pure Water 0.091 24.2 
1:1 Water/Dioxane 0.177 31.1 
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of an aqueous environment captured by PCM do not account for the solvent dependence 
of the KIE. Thus, it is suggested that explicit solvation models are necessary to accurately 
model this reaction. 
7.6  Conclusions 
 Based on non-adiabatic rate theory, the MSDFT potential energy surfaces of the 
two-state CPET diabatic state model presented in Chapter 6 were used to compute 
vibrational overlap and thermodynamic terms necessary to compute the KIE of the 
hydrogen atom abstraction of ascorbate by the TEMPO radical. It is emphasized that 
these input values were determined solely by the character of the MSDFT potentials. The 
accuracy of this approach is demonstrated by the good quantitative agreement between 
the MSDFT computed KIE values and experimental results. Further analysis suggests 
that the relative energies of the reactant and product vibrational states were found to be 
the origin of the relatively large experimental KIE. 
The qualitative trend of the KIE temperature dependence was reproduced using 
the non-adiabatic rate theory KIE expression (eq 4). In addition, the LCT and μOMT 
tunneling approximations are necessary to give a reasonable KIE magnitude when using 
the adiabatic rate theory of CVT. This suggests that the mechanism of the hydrogen atom 
abstraction of ascorbate by the TEMPO radical involves significant non-adiabatic 
character, in agreement with the CPET vs. HAT diagnostic test described in the previous 
chapter. However, using the LCT and μOMT corrections for a PCM-solvated system 
overestimates the CVT computed KIE. It seems that explicit solvation models are 
necessary to capture the local solvent effects of an aqueous environment. This 
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observation is in line with the analysis of Mayer and co-workers that local solvent effects 
are responsible for the unusual solvent effects observed for this reaction. 
Furthermore, our current MSDFT model is a static picture of the system, 
neglecting solvent polarization effects, dynamic fluctuations, and coupled motions along 
the reaction coordinate. The shortcomings of this model are illustrated in the 
overestimation of the temperature dependence of the KIE. As noted by Hammes-
Schiffer,
56
 incorrect temperature dependence is a manifestation of the neglect or poor 
treatment of the dynamical frequencies of the donor-acceptor distance. We propose that 
implementation of the MSDFT method in a combined quantum mechanical/molecular 
mechanical (QM/MM) approach will accurately capture both the solvent effects and the 
dynamics of the donor-acceptor distance. Thus, for future applications, especially for 
protein systems, molecular dynamics simulations will be employed to incorporate effects 
of local dynamical fluctuations and explicit solvation. 
 
 
 
 
 
 
 
 
 
  117 
Chapter 8. The Quantum Coherent Mechanism for Singlet Fission: Experiment and 
Theory 
8.1 Introduction 
 For enzymatic reactions, fluctuations in the protein environment can have 
significant effects on the mechanism of PCET and other charge-transfer processes. To 
include these protein reorganization effects, MSDFT has been implemented in a 
combined quantum mechanical/molecular mechanical (QM/MM) approach.
21,37,140
 To 
demonstrate its applicability, MSDFT QM/MM single point energy calculations are used 
to elucidate a quantum coherent mechanism for singlet fission in thin film pentacene 
monolayers.
39
  
8.2 Background Information 
 Since its discovery in 1965,
4
 singlet fission, that is, the conversion of a singlet 
exciton into two triplet excitons in molecular materials, has remained a fascinating but 
exotic photophysical phenomenon.
5
 Recently, renewed interest in singlet fission
6
 has 
been driven mainly by the potential application of this process in boosting the power 
conversion efficiency of solar cells.
7,8
 Singlet fission has been reported for a number of 
molecular systems. Particularly noteworthy are crystalline solids or aggregates of 
tetracene,
9,10
 pentacene,
11,12
 1,3-diphenylisobenzofuran,
13
 and carotenoids
14
 where high 
singlet fission yields have been reported. The predominant mechanism used to describe 
singlet fission comes from Merrifield’s theory15,16 for the reverse process of triplet-triplet 
annihilation and can be written as 
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 (1) 
where a photo-excited singlet (S1) evolves into two triplets on adjacent chromophores 
known as a correlated triplet pair, 
1
(TT), or a multiexciton state (ME), which further 
separates into two individual triplets (T1). The intermediate 
1
(TT) state, proposed first as 
a non-radiative decay mechanism in crystalline tetracene,
17
 is a coherent superposition of 
the nine triplet pair states.
15,18
 Coherent oscillations between different spin states of 
1
(TT) 
have been observed on the nanosecond time scale in fluorescence from tetracene.
19
 
Unlike long-time spin dynamics, much less is known about how ME is formed from S1, 
which is determined by the electronic Hamiltonian and happening on the shorter time 
scale of femtoseconds to picoseconds. Earlier treatments
5,6
 assumed an incoherent rate 
constant (k‑2) for the S1   ME transition. Zimmerman and co-workers attributed conical 
intersections as responsible for the ultrafast transition from 
S1 to ME in pentacene.
20,21
 Greyson et al.
22
 and Teichen and Eaves
23
 studied the S1   
ME transition via intermediate charge transfer (CT) states. 
 Despite the progress described above, the lack of experimental observation of ME 
has been a major obstacle to establishing the singlet fission mechanism.
6
 Previous time 
resolved studies of singlet fission have relied on transient absorption and time-resolved 
fluorescence spectroscopies. There is now a consensus that singlet fission occurs on the 
ultrafast time scale of 70100 fs in crystalline pentacene.
11,12
 In crystalline tetracene, the 
reported singlet fission times vary broadly, from less than 300 fs to about 1 ns,
6
 although 
recent measurements seem to converge to the time scales of 50-80 ps based on population 
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decay of S1.
10
 There has been no experimental observation of ME until recently when 
Zhu and co-workers
24,25
 applied time-resolved two-photon photoemission spectroscopy 
(TR-2PPE) to tackle the problem, as detailed below. 
8.3 Experimental Evidence for the Multiexciton State and a Quantum Coherent 
Mechanism 
 In TR-2PPE, a pump laser pulse creates excitonic state(s); after a controlled time-
delay, the probe pulse ionizes the excitonic states and the photoelectrons are detected. For 
ME, photoionization destroys the correlated triplet pair by ionizing one triplet, leaving 
behind another triplet and a hole. As a result, ME shows up in a TR-2PPE spectrum with 
an electron kinetic energy similar to that from an individual T1, not S1. 
 Figure 8.1a and b shows pseudocolor plots of TR-2PPE spectra for tetracene (a) 
and pentacene (b) thin films.
24,25
 There is a high-energy feature assigned to S1 and a 
lower one to T1. While the formation of S1 upon photoexcitation and T1 at longer times 
are expected, what is most surprising is the observation of a state at nearly the same 
energy and intensity as T1 but which rises concurrently with S1. We assign this T1-like 
state at early times to the ME state. The concurrent rise of the S1 and ME populations 
cannot be explained by conventional models in which the S1 converts incoherently to 
ME, but can be explained by the scheme illustrated below: 
 (2) 
Here, the S1 state is optically excited and the dark ME state is populated through 
electronic coupling to S1, forming a quantum superposition state  MES 1  on the 
ultrafast time scale (with a time constant inversely proportional to the coupling strength).  
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Figure 8.1 Pseudocolor plots of TR-2PPE spectra of tetracene (a) and pentacene (b) thin films, 
excited at hν1 = 2.32 and 2.15 eV, respectively. The excitonic states are probed with an ionization 
photon of hν2 = 4.65 eV. The energetic positions of the S1, ME, and 2 × T1 are indicated. The 
lower panels show the normalized 2PPE intensities of the S1 (red dots) and the ME/2 × T1 (blue 
dots) states for tetracene (c) and pentacene (d), respectively. The solid curves are simulations 
from the three-state model. 
 
Once the ME loses electronic coupling to S1, we call the resulting multiexciton state ME', 
which may be initially on a pair of neighboring molecules and may diffuse apart and also 
loses spin coherence, evolving eventually into two independent triplets. We define the 
fission rate as the rate at which the multiexciton state loses electronic coupling to S1.
25
 
Note that  MES 1  can be said to possess “state coherence”, not “process coherence” 
resulting, for example, from the excitation of multiple bright states within the bandwidth 
of a short laser pulse.
26
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 The TR-2PPE results show a clear difference between pentacene and tetracene. In 
pentacene, the  MES 1  state is short-lived (τSF = 100 ± 20 fs), and this can be 
attributed to relaxation processes that destroy the quantum coherence on an ultrafast time 
scale. The energetic relaxation is characterized by a total decrease of 0.11 eV in electron 
energy from the multiexciton state, seen in Figure 8.1b, as predicted by quantum 
chemistry calculations.
20
 In tetracene, the  MES 1  superposition state is much longer-
lived (τSF = 7 ps), Figure 8.1c,
25
 and this time scale has also been verified in analysis of 
one versus two electron transfer from the superposition state.
27
 There is no measurable 
energetic relaxation as the ME state evolves into ME’/2T1 (Figure 8.1a). The definition of 
singlet fission time based on the lifetime of  MES 1  is different than traditional 
definitions based on the S1 population decay time of ∼60-80 ps.
10,25
 
 To model the excitation and the subsequent evolution of the superposition state, 
we start with a phenomenological three-state model, where the Hamiltonian of the system 
can be written as 

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where ES0, ES1, EME are the energies of the S0 (ground state), S1, and ME state, 
respectively. The S1 state is populated from S0 by the laser field μE(t) in the dipole 
approximation and converts coherently to the dark ME state through the electronic 
coupling W. We obtain the time evolution of the states by a density matrix approach 
using the Liouville-von Neumann equation,
28
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  DiH
t
i ME
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
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

 (4) 
where the diagonal ρii element represents the population of state i; the off-diagonal ρij 
represents the coherence between states i and j; and  0ijijijijD    characterizes the 
interaction with the environment. The diagonal elements of Γij are population relaxation 
rates while the off-diagonal elements are coherence dephasing rates.
24
 
0
ij  is the steady-
state density matrix, for which we assume all off-diagonal terms are zero. To account for 
the experimental observation, we find that W must be of the order of 100 meV, as shown 
by solid curves in Figure 8.1c and d for W = 200 and 330 meV, respectively, along with 
normalized experimental data. The experimental observation and phenomenological 
simulation in Figure 8.1 suggest strong electronic coupling between S1 and ME. This 
raises a number of interesting questions: (1) Is there a theoretical basis for the large 
coupling constant between S1 and ME? (2) Is the microscopic origin of this coupling 
direct or involving charge-transfer intermediates?
22
 (3) How does delocalization in the 
crystalline solid affect singlet-multiexciton coupling? (4) What is the role of coupling to 
the thermal bath in singlet fission dynamics? In the following, we present our initial 
theoretical effects in addressing the above questions.
29–31
 
8.4 Multistate Density Functional Theory: Indirect Coupling between S1 and ME via 
CT States 
 We start by answering the first two questions, that is, the magnitude and the direct 
or indirect nature of S1-ME coupling. It is difficult if not impossible to determine the 
intermolecular electronic coupling directly using conventional wave functional theory or 
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density functional theory (DFT) because molecular or Kohn-Sham orbitals are 
delocalized over the entire system. Here, we employ multistate density functional theory 
(MSDFT),
32
 in which the exciton and CT wave functions of each monomer are localized 
within the molecular fragment, to quantify the energies of S1, ME, and CT states and the 
electronic coupling matrix elements.
29
 In a crystalline solid, S1 is delocalized due to 
dipole-dipole interactions, forming a Frenkel exciton band, while CT excitons are 
delocalized due to both electronic and dipole-dipole interactions.  
 Our calculations employed a tetracene monolayer based on the crystal structure in 
the a-b plane for a tetracene thinfilm,
33
 Figure 8.2, consisting of 56 (7 x 8) monomers 
with a subset (gold color) treated quantum mechanically. In MSDFT,
32
 each monomer is 
treated by DFT with Kohn-Sham orbitals strictly localized within the monomer space, 
that is, block-localized Kohn-Sham (BLKS) orbitals expanded over basis functions  
 
 
Figure 8.2 Structure of the tetracene monolayer containing 56 molecules, with the gold color 
region treated quantum mechanically. 
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located on the monomer atoms only. The monolayer wave function is approximated by a 
Hartree product of the determinant wave functions of individual monomers. 
Consequently, Coulomb and mutual polarization interactions among all monomers are 
explicitly included. To account for the exchange interaction between two molecules that 
form each ME or CT state, the interacting monomers are grouped into a single fragment, 
described by a Slater determinant that is constructed from the monomeric BLKS orbitals. 
Thus, the Kohn-Sham functions for the S1 state localized on monomer u, the triplet pair 
with an overall singlet spin (ME), and the CT state involving monomers u and v, are 
given:
29
 
)()}()({ˆ)( 0
,
11 STTAME k
N
vuk
vuuv 


  
)()}()({ˆ)( 0
,
SADACT k
N
vuk
vuuv 


 
)()}()({ˆ)( 0
,
011 SSSAS k
N
vuk
vuuv 
  
where N is the total number of tetracene molecules in the system, Â is the 
antisymmetrizer, and Ωu denotes the product of occupied BLKS orbitals on monomer u. 
In eq 5, Ψk(S0) is a Slater determinant of monomer k in the ground state, and Â{Ωu(X) 
Ωv(Y)} specifies a superfragment consisting of two coupled monomers u and v, in which 
the corresponding localized electronic configurations are specified in parentheses with X 
= S0, S1, T1, D●
+
, and A●
–
; the last two represent molecular donor and acceptor, 
respectively, in the CT state. The arrows in T1 and T1 are used to emphasize that Sz of the 
coupled triplet configurations is zero. For the coupled monomer pair in Â{Ωu(X) Ωv(Y)}, 
(5) 
(6) 
(7) 
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both Coulomb and exchange interactions are explicitly treated by DFT with BLKS 
orbitals, whereas only the Coulomb potential from the rest of the system is included.
29
 
 We performed all calculations in DFT with the PBE0 functional and the 6-31G(d) 
basis set,
34,35
 using a modified version of GAMESS,
36
 as detailed elsewhere
29
 and 
summarized in the Supporting Information. The intermolecular electronic coupling 
constants, directly expressed in )(ˆ)( 1 MEHS uvuv  or mediated through CT, 
)(ˆ)( 1 CTHS uvuv  and )(
ˆ)( MEHCT uvuv  , were determined by MSDFT.
26,29
 
The direct coupling between S1 and ME and between two ME states by the two-electron 
part of the Hamiltonian is rather weak, in the range of 0.5-3 meV for the nearest tetracene 
neighbors. For comparison, a value of ∼5meV was obtained for a pentacene dimer by a 
restricted active space and two spin flip method (RAS(4,4)-2SF).
141
 Note that the strong 
S1-S1 electronic coupling (3 to 65 meV) is responsible for the formation of a Frenkel 
exciton band and, along with the significant S1-CT coupling, for the Davydov splitting in 
tetracene.
142
 The most significant finding is that electronic coupling constants between S1 
and CT states or between ME and CT states (50-140 meV) are 1-2 orders of magnitude 
larger than those between S1 and ME. Thus, the large S1-ME coupling suggested in 
Figure 8.1 is most likely not due to direct coupling, but a result of indirect coupling via 
the CT intermediate states. 
 Since publication of this Accounts of Chemical Research article, MSDFT 
electronic coupling constants have been computed for a thin-film pentacene monolayer. 
Following the same approach described above for tetracene, electronic coupling constants 
for a series of pentacene dimers were computed using PBE0/6-31G(d). Similar trends 
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were found for pentacene as reported for tetracene. S1-ME and ME-ME coupling is very 
weak (0.0 – 1.0 meV), while the S1 state displays moderate delocalization with S1-S1 
coupling of 1.0 – 12 meV. The most significant finding is pentacene, as in tetracene, 
involves high-energy CT intermediate states in coupling S1 and ME states, where S1-CT 
and CT-ME coupling constants were found to be 30 – 80 meV.  
8.5 Density Matrix Dynamics: Role of Delocalization and the Thermal Bath 
 We now demonstrate using density matrix theory that the calculated coupling 
matrix elements from section 8.4 can indeed account for salient features in experimental 
observations. In particular, we address the roles of delocalization and coupling to the 
thermal bath (i.e., questions 3 and 4 at the end of section 8.3 by calculating the time 
evolution of the S1, CT, and ME populations for a crystalline tetracene lattice in a thermal 
bath at both phenomenological and microscopic levels. 
 We start with solving eq 4 using experimental energy detuning values of EME - ES1 
= 0.17 eV, ECT - ES1 = 0.3 eV,
25,27
 and calculated matrix elements for tetracene clusters of 
various sizes. As an example, the Hamiltonian for a five-molecule cluster is shown 
schematically in Figure 8.3. This Hamiltonian, which is not spin-adapted, includes a total 
of 10 S1 states, 16 ME states, and 32 CT states. Here, we included only nearest neighbors 
except monomers 3 and 5 (Figure 8.3a). Given the large size of the system, we first adopt 
a phenomenological description of relaxation and dephasing rates. Since we focus on the 
initial excitation of the superposition state, in particular, the fast rise in ME population, 
we set all population decay rates (Γii) to zero and set all dephasing rates (Γij) to 50 meV/p, 
which is typical for electronic dephasing rates in molecules; we will return to these issues 
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Figure 8.3 (a) Schematic illustration of a five molecule cluster used in density matrix modeling; 
(b) coupling of S1 with ME directly (black arrow) or via CT exciton intermediates (blue and red 
arrows); (c) graphical illustration of the Hamiltonian containing three diagonal blocks: S1 (pink, 
10 states), ME (yellow, 16 states), and CT (violet, 32 states). The nonzero elements are shown as 
dark spots. The gray regions show coupling constants between different types of states, with 
nonzero coupling constants in dark gray. 
 
below when we present preliminary results of a microscopic Redfield theory calculation 
that includes both population decay and coherence dephasing. At t = 0, we assume the 
singlet population is distributed uniformly over the molecules in the cluster, with the sum 
of amplitudes equaling one, since S1 is known to delocalize over approximately 10 
molecules in crystalline tetracene.
143
 We evolve the density matrix ρ(t) using eq 4. Figure 
8.4a-c shows S1, CT, and ME populations for cluster sizes of 2, 5, and 10 tetracene 
molecules, respectively, embedded electrostatically in the monolayer environment 
depicted in Figure 8.2. For all sizes, S1 converts to CT and ME within the first 200 fs, 
after which the dephasing inhibits any further population transfer. The rise times for the 
CT and ME populations for a dimer are slightly longer than those of larger tetracene 
clusters. As the cluster size increases, the S1 state on each molecule can couple to 
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Figure 8.4 Populations of the S1 (a), CT (b), and ME (c) states as a function of time after 
photoexcitation obtained from density matrix calculation of crystalline tetracene. We show the 
results for three cluster sizes (red, black, and blue for 2, 5, and 10 tetracene molecules). Panel (d) 
shows the S1 + CT and ME population for the 5 tetracene cluster, convoluted with a Gaussian 
function with a FWHM of 170 fs to represent the experimental cross-correlation. 
 
multiple CT and ME states, proportional to the number of nearest neighbors; this 
increases the number of channels for the conversion from S1 to CT and ME, and hence 
the conversion rate. A similar density-of-states argument has been proposed for 
multiexciton generation in semiconductor quantum dots.
37
 
 The S1, S1 + CT, and ME populations from the simulation (for a cluster of five) 
are convoluted with the experimental two-pulse cross-correlation and shown in Figure 
8.4d. The S1 + CT and ME populations rise up with a time-lag of only ∼20 fs, and the 
two populations maintain a constant ratio after excitation, in qualitative agreement with 
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Figure 8.5 Calculated time-dependent population of the ME state for a cluster size of five 
tetracene molecules in the crystalline lattice at the indicated dephasing rates (10 – 500 meV). 
 
experimental observation in Figure 8.1. As a control, we have also run simulation with 
the initial excitation on CT and find nearly identical results as those in Figure 8.4d. 
 Figure 8.5 shows the rise of the ME population calculated with different 
electronic dephasing rates Γij. The nearly instantaneous rise time of ME depends solely 
on the value of the electronic couplings Wij whereas the longer time dynamics are 
determined by the dephasing rate. For a smaller ħΓij (10 meV), we see a weaker damping 
of the coherent oscillation. In the case of tetracene, singlet fission is an endothermic 
process with both EME and ECT higher than ES1; as the population of CT and ME states 
increases, the total energy of the electronic subsystem changes. In eq 4, this energy 
change is accomplished through coupling to the environment via the dephasing term Γij. 
For small Γij, the rise time of ME population is limited by the slow energy exchange 
between the system and the environment. For larger Γij, the dephasing process becomes 
approximately resonant with the electronic transitions and the rise time is determined 
only by the electronic coupling constants. 
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 We now consider the microscopic origins of the dephasing rates and rigorously 
derive the density matrix dynamics in eq 4 using techniques from quantum relaxation 
theory. Specifically, the density matrix ρ should be understood as the reduced density 
matrix obtained by averaging over microscopic environmental degrees of freedom. This 
statistical reduction is the physical origin for the phenomenological dephasing and 
relaxation processes. In this approach, one begins with an extended Hamiltonian, 
BMEBME HHHH 
ˆˆˆˆ  (8) 
which comprises the electronic, the environmental bath, and the interaction between the 
two. Under the assumption of bilinear coupling to a bath of phonons,
30
 the effects of the 
environment can be completely characterized by the so-called spectral density, 
 
k
k
k
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  (9) 
where ck,i quantifies the coupling between energy level i and the phononmode with 
frequency ωk. For conjugated organic chromophores, like tetracene and pentacene, the 
spectral density is peaked at the well-known vibronic progression frequency of ∼1450 cm 
± 1.34 The quantitative structure of J(ω) can be determined by a combination of classical 
molecular dynamics and quantum chemistry calculations,
38
 which can be used to 
parametrize common functional forms of the spectral density. By performing a dynamical 
perturbation theory to second order in the electron-phonon interaction, and employing the 
secular and Markov approximations, one arrives at the well-known Redfield theory 
equation of motion,
39,40
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The Redfield tensor is a four-index quantity, ijklRˆ , describing population relaxation and 
coherence dephasing induced by the environment at temperature T, and can be shown to 
produce a Boltzmann-distributed steady-state reduced density matrix, 
)/ˆexp(ˆ)(ˆ
1
0 TkHZt BMEME 

  (11) 
While the Redfield theory equation of motion takes the same general form as eq 4, the 
rates composing the Redfield tensor Rˆ  have explicit microscopic expressions depending 
on both the system and bath degrees of freedom. These expressions, in addition to being 
unbiased and more general than phenomenological constants, can also provide valuable 
physical insight. For example the population relaxation elements, in the electronic 
eigenstate basis that diagonalizes MEHˆ , are given by the expressions 
)()(   BEnJCR   (12) 
]1)()[(    BEnJCR  (13) 
where /)(  EE   is assumed positive, Cαβ is a constant determined by the 
diagonalizing transformation, and 1]1)/[exp()(  Tkn BBE    is the Bose-Einstein 
distribution. Equation 10 demonstrates that the population transfer rate between two 
states is proportional to the density of phonon modes at their energy difference and the 
probability that those modes are thermally occupied. Physically, the electronic subsystem 
is thermalized by the absorption and emission of phonons. The use of constant, uniform 
dephasing rates in the previous section is somewhat akin to an infinite temperature 
assumption, and thus the population dynamics overestimate the effects of entropy. 
Although such an analysis sheds light on the important role entropy can play when 
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transitioning from molecular dimers to bulk materials, ultimately the finite-temperature 
formalism presented above should be preferred as it correctly interpolates between the 
energetically and entropically dominated regimes, guaranteeing a steady-state Boltzmann 
distribution. When such finite temperature rates are used, we have shown in pentacene 
that a CT-mediated superexchange mechanism becomes a viable singlet fission 
pathway.
31
 In this regime, the electronic excitation quantum mechanically tunnels 
through virtual CT states in passing from S1 to ME. Our superexchange result is robust 
even in the presence of very high CT state energies. 
 To demonstrate this formalism, we consider a simple three-state model 
Hamiltonian comprising the S1, CT, and ME states for a pentacene dimer. We neglect the 
direct S1 to ME coupling and choose the remaining coupling values WS1-CT  = WCT-ME  = 50 
meV, in accord with the calculations presented in section 8.4. The energy detuning values 
are chosen to be representative of a pentacene dimer, ES1-ETT = 200 meVand ECT-ETT = 
300 meV.
20,21,30,41
 In Figure 8.6, we show the population dynamics of the three states as 
calculated by the Redfield master equation, for an initially excited S1 state. Overall, we 
see that highly efficient fission occurs in 100 fs and the negligible CT population in 
panels (a) and (b) is characteristic of a superexchange mechanism proceeding through 
virtual CT states.
30,31
 As explained above, the relaxation rates are largely determined by 
the spectral density, which we take to be of the ohmic form, J(ω) = 2λΩω/(ω2+Ω2), with 
reorganization energy λ = 100 meV and characteristic bath frequency ħΩ = 180 meV 
(1450 cm ± 1). In Figure 8.6d, we plot the spectral density along with the three electronic 
eigenvalue energy differences, showing the strong overlap, which means that there are 
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Figure 8.6 Population dynamics of the S1, CT, and ME states as calculated by the Redfield 
quantum master equation for a pentacene dimer. Dynamics are calculated at the three 
temperatures indicated in panels (a)–(c). Panel (d) shows the bath spectral density employed 
along with the three transition energy differences of the electronic Hamiltonian. 
 
many available phonons to supply or remove the required excess energy. The additional 
temperature dependence of the rates is depicted in panels (a)-(c), showing that the fission 
is largely temperature independent until very high temperatures, at which point the rate 
increases and the steady state population becomes more equally distributed. Such 
temperature-dependent studies are clearly only accessible via a master equation whose 
rates obey detailed balance, eq 10. 
 The ∼100 fs rise time for the ME population calculated above from the master 
equation is longer than the ≤20 fs time determined from 2PPE experiments in Figure 8.1b 
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and d. One limitation of the calculation may be attributed to the reduced density-of-states 
of a dimer; work is currently underway to extend this treatment to larger clusters and 
crystals. Another possibility may be the approximate nature of equating photoemission 
intensities to state populations. As another future research direction, we plan to extend 
our density matrix dynamics to include the photoionization step for a more direct 
comparison with TR-2PPE experiments. 
8.6 Conclusions 
 We present our understanding of singlet fission dynamics in organic 
semiconductors. Recent measurements by time-resolved two-photon photoemission 
spectroscopy in crystalline pentacene and tetracene have provided an experimental 
foundation for the quantum coherent mechanism in singlet fission. However, calculations 
based on multistate density functional theory showed that the direct electronic coupling 
between singlet and multiexciton states is too weak to explain the ultrafast formation of 
multiexciton states observed in experiment. Instead, indirect coupling via charge transfer 
intermediate states are 2 orders of magnitude stronger. Density matrix modeling with the 
calculated coupling matrix elements involving singlet, charge transfer, and multiexciton 
states for the crystalline tetracene lattice satisfactorily accounts for the experimental 
observation. This modeling reveals the critical roles of the intermediate charge transfer 
states, the high density of states in the multiexciton manifold, and the environmental 
dephasing processes in ensuring the ultrafast formation of multiexciton states. We 
address the origins of microscopic relaxation and dephasing rates and adopt such rates in 
a quantum master equation description, which yields encouraging results that are in 
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qualitative agreements with experimental findings on singlet fission. These successful 
approaches motivate us to take the theoretical effort one step further in the near future by 
marrying high-level electronic structure calculations with accurate quantum relaxation 
dynamics for realistic system sizes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  136 
Chapter 9. Free Energy Surfaces of Electron Transfer in Condensed Phase 
9.1 Introduction 
 To demonstrate the accuracy of using multistate density functional theory 
(MSDFT) in QM/MM molecular dynamics simulations, a simple electron transfer (ET) 
system is modeled in condensed phase. Here, the MSDFT method
29,37
 is used with the 
self-consistent charge density functional tight-binding method (SCC-DFTB or DFTB)
144
 
in free energy simulations of the Fe
+2
(H2O)6/Fe
+3
(H2O)6 ion pair solvated by explicit 
water molecules. The electron transfer between the Fe
+2
/Fe
+3
 electron transfer system has 
been extensively studied experimentally and computationally.
145–148
 It is chosen here to 
illustrate the capability of MSDFT for studying non-adiabatic electron transfer and for 
determining solvent reorganization energy using explicitly an electronic structure theory 
in molecular dynamics simulations. Free energy surfaces for electron-localized diabatic 
states are computed from the potential of mean force as a function of the energy gap 
between diabatic states.
37
  
9.2 Methodology 
 The MSDFT method has been implemented into the molecular simulation 
package CHARMM
149,150
 to carry out QM/MM molecular dynamics simulations, where 
the QM region is treated by MSDFT-DFTB,
1,3,6,7
 the bulk solvent is treated by the 
CHARMM force field potential energy function parameterized for the 
Fe
+2
(H2O)6/Fe
+3
(H2O)6 system. The QM/MM interaction Hamiltonian explicitly includes 
polarization of the QM electron density by MM point charges. Based on the electron-
localized reactant and product diabatic states of Marcus theory,
51
 the QM region is 
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characterized by a set a block-localized Kohn-Sham (BLKS) functions, each defined by a 
valence bond (VB) structure 
62
3
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where the electron-localized reactant and product states are indicated by 0 and 1, 
respectively. The coupling between these diabatic states gives the delocalized adiabatic 
ground and excited states, which are given as solutions of the following secular equation 
0


gg
gg
HSH
SHH


00101
01010
 (3) 
where BLKSj
BLKS
iij HH 
ˆ  and BLKSj
BLKS
iijS   for i,j = 0,1 and εg is the lowest 
energy root to the secular equation (i.e. the adiabatic ground state energy). The electronic 
coupling (Vel) between states 0 and 1 is defined as the off-diagonal element 
Vel  = gSH 0101  . (4) 
 Free energy surfaces of the diabatic and adiabatic states are computed from the 
potential of mean force using free energy perturbation methods.
37,151
 The reaction 
coordinate is defined as the energy difference between diabatic states 
X
S
 = )( 00
BLKSE   − )( 11
BLKSE  = BLKSBLKS H 00
ˆ   − BLKSBLKS H 11
ˆ   (5) 
which takes into account solvent fluctuations, indicated by the superscript S. To ensure 
sufficient sampling along the reaction coordinate, especially within the transition state 
region, a reference potential is used, defined as 
)()()1()( 1100
BLKSBLKS
RP EEV   . (6) 
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where the coupling parameter (λ) is varied from 0 to 1 in small increments. By running a 
set molecular dynamics simulations, each at a given value of λ, the entire reaction 
coordinate is sampled. However, the relative free energy is computed as a function of the 
coupling parameter λ 
ii
iRPiRPRP RTVVRTG 

 
1
0
1 /)]()([expln)(   (7) 
where λi is an incremental value of λ from 0 to 1 and i  indicates an ensemble average 
of configurations with a given value of λi. The relative free energy for the reactant state is 
defined to be zero, 0)0(  RPG . To obtain the relative free energy as a function of the 
reaction coordinate, X
S
, an umbrella sampling technique is used to compute the 
probability that the reference potential at a given value of λi samples configurations 
within a small window of reaction coordinate values. The relative free energy of the 
adiabatic ground state is then computed as a function of the reaction coordinate X
S
 
 
i
iRP
S
g
Si
RPiRP
S RTVXVXRTGXG /)]()([exp)(ln)()(    (8) 
where )( SiRP X  is the normalized distribution of configurations with a given value of X
S
 
sampled using the reference potential VRP(λi). The diabatic free energy surfaces are 
computed using the same approach, where Vg in eq 8 is replaced by E0 or E1 for the 
reactant and product diabatic states, respectively. 
9.3 Computational Details 
Electron transfer between an Fe
+2
/Fe
+3
 ion pair solvated by explicit water 
molecules is modeled using MSDFT QM/MM molecular dynamics. The QM region 
consists of the ion pair and twelve water molecules, Fe
+2
(H2O)6/Fe
+3
(H2O)6, and is 
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treated with MSDFT using the SCC-DFTB (or DFTB) method.
144,152,153
 Unlike other 
semiempirical methods based on the neglect of diatomic differential overlap (NDDO) 
approximation, DFTB properly treats the overlap between non-orthogonal diabatic states 
(Sij), important in the MSDFT formalism. 
 The QM region is solvated by 2018 water molecules using the TIP3P water 
model
154
 and five chlorine ions modeled by the CHARMM27 force field.
155,156
 A cubic 
box with a box length of 38 Å was used to set up periodic boundary conditions. Non-
bonded potential energy terms were computed using a cutoff distance of 15.0 Å and a 
switching function between 11.0 and 13.0 Å. The Nosé-Hoover thermostat
157,158
 was used 
to run NPT dynamics at T = 298.15 K and P = 1.0 atm. After 10 ps of equilibration, 100 
ps of molecular dynamics were carried out using a timestep of 1 fs, the leap-frog Verlet 
algorithm,
159,160
 and the SHAKE algorithm
161
 to constrain all hydrogen distances. Three 
Fe-Fe distances, 6.0, 8.0, and 10.0 Å, were modeled using a harmonic potential to 
constrain the Fe-Fe distance. Due to symmetry, free energy surfaces were computed for 
the reactant side of the reaction coordinate and reflected about X
S
 = 0.5 to obtain the 
entire reaction coordinate. All QM/MM simulations were performed using a local version 
of CHARMM.
149,150
 
9.4 Results and Discussion 
 Free energy surfaces are shown as a function of the reaction coordinate (X
S
) for 
Fe-Fe distances 6.0, 8.0, and 10.0 Å in Figures 9.1 – 9.3. Several key properties of the 
well-known Marcus theory
51
 of ET are reproduced by MSDFT-DFTB QM/MM 
molecular dynamics simulations. The adiabatic surface is well-represented by the diabatic  
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Figure 9.1 Adiabatic (black closed circles) and electron-localized reactant (blue open squares) 
and product (green closed diamonds) diabatic states of electron transfer in Fe
+2
(H2O)6/Fe
+3
(H2O)6 
at an Fe-Fe distances of 6.0 Å. 
 
 
Figure 9.2 Adiabatic (black closed circles) and electron-localized reactant (blue open squares) 
and product (green closed diamonds) diabatic states of electron transfer in Fe
+2
(H2O)6/Fe
+3
(H2O)6 
at an Fe-Fe distances of 8.0 Å. 
 
ΔG
‡
 = 17.3 
kcal/mol min at 
X
S
 = - 70 
kcal/mol 
min at 
X
S
 = - 60 
kcal/mol 
ΔG
‡
 = 14.1 
kcal/mol 
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Figure 9.3 Adiabatic (black closed circles) and electron-localized reactant (blue open squares) 
and product (green closed diamonds) diabatic states of electron transfer in Fe
+2
(H2O)6/Fe
+3
(H2O)6 
at an Fe-Fe distances of 10.0 Å. 
 
reactant and product states along a majority of the ET coordinate, except for a very small 
window near the diabatic state crossing point (X
S
 = 0.0), where non-adiabatic coupling 
leads to “surface hopping” and the diabatic state switches electronic character from 
BLKS
0 to 
BLKS
1 . 
Several properties have a strong dependence on the Fe-Fe distance, as predicted 
by Marcus theory of ET. As the Fe-Fe distance increases, the minimum of the reactant 
diabatic state surface shifts to more negative X
S
 values while the product state shifts to 
more positive X
S
 values. This is accompanied by an increase in the adiabatic free energy 
barrier (ΔG‡) and the solvent reorganization energy (λS). On the other hand, separation of 
the donor-acceptor sites significantly reduces the electronic coupling (Vel) (Table 9.1).  
ΔG
‡
 = 18.0 
kcal/mol 
  142 
Table 9.1 Distance dependence of X
S
 at diabatic state minima (min X
S
), free energy 
barrier (ΔG‡), reorganization energy (λS), electronic coupling (Vel), and rate of electron 
transfer (kET). 
 
Table 9.2 Distance dependence of the average overlap integral as a function of X
S
. 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.4 illustrates the distance dependence of 2elV , where <∙∙∙> indicates a 
statistical average over configurations in a given bin designated by X
S
. Contributing to the 
distance-dependence of Vel, the overlap integral (S01) displays similar distance  
 
Fe-Fe 
Distance 
(Å) 
min X
S
 
(kcal/mol) 
ΔG‡  
(kcal/mol) 
λS 
(kcal/mol) 
Vel 
(kcal/mol) 
kET 
(s
-1
) 
6.0 ± 60.0 14.1 65.8 6.32 x 10-1 1.46 x 101 
8.0 ± 70.0 17.3 69.7 1.76 x 10-2 5.76 x 10-2 
10.0 ± 76.0 18.0 75.7 7.60 x 10-4 1.27 x 10-3 
X
S
 
(kcal/mol) 
2
01S x 10
-5 
R = 6.0 Å 
2
01S x 10
-7 
R = 8.0 Å 
2
01S x 10
-8 
R = 10.0 Å 
0 9.12 5.56 2.35 
- 10 8.50 4.9 2.73 
- 20 8.02 5.89 2.23 
- 30 7.57 5.89 2.15 
- 40 7.96 6.92 1.96 
- 50 7.55 4.83 2.69 
- 60 7.55 5.83 1.3 
- 70 8.46 7.17 1.54 
- 80 7.89 5.05 1.26 
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Figure 9.4 Distance dependence of the average electronic coupling 2elV  at X
S
 = 0.0 
kcal/mol. The slope of the linear fit is 1.68 Å
-1
 and is equivalent to β/2, where β is the 
distance decay value (β = 3.36 Å-1). 
 
dependence (Table 9.2). It is also noted that the average overlap integral 201S  
increases near the transition state at X
S
 = 0.0 kcal/mol, where “surface hopping” is 
expected to occur due to increased electronic coupling. 
These distance-dependent factors contribute to the rate of electron transfer (kET), 
expressed as 







 
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V
Tkh
k
BS
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el
BS
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
 4
)(
exp
4
11
2
2
 (9) 
where h is the Planck constant, kB is the Boltzmann constant, and T = 298 K. The rate of 
electron transfer has a strong dependence on the Fe-Fe distance (Table 9.1). Computed 
from the slope of Figure 9.4, a relatively large distance decay constant (β = 3.36 Å-1) 
reflects this strong dependence. 
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9.5 Conclusions 
These results demonstrate the accuracy of MSDFT-DFTB in QM/MM molecular 
dynamics simulations for modeling electronically non-adiabatic ET. The free energy 
barrier is shown to increase with increasing donor-acceptor distance, as predicted by 
Marcus theory, while the electronic coupling and rate of electron transfer decease. The 
current approach can be applied to enzymatic ET reactions. To model condensed phase 
PCET reactions, a geometrically-defined PT coordinate, such as the difference in bond 
length between the transferring proton and its donor and acceptor sites HADHp RRR   
can be used to define a two-dimensional sampling space. In practice, this may be done by 
introducing a harmonic constraint on the PT donor and acceptor atoms to sample a given 
PT coordinate value. The free energy simulations sampling along the ET coordinate, as 
described above, would then be repeated for each distance along the PT coordinate. The 
resulting two-dimensional free energy surface would be analogous to the three-
dimensional More O’Ferrall-Jencks diagrams discussed in Chapters 4 and 5, with the 
exception that the ET coordinate is defined in terms of the diabatic state energy gap. 
Validation of the MSDFT-DFTB QM/MM method for sampling the ET coordinate 
through free energy simulations is one step closer to explicitly modeling diabatic states of 
enzymatic PCET reactions in a solvated protein environment. 
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Chapter 10. Electrostatic and Dynamical Effects on Hydride Transfer Catalyzed by 
Dihydrofolate Reductase (DHFR) 
10.1 Introduction 
 The role of protein dynamics in enzyme catalysis continues to be a topic of 
debate.
22,23,162–164
 In general, it is accepted that conformational changes induced by the 
binding of substrates and/or cofactors enhance catalysis. However, these motions are 
assumed to be decoupled from the reaction mechanism of catalysis in that the enzyme-
substrate complex (i.e. Michaelis complex) reaches an equilibrium distribution before the 
reaction occurs.
23
 In recent years, particular attention has been paid to the dynamical 
motions of the Michaelis complex that occur within the same time-frame as the catalytic 
reaction. A prime example is the role of local fluctuations of a loop structure near the 
active site of dihydrofolate reducatse (DHFR),
40,42,165–168
 an enzyme responsible for 
catalyzing hydride transfer between nicotinamide adenine dinucleotide phosphate 
(NADPH) and 7,8-dihydrofolate (DHF) to form 5,6,7,8-tetrahydrofolate (THF). It has 
been suggested that the dynamic flexibility of the M20 loop is essential for hydride 
transfer catalysis based on the reduced catalytic activity of N23PP/S148A substituted 
DHFR and the concomitant reduction in its dynamic flexibility within the M20 loop 
residues.
169
 However, arguments have been made against this claim, stating that the 
increased electrostatic reorganization energy required for catalysis in the mutant variant 
is responsible for the reduced catalytic activity.
170
 Despite a wealth of experimental and 
computational data on this catalytic reaction, the role of protein dynamics has yet to be 
resolved. 
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10.2 Background Information 
 Given the ubiquitous nature of proton-coupled electron transfer (PCET) reactions 
in enzyme-catalyzed processes, it is essential to understand the effects of protein 
dynamics on the potential energy surface, especially with respect to the donor and 
acceptor sites of electron transfer and proton transfer.
56,163
 Protein motions can vary on a 
time-scale of femtosecond bond vibrations, picosecond to nanosecond local structural 
fluctuations, and millisecond to second conformational motions.
23
 These motions also 
vary in how they relate to the chemically-relevant step(s) of a reaction mechanism. 
Certain “rate-promoting vibrations” may be inherently coupled to the reaction coordinate 
such that quenching of the motion prevents catalysis.
164
 Alternatively, protein motions, 
large or small, may sample an ensemble of configurations that avoids low-energy local 
minima, thus maintaining a reasonable barrier height for catalysis.
23
 Still another view 
proposes that the active site must be reorganized to reach an optimal transition state 
structure in which the chemical step occurs.
171
 This is akin to Marcus theory of electron 
transfer
51
 in that the solvent reorganization term accounts for the adjustment of the 
surrounding environment to come into equilibrium with the current electronic state of the 
system.
172,173
 
Central to the discussion of a functional role of protein motions within an 
enzyme-catalyzed reaction mechanism is the catalysis of hydride transfer by DHFR. 
Crystallographic evidence suggests that the local conformation of the M20 loop of wt-
DHFR changes based on the catalytic cycle.
40
 Site-directed mutagenesis studies in which 
M42 and G121 are replaced by a tryptophan and valine residue, respectively, reported 
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reduced hydride transfer rates and coupled protein motions outside of the active site.
165,174
 
Previous work by our group on this double mutant variant of DHFR (dm-DHFR) 
provides computational evidence of an increased free energy barrier due to reduced 
dynamic flexibility of the M20 loop in the transition state structure of dm-DHFR 
compared to wt-DHFR. Furthermore, the increased barrier originates from an overall 
reduction in ΔS‡ in the dm-DHFR transition state compared to the wt-DHFR transition 
state ensemble. Lastly, the stabilized closed structure of the M20 loop in dm-DHFR at the 
transition state is attributed to a third hydrogen bond that is absent in the wt-DHFR 
transition state structure. 
Motivated by the electrostatic reorganization argument of catalytically impaired 
DHFR mutants,
168,170
 the electrostatic environment of the active site of wt-DHFR has 
been probed experimentally using a deuterium-substituted Y100 residue ([D4]Y100).
41
 
Reported infrared (IR) spectra indicate a shift in hydrogen bonding of the [D4]Y100 
residue for different model complexes of substrate- and cofactor-bound complexes of wt-
DHFR (Figure 10.1). Both the apoenzyme (DHFR) and holoenzyme (NADPH:DHFR) 
are characterized by two peaks within the C-D stretching frequency range (2200 to 2300 
cm
-1
). It is assumed that two of the four C-D stretching modes overlap or are too low in 
intensity to be observed experimentally. The model complex of the Michaelis complex 
(folate:NADP
+
:DHFR) displays a third peak at slightly higher frequency, but the strong 
peak near 2240 cm
-1
 retains a similar intensity as the apoenzyme and NADPH:DHFR 
complex. The transition state is modeled by a MTX/NADPH-bound enzyme
40
 
(MTX:NADPH:DHFR) and is remarkably similar to the apoenzyme and the  
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Figure 10.1 IR spectra and fits of [D4]Y100 in a) Apo DHFR, b) NADPH complex, c) 
folate/NADP+ complex, d) MTX/NADPH complex, and e) folate complex. Reprinted with 
permission from Groff, D.; Thielges, M. C.; Cellitti, S.; Schultz, P. G.; Romesberg, F. E. Angew. 
Chem. Int. Ed. 2009 48, 3478. Copyright 2009 Wiley-VCH Verlag GmbH & Co. KGaA, 
Weinheim. 
 
a) 
b) 
c) 
d) 
e) 
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NADPH:DHFR complex spectra. Lastly, the product state experimental IR spectra, 
modeled by the folate-bound enzyme (folate:DHFR), shows the most significant changes 
with a large increase in the intensity of the higher-frequency mode along with broadening 
of this peak. Compared to IR spectra of isolated [2,3,4,5-D4]tyrosine in basic and acidic 
condictions, this is consistent with deprotonation of the tyrosine residue. It is suggested 
that the change in C-D IR spectra originates from the strength of the hydrogen bond of 
the –OH group. Additionally, the unique spectrum of the MTX:NADPH:DHFR complex 
is proposed to represent a population of a unique set of conformations, similar to a 
transition state. Here, we investigate the origin of these IR spectra with respect to changes 
in the dynamical fluctuations and electrostatic environment of the active site of DHFR. 
As described in the work of Corcelli, Cho, and co-workers,
45,175–177
 molecular dynamics 
simulations are used to simulate IR spectra of wt-DHFR [D4]Y100 in the reactant, 
transition, and product states of hydride transfer between NADPH and DHF. 
10.3 Methodology 
 As shown by Berens and Wilson,
44
 the IR spectrum of a molecular system can be 
computed from the autocorrelation function of a time-dependent dipole moment 
calculated for a set of trajectory coordinates of molecular dynamics simulations. Using a 
semi-empirical QM/MM molecular dynamics approach the expectation values of the QM 
dipole moment operators ( xˆ , yˆ , and zˆ ) are computed for the side chain of [D4]Y100 at 
each MD step.
175
 This provides a time-dependent dipole moment vector, )(t

, for a 
given set of trajectory coordinates. The IR spectra is computed as the spectral density, 
C(ω), of the dipole moment autocorrelation function, C(t), defined as 
  150 
)0()()( 

 ttC  (1) 
where   indicates an ensemble average. In practice, this is done by taking the fast 
Fourier transform of dipole moment autocorrelation function, converting the time-
dependent data to the frequency (ω) domain 



 dttitCtCFFTC )exp()()]([)(  . (2) 
10.4 Computational Details 
 Following previous procedures,
42,43
 combined QM/MM molecular dynamics 
simulations are carried out using a potential developed for DHFR  
SVBmmmmqmqmtot VUSSHSHSU  )()()()( /

 (3) 
where )(SH qm

is the Hamiltonian of the QM region (S), )(/ SH mmqm  is the interaction 
Hamiltonian between the QM and MM regions, Umm is the classical potential energy of 
the MM region, and VSVB is a simple valence bond (SVB) parameter added to reproduce 
the experimental free energy of reaction. A semi-empirical AM1 Hamiltonian
178
 
parameterized for this reaction is used to treat the QM region and the QM/MM 
interactions, while the MM region is modeled by the CHARMM27 force field,
155
 
including parameters optimized for NADPH/NADP+ and DHF/THF.
42,43
 The QM region 
is defined as shown in Figure 10.2, where generalized hybrid orbital boundary atoms (B) 
are used at the β-carbon of [D4]Y100 and the specified carbon atoms of NADPH and DHF.   
Using periodic boundary conditions, a cubic box of dimensions of ~60 Å x ~60 Å 
x ~60 Å was used to solvate the DHFR complex. Histidine residues and all polar amino  
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Figure 10.2 Schematic drawing of the QM/MM partitioning of atoms within the active site of wt-
DHFR. Atoms circled in red are treated explicitly with a parameterized AM1 model. Boundary 
carbon atoms are indicated as B. All other atoms are treated classically. 
 
acid side chains were protonated and deprotonated as needed to model a neutral solution 
of pH 7, resulting in 15 units of negative charge. These charges were neutralized by 
randomly placing 15 sodium ions in the water box. A spherical cutoff distance of 12 Å 
was used to compute non-bonded interactions where a switching function was used 
between 10.5 and 11.5 Å. 
All QM/MM simulations employed the Nosé-Hoover thermostat157,158 for NPT 
ensemble molecular dynamics at T = 298.15 and P = 1.0 atm. Using the leap-frog Verlet 
algorithm
159,160
 molecular dynamics were carried out using a timestep of 1 fs and the 
SHAKE algorithm
161
 to constrain all hydrogen bond distances in the MM region. 
Simulations of the reactant and transition states of the DHFR system were restarted from  
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Figure 10.3 Active site configuration from the wt-DHFR reactant state simulation showing the 
protein backbone (green), NADPH (pink and blue), DHF (atomic coloring: C - cyan, N - blue, O - 
red, H - white), and [D4]Y100 (yellow). 
 
previous QM/MM simulations
43
 using the reference potential described above and a 
harmonic constraint to sufficiently sample transition state configurations. The initial 
structure of the wt-DHFR reactant configuration is shown in Figure 10.3, highlighting the 
relative orientations of the substrate, cofactor, and [D4]Y100 residue. The product state 
had not been previously modeled by QM/MM molecular dynamics. These simulations 
were started from a transition state structure where the transferring hydrogen was moved 
along a linear coordinate between the NADP donor atom and the DHF acceptor atom to a 
reasonable C-H bond distance (~1 Å). Using this starting structure, the product state was 
then equilibrated with a harmonic constraint on the QM atoms for 10 ps, at which point 
the harmonic constraint was removed and the system was equilibrated for an additional 
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100 ps. The reactant and transition state simulations were each run for a total simulation 
time of 4.6 ns, while the product state had a shorter simulation time of 3.2 ns. 
As a reference, IR spectra of a single [2,3,4,5-D4]tyrosine ([D4]Tyr) in acidic and 
basic conditions are computed using QM/MM MD simulations and. Unless otherwise 
noted, the same simulation conditions used in the solvated protein complex simulations 
were used here. A water box of dimensions ~60 Å x ~60 Å x ~60 Å were used to solvate 
each residue, where a single sodium ion was randomly placed in the simulation box of the 
deprotonated (anionic) residue. Gaussian 09
139
 using B3LYP/6-311+g(d,p) was used to 
optimize structures of the protonated and deprotoned [D4]Tyr residues as input for the 
initial structures of the QM/MM simulations. The solvated systems were equilibrated for 
10 ps and ran for a total simulation time of 1.8 ns each. 
The QM dipole moment vector was computed for the [D4]Y100 side chain every 4 
fs of simulation time. Autocorrelation functions were computed for every 200 ps of 
simulation time, overlapped by 100 ps. Simulated spectra are plotted using a smoothing 
function with a bandwidth of 5 cm
-1
. To remove mixing with rotational motions of the 
protein in the simulated IR spectra, the instantaneous dipole moment vectors were 
reoriented with respect to )0(

 of each simulation. The same procedure was used to 
compute the reference spectra of isolated [D4]Tyr. All calculations are performed using a 
locally modified version of CHARMM.
149,150
 
10.5 Results and Discussion 
10.5.1 Comparison of Simulated IR Spectra to Experiment 
 Experimental spectra of isolated [D4]Tyr show two resolved peaks in the 2200- 
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2300 cm
-1
 range (Figure 10.4). In basic conditions, the relative amplitudes of the peaks 
shift to favor the high-frequency mode. Simulated spectra of isolated [D4]Tyr have peaks 
within the 2300-2400 cm
-1
 range (Figure 10.5). Protonated [D4]Tyr is characterized by 
two peaks, while deprotonation results in a third peak at higher frequency and a 
significant increase in peak intensity. These simulated IR spectra reproduce the 
experimental trend of favoring higher-frequency modes on going from protonated to  
deprotonated [D4]Tyr. 
 Simulated IR spectra of the [D4]Y100 residue of wt-DHFR in the reactant, 
transition state, and product states are shown in Figure 10.6. The reactant state is  
 
Figure 10.4 IR spectra and fits of [2,3,4,5-D4]Tyr in a) 1.0 N HCl and b) 1.0 N NaOH. Reprinted 
with permission from Groff, D.; Thielges, M. C.; Cellitti, S.; Schultz, P. G.; Romesberg, F. E. 
Angew. Chem. Int. Ed. 2009 48, 3478. Copyright 2009 Wiley-VCH Verlag GmbH & Co. KGaA, 
Weinheim. 
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Figure 10.5 Similated IR spectra of a) protonated and b) deprotontated isolated [2,3,4,5-
D4]tyrosine in the C-D stretch frequency range. 
 
characterized by a strong, narrow peak near 2360 cm
-1
. Progression along the reaction 
coordinate to the transition state results in widening of this peak and a 5 cm
-1
 shift to 
higher frequency. The product state shows the most dramatic change with the addition of 
a second strong peak at about 10 cm
-1
 higher-frequency than the first. The overall trend 
 
a) 
b) 
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Figure 10.6 Similated IR spectra of [D4]Y100 in the reactant (black), transition state (red), and 
product (blue) state of wt-DHFR hydride transfer catalysis in the C-D stretch frequency range. 
 
along the reaction coordinate indicates that hydride transfer between NADPH and DHF 
results in a more deprotonated [D4]Y100 residue, suggesting a stronger hydrogen bond to a 
neighboring residue or water. 
10.5.2 Electrostatic Effects on Simulated IR Spectra 
 To investigate the origin of the shift in the [D4]Y100 IR spectrum, the electrostatic 
contribution of the bulk solvent and protein were analyzed, in addition to the electronic 
effects of the NADPH and DHF molecules. An effective gas-phase spectrum is computed 
by setting the MM charges of all atoms to zero, including the NADPH and DHF  
  157 
 
Figure 10.7 Similated IR spectra of [D4]Y100 in the reactant state of wt-DHFR hydride transfer 
catalysis. Electrostatic charges have been removed to model the gas phase (black dashed line), the 
solvent and protein environment (excluding NADPH, DHF, and Ile5) (blue dotted line), the 
solvent/protein/DHF/Ile5 environment (excluding NADPH) (green solid line), and the complete 
electrostatic environment (red short-long dashed line). 
 
molecules which are excluded from the QM region. Although the electronic effects of the 
protein environment are neglected in this model, the structural effects of the protein 
conformation on the local [D4]Y100 structure are taken into account. The resulting gas-
phase spectrum is shown in Figure 10.7. As in the original spectra (Figure 10.6), 
the C-D stretches are characterized by a prominent central peak, in this case near 2350 
cm
-1
. Reorientation of the instantaneous dipole moment vector results in sharper peaks, 
giving rise to a shoulder just below 2350 cm
-1
 and a smaller peak at higher frequency, 
just below 2400 cm
-1
. Recovery of the electrostatic charges of the bulk water molecules, 
counter ions, and protein residues (excluding Ile5 which is thought to hydrogen bond to 
Wavenumbers  (cm-1) 
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[D4]Y100) increases the intensity of the gas-phase peaks, but leaves the relative intensities 
of low to high frequency modes unchanged (Figure 10.7). Surprisingly, addition of the 
Ile5 MM charges has little effect on the solvent/protein spectrum, as does the inclusion of 
the DHF molecule in the QM region. This indicates little coupling between the frequency 
of Ile5 and DHF motions and the C-D stretching mode. Analysis of the O-O distance 
between [D4]Y100 phenolic oxygen and the oxygen of the Ile5 peptide bond suggests that 
hydrogen bonding is likely based on a typical hydrogen bond O-O distance of 2.8 – 3.0 
Å.
179,180
 Further inspection of the computed IR spectra indicates a significant reduction in 
intensity of a single peak near 3400 cm
-1
, which is attributed to the O-H stretch of 
[D4]Y100 determined by Gaussian 09
139
 frequency calculations on the isolated [D4]Tyr  
 
Figure 10.8 Similated IR spectra of [D4]Y100 in the reactant state of wt-DHFR hydride transfer 
catalysis, where the complete spectrum (black solid) is compared to those that neglect the 
electrostatic charges of Ile5 (red dashed) and the QM interactions of DHF (blue dotted) and 
NADPH (green dot-dashed). 
 
Wavenumbers  (cm-1) 
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residue systems. Thus, our electrostatic model captures the loss of the hydrogen bond 
acceptor, but it is not reflected in the C-D IR spectrum as anticipated. 
Systematic analysis of individual molecules are necessary to identify the origin of 
the DHFR [D4]Y100 IR spectral shift. Starting with the original spectra recomputed using 
the reoriented instantaneous dipole moment vectors, Figure 10.8 shows the sequential 
removal and replacement of different molecule in the active site of wt-DHRF. Clearly, 
changes in the spectra are negligible for the zeroing of the Ile5 electrostatic charges and 
for removing DHF from the QM region. This confirms that an interaction between 
[D4]Y100 and NADPH is responsible for the observed shift in C-D stretching modes. 
Additional IR spectra were computed for the product state wt-DHFR complex 
MD trajectories. The effects of removing THF and NADP
+
, sequentially, from the QM  
 
Figure 10.9 Similated IR spectra of [D4]Y100 in the product state of wt-DHFR hydride transfer 
catalysis, where the complete spectrum (black solid) is compared to those in which the QM 
interactions of THF (red dashed) and NADP
+
 (green dot-dashed) have been removed.  
Wavenumbers  (cm-1) 
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region are shown in Figure 10.9 and indicate little change in the C-D spectrum for either 
of the QM-treated molecules in the product state. 
10.6 Conclusions 
These observations support a mechanism in which the Michaelis complex samples 
configurations that involve an electronic interaction between [D4]Y100 and NADPH. It 
has been suggested that the [D4]Y100 phenol stabilizes the developing positive charge on 
the NADPH as catalysis progresses from reactants to products.
41
 Our results are 
consistent with this proposed mechanism. The distribution of electron density within the 
[D4]Y100 side chain is dependent on the inclusion of the electronic effects of the NADPH 
molecule in the reactant configurations. Interestingly, the product state does not exhibit 
the same spectral shifts and in fact shows very little dependence on the local electronic 
environment. To draw connections to previous studies on the dm-DHFR complex,
43
 
analysis of simulated C-D IR spectra is ongoing and the electrostatic and dynamical 
effects of the environment continue to be investigated for this catalytic mechanism. 
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