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Let σ j(n) = ∑d|n d j be the sum of divisors function, and let
I be the identity function. When considering only one input
variable n, we show that the set of functions {σi}∞i=0 ∪ {I} is
algebraically independent. With two input variables, we give a non-
trivial identity involving the sum of divisors function, prove its
uniqueness, and use it to prove that any perfect number n must
have the form n = rσ(r)/(2r − σ(r)), with some restrictions on r.
This generalizes the known forms for both even and odd perfect
numbers.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let σ j be the sum of divisors function σ j(n) = ∑d|n d j . When not written, the subscript j is
assumed to be equal to 1. We will investigate the algebraic dependence of these functions. When
only one input variable n is considered, Bellman and Shapiro [1] show that σ0, σ1, and the identity
function I , as well as Euler’s totient function ϕ , the Möbius function μ, and the number of unitary di-
visors function σ ∗0 , are all algebraically independent. We extend the ﬁrst part of this result to include
the sum of divisors function for all subscripts i.
Theorem 1. The set of functions {σi}∞i=0 ∪ {I}, where I is the identity function, is algebraically independent.
We next consider the case of more than one input variable. There exist well-known identities of
this form, such as
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i=1
σa(n)σb(n)
ns
= ζ(s)ζ(s − a)ζ(s − b)ζ(s − a − b)
ζ(2s − a − b) ,
where ζ is the Riemann zeta function, or
σ3(n) − σ7(n) + 120
n−1∑
k=1
σ3(k)σ3(n − k) = 0.
In both of these examples, the input variable n ranges over many different values. However, interesting
identities arise from even just two ﬁxed input variables, which we denote n and r throughout this
paper.
Theorem 2. Let π be a prime, s be an integer relatively prime to π , α be a nonnegative integer such that
r = παs and n = π2α+1s, and j be a ﬁxed, nonnegative integer. Then the identity
n jσ j(r) + r jσ j(r) = r jσ j(n), (1)
is the unique algebraic identity in the variables n, r, σ j(r), and σ j(n), up to multiplication by a constant.
We then explore how (1) can be applied to perfect numbers, deﬁned as integers n such that
σ(n) = 2n. The standard forms for such numbers go back to Euler, who considered even and odd
perfect numbers separately. An even number n is perfect if and only if
n = 2a(2a+1 − 1), (2)
where both a and 2a+1 − 1 are prime, the latter being a Mersenne prime. Currently, 47 even perfect
numbers are known [4], although it is not known whether the total count is ﬁnite or inﬁnite. An odd
perfect number would have to have the form
n = pβt2, (3)
where p is prime, (p, t) = 1, and p ≡ β ≡ 1 (mod 4). It is conjectured that no odd perfect numbers
exist, and if one does exist it would have to be at least 10473 [5,2]. We combine these two forms into
one, as follows.
Theorem 3. If n is a perfect number, then
n = rσ(r)
2r − σ(r) , (4)
where r is a positive integer subject to one of the following three cases:
1. If n is odd, then r is square.
2. If n > 6 is even, then r = 2a for some integer a > 1.
3. If n = 6, then either r = 2 or r = 3.
Also, nσ(r) is integral for r = 3.
This reduces to either (2) or (3) if we choose n to be either even or odd, respectively.
2630 D. Lustig / Journal of Number Theory 130 (2010) 2628–26332. Algebraic independence
We start with some preliminary lemmas. Let Sk = {x0, . . . , xk+1} be a set of k + 2 integer-valued
functions for some k 0. Deﬁne g : Z+ → (Z+)k+2 by
g(n) = (x0(n), x1(n), . . . , xk+1(n)),
and gq : Z+ → (Z/qZ)k+2 for a prime q by letting
gq(n) =
(
x0(n), x1(n), . . . , xk+1(n)
)
mod q
be the reduction of g(n) modulo q. The following two lemmas are clear.
Lemma 1. Let P be a non-zero polynomial in x0, . . . , xk+1 with integer coeﬃcients. If P (x0(n), . . . , xk+1(n)) =
0 for all n ∈ Z then |gq(Z+)| = O (qk+1).
Lemma 2. Suppose ordq p divides z for a prime q, and suppose j  1. Then
σ j
(
pz
)≡
{
z + 1 (mod q), p j ≡ 1 (mod q),
1 (mod q), otherwise.
We now prove a third lemma, from which Theorem 1 follows.
Lemma 3. Suppose we choose Sk to be the set of integer-valued functions
{I} ∪ {σ j}kj=0.
Then there are inﬁnitely many primes q such that ((Z/qZ)∗)k+2 ⊂ gq(Z+).
Proof. We will show how to choose n = pe00 pe11 · · · pek+1k+1 such that gq(n) is any desired value of
((Z/qZ)∗)k+2. Label the functions in Sk by setting x0 = I , xi = σi for 0 < i  k, and xk+1 = σ0.
Let l = lcm({1, . . . ,k}), and let h be a prime which is relatively prime to l. Then choose q so
q ≡ 1 (mod hl). Note that this gives an inﬁnite number of possibilities for q.
We proceed in k + 1 steps. For the c-th step we choose the value of pc and ec , with pc dis-
tinct from the primes chosen in all previous steps. This way, gq(n) is the componentwise product of
gq(p
e0
0 ), . . . , gq(p
ek+1
k+1 ), since each xi ∈ Sk is multiplicative.
1. For x0 = I , the ﬁrst component of gq(pe00 ) is congruent to pe00 (mod q). Then p0 and e0 can be
chosen arbitrarily, with the restriction that σi(p
e0
0 ) = 0 for all i  1.
2. For each xi = σi with 1 i  k, choose pi to have multiplicative order i in (Z/qZ)∗ , and choose
ei to be a multiple of i. Then by Lemma 2, p
ei
i ≡ 1, σ j(peii ) ≡ 1 for all j < i, and σi(peii ) ≡
ei + 1 (mod q). Since q is deﬁned to be prime to i, the result ei + 1 modulo q can be chosen
arbitrarily, as long as ei ≡ −1 (mod q).
3. For xk+1 = σ0, choose pk+1 to have multiplicative order h, where h is the same as in the choice
of q, and choose ek+1 so ek+1 ≡ h (mod q). Then σ0(pek+1k+1 ) = ek+1 + 1, so we can choose σ0(n)
arbitrarily. By Lemma 2, p
ek+1
k+1 ≡ 1 and σi(pek+1k+1 ) ≡ 1 for all i  1.
This gives us a set of values such that the ﬁrst c components of gq(p
ec
c ) are 1. Therefore, by choosing
the pc ’s and ec ’s for each value of c in order, we can construct n = pe00 pe11 . . . pekk so that gq(n) is any
arbitrary member of ((Z/qZ)∗)k+2, and hence all of ((Z/qZ)∗)k+2 is constructed. 
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such that pc ≡ 1 (mod q) we get ϕ(n) ≡ 0 (mod q). Including ϕ(n) then would require a procedure
more complicated than above.
3. Uniqueness of (1)
Let Z[F j] be the ring of all polynomials with integer coeﬃcients in the four variables F j =
{r, σ j(r),n, σ j(n)}. We want to show that the ideal of polynomials f ∈ Z[F j] which vanish over U
is principal and generated by (1).
For each prime q, deﬁne Tq to be the image of the map
(r,n) 
→ (r,σ j(r),n) mod q.
Lemma 4. For inﬁnitely many primes q, there are at least q(q − 1)2 distinct 3-tuples in Tq.
Proof. Each element in Tq is the product of a 3-tuple of the form
(
r,σ j(r), r
)
(mod q), (5)
where r ≡ 0 (mod q), and a 3-tuple of the form
(
1,1,πα+1
)
(mod q) (6)
for a prime π and some α  0. Theorem 1 shows that there are inﬁnitely many primes q so that
there are at least (q − 1)2 elements of the form (5). Then, since we can multiply each such element
by q elements of the form (6), we have a total of at least q(q − 1)2 distinct elements in Tq . 
Let P (X1, X2, X3, X4) = X j1X4 − (X j1 + X j3)X2 as in (1). It is clear from direct calculation that
P (r, σ j(r),n, σ j(n)) = 0 for all (r,n) ∈ U .
Lemma 5. Let R = Z[X1, X2, X3, X4] be the ring of polynomials in X1 , X2 , X3 , and X4 with integer co-
eﬃcients. If there is a non-zero polynomial Q (X1, X2, X3, X4) ∈ R so that Q (r, σ j(r),n, σ j(n)) = 0 for all
(r,n) ∈ U , then Q is in the R-ideal generated by P .
Proof. Suppose we consider P and Q in the larger ring R[X−11 ] which is the localization of R at
{Xi1}∞i=0. We can write P as
P (X1, X2, X3, X4) = X j1
(
X4 −
(
1+ X
j
3
X j1
)
X2
)
,
and we can rewrite the quotient ring (R[X−11 ])/(R[X−11 ]P ) as
Z[X1, X−11 ][X2, X3, X4]
Z[X1, X−11 ][X2, X3, X4](X4 − (1+ X j3X− j1 )X2)
∼= Z[X1, X−11 ][X2, X3].
This means we have Xm1 Q = G + HP for some G ∈ Z[X1, X2, X3], some H ∈ R , and some m 0. Then
for all (r,n) ∈ U ,
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= G(r,σ j(r),n)+ H(r,σ j(r),n,σ j(n))P(r,σ j(r),n,σ j(n))
= G(r,σ j(r),n).
For a prime q, G (mod q) then vanishes at all 3-tuples in Tq . If G is not the zero polynomial, then
for all suﬃciently large q the number of zeros of G (mod q) is bounded from above by a constant
times q2. But by Lemma 4, there are at least q(q − 1)2 elements of Tq for an inﬁnite set of primes q.
Therefore G must in fact be the zero polynomial, and so Xm1 Q = HP for some m  0. Because P is
irreducible and P  Xm1 , we get P | Q . 
4. Application to perfect numbers
We ﬁrst note that our results on perfect numbers generalize the forms of Holdener [3], who shows
that an odd number n is perfect if and only if
σ(n)
n
= 2π
α(π − 1)
πα+1 − 1 .
Proof of Theorem 3. The sum of divisors function has the property that σ(n) is odd if and only if
n is square or twice a square. If n is perfect, then σ(n) = 2n is even, and so n cannot be square.
Therefore, we can suppose n is perfect in (1). By setting j = 1 and σ(n) = 2n and then solving for n,
we get (4).
First, suppose n is odd. Then π must be odd, and we can also write
σ(n)
σ (r)
= 2n
σ(r)
= n + r
r
= πα+1 + 1,
which implies that nσ(r) is integral. Combining (3) and (1), we get n = π2α+1s = pβt2. We see that p
is the only prime with an odd exponent in pβt2, so p = π , β = 2α + 1 ≡ 1 (mod 4), and s = t2. It
follows that α is even and so r = παs is square.
If n is even, we have two choices, since by (2) we can choose either r = 2a or r = 2a+1 − 1. In the
ﬁrst case, we can write
n = rσ(r)
2r − σ(r) =
2a(2a+1 − 1)
2a+1 − (2a+1 − 1) = 2
a(2a+1 − 1)
which is just (2), and then nσ(r) = r is integral. In the second case,
σ(n)
σ (r)
= 2a+1 − 1 = r,
n = rσ(r)
2
.
Therefore,
rσ(r)
2
= rσ(r)
2r − σ(r) ,
2 = 2r − σ(r),
2 = 2(2a+1 − 1)− 2a+1,
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integral. 
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