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Abstract：
GenomeanalysisprocessingtakesaｌｏｔｏｆｃｏｍｐｕｔａｔｉｏｎｔｉｍｅａｎＣｌｉｔｓ
ｐｒｏcessingconditionsvaryaccordingtopurposes、
Ｉｎｔｈｉｓｓｔｕｄｙｗｅｆｂｃｕｓｏｎａｂｕｎｄａｎｔｄｅsktopcomputerresourcesmany
laboratoriespossess・ByaCloptingstanClardmiddleware“ＵＮＩＣＯＲＥ，,ofthe
globalgrid,weconstructaloCalgridconsistedofdesktopcomputersonLAN
toestablishalarge･scalecomputingenvironment．’Ibperfbrmthe
complicateClandvariousgenomeanalyzingprocesseseffbctively）wedevelop
problemsolvingenvironｍｅｎｔ(PSE)withcoreofworknowtechnologyThis
studyworkstowarddevelopmentofworkflowsystemonthelocalgridonthe
baseofstandarClworkflowengine“ＢＯＮnA?,，whichissuitablefbrgenome
processinginvolvingnumerousprocessingconditionsanClautomatesgenome
analyzingprocessing
Thebasiclocalalignmentsearchtool（BLAST）consumesconsiderable
computationaltime・WeexecuteBLASTusingdistributedandparallel
procesSingonthegridenvironmentinthisPSE､BLASTthroughputtimeis
decreasedｔｏｌｅｓｓａｆｉｆｔｈｕｓｉｎｇ８ＣＰＵｓ・Besidesprimerdesignfbrtyping
singlenucleotidepolymorphism(SNP)takesalotoftimeasitsvariousand
complicateClexecutionconditionsnecessitatemanualtasks、Computation
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processintheprimerdesignisstylizedandexecuteClasaseriesofprocessing
byapplyingtheworkflowsysteminthisPSnThisreClucesprocessingtime
intheprimerdesigntoapproxiｍａｔｅｌｙａｔｅｎｔｈＷｉｔｈｕｓｅｏｆｔｈｉｓＰＳＥ，we
constructexecutionenvironmenｔｏｆＢＬＡＳＴｂａｓｅｄｏｎｇｅｎｏｍｅｗｉｄｅｓｅａｒｃh
anMevelopanewmethodtoClesignahighlyspecificprimerbycomputation、
ゲノム解析研究においては、大量、多様なバイオデータの網羅的な探索や解
析が必須となっている｡このゲノム解析は種々の解析目的に利用されているが、
それらの解析処理が長時間の計算を必要とすること、また、それらの処理条件
がその目的毎に複雑、多岐に渡っているおり、これがゲノム解析をサポートす
る情報解析システムの構築を困難としている。したがって、この困難性を解決
すべくバイオ情報基盤の構築が非常に重要となっている。
グリッドによるゲノム解析におけるバイオ情報基盤の構築のための研究を進
めるにあたって以下のように研究目的を定める。
１）大量、多様なバイオデータを相互に関連付けＴそれらを統合的に、包括的
に処理できるバイオ’情報基盤を構築する。２）これによってそこから新たな結果
や新しい知識を獲得可能とするゲノム解析に向けた問題解決環境を開発する。
3）これらバイオの大量データを高速に処理できるシステムを構築する。４）こ
れらは研究目的に留まらず、企業等の現実システムに応用できる産業に向けた
システムとする。
これらの研究目的を達成するために以下の手順で研究を進める。
１）まず、最初に共通グリッドインフラを構築し、その上にバイオ情報基盤と
して装備すべき共通機能を共通ＰＳＥとして開発する。その結果をバイオ分野に
限定しないでいくつかのアプリケーション分野に適用し、評価する。２）次にこ
れらの基盤の上にゲノム解析アプリケーションに特化した問題解決を図るべく
ゲノム解析向けＰＳＥを開発し、いくつかのゲノム解析アプリケーションに適用
する。また、現実のシステムの中に適用することによって開発したシステムの
有用性を評価する。３）最後にゲノム解析アプリケーション分野において基本的
で､～それ故、最も重要なプライマーの設計分野に適用し、計算を基盤としたプ
ライマーの新しい設計手法の開発に取り組む。
まず、グリッドインフラの研究によって共通グリッドインフラを構築し、研究
所向けグリッＦＬａｂＧｒｉｄシステム（LaboratoryGrid）としてローカルグリッド
およびアプリケーション構築のための共通ＰＳＥを実現する。LabGridシステム
においては、共通のインフラストラクチヤ上に独立にアプリケーションが構築
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できる仕組みを作ることによって、効率的なコンピュータリソースの利用を可．
能とする。LabGridは以下の三つの階層から構成される。Fig.１にLabＧｒｉｄの
全体的システム構成を示す。
1）共通グリッドインフラ層
2）共通問題解決（PSE）層
3）アプリケーション層
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共通グリッドインフラ層は計算用ＣＰＵ、可視化機器、共用ファイル・プリン
タ等の研究所にあるすべてのコンピュータリソースを含み、標準グリッドミド
ルウエアＵＮＩＣＯＲＥ（UnifbrmInterfacetoComputingResource）によってグ
リッド化され、すべてのアプリケーションから共用される。
共通ＰＳＥ層はアプリケーションと共通グリッドインフラの問に位置し、
LabＧｒｉｄ上で動作するアプリケーションに必要とされるジョブ､計算､可視化、
コラボレーション、運用管理、セキュリティに関する共通機能が装備される。
共通グリッドインフラのＵｍＣＯＲＥとのインタフェースはジョブブローカ
GridPSE（GridProblemSolvingEnvironment）を経由して実行される。
アプリケーション層は、流体計算、分子シミュレーション、構造解析等、アブ
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リケーシヨン毎に独立に構成され、個々に開発、実装することを可能とするｑ
したがって、LabＧｒｉｄへのクライアントからの処理要求は、まず、最初にア
プリケーション層の特定のアプリケーションによって処理され、そのアプリケ
ーションが要求する共通ＰＳＥを通して、共通グリッＦインフラ層にある特定の
コンピュータリソースに処理がデイスパッチされる。
LabＧｒｉｄ上のアプリケーションとしてＰＩＶ（ParticlelmageVblociInetry）
WCbLaboratory、マルチスケールシミュレーション支援システム等が実装され
ている。
これらLabＧｒｉｄの仕組みによってグリッＦシステム上に各種のアプリケーシ
ョンの実行環境が共通ＰＳＥを通して容易に構築することが可能となり、研究所
内の研究開発プロジェクトやアプリケーションの問でのコンピュータリソース
の共用が可能となった。また、これはバイオ分野のアプリケーションに限定し
ないで適用できる情報基盤となっている。
次にLabＧｒｉｄシステムのグリッＦインフラを基礎として、グリッド技術にワ
ークフローおよびＷｅｂ技術を融合させ、ゲノム解析システムにおける課題の解
決を図るべくゲノム解析向けPSEの研究開発を行った。ゲノム解析研究におけ
る困難性あるいは問題を情報処理の観点から解決していこうとする場合、これ
らに対応すべくゲノム解析システムの情報処理の枠組みとして以下の三つの技
術的要素で構成する。
a）グリッドコンピューティング技術
b）ワークフロー技術
c）Ｗｅｂ技術
この枠組みに基づいてゲノム解析向けグリッドＰＳＥを実現する。これを
BioGridLab（BiomfbrmaticsGriClLaboratory）システムと呼び、以下の四つ
の階層から構成する。
A）共通グリッドインフラ層
B)共通ＰＳＥ層
C）ゲノム解析向けＰＳＥ層
D）ゲノム解析アプリケーション層
BioGridLabシステムを構築していく上で、共通グリッドインフラグリッドイ
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ンフラおよび共通ＰＳＥについては､グリッドインフラとしてLabＧｒｉｄシステム
をそのベースとして適用する。ここでは、ゲノム解析アプリケーションを
LabGridシステム上のアプリケーションの一つとして位置づけ、LabGridの共
通グリッドインフラ層および共通ＰＳＥ層の上にゲノム解析向けＰＳＥ層および
ゲノム解析アプリケーション層を構築し、BioGriClLabシステムとした。
BioGridLabのシステムアーキテクチャおよびそれらを構成するコンポーネン
ﾄをFig.２に示す。
い
Fig2Systemarchitectureandconfigurationofproblemsolvingenvlro､ｍｅｎｔ●
fbrsystemSofgenomeanalysisongrid．
BioGridLabシステムはクライアント、ポータルサーバ、ブローカサーバおよ
びその配下の計算用ＰＯＩファイルサーバで構成されている。ゲノム解析アプリ
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ケーシヨン層とゲノム解析向けＰＳＥ層はクライアントからの処理要求に応える
べくポータルサーバ上に配置される。次にこれらアプリケーション側からの共
通グリッＦインフラ層への処理依頼に対応するため、ブローカサーバ上には、
共通ＰＳＥ層や共通グリッドインフラ層の入口部が配置されている。
ゲノム解析向けＰＳＥはＷｅｂインタフェースとワークフロー・エンジンから
構成されているｄこのワークフロー・エンジンはゲノム解析における種々の処
理を自由に連結させ、処理の入出力条件や実行条件にしたがって一連の処理と
して実行させていくものである。このゲノム解析向けＰＳＥはGridPSEによる
グリッドへのジョブの投入やファイルの転送機能、ワークフロー・エンジンの
ジョブ実行機能、Ｗｅｂのクライアントとのインタフェース機能を組み合わせて
ワークフローシステムとして構築したものである。また、ここで実現したゲノ
ム解析向けＰＳＥのワークフローシステムは汎用的に利用可能なシステムとなっ
ており、バイオ以外の分野にも適用可能である。
配列相同性検索ツールBLASTは複数の遺伝子の配列を比較することによっ
て配列間の相同性の評価を行うもので、ゲノム解析において検証処理等に頻繁
に使われている。この計算処理時間はＤＮＡプローブやＰＣＲプライマーの設計
等、長時間計算を必要とするゲノム解析処理の内５０％を占めており、非常に大
きい。､そこで本ＰＳＥのグリッド環境を使ってBLASTの分散処理を行った。こ
れによりBLASTの処理時間を大幅に短縮させることが可能となった。
また、ゲノム解析の主要業務である１塩基多型ＳＮＰ（SingleNucleotide
Polymorpl1ism）解析を取り上げる。ＳＮＰは遺伝子上の１塩基の違いを示すも
ので、ＳＮＰ解析はそれら１塩基の違いを検出するものである。それを検出する
ための標的ＳＮＰを含む塩基配列に特異的に結合する塩基配列としての塩基配
列増幅ＰＣＲ(PolymeraseChainReaction)プライマーを必要とする。このＰＣＲ
プライマーの設計は様々な手順から構成されており、それらの結果の判断条件
も難しいため、研究者の手作業を通して実行されている。本ＰＳＥのワークフロ
ーシステムを使って、プライマー設計の計算処理を定型化し、一連の処理とし
て実行できるようにした。これによって、計算処理に伴う手作業をなくすこと
が可能となり、プライマー設計の生産性は大きく改善された。
このことはゲノム解析システムが実験からより計算を中心とした手法へバラ
１
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ダイムシフトが可能となったことを意味しており、計算を基盤としたゲノム解
析システムの構築が可能となった。そこで、このBioLabGridシステムのゲノム
解析向けＰＳＥを用い、ゲノムワイドに高いホモロジー・サイトを有する薬物代
謝酵素をターゲットとしてプライマー設計の高精度化手法の開発とその設計シ
ステムの確立に取り組んだ。
ここでは、薬物代謝酵素、特にＰ450ファミリ遺伝子ＣＹＰ２Ｄ６に対するＳＮＰ
タイピング用プライマーの設計の対象とする。これによってプライマー設計の
高精度化に取り組む。薬物代謝酵素は薬物の代謝に直接的に関与し、薬物の副
作用に重要な役割を果しているものである。また、この薬物代謝酵素には、ゲ
ノムワイＦで９０％を超える高いホモロジーを有するＳＮＰサイトが多くある。
そのため、他の通常遺伝子のＳＮＰサイトに比較して標的に特異的なプライマー
の設計が非常に困難となっている。このことから薬物代謝酵素に対するプライ
マーが標的塩基配列に特異的であるためには、ゲノムワイドで一意的でなけれ
ばならない。したがって、薬物代謝酵素のプラーマーの設計においては、ゲノ
ムワイドな特異性評価に基づくプライマー設計システムの実現が必須である。
これに対応すべくゲノム解析向けグリッドＰＳＥを適用し、その実現を図る゜こ
れによってこれまでとは全く異なった新しいプライマーの設計の手法を提案す
ることができる。以下、これをゲノムワイＦ・プライマー設計と呼ぶ。Fig.３に
現在の設計手法とプライマーの新設計手法を比較して示す。
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Fig.３Comparisonofanewprimerdesignmethodwiththeexistingmethod．
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現在の設計手法では、BLASTの実行はプライマー設計工程の後ろの段階で実
行され、特異性を有していないと判定されるプライマーを除去していくのみで
ある。したがって、残されたプライマーの精度は必ずしも保障されている訳で
はない。一方、新しいプライマー設計手法は、設計工程の早い段階からBLAST
の実行により、プライマーのゲノムワイドでの一意性を確立していこうとする
ものである。これら二つの手法は全く異なるアプローチとなっている。この新
しいアプローチによりより精度の高いプライマーを求めていこうとするもので
ある。この新しい手法は先に述べた`情報解析システムの問題解決によるプライ
マー設計プロセスの効率化およびBLASTの実行時間の短縮化を基礎としては
じめて実現が可能となっている。
、現在の設計手法と新しいプライマーの設計手法から求められたプライマーに
ついて計算と実験の両面から検証した。その結果、新しい設計手法から作られ
たプライマーは標的塩基配列に高い特異性を示し、ゲノムワイドな探索をベー
スとしたプライマー設計システムが非常に有効であることを示すことができた。
このことによって計算に基づく高精度なプライマ員の設計システムを実現す
ることができた。プライマーの設計はこれまで大きく実験に依存しており、効
率の良くない業務プロセスであった。計算をベースとした新方式はこの業務プ
ロセスの効率を大きく高めるとともに、プライマーの品質面でも高い精度のも
のを得ることができるようになった。これは実験依存から計算に基づいたゲノ
ム解析の基盤の確立を意味する。
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学位論文審査結果の要旨
平成１８年２月６曰に口頭発表および同曰開催した審査会で以下の最終結論を得た。
本論文は、パソコンのローカルグリッド上にバイオ情報基盤を確立してポストゲノム研究を加速化しよう
としている。単一塩基多型解析に必要なマイクロアレイ上に搭載する精度が良いポリメラーゼ連鎖反応プラ
イマー設計は、実験に依存する部分が多く、ゲノムワイドな計算は難しかった。バイオデータは大量・多様
で配列相同性検索では､計算処理時間が膨大となり、処理手順が複雑で､人による判断が必要であった。ワー
クフローシステムBONITAをグリッド環境で使用するため整備し、ゲノム解析向け問題解決環境を構築し
て計算処理を定型化した。配列相同性検索ツールBLASTの分散処理を行ってプライマー設計の計算時間を
約１/１０に短縮した。
この問題解決環境をもとにゲノムワイドな計算によるプライマーの新設計方式を開発し、重要な薬物代謝
酸素Ｐ４５０のゲノムワイドな探索によるプライマー設計へ適用した。この方式がプライマーの高精度化に非
常に有効であることを計算と実験から示した。ゲノム解析の計算処理の自動化、効率化によってゲノムワイ
ドの計算が可能となった。
これらの成果は、従来の実験依存の設計にもとづいたゲノム解析基盤に大きな変革をもたらすものとして
重要であり、企業内の解析システムへ応用でき、実用的価値が高い。以上の研究は共同研究に基づいて行わ
れたが、申請者本人によるシステム構築、新設計方式の開発、計算が十分に行われており、学位論文として
認定する。 ｡■
●
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