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TIME REVERSAL FOR WAVES IN RANDOM MEDIA
GUILLAUME BAL∗ AND LEONID RYZHIK †
Abstract. In time reversal acoustics experiments, a signal is emitted from a localized source,
recorded at an array of receivers-transducers, time reversed, and finally re-emitted into the medium.
A celebrated feature of time reversal experiments is that the refocusing of the re-emitted signals
at the location of the initial source is improved when the medium is heterogeneous. Contrary to
intuition, multiple scattering enhances the spatial resolution of the refocused signal and allows one
to beat the diffraction limit obtained in homogeneous media. This paper presents a quantitative
explanation of time reversal and other more general refocusing phenomena for general classical waves
in heterogeneous media. The theory is based on the asymptotic analysis of the Wigner transform of
wave fields in the high frequency limit. Numerical experiments complement the theory.
Key words. Waves in random media, time reversal, refocusing, radiative transfer equations,
diffusion approximation.
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1. Introduction. In time reversal experiments, acoustic waves are emitted from
a localized source, recorded in time by an array of receivers-transducers, time reversed,
and re-transmitted into the medium, so that the signals recorded first are re-emitted
last and vice versa [7, 8, 13, 16, 18, 19]. The re-transmitted signal refocuses at the
location of the original source with a modified shape that depends on the array of
receivers. The salient feature of these time reversal experiments is that refocusing
is much better when wave propagation occurs in complicated environments than in
homogeneous media. Time reversal techniques with improved refocusing in heteroge-
neous medium have found important applications in medicine, non-destructive testing,
underwater acoustics, and wireless communications (see the above references). It has
been also applied to imaging in weakly random media [3, 13].
A schematic description of the time reversal procedure is depicted in Fig. 1.1.
Early experiments in time reversal acoustics are described in [7]; see also the more
recent papers [11, 12, 13]. A very qualitative explanation for the better refocusing
observed in heterogeneous media is based on multipathing. Since waves can scatter
off a larger number of heterogeneities, more paths coming from the source reach the
recording array, thus more is known about the source by the transducers than in a
homogeneous medium. The heterogeneous medium plays the role of a lens that widens
the aperture through which the array of receivers sees the source. Refocusing is also
qualitatively justified by ray theory (geometrical optics). The phase shift caused by
multiple scattering is exactly compensated when the time reversed signal follows the
same path back to the source location. This phase cancellation happens only at
the source location. The phase shift along paths leading to other points in space is
essentially random. The interference of multiple paths will thus be constructive at
the source location and destructive anywhere else. This explains why refocusing at
the source location is improved when the number of scatterers is large.
As convincing as they are, the above explanations remain qualitative and do not
allow us to quantify how the refocused signal is modified by the time reversal proce-
dure. Quantitative justifications require to analyze wave propagation more carefully.
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Fig. 1.1. The Time Reversal Procedure. Top: Propagation of signal and measurements in time.
Bottom: Time reversal of recorded signals and back-propagation into the medium.
The first quantitative description of time reversal was obtained in [5] in the framework
of randomly layered media (see also the recent work [10]). That paper provides the
first mathematical explanation of two of the most prominent features of time reversal:
heterogeneities improve refocusing and refocusing occurs for almost every realization
of the random medium. The first multi-dimensional quantitative description of time
reversal was obtained in [4] for the parabolic approximation, i.e., for waves that prop-
agate in a privileged direction with no backscattering (see also [23] for further analysis
of time reversal in this regime). That paper shows that the random medium indeed
plays the role of a lens. The back-propagated signal behaves as if the initial array
were replaced by another one with a much bigger effective aperture. In a slightly
different context, a recent paper [2] analyzes time reversal in ergodic cavities. There,
wave mixing is created by reflection at the boundary of a chaotic cavity, which plays
a similar role to the heterogeneities in a heterogeneous medium.
This paper generalizes the results of [4] to the case of general classical waves
propagating in weakly fluctuating random media. The main results are briefly sum-
marized as follows. We first show that refocusing in time reversal experiments may
be understood in the following three-step more general framework:
(i) A signal propagating from a localized source is recorded at a single time T > 0
by an array of receivers.
(ii) The recorded signal is processed at the array location.
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(iii) The processed signal is emitted from the array and propagates in the same
medium during the same time T .
The first main result is that the resulting signal will refocus at the location of the
original source for a large class of waves and a large class of processings. The ex-
periments described above correspond to the specific processing of acoustic waves in
which pressure is kept unchanged and the direction of the acoustic field is reversed.
The second main result is a quantitative description of the re-transmitted signal.
We show that the re-propagated signal uB(ξ) at a point ξ near the source location
can be written in the high frequency limit as the following convolution of the original
source S
uB(ξ) = (F ∗ S)(ξ). (1.1)
The kernel F depends on the location of the recording array and on the signal pro-
cessing. The quality of the refocusing depends on the spatial decay of F . It turns
out that it can be expressed in terms of the Wigner transform [24] of two wave fields.
The decay properties of F depend on the smoothness of the Wigner transform in the
phase space. The Wigner transform in random media has been extensively studied
[9, 24, 26], especially in the high frequency regime, when the wavelength of the initial
signal is small compared to the distance of propagation. It satisfies a radiative trans-
port equation, which is used to describe the evolution of the energy density of waves
in random media [17, 24, 25, 26]. The transport equations possess a smoothing effect
so that the Wigner distribution becomes less singular in random media, which implies
a stronger decay of the convolution kernel F and a better refocusing. The diffusion
approximation to the radiative transport equations provides simple reconstruction
formulas that can be used to quantify the refocusing quality of the back-propagated
signal. This construction applies to a large class of classical waves: acoustic, electro-
magnetic, elastic, and others, and allows for a large class of signal processings at the
recording array.
Some results of this paper have been announced in [1]. The concept of one-step
time reversal emerged during early discussions with Knut Solna. We also stress that
the important property of self-averaging of the time reversed signal (the refocused
signal is almost independent of the realization of the random medium) is not analyzed
in this paper. A formal explanation is given in [4, 23] in the parabolic approximation.
Self-averaging for classical waves will be addressed elsewhere.
This paper is organized as follows. Section 2 recalls the classical setting of time
reversal and introduces one-step time reversal. The re-transmitted signal and its rela-
tion to the Wigner transform are analyzed in section 3. A quantitative description of
acoustic wave refocusing in weakly fluctuating random media is obtained by asymp-
totic analysis; see equations (3.42) and (3.43) for an explicit expression in the diffusion
approximation. Section 4 generalizes the results in two ways. First, a more general
signal processing at the recording array is allowed, such as recording only the pressure
field of acoustic waves and not the velocity field. Second, the re-transmission scheme
is applied to more general waves and the role of polarization and mode coupling is
explained.
We would like to thank Knut Solna for fruitful discussions during the preparation
of this work. We are indebted to George Papanicolaou for his contributions to the
analysis of time reversal, which lie at the core of this paper. This work would also not
have been possible without the numerous exchanges we benefited from at the Stanford
MGSS summer school.
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2. Classical Time Reversal and One-Step Time Reversal. Propagation
of acoustic waves is described by a system of equations for the pressure p(t,x) and
acoustic velocity v(t,x):
ρ(x)
∂v
∂t
+∇p = 0 (2.1)
κ(x)
∂p
∂t
+∇ · v = 0,
with suitable initial conditions and where ρ(x) and κ(x) are density and compress-
ibility of the underlying medium, respectively. These equations can be recast as the
following linear hyperbolic system
A(x)
∂u
∂t
+Dj
∂u
∂xj
= 0, x ∈ R3 (2.2)
with the vector u = (v, p) ∈ C4. The matrix A = Diag(ρ, ρ, ρ, κ) is positive definite.
The 4×4 matricesDj , j = 1, 2, 3, are symmetric and given byDjmn = δm4δnj+δn4δmj .
We use the Einstein convention of summation over repeated indices.
The time reversal experiments in [7] consist of two steps. First, the direct problem
A(x)
∂u
∂t
+Dj
∂u
∂xj
= 0, 0 ≤ t ≤ T (2.3)
u(0,x) = S(x)
with a localized source S centered at a point x0 is solved. The signal is recorded
during the period of time 0 ≤ t ≤ T by an array of receivers located at Ω ⊂ R3.
Second, the signal is time reversed and re-emitted into the medium. Time reversal
is described by multiplying u = (v, p) by the matrix Γ = Diag(−1,−1,−1, 1). The
back-propagated signal solves
∂u
∂t
+A−1(x)Dj
∂u
∂xj
=
1
T
R(2T − t,x), T ≤ t ≤ 2T (2.4)
u(T,x) = 0
with the source term
R(t,x) = Γu(t,x)χ(x). (2.5)
The function χ(x) is either the characteristic function of the set where the recording
array is located, or some other function that allows for possibly space-dependent
amplification of the re-transmitted signal.
The back-propagated signal is then given by u(2T,x). We can decompose it as
u(2T,x) =
1
T
∫ T
0
ds w(s,x; s), (2.6)
where the vector-valued function w(t,x; s) solves the initial value problem
A(x)
∂w(t,x; s)
∂t
+Dj
∂w(t,x; s)
∂xj
= 0, 0 ≤ t ≤ s
w(0,x; s) = R(s,x).
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We deduce from (2.6) that it is sufficient to analyze the refocusing properties of
w(s,x; s) for 0 ≤ s ≤ T to obtain those of u(2T,x). For a fixed value of s, we call
the construction of w(s,x; s) one-step time reversal.
We define one-step time reversal more generally as follows. The direct problem
(2.3) is solved until time t = T to yield u(T−,x). At time T , the signal is recorded
and processed. The processing is modeled by an amplification function χ(x), a blur-
ring kernel f(x), and a (possibly spatially varying) time reversal matrix Γ. After
processing, we have
u(T+,x) = Γ(f ∗ (χu))(T−,x)χ(x). (2.7)
The processed signal then propagates during the same time T :
A(x)
∂u
∂t
+Dj
∂u
∂xj
= 0, T ≤ t ≤ 2T (2.8)
u(T+,x) = Γ(f ∗ (χu))(T−,x)χ(x).
The main question is whether u(2T,x) refocuses at the location of the original source
S(x) and how the original signal has been modified by the time reversal procedure.
Notice that in the case of full (Ω = R3) and exact (f(x) = δ(x)) measurements
with Γ = Diag(−1,−1,−1, 1), the time-reversibility of first-order hyperbolic systems
implies that u(2T,x) = ΓS(x), which corresponds to exact refocusing. When only
partial measurements are available we shall see in the following sections that u(2T,x)
is closer to ΓS(x) when propagation occurs in a heterogeneous medium than in a
homogeneous medium.
The pressure field p(t,x) satisfies the following scalar wave equation
∂2p
∂t2
− 1
κ(x)
∇ ·
(
1
ρ(x)
∇p
)
= 0. (2.9)
A schematic description of the one-step procedure for the wave equation is presented
in Fig. 2.1. This is the equation solved in the numerical experiments presented
in this paper. The details of the numerical setting are described in the appendix. A
(x)
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Fig. 2.1. The One-Step Time Reversal Procedure. Here, pt denotes
∂p
∂t
.
numerical experiment for the one-step time reversal procedure is shown in Fig. 2.2. In
the numerical simulations, there is no blurring, f(x) = δ(x), and the array of receivers
is the domain Ω = (−1/6, 1/6)2 (χ(x) is the characteristic function of Ω). Note that
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Fig. 2.2. Numerical experiment of the one-step time reversal procedure. Top Left: initial con-
dition p(0,x), a peaked Gaussian of maximal amplitude equal to 1. Top Right: forward solution
p(T−,x), of maximal amplitude 0.04. Bottom Right: recorded solution p(T+,x), of maximal am-
plitude 0.015 on the domain Ω = (−1/6, 1/6)2. Bottom Left: back-propagated solution p(2T,x), of
maximal amplitude 0.07.
the truncated signal does not retain any information about the ballistic part (the part
that propagates without scattering with the underlying medium). In homogeneous
medium, the truncated signal would then be identically zero and no refocusing would
be observed. The interesting aspect of time reversal is that a coherent signal emerges
at time 2T out of a signal at time T+ that seems to have no useful information.
3. Theory of Time Reversal in Random Media. Our objective is now to
present a theory that explains in a quantitative manner the refocusing properties
described in the preceding sections. We consider here the one-step time reversal for
acoustic wave. Generalizations to other types of waves and more general processings
in (2.8) are given in section 4.
3.1. Refocused Signal. We recall that the one-step time reversal procedure
consists of letting an initial pulse S(x) propagate according to (2.3) until time T ,
u(T−,x) =
∫
R3
G(T,x; z)S(z)dz,
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where G(T,x; z) is the Green’s matrix solution of
A(x)
∂G(t,x;y)
∂t
+Dj
∂G(t,x;y)
∂xj
= 0, 0 ≤ t ≤ T (3.1)
G(0,x;y) = Iδ(x− y).
At time T , the “intelligent” array reverses the signal. For acoustic pulses, this means
keeping pressure unchanged and reversing the sign of the velocity field. The array
of receivers is located in Ω ⊂ R3. The amplification function χ(x) is an arbitrary
bounded function supported in Ω, such as its characteristic function (χ(x) = 1 for
x ∈ Ω and χ(x) = 0 otherwise) when all transducers have the same amplification
factor. We also allow for some blurring of the recorded data modeled by a convolution
with a function f(x). The case f(x) = δ(x) corresponds to exact measurements.
Finally, the signal is time reversed, that is, the direction of the acoustic velocity is
reversed. Here, the operator Γ in (2.7) is simply multiplication by the matrix
Γ = Diag(−1,−1,−1, 1). (3.2)
The signal at time T+ after time reversal takes then the form
u(T+,x) =
∫
R6
ΓG(T,y′; z)χ(x)χ(y′)f(x− y′)S(z)dzdy′. (3.3)
The last step (2.8) consists of letting the time reversed field propagate through
the random medium until time 2T . To compare this signal with the initial pulse S,
we need to reverse the acoustic velocity once again, and define
uB(x) = Γu(2T,x) =
∫
R9
ΓG(T,x;y)ΓG(T,y′; z)χ(y)χ(y′)f(y − y′)S(z)dydy′dz.
(3.4)
The time reversibility of first-order hyperbolic systems implies that uB(x) =
S(x) when Ω = R3, χ ≡ 1, and f(x) = δ(x), that is, when full and non-distorted
measurements are available. It remains to understand which features of S are retained
by uB(x) when only partial measurement is available.
3.2. Localized Source and Scaling. We consider an asymptotic solution of the
time reversal problem (2.3), (2.8) when the support λ of the initial pulse S(x) is much
smaller than the distance L of propagation between the source and the recording array:
ε = λ/L ≪ 1. We also take the size a of the array comparable to L: a/L = O(1).
We assume that the time T between the emission of the original signal and recording
is of order L/c0, where c0 is a typical speed of propagation of the acoustic wave. We
consequently consider the initial pulse to be of the form
u(0,x) = S(
x − x0
ε
)
in non-dimensionalized variables x′ = x/L and t′ = t/(L/c0). We drop primes to
simplify notation. Here x0 is the location of the source. The transducers obviously
have to be capable of capturing signals of frequency ε−1 and blurring should happen
on the scale of the source, so we replace f(x) by ε−3f(ε−1x). Finally, we are interested
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in the refocusing properties of uB(x) in the vicinity of x0. We therefore introduce the
scaling x = x0 + εξ. With these changes of variables, expression (3.4) is recast as
uB(ξ;x0) = Γu(2T,x0 + εξ) (3.5)
=
∫
R9
ΓG(T,x0 + εξ;y)ΓG(T,y
′;x0 + εz)χ(y,y
′)S(z)dydy′dz,
where
χ(y,y′) = χ(y)χ(y′)f(
y − y′
ε
). (3.6)
In the sequel we will also allow the medium to vary on a scale comparable to the
source scale ε. Thus the Green’s function G and the matrix A depend on ε. We
do not make this dependence explicit to simplify notation. We are interested in the
limit of uB(ξ;x0) as ε → 0. The scaling considered here is well adapted both to the
physical experiments in [7] and the numerical experiments in Fig. 2.2.
3.3. Adjoint Green’s Function. The analysis of the re-propagated signal relies
on the study of the two point correlation at nearby points of the Green’s matrix in
(3.5). There are two undesirable features in (3.5). First, the two nearby points x0+εξ
and x0+εz are terminal and initial points in their respective Green’s matrices. Second,
one would like the matrix Γ between the two Green’s matrices to be outside of their
product. However, Γ and G do not commute. For these reasons, we introduce the
adjoint Green’s matrix, solution of
∂G∗(t,x;y)
∂t
A(x) +
∂G∗(t,x;y)
∂xj
Dj = 0
G∗(0,x;y) = A
−1(x)δ(x − y).
(3.7)
We now prove that
G∗(t,x;y) = ΓG(t,y;x)A
−1(x)Γ. (3.8)
Note that for all initial data S(x), the solution u(t,x) of (2.3) satisfies
u(t,x) =
∫
R3
G(t− s,x;y)u(s,y)dy
for all 0 ≤ s ≤ t ≤ T since the coefficients in (2.3) are time-independent. Differenti-
ating the above with respect to s and using (2.3) yields
0 =
∫
R3
(
− ∂G(t− s,x;y)
∂t
u(s,y) −G(t− s,x;y)A−1(y)Dj ∂u(s,y)
∂yj
)
dy
Upon integrating by parts and letting s = 0, we get
0 =
∫
R3
(
− ∂G(t,x;y)
∂t
+
∂
∂yj
[
G(t,x;y)A−1(y)Dj
] )
S(y)dy.
Since the above relation holds for all test functions S(y), we deduce that
∂G(t,x;y)
∂t
− ∂
∂yj
[
G(t,x;y)A−1(y)Dj
]
= 0. (3.9)
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Interchanging x and y in the above equation and multiplying it on the left and the
right by Γ, we obtain that
∂
∂t
[
ΓG(t,y;x)A−1(x)
]
A(x)Γ − ∂
∂xj
[
ΓG(t,y;x)A−1(x)
]
DjΓ = 0. (3.10)
We remark that
ΓDj = −DjΓ and ΓA(x) = A(x)Γ, (3.11)
so that
∂
∂t
[
ΓG(t,y;x)A−1(x)Γ
]
A(x) +
∂
∂xj
[
ΓG(t,y;x)A−1(x)Γ
]
Dj = 0
with ΓG(0,y;x)A−1(x)Γ = A−1(x)δ(x − y). Thus (3.8) follows from the uniqueness
of the solution to the above hyperbolic system with given initial conditions. We can
now recast (3.5) as
uB(ξ;x0) =
∫
R9
ΓG(T,x0 + εξ;y)G∗(T,x0 + εz;y
′)Γ
×χ(y)χ(y′)f(y − y
′
ε
)A(x0 + εz)S(z)dydy
′dz.
(3.12)
One further simplifies (3.12) with the help of the auxiliary matrix-valued functions
Q(t,x;q) and Q∗(t,x,q) defined by
Q(T,x;q) =
∫
R3
G(T,x;y)χ(y)eiq·y/εdy,
Q∗(T,x;q) =
∫
R3
G∗(T,x;y)χ(y)e
−iq·y/εdy.
(3.13)
They solve the hyperbolic equations (2.3) and (3.7) with initial conditions given by
Q(0,x;q) = χ(x)eiq·x/εI and Q∗(0,x;q) = A
−1(x)χ(x)e−iq·x/ε, respectively. Thus
(3.12) becomes
uB(ξ;x0)=
∫
R6
ΓQ(T,x0 + εξ;q)Q∗(T,x0 + εz;q)ΓA(x0 + εz)S(z)fˆ (q)
dqdz
(2π)3
,
(3.14)
where fˆ(q) =
∫
R3
e−iq·xf(x)dx is the Fourier transform of f(x).
3.4. Wigner Transform. The back-propagated signal in (3.14) now has the
suitable form to be analyzed in the Wigner transform formalism [14, 24]. We define
Wε(t,x,k) =
∫
R3
fˆ(q)Uε(t,x,k;q)dq, (3.15)
where
Uε(t,x,k;q) =
∫
R3
eik·yQ(t,x− εy
2
;q)Q∗(t,x+
εy
2
;q)
dy
(2π)3
. (3.16)
Taking inverse Fourier transform we verify that
Q(t,x;q)Q∗(t,y;q) =
∫
R3
e−ik·(y−x)/εUε(t,
x+ y
2
,k;q)dk,
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hence
uB(ξ;x0) =
∫
R6
eik·(ξ−z)ΓWε(T,x0 + ε
z+ ξ
2
,k)ΓA(x0 + εz)S(z)
dzdk
(2π)3
. (3.17)
We have thus reduced the analysis of u(ξ;x0) as ε→ 0 to that of the asymptotic
properties of the Wigner transform Wε. The Wigner transform has been used exten-
sively in the study of wave propagation in random media, especially in the derivation
of radiative transport equations modeling the propagation of high frequency waves.
We refer to [14, 21, 24]. Note that in the usual definition of the Wigner transform,
one has the adjoint matrix Q∗ in place of Q∗ in (3.16). This difference is not essential
since Q∗ and Q
∗ satisfy the same evolution equation, though with different initial
data.
The main reason for using the Wigner transform in (3.17) is that Wε has a weak
limit W as ε → 0. Its existence follows from simple a priori bounds for Wε(t,x,k).
Let us introduce the space A of matrix-valued functions φ(x,k) bounded in the norm
‖ · ‖A defined by
‖φ‖A =
∫
R3
sup
x
‖φ˜(x,y)‖dy, where φ˜(x,y) =
∫
R3
e−ik·yφ(x,k)dk.
We denote by A′ its dual space, which is a space of distributions large enough to
contain matrix-valued bounded measures, for instance. We then have the following
result:
Lemma 3.1. Let χ(x) ∈ L2(R3) and fˆ(q) ∈ L1(R3). Then there is a constant
C > 0 independent of ε > 0 and t ∈ [0,∞) such that for all t ∈ [0,∞), we have
‖Wε(t,x,k)‖A′ < C.
The proof of this lemma is essentially contained in [14, 21]; see also [1]. One may
actually get L2-bounds for Wε in our setting because of the regularizing effect of fˆ in
(3.15) but this is not essential for the purposes of this paper. We therefore obtain the
existence of a subsequence εk → 0 such that Wεk converges weakly to a distribution
W ∈ A′. Moreover, an easy calculation shows that at time t = 0, we have
W (0,x0,k) = |χ(x0)|2A−10 (x0)fˆ(k). (3.18)
Here, A0 = A when A is independent of ε, and A0 = lim
ε→0
Aε if we assume that the
family of matrices Aε(x) is uniformly bounded and continuous with the limit A0 in
C(Rd). These assumptions on Aε are sufficient to deal with the radiative transport
regime we will consider in section 3.7. Under the same assumptions on Aε, we have
the following result.
Proposition 3.2. The back-propagated signal uB(ξ;x0) given by (3.17) con-
verges weakly in S ′(R3 × R3) as ε→ 0 to the limit
uB(ξ;x0) =
∫
R6
eik·(ξ−z)ΓW (T,x0,k)ΓA0(x0)S(z)
dzdk
(2π)3
. (3.19)
The proof of this proposition is based on taking the duality product of uB(ξ;x0)
with a vector-valued test function φ(ξ;x0) in S(R3×R3). After a change of variables
we obtain 〈uB,φ〉 = 〈Wε, Zε〉. Here the duality product for matrices is given by the
trace 〈A,B〉 =∑i,k〈Aik, Bik〉, and
Zε(x0,k) =
∫
R6
eik·(z−ξ)Γφ(ξ,x0 − εz+ ξ
2
)S∗(z)Aε(x0 + ε
z− ξ
2
)Γ
dzdξ
(2π)3
. (3.20)
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Defining Z as the limit of Zε as ε → 0 by replacing formally ε by 0 in the above
expression, (3.19) follows from showing that ‖Zε − Z‖A → 0 as ε → 0. This is
straightforward and we omit the details.
The above proposition tells us how to reconstruct the back-propagated solution
in the high frequency limit from the limit Wigner matrix W . Notice that we have
made almost no assumptions on the medium described by the matrix Aε(x). At this
level, the medium can be either homogeneous or heterogeneous. Without any further
assumptions, we can also obtain some information about the matrixW . Let us define
the dispersion matrix for the system (2.3) as [24]
L(x,k) = A−10 (x)kjD
j . (3.21)
It is given explicitly by
L(x,k) =


0 0 0 k1/ρ(x)
0 0 0 k2/ρ(x)
0 0 0 k3/ρ(x)
k1/κ(x) k2/κ(x) k3/κ(x) 0

 .
The matrix L has a double eigenvalue ω0 = 0 and two simple eigenvalues ω±(x,k) =
±c(x)|k|, where c(x) = 1/
√
ρ(x)κ(x) is the speed of sound. The eigenvalues ω± are
associated with eigenvectors b±(x,k) and the eigenvalue ω0 = 0 is associated with
the eigenvectors bj(x,k), j = 1, 2. They are given by
b±(x,k) =


± kˆ√
2ρ(x)
1√
2κ(x)

 , bj(x,k) =

 z
j(k)√
ρ(x)
0

 , (3.22)
where kˆ = k/|k| and z1(k) and z2(k) are chosen so that the triple (kˆ, z1(k), z2(k))
forms an orthonormal basis. The eigenvectors are normalized so that
(A0(x)bj(x,k) · bk(x,k)) = δjk, (3.23)
for all j, k ∈ J = {+,−, 1, 2}. The space of 4 × 4 matrices is clearly spanned by the
basis bj ⊗ bk. We then have the following result:
Proposition 3.3. There exist scalar distributions a± and a
mn
0 , m,n = 1, 2 so
that the limit Wigner distribution matrix can be decomposed as
W (t,x,k) =
2∑
j,m=1
ajm0 (t,x,k)bj(x,k) ⊗ bm(x,k) (3.24)
+ a+(t,x,k)b+(x,k) ⊗ b+(x,k) + a−(t,x,k)b−(x,k) ⊗ b−(x,k).
The main result of this proposition is that the cross terms bj ⊗ bk with ωj 6= ωk do
not contribute to the limit W . The proof of this proposition can be found in [14] and
a formal derivation in [24].
The initial conditions for the amplitudes aj are calculated using the identity
A−10 (x) =
∑
j∈J
bj(x,k) ⊗ bj(x,k).
Then (3.18) implies that a120 (0,x,k) = a
21
0 (0,x,k) = 0 and
ajj0 (0,x,k) = a±(0,x,k) = |χ(x)|2f(k), j = 1, 2. (3.25)
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3.5. Mode Decomposition and Refocusing. We can use the above result to
recast (3.19) as
uB(ξ;x0) = (F (T, ·;x0) ∗ S)(ξ), (3.26)
where
F (T, ξ;x0) =
2∑
m,n=1
∫
R3
eik·ξamn0 (T,x0;k)Γbm(x0,k)⊗ bn(x0,k)A0(x0)Γ
dk
(2π)3
+
∫
R3
eik·ξa+(T,x0;k)Γb+(x0,k)⊗ b+(x0,k)A0(x0)Γ dk
(2π)3
(3.27)
+
∫
R3
eik·ξa−(T,x0;k)Γb−(x0,k)⊗ b−(x0,k)A0(x0)Γ dk
(2π)3
.
This expression can be used to assess the quality of the refocusing. When F (T, ξ;x0)
has a narrow support in ξ, refocusing is good. When its support in ξ grows larger, its
quality degrades. The spatial decay of the kernel F (t, ξ;x0) in ξ is directly related to
the smoothness in k of its Fourier transform in ξ:
Fˆ (T,k;x0) =
2∑
m,n=1
amn0 (T,x0;k)Γbm(x0,k)⊗ bn(x0,k)A0(x0)Γ
dk
(2π)3
+Γ [a+(T,x0;k)b+(x0,k) ⊗ b+(x0,k)+ a−(T,x0;k)b−(x0,k)⊗ b−(x0,k)]A0(x0)Γ.
Namely, for F to decay in ξ, one needs Fˆ (k) to be smooth in k. However, the
eigenvectors bj are singular at k = 0 as can be seen from the explicit expressions
(3.22). Therefore, Fˆ a priori is not smooth at k = 0. This means that in order
to obtain good refocusing one needs the original signal to have no low frequencies:
Sˆ(k) = 0 near k = 0. Low frequencies in the initial data will not refocus well.
We can further simplify (3.26)-(3.27) is we assume that the initial source is irro-
tational. Taking Fourier transform of both sides in (3.26), we obtain that
uˆB(k;x0) =
∑
j,n∈J
aj(T,x0,k)Sˆn(k)(A0(x0)Γbn(x0,k) · bj(x0,k))Γbj(x0,k) (3.28)
where we have defined
Sˆ(k) =
∑
n∈J
Sˆn(k)bn(x0,k). (3.29)
Irrotationality of the initial source means that Sˆ1 and Sˆ2 identically vanish, or equiv-
alently that
S(x) =
(∇φ(x)
p(x)
)
(3.30)
for some pressure p(x) and potential φ(x). Remarking that Γb± = −b∓ and by
irrotationality that (A0(x0)Sˆ(k) · b1,2(k)) = 0, we use (3.23) to recast (3.28) as
uˆB(k;x0) = a−(T,x0,k)Sˆ+(k)b+(x0,k) + a+(T,x0,k)Sˆ−(k)b−(x0,k). (3.31)
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Decomposing the source S(x) as
S(x) = S+(x) + S−(x), such that Sˆ±(k) = Sˆ±(k)b±(x0,k),
the back-propagated signal takes the form
uB(ξ;x0) = (aˆ−(T,x0, ·) ∗ S+(·))(ξ) + (aˆ+(T,x0, ·) ∗ S−(·))(ξ) (3.32)
where aˆ± is the Fourier of a± in k. This form is much more tractable than (3.26)-
(3.27). It is also almost as general. Indeed, rotational modes do not propagate
in the high frequency regime. Therefore, they are exactly back-propagated when
χ(x0) = 1 and f(x) = δ(x), and not back-propagated at all when χ(x0) = 0. All
the refocusing properties are thus captured by the amplitudes a±(T,x0,k). Their
evolution equation characterizes how waves propagate in the medium and their initial
conditions characterize the recording array.
3.6. Homogeneous Media. In homogeneous media with c(x) = c0 the ampli-
tudes a±(T,x,k) satisfy the free transport equation [14, 24]
∂a±
∂t
± c0kˆ · ∇xa± = 0 (3.33)
with initial data a±(0,x,k) = |χ(x)|2f(k) as in (3.25). They are therefore given by
a±(t,x0,k) = |χ(x0 ∓ c0kˆt)|2fˆ(k). (3.34)
These amplitudes become more and more singular in k as time grows since their
gradient in k grows linearly with time. The corresponding kernel F = FH decays
therefore more slowly in ξ as time grows. This implies that the quality of the refocus-
ing degrades with time. For sufficiently large times, all the energy has left the domain
Ω (assumed to be bounded), and the coefficients a±(t,x0,k) vanish. Therefore the
back-propagated signal uB(ξ;x0) also vanishes, which means that there is no refocus-
ing at all. The same conclusions could also be drawn by analyzing (3.4) directly in
a homogeneous medium. This is the situation in the numerical experiment presented
in Fig. 2.2: in a homogeneous medium, the back-propagated signal would vanish.
3.7. Heterogeneous Media and Radiative Transport Regime. The results
of the preceding sections show how the back-propagated signal uB(ξ;x0) is related
to the propagating modes a±(T,x0,k) of the Wigner matrix W (T,x0,k). The form
assumed by the modes a±(T,x0,k), and in particular their smoothness in k, will
depend on the hypotheses we make on the underlying medium; i.e., on the density
ρ(x) and compressibility κ(x) that appear in the matrix A(x). We have seen that
partial measurements in homogeneous media yield poor refocusing properties. We
now show that refocusing is much better in random media.
We consider here the radiative transport regime, also known as weak coupling
limit. There, the fluctuations in the physical parameters are weak and vary on a scale
comparable to the scale of the initial source. Density and compressibility assume the
form
ρ(x) = ρ0 +
√
ερ1(
x
ε
) and κ(x) = κ0 +
√
εκ1(
x
ε
). (3.35)
The functions ρ1 and κ1 are assumed to be mean-zero spatially homogeneous pro-
cesses. The average (with respect to realizations of the medium) of the propagating
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amplitudes a±, denoted by a¯±, satisfy in the high frequency limit ε → 0 a radiative
transfer equation (RTE), which is a linear Boltzmann equation of the form
∂a¯±
∂t
± c0kˆ · ∇xa¯± =
∫
R3
σ(k,p)(a¯±(t,x,p)− a¯±(t,x,k))δ(c0(|k| − |p|))dp
a¯±(0,x,k) = |χ(x)|2fˆ(k).
(3.36)
The scattering coefficient σ(k,p) depends on the power spectra of ρ1 and κ1. We refer
to [24] for the details of the derivation and explicit form of σ(k,p). The above result
remains formal for the wave equation and requires to average over the realizations
of the random medium although this is not necessary in the physical and numerical
time reversal experiments. A rigorous proof of the derivation of the linear Boltzmann
equation (which also requires to average over realizations) has only been obtained
for the Schro¨dinger equation; see [9, 26]. Nevertheless, the above result formally
characterizes the filter F (T, ξ;x0) introduced in (3.27) and (3.32).
The transport equation (3.36) has a smoothing effect best seen in its integral
formulation. Let us define the total scattering coefficient Σ(k) =
∫
R3
σ(k,p)δ(c0(|k|−
|p|))dp. Then the transport equation (3.36) may be rewritten as
a¯±(t,x,k) = a¯±(0,x∓ c0kˆt,k)e−Σ(k)t (3.37)
+
|k|2
c0
∫ t
0
ds
∫
S2
σ(k, |k|pˆ)a¯±(s,x∓ c0(t− s)kˆ, |k|pˆ)e−Σ(k)(t−s)dΩ(pˆ).
Here pˆ = p/|p| is the unit vector in direction of p and dΩ(pˆ) is the surface element
on the sphere S2. The first term in (3.37) is the ballistic part that undergoes no
scattering. It has no smoothing effect, and, moreover, if a(0,x,k) is not smooth in x,
as may be the case for (3.25), the discontinuities in x translate into discontinuities in
k at latter times as in (3.34) in a homogeneous medium. However, in contrast to the
homogeneous medium case, the ballistic term decays exponentially in time, and does
not affect the refocused signal for sufficiently long times t ≫ 1/Σ. The second term
in (3.37) exhibits a smoothing effect. Namely the operator Lg defined by
Lg(t,x,k) = |k|
2
c0
∫ t
0
ds
∫
S2
σ(k, |k|pˆ)g(s,x∓ c0(t− s)kˆ, |k|pˆ)e−Σ(k)(t−s)dΩ(pˆ)
is regularizing, in the sense that the function g˜ = Lg has at least 1/2-more derivatives
than g (in some Sobolev scale). The precise formulation of this smoothing property
is given by the averaging lemmas [15, 22] and will not be dwelt upon here. Iterating
(3.37) n times we obtain
a¯±(t,x,k) = a
0
±(t,x,k) + a
1
±(t,x,k) + · · ·+ an±(t,x,k) + Ln+1a¯±(t,x,k). (3.38)
The terms a0±, . . . , a
n
± are given by
a0±(t,x,k) = a¯±(0,x∓ c0kˆt,k)e−Σ(k)t, aj±(t,x,k) = Laj−1± (t,x,k).
They describe, respectively, the contributions from waves that do not scatter, scatter
once, twice, . . . . It is straightforward to verify that all these terms decay exponen-
tially in time and are negligible for times t ≫ 1/Σ. The last term in (3.38) has
at least n/2 more derivatives than the initial data a0, or the solution (3.34) of the
homogeneous transport equation. This leads to a faster decay in ξ of the Fourier
transforms aˆ±(T,x0, ξ) of a±(T,x0,k) in k. This gives a qualitative explanation as
to why refocusing is better in heterogeneous media than in homogeneous media. A
more quantitative answer requires to solve the transport equation (3.36).
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3.8. Diffusion Regime. It is known for times t much longer than the scattering
mean free time τsc = 1/Σ and distances of propagation L very large compared to lsc =
c0τsc that solutions to the radiative transport equation (3.36) can be approximated by
solutions to a diffusion equation, provided that c(x) = c0 is independent of x [6, 20].
More precisely, we let δ = lsc/L ≪ 1 be a small parameter and rescale time and
space variables as t → t/δ2 and x→ x/δ. In this limit, wave direction is completely
randomized so that
a¯+(t,x,k) ≈ a¯−(t,x,k) ≈ a(t,x, |k|),
where a solves
∂a(t,x, |k|)
∂t
−D(|k|)∆xa(t,x, |k|) = 0,
a(0,x, |k|) = |χ(x)|2 1
4π|k|2
∫
R3
fˆ(q)δ(|q| − |k|)dq.
(3.39)
The diffusion coefficient D(|k|) may be expressed explicitly in terms of the scattering
coefficient σ(k,p) and hence related to the power spectra of ρ1 and κ1. We refer to
[24] for the details. For instance, let us assume for simplicity that the density is not
fluctuating, ρ1 ≡ 0, and that the compressibility fluctuations are delta-correlated, so
that E{κˆ1(p)κˆ1(q)} = κ20Rˆ0δ(p+ q). Then we have
σ(k,p) =
πc20|k|2Rˆ0
2
, Σ(|k|) = 2π2c0|k|4Rˆ0 (3.40)
and
D(|k|) = c
2
0
3Σ(|k|) =
c0
6π2|k|4Rˆ0
(3.41)
Let us assume that there are no initial rotational modes, so that the source S(x)
is decomposed as in (3.30). Using (3.31), we obtain that
uˆB(k;x0) = a(T,x0, |k|)Sˆ(k). (3.42)
When f(x) is isotropic so that fˆ(k) = fˆ(|k|), and the diffusion coefficient is given by
(3.41), the solution of (3.39) takes the form
a(T,x0, |k|) = fˆ(|k|)
(3π|k|4Rˆ0
2c0T
)3/2∫
R3
exp
(
− 3π
2|k|4Rˆ0|x0 − y|2
2c0T
)
|χ(y)|2dy.
(3.43)
When f(x) = δ(x), and Ω = R3, so that χ(x) ≡ 1, we retrieve a(T,x0,k) ≡ 1, hence
the refocusing is perfect. When only partial measurement is available, the above
formula indicates how the frequencies of the initial pulse are filtered by the one-step
time reversal process. Notice that both the low and high frequencies are damped.
The reason is that low frequencies scatter little with the underlying medium so that
it takes a long time for them to be randomized. High frequencies strongly scatter
with the underlying medium and consequently propagate little so that the signal that
reaches the recording array Ω is small unless recorders are also located at the source
point: x0 ∈ Ω. In the latter case they are very well measured and back-propagated
although this situation is not the most interesting physically. Expression (3.43) may
be generalized to other power spectra of medium fluctuations in a straightforward
manner using the formula for the diffusion coefficient in [24].
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3.9. Numerical Results. The numerical results in Fig. 2.2 show that some
signal refocuses at the location of the initial source after the time reversal procedure.
Based on the above theory however, we do not expect the refocused signal to have
exactly the same shape as the original one. Since the location of the initial source
belongs to the recording array (χ(x0) = 1) in our simulations, we expect from our
theory that high frequencies will refocus well but that low frequencies will not. This is
Fig. 3.1. Zoom of the initial source and the refocused signal for the numerical experiment of
Fig. 2.2.
confirmed by the numerical results in Fig. 3.1, where a zoom in the vicinity of x0 = 0
of the initial source and refocused signal are represented. Notice that the numerical
simulations are presented here only to help in the understanding of the refocusing
theory and do not aim at reproducing the theory in a quantitative manner. The
random fluctuations are quite strong in our numerical simulations and it is unlikely
that the diffusive regime may be valid. The refocused signal on the right figure looks
however like a high-pass filter of the signal on the left figure, as expected from theory.
4. Refocusing of Classical Waves. The theory presented in section 3 provides
a quantitative explanation for the results observed in time reversal physical and nu-
merical experiments. However, the time reversal procedure is by no means necessary
to obtain refocusing. Time reversal is associated with the specific choice (3.2) for the
matrix Γ in the preceding section, which reverses the direction of the acoustic veloc-
ity and keeps pressure unchanged. Other choices for Γ are however possible. When
nothing is done at time T , i.e., when we choose Γ = I, no refocusing occurs as one
might expect. It turns out that Γ = I is more or less the only choice of a matrix that
prevents some sort of refocusing. Section 4.1 presents the theory of refocusing for
acoustic waves, which is corroborated by numerical results presented in section 4.2.
Sections 4.3 and 4.4 generalize the theory to other linear hyperbolic systems.
4.1. General Refocusing of Acoustic Waves. In one-step time reversal, the
action of the “intelligent” array is captured by the choice of the signal processing
matrix Γ in (3.3). Time reversal is characterized by Γ given in (3.2). A passive array
is characterized by Γ = I. This section analyzes the role of other choices for Γ, which
we let depend on the receiver location so that each receiver may perform its own kind
of signal processing.
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The signal after time reversal is still given by (3.3), where Γ(y′) is now arbi-
trary. At time 2T , after back-propagation, we are free to multiply the signal by an
arbitrary invertible matrix to analyze the signal. It is convenient to multiply the back-
propagated signal by the matrix Γ0 = Diag(−1,−1,−1, 1) as in classical time reversal.
The reconstruction formula (3.5) in the localized source limit is then replaced by
uB(ξ;x0) =
∫
R9
Γ0G(T,x0 + εξ;y)Γ(y
′)G(T,y′;x0 + εz)χ(y,y
′)S(z)dydy′dz (4.1)
with χ(y,y′) defined by (3.6). To generalize the results of section 3, we need to define
an appropriate adjoint Green’s matrix G∗. As before, this will allow us to remove
the matrix Γ between the two Green’s matrices in (4.1) and to interchange the order
of points in the second Green’s matrix. We define the new adjoint Green’s function
G∗(t,x;y) as the solution to
∂G∗(t,x;y)
∂t
A(x) +
∂G∗(t,x;y)
∂xj
Dj = 0
G∗(0,x;y) = Γ(x)Γ0A
−1(x)δ(x − y).
(4.2)
Following the steps of section 3.3, we show that
G∗(t,x,y) = Γ(y)G(t,y;x)A
−1(x)Γ0. (4.3)
The only modification compared to the corresponding derivation of (3.8) is to multiply
(3.9) on the left by Γ(x) and on the right by Γ0 so that Γ(y) appears on the left in
(3.10). The re-transmitted signal may now be recast as
uB(ξ;x0) =
∫
R9
dydy′dzΓ0G(T,x0 + εξ;y)G∗(T,x0 + εz;y
′)Γ−10 (4.4)
× A(x0 + εz)χ(y,y′)S(z).
Therefore the only modification in the expression for the re-transmitted signal com-
pared to the time reversed signal (3.12) is in the initial data for (4.2), which is the
only place where the matrix Γ(x) appears.
The analysis in sections 3.3-3.7 requires only minor changes, which we now outline.
The back-propagated signal may still be expressed in term of the Wigner distribution
(compare to (3.17))
uB(ξ;x0) =
∫
R6
eik·(ξ−z)Γ0Wε(T,x0 + ε
z+ ξ
2
,k)Γ0A(x0 + εz)S(z)
dzdk
(2π)3
. (4.5)
The Wigner distribution is defined as before by (3.15) and (3.16). The function Q is
defined as before as the solution of (2.3) with initial data Q(0, x;q) = χ(x)eiq·x/εI,
while Q∗ solves (3.7) with the initial data Q∗(0,x;q) = Γ(x)Γ0A
−1(x)χ(x)e−iq·x/ε.
The initial Wigner distribution is now given by
W (0,x,k) = |χ(x)|2Γ(x)Γ0A−1(x)fˆ(k). (4.6)
Lemma 3.1 and Proposition 3.2 also hold, and we obtain the analog of (3.19)
u(ξ;x0) =
∫
R6
eik·(ξ−z)Γ0W (T,x0,k)Γ0A0(x0)S(z)dzdk. (4.7)
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The limit Wigner distribution W (T,x0,k) admits the mode decomposition (3.24) as
before. If we assume that the source S(x) has the form (3.30) so that no rotational
modes are present initially, we recover the refocalization formula (3.31):
uˆB(k;x0) = a−(T,x0,k)Sˆ+(k)b+(x0,k) + a+(T,x0,k)Sˆ−(k)b−(x0,k). (4.8)
The initial conditions for the amplitudes a± are replaced by
a±(0,x,k) = Tr
[
A0(x)W (0,x,k)A0(x)b±(x0,k)b
∗
±(x0,k)
]
(4.9)
= |χ(x)|2fˆ(k)(A0(x)Γ(x)b∓(x,k) · b±(x,k)).
Observe that when Γ(x) = Γ0, we get back the results of section 3.7. When the
signal is not changed at the array, so that Γ = I, the coefficients a±(0,x,k) ≡ 0 by
orthogonality (3.23) of the eigenvectors bj . We thus obtain that no refocusing occurs
when the “intelligent” array is replaced by a passive array, as expected physically.
Another interesting example is when only pressure p is measured, so that the
matrix Γ = Diag(0, 0, 0, 1). Then the initial data is
a±(0,x,k) =
1
2
|χ(x)|2fˆ(k),
which differs by a factor 1/2 from the full time reversal case (3.25). Therefore the
re-transmitted signal uB also differs only by a factor 1/2 from the latter case, and
the quality of refocusing as well as the shape of the re-propagated signal are exactly
the same. The same observation applies to the measurement and reversal of the
acoustic velocity only, which corresponds to the matrix Γ = Diag(−1,−1,−1, 0). The
factor 1/2 comes from the fact that only the potential energy or the kinetic energy
is measured in the first and second cases, respectively. For high frequency acoustic
waves, the potential and kinetic energies are equal, hence the factor 1/2. We can also
verify that when only the first component of the velocity field is measured so that
Γ = Diag(−1, 0, 0, 0), the initial data is
a±(0,x,k) = |χ(x)|2fˆ(k) k
2
1
2|k|2 . (4.10)
As in the time reversal setting of section 3, the quality of the refocusing is related
to the smoothness of the amplitudes a± in k. In a homogeneous medium they satisfy
the free transport equation (3.33), and are given by
a±(t,x,k)= |χ(x− c0kˆt)|2fˆ(k)
× (A0(x − c0kˆt)Γ(x− c0kˆt)b∓(x− c0kˆt,k) · b±(x− c0kˆt,k)).
Once again, we observe that in a uniform medium a± become less regular in k as time
grows, thus refocusing is poor.
The considerations of section 3.7 show that in the radiative transport regime the
amplitudes a± become smoother in k also with initial data given by (4.9). This leads
to a better refocusing as explained in section 3.5. Let us assume that the diffusion
regime of section 3.8 is valid and that the kernel f is isotropic fˆ(k) = fˆ(|k|). This
requires in particular that A0(x) be independent of x. We obtain that a±(T,x0,k) =
a˜(T,x0, |k|), thus the refocusing formula (4.8) reduces to
uˆB(k;x0) = a˜(T,x0, |k|)Sˆ(k). (4.11)
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The difference with the case treated in section 3.8 is that a˜(T,x, |k|) solves the diffu-
sion equation (3.39) with new initial conditions given by
a˜(0,x, |k|) = |χ(x)|
2
4π|k|2
∫
R3
fˆ(|q|)(A0Γ(x)b−(q) · b+(q))δ(|q| − |k|)dq (4.12)
=
|χ(x)|2
4π|k|2
∫
R3
fˆ(|q|)(A0Γ(x)b+(q) · b−(q))δ(|q| − |k|)dq.
When only the first component of the velocity field is measured, as in (4.10), the
initial data for a˜ is
a˜(0,x, |k|) = 1
6
|χ(x)|2fˆ(|k|).
Therefore even time reversing only one component of the acoustic velocity field pro-
duces a re-propagated signal that is equal to the full re-propagated field up to a
constant factor.
More generally, we deduce from (4.12) that a detector at x will contribute some
refocusing for waves with wavenumber |k| provided that
∫
S2
fˆ(|k|qˆ)(A0Γ(x)b∓(qˆ) · b±(qˆ))dΩ(qˆ) 6= 0.
When f(x) = f(|x|) is radial, this property becomes independent of the wavenumber
|k| and reduces to ∫S2(A0Γ(x)b∓(qˆ) · b±(qˆ))dΩ(qˆ) 6= 0.
4.2. Numerical Results. Let us come back to the numerical results presented
in Fig. 2.2 and 3.1. We now consider two different processings at the recording
array. The first array is passive, corresponding to Γ = I, and the second array only
measures pressure so that Γ = Diag(0, 0, 0, 1). The zoom in the vicinity of x0 = 0 of
the “refocused” signals is given in Fig. 4.1. The left figure shows no refocusing, in
Fig. 4.1. Zoom of the refocused signals for the numerical experiment of Fig. 2.2 with processing
Γ = I (left), with a maximal amplitude of roughly 4 10−3 and Γ = Diag(0, 0, 0, 1) (right), with a
maximal amplitude of roughly 0.035.
accordance with physical intuition and theory. The right figure shows that refocusing
indeed occurs when only pressure in recorded (and its time derivative is set to 0 in
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the solution of the wave equation presented in the appendix). Notice also that the
refocused signal is roughly one half the one obtained in Fig. 3.1 as predicted by
theory.
4.3. Refocusing of Other Classical Waves. The preceding sections deal with
the refocusing of acoustic waves. The theory can however be extended to more com-
plicated linear hyperbolic systems of the form (2.3) with A(x) a positive definite
matrix, Dj symmetric matrices, and u ∈ Cm. These include electromagnetic and
elastic waves. Their explicit representation in the form (2.3) and expressions for the
matrices A(x) and Dj in these cases may be found in [24]. For instance, the Maxwell
equations
∂E
∂t
=
1
ǫ(x)
curl H
∂H
∂t
= − 1
µ(x)
curl E
may be written in the form (2.3) with u = (E,H) ∈ C6 and the matrix A(x) =
Diag(ǫ(x), ǫ(x), ǫ(x), µ(x), µ(x), µ(x)). Here ǫ(x) is the dielectric constant (not to be
confused with the small parameter ε), and µ(x) is the magnetic permeability. The
6× 6 dispersion matrix L(x,k) for the Maxwell equations is given by
L(x,k) = −


0 0 0 0 −k3/ǫ(x) k2/ǫ(x)
0 0 0 k3/ǫ(x) 0 −k1/ǫ(x)
0 0 0 −k2/ǫ(x) k1/ǫ(x) 0
0 k3/µ(x) −k2/µ(x) 0 0 0
−k3/µ(x) 0 k1/µ(x) 0 0 0
k2/µ(x) −k1/µ(x) 0 0 0 0


.
Generalization of our results for acoustic waves to such general systems is quite
straightforward so we concentrate only on the modifications that need be made. The
time reversal procedure is exactly the same as before: a signal propagates from a
localized source, is recorded, processed as in (3.3) with a general matrix Γ(y′), and
re-emitted into the medium. The re-transmitted signal is given by (4.1). Further-
more, the equation for the adjoint Green’s matrix (4.2), the definition of the Wigner
transform in section 3.4, and the expression (4.7) for the re-propagated signal still
hold.
The analysis of the re-propagated signal is reduced to the study of the Wigner
distribution, which is now modified. The mode decomposition need be generalized.
We recall that
L(x,k) = A−10 (x)kjD
j
is the m × m dispersion matrix associated with the hyperbolic system (2.3). Since
L(x,k) is symmetric with respect to the inner product 〈u,v〉A0 = (A0u · v), its
eigenvalues are real and its eigenvectors form a basis. We assume the existence of a
time reversal matrix Γ0 such that (3.11) holds with Γ = Γ0 and such that Γ
2
0 = I. For
example, for electromagnetic waves Γ0 = Diag(1, 1, 1,−1,−1,−1). Then the spectrum
of L is symmetric about zero and the eigenvalues ±ωα have the same multiplicity. We
assume in addition that L is isotropic so that its eigenvalues have the form ωα±(x,k) =
±cα(x)|k|, where cα(x) is the speed of mode α. We denote by rα their respective
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multiplicities, assumed to be independent of x and k for k 6= 0. The matrix L has a
basis of eigenvectors bα,j± (x,k) such that
L(x,k)bα,j± (x,k) = ±ωα(x,k)bα,j± (x,k), j = 1, . . . , rα,
and bα,j± form an orthonormal set with respect to the inner product 〈, 〉A0 . The
different ωα correspond to different types of waves (modes). Various indices 1 ≤ j ≤ rα
refer to different polarizations of a given mode. The eigenvectors bα,j+ and b
α,j
− are
related by
Γ0b
α,j
+ (x,k) = b
α,j
− (x,k), Γ0b
α,j
− (x,k) = b
α,j
+ (x,k). (4.13)
Proposition 3.3 is then generalized as follows [14, 24]:
Proposition 4.1. There exist scalar functions aα,jm± (t,x,k) such that
W (t,x,k) =
∑
±,α,j,m
aα,jm± (t,x,k)b
α,j
± (x,k)⊗ bα,m± (x,k). (4.14)
Here the sum runs over all possible values of ±, α, and 1 ≤ j,m ≤ rα.
The main content of this proposition is again that the cross terms bα,j± (x,k) ⊗
b
β,m
∓ (x,k) do not contribute, as well as the terms b
α,j
± (x,k)⊗bα
′,m
± (x,k) when α 6= α′.
This is because modes propagating with different speeds do not interfere constructively
in the high frequency limit.
We may now insert expression (4.14) into (4.7) and obtain the following general-
ization of (4.8)
uˆB(k;x0) =
∑
α,j,m
[
aα,mj− (T,x0,k)Sˆ
α,j
+ (x0,k)b
α,m
+ (x0,k) (4.15)
+ aα,mj+ (T,x0,k)Sˆ
α,j
− (x0,k)b
α,m
− (x0,k)
]
,
where Sˆα,j± (k) = (A(x0)Sˆ(k) · bα,j± (x0,k)). This formula tells us that only the modes
that are present in the initial source (Sˆα,j± (k) 6= 0) will be present in the back-
propagated signal but possibly with a different polarization, that is, j 6= m.
The initial conditions for the modes aα,jm± are given by
aα,jm± (0,x,k) = |χ(x)|2fˆ(k)(A(x)Γ(x)bα,m∓ (x,k) · bα,j± (x,k)), (4.16)
which generalizes (4.9). When Γ(x) ≡ I, we again obtain that aα,jm± (0,x,k) ≡ 0, i.e.,
there is no refocusing as physically expected. When Γ(x) ≡ Γ0, we have for all α that
aα,jm± (0,x,k) = |χ(x)|2fˆ(k)δjm.
In a uniform medium the amplitudes aα,jm± satisfy an uncoupled system of free trans-
port equations (3.33):
∂aα,jm±
∂t
± cαkˆ · ∇xaα,jm± = 0, (4.17)
which have no smoothing effect, and hence refocusing in a homogeneous medium is
still poor. When f(x) = δ(x) and Ω = R3, so that χ(x) ≡ 1, we still have that
aα,jm± (T,x0,k) = δjm and refocusing is again perfect, that is, u
B(ξ;x0) = S(ξ), as
may be seen from (4.15).
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4.4. The diffusive regime. The radiative transport regime holds when the
matrices A(x) have the form
A(x) = A0(x) +
√
εA1
(x
ε
)
,
as in (3.35). Then the rα × rα coherence matrices wα± with entries wα±,jm = aα,jm±
satisfy a system of matrix-valued radiative transport equations (see [24] for the details)
similar to (3.36). The matrix transport equations simplify considerably in the diffusive
regime, such as the one considered in section 3.8 when waves propagate over large
distances and long times. We assume for simplicity that A0 = A0(x) and Γ = Γ(x)
are independent of x. Polarization is lost in this regime, that is, aα,jm(t,x,k) = 0 for
j 6= m and wave energy is equidistributed over all directions. This implies that
aα,jj+ (t,x,k) = a
α,jj
− (t,x,k) = aα(t,x, |k|)
so that aα,jj is independent of j = 1, . . . , rα and of the direction kˆ = k/|k|. Further-
more, because of multiple scattering, a universal equipartition regime takes place so
that
aα(t,x0, |k|) = φ(t,x0, cα|k|), (4.18)
where φ(t,x, ω) solves a diffusion equation in x like (3.39) (see [24]). The diffusion
coefficient D(ω) may be expressed explicitly in terms of the power spectra of the
medium fluctuations [24]. Using (4.16) and (4.18), we obtain when f is isotropic the
following initial data for the function φ
φ(0,x, ω) =
1
4π
|χ(x)|2
∫
S2
2
|α|
∑
j,ωα>0
fˆ
( ω
cα
)
(A0Γb
α,j
− (kˆ),b
α,j
+ (kˆ))dΩ(kˆ), (4.19)
where |α| is the number of non-vanishing eigenvalues of L(x,k), and dΩ(kˆ) is the
Lebesgue measure on the unit sphere S2.
Let us assume that non-propagating modes are absent in the initial source S(x),
that is, Sˆj0(k) = 0 with the subscript zero referring to modes corresponding to ω0 = 0.
Then (4.15) becomes
uˆ(k;x0) =
∑
α,j
φ(T,x0, cα|k|)
[
Sˆα,j+ (k)b
α,j
+ (x0,k) + Sˆ
α,j
− (k)b
α,j
− (x0,k)
]
. (4.20)
This is an explicit expression for the re-propagated signal in the diffusive regime,
where φ solves the diffusion equation (3.39) with initial conditions (4.19).
5. Conclusions. This paper presents a theory that quantitatively describes the
refocusing phenomena in time reversal acoustics as well as for more general processings
of other classical waves. We show that the back-propagated signal may be expressed
as the convolution (1.1) of the original source S with a filter F . The quality of the
refocusing is therefore determined by the spatial decay of the kernel F . For acoustic
waves, the explicit expression (3.27) relates F to the Wigner distribution of certain
solutions of the wave equation. The decay of F is related to the smoothness in the
phase space of the amplitudes aj(t,x,k) defined in Proposition 3.3. The latter satisfy
a free transport equation in homogeneous media, which sharpens the gradients of aj
and leads to poor refocusing. In contrast, the amplitudes aj satisfy the radiative
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transport equation (3.36) in heterogeneous media, which has a smoothing effect. This
leads to a rapid spatial decay of the filter F and a better refocusing. For longer times,
aj satisfies a diffusion equation. This allows for an explicit expression (3.42)-(3.43)
of the time reversed signal. The same theory holds for more general waves and more
general processing procedures at the recording array, which allows us to describe the
refocusing of electromagnetic waves when only one component of the electric field is
measured, for instance.
Appendix. This appendix presents the details of the numerical simulation of
(2.9). We assume that ρ is constant and that only κ(x) fluctuates. We can therefore
recast (2.9) as
∂2p
∂t2
− c2(x)∆p = 0.
The above wave equation is discretized using a second-order scheme (three point
stencil in every variable) both in time and space. The resolution in time is explicit
and time reversible, i.e., the equation that yields p(tn+1) from p(tn−1) and p(tn) can be
used to retrieve p(tn−1) exactly from p(tn) and p(tn+1). We write c
2(x) = c20+ c
2
1(x).
The average velocity is c20 = 1. The random part c
2
1 has been constructed as follows.
Let 2N × 2N be the number of spatial grid points and c21;n,m be the value of c21 at the
grid point (n,m). The values c21;2n,2m have been chosen independently and uniformly
on (−r, r) with r < 1/2. The value of c21 is then set constant on four adjacent pixels by
enforcing that c21;2n−1,2m = c
2
1;2n−1,2m−1 = c
2
1;2n,2m−1 = c
2
1;2n,2m for 1 ≤ n,m ≤ N .
In all simulations, we have N = 200, which generates a grid of 4002 = 1.6 104 points.
The time step has been chosen so that the CFL condition δt < min
x
c(x)/(2N) is
ensured.
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