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Interchange Rings 
Charles C. Edmunds 
 
Abstract 
An interchange ring, ( , , ),R + •  is an abelian group with a second binary operation defined so that the 
interchange law ( ) ( )x y u v+ • + ( ) ( )x u y v= • + •  holds. An interchange near ring is the same structure 
based on a group which may not be abelian. It is shown that given any group, ,G  each interchange (near) 
ring based on that group is formed from a pair of endomorphisms of G whose images commute, and that 
all interchange (near) rings based on G can be characterized in this manner. To obtain an associative 
interchange ring, the endomorphisms must be commuting idempotents in the endomorphism semigroup of 
G. When G is abelian we develop a group theoretic analogue of the simultaneous diagonalization of 
idempotent linear operators and show that pairs of endomorphisms which yield associative interchange 
rings can be diagonalized and then put into a canonical form. A best possible upper bound of 4r can be 
given for the number of distinct isomorphism classes of associative interchange rings based on a finite 
abelian group A which is a direct sum of r cyclic groups of prime power order.  If A is direct sum of r 
copies of the same cyclic group of prime power order, we show that there are exactly 1
6
( 1)( 2)( 3)r r r+ + +  
distinct isomorphism classes of associative interchange rings based on A.  Several examples are given and 
further comments are made about the general theory of interchange rings.  
 
1. Introduction. 
In [5] Kock introduced the notion of a double semigroup in his study of two-fold monoidal categories. A 
double semigroup is a nonempty set with two associative binary operations which satisfy the interchange 
law, (1.1). As early as 1962 Eckmann and Hilton [2] introduced the interchange law in their well-known 
argument demonstrating commutativity of the higher homotopy groups.  Studies in double categories also 
make fruitful use of this law. Recently DeWolf [1] added to the study begun by Kock showing that all 
double inverse semigroups are commutative with both operations identical. In [3] the author discussed the 
construction of various double semigroups using commutation operations on a group. The purpose of this 
note is to study the implications of  the interchange law in a universal algebraic context. Primarily, we will 
consider double magma whose first operation is a group and develop the obvious analogies with near rings 
and rings.   
 
We will begin in the most general context and add further axioms as the theory develops. A magma ( , )M ∗  
is a pair consisting of a nonempty set and a binary operation on that set. A double magma ( , , )M ∗ •  is a 
triple consisting of a nonempty set with two binary operations satisfying the interchange law,  
  
 ( ) • ( ) ( • ) ( • )w x y z w y x z∗ ∗ = ∗  (1.1) 
 
for each , , , .w x y z M∈  We call a double magma commutative, associative, or unital provided both magma, 
( , )M ∗  and ( , )M • , are, respectively, commutative, associative, or unital. An associative double magma is 
called a double semigroup. Expressed in this terminology, the Eckmann-Hilton argument proves that if a 
double magma is unital, then it is commutative, associative, the two identity elements for the operations 
coincide and, in fact, the two binary operations are the same. A double magma, ( , , ),M ∗ ∗ with two identical 
operations is a double magma in name only; it coincides, essentially, with a magma, ( , )M ∗ , satisfying the 
medial law, ( ) ( ) ( ) ( )w x y z w y x z∗ ∗ ∗ = ∗ ∗ ∗ . If this magma is a semigroup, the medial law has a strong 
impact on its structure. For example if ( , )M ∗ is finite or uniformly periodic, then it is commutative. In 
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what follows we will try to avoid the situation where the two operations coincide; thus, as the Eckmann-
Hilton theorem implies, we must not allow a double magma to be unitary. Henceforth we will allow at 
most one of the operations to have an identity element. With this point in mind, we define a double magma 
to be proper if its operations do not coincide and improper otherwise. 
 
The specific focus of this study is an investigation of the analogy between a double magma ( , , )M ∗ •  and a 
ring ( , , ).R + ⋅  A ring is an additive abelian group with an associative multiplication and distributive laws 
serving to connect the two operations algebraically. We will not consider rings with identity since, the 
analogous double magma is then forced to be improper. A double magma has no algebraic structure on its 
two binary operations, but, as with the distributive laws in a ring, the interchange law connects the two 
operations. A near ring is a generalization of a ring in which the additive structure may not be abelian. 
Also only one of the distributive laws, usually the right distributive law, is imposed for a near ring. We 
begin our study with an arbitrary group ( , )G + written additively using the usual conventions that the 
identity element is written 0 and the inverse of x G∈ is written x− . We will form a double magma ( , , )G + •  
where the magma ( , )G •  has no algebraic structure beyond the closure of its binary operation on G. Thus, 
with the distributive laws replaced by the interchange law, we have something like a near ring, but with the 
associative law not necessarily holding on the “multiplication”. 
 
Definition: An interchange near ring is a triple, ( , , )G + • , with ( , )G + a group and ( , , )G + • a double 
magma.   
 
If the additive structure is based on an abelian group, we specialize the definition. 
 
Definition: An interchange ring is an interchange near ring, ( , , )G + • , for which ( , )G + is abelian. 
 
Interchange rings may seem like exotic objects, but it is interesting to note that the well-know structures 
( , , ) and ( {0}, , )+ − × ÷ℤ ℚ are interchange rings. In fact, if ( , )A + is any abelian group, ( , , )A + −  is an 
interchange ring. It is a well-known algebraic problem to determine which abelian groups admit a non-zero 
ring structure. For example the Prufer group, or quasicyclic group ,
p∞
ℤ can be seen to admit only the zero 
ring structure. In Section 3 we show that every nontrivial group, G, admits at least three nonzero 
interchange (near) ring structures and there is a clearly defined process for constructing each such structure 
from the group. The construction starts with a pair, ( ), ,ε η of endomorphisms of G with commuting images 
and then defines a product by ( ) ( ).x y x yε η• = +  It is shown, Theorem 3.2, that each product constructed 
in this way yields an interchange near ring, and, Theorem 3.3, that each interchange near ring based on G 
arises in this manner. It is then observed, Theorem 3.5, that the equivalence relation of similarity of pairs, 
i.e. the existence of ( , )Aut Gα ∈ + for which ( ) ( )1 1 1 2 2, , ,α ε η α ε η− = corresponds exactly to isomorphism of 
the associated interchange (near) rings.  
 
In Section 4 we show, Theorem 4.3, that an interchange (near) ring is associative if and only if it is 
generated by a pair of commuting, idempotent endomorphisms of its additive group. In Section 5 we 
restrict our attention to interchange rings based on finite abelian groups. We apply techniques familiar in 
operator theory to characterize all finite associative interchange rings by showing how to ‘diagonalize’ 
pairs of their generating endomorphisms, Theorem 5.9. We obtain, Theorem 5.10, a best possible upper 
bound of 4r for the number of distinct isomorphism classes of associative interchange rings based on a 
finite abelian group, A, which is a direct sum of r cyclic groups of prime power order. In Section 6 we 
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further restrict A to a direct sum of  r isomorphic copies of a cyclic group of prime power order and 
develop a unique canonical form, Corollary 6.8,  for pairs of endomorphism generating the interchange 
rings based on A. Using this result, we obtain, Theorem 6.9, the exact number, 1
6
( 1)( 2)( 3),r r r+ + + of 
distinct isomorphism classes of associative interchange rings based on A. In Section 7 we make some 
comments about the extent to which interchange ring theory might be developed by analogy with standard 
ring theory. One would hope, one day, to see a structure theory of interchange rings.
 
2. Preliminaries. 
We begin with some fundamental statements about interchange near rings. Note the algebraic importance 
of the zero element. 
 
Lemma 2.1: If ( ), ,G + • is an interchange near ring, then the following statements are true. 
 (i) Zero is idempotent multiplicatively; 0 0 0• = . 
 (ii) Zero distributes multiplicatively over addition; for each , ,x y G∈   
   ( ) ( )0 ( ) 0 0x y x y• + = • + •   and  ( ) ( )( ) 0 0 0 .x y x y+ • = • + •  
 (iii) For each , ,x y G∈ 0 0 .x y x y• = • + •  
 (iv) For each ,x y G∈ , ( ) ( ) ( ).x y x y− • − = − •  
Proof: (i) We use the identity property of 0 and then apply the interchange law to obtain, 
0 0 (0 0) (0 0) (0 0) (0 0).• = + • + = • + •  
Adding the inverse of 0 0•  to both sides, we obtain our result. 
(ii) ( ) ( ) ( )0 ( ) 0 0 ( ) 0 0 .x y x y x y• + = + • + = • + • The second equality follows by the interchange law. The 
      right-hand law follows similarly. 
(iii) ( ) ( )0 0 0 0 .x y x y x y• = + • + = • + •  
(iv) ( ) ( ) ( ) ( )( ) ( ) 0 0 0.x y x y x x y y• + − •− = + − • + − = • =  The result follows. ■ 
 
Lemma 2.2: If ( ), ,G + • is an interchange near ring then ( , )G •  is associative if and only if, for each ,x G∈  
(i) ( )0 0 0,x x• • = •  (ii) ( ) ( )0 0 0 0 ,x x• • = • •  and (iii) ( )0 0 0 .x x• • = •  
Proof: Note first that if ( , )G •  is associative then (ii) follows immediately. Conditions (i) and (ii) follows 
from associativity and Lemma 2.1(i). Conversely, assuming (i), (ii), and (iii) hold and applying Lemma 2.1, 
( )x y z• • ( )0 0 0 0x y z= • + • • + • ( 0) 0 (0 ) 0 0x y z= • • + • • + • 0 0 ( 0) 0 (0 )x y z= • + • • + • •  
0 0 (( 0) (0 ))x y z= • + • • + • ( ).x y z= • • ■ 
 
In rings the additive identity is an annihilator (that is 0 0 0x x⋅ = ⋅ = , for each x), however the existence of 
an annihilator in an interchange near ring destroys its structure. We define an element a G∈ to be an 
annihilator in an interchange near ring, ( ), ,G + • , if a x x a a• = • =  for every x G∈ . A zero semigroup is a 
semigroup ( , )S ⋅  satisfying the identityw x y z⋅ = ⋅ . This implies that all entries in the Cayley table are 
equal; thus zero semigroups are considered trivial for most purposes. 
 
Proposition 2.3: If ( ), ,G + • is an interchange near ring containing an annihilator, then ( ),G • is a zero 
semigroup. 
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Proof: Suppose a is an annihilator. Thus, for each x G∈ , we have a a x= • 0 0a x= • + • 0a x= + • . 
Therefore 0 0x• = , for each x G∈ . Similarly we can show that 0 0x • = , for each x G∈ . Thus, by Lemma 
2.1 (i) and (iii), we have 0 0 0 0 0,x y x y• = • + • = + = for each ,x y G∈ . Hence ( ),G •  is a zero 
semigroup.■   
 
3. Constructing Interchange "ear Rings from Groups. 
 
In this section we will show that any nontrivial group admits a number of distinct interchange (near) ring 
structures.  For ( , )G + a group, we denote the sets of endomorphisms and automorphisms of G 
by ( , )End G + and ( ),Aut G + , respectively.  
 
Definition: If ( , )G + is a group with , End( , ),Gε η∈ + we say the pair ( , )ε η is image-commuting when 
( ) ( ) ( ) ( ),x y y xε η η ε+ = + for every ,x y G∈ .   
 
If ( , )G + is abelian, then each pair of endomorphisms is image commutating. If ( , )G + is nonabelian and the 
image of G under either map is contained in the centre of G, then the maps are image-commuting. We give 
an example to illustrate that image-commuting endomorphisms need not have abelian images.  
 
Example 3.1: We present the symmetric group on three letters additively as 
3S , ;3 0,2 0, 2a b a b b a a b= = = + = +  
Each element of 3S  can be written uniquely as ia jb+ with 3i∈ℤ and 2.j∈ℤ  Let ( , )G +  be the direct 
product of two copies of 3,S  and define two endomorphisms of ( , )G + as follows: for each 
( , ) ,ia jb ka lb G+ + ∈ let ( , ) (0, )ia jb ka lb ia jbε + + = +  and let ( , ) ( ,0).ia jb ka lb ka lbη + + = +  Note that the 
images of both  and ε η are isomorphic to 3S , and are, hence, nonabelian. However, since the images of 
these endomorphisms are in different direct factors, they commute; thus ( ),ε η is an image-commuting pair.   
 
We are now in a position to state the main results of this section. 
 
Theorem 3.2: If ( , )G + is a group, ( , )ε η is an image-commuting pair of endomorphisms of ( , ),G + and a 
binary operation • is defined on G by ( ) ( )x y x yε η• = + , for each , ,x y G∈  then ( , , )G + • in an interchange 
near ring.  
 
And conversely, we have the following. 
 
Theorem 3.3: If ( , , )G + • is an interchange near ring, then the pair ( , )ε η of mappings from G to G defined 
by ( ) 0x xε = •  and ( ) 0 ,x xη = • for each ,x G∈ is a pair of image-commutating endomorphisms of G. 
  
We will denote the set of all image-commuting pairs of endomorphisms of ( , )G + by ( , )ICE G + , and the set 
of all interchange near rings based on ( , )G + by ( , )I#R G + . Given a pair ( , ) ( , ),ICE Gε η ∈ + we denote the 
binary operation constructed from this pair in Theorem 3.2 by ( , ).ε η•  Given an interchange near ring, 
( , , ),G + • we denote the pair of image-commuting mappings defined in Theorem 3.3 by ( , ).ε η• •    
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Theorem 3.4: The mapping : ( ) ( )ICE G I#R GΨ →  defined by ( , )( , ) ( , , )G ε ηε ηΨ = + • is a bijection. 
 
We will leave the task of determining structural parallels between these two classes to category theorists. 
 
Proof of Theorem 3.2: It is sufficient to show that the interchange law holds. Letting , , ,w x y z G∈ , 
we have ( • ) ( • ) ( ) ( ) ( ) ( )w x y z w x y zε η ε η+ = + + + . Since  and ε η are image-commuting, we can 
interchange the two middle terms, and obtain  
 
( • ) ( • ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) • ( ).w x y z w y x z w y x z w y x zε ε η η ε η+ = + + + = + + + = + + ■ 
 
Proof of Theorem 3.3: Clearly ( ) 0x xε = • maps from G into G. To show that ε is a homomorphism, we 
let ,x y G∈ and consider ( ) and ( ).x y xε ε+ −  Applying Lemma 2.1 we have, ( ) ( ) • 0x y x yε + = +  
0 0x y= • + • ( ) ( ),x yε ε= + and ( ) ( ) 0 ( 0) ( ).x x x xε ε− = − • = − • = −  Thus ε is a homomorphism of G. The 
proof thatη is a homomorphism of G is similar. Lastly, we must see that the pair is image-commuting. 
Let ,x y G∈ and consider the sum, ( ) ( ).x yε η+  By Lemma 2.1 and the interchange law we have, 
( ) ( ) 0 0 (0 ) ( 0) (0 ) ( 0) ( ) ( ).x y x y x y x y y x y xε η η ε+ = • + • = • = + • + = • + • = + ■  
 
Proof of Theorem 3.4: First we will show that Ψ  maps ( ) into ( ).ICE G I#R G It suffices to show that the 
image of any ( , ) ( , )ICE Gε η ∈ + under ,Ψ namely ( , )( , , ),G ε η+ • satisfies the interchange law. Supposing 
that , , ,w x y z G∈ , we have, 
( , ) ( , )( • ) ( • ) ( ( ) ( )) ( ( ) ( )).w x y z w x y zε η ε η ε η ε η+ = + + +   
Since ( , )ε η is an image-commuting pair, we can rearrange the second sum as 
( ) ( )( ( ) ( )) ( ( ) ( )) ( ) ( ) ( ) ( ) .w x y z w y x zε η ε η ε ε η η+ + + = + + +  
Since  and ε η are endomorphisms of G, we can apply the definition of ( , )• ε η  in reverse, to conclude that, 
( ) ( ) ( , )( ) ( ) ( ) ( ) ( ) ( ) ( ) • ( ).w y x z w y x z w y x zε ηε ε η η ε η+ + + = + + + = + +  
To prove Ψ  is injective, we suppose 1 1 2 2( , ) and ( , )ε η ε η are image-commuting pairs for which 1 1( , )ε ηΨ  
2 2( , )ε η= Ψ  that is, ( ) ( )1 1 2 2, ,( , , ) ( , , ),G Gε η ε η+ • = + • and therefore 1 1 2 2( , ) ( , ).ε η ε η• = •  To keep our calculations more 
readable, we will use i•  as shorthand notation for ( ),i iε η• . Since each iη  is a homomorphism of G, it follows 
that (0) 0.iη =  Thus, for any x G∈ ,  
1 1 1 1 2 2 2 2( ) ( ) (0) 0 0 ( ) (0) ( ).x x x x x xε ε η ε η ε= + = • = • = + =  
Thus 1 2ε ε=  and a similar calculation shows that 1 2.η η=  Therefore 1 1 2 2( , ) ( , )ε η ε η=  and, thus,Ψ  is 
injective. To see that Ψ  is surjective, we let ( , , )G + • be any element of ( , )I#R G + . Theorem 3.3 shows 
how to construct the pair, ( , )ε η• • , of image-commuting endomorphisms of ( , )G + from ( , , ).G + •  
ApplyingΨ to this pair, we obtain the interchange near ring ( , )ε η• •Ψ based on ( , ).G +  For now, let us 
denote the second operation of the interchange near ring thus produced by ⊙ , writing ( , ) ( , , )Gε η• •Ψ = + ⊙ . 
Note that ⊙  is constructed from the pair ( , )ε η• • as in Theorem 3.2. That is, for each ,x y G∈ ,  
( ) ( ) 0 0 .x y x y x y x yε η• •= + = • + • = •⊙  
Therefore = •⊙ , and as a result, ( , , ) ( , , )G G+ = + •⊙ . It follows that ( , ) ( , , )Gε η• •Ψ = + • , and hence, 
thatΨ is surjective. ■  
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At this point we have shown that distinct pairs of image-commuting endomorphisms yield unequal 
interchange near rings, but they could be isomorphic. If 1 1 1( , , )G + • and 2 2 2( , , )G + • are interchange near 
rings, a mapping 
1 1 1 2 2 2: ( , , ) ( , , ),G Gϕ + • → + •  
is an interchange near ring homomorphism if 1 1 2 2: ( , ) ( , )G Gϕ + → + is a group homomorphism and, for 
each 1, ,x y G∈ 1 2( ) ( ) ( ).x y x yϕ ϕ ϕ• = •  This homomorphism is an interchange near ring isomophism 
exactly when it is a bijection.  We will denote isomorphism of interchange near rings by ≅ . It is routine to 
check that both relations defined below are equivalence relations.  
  
Definition:  If , ( , )End Gε η∈ + and ( , )Aut Gα ∈ + so that 1 ,α εα η− =  we say ε  is similar to η (underα ) 
and write ( )ε η α∼ or, more simply, .ε η∼  For pairs of endomorphisms of G, ( )1 1,ε η is similar to ( )2 2,ε η , 
denoted 1 1 2 2( , ) ( , )( )ε η ε η α∼ or 1 1 2 2( , ) ( , )ε η ε η∼  whenever there is an automorphism ( , )Aut Gα ∈ + such 
that 1 1 11 1 1 1 2 2( , ) ( , ) ( , ).α ε η α α ε α α ηα ε η
− − −= =  
  
Theorem 3.5: If ( , )G + is a group and ( , , ) and ( , , )G G+ ∗ + ⊙ are interchange near rings based on 
( , ),G + then ( , , ) ( , , )G G+ ∗ ≅ + ⊙ if and only ( , ) ( , ).ε η ε η∗ ∗ ⊙ ⊙∼  
Proof: ( )⇒ Suppose there is an isomorphism : ( , , ) ( , , ).G Gϕ + ∗ → + ⊙  First consider ε∗  applied to any 
,x G∈  ( ) 0.x xε∗ = ∗  Applying the isomorphismϕ we obtain, 
( ( )) ( 0) ( ) (0) ( ) 0 ( ( )).x x x x xϕ ε ϕ ϕ ϕ ϕ ε ϕ∗ = ∗ = = = ⊙⊙ ⊙  
Therefore, ( )( ) 0,xϕε ε ϕ∗ − =⊙ for each .x G∈  It follows that ,ϕε ε ϕ∗ = ⊙ and by a similar argument 
that .ϕη η ϕ∗ = ⊙ Thus we have ( , ) ( , ).ε η ε η∗ ∗ ⊙ ⊙∼  
( )⇐  Now suppose that ( , ) ( , ).ε η ε η∗ ∗ ⊙ ⊙∼  Thus there is an automorphism φ of ( , )G + such that  
 φε ε φ∗ = ⊙ and .φη η φ∗ = ⊙  We claim that φ  is an isomorphism mapping ( , , ) onto ( , , ).G G+ ∗ + ⊙  Since φ  is 
an automorphism of ( , )G + we know that it is a bijection from G to G  and that it is a group 
homomorphism with respect to addition. To prove that ( , , ) and ( , , )G G+ ∗ + ⊙ are isomorphic under ,φ  it 
remains to show that, for each ,x y G∈ , ( ) ( ) (y).x y xφ φ φ∗ = ⊙  
( ) ( 0 0 ) ( 0) (0 ) ( ) ( ) ( ) ( ) ( ) ( ).x y x y x y x y x y x yφ φ φ φ φε φη ε φ η φ φ φ∗ ∗∗ = ∗ + ∗ = ∗ + ∗ = + = + =⊙ ⊙ ⊙  ■ 
 
Theorem 3.6: If ( , )G +  is a non-trivial group, there are at least three distinct isomorphism classes of 
interchange near rings based on G. 
Proof: Let ,ι ζ  be the identity map and the zero map from G to G, respectively.  Note that ζ is image- 
commuting with all endomorphisms of G.  Since both of these mappings commute with every 
automorphism of G, their similarity classes are singletons. Thus, by Theorems 3.2 and 3.5, the pairs 
( ) ( ), , , ,ζ ζ ζ ι and ( ), ,ι ζ  generate three non-isomorphic interchange near rings based on G. ■  
 
Note that ( ),ζ ζ generates the product 0x y• = , yielding the zero interchange ring, the pair ( ),ζ ι  generates 
the product x y x• = , the right zero semigroup, and ( ),ι ζ generates the product x y y• = , the left zero 
semigroup. We will refer to these three isomorphism classes of interchange (near) rings as the essential 
interchange rings based on G. We will find these relatively uninteresting and refer to interchange (near) 
rings based on G which are not of these four types as inessential. The question, in ring theory, of whether 
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or not there exists a non-zero ring based on a particular abelian group is parallel to the question, in 
interchange (near) ring theory, of whether or not there is an inessential interchange (near) rings based on a 
group.  
 
With this much structure involved, the discussion calls for an example of how our theorems can be applied 
in some specific cases. 
 
Example 3.7: Interchange near rings based on S3. For economy, we will rename the elements of ( )3,S +  
as given in Example 3.1, 0, ,2 , , ,2 ,a a b a b a b+ + as 0,1,2,3,4,5, respectively.  We denote an endomorphism 
ε mapping 0 0,֏ 1 ,v֏ 2 ,w֏  3 ,x֏ 4 ,y֏ and5 z֏  by (0 )vwxyzε = . There are six automorphisms 
of ( )3, ,S +  
0 1 2 3 4(012345), (012453), (012534), (021354), (021435),α α α α α= = = = = and 5 (021543),α =  
and four proper endomorphisms, 
0 1 2(000000), (000333), (000444),ε ε ε= = = and 3 (000555).ε =  
The images of 3S  under these maps are  
{ } { } { } { }3 3 0 3 1 3 2 3 3 3(S ) , ( ) 0 , ( ) 0,3 , ( ) 0,4 ,  and ( ) 0,5 .i S S S S Sα ε ε ε ε= = = = =  
To form an interchange near ring, the pairs we select must be image-commuting, thus the only candidates 
are pairs of the form ( ) ( )0 0,  and ,ε ε ε ε for 3( , ),End Sε ∈ + and the pairs 1 1 2 2 3 3( , ),( , ),  and ( , ).ε ε ε ε ε ε  Since 
1
1 1 1 2α ε α ε
− =  and  13 2 3 3,α ε α ε
− = we have ( ) ( ) ( )1 1 2 2 3 3, , , ;ε ε ε ε ε ε∼ ∼ therefore, these last three pairs will 
yield isomorphic interchange rings. We express 3( )End S as a disjoint union of similarity classes as:  
{ } { } { } { } { }3 0 1 2 3 4 5 0 1 2 3( ) , , , , , .End S α α α α α α ε ε ε ε=
i i i i
∪ ∪ ∪ ∪  
Thus the non-similar, image-commuting pairs are ( )1 1, ,ε ε ( )0 ,ε ε where { }0 1 3 0 1, , , , ,ε α α α ε ε∈ and 
0( , )ε ε where { }0 1 3 1, , , .ε α α α ε∈  Hence there are ten distinct isomorphism classes of interchange near rings 
based on 3;S  the three essential interchange near rings generated by the pairs ( ) ( )0 0 0 0, , , ,ε ε ε α  and 
( )0 0,α ε plus six additional inessential interchange near rings. 
 
4. Commutativity, Idempotence, and Associativity. 
 
Proposition 4.1: Given an interchange near ring ( , , )G + • constructed from a pair, ( ),ε η of image-
commuting endomorphisms of ( , ),G + ( , )G •  is commutative if and only if .ε η=  
Proof:  Note first that if ( , )G •  is commutative, we have ( ) ( ) ( ) ( ).x y x y y x y xε η ε η+ = • = • = +  Our 
conclusion follows letting 0.y = Conversely, if we suppose that ε η= , then, recalling that ε and η  are 
image-commuting, we have  ( ) ( ) ( ) ( ) ( ) ( ) .x y x y y x y x y xε η η ε ε η• = + = + = + = •  ■ 
 
Note that when ( , , )G + • is commutative, to be image-commuting ( )( ) ( )G Gε η= must be abelian. We 
denote the identity mapping of ( , )End G + by .ι    
 
Proposition 4.2: Given an interchange near ring ( , , )G + • constructed from a pair, ( ),ε η of image-
commuting endomorphisms of ( , ),G + ( , )G •  is idempotent if and only if .ε η ι+ =  
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Proof: Note that ( ) ( ) ( )( ).x x x x x xε η ε η= • = + = + It follows that idempotence of ( , )G • is equivalent to 
.ε η ι+ =  ■    
 
The following theorem characterizes those interchange near rings which have an associative multiplication.  
 
Theorem 4.3: Given an interchange near ring ( , , )G + • constructed from a pair, ( ),ε η of image-commuting 
endomorphisms of ( , ),G + ( , )G •  is associative if and only if  and ε η  are commuting idempotents in the 
semigroup ( , ).End G +  
Proof: By Lemma 2.2, ( , )G •  is associative if and only if, for each ,x G∈  (i) ( )0 0 0,x x• • = •   
(ii) ( ) ( )0 0 0 0 ,x x• • = • •  and (iii) ( )0 0 0 .x x• • = •  Since ( ) 0,x xε = • we have 2( ) ( ( ))x xε ε ε= ( ) 0xε= •  
( 0) 0.x= • • Therefore condition (i) is equivalent to the idempotence of .ε  Similarly condition (iii) is 
equivalent to the idempotence of .η  Finally, note that (0 ) 0 (0 )x xε• • = • ( (0) ( ))xε ε η= + ( ),xεη=  
while ( )0 0 (0) ( 0)x xε η• • = + • = ( ( ) (0)) ( ).x xη ε η ηε+ =  Thus condition (ii) is equivalent to the 
commutativity of  and .ε η  ■ 
 
Example 4.4: Associative interchange near rings of order six: The two groups of order six are the 
cyclic group of order 6, which we will present as 6 ;6 0 ,C a a= = and the symmetric group on three letters, 
3,S  which was discussed in Example 3.7. We will find 16 isomorphism classes of associative interchange 
rings based on 6C  and six isomorphism classes of associative interchange near rings with additive 
structure ( )3, .S +  Thus we have a total of 22 distinct isomorphism classes of associative interchange near 
rings of order 6. Any endomorphism of 6C can be written as :i x ixε ֏ for 6.i∈ℤ  The mappings 
1 5 and ε ε are automorphisms and the other mappings are proper endomorphisms. Since 6C is abelian, all 
pairs of endomorphisms are image-commuting. It is easy to see that ( )6( , ),End C +  is a commutative 
semigroup with idempotents { }0 1 3 4, , , .E ε ε ε ε=  Thus for each 6( , )Aut Cα ∈ + and for each 6( , ),End Cε ∈ +  
1 .α εα α− = It follows that each similarity class in 6( , )End C + is a singleton, and, hence, each of the sixteen 
pairs of elements from E generates a distinct isomorphism class of associative interchange rings. By 
Proposition 4.1, we see that the four pairs ( ),i iε ε (1 4)i≤ ≤  yield commutative multiplications. And by 
Proposition 4.2, the pairs ( )0 1, ,ε ε ( )1 0, ,ε ε ( )3 4, ,  andε ε ( )4 3,ε ε yield idempotent multiplications. Turning 
to 3,S we see from Example 3.7 that among the ten pairs which yield interchange near rings, there are six 
which are pairs of commuting idempotents: 
( ) ( ) ( ) ( ) ( ) ( )0 0 0 0 0 0 0 1 1 0 1 1, , , , , , , , , , , .ε ε ε α α ε ε ε ε ε ε ε  
These generate six distinct isomorphism classes. By Proposition 4.1, we see that only the pairs 
( ) ( )0 0 1 1,  and ,ε ε ε ε yield commutative multiplications. And by Proposition 4.2, the pairs ( )0 0,ε α and 
( )0 0,α ε yield idempotent multiplications. 
 
5. Finite associative interchange rings. 
 
In this section we refer the reader to Chapter 8 of McCoy [6] for reference to results on abelian groups and 
to  Chapter 6 of Hoffman and Kunze [4] for reference to linear algebra. We begin by proving some facts 
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about endomorphisms of abelian groups which are analogous to familiar results in linear algebra, and 
facilitated by the fact that an abelian group is a ℤ - module. The goal of this section, Theorem 5.9, is to 
apply the theory thus developed to give a characterization of all finite associative interchange rings. Given 
a finite abelian group ( , ),A +  we will show that an associative interchange ring based on A is defined by a 
pair of ‘diagonalizable’ endomorphisms, and that, when all such pairs are made diagonal, up to similarity, 
they yield all isomorphism class of associative interchange ring based on A. This will be accomplished by 
characterizing the commuting, idempotent elements of ( , )End A + and then appealing to Theorem 4.3. We 
will decompose A as a direct sum in a way that allows us to take advantage of an analogy with linear 
algebra. Luckily, it turns out, the theorem of linear algebra which we will need, that commuting, 
idempotent linear operators are simultaneously diagonalizable, survives in the context of abelian groups, 
Theorem 5.9. This diagonalization will allows us to give, Theorem 5.10, an upper bound, which is tight in 
a sense, on the number of associative interchange rings based on a finite abelian group A.  
 
For the remainder of this section ( ),A + will be a finite additive abelian group with identity element 0. By 
the fundamental structure theorem, we know that A can be decomposed as a direct sum of prime power 
order cyclic groups. We will refer to any such decomposition as a ppc-decomposition. Furthermore if A is 
decomposed in this manner as both 1 2 sA A A A= ⊕ ⊕ ⊕⋯ and 1 2 tA B B B= ⊕ ⊕ ⊕⋯ , then s t= and there is 
bijection between the sets of summands so that each iA  is isomorphic to the corresponding .jB  Since the 
number of these prime power order cyclic summands is invariant for A, we call this number the prime 
power cyclic rank of A, denoted ppc-rank(A). The true invariant here is the multiset of prime power order, 
cyclic summands which form A as a direct sum. Routine use of the fundamental structure theory for finite 
abelian groups shows that (i) ppc-rank is invariant under isomorphism, and (ii) if A is a finite abelian group 
and ,S A≤ then ppc-rank( ) ppc-rank( ).S A≤    
 
For each (1 )i i r≤ ≤ let ia A∈ so that 1 2 rA a a a= ⊕ ⊕ ⊕⋯ with each summand a cyclic group of prime 
power order, and let { }1, , .ra a a= …  Any a A∈ can be written uniquely as 1 1 r ra c a c a= + +⋯  with each 
i
i a
c ∈ℤ , where ia  denotes the order of .ia  It is reasonable to think of a  as a basis for A, analogous to the 
standard concept for finite dimensional vector spaces. We will call any such set a  a prime power cyclic 
basis of A, and abbreviate this term as ppc-basis. The trivial group has no ppc-basis and is said to have 
ppc-rank zero. We comment that the ppc-rank is not the usual rank of the abelian group. In fact a cyclic 
group of order 6 has rank 1 and ppc-rank 2. 
 
If { }1, , rx x x= … is a ppc-basis for A and * : x Aφ →  is a mapping for which each *( )ixφ  divides ,ix  then 
we can extend *φ uniquely to an endomorphism ( , )End Aφ∈ +  linearly; that is, if a A∈  is written 
1 1 r ra c x c x= +⋯  with each ,
i
i x
c ∈ℤ we let * *1 1( ) ( ) ( ).r ra c x c xφ φ φ= +⋯  The fact that this is a 
homomorphism can be seen by appealing to the presentation of A implied by the ppc-basis .x  If we denote 
the order of each ix in A as ,in then A can be presented as ;A G R=  where the generating set is G x=  and 
the set of relations is { } { }0 :1 :1 , .i i i j j iR n x i r x x x x i j r= = ≤ ≤ ∪ + = + ≤ ≤  Any mapping of G into A 
extends to a unique homomorphism exactly when the mapping preserves these relations. Since we are 
mapping into an abelian group, the second set of relations holds under .φ  And the first set holds, that is 
*( ) ( ) 0i i i in x n xφ φ= = , since we have made the hypothesis that
*( )ixφ  divides .ix  
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For the remainder of Sections 5 and 6 we will let A be a finite abelian group of ppc-rank( )A r= and fix a 
particular pcc-basis { }1, , re e e= … for A, which we will refer to as the standard pcc-basis for A. We say an 
endomorphism ( , )End Aδ ∈ + is diagonal when, for each element ie of the standard basis, there exists 
i
i e
d ∈ℤ such that ( ) .i i ie d eδ =  If ( , ),End Aε ∈ + a non-zero element a A∈ is called a characteristic element 
of ε  if there exists a
a
λ∈ℤ such that ( ) .a aε λ=  In this case we callλ  the characteristic value of ε  
associated with a. We say an endomorphism ( , )End Aε ∈ + is diagonalizable if A has a ppc-basis 
consisting of characteristic elements of .ε  The following result is analogous to a familiar one in linear 
algebra. 
 
Proposition 5.1: If A is a finite abelian group and ( , )End Aε ∈ + is diagonalizable, thenε is similar to a 
diagonal endomorphism.  
Proof: Let us suppose that { }1 2, , , rx x x x= … is a ppc-basis of A with each ix a characteristic element of 
.ε Thus for each ix  there is a
i
i x
λ ∈ℤ such that ( ) .i i ix xε λ=  First, we wish to define an automorphism 
( , )Aut Aα ∈ +  sending the standard basis e  to this basis .x  Since e  and x  are both ppc-bases for A, 
then 1 1r rA e e x x= ⊕ ⊕ = ⊕ ⊕⋯ ⋯ give decompositions of A into direct sums of cyclic groups of 
prime power order and, as mentioned earlier, there is a bijection of these summands pairing each ie with a 
unique isomorphic .jx  Thus there is a permutationπ of { }1,2, ,r… so that ( ) ,i ie xπ≅ for each i. In 
particular, ( )ixπ equals, and hence divides, .ie Thus the mapping 
* : e xα → defined by ( )( )i ie xπα
∗ = can 
be extended to an endomorphism, ,α of A. And since it is a bijection of the two ppc-bases of A, α is an 
automorphism of A.  Next we define a mapping * : e Aδ →  by ( )( ) .i i ie eπδ λ
∗ =  Since 
( )
( ) ,
i
i xπ
πλ ∈ℤ and 
( ) ,i ix eπ = it follows that ( )
i
i eπλ ∈ℤ and, hence, that the extension of this map, ,δ is a diagonal 
endomorphism of A.  Note now that ( ) ( ) ( )( ) ( ) ,i i i ie x xπ π πεα ε λ= = while ( )( ) ( )i i ie eπαδ α λ=  
( ) ( ) ( )( ) .i i i ie xπ π πλ α λ= =  Thus αδ εα= and it follows that 
1 ,α εα δ− = and thus, that ε  is similar to .δ  ■ 
     
Lemma 5.2: If ( , )A +  is a finite abelian group, 1 2( , )ε ε is a pair of commuting endomorphisms of A, and 
1 2( , )η η is a pair of endomorphisms of A which is similar to 1 2( , ),ε ε then 1 2( , )η η is a commuting pair. 
Proof: Since 1 2 1 2 ( , ) ( , ),ε ε η η∼ there is an ( , )Aut Aα ∈ + for which
1
1 1η α ε α
−= and 12 2 .η α ε α
−= Therefore, 
1 1 1 1 1 1
1 2 1 2 1 2 2 1 2 1 2 1.ηη α ε αα ε α α ε ε α α ε ε α α ε αα ε α η η
− − − − − −= = = = =  ■ 
 
Lemma 5.3: If A is a finite abelian group, ( , )End Aε ∈ +  is idempotent, and 0 a A≠ ∈ is a prime power 
order characteristic element ofε with characteristic value ,λ then { }0,1 .aλ∈ ⊆ ℤ   
Proof: Suppose p is a prime and n is a positive integer such that .na p=  Since there is a npλ∈ℤ  such that 
( ) ,a aε λ=  we have,  
2 2( ) ( ) ( ( )) ( ) ( ) .a a a a a a aλ ε ε ε ε ε λ λε λ= = = = = =  
It follows that 2( ) 0aλ λ− =  and, therefore, that 2 (mod ).npλ λ≡  Now suppose that 0λ ≡/ and write 
mp sλ =  where 0 m n≤ < and s is coprime to p. We may rewrite 2 (mod )npλ λ≡  as 2 2 (mod ).m m np s p s p≡  
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Therefore 1(mod )m n mp s p −≡ and, since 1,n m− ≥ it must be that 0m =  and 1(mod ).ns pλ ≡ ≡ The result 
follows.■         
 
We will need to consider the structure of idempotent endomorphisms of A more carefully. Let A be a finite 
abelian group, ( , ),End Aε ∈ + and, for each (1 ),i i r≤ ≤ iA A≤  such that 1 2 .rA A A A= ⊕ ⊕ ⊕⋯  If 
( ) ,i iA Aα ≤ for each i, we say each iA  is invariant under .ε  For each i, we define ( , )i iEnd Aε ∈ + to be the 
restriction ofε to iA ; thus for each ,i ia A∈ we have ( ) ( ),i i ia aε ε=  Note that, since iA  is invariant 
under ,ε iε maps into .iA  We callε the direct sum of the endomorphisms 1, , ,rε ε… and write 
1 .rε ε ε= + +… Note that iε is not an endomorphism of A. For each ,a A∈ there are unique elements 
i ia A∈ so that 1 ra a a= + +⋯ and, according to our definitions,  
1 1 1( ) ( ) ( ) ( ) ( ).r r ra a a a aε ε ε ε ε= + + = + +⋯ ⋯  
 
Lemma 5.4: If A is a finite abelian group, ( , ),End Aε ∈ + and A can be decomposed as 
1 2 rA A A A= ⊕ ⊕ ⊕⋯ with each iA  invariant under ,ε andε is written as the direct sum 1 ,rε ε ε= + +… then 
ε  is idempotent if and only if, for each (1 ),i i r≤ ≤ iε  is idempotent. 
Proof: If a A∈  and 1 ,ra a a= + +⋯  where each ,i ia A∈  then 1( ) ( ) ( )ra a aε ε ε= + +⋯  
1 1( ) ( ),r ra aε ε= + +⋯ and
2 2 2
1 1 1 1( ) ( ( ) ( )) ( ) ( ).r r r ra a a a aε ε ε ε ε ε= + + = + +⋯ ⋯  Therefore, if each iε is 
idempotent, then ε is idempotent. Now suppose that some iε  were not idempotent. Letting ia A′∈  so that 
2( ) ( ),i ia aε ε′ ′≠ we see that 
2( ) ( ),a aε ε′ ′≠ and, therefore,ε is not idempotent.■ 
 
 Lemma 5.5: If A is a finite abelian group of ppc-rank r, andδ is a diagonal endomorphism of A, then  
δ is idempotent if and only if, for each (1 ),i i r≤ ≤ { }( ) 0, .i ie eδ ∈   
Proof: Since δ  is diagonal, there is a ,
i
i e
d ∈ℤ for each (1 ),i i r≤ ≤ such that ( ) .i i ie d eδ =  Thus each ie  is a 
characteristic element of δ and each subgroup ie is invariant under .δ  Writing 1 rA e e= ⊕ ⊕⋯  and 
decomposing δ over this sum as 1 ,rδ δ δ= + +⋯ Lemma 5.4 implies that ifδ is idempotent then each iδ  is 
idempotent. Since each ie is of prime power order, Lemma 5.3 implies that, ,id the characteristic value of 
iδ associated with ie  is either 0 or 1 modulo .ie  Thus we have { }( ) 0, ,i ie eδ ∈ as required. Conversely, 
suppose that for each i we have { }( ) 0, .i ie eδ ∈  If ie has characteristic value 1, then ( ) ( ).i i i ie e eδ δ= =  It 
follows that 2( )i ieδ = ( )i i ie eδ =  and iδ  is idempotent. On the other hand, if ie has characteristic value 0, 
then0 ( )ieδ= ( )i ieδ= and 
2( ) (0) 0i i ieδ δ= = . In either case, we conclude that each iδ  is idempotent and, by 
Lemma 5.4, that δ  is therefore also idempotent. ■   
  
Lemma 5.6: If A is a finite abelian group, then idempotent diagonal endomorphisms of A commute.  
Proof: Let A be of ppc-rank r and let 1 2 and δ δ  be idempotent diagonal endomorphisms of A. By Lemma 
5.5,  for 1,2j = and for each (1 ),i i r≤ ≤ we have { }( ) 0, .j i ie eδ ∈ We claim that 1 2 2 1( ) ( )i ie eδ δ δ δ= for each i. 
There are four cases to consider: (i) 1 2( ) ( ) 0,i ie eδ δ= =  (ii) 1 2( ) 0, ( ) ,i i ie e eδ δ= = (iii) 1 2( ) , ( ) 0,i i ie e eδ δ= =  
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and (iv) 1 2( ) ( ) .i i ie e eδ δ= =  In each case it is routine to check that 1 2 and δ δ  commute when applied to 
each .ie Writing a A∈  as 1 1 ,r ra m e m e= + +…  we see that  
1 2 1 2 2 1 1 2
1 1
( ) ( ) ( ) ( ).
r r
i i i i
i i
a m e m e aδ δ δ δ δ δ δ δ
= =
= = =∑ ∑  ■ 
 
Lemma 5.7: If A is a finite abelian group, ε and η  are similar endomorphisms of A, and ε  is idempotent, 
then η  is idempotent. 
Proof: Let ( , )Aut Aα ∈ + so that 1 .α εα η− =  Therefore ( )22 1 1 2 1 .η α εα α ε α α εα η− − −= = = =  ■    
 
Lemma 5.8: If ( , )A +  is an abelian group, and ( , )End Aε ∈ + is idempotent, then ( ) ker( ).A Aε ε= ⊕  
Furthermore, ( )Aε and ker( )ε are invariant underε with ε acting as the identity mapping on ( )Aε  and as 
the zero mapping on ker( ).ε   
Proof: For each ,a A∈ ( ) ( ( )).a a a aε ε= + −  Clearly ( ) ( ).a Aε ε∈  To see that ( ) ker( ),a aε ε− ∈  note that 
2( ( )) ( ) ( ) 0.a a a aε ε ε ε− = − =  It follows that ( ) ker( ).A Aε ε= + To see that the sum is direct, let 
( ) ker( ).x Aε ε∈ ∩  Since ( ),x Aε∈  there is an x A′∈ with ( )x xε ′ = . Therefore we have, 
2( ) ( ) ( ).x x x xε ε ε′ ′= = =   
Since ker( ),x ε∈  this shows that 0x =  and, therefore, ( ) ker( ) {0}.Aε ε∩ =  Since ε  acts as the identity 
mapping on its image and the zero mapping on its kernel, it follows that both subgroups are invariant under 
.ε  ■ 
 
Theorem 5.9: Let ( , )A + be a finite abelian group and let 1 2( , )ε ε be a pair of endomorphisms of A. The pair 
1 2( , )ε ε is a commuting pair of idempotent endomorphisms of A if and only if there exists a pair 1 2( , )δ δ of 
idempotent diagonal endomorphisms of A similar to 1 2( , ).ε ε  
Proof: Suppose first that 1 2( , )ε ε is similar to a pair 1 2( , )δ δ  of idempotent diagonal endomorphisms of A. 
Since 1 2 and δ δ are idempotent and similar to 1 2 and ε ε , respectively, Lemma 5.7 implies that 1 2 and ε ε are 
idempotent. Lemma 5.6 implies that the pair 1 2( , )δ δ commutes and, thus, by Lemma 5.2, the pair 1 2( , )ε ε  
commutes.  
Conversely, suppose that 1 2( , )ε ε is a commuting pair of idempotent endomorphisms of A. We will apply 
Lemma 5.8 to decompose A as 1 1( ) ker( ).A Aε ε= ⊕  Since 1ε acts as the identity map on 1( )Aε and the zero 
mapping on 1ker( ),ε each non-zero element, x, of these summands is a characteristic element of 1ε having 
characteristic value 1 if 1( )x Aε∈  and 0 if 1ker( ).x ε∈   
Claim: Both 1( )Aε and 1ker( )ε  are invariant under 2.ε  
Proof of claim: Since 1ε acts as the identity mapping on 1( ),Aε we have 1( ),x xε= for each 1( ).x Aε∈  
Applying 2ε and using the commutativity of the two endomorphisms we have, 2 2 1 1 2( ) ( ) ( ).x x xε ε ε ε ε= =  
Thus 2 1( ) ( )x Aε ε∈ and it follows that 2ε maps 1( )Aε into itself. Thus 1( )Aε is invariant under 2.ε  Now let 
1ker( ).x ε∈  Since 1( ) 0,xε =  it follows that 2 2 1 1 20 (0) ( ) ( ).x xε ε ε ε ε= = =  Hence 2 1( ) ker( )xε ε∈ and this 
shows that 1ker( )ε  is invariant under 2 ,ε and the claim is established. 
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Thus we may decompose the endomorphism 2ε according to the direct sum decomposition  
1 1( ) ker( )A Aε ε= ⊕  as 2 2,1 2,2 ,ε ε ε= +  where 2,1ε denotes the restriction of 2ε to 1( )Aε  and 2,2ε denotes the 
restriction of 2ε to 1ker( ).ε  Since 2ε is idempotent, Lemma 5.4 implies that 2,1 2,2 and ε ε are idempotent. 
Applying Lemma 5.8 to the endomorphisms 2,1 2,2 and ε ε acting on 1( )Aε  and 1ker( ),ε respectively, we 
obtain decompositions of these as 
1 2,1 1 2,1( ) ( ( )) ker( )A Aε ε ε ε= ⊕  and 1 2,2 1 2,2ker( ) (ker ) ker .ε ε ε ε= ⊕  
We observe that the non-zero elements of 2,1 1( ( ))Aε ε and 2,1ker( )ε are characteristic elements of 2ε with 
1λ =  and 0,λ = respectively. Also the non-zero elements of 2,2 1(ker( ))ε ε and 2,2ker( )ε  are characteristic 
elements of 2ε with 1 and 0,λ λ= = respectively. Writing 
 2,1 1 2,1 2,2 1 2,2( ( )) ker( ) (ker( ) ker( ),A Aε ε ε ε ε ε= ⊕ ⊕ ⊕   (5.1)  
we see that the non-zero elements of these four summands are simultaneously characteristic elements of 
both 1ε  and 2.ε  Since each of the four summands is a finite abelian group, each can be given a ppc-
decomposition. Let us suppose that the four summands in (5.1) have ppc-bases 1 2 3 4, , ,  and, ,x x x x of ranks 
1 2 3 4, , ,  and ,r r r r respectively with 1 2 3 4.r r r r r= + + + If we let 1 1 2,s r s= 1 2 3,s r s= + 2 3,s r= +  
4 3 4and s ( ),s r r= + = we can number these basis elements consecutively as 
{ } { } { } { }
1 1 1 2 2 2 3 3 3 41 1 2 2 1 2 3 1 2 4 1 2
, , , , , , , , , , , , , , , .s s s s s s s s s sx x x x x x x x x x x x x x x x+ + + + + += = = =… … … …  
Consider the standard basis, { }1, , re e e= … of A. By the fundamental structure theorem, and as in the proof 
of Proposition 5.1, we know that there is a permutation π of { }1,2, ,r… such that ( ) ,i ie xπ= for each 
(1 ).i i r≤ ≤   It follows that the mapping : A Aα →  defined by extending ( )( ) ,i ie xπα = for each i, is a 
automorphism of A. Since each ix  is a characteristic vector of both 1 2 and ,ε ε and since both are 
idempotent, by Lemma 5.3, there exist { }, 0,1i iλ µ ∈ such that 1( )i i ix xε λ= and 2( ) .i i ix xε µ=  We define two 
diagonal endomorphisms as follows: 1 ( )( )i i ie eπδ λ= and 2 ( )( ) .i i ie eπδ µ=  It follows then that,          
1 1 ( ) ( ) ( ) 1 ( ) ( ) ( ) ( )( ) ,  ( ) ( ) ( ) ,i i i i i i i i i i ie x x e e e xπ π π π π π πε α ε λ αδ α λ λ α λ= = = = =  
2 2 ( ) ( ) ( ) 2 ( ) ( ) ( ) ( )( ) ,  and ( ) ( ) ( ) .i i i i i i i i i i ie x x e e e xπ π π π π π πε α ε µ αδ α µ µ α µ= = = = =   
Thus we have 1 1ε α αδ= ,  2 2;ε α αδ=  hence,
1
1 1α ε α δ
− =  and 1 2 2 ,α ε α δ
− = as required. ■ 
 
Note that the pair 1 2( , )δ δ constructed in this proof commutes by Lemma 5.6.  
 
Theorem 5.10: If A is a finite abelian group of ppc-rank r, then there are at most 4r isomorphism classes 
of associative interchange rings based on A. This bound is best possible in the sense that, for each 0,r >  
there exists a finite abelian group, ,rA of ppc-rank r with exactly 4
r  isomorphism classes of associative 
interchange rings based on .rA  
Proof: If A is any finite abelian group, Theorem 4.3 implies that each pair of commuting idempotent 
endomorphisms of A yields an associative interchange ring and all associative interchange rings based on A 
arise in this manner. Applying Theorem 5.9, we know that each isomorphism class of these interchange 
rings contains an interchange ring constructed from a pair ( )1 2,δ δ of idempotent diagonal endomorphisms 
of A. If δ is an idempotent diagonal endomorphism of A, Lemma 5.5 implies that, for each 
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(1 ),i i r≤ ≤ { }( ) 0, .i ie eδ ∈  There are 2r such 'sδ  and, thus, there are ( )
2
2r pairs of these. Many of these 
pairs may be similar and hence the number of isomorphism classes of associative interchange rings based 
on A may be less, but 4r provides an upper bound.   
To show that this bound is best possible in the sense stated, let ip  denote the 
thi  prime number, let 
1( ) ,rn r p p= ⋯ and let rA be the group ( )( ) , .n r +ℤ  Note that 1( ) rn r p p= ⊕ ⊕ℤ ℤ ⋯ ℤ  is of ppc-rank r and is 
generated additively by the multiplicative identity 1 of the ring ( )( , , )n r + ⋅ℤ  . If ε is an endomorphism of 
( )n rℤ and ( ) ,n rx∈ℤ then ( ) (1).x xε ε=  Thus for each endomorphism there is an element ( )n ra∈ℤ so that 
( ) ,x axε = and it follows that, for each i, ( )i ie aeε = when a is reduced modulo .i ie p=  Therefore each 
endomorphism, ,ε is diagonal and, by Lemma 5.5, ε  is idempotent if and only if, for each i, { }( ) 0, .i ie eε ∈  
Since ε  is of the form ( )x axε =  for some ( ) ,n ra∈ℤ we see that { }0, .i iae e∈ Thus, for each i, 
either 0(mod )ia p≡ or 1(mod ).ia p≡  Writing 1 ra a a= + +⋯ and 1 ,rε ε ε= + +⋯  we then have each 
{ }0,1 .
ii p
a ∈ ⊆ ℤ  Selecting these in all possible ways, we see there are 2r elements ( )n ra∈ℤ  produced. 
Thus there are ( )22r  distinct pairs of these endomorphisms. Note also, if ε  and η  are endomorphisms of 
( )n rℤ with ( )x axε =  and ( ) ,x bxη =  then ( ) ( );x abx bax xεη ηε= = = thus composition of mappings is 
commutative in ( )( , )n rEnd +ℤ . It follows that if ( )( , )n rAutα ∈ +ℤ and ( )( , ),n rEndε ∈ +ℤ we have 
1 .α εα ε− =  Therefore similarity classes of endomorphisms of ( )n rℤ are singletons. Thus the 4
r  pairs of 
endomorphisms we have generated are non-similar and, by Theorem 3.5, each such pair generates an 
associative interchange near ring based on rA in a distinct isomorphism class. ■ 
 
Theorem 5.11: If ( , )A + is a finite abelian group of ppc-rank r, then there are at most 2r isomorphism 
classes of interchange rings based on A whose multiplicative structure forms a band (i.e. an idempotent 
semigroup.) This bound is best possible in the sense that, for each 0,r >  there exists a finite abelian 
group, ,rA of ppc-rank r with exactly 2
r isomorphism classes of associative interchange rings based on .rA  
Proof: Since a band is a semigroup, we need only consider associative interchange rings. We know that an 
associative interchange ring based on A is constructed from a pair of commutating, idempotent 
endomorphisms of A.  As seen above, this is similar to a pair ( )1 2,δ δ of idempotent diagonal 
endomorphisms of A for which each standard basis element is sent to either itself or zero. For the 
multiplicative structure to be idempotent, Proposition 4.2 tells us that ,α β ι+ =  the identity mapping. 
Thus we know that 2 1 ,δ δ ι= −  that is, 2 ( )i ie eδ = if 1( ) 0ieδ =  and 2 1( ) 0 if  ( ) .i i ie e eδ δ= =  Since there are 
two choices for the image of each ie under 1,δ there are 2
r  distinct mappings, 1.δ  If the pair is to form an 
idempotent product, 2δ  is determined uniquely by 1.δ  Thus there are 2
r  such pairs and, hence, at most 2r  
isomorphism classes of interchange rings whose multiplicative structure is a band. 
To see that the bound is best possible in the sense claimed, for each 0,r > we consider the group rA  
discussed in the proof of Theorem 5.10. We saw that there were exactly 2r idempotent diagonal 
endomorphisms of .rA  Pairing each such δ  with ι δ− gives a set of 2
r  pairs which produce, uniquely, all 
possible isomorphism classes of interchange rings whose multiplicative structure forms a band. ■  
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6. Interchange rings based on elementary abelian - groups.np   
 
In the case of an elementary abelian p-group, A, we will calculate an exact number of associative 
interchange rings based on A. This number is a cubic polynomial in the ppc-rank of A. It turns out that we 
can carry out this program for a moderately broader class of groups. Given a prime, p, and a positive 
integer, n, we call a finite abelian group, A, which is a direct sum of r copies of the cyclic group of 
order np an elementary abelian -np group of ppc-rank r. Note that when 1,n =  A is an elementary abelian p-
group. If A is an elementary abelian p
n
-group of ppc-rank r, then, when A is written as a direct sum using 
the standard basis, 1 ,rA e e= ⊕ ⊕⋯ each ie  has order .
np  In what follows we will maintain the 
convention that permutations, as well as all other functions, are composed on the left, thus 1 2( )( )xπ π  
( )1 2 ( ) .xπ π=    
Definition: Let p be a fixed prime, let n and r be a fixed positive integers, and let A be an elementary 
abelian -groupnp of ppc-rank r. An ( , )Aut Aα ∈ + is called a permutation automorphism of A whenever 
there exists a permutation, ,π of the set{ }1, ,r… such that ( )( )i ie eπα = for each (1 ).i i r≤ ≤   
 
Note that for any permutation ,π of the set{ }1, , ,r… a permutation automorphism exists as given in the 
definition. Since ( ) ,
n
i ie p eπ = = definingα as the extension of ( )( )i ie eπα = always yields a homomorphism. 
It is a bijection since it acts by permuting the standard basis.  The permutation automorphism associated 
with π  will be denoted .πα  Note also that the permutation automorphisms of A form a subgroup of 
( , ),Aut A + since 1
1 ,π πα α −
− = and if 1 2 and π π  are permutations of { }1, , ,r… 1 2 1 2 .π π π πα α α=   
   
Lemma 6.1: If A is an elementary abelian -groupnp of ppc-rank r, ( , )Aut Aπα ∈ + is a permutation 
automorphism of A, and , ( , )End Aδ η∈ + withδ a diagonal endomorphism of A andη  similar toδ under 
,πα then η  is a diagonal endomorphism of A.   
Proof: For each (1 ),i i r≤ ≤  suppose that ( ) .i i ie d eδ =  Since
1 ,α αη α δα
−= it follows that  
1
1 1 1 1
( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) .i i i i i i i i i iie e e d e d e d e d eπ π π π π π π π π π π ππ πη α δα α δ α α −
− − − −= = = = = =  
Therefore η  is a diagonal endomorphism of A.■ 
 
If A is an elementary abelian -groupnp of ppc-rank r, given an integer  (0 ),s s r≤ ≤ we say an idempotent 
diagonal endomorphism ( , )End Aδ ∈ + is in s-canonical form if ( )  for 0i ie e i sδ = ≤ ≤ and ( ) 0ieδ = for 
.s i r< ≤  Note that if δ is of this form and 0,s = then δ is the zero map, and if ,s r= δ is the identity map. 
If δ  is an idempotent diagonal endomorphism of an elementary abelian -groupnp  of ppc-rank r, we let 
{ }{ }( ) 1, , : ( ) .i iI i r e eδ δ= ∈ =… Note that δ  is in s-canonical form if and only if { }( ) 1, , .I sδ = …   
 
Proposition 6.2: If A is an elementary abelian -groupnp of ppc-rank r and δ is an idempotent diagonal 
endomorphism of A, then there is an idempotent diagonal endomorphism η of A in s-canonical form, for 
( ) ,s I δ= and a permutation automorphism πα  under which δ is similar to .η   
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Proof: Since δ is diagonal, for each (1 ),i i r≤ ≤ there is a 
i
i e
d ∈ℤ  with ( ) ,i i ie d eδ =  and since δ  is 
idempotent, Lemma 5.3 implies that each { }0,1 .id ∈ If δ is the zero mapping or the identity mapping, then 
it is in s-canonical form for 0s =  and ,s r=  respectively. Selecting η δ=  and πα  as the identity 
automorphism, our result follows. Thus we may assume that ( )I δ is a proper, non-empty subset of 
{ }1, , .r…  Let π  be any permutation of{ }1, ,r… such that { }( )1, , ( ).s Iπ δ=…  We will establish our result 
by letting 1π πη α δα
−= and showing that η  is in s-canonical form. By Lemma 6.1 we know η  is diagonal. 
For any ie we have 
1 1
( )( ) ( ) ( ).i i ie e eπ π π πη α δα α δ
− −= =  It is clear that ( ) ( )i Iπ δ∈  if and only if 1 .i s≤ ≤  
Therefore for 1 ,i s≤ ≤  
1
1 1
( ) ( ) ( ( ))
( ) ( ) ( ) ,i i i iie e e e eπ π π π π πη α δ α −
− −= = = =  
while for 1 ,s i r+ ≤ ≤ we have ( ) ( )i Iπ δ∉ and, since { }0,1 ,id ∈ it follows that ( )( ) 0.ieπδ =  Therefore, 
1 1
( )( ) ( ) (0) 0.i ie eπ π πη α δ α
− −= = =  
This establishes that η is in s-canonical form, and Lemma 5.5 establishes that η  is idempotent.■ 
 
Next we will show that, up to similarity,  s-canonical form is unique. 
 
Proposition 6.3: If A is an elementary abelian -group,np  and δ and η  are similar idempotent diagonal 
endomorphisms of  A with δ in -canonicals form andη in -canonicalt form, then s t= and, hence, .η δ=    
Proof: Note that if 0s = thenδ is the zero map, which is similar only to itself. Since ,δ η∼ it follows that 
η δ=  and, therefore, that 0t =  and our result follows. Similarly if ,t r=  then δ  is the identity mapping, 
and the result follows again. Assume then that 1 .s t r≤ < <  Since  and δ η are similar, there is an 
( , )Aut Aα ∈ + such that .αδ ηα=  The automorphism α is determined by its action on the standard basis; 
therefore, for each i there exist 
j
ji e
a ∈ℤ (1 )j r≤ ≤ such that 
1
( ) .
r
i ji j
j
e a eα
=
=∑  
Claim: For each ,i s> 1( ) , , .i t re e eα +∈ …  
Proof of Claim: Note that for ,i s> ( ) (0) 0,ieαδ α= = while ( )ieηα
1
r
ji j
j
a eη
=
 
=  
 
∑
1
( )
r
ji j
j
a eη
=
=∑
1
.
t
ji j
j
a e
=
=∑  
The last equality holds since we have assumed η to be in -canonicalt form. Since ,αδ ηα= this implies, for 
,i s> that 
1
0.
t
ji j
j
a e
=
=∑  Since the elements { }1, , te e… form a ppc-basis for A, they form an independent set, 
and it follows that, for each i s> and ,j t≤ we have 0.jia =  Using this fact we see that, for 
,i s>
1 1 1
( )
r t r
i ji j ji j ji j
j j j t
e a e a e a eα
= = = +
= = +∑ ∑ ∑  
1
.
r
ji j
j t
a e
= +
= ∑  Thus, for ,i s> 1( ) , ,i t re e eα +∈ … and our claim is 
established.  
It follows from the claim that the 1, ,s re eα + …  is a subgroup of 1, , .t re e+ … Since α  is an automorphism 
of A, it preserves ppc-rank on subgroups; thus we know that 
1ppc-rank , ,s rr s e e+− = …  1ppc-rank , ,t re e+≤ …  .r t= −  
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It follows that s t≥ providing a contradiction to the original assumption that .s t<  Therefore we can 
conclude that .s t≥  A symmetrical  argument shows that ,t s≥  and it follows that .s t=  ■     
 
Corollary 6.4: If A is an elementary abelian -groupnp of ppc-rank r, then there are exactly 1r +  distinct 
isomorphism classes of commutative, associative interchange rings based on A.   
Proof: Supposing that a pair, ( ), ,ε η  of commuting, idempotent, endomorphisms of  A generates a 
commutative, associative interchange ring. By Proposition 4.1, we have .ε η=  When we putε into t-
canonical form, η  is automatically put into the same form. By Propositions 6.2 and 6.3 we see that this 
generates a distinct isomorphism class of interchange rings for each value of t. Since t ranges from 0 to r, 
our result follows. ■ 
 
If A is an elementary abelian -groupnp of ppc-rank r, δ is an idempotent diagonal endomorphism of A, and 
1 2, ,  and s t t are integers such that 1 20 t s t r≤ ≤ ≤ ≤  we say δ  is in 1 2, , -  s t t canonical form when ( )i ie eδ =  if 
10 i t≤ ≤ and 2s i t< ≤ and ( ) 0ieδ = if 1t i s< ≤ and 2 .t i r< ≤  We introduce one further notation; for any 
integer (1 ),s s r≤ ≤ let { }{ },1( ) 1, , : ( )s i iI i s e eδ δ= ∈ =… and ,2 ( )sI δ { }{ }1, , : ( ) .i ii s r e eδ= ∈ + … =  
     
Proposition 6.5: If A is a finite elementary abelian -groupnp of  ppc-rank ,r δ is an idempotent diagonal 
endomorphism of  A, and (0 )s s r≤ ≤  is an integer, then there exists an idempotent diagonal 
endomorphism η of A in 1 2, , -canonical forms t t for 1 ,1( )st I δ= 2 ,2( ) ,st s I δ= + and a permutation 
automorphism πα  such that δ is similar toη  under πα and, for 0 ,s r< < the subgroups 1, ,s sA e e= … and 
1, ,s s rB e e+= … are invariant under .πα   
Proof: If 0s = then ,1( )sI δ =∅ and ,2 ( )sI δ ( ),I δ= and our result follows immediately from Proposition 6.2. 
If ,s r=  then ,1( ) ( )sI Iδ δ= and ,2 ( )sI δ ,=∅ and the result follows, again, from Proposition 6.2. Thus we 
may assume that 0 .s r< <   Note that, by Lemma 5.5, since δ  is idempotent, for each i we have 
{ }( ) 0, ;i ie eδ ∈  therefore, sA  and sB  are both invariant under .δ   Since s sA A B= ⊕  we can then write δ as 
the direct sum 1 2 ,δ δ δ= + where 1δ  and 2δ  are the restrictions of δ to sA  and sB  respectively. Note that 
by Lemma 5.4, 1δ  and 2δ  are idempotent. Since { }( ) 0,i ie eδ ∈ the same is true of 1δ  and 2δ thus they are 
diagonal as well. We then apply Proposition 6.2 to both 1 ( , )sEnd Aδ ∈ +  and 2 ( , ).sEnd Bδ ∈ + We then have 
idempotent diagonal endomorphisms 1 ( , )sEnd Aη ∈ + in 1-canonicalt form and 2 ( , )sEnd Bη ∈ + in 
2-canonicalt′ form, for ( )2 2 ,2 ( ) ,st t s I δ′ = − =  and permutation automorphisms 1 ( , )sAut Aπα ∈ +  and 
2
( , )sAut Bπα ∈ + so that 1δ  is similar to 1η  under 1πα and 2δ  is similar to 2η under 2 .πα   
Let 1 2 ( ( , ))End Aη η η= + ∈ +  and 1 2π πα α α= + ( Aut( , )),A∈ + and note that since α  is defined as a direct 
product, the subgroups sA  and sB  are invariant under α .  To complete the proof we need to establish that 
(i) η  is in 1 2, , -canonicals t t form, (ii) δ is similar toη under ,α and that (iii) α  is a permutation 
automorphism. To prove (i) we first calculate ( )ieη for 1 .i s≤ ≤  Since ,i se A∈  1( ) ( ).i ie eη η=  Since 1η is in 
1-canonicalt form, we have ( )i ie eη =  for 11 i t≤ ≤  and ( ) 0ieη = for 1 .t i s< ≤  Now considering ( )ieη for 
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,s i r< ≤  we have 2( ) ( ).i ie eη η= Since 2η is in 2-canonicalt′ form, we obtain ( )i ie eη =  for 2s i t< ≤  and 
( ) 0ieη = for 2 .t i r< ≤ Thus η  is in 1 2, , -canonicals t t form and (i) is established. To prove (ii) we note that 
1 1 1 1
1 2 1 2 1 2 1 1 1 2 2 2 1 2( ) ( )( ) .α δα α α δ δ α α α δ α α δ α η η η
− − − −= + + + = + = + =  
To establish (iii) let π  be the permutation of { }1, ,r… which acts as 1π  on { }1, , s… and as 2π  on 
{ }1, , .s r+ … Thus we have 
1 2π π π
α α α α= + =  a permutation automorphism of A.  ■   
 
If ( )1 2,δ δ  is a pair of idempotent diagonal endomorphisms of A, 1 2, ,and s t t are integers with 
1 21 t s t r≤ ≤ ≤ ≤ such that 1δ  is in s-canonical form and 2δ  in 1 2, , -canonicals t t form, then we say that the 
pair ( )1 2,δ δ is in canonical form. 
 
Proposition 6.6: If A is an elementary abelian -groupnp of ppc-rank r, ( )1 2,δ δ is a pair of idempotent 
diagonal endomorphisms of A, then for 1( ) ,s I δ= 1 ,1 2( ) ,st I δ= and 2 ,2 2( ) ,st I δ= there exists a pair of 
idempotent diagonal endomorphisms of  A, 1 2( , ),η η such that ( )1 2 1 2, ( , ),δ δ η η∼ 1η  is in s-canonical form, 
and 2η is in 1 2, , -canonicals t t form. In other words, any pair of idempotent diagonal endomorphism of A can 
be put into canonical form. 
Proof: Focussing first on 1,δ  by Proposition 6.2, we know that there is an idempotent diagonal 
endomorphism 1η of A in s-canonical form with 1δ  similar to 1η  under a permutation automorphism .α   
Letting  12 2δ α δ α
−′ = we see, by Lemma 6.1, that 2δ ′  is diagonal and, by Lemma 5.7, 2δ ′  is idempotent. Thus 
we have ( )1 2,δ δ similar under a permutation automorphism to an idempotent diagonal pair ( )1 2,η δ ′  with 
1η in s-canonical form. Applying Proposition 6.5 to 2δ ′  with 1( ) ,s I δ=  we have the existence of an 
idempotent diagonal endomorphism 2η of A in 1 2, , -canonical forms t t and a permutation automorphism πα  
such that 2δ ′  is similar to 2η under πα with the subgroups 1, ,s sA e e= … and 1, ,s s rB e e+= …  invariant 
under .πα   
Claim: πα  commutes with 1.η   
Proof of Claim: Note that since sA is invariant under πα , for 1 ,i s≤ ≤ we have ( ) ( ) .i i se e Aπ πα= ∈  It follows 
that 1 ( ) ( )( ) .i ie eπ πη =  Therefore 1 1 ( ) ( )( ) ( ) ,i i ie e eπ π πηα η= = while 1 ( )( ) ( ) .i i ie e eπ π πα η α= =  Thus πα  commutes 
with 1η on .sA  Since sB is invariant under πα , for ,s i r< ≤ we have ( ) ( ) .i i se e Bπ πα= ∈  Thus 1 ( )( ) 0.ieπη =  
Thus we have 1 1 ( )( ) ( ) 0,i ie eπ πηα η= = while 1( ) (0) 0.ieπ πα η α= = Thus we see that πα  commutes with 1η on 
sB and the claim follows.  
Since 1 2 1 2( , ) ( , )δ δ η δ ′∼ , to complete the proof we must show that ( )1 2,η δ ′ is similar to 1 2( , ).η η Since πα  
commutes with 1,η we have
1
1 2( , )π πα η δ α
− ′ 1 1
1 2( , )π π π πα ηα α δ α
− − ′= 1 2( , ).η η= ■  
 
Proposition 6.7: If A is an elementary abelian -groupnp of ppc-rank r, ( )1 2,δ δ  and ( )1 2,η η are pairs of 
idempotent diagonal endomorphisms of A, 1 2 1 2, , , , ,  and s t t s t t′ ′ ′  are integers with 1 21 t s t r≤ ≤ ≤ ≤  and 
1 21 ,t s t r′ ′ ′≤ ≤ ≤ ≤ with 1δ  in s-canonical form, 2δ  in 1 2, , -canonicals t t form, 1η  in -canonicals′ form, and 2η  
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in 1 2, , -canonicals t t′ ′ ′ form, and ( ) ( )1 2 1 2, , ,δ δ η η∼ then 1 1, ,s s t t′ ′= = and 2 2.t t′=  Thus if both pairs are in 
canonical form and similar, they are equal. 
Proof:  Let ( , )Aut Aα ∈ +  so that ( ) ( )1 1 2 1 2, , .α δ δ α η η− =  Since 1δ  is similar to 1,η  Proposition 6.3 implies 
that s s′= and 1 1.δ η=  Since 
1
1 1 1,α δ α η δ
− = =  it follows that α commutes with 1.δ  Henceforth we will 
write s′as s and 1η as 1.δ For each i and j (1 , ),i j r≤ ≤ let
i
ji e
a ∈ℤ so that 
1
( ) .
r
i ji j
j
e a eα
=
=∑   
Claim: α  is invariant on sA  and .sB   
Proof of claim: Note that for 1 ,i s≤ ≤ 1( ) .i ie eδ =  Since α commutes with 1,δ we have 
1 1 1 1
1 1
( ) ( ) ( ) ( )
r r
i i i ji j ji j
i i
e e e a e a eα αδ δ α δ δ
= =
 
= = = = 
 
∑ ∑ 1 1
1 1
( ) ( )
s r
ji j ji j
i i s
a e a eδ δ
= = +
= +∑ ∑  
1 1 1
(0) .
s r s
ji j ji ji j s
i i s j
a e a a e A
= = + =
= + = ∈∑ ∑ ∑   
For each ,sa A∈ there exist 
i
i e
c ∈ℤ  such that 
1
.
s
i i
i
a c e
=
=∑  Therefore 
1 1
( ) ( ) .
s s
i i i i s
i i
a c e c e Aα α α
= =
 
= = ∈ 
 
∑ ∑  
Next suppose that s i r< ≤ . We then have 1( ) 0.ieδ =  Since α commutes with 1,δ we obtain 
1 1 1
1
0 (0) ( ) ( )
r
i i ji j
j
e e a eα αδ δ α δ
=
 
= = = =  
 
∑  1 1 1
1 1 1
( ) ( ) ( )
r s r
ji j ji j ji j
j j j s
a e a e a eδ δ δ
= = = +
= = +∑ ∑ ∑  
1 1 1
(0) .
s r s
ji j ji ji j
j j s j
a e a a e
= = + =
= + =∑ ∑ ∑  
Since 
1
0,
s
ji j
j
a e
=
=∑ we conclude that for s i r< ≤  and 1 ,j s≤ ≤  we have 0.jia =  Thus for ,s i r< ≤  
1 1 1 1 1
( ) (0) .
s r s r r
i ji j ji j j ji j ji j s
j j s j j s j s
e a e a e e a e a e Bα
= = + = = + = +
= + = + = ∈∑ ∑ ∑ ∑ ∑  
Thus the claim is established. 
Note that any diagonal endomorphism is invariant on both sA  and sB  since it sends ie  to some .i id e   
Thus we may decompose 2, ,α δ and 2η over the direct sum s sA A B= ⊕  as 1 2 ,α α α= + 2 2,1 2,2 ,δ δ δ= + and 
2 2,1 2,2.η η η= +  Since 
1
2 2 ,α δ α η
− =  we can rewrite this as ( ) ( )( )11 2 2,1 2,2 1 2 2,1 2,2.α α δ δ α α η η−+ + + = +  Thus 
we conclude that 11 2,1 1 2,1α δ α η
− = and 11 2,2 1 2,2α δ α η
− = . Note that 2,1δ  and 2,1η  are idempotent diagonal 
endomorphisms of sA , an elementary abelian -group
np of ppc-rank s, which are similar under 
1 ( , ).sAut Aα ∈ + Note also that 2,1δ  is in 1-canonicalt form and 2,1η  is in 1-canonicalt′ form.  Applying 
Proposition 6.3 to we see that 1 1t t′=  and, in fact, 2,1 2,1.δ η=  Applying a similar argument to 2,2δ and 2,2 ,η  
which are idempotent diagonal endomorphisms of sB in 2-t  and 2-canonicalt′ form, respectively, we see that 
2 2t t′=  and 2,2 2,2.δ η=  It follows that 2 2,1 2,2 2,1 2,2 2δ δ δ η η η= + = + =  as required.     
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Corollary 6.8: If ( , )A + is an elementary abelian -groupnp of ppc-rank r and ( )1 2,ε ε  is a pair of 
commuting, idempotent endomorphisms of A, then there exists a unique pair ( )1 2,δ δ of commuting, 
idempotent diagonal endomorphisms which is similar to ( )1 2,ε ε and in canonical form. 
Proof: Lemmas 5.9 and Proposition 6.5 show that ( )1 2,ε ε  is similar to a pair ( )1 2,δ δ of idempotent 
diagonal endomorphisms in canonical form. Lemma 5.6 shows that 1 2 and δ δ commute. Proposition 6.6 
shows that the pair is unique.■ 
 
Theorem 6.9: If ( , )A + is an elementary abelian -groupnp of ppc-rank r, then there are exactly 
1
6
( 1)( 2)(r 3)r r+ + +  isomorphism classes of associative interchange rings based on A. 
Proof: Theorem 4.3 says that each associative, interchange ring based on A is formed from a pair, 
( )1 2,ε ε of commuting idempotent endomorphisms of A. These pairs may yield isomorphic interchange 
rings; however, Theorem 3.4 shows that isomorphism of these interchange rings is determined exactly up 
to similarity of these pairs. Corollary 6.8 implies that there is exactly one pair, ( )1 2, ,δ δ  of diagonal 
endomorphisms in canonical form which is similar to ( )1 2,ε ε . Thus the isomorphism class of the 
associative interchange ring generated from ( )1 2,ε ε is the same as that for ( )1 2, ,δ δ and ( )1 2,δ δ is the only 
pair in canonical form which generates an element of that isomorphism class. Note that Lemma 5.6 implies 
that ( )1 2,δ δ is a commuting pair. Thus we can count the distinct isomorphism classes of associative 
interchange rings based on A by counting the number of distinct pairs ( )1 2,δ δ of diagonal endomorphism in 
canonical form. Since 1δ  is in -canonicals form for some (1 ),s s r≤ ≤  we see there are 1r +  possibilities 
for 1.δ  For each of these the 2δ  is in 1 2, , -canonicals t t form with 1 21 .t s t r≤ ≤ ≤ ≤  With s fixed we can vary 
1t  from 0 to s and, independently, vary 2t from s  to r. Thus for each choice of 1δ  there are 
( 1)( 1)s r s+ − + choices for 2.δ  Thus we have exactly 
0
( 1)( 1)
r
s
s r s
=
+ − +∑ distinct pairs ( )1 2, ,δ δ and this 
corresponds to the number of distinct isomorphism classes of associative interchange rings based on A. 
Induction on r shows that this bound has the lovely closed form 1
6
( 1)( 2)(r 3)r r+ + + .■   
 
 
There are eight isomorphism classes of rings based on the Klein four-group, V. In the next example we will 
find that there are exactly ten isomorphism classes of associative interchange rings based on V. 
  
Example 6.10: Interchange rings based on the Klein four-group. The Klein four-group is 
{ }0,1,2,3V = with Cayley table,  
 
We denote the endomorphism :V Vε → sending0 0,1 ,2 , and 3x y z֏ ֏ ֏ ֏ by (0 ).xyzε = ( , )End V +  
has order sixteen with six automorphisms and ten proper endomorphisms. 
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0 1 2 3 4 5( , ) { (0123), (0132), (0213), (0231), (0312), (0321),End V α α α α α α+ = = = = = = = 0 (0000),ε =  
  1 (0011),ε = 2 3 4(0022), (0033), (0101),ε ε ε= = = 5 6(0110), (0202),ε ε= = 7 (0220),ε =  
  8 (0303),ε = 9 (0330)}.ε =  
Since ( ),V + is abelian, each pair of endomorphisms is image-commuting. The set of idempotents in 
( , )End V +  is { }0 0 2 3 4 5 7 8, , , , , , , .E α ε ε ε ε ε ε ε=  We wish to list a complete set of non-similar pairs of 
commuting idempotents to exhaust the isomorphism classes of associative interchange rings based on V. 
We may begin with 0 0 and ε α , which commute with every endomorphism and each have a singleton 
similarity class. Thus we will include the commuting pairs ( )0 0, ,ε ε ( )0 0, ,α α ( )0 0, ,α ε ( )0 0,ε α in our 
 list.  A straightforward calculation shows that the endomorphisms  
{ }2 3 4 5 7 8, , , , ,E ε ε ε ε ε ε′ = are similar to each other. Thus, under similarity, the pairs of the form ( )0 , iγ ε with  
{ }0 0 0, ,γ α ε∈  reduce to ( ) ( ) ( ) ( )0 2 2 0 0 2 2 0, , , , , , , .α ε ε α ε ε ε ε  Thus we will include these four pairs as well.  
 
We find that 2 4 4 2 ,ε ε ε ε= 3 5 5 3,ε ε ε ε= and 7 8 8 7 ,ε ε ε ε= are the only pairs from E′which commute. 
Furthermore we have 11 2 4 1 3 5( , ) ( , )α ε ε α ε ε
− =  and 15 2 4 5 7 8( , ) ( , )α ε ε α ε ε
− = . Thus the only candidates for non-
similar pairs here are ( ) ( )2 4 4 2,  and ,ε ε ε ε . Thus we have found a complete set of ten pairs of commuting 
idempotent endomorphisms of ( ),V +  which are non-similar and represent each isomorphism class of 
associative interchange rings based on the Klein four-group.  Among the ten semigroups produced, 
( )0 0,ε ε generates the zero semigroup, ( )0 0,α α  produces an improper interchange ring with the product 
identical to the sum, and ( ) ( )0 0 0 0,  and ,α ε ε α generate the left- and right-zero semigroups. There are the 
four essential interchange rings guaranteed by Theorem 3.6. The remaining six pairs produce more 
interesting products.   For example selection of the pair 7 7( , )ε ε yields the interchange ring ( , , )V + •  with 
multiplication having the Cayley table below.                                     
                                                                       
Note that for 2p =  and 1,n = V is a -groupnp  of ppc-rank 2;r =  thus Theorem 6.9 predicts exactly 
1
6
(2 1)(2 2)(3 2) 10+ + + =  isomorphism classes of associative interchange rings and this is what we have 
found. 
 
7. Interchange ring theory. 
 
Since interchange  rings are as yet uninvestigated, it would seem natural to ask how much of standard ring 
theory would transfer over to interchange rings. In this section we will make some elementary first steps in 
this direction.  For full generality we will allow the additive group to be nonabelian, thus we state our 
theorems for interchange near rings and they will hold for interchange rings as well. As in universal 
algebra it is natural to identify sub-objects as follows.  
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Definition. If ( , , )R + • is an interchange near ring, and R′  is a nonempty subset of R, we say R′ is an 
interchange near subring of ,R denoted ,R R′ ≤ when ( , )R′ + is a subgroup of ( , )R + and ( , )R′ • is a 
submagma of ( , )R • . 
 
As with rings, the trivial interchange ring{ }0 and the whole of R are interchange near subrings of R. To see 
a nontrivial example, we may take ( , , )R + • to be one of the associative interchange rings found in Example 
6.10.  Here the additive structure is the Klein four-group and the multiplication is defined as 
7 ( ).x y x yε• = +  Letting { }0,2R′ = it is easy to see that .R R′ ≤  Note that this interchange subring is 
improper. To see an example of a proper interchange near subring, we refer to Example 3.7, where the 
additive structure is ( )3,S +  and the product is defined as 3 0 3( ) ( ) ( ).x y x y xα ε α• = + =  Note that { }0,1,2 is 
a proper, non-zero interchange near subring of ( )3, .S +  
 
In groups and rings congruences correspond to sub-objects, namely normal subgroups and ideals, while for 
semigroups and lattices this is not the case. It is interesting to notice that for interchange rings congruences 
correspond to special sub-objects. Thus we can form quotient interchange rings using these. 
 
Definition: If ( , , )R + • be an interchange near ring, a subset I of  R is an ideal of R, denoted ,I R⊲ if and 
only if ( , , )I + • is an interchange near subring of ( , , )R + • and ( , )I + is a normal subgroup of ( , ).R +  
 
We form a congruence relation, C, on ( , )R + using the ideal, ,I  in the standard way: for each 
, ,x y I∈ ( , )x y C∈ if and only if .x y I− ∈  
 
Theorem 7.1. Let ( , , )R + • be an interchange near ring, and ,I R⊲  then the relation, C, is a congruence 
relation on ( , , )R + • . 
Proof: Since we have selected # as a normal subgroup of R, it follows that C is an equivalence relation on 
R and that it acts as a congruence on ( , )R + . It remains to show that it is a congruence on ( , )R • . So let 
1 2 1 2, , ,x x y y R∈  so that 1 2 1 2, .x x y y I− − ∈  Therefore there exist ,i i I′∈ such that 1 2x x i= +  and 
1 2 .y y i′= +  Therefore, by the interchange law, 1 1 2 2 2 2• ( ) • ( ) ( • ) ( • ).x y x i y i x y i i′ ′= + + = +   By hypothesis 
i i I′• ∈ , thus we have 1 1 2 2 ,x y x y I• − • ∈ as required.■ 
 
Universal algebraic results imply that we can form a unique quotient interchange near ring, R I . It is 
routine to check that the fundamental homomorphism theorem and the three isomorphism theorems hold in 
this case. It is also possible to prove, by a straightforward analogy with ring theory, that I is maximal if and 
only if R I is simple.  
  
Further points of departure are the investigation of structures like polynomial rings and group rings using 
interchange rings. It is interesting to note that when one forms n n× matrices over an interchange (near) ring, 
( ),nM R  a natural definition of matrix addition and multiplication make this into an interchange (near) ring 
as well. 
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Definition: If ( , , )R + • is an interchange (near) ring and ( )nM R is the set of n n×  matrices over R, then we 
may define the sum and product of matrices (a )ijA = and (b )ijB = in ( )nM R , respectively, as 
( )ij ijA B a b+ = + and
1
n
ik kj
k
A B a b
=
 
• = • 
 
∑ . 
Note first that in an interchange (near) ring, it follows by a simple induction on n that 
 
1 1 2 2 1 2 1 2( ) ( ).n n n nx y x y x y x x x y y y• + • + + • = + + + • + +…+… …  
 
Theorem 7.2: If ( , , )R + • is an interchange (near) ring, then ( )( ), ,nM R + • is an interchange (near) ring. 
Proof: Clearly ( )( ),nM R + is a group and is abelian if ( , )R + is abelian. It remains to verify the interchange 
law.  
1 1
n n
ik kj ik kj
k k
A B C D a b c d
= =
   
• + • = • + •   
   
∑ ∑  ( )
1
n
ik kj ik kj
k
a b c d
=
= • + •∑  
          ( ) ( )( )
1
IL
n
ik kj ik kj
k
a c b d
=
= + • +∑  ( ) ( ).A C B D= + • + ■ 
Thus there are many avenues open to explore
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