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Here, we challenge the new paradigm established by neutron scattering experiments in solution, in which the adaptation of
thermophilic proteins to high temperatures lies in the lower sensitivity of their flexibility to temperature changes. By means of
a combination of molecular dynamics and Brownian dynamics simulations, we report a reinterpretation of those experiments
and show evidence that under crowding conditions, such as in vivo, thermophilic and homolog mesophilic proteins have
diffusional properties with different thermal behavior.INTRODUCTIONThermophilic organisms require very high temperatures for
surviving, and elucidating the adaptation strategies of their
proteins can provide clues for designing new proteins with
enhanced thermostability (1). This also provides novel
opportunities to understand how protein sequence and struc-
ture are related with dynamics and function. To this aim,
comparative studies of thermophilic proteins and their
corresponding homologs working at low temperature, i.e.,
mesophilic, find great usefulness. There has been a long-
standing controversy on the dynamical requirements for
thermostability because different techniques are sensitive
to dynamical processes at vastly different timescales
(2–7). A few years ago, an innovative mechanism of protein
thermostability was invoked by Zaccai and co-workers (8)
based on elastic incoherent neutron scattering (EINS) exper-
iments in solution. They suggested that the key dynamical
feature required for protein thermostability was an enhanced
resilience (hk0i), which is defined as the inverse of the
variation of the mean-square fluctuation (hu2i) with temper-
ature (9): hk0i ¼ 1/(dhu2i/dT). The smaller the temperature
dependence of hu2i the higher the resilience. These experi-
ments showed that, at the ~100 ps timescale, a thermophilic
enzyme (Malate Dehydrogenase from Methanococcus jan-
naschii; MjMalDH) was ~10 times more resilient than
a mesophilic homolog (Lactate Dehydrogenase from Oryc-
tolagus cunniculus; OcLDH) (see open symbols in Fig. 1 A).
In other words, the flexibility (hu2i) of the thermophilic
enzyme is less sensitive to temperature than that of the mes-
ophilic one. They also observed that hu2i values of
MjMalDH were higher than those of OcLDH in the temper-
ature range studied (280–320 K), which ultimately means
that higher resilience need not imply less flexibility. OnSubmitted August 12, 2011, and accepted for publication September 23,
2011.
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are more flexible even at low temperatures.
The correlation between resilience and thermostability
has also been observed by neutron scattering experiments
on whole cells from organisms adapted to different temper-
atures (10). Given that resilience has also been observed to
be a property very sensitive to the solvent conditions (11),
we question whether the higher resilience observed for ther-
mophilic proteins arises only from protein internal
dynamics, an issue that has not been addressed hitherto. In
this work, we investigate the contributions from intramolec-
ular motions and protein diffusion to the global dynamics of
MjMalDH and OcLDH, as measured by EINS (8). We use
molecular dynamics (MD) and Brownian dynamics (BD)
simulations of the crowded solution (200 mg/mL) used in
the experiment, which also mimics in vivo conditions. To
our knowledge, this combination of MD and BD represents
a new approach to incorporate crowding effects in the simu-
lation of protein global dynamics in solution as explored by
neutron scattering.
MD simulations have proven to be a valuable computa-
tional technique for exploring protein internal dynamics
and are very suitable for examining neutron scattering
data (12–17). MD can describe dynamical events at the short
timescales (from picoseconds to hundreds of nanoseconds)
that are usually explored by neutron scattering instruments.
However, describing protein diffusion in solution with MD,
taking into account interactions among diffusing proteins, is
computationally unattainable. In contrast, BD simulations
are well suited to explore translational and rotational
diffusion and the interactions among hundreds of protein
molecules at timescales from nanoseconds to milliseconds
(18–20). Because one of the main assumptions of BD is
ignoring protein internal dynamics, a combination of MD
and BD simulations is promising in giving a global picture
of protein dynamics in solution.
EINS experiments probe atomic motions within a
space-time window defined by the characteristics of thedoi: 10.1016/j.bpj.2011.09.033
FIGURE 1 Experiment versus simulation. Comparison between experi-
mental (8) and simulated hu2i values of the thermophilic (red squares)
and mesophilic (blue triangles) proteins at the three temperatures studied.
Simulated hu2i from intramolecular dynamics are represented with dashed
lines, and hu2i including translational and rotational diffusion are repre-
sented with solid lines.
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angstroms in hundreds of picoseconds (21). These experi-
ments allow obtaining a measure of the average dynamics
of a protein expressed as the atomic mean-square displace-
ment (MSD) (hu2i). To study the dynamics of a protein close
to physiological conditions, these experiments are carried
out in solution. This is a challenge when examining protein
internal dynamics because contamination of the elastic scat-
tering due to protein diffusion can be present (22–24) and,
thus, specific sample conditions and instrumental settings
are required to minimize this contribution. Because EINS
experiments require high protein concentrations to be con-
ducted satisfactorily (typically ~100–200 mg/mL), protein
diffusion is hindered by such a crowded media, so that in
many cases the diffusion contribution is assumed to be
negligible. Furthermore, when comparing the dynamics of
different proteins with similar size, it is usual practice to
consider that their small diffusion is very similar and, hence,
differences obtained in hu2i must account for differences in
their intramolecular dynamics (25). Indeed, this was one of
the implicit assumptions of Zaccai and co-workers (8). In
this investigation we challenge this view by means of MD
and BD simulations and show that a) the internal dynamics
and diffusion both have similar contributions to the global
flexibility measured for MjMalDH and OcLDH and that b)
the diffusional properties of both proteins are strikingly
different under crowding conditions explaining the distinct
thermal behavior observed in the experiment.
MD and BD simulations were conducted at 280, 300, and
320 K spanning the range of temperatures experimentally
studied. The crystal structures of both tetrameric proteins
(PDB codes 1HYG (26) and 9LDT (27)) were used as inputs
of the simulations. MD simulations were performed with
Gromacs (28). Each MD simulation was equilibrated for40 ns and a production run of 160 ns followed. To have an
estimate of our error and to probe potentially different
conformations, we have used five points of these long trajec-
tories to simulate the EINS data, as further explained in the
Supporting Material. BD simulations were carried out with
the code developed by Elcock and co-workers (18,19). BD
simulations of each protein were conducted under periodic
boundary conditions in a 1000-molecule box with the same
experimental concentration (200 mg/mL). The sensitivity
of the results to BD parameters has also been considered
(see the Supporting Material). We have generated time-tra-
jectories (hereafter called MDþBD) composed of in-
tramolecular motions from MD simulations and both
translational and rotational diffusive motions from BD sim-
ulations. Comparison with experiment is possible by calcu-
lating the MSD (hu2i) from computational results using the
same data treatment methods as in the experiment (29).
This implies calculating from theMD andMDþBD trajecto-
ries the basic quantity measured in neutron scattering, the
scattering function S(Q, u ¼ 0), and including the effects
of the energy resolution and Q-range of the experiment.
The hu2i is obtained using the Gaussian approximation
(see Materials and Methods and Supporting Material for
details of the simulation protocols and analysis).MATERIALS AND METHODS
Elastic incoherent neutron scattering
Neutron scattering experiments obtain information of the atomic motions
in a sample by measuring the exchange of momentum (Q) and energy
(u) of the incident neutrons in a scattering process (21). The basic quantity
obtained from these experiments that contains information on the dynamics
of the sample is the dynamic structure factor S(Q,u). The contribution from
nonhydrogen atoms to incoherent scattering is negligible, given their much
smaller scattering length. Because hydrogens are homogeneously distrib-
uted throughout a protein structure, the observed structure factor gives an
average measure of the dynamics of the sample.
The energies of incident neutrons are described by the energy resolution
function, R(u), which depends on the neutron spectrometer. The width of
R(u) determines the timescale of motions accessible by the instrument,
with narrower widths corresponding to longer timescales. The momentum
transfer, on the other hand, defines the spatial scale of motions accessible by
the instrument. Therefore, S(Q,u) gives information on the dynamics of the
sample within a well-defined space-time window of observation. The EINS
experiments in (8) were done on the IN13 instrument at ILL (Grenoble,
France), which has an energy resolution of 8 meV (full width at half-
maximum). The Q-range used was 1.2–2.2 A˚1. These experimental condi-
tions have access to motions of ~1 A˚ in ~100 ps.
The elastic peak corresponds to the structure factor measured without
exchange of energy, S(Q, u ¼ 0). We employed the Gaussian approxima-
tion for extracting the MSD of the sample. The elastic intensity is Q depen-
dent and for confined motions takes the following form:
SðQ; u ¼ 0Þ ¼ e16hu2iQ2 ; (1)
where hu2i is the MSD averaged over the atoms in the protein. Linearization
of Eq. 1 by taking the slope of a natural log plot of S(Q, u ¼ 0) vs. Q2
(Guinier plot) allows obtaining hu2i.Biophysical Journal 101(11) 2782–2789
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between simulated trajectories and the experimental MSDs we computed
the dynamic structure factor and then extracted the MSD with Eq.1. To
compute S(Q, u ¼ 0), we first need to calculate Finc(Q, t) in the Q range
studied experimentally using Eq. 2:
FincðQ; tÞ ¼ 1
N
X
a
b2a; inc

eiqðRðtÞRð0ÞÞ

: (2)
For each experimental Q value, Finc(Q, t) is an average over a number of q
vectors with random orientations and the same modulus Q ¼ jqj. In this
work, we have averaged Finc(Q, t) with 50 q vectors to guarantee an
isotropic distribution of q vectors. We finally compute the convoluted struc-
ture factor by Fourier transforming the product Finc(Q, t)$R(t), where R(t) is
the Fourier transform of the energy resolution function R(u), described as
a Lorentzian. The analysis of simulated trajectories to obtain neutron scat-
tering properties has been performed with the nMoldyn program (30).Molecular dynamics
All MD simulations were performed with the GROMACS 4.0.5 package
(28). Each simulated system consisted of a single tetrameric protein
immersed in a rhombic dodecahedral water box with Naþ and Cl ions
that were added for neutrality. Standard protonation states were assigned
to all protein residues. In agreement with the experiment, substrates bound
to the crystallographic structures were removed. The total numbers of
atoms in the simulations of the thermophilic and mesophilic proteins are
89,229 and 90,393, respectively.
The two systems under study were subjected to ~200 ns simulations at
280, 300, and 320 K at constant temperature and pressure. The temperature
was kept constant with the Berendsen thermostat (31) with a coupling time
constant of 0.1 ps. The pressure was controlled with the Berendsen barostat
(31) with a coupling constant of 0.5 ps and an isotropic compressibility of
4.5$105 bar1. The OPLS all-atom (32) force field was used in combina-
tion with the TIP3P model (33) for water molecules. Periodic boundary
conditions were used. Short-range electrostatic interactions were calculated
explicitly with a 10 A˚ cutoff and long-range electrostatic interactions were
calculated with the particle mesh Ewald method (34) with a grid spacing of
1.2 A˚ and a fourth-order spline interpolation. Lennard-Jones interactions
were calculated using a switch function between 0.8 and 0.9 nm. All bonds
were constrained using the LINCS algorithm (35), which allowed using an
integration time step of 2 fs.
Each MD simulation was setup as follows. The structure of the solvated
protein was energy minimized with the steepest descent algorithm. Next,
to equilibrate the solvent surrounding the protein an MD simulation at the
target temperature was performed with harmonic position restraints on the
heavy atoms of the protein with a force constant of 1000 kJ mol1 nm2.
Subsequently, a 200 ns trajectory was carried out and the last 160 ns were
used for production. We have performed simulations with two aims. First,
we ran long trajectories (~200 ns and saved each 20 ps) to have access
to different conformations. Second, we have run five short trajectories
(2 ns length and saved each 1 ps) starting from different regions of the poten-
tial energy surface explored by the long MD trajectories (at 10, 50, 100, and
160 ns after the 40 ns of equilibration). The aim of these short trajectories
is to assess the conformational dependence of intramolecular motions
at the 100 ps timescale probed by neutron scattering. To analyze the contri-
bution of intramolecular dynamics to hu2i we have subtracted translations
and rotations by superimposing each frame to a reference structure.Brownian dynamics
We have followed the same setup as Elcock and co-workers (19) (see the
Supporting Material for details). BD simulations for each protein were con-
ducted for 10 ms at 280, 300, and 320 K under periodic boundary conditionsBiophysical Journal 101(11) 2782–2789in a cubic cell of 1000 molecules. The simulations were equilibrated for
2 ms and the last 8 ms were used for production. A time step of 2.5 ps
was used for all simulations. The production runs of 8 ms were used for
computing radial distribution functions. In addition, after the 2 ms of equil-
ibration another production run of 2 ns with a shorter time step (1 ps) was
followed for each protein at each temperature to describe the diffusive
motion at the experimental timescale of 100 ps with better resolution. These
2 ns trajectories were used to generate MDþBD trajectories (see below) for
computing neutron scattering properties.
The translational diffusion coefficient (self-diffusion) was calculated
from the Einstein relation Dtrans(Dt) ¼ MSD/(6Dt), where MSD is
computed as
MSDðDtÞ ¼ 1
NðT  Dt þ 1Þ
XN
t
XTDt
t¼ 0
½Riðt þ DtÞ  RiðtÞ2;
(3)
where MSD is averaged over N atoms, T is the time length of the trajectory,
and Dt the time separation between saved frames.Generation of MDDBD trajectories
To describe the global dynamics of a protein molecule we have treated the
intramolecular protein motions decoupled from rigid-body diffusive
motions (translations and rotations), a realistic assumption as shown in
(36). We have generated a trajectory composed by intramolecular motions
described by MD simulations (after subtraction of translations and rota-
tions) and diffusive motions obtained from BD simulations. Herein this
trajectory will be referred as MDþBD trajectory and is generated as
rmðtÞ ¼ rMDðtÞ ,RmrotðtÞ þ RmcmðtÞ (4)
where rm(t) and rMD (t) are the 3N-dimensional vectors of atomic coordi-
nates of the MDþBD trajectory for molecule m and the MD trajectory
respectively, RmrotðtÞ is the 3  3 rotational matrix of molecule m at time t
and RmcmðtÞ is the time-dependent position of the center of mass of
molecule m.
We have generated 60 MDþBD trajectories from 60 randomly chosen
molecules from the 1000-molecule box to compute hu2i at each tempera-
ture. We have proven that the obtained hu2i is well converged with 60
random molecules. Because of the negligible conformational dependence
of the short time MD trajectories, we have used the same MD trajectory
to build each MDþBD trajectory. Therefore, the difference between these
60 trajectories will come from differences in the rotational and translational
diffusive motions of each molecule. Subsequently, S(Q, u ¼ 0) was calcu-
lated for each molecule and averaged for all molecules at each Q value.
A Guinier plot of these averaged S(Q) values was done for extracting the
hu2i of the crowded solution.
Figures including molecular structures and electrostatic potentials have
been generated using VMD (37) and APBS (38,39). The structural align-
ments have been performed with DALI (40).RESULTS AND DISCUSSION
Intramolecular dynamics
The simulated hu2i obtained from the MD simulations
(dashed lines in Fig. 1) are qualitatively consistent with
the experiment (8) in that the thermophilic protein is more
flexible than the mesophilic one, but they are underesti-
mated by ~1A˚2 with respect to the experiment (8). The ther-
mophilic protein has higher flexibility both in the backbone
Crowding in Thermo-Mesophilic Proteins 2785(Fig. 2) and in all residue atoms (Fig. S1 in the Supporting
Material). We have quantified the temperature dependence
of hu2i with the slope of a linear fit of hu2i versus tempera-
ture, dhu2i/dT, and noted that it is the same for both proteins
(0.005 A˚2 K1). This is also in contrast to the experiment (8)
where dhu2i/dTwas observed to be much lower for the ther-
mophilic protein (0.002 vs. 0.020 A˚2 K1). We have
checked that the conformational dependence of intramolec-
ular hu2i is negligible (see small error bars in dashed lines
from Fig. 1). The significant difference between simulated
and experimental hu2i values indicate that, in the experi-
ment, the apparent hu2i values not only correspond toFIGURE 2 Thermophilic enzyme is more flexible in almost all regions.
Representation of the MSD of the backbone atoms of the thermophilic
(red) and mesophilic (blue) proteins residues at (A) 280 K and (B) 320 K.
and is averaged over the four chains. For better comparison, the residues
of both proteins have been structurally aligned. Remark that flexible regions
are correlated between both proteins. The higher mobility of the thermo-
phile is distributed throughout all the residues, and is not the result of a
particularly flexible region. When all the atoms of the residue are included,
higher fluctuations are observed but the trend does not change (see Fig. S1).internal protein dynamics and that an important contribution
from translational and rotational diffusion must be present.
This is also supported by former MD studies that have
been successful in reproducing neutron scattering data
from a wide range of biological systems where protein diffu-
sion was absent, i.e., protein powders (12–15) and
membrane proteins (16,17).Macromolecular diffusion in the crowded media
Now we turn our attention to the contribution from diffusion
to the measured hu2i. A snapshot of a BD simulation of the-
crowded solution (thermophilic enzyme at 280 K) is shown
in Fig. 3 A. Fig. 1 shows the hu2i values obtained from
MDþBD trajectories (see solid lines). The agreement
between the simulated and experimental hu2i values
has been significantly improved. Both translational andFIGURE 3 Diffusion in the crowded media. (A) Snapshot of the thermo-
philic protein solution simulated with Brownian dynamics at 200 mg/mL
and at 280 K. (B) Translational diffusion coefficients at 100 ps. Red and
blue bars correspond to the thermophilic and mesophilic proteins, respec-
tively, at the three temperatures studied.
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FIGURE 4 Electrostatic interactions. (A) Molecular structures of the
mesophilic (left) and thermophilic (right) proteins colored according to
the electrostatic potential at 300 K. Field lines are also represented. Blue
and red colors represent areas of the protein where positive and negative
charge density is accumulated. (B) Radial distribution functions, g(r), ob-
tained from simulations of the thermophilic (solid lines) and mesophilic
(dashed lines) proteins at 280 K (blue), 300 K (green), and 320 K (red).
2786 Marcos et al.rotational diffusion contribute to hu2i and their separated
contributions are shown in Fig. S2. This is of the utmost
importance for a correct interpretation of the experiment.
From our results, both internal protein dynamics and diffu-
sion have similar contributions to the experimental hu2i and,
therefore, underestimating the diffusion contribution can
lead to erroneous interpretation of EINS data, as noted by
several authors (22–24). In that respect, we would like
to underscore the importance of measurements on self-
diffusion coefficients as an ideal complement of EINS
experiments in solution.
The agreement between the experimental and simulated
dhu2i/dT of the mesophilic protein is striking, being 0.020
and 0.018 A˚2$K1, respectively. For the thermophilic
protein, the simulated dhu2idT (0.015 A˚2 K1) is lower
(see also the Supporting Material) than that of the meso-
philic protein, in accord with the experiment. For the
thermophile we get a slightly lower dhu2i/dT than the
mesophile. This value is still much higher than the experi-
mental one, which suggests that we might be underestimat-
ing the difference in diffusional properties of the mesophile
and the thermophile. In particular, the aggregation effects of
the thermophile (vide infra) could need a better treatment
than the Brownian model used. This fact, instead of invalid-
ating our conclusions, underscores that assuming similar
diffusional properties for both molecules is not correct,
despite their similar size and shape.
Fig. 3 B shows the translational diffusion coefficient (at
the experimental timescale of 100 ps) obtained from BD
simulations of thermophilic and mesophilic proteins: the
diffusion of the mesophilic protein is more temperature
dependent than that of the thermophilic one. Because of
this, the global dynamics and, thus, the hu2i of the thermo-
philic protein become less temperature-dependent than that
of the mesophilic one, as pointed out above.Interparticle interactions in the crowded media
Despite the similar weight and size of the two proteins,
the different amino acid composition of their surfaces
must be responsible for important differences in their diffu-
sional properties within the crowded environment, where
excluded-volume effects enhance protein-protein interac-
tions (41). Indeed, thermophilic proteins are characterized
by their higher proportion of charged residues (Asp, Glu,
Lys, Arg) (42) in the surface relative to mesophilic homo-
logs and thus electrostatic and hydrophobic protein-protein
interactions are comparatively different in both proteins.
Here, we explore how the amino acid composition of protein
surfaces can affect the diffusional properties. Fig. 4 A illus-
trates the differences in the electrostatic potential of both
proteins. The higher intensity of colors and the longer field
lines in the thermophilic protein represent the stronger
electrostatic interactions that are present among this type
of molecules. Fig S3 plots the electrostatic energy of theBiophysical Journal 101(11) 2782–2789six BD simulations and clearly shows that electrostatic
interactions in the thermophilic protein system are notori-
ously more stabilizing than in the mesophilic one at the
three temperatures studied. Despite the higher net charges
of the thermophilic protein (24 vs. 6 electronic units),
electrostatic interactions are not necessarily repulsive,
because the heterogeneous charge distribution at the surface
(see Fig. 4 A) allows protein molecules to interact through
oppositely charged protein areas by changing their relative
orientations. It turns out that the increased proportion of
charged residues in the thermophilic protein system results
in more intense and favorable electrostatic interactions.
The difference in the mutual interactions between
thermophilic and mesophilic proteins is well illustrated by
the radial distribution functions, g(r), obtained from BD
simulations (see Fig. 4 B). Two remarkable differences
between both proteins are observed. First, the thermophilic
protein displays stronger short-range attractive interactions
than the mesophilic one, as shown by higher peaks at shorter
interprotein distances (both proteins have a radius of ~35 A˚).
Second, these short-range attractive interactions in the
Crowding in Thermo-Mesophilic Proteins 2787thermophilic protein are enhanced upon increasing temper-
ature, whereas in the mesophilic one they are weakened.
Both features are in line with the observation in Fig. S3
that the electrostatic energy in the thermophilic protein
system is lower, as pointed out previously, and that it
decreases with temperature as opposed to the mesophilic
protein system. Indeed, it is widely accepted that electro-
static interactions between oppositely charged protein
residues increase with temperature due to a reduction of
the dielectric constant of water, which ultimately leads to
a reduction in the desolvation penalty required for salt
bridge formation. Such enhancement of salt bridge interac-
tions within a protein has been quantified in (43–47) and
has been suggested as a key mechanism underlying the
increased thermostability of thermophilic proteins, which
have an increased number of charged residues (42). The
thermal stabilization of electrostatic interactions in the ther-
mophilic protein system implies that, upon increasing
temperature, the interacting molecules will be closer to
each other enhancing excluded volume effects and forming
transient complexes that, due to their larger size, tend to
diffuse at a lower rate. In view of this, the natural increase
in diffusion with temperature is partially compensated by
enhanced attractive interactions that increase the population
of slower diffusive clusters. We suggest that this effect
accounts for the differences we observe from BD in the
temperature dependence of g(r) and, ultimately, in the diffu-
sion of both proteins. Indeed, the smaller temperature
dependence of the self-diffusion coefficient of the thermo-
philic protein can be viewed as an extension of the corre-
sponding states model in that the thermophilic and
mesophilic proteins have similar diffusional properties at
their optimum temperature for activity. The implications
of the enhancement of electrostatic interactions with
temperature on diffusion had not been described so far.
Although we already captured the main trends observed in
the experiment, the different surface composition can result
in other effects not taken into account by the present model.
The description of the solvent as a continuum in the BD
simulations oversights hydrodynamic interactions (48) and
the effects of hydration water (49–51), which has been
shown to play a key role in the association kinetics between
proteins (52) and in protein hydrodynamics (53). In this re-
gard, former studies (54,55) already showed that hydration
water molecules of thermophilic proteins are more densely
packed and exhibit less mobility than those of mesophilic
homologs due to the aforementioned differences in surface
composition. Therefore, hydration effects are likely to
modulate the association events already observed from BD
and, thus, protein diffusion. Overall, differences in interpro-
tein interactions, hydration, and hydrodynamic interactions
will largely account for the observed differences in the
macromolecular motion of both enzymes.
Earlier experimental studies showed that variations in the
effective charge of the bovine serum albumin, by changingthe pH (56) and ionic strength (57), tune interprotein
electrostatic interactions and, as a consequence, affect
the diffusional behavior. This sensitivity of interprotein
interactions to charge variations is fully consistent with
our observation that the differences in the electrostatic prop-
erties of the thermo-mesophilic pair lead to different diffu-
sional properties.CONCLUSIONS
We can ultimately argue that the EINS experiment per-
formed by Zaccai and co-workers (8), instead of revealing
specific features of internal flexibility linked to thermosta-
bility, shows how a thermo-mesophilic pair of proteins can
have very different diffusional properties within a crowded
media, despite having strikingly similar shape and molec-
ular weight. This illustrates the important implications of
protein diffusion on the interpretation of EINS data and
opens new perspectives on other previous studies in solution
(10,11,25). Ultimately, this supports the idea that the con-
cept of resilience (9) must be handled with care to charac-
terize protein internal dynamics in solution.
Yet, no comparative studies on the diffusion of thermo-
mesophilic pairs have been reported. To our knowledge,
this is the first study pointing to important differences in the
diffusional properties of a thermo-mesophilic pair of proteins
based on theoretical and experimental data. We anticipate
that this might be a general difference between thermophilic
and mesophilic proteins opening up opportunities to new
experimental studies. We wonder whether such difference
in the thermal behavior of diffusion is linked to a requirement
for maximum activity at the corresponding physiological
conditions where crowding effects dominate. We leave as
future work experimental studies on the diffusion of both
proteins. Given the vast diversity of dynamical events at
the intramolecular and diffusion level, we will also explore
the dynamics of this thermo-mesophilic pair at longer
timescales. This may help us to understand why the thermo-
philic enzyme is less active at low temperatures, though being
more flexible at the picosecond timescale here studied.SUPPORTING MATERIAL
Details of the simulation protocols and analysis, four figures, and references
(58–67) are available at http://www.biophysj.org/biophysj/supplemental/
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