The International Planning Competition is a biennial event organized in the context of the International Conference on Automated Planning and Scheduling. The 2008 competition included, for the first time, a learning track for comparing approaches for improving automated planners via learning. In this paper, we describe the structure of the learning track, the planning domains used for evaluation, the participating systems, the results, and our observations. Towards supporting the goal of domain-independent learning, one of the key features of the competition was to disallow any code changes or parameter tweaks after the training domains were revealed to the participants. The competition results show that at this stage no learning for planning system outperforms state-of-the-art planners in a domain independent manner across a wide range of domains. However, they appear to be close to providing such performance. Evaluating learning for planning systems in a blind competition raises important questions concerning criteria that should be taken into account in future competitions.
Introduction
Starting in 1998 the International Planning Competition (IPC) has been held in conjunction with the International Conference on Automated Planning and Scheduling (ICAPS) on a biannual basis. The competitions are typically organized around a number of planning domains, where a planning domain (see Sect. 2) is simply a class of problems that share a common action schema-e.g. Blocksworld is a well-known planning domain that contains a problem instance for each possible initial tower configuration and goal configuration. For each domain, the IPCs typically include a number of problems (40) (41) (42) (43) (44) (45) (46) (47) (48) (49) (50) and the planners are run on each problem with a time limit. The planners are then evaluated based on a combination of how many problems they solve and the quality of the solutions. While there is always debate about the utility of this and other competitions, there is no question that the IPC has dramatically improved the rigor of planner evaluation, and that there has been a dramatic improvement in the state-of-the-art in automated planning since its inception.
Given that the planners in the IPC are asked to solve many problems from individual domains, and that problems within a domain generally have common solution structures, it makes sense to consider learning from previous problem-solving experience in a domain to better solve future problems in the same domain. Here better solve could mean to solve the problems faster, to find higher quality solutions, or to solve problems that were not solvable without prior experience. However, no IPC participant prior to 2008 included learning capabilities. Rather, these prior IPC planners treat each problem as completely novel and learn nothing from previous problem-solving experience.
Perhaps one reason that learning-based planners have not appeared in previous competitions is that the structure of the IPC did not provide a good venue for planners that learn. This is because most approaches for learning-to-plan require a substantial learning period, which would be counted against them in the standard IPC format. This would reduce the potential observed benefit from learning. However, there are good arguments that learning time should not be treated the same as planning time, since learning time can be amortized over all future planning experiences in a domain.
Based on this motivation, we decided to run a learning track for IPC 2008. The learning track was designed so that learning time would not be counted against planners during their evaluation, but rather the track would include an explicit learning phase, where planners would be free to learn in a domain for a significant but bounded amount of time before the formal evaluation. This provided a venue for addressing the following question: Do we have planners that can leverage a learning period to outperform state-of-the-art non-learning planners across a wide range of domains?
As briefly reviewed in Sect. 3, there is a long history of research in learning-based planners, with many demonstrations of successful learning. However, this work has not produced solid evidence that the answer to the above question is "yes". Perhaps one reason for this is that learning-based planners have not been evaluated very well in most studies, typically focusing on a very small number of domains and/or problems per domain. Accordingly, the issue of robustness to different domains and problems has typically not been seriously addressed and evaluated. One goal of introducing the learning track was to facilitate a more thorough evaluation of learning-based planners and to force the issue of robustness to be taken seriously. The hope is that this will lead to the same type of rapid progress in learningbased planning systems as was observed for non-learning systems after the introduction of the IPC.
The results from our competition suggest that at this stage no learning for planning system outperforms state-of-the-art planners in a domain independent manner across a wide range of domains. However, they appear to be close to providing such performance, in the sense that several learning for planning systems outperformed all but one system from the non-learning track of the IPC when evaluated on our benchmarks. Finally we note that evaluating learning for planning systems in a blind competition raises important questions con-cerning criteria that should be taken into account in future competitions. These observations are discussed in greater detail in the rest of the paper.
The paper is organized as follows. The next two sections define the problem by describing the STRIPS language for planning (which was the official language of the competition) and the problem of learning-to-plan. We also review previous work on learning-to-plan and relate it to work in reinforcement learning. Sections 4, 5 and 6 describe the structure of the competition, details of the domains used in the competition and the systems participating in the competition. The competition results are presented and evaluated in Sect. 7. The concluding section provides a discussion of the results and competition with a view to future competitions of learning for planning systems.
STRIPS planning domains and problems
An important consequence of the IPC has been the introduction of a standard language for describing planning domains and problems. The planning domain definition language (PDDL) (McDermott 1998) has become the standard language for the deterministic planning track of the IPC, and more recently probabilistic PDDL (PPDDL) (Younes 2003) has been used for the probabilistic track. The availability of these languages and planners that support them has greatly simplified the process of comparing different planners on a wide variety of domains. The languages also make it easier for IPC organizers to specify the scope of a competition, or individual tracks in a competition, by specifying the fragment of PDDL that will be used.
The first major decision in creating the learning track of IPC 2008 was to select a planning domain language. Our primary goal was to select a language that would maintain a relatively low entry bar, particularly for researchers who were already working on learningbased planners. For this reason, we decided to focus on deterministic planning domains described in the STRIPS fragment of PDDL. The STRIPS language has been widely used since the earliest work in automated planning (Fikes and Nilsson 1971) and has been arguably the most commonly studied language in research on automated planning and learning-based planners. Further since STRIPS is just a subset of the full PDDL, participants in the learning track could easily leverage the existing state-of-the-art planners, all of which support the STRIPS fragment and more. In the remainder of this section we introduce the concepts of planning domains and problems and illustrate how they are represented in the STRIPS language. The description in this section is largely illustrative. Appendix A gives example definitions for the Blocksworld, and the formal syntax and semantics can be found at the competition web-site:
http://eecs.oregonstate.edu/ipc-learn/.
Planning domains. The IPC is organized around the concepts of planning domains and problems. The main purpose of a planning domain specification is to define a vocabulary for specifying properties of the world and for defining the dynamics of actions that can be taken by the planner. Specifically, a planning domain D defines a set of possible action schemas A, a set of predicate symbols P for describing facts about the world, and a possibly empty set of domain constants C d . The set of predicates can be used to describe properties of objects in the world as well as relationships among those objects. For example, in the Blocksworld, the predicate (on-table x) indicates that block x is on the table and (on x y) indicates that block x is on y. Note that here we are using a LISP-style syntax for predicates rather than for example a more typical syntax such as on- where ?h and ?b are variables representing generic object parameters. In addition to the parameters, each schema specifies the preconditions, which state the properties of the world that must be true in order for the action to be executed. For the pickup action the hand ?h must be empty and the block ?b must be clear and on the table. The action schema also specifies the effects of the action that occur when the preconditions are satisfied. The effects specify the facts to be added to the world (add effects) when the action is taken and the facts to be deleted from the world (delete effects). In the above example, the only add effect is (holding ?h ?b) indicating that the hand is holding the block after the pickup. The delete effects are those that are preceded by the token "not". In the above example, there are three delete effects, including (not (empty ?h)), indicating that the fact (empty ?h) will be deleted from the state after executing the action. Planning problems. Given a planning domain it is possible to define planning problems which specify a set of problem constants C p , an initial state s 0 , and a goal condition g. The initial state is a set of state facts, where each state fact is simply a predicate in P applied to the appropriate number of constants in C d ∪ C p . For example, an initial state involving three blocks might be: The ground actions of a planning problem correspond to all possible ways of instantiating the parameters of an action schema with domain and problem constants. Given a ground action a and a state s, which is just a set of state facts, we say that a is applicable in s if its preconditions are satisfied in s. Applying an applicable action a to s results in a new state s = (s \ Del(a)) ∪ Add(a), where Del(a) and Add(a) are the add and delete facts in a. So, for example, the ground action (pickup H A) is applicable in the above state and its application would result in the new state:
Solution plans. Given a planning problem, the objective is to find a solution plan. A solution plan for a planning problem is a sequence of ground actions a 1 , . . . , a l , where the sequential application of the sequence starting in state s 0 leads to a state s such that g ⊆ s .
Typed and untyped STRIPS. PDDL allows for explicit typing of constants in a planning domain or problem definition. For example, the above constants A, B, and C could be declared to have a type block and the parameters ?h and ?b of the action schema for pickup can be declared to have types hand and block. Note that the above examples did not include explicit typing, but rather used domain predicates such as (block x) and (hand x) to enforce type constraints. Including explicit type information in the domain and problem definitions can be exploited by planners in various ways. For example, type information on the action schema parameters can be used to avoid considering ground actions that are not type correct. Also, it is conceivable that a learner might choose to treat "type predicates" differently compared to other predicates, which is facilitated by including type information. In order to support typing, while avoiding the requirement that participants support it, the learning track allowed participants to use either typed or untyped versions of the STRIPS language. To support this we included typed and untyped versions of each domain and problem in the competition. Appendix A gives example definitions of Blocksworld using both of these languages.
Learning to plan
It is common for planning systems to be asked to solve many problems from a particular domain. Given that problems from the same domain share significant structure, it is natural to attempt to learn from past experience in a domain in order to solve future problems from the same domain more effectively.
We formalize this learning-to-plan problem as follows. The input is a planning domain and a training set of problems from the domain drawn according to some target distribution. The goal of learning is to take the training set and domain definition and to produce some form of domain-specific control knowledge that can be used by a planner in order to optimize its expected performance on problems drawn from the target distribution. Importantly, the learned knowledge should not only help the planner on the training problems, but also generalize to problems outside of the training set.
1 A typical strategy used by learning systems is to solve the problems in the training set and to then extract some form of knowledge from those solutions in order to help the planner find those solutions more quickly, and enable solutions of new problems. However, the specification of the learning-to-plan problem is agnostic about the type of planner that is being enhanced and the specific approach to learning.
Prior work on learning-to-plan
There has been a long history of work on learning-to-plan, originating at least back to the original STRIPS planner (Fikes et al. 1972) , which learned triangle tables or macros that could later be exploited by the planner. For a collection and survey of work on learning in AI planning see Minton (1993) and Zimmerman and Kambhampati (2003) .
A number of learning-to-plan systems have been based on the explanation-based learning (EBL) paradigm, for example, Minton et al. (1989) among many others. EBL is a deductive learning approach, in the sense that the learned knowledge is provably correct. Despite the relatively large effort invested in EBL research, the best approaches typically did not consistently lead to significant gains, and even hurt performance in many cases. A primary way that EBL can hurt performance is by learning too many, overly specific control rules, which results in the planner spending too much time simply evaluating the rules at the cost of reducing the number of search nodes considered. This problem is commonly referred to as the EBL utility problem (Minton 1988) .
Partly in response to the difficulties associated with EBL-based approaches, there have been a number of systems based on inductive learning, sometimes combined with EBL. The inductive approach involves applying statistical learning mechanisms in order to find common patterns that can distinguish between good and bad search decisions. Unlike EBL, the learned control knowledge typically does not have guarantees of correctness. However, the knowledge is typically more general and hence more effective in practice. Some representative examples of such systems include learning for partial-order planning (Estlin and Mooney 1996) , learning for planning as satisfiability (Huang et al. 2000) , and learning for the Prodigy means-ends framework (Aler et al. 2002) . While these systems typically showed better scalability than their EBL counterparts, the evaluations were typically conducted on only a small number of planning domains and/or small number of test problems. There is no empirical evidence that such systems are robust enough to compete against state-of-the-art non-learning planners across a wide range of domains.
A slightly different approach is taken by several learning-to-plan systems based on the idea of learning reactive policies for planning domains (Khardon 1999; Martin and Geffner 2000; Yoon et al. 2002) . These approaches use statistical learning techniques to learn policies, or functions, that map any state-goal pair from a given domain to an appropriate action. Given a good reactive policy for a domain, problems can be solved quickly, without search, by iterative application of the policy. Despite its simplicity, this approach has demonstrated considerable success improving over baseline planners in some cases. However, these approaches have still not demonstrated the robustness necessary to outperform state-of-the-art non-learning planners across a wide range of domains.
More recently there has been work on learning improved heuristic functions for forwardsearch planners such as FF (Hoffmann and Nebel 2001) . This includes a case-based reasoning approach by La Rosa et al. (2007) and an approach based on feature induction and linear regression . While these approaches show signs of improving on state-of-the-art non-learning planners in a number of domains, the results clearly show that there is plenty of room for improved robustness.
In summary, learning for planning has been investigated from several perspectives, and in several cases it has been shown to provide performance improvements over a baseline planner in a specific context. But such systems are not widely in use. In addition, there is no conclusive evidence for their wide applicability in a domain independent manner, which could lead to more immediate applicability. The competition therefore serves to test and encourage such wider applicability.
Relationship to reinforcement learning
It is interesting to consider the relationship between reinforcement learning (RL) (Sutton and Barto 1998) and the above-mentioned learning-to-plan problem, which is the basis for the learning track. Although the competition was restricted to deterministic problems, the definitions and context are clearly applicable to stochastic planning and we will consider this more general case. Both RL and planning deal with agents choosing actions so as to maximize some criterion, the probability of reaching the goal in probabilistic planning and the more general accumulated reward in RL. Typically in RL, the agent does not have a model of the world and has to maximize long term reward, but model-based RL algorithms learn such models and use them to make better decisions. The study of Markov decision processes (MDP) can be seen to unify the two areas in that the model can be used to express RL problems but also offers a perspective on planning algorithms that use a model to obtain decisions without any learning (Puterman 1994) . A second difference between RL and learning for planning concerns the protocol. The basic RL model has a single infinite run of an agent in a world without reset, which is different from the start state to goal path in planning. However, research in RL has considered episodic tasks that are closer in spirit to planning in that episodes end in specific states and the process is restarted in a start state or start-state distribution. Thus, one can see that the core model in the two areas is very similar and that the main difference (for the planning portion) is one of representation and the kind of state and action spaces considered in research.
Not surprisingly, work that bridges the two areas has already been explored. In particular, relational reinforcement learning (Dzeroski et al. 2001; Tadepalli et al. 2004) shows how RL ideas can be applied in the context of relational planning by learning compact representations of value functions and policies. However, this approach has only demonstrated successful results in problems that are much smaller than typical IPC planning problems and is not likely to scale without significant extensions. More recently, RL-based algorithms that do not need a model have been developed . However, even these improvements have not yet demonstrated enough robustness to reliably compete with state-of-the-art planners. Along the same lines, planning in relational MDPs has been studied with traditional operations research and RL algorithms such as value iteration, policy iteration and RTDP (Bonet and Geffner 2003; Boutilier et al. 2001; Kersting et al. 2004; Sanner and Boutilier 2009; Wang and Khardon 2007; Wang et al. 2008) . Some of these algorithms have been implemented and applied successfully to problems from previous IPCs (Sanner and Boutilier 2009; Joshi and Khardon 2008; Joshi et al. 2010) but have yet to show wide domain independent applicability. As this discussion suggests, there is a close relationship between RL for complex domains and learning for planning, and the planning problems can be seen as presenting significant challenges and opportunities for RL algorithms.
Competition structure
One of the original motivations for the learning track was to move closer to demonstrating that learning-based planners are capable of outperforming state-of-the-art non-learning planners. As such, the ideal structure for the learning track would have been to design the learning track as an extension to the standard non-learning track in the IPC, where the learningbased planners would be allowed a learning period before the competition began, which would not be counted against them. This would have allowed for learning and non-learning planners to be evaluated on the same domains and problems, providing a clear view of the relative performance of these approaches.
Unfortunately, this structure of the competition was not possible, due to the fact that the non-learning track of IPC 2008 include extended features of PDDL that fell outside of the STRIPS fragment. The inclusion of these features is a reflection of the more advanced state of the non-learning track of the competition and is a necessary step for promoting progress. It was decided early on that including these extended features in the learning track would dramatically limit participation. As such, it was decided to run the learning track independently of the non-learning track, including the design of an independent set of domains and problem sets restricted to the STRIPS fragment of PDDL. These domains are described in Sect. 5.
The learning track was divided into three distinct phases. First, during the precompetition phase the participants were provided with example domains and training sets in order to help them develop their competition programs, which were submitted to the organizers at the end of the phase. Second, during the learning phase the participants ran their learning algorithms on the competition domains and submitted the learned knowledge files to the organizers at the end of the phase. Third, during the evaluation phase the organizers evaluated the participant's planners on each of the competition domains, allowing the planners access to the knowledge learned in the learning phase. The remainder of this section describes each of these phases in more detail.
Pre-competition phase
Each competitor in the learning track was required to submit a pair of programs to the organizers at the start of the competition: a learner and a planner. The learner was required to accept as input a planning domain description and a set of training problems, and then output a knowledge file for that domain. The planner was required to take as input a planning domain, a planning problem, and a knowledge file for that domain (if available), and to then attempt to solve the planning problem and output a solution in a specified format if one was found.
During the pre-competition phase the participants were provided with example planning domains and training sets (details about training sets below) in order to test their programs. Importantly the actual competition domains were not revealed to the participants during this pre-competition phase, which prevented customization of the approaches to the competition domains. The pre-competition phase ended with the submission of the learner and planner programs from each participating team. After this point there was a code freeze and no changes were allowed to the programs for the remainder of the competition, with the exception of clear bug fixes (e.g. parser problems or memory leaks) that were approved by the organizers.
Learning phase
After the submission of the learner and planner programs the domain definitions and training problems to be used for the competition were made available to the participants and the learning phase began. The desired output of the learning phase was a single knowledge file for each competition domain, resulting from running the learner on each domain.
Training problem sets. For each planning domain it was decided to provide the participants with problems drawn from two distinct distributions over problem instances: the target distribution and an easier bootstrap distribution. The target distribution corresponded exactly to the distribution used to generate problems for the final evaluation phase of the competition. Thus, problems drawn from this distribution can be viewed as representative of the problems to be used in evaluation. An effort was made by the organizers to design target distributions so that the generated problems were difficult for state-of-the-art non-learning planners.
While designing challenging target distributions provided the opportunity to demonstrate improvements over non-learning planners, it also resulted in difficult training problems, which posed quite a challenge to solve and learn from. Thus, the organizers also provided training problems drawn from a bootstrap distribution, which were significantly easier than problems from the target distribution. In particular, it was verified that the bootstrap problems could be solved by state-of-the-art planners in a short amount of time. The aim of including the bootstrap distribution was to provide participants with a set of problems that were more tractable to solve and learn from, which could be conceivably used to bootstrap performance in order to learn from problems drawn from the target distribution. It was difficult in general to specify the exact relationship between the target and bootstrap distributions. However, informally, the organizers attempted to scale the number of objects involved in the planning problems to move from the bootstrap to target distributions, but keep other problem characteristics the same. The training sets for each domain contained 60 total problems, with 30 problems drawn from each of the bootstrap and target distributions. These problems were provided to participants in distinct and identified groups. The participants were free to design learners that used problems from either or both distributions. Naturally the set of target problems used in the actual evaluation phase were not made available to the learners during the learning phase.
Running the learners. Previous work suggests that learning control knowledge for planning domains typically requires large amounts of cpu time. This made it impractical for the organizers to run the learning programs on their own machines without significantly restricting the amount of learning time allowed for each domain. The organizers decided that learning time was not the top concern for this first learning track and accordingly decided to allow each participant to run the learners on their own machines. Specifically, the participants were allowed two weeks to run their learners on the training data of each competition domain and to then submit the resulting knowledge files, one per domain, to the organizers for use in the evaluation phase. Since the organizers had copies of the submitted learners, it was possible to perform random checks to help verify that no changes were made to the learning programs after the code freeze. Specifically, for each participant the organizers randomly selected one domain and ran their learner in order to verify that the resulting knowledge file matched that produced by the participant. In the case of algorithms involving randomization, random seeds were taken into account.
Evaluation phase
At the end of the learning phase, the organizers had knowledge files for each domain from each participating team. In a few cases, teams were not able to produce knowledge files for certain domains, in which case the team's planner was evaluated without the benefit of learned knowledge in those domains.
Running the evaluations. The evaluations were conducted on the organizers' local machines. The evaluation machines were identical in their make and configuration, minimizing the influence of hardware differences on the results. For each domain, the organizers generated 30 new problems from the target distribution to be used for evaluation. Next, for each participant and domain, the organizers ran the participant's planner on the 30 problems, while providing the planner the appropriate knowledge file from the learning phase. A time limit of 15 minutes was enforced for each problem. If a solution to a problem was not found within the time limit, the problem was considered not solved. When planners output a solution within the time limit, the solution plan was checked via an automated plan verification program. This procedure ensured that all returned plans were in fact valid solutions. At the same time, the number of actions in all returned plans were recorded.
In addition to evaluating the planners with the benefit of the learning knowledge files, we also evaluated the planners in the same way as described above, without the knowledge files as input. The aim of this evaluation was to provide data regarding the relative benefit of learning for the individual planners.
Evaluation metrics. There were two evaluation metrics used in the learning track competition: the time to produce a plan and the solution plan quality. For quality, we have chosen to use a simple measure based on the number of actions in the plan. While there are more elaborate measures, for example those that take into account action costs, or the makespan of a parallel execution of the plan, these seem to focus more on extra capabilities of planners, and therefore of secondary rather than primary interest for this competition.
For both aspects, one has to be careful in evaluation in the context of plan failure. For example, when measuring plan length directly, an unsuccessful planning episode could be potentially handled in two ways. First, we can ignore it when calculating the average plan length. Unfortunately, this artificially makes the average plan length look better than it really is. Alternatively, an unsuccessful planning episode could be penalized with a large plan length which is set arbitrarily, but this again artificially changes the reported average plan length for the system based on the arbitrary penalty parameter. Therefore, we chose to report an alternative relative measure where the best system gets a credit of 1 for a problem and a failed planning attempt gets a credit of 0.
More concretely, the first measure, the planning time metric, provided a measure for how quickly a planner was able to solve the evaluation problems relative to the other planners. In particular, for a concrete planning problem, let T * be the minimum time required by any planner in the competition to solve the problem. In cases when no planner solved a problem, the corresponding problem is ignored for purposes of comparative evaluation. A planner that solved the problem in time T received a score of T * /T for the problem. Those that did not solve the problem got a score of 0. Thus, the planner that solved a problem the fastest got a score of one. The overall planning time metric for a planner was then the sum of the scores received over all evaluation problems.
The second measure, the plan quality metric, provided a measure of the quality of solutions found by a planner, where quality was measured in terms of the number of actions in a plan. For a given problem, let N * be the minimum number of actions in any solution returned by a participant. A planner that returned a solution with N actions received a score of N * /N for the problem. Those that did not solve the problem got a score of 0. Thus, the planners that found the shortest solution plans for a problem received a score of one for the problem. The overall plan quality metric for a planner was then the sum of scores received over all evaluation problems.
Competition domains
This section describes the planning domains used in the learning track of IPC 2008. Overall, the learning track included six domains, none of which had appeared in previous IPCs. As discussed below we have chosen these domains to allow some learning opportunities (chosen by analogy to previously reported successes) as well as hard planning instances that are challenging for current planning systems. All of these domain descriptions along with training problems and evaluation problems used in the competition are available at the competition web site:
The web site also provides problem generators for all of the domains, which include parameters for controlling the complexity of the randomly generated problems. Below we give a general description of each domain.
Gold miner
A robot is in a mine and has the goal of reaching a location that contains gold. The mine is organized as a grid where each cell has either hard rock or soft rock. There is a special location where the robot can either pick up an endless supply of bombs or pick up a laser cannon. The laser cannon can shoot through both hard and soft rock, whereas the bomb can only penetrate soft rock. However, the laser cannon will also destroy the gold if used to uncover the gold location. The bomb will not destroy the gold. The problem difficulty is scaled by increasing the size of the grid. Problem instances differ in the contents of each grid cell. The basic actions are to move to an adjacent grid location that is empty, to pick up a bomb, laser, or gold, to put down a bomb or laser, and to fire a laser or detonate a bomb. This domain has a simple optimal strategy (may differ for small grids):
1. Get the laser cannon. 2. Shoot through the rock until reaching a cell bordering the gold. 3. Go and get a bomb. 4. Blast away the rock at the gold location. 5. Pickup the gold.
Thus, a learner that can uncover this general structure can completely avoid search, while maintaining high quality plans. The existence of a compact policy for this domain suggests that there is structure to be captured and thus potential learning opportunities for the competition.
Matching Blocksworld
This is a simple variant of the classic Blocksworld domain where each block has a polarity of either positive or negative and there are two hands, one of positive polarity and the other of negative polarity. The difference compared to the classic Blocksworld is that if a block is picked up by a hand of opposite polarity then it is damaged such that no other block can be placed on top of it, which can lead to dead ends. The interaction between hands and blocks of the same polarity is just as in the standard blocks world. The initial states and goals correspond to random configurations of block towers. The problem difficulty is scaled by increasing the number of blocks. The basic actions are to pick up, put down, and stack blocks. Blocksworld has simple policies expressible in terms of rules and it has been used before to demonstrate the success of learning for planning. Therefore one might hope that matching Blocksworld would provide learning opportunities for the competition.
Classic N-puzzle
This is the classic N × N sliding puzzle domain. This has been a common test bed for search algorithms and, in particular, work on macro learning (Iba 1989 ) for search algorithms. The problem complexity is scaled by increasing N and different problem instances of the same size differ in their initial configuration. This domain has been used before to demonstrate the potential of macro learning and should therefore offer learning opportunities for the competition.
Parking
This domain involves parking cars on a street with N curb locations where cars can be double parked but not triple parked. The goal is to move from one configuration of parked cars to another configuration by driving cars from one curb location to another. The problems in the competition contain 2 · (N − 1) cars, which allows one free curb space and guarantees solvability. The initial state and goal of each problem specify locations for each of the cars.
The problem difficulty is scaled by increasing the number of curb locations N . This domain is isomorphic to a bounded-table blocks world domain where there are N table locations and 2 · (N − 1) blocks and towers are only allowed to contain at most two blocks. Again, here, the analogy to Blocksworld suggests that the domain might have learning opportunities for the competition.
Sokoban
This domain is inspired by the popular Sokoban puzzle game where an agent has the goal of pushing a set of boxes into specified goal locations in a grid with walls. The competition problems are generated in a way that guarantees solvability and generally are easy problem instances for humans. Sokoban has been demonstrated to be a very challenging domain for AI search and planning algorithms, even when significant human domain knowledge is provided (Junghanns and Schaeffer 2001) . This domain is more complex than the others; our choice of problem setting aimed at allowing for potential learning by capturing the policy that makes it easy for humans.
Thoughtful solitaire
This domain models a simplified version of Thoughtful Solitaire, which is a solitaire variant that is played with all of the cards visible. The exact rules follow those described in Bjarnason et al. (2007) but are simplified so that one can turn each card from the talon rather than three cards at a time. The problem difficulty is scaled by varying the number of cards and stacks. The competition problems have all been proved to be solvable using the domain specific solver described in Bjarnason et al. (2007) . A variant of the Solitaire domain was used with the API system that performs policy learning as an integral step of the algorithm ). The domain might therefore offer learning opportunities but be more challenging than some of the domains above.
Competition participants
The turnout for the competitions exceeded expectations. There were a total of 13 systems entered from 10 different teams. Abstracts describing these systems in more detail are available on the competition web-site. The systems in the competition can be roughly divided into five different categories. Below we give a brief description of each system grouped according to categories.
Policy learners
Systems in this category learned control knowledge in the form of a reactive policy and used that policy in various ways to guide the search process of a planner. The systems differed substantially according to how the policy was represented and learned and how it was used to guide search, and it was not clear at the outset which approach might be more generally applicable. However they can be viewed as applying similar principles at the higher level of planner architecture. There were five such systems. The same as Wizard+FF except that SGPlan (Chen et al. 2006 ) is used as the base planner instead of FF.
-Macro-AltAlt Murugeswari I; N. S. Narayanaswamy Indian Institute of Technology Madras Macro-AltAlt ranks short macro actions by calculating their frequency in the given solution plans. The macros are used indirectly to alter the heuristic function of the heuristic search planner AltAlt (Nigenda et al. 2000) . Thus the use of macros is indirect and in some sense this system can be classified with the policy learners of the previous group.
Sub-problem decomposition learners
There were two variants of a system based on the idea of learning to decompose a problem into subgoals.
-Divide-and-Evolve (DAE) versions 1 and 2 Jacques Bibai Thales Research & Technology DEA learned knowledge about selecting subgoal decompositions of planning problems. The subgoals are then solved via the CPT planner (Vidal and Geffner 2006) . The systems DAE1 and DAE2 are variants on this idea.
Portfolio configuration
A single system was based on the idea of configuring a portfolio or ensemble of state-ofthe-art planners on a per-domain basis.
-PbP.s Beniamino Galvani; Alfonso E. Gerevini; Alessandro Saetti; Mauro Vallati Università degli Studi di Brescia PbP.s learns knowledge to configure a portfolio of successful domain-independent planners. The learning algorithm runs and analyzes performance of the planners on the training problems, when running with and without a set of calculated macros. This is used to produce a schedule for running planners optimized to the domain.
Value function learning
There were two variants of a system based on learning relational value functions, inspired by reinforcement-learning ideas.
-Relational Function Approximation (RFA1, RFA2) Jia-Hong Wu; Robert Givan Purdue University RFA1 and RFA2 are two approaches for learning linear value functions for a planning domain and then using those functions as the heuristic for the planner FF.
Competition results
At the end of the evaluation phase, we recorded the time and quality metrics over all 180 evaluation problems (30 from each of 6 domains) for each of the 13 systems, both with and without the learned knowledge files. The results of this evaluation are reported below. We also notice that, with respect to the time metric, each system performed quite poorly (score close to zero) in at least one domain. This result suggests that there is a high variance in terms of run times even within the competition bound of 15 minutes, leading to highly skewed numbers in the time metric. In order to better understand the results, Table 2 gives Table 2 Success rates for each planner on each planning domain. The success rate for a planner is the fraction of problems solved in a planning domain. The last column gives the overall success rate, which is the fraction of the total of 180 evaluation problems solved by the planner. The maximum possible success rate is 1.0 the success rate for each system in each domain. Here, the success rate is simply the fraction of problems solved in a domain by a planner. The last column of the table gives the success rate over all 180 evaluation problems. Based on these results we see that PbP.s was dominant in terms of overall success rate, solving 93% of the evaluation problems. Behind PbP.s were ObtuseWedge and Wizard-FF solving 65% and 57% of the problems, respectively. This shows that the ranking according to the time metric is highly correlated with the ranking according to success rate and thus strengthens its conclusions. Interestingly, while PbP.s and ObtuseWedge were very close in terms of the time score, PbP.s was dominant with respect to the percentage of problems solved. This result indicates that when ObtuseWedge does solve problems it does so quite quickly, making up for the score reduction due to unsolved problems. On the other hand, PbP.s is able to more consistently solve problems within the 15-minute time limit, but perhaps not as quickly. Table 3 gives the quality-score results (see Sect. 4.3 for score definition) for all planners when run with the learned control knowledge. The maximum score possible for a single planning domain is 30, which corresponds to solving all 30 problems while also achieving the shortest plan length among the other planners. Based on these results, PbP.s was declared the winner with respect to the quality metric, achieving a total score of 126.68. In second place was ObtuseWedge with a score of 95.07, followed by Wizard-FF with a score of 91.21. In this case, PbP.s was much more dominating. Looking at the results for individual planning domains, it is interesting to note that while PbP.s dominated in overall score, it never achieved the best score in an individual domain. Comparing to Table 2 we see that its top ranking is due to its robust performance across all of the domains. Since an unsolved problem results in a score of zero, PbP.s faces this score reduction much less often than the other planners.
Finally, it is interesting to consider coverage across all domains, which is implicit in our goal of wide domain independent applicability. From Table 2 , we see that PbP.s achieves the top success rate in all domains except for N-puzzle for which ObtuseWedge solves all problems. The robustness of PbP.s is also demonstrated by the fact that its lowest success Table 3 Relative quality metric (see Sect. 4.3) for each planner on each planning domain. The right column gives the overall results summed over all domains. The maximum score possible by a planner for a domain is 30, which corresponds to solving all 30 problems and finding plans that are no longer than any other planner. Accordingly the maximum overall score for the 6 domains is 180 rate is 87% in N-Puzzle, whereas all other planners have one or more domains where the success rate is quite low. It is notable that only four of the systems (ObtuseWedge, PbP.s, Wizard-FF, RFA1) were able to achieve non-zero success rates across all domains. For all other systems, there was at least one domain where the success rate was zero. In summary, PbP.s was the overall winner in terms of both the time and quality metrics, as well as far outperforming the other systems in terms of success rate. ObtuseWedge achieved the second best score in all of the categories, followed by either Wizard-FF or Wizard-SG depending on the category.
Learning versus non-learning
We now consider the impact of learning on the participating systems. Recall that we ran each system twice on each evaluation problem, once with the learned knowledge file (after learning) as input and once without (before learning). This gave us a total of 26 distinct systems for which we computed the relative time metric, relative quality metric and the success rate. Note that for the relative metrics, the scores are recalculated relative to the best system out of the 26 on a per problem basis and are therefore different from the ones given above. Using these new scores, we can compute for each system the difference in the metrics before and after learning in the combined table. Thus, a system is deemed to have improved if the rank of the learning variant in the combined relative score is higher than the rank of the non-learning variant.
We present these results in Table 4 . For conciseness, we only provide these results for the five top performing systems from the above results. The full set of results for all systems before and after learning are provided in Tables 5, 6 , and 7 in Appendix B.
2 The second column shows the difference between the overall time metric after learning and the overall time metric before learning. The third and forth columns are similar but for the quality metric and success rate, respectively. A positive value indicates that the system improved the metric value after learning, while a negative value indicates that learning hurt the metric value overall.
The most striking aspect of these results is that in a number of cases we see negative values indicating that learning hurt performance. In particular, the performance of PbP.s decreased with respect to the time metric after learning. Further, we see that there is relatively small improvement for PbP.s after learning compared to before learning for the quality metric (increase by absolute value of 0.20) and success rate (solves 1% more problems). This result indicates that a large part of the success of PbP.s in the competition was not due to the learning, but rather the underlying planning approach. Recall that PbP.s is a portfolio based approach that combines a number of state-of-the-art planners by scheduling their execution times for a given planning problem. It turns out that the default schedule used by PbP.s (the one before learning) works quite well for the evaluation problems. It is important to note that this result is partly due to the fact that PbP.s was at a preliminary stage of development at the time of the competition. More recent work on the PbP system has shown convincingly that it is able to significantly improve its performance after learning (Galvani et al. 2009 ). We are hopeful that this finding can be validated in a blind test in a future competition, showing that significant improvement due to learning (our main criterion) can be achieved.
On the positive side, we see that ObtuseWedge was able to significantly improve its performance after learning in every category. This included increasing the success rate from 48% to 65%. Due to this result, ObtuseWedge was awarded the Best Learner Award for its performance in the competition.
Comparison to non-learning track planners
In order to help judge the performance of the learning track planners relative to state-ofthe-art non-learning planners, we compared to the planners in the non-learning track of IPC 2008. Recall that the non-learning track included PDDL features that were outside of the scope of the learning track. Thus, with the aid of the non-learning track organizers, we were able to run all of the planners on the evaluation problems from the learning track. Since these planners were run on different machines, we did not compare performances of learning and non-learning planners in terms of the time metric. As in the previous comparison, we recalculated the relative scores for all systems together (26 system variants from our competition track and non-learning track. The differences given in Table 4 are for results that are normalized with respect to only planners in the learning track. Thus the differences in Table 4 do not exactly correspond to those that would be computed from Tables 5 and 7. plus 11 systems from the non-learning competition). The complete set of results for all of these systems are in Tables 6 and 7 of Appendix B.
The winner of the non-learning track was the Lama planner (Richter and Westphal 2008 ) and out of the non-learning track planners Lama was the top performer on the learning track problem set. For the quality metric, Lama achieved an overall score of 132.63 while PbP.s after learning achieved a score of 110.47. This result shows that in terms of the quality metric the top state-of-the-art non-learning planner was able to significantly outperform the top learning-based planner. However, in terms of success rate, the story is reversed. Lama achieved a success rate of 79% on the learning track problem set, while PbP.s after learning achieved a success rate of 93%, which is a significant improvement. This result shows that the top performing learning-based planner was able to outperform the top state-of-the-art non-learning planner. However, it is important to recall that PbP.s was able to achieve a 92% success rate before learning, indicating that most of the performance difference between Lama and the competition version of PbP.s was not due to learning.
The second best planner in the non-learning track as evaluated on the learning track problems was FFHA, which achieved a quality score of 63.73 and a success rate of 42%. This low success rate indicates that the domains and problem sets used for the learning track competition were challenging for state-of-the-art planners. Note that PbP.s significantly outperformed FFHA in both metrics. Furthermore, three additional learning systems were able to significantly outperform FFHA in both metrics. In particular, Wizard-FF achieved a quality of 82.2 and success rate of 57%; ObtuseWedge achieved a quality of 80.4 and success rate of 65%; and Wizard-SG achieved a quality of 75.4 and a success rate of 51%. This shows that there were learning-based systems that were able to significantly outperform the vast majority of non-learning systems with respect to evaluation on the learning track problems. However, in all but one case, these learning systems also outperformed FFHA with learning turned off. The exception is ObtuseWedge for the quality metric, which improved from 55.74, without learning, to 80.4, with learning. Thus, the victory over FFHA for these systems cannot be completely attributed to learning, though the margin of victory is increased with learning turned on.
Discussion
The learning track of IPC 2008 was the first time that a blind evaluation has been conducted for learning-based planning systems. In particular, the participants were not shown the evaluation domains until after the code freeze of their systems. One cannot underestimate the difficulty of achieving non-trivial results in such a setting. It is extremely promising that we saw clear signs that learning can positively impact planning performance. Most notably, ObtuseWedge demonstrated significant gains in all metrics after learning. In addition, several learning-for-planning systems outperformed all but one of the planners participating in the non-learning competition.
On the negative side, the competition did not provide evidence that learning significantly improved performance compared to the best non-learning planners. In particular, Lama was able to beat all learning-based systems in terms of the quality metric. Further, while PbP.s was the top performer in terms of success rate, the benefit from learning was minimal, improving from 92% to 93%. However, it is important to note that PbP has been improved since the competition and demonstrated improvements upon learning, albeit not in a competition context (Galvani et al. 2009 ). We also saw in a number of cases that learning can hurt the performance of a system compared to including no learning at all. This finding illustrates the difficulty of achieving robust learning in the context of automated planning.
One observation about the top performing learning systems (PbP.s, ObtuseWedge, and the Wizard systems), is that they were all built on top of state-of-the-art non-learning planners, and PbP.s combines several such planners. This design provided a number of advantages. First, starting with such planners placed these systems at a higher starting point than learning systems that did not build upon state-of-the-art planners. Second, state-of-the-art planners have been highly engineered in terms of efficiency and data structure selection, which can be helpful if competing against a prototype implementation and can clearly affect the results. This barrier can be seen as a further challenge when developing and evaluating learning-for-planning systems because it could limit learning style and opportunities if one wants to succeed in a competition.
Another interesting result of the learning track was that it highlighted the potential effectiveness of portfolio-based techniques, even without the benefit of learning. In particular, for STRIPS planning, it seems likely that such a portfolio-based approach could be very difficult to beat by any individual planner. One reason is that STRIPS planning has been the main focus of automated planning research for many years and there are a wide variety of powerful STRIPS planners. For a particular domain/problem, it is then likely that at least one of those planners will find a solution relatively quickly. A proper portfolio schedule then will be able to exploit this property and perform robustly over a wide range of problems. The success of portfolio-based approaches in a competition setting has also been observed for satisfiability problems (Xu et al. 2007 ). Further, in any future competition where there is already a wide range of solutions available for the selected competition problems, it seems likely that portfolio techniques will be strong competitors. This success is real and should not be ignored or discounted. In particular, the problem of learning to optimally tune such portfolios to a class of problems for a particular objective is interesting and non-trivial.
On the other hand, the success of portfolio-based approaches is unsatisfying since they work at the meta-level and do not appear to provide deep insights into learning and planning. This point clearly raises a challenge for future efforts to evaluate learning-for-planning systems, because the domain independence requires wide applicability, which is easier to achieve with portfolios, and can therefore mask learning that is useful in some "domain types" but not all. Focusing solely on the larger criterion will not promote such new ideas. One immediate avenue for adjusting the competition to mitigate this concern might be to enrich the class of domains and problems studied to ones where the number of effective existing planners is low, or where existing planners are quite poor. For example, probabilistic planning and temporal planning are much more difficult problems where the state-of-the-art is much less mature. There is simply more room for learning to provide benefit. This raises the larger issue of evaluating potential competition designs according to how well they match the competition goals. As a starting point, we believe that the practice of conducting a blind evaluation is crucial for competitions, such as ours, where the primary goal is to advance the generality and robustness of learning algorithms. However, this leaves open the important issue of selecting the class of possible evaluation problems, which will be known to the competitors. Competitors have a strong incentive to fully exploit the details of this class-thus, for narrow classes, it is likely that many solutions will be overly-specific with respect to the competition goals. For example, one track of the 2008 RL competition (Whiteson et al. 2010 ) involved a problem class based on Tetris, where different problems varied in board dimension and the specific reward function. However, the winning entry relied on specialized heuristics that are not likely to be useful for learning in general, which did not align with the competition goals. This led the organizers to suggest that the Tetris domain should be further generalized if used in future competitions (Whiteson et al. 2010 ). On the other hand, the RL competition also included the Polyathlon track where the problem class was extremely general and could include virtually any RL problem that followed the state-action-reward interface. Competitors in this track developed very general learning approaches out of necessity. It remains to be seen whether a portfolio-based approach would be effective in future RL Polyathlons.
Thus, picking a problem class at the proper level of generality is one of the key decisions that competition organizers must make. This must take into account the likelihood that competitors will be able to develop overly-specialized solutions for the class, and also the potential for portfolio-based approaches and whether such approaches would contribute to the goals of the competition.
Finally, let us revisit the question that we started with. Do we have planners that can leverage a learning period to outperform state-of-the-art non-learning planners across a wide range of domains? Despite the successes observed in the competition, the answer to this question appears to still be "almost but not yet". This finding suggests that another competition similar to the first learning track is warranted, possibly with the inclusion of other tracks that go beyond STRIPS planning. We believe that such efforts will help push learning for planning systems to wider applicability and drive research toward developing a better classification of problems and the solutions appropriate for them. 
