The performance of a telecommunication system is often analyzed in terms of the ability of a set of identical resources or servers (e.g. ports on a switch or trunks linking two network nodes) to process a stream of identical requests (e.g. telephone calls). A useful approach is to model this as a point process of identical requests being processed by several identical servers under a variety of disciplines.
Introduction
The performance of a telecolrimunication system is often analyzed in terms of the ability of a set of identical resources or servers (e.g. ports on a switch or trunks linking two network nodes) to process a stream of identical requests (e.g. call setup or call handling). The telecommunication system, of course, comprises a diverse set of resources processing different types of requests. However, for purposes of analysis, one focuses on a single request type and a single server type that is likely to be a bottleneck. A useful approach is to model this as a point process of a single request type being processed by a number of servers of a single kind under various disciplines. We refer to this as a SRSST (Single Request Single Server Type) model.
The introduction of greater intelligence in the signaling system and large communication bandwidth make possible the processing of different types of complex requests simultaneously using several different kinds of servers (e.g. 119-201). Examples of such requests are voice mail, electronic yellow pages, and video conferencing; examples of different servers are switch ports, mass storage devices, and database systems. This situation is modeled here as a point process of many request types being processed by a set of servers of many kinds. We call this a MRMST (Multiple Request Multiple Server Type) model.
The intermediate MRSST (Multiple Request
Server Type) model has received attention. In (11, Aein constructed a Markov chain model and stated the resulting product form stationary distribution. Kaufman 12) showed that this product form holds under more general assumptions, including general service distributions. The MRMST model is investigated here for the simplest discipline: a request is granted if the necessary servers are available; otherwise it is rejected. Section II displays the model. In section 111, we present sensitivity results and discuss the implications of these upon the nature of multiple service oommunication networks. In section IV, we study the range of achievable throughput rates. In section V, we relax the statistical assumptions. Someclosing comments are in section VI.
II. Model
Consider a system that can process n types of requests. Each request requires a set of rewurces (dependent upon the request type) to process. If these resources are available then the system manager accepts the request, and processing starts immediately; if the necessary resources are unavailable then the request is lost to the system. Service requests arrive as independent Poisson processes. Each request occupies each resource that it needs for the same amount of time, and releases these resources simultaneously upon service completion. This amount of time is exponentially distributed, and independent of other service times.
Adopt the following notation:
We model this system as a Markov chain. The key is to model the services directly, rather than to model the resource space. Resource constraints thus appear indirectly, in the shape of the state space Z, as constraints upon the number of each type of service that can be provided simultaneously.
The Markov chain is time reversible. The local balance equations are:
. ,
Conservation of Probability implies ,", K(x) = 1
Iterating the balance equations yields the well known product form stationary distribution:
Conservation of Probability gives us the normalization constant:
Sensitivity Results
In this section, we investigate the sensitivities of the throughput rates, L., and the blocking probabilities, P(Fi), to the request rates, hi, the service rates, pi, and the loads, pi.
The proof relies on Little's result which, applied to this system, gives: E( number of type i in the system) = (Average arrival rate into the system) (Average length of time in the system)
I I
Using the stationary distribution (1) & (2) above, differentiating (4) with respect to I., and transforming the differentiation operation into an expectation operation produces (3).
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Similarly, we can find the following sensitivities: 
A. Cross Sensitivities
The signs of cross sensitivities, and thus the nature of the interaction between two services, are all dependent on the sign of the associated cov(x.,x.). Recall:
we study these sensitivity results for the case i # j in subsection A,
Thus the sign of the covariance depends on the nature of the variation of E(x.lx.) with respect to xi. If E(x.lx.) increases as xi increases, then the covariance is positive. According to (3) , this then implies that aLi/ah. > 0, indicating any increase in the rate at which service requests I of type j arrive actually increases the throughput of type i (and vice versa). If this is true, we say that these two services are complements. Similarly, if E(x.lx.) decreases as xi increases, then the covariance is negative, indicating that these two services are substitutes. If the variation of E(x.(x.) is not monotonic, then the sign of the covariance is not so easily determined.
A few examples help to illustrate this. First consider a system with three service types 1, 2 8 3. Suppose that service type 1 requires one of resource A, service type 2 requires one C, and service type 3 requires one A and one C. The state space is pictured in Figure 2( ___,
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Fig. 2 Examples of Substitutes and Complements
As a second example, consider the same system but now suppose service types 1 € i 2 also use one of resource B each, as pictured in Figure 2(b) . A little bit of analysis shows that all services are now substitutes.
As a final example, consider the same system as in the second example but now suppose that the number of available Bs is now higher. The new state space is pictured in Figure 2 (c). Now we find that E(x I x ) decreases monotonically in xl, but E(x21x1) first increases and later decreases as xi increases. We can conclude that service types 1 & 3 are still substitutes, but we can not conclude anything about the relationship between service types 1 & 2.
B. Self Sensitivities
From Theorem 1, we know that increasing the arrival rate of one type of service request always increases the rate at which that service type is accepted into the system, i.e. aL{ah, > 0. However, the sign of all the other self sensitivities depend on the ratio of the variance to the mean of the xi distribution. Thus, for instance, increasing the service rate for one type does not always increase the rate at which that service type is accepted into the system. var(xi), then aL{dpi > 0; in this case we say that service type i is self-advantageous, indicating that increasing the service rate helps out the acceptance rate. Similarly, if Exi < var(xi), then aLi/api c 0; in this case we say that service type i is self-Ulsadvantageous. We investigate the sign of Exi -var(xi) by looking at the ratio var(xi)/Exi, and we note that this ratio varies with pi. Some factors affecting this ratio are shown in Figure 3 Figure 4 (a); we have not labeled the transitions to increase clarity. If pl= 0, then xl= N almost surely, and accordingly the ratio of the variance to the mean is 0. As p1 increases, the effect of the barrier at xl= N lessens, and the ratio increases. As pl approaches infinity, E(x ) drops toward 0, but the distribution of x1 tends toward a Poisson distribution, and the ratio of the variance to mean approaches 1 accordingly. This tendency is shown in Figure 4 (b). Note that for any value of pl, service type 1 is self-advantageous. Now consider the same system, but with a second service type. Assume that only one of service type 2 can be provided at a time, and only if none of service type 1 are in the system. The resulting Markov chain is pictured in Figure 5 (a). As in the first example, if p,= 0, then xl= N almost surely, and the ratio of the variance of xi to its mean is 0. As pl increases, the effect of the barrier at xl= N lessens, and competition between x1 and x2 increases, and thus the ratio increases, eventually pushing past 1. As pl approaches infinity, E(xl) drops toward 0, and competition between xi and x2 decreases as the system becomes mostly idle; the ratio of the variance to mean again approaches 1. This tendency is shown in Figure 5 
C. Discussion
In summary, theorem 1 provides three results. First, it lends a characterization of pairs of services as complements, substitutes, or both, depending upon the sign of the associated covariance of the number of each in the system. Second, it states that increasing the arrival rate of one type of service request always increases the rate at which that service type is accepted into the system. Third, it lends a characterization of each single service, given a specified set of arrival and service rates, as advantageous or disadvantageous, depending upon the ratio of the variance to expectation of the number in the system. These results can be specialized to a single resource (MRSST) model, n = 1, to obtain some of the conclusions reached in [9,1 o]. Consider links between two nodes as the single resource, and requests for bandwidth as multiple request types (with the type given by the number of links required). Using the first result, conclusions such as 'requests for the largest bandwidth permissible compete with all other requests' can be made (see A). The second result, applied to this system states 'the throughput of requests for any particular bandwidth is an increasing function of the rate of such requests'. The third result states that throughput is not necessarily monotonically increasing in the service rate (see [lo] ).
These results have particular relevance to the design of communication systems. Theorem 1 provides help when sizing a communication system, or when estimating the impact of a new service offering on existing services. Applied to simulations, sensitivities may be calculated from covariances obtained without having to perturb parameters.
IV. Achievable Throughput
In this section, we look at the region of achievable throughput.
The set of all possible arrival rates h E W : maps via equations The proof proceeds by showing that the infinite boundary in the X space maps into the boundary B of Y; that if X = -, then all states with nonzero probability lie on a hyperplane tangent 10 the stale space Z from above; that this implies that L must lie on an equivalent hyperplane in its space; and that therefore the region Y is the convex hull formed by these hyperplanes. It relies in part on theorem 1, and especially on the linear relationship between xi and Li expressed in (4) . Suppose that each service performed generates a revenue of $ri. Then maximization of the total revenue Theorem 2 suggests a revenue optimization problem. corresponds 10 maximizing this linear function over Y. This is a linear programming problem. 'x* E 2 is an extreme point of 2 if X* can not be expressed as a convex combination of other states in 2.
i.e. px* xi, ... , pnxJ.
The multiplication p* is taken componentwise, In this section we relax the statistical assumptions of the model posed in section II.
A. General service distributions m o r e m a Theorems 1 and 2 hold if the time to service a request of type i has any arbitrary distribution, with a rational Laplace transform. with mean llp..
Sketch of Proof:
We no longer have a Markov chain in x, but if we keep track of the age of each service and its type, we can construct a Markov process (e.g. see Ill]). Kaufman [2] showed that, in the MRSST model, the stationary distribution (1-2) holds. His analysis models the system as a BCMP queueing system [5-;1, and then uses Lam's extension [8] to show the product form distribution is still valid. A similar analysis, applied to the MRMST model, produces the same result -the distribution (1-2) holds. Little's result, E(xi) = Li (I/@ also still holds, with l/pi now interpreted as the mean service time for service type i. The proofs of theorems 1 and 2 thus follow as before.
B. Non coordinate convex sample spaces
Suppose that the state space is not coordinate convex i.e. that occasionally service completion may be blocked. This might occur if service completion requires some other event to occur first, or if service completion requires another service to start, and this new service is blocked.
Theorem 4:
Theorem 2 holds if the state space is not coordinate convex provided that service completion is never blocked while the system is in any of the states on the upper boundary (U Fi) of the state space Z. ' 
Sketch of Proof:
The Markov chain can be considered to be the restriction of a coordinate convex Markov chain to a smaller state space. Since the larger Markov chain is time reversible and product form, the smaller Markov chain will also be time reversible and product form providing its state space is still irreducible. So (1-2) still holds. If service completion is not blocked while the system is in any of the states on the upper boundary of 2 , then E(x$ = Li (l/h) will still hold when h = -. Theorem 2 will thus follow as before.
To consider the case when service completion is blocked while the system is in some state on the upper boundary of Z, or to prove some sensitivity result similar to Theorem 1, we must model how blocking occurs (e.g. see 121). However, since the average length of time in the system for a service of type i is no longer l / h (occasionally it will be blocked from completing), we must also allow state dependent service rates, as in section D below.
C. State dependent arrival rates
Suppose now that the arrival rates of service requests are state dependent. This may occur if the queueing system is closed (e.g. see Define h(x) to be the product of h(x) along any path from state x down to state (0, ..., 0). This quantity must be uniquely defined for consistency. The stationary distribution will then be:
The proofs of Theorems 1 and 2 proceed as before, with this new stationary distribution in place of (1-2),
D. State dependent service rates
Finally, suppose that the service rates are state dependent. In section II, we assumed that the rate of departure from state x was xipi, in each direction i. We shall now relax this to any state dependent rate pi(x). subject to M(x) = 'product of p(x) along any path from state x down to state (0, ..., 0)' being uniquely defined. This generalization allows some alternative service disciplines, e.g. processor sharing; see 15-71 for more detail on alternatives. It does not, however, allow for general queueing schemes; general queueing would produce departure rates that depend not only upon state but also upon the path to that state i.e. upon which how many of each service type were queued and how many were in service.
Similar to how we dealt with state dependent arrival rates, we can rewrite the stationary distribution as:
x(x) = -M(x) i=l xi! However, since Liltle's formula now becomes E(x$ = Li E(l/h), we lose the linear relationship between xi and Li, and Theorems 1 and 2 no longer hold.
VI. Conclusions
We have analyzed the simplest MRMST model of a communications system which can process general types of requests, each of which requires several types of resources. More realistic models will have to abandon two assumptions.
First, we assumed that the resources needed to process a request are acquired and released simultaneously. In practice the situation is more complex. For instance, in processing a credit card call, a database query is first made to verify the status of the caller; after it is approved the call is processed. Thus the two resources -database transaction and call handling -are occupied sequentially. On the other hand, in a conference call several links are occupied concurrently. In general, then, processing a service request can require a combination of sequential and concurrent access to resources. We need new approaches to specify such service requests and to model the scheduling of resources 1211.
Second, we assumed the simplest discipline. Two extensions are worth considering: requests can be queued, and resources can be reserved to ensure faimess and in anticipation of future revenue generating requests [22] .
