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The generalized totally asymmetric exclusion process (TASEP) [J. Stat. Mech. P05014 (2012)]
is an integrable generalization of the TASEP equipped with an interaction, which enhances the
clustering of particles. The process interpolates between two extremal cases: the TASEP with
parallel update and the process with all particles irreversibly merging into a single cluster moving as
an isolated particle. We are interested in the large time behavior of this process on a ring in the whole
range of the parameter λ controlling the interaction. We study the stationary state correlations,
the cluster size distribution and the large-time fluctuations of integrated particle current. When
λ is finite, we find the usual TASEP-like behavior: The correlation length is finite; there are only
clusters of finite size in the stationary state and current fluctuations belong to the Kardar-Parisi-
Zhang universality class. When λ grows with the system size so does the correlation length. We
find a nontrivial transition regime with clusters of all sizes on the lattice. We identify a crossover
parameter and derive the large deviation function for particle current, which interpolates between
the case considered by Derrida-Lebowitz and a single particle diffusion.
PACS numbers: 74.40.Gh,02.30.Ik
I. INTRODUCTION
The asymmetric simple exclusion process (ASEP) is
one of the basic models of driven transport admitting an
analytical treatment [1–3]. It is commonly accepted that
different versions of ASEP provide an adequate descrip-
tion of statistical properties of one-dimensional diffusive
and driven-diffusive systems. During the last decades
the ASEP was a laboratory for obtaining the universal
critical exponents and scaling functions of the Edward-
Wilkinson (EW) and Kardar-Parisi-Zhang (KPZ) univer-
sality classes [4, 5]. The range of models that can be
solved exactly is very limited, but the universality im-
plies that results obtained from their solution apply to a
wide range of stochastic systems, like interacting particle
systems, growing interfaces, crystal facets, polymers in
random media, etc. Among the results, which are be-
lieved to be universal, are the dynamical exponent of the
KPZ class [6], the KPZ-EW crossover function for the re-
laxation time [7], the large deviation function (LDF) for
particle current in the systems with periodic [8] and open
[9, 10] boundary conditions. More recently, consideration
of these processes on the infinite lattice yielded plenty of
results on the universal scaling functions for probability
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distributions and correlation functions characterizing the
nonstationary time evolution.
The totally asymmetric exclusion process (TASEP) is
the simplest version of the ASEP, possessing a special
mathematical structure, which simplifies the solution sig-
nificantly. Using this structure, Derrida and Lebowitz
obtained the first exact expression for the LDF of par-
ticle current for an arbitrary lattice size, which yielded
the universal scaling function in the scaling limit. Also,
closed determinantal formulas for the Green’s functions
were derived for the TASEP on both the infinite lattice
[11] and the ring [12]. Finally, all multipoint correlation
functions for the process in the infinite system were con-
structed [13–20]. Remarkably, unlike the partially asym-
metric case, the TASEP remains exactly solvable in a dis-
crete time framework. The models with several different
updates were solved: backward sequential [21], parallel
[22] and sublattice parallel [23]. All these versions of the
TASEP demonstrate the same universal KPZ behavior
in the scaling limit. It is of interest, however, to exam-
ine possible mechanisms taking the system away from the
KPZ class, to see how the KPZ universality breaks down.
To our knowledge, the generalized TASEP (gTASEP)
studied here was first considered in [24], where without
any reference to its integrable structure, it was used as
an example of a traffic model with a stationary mea-
sure admitting factorized representation. It was later re-
discovered in [25], within a totally different context as
an integrable generalization of the TASEP. Finally, it
was shown to be a particular q = 0 limiting case of the
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2general three parametric Bethe ansatz-solvable stochas-
tic chipping model [26], also referred to as a q-Hahn or
(q, µ,ν)−boson process [27, 28]. In turn, it containes al-
ready known TASEPs with parallel and sequential up-
date as particular cases. In the gTASEP an additional in-
teraction between particles is introduced, which enhances
the clustering of particles comparing to the usual TASEP.
The dynamics of the model can be viewed as the TASEP-
like process, where clusters of particles diffuse, breaking
into parts and merging together. The relative frequency
of these processes is controlled by an extra parameter λ.
The bigger value of λ, the stronger is the effective attrac-
tion between particles and the larger is the size of clusters
in typical particle configuration. A limiting case λ→∞,
which we refer to as the deterministic aggregation (DA)
limit, produces the process, where particles stick together
irreversibly, finally forming a single giant cluster, which
moves as an ordinary random walk.
The main aim of the present paper is to study how
the large-scale behavior of the steady state in gTASEP
changes as the DA limit is approached. We concentrate
on the stationary state correlations and fluctuations of
particle current on the ring. For moderate interaction
strength it is natural to expect that the scaling behavior
of gTASEP will be similar to the usual TASEP, which
belongs to the KPZ universality class. For the latter, it
is well known that the stationary state is uncorrelated
if looked at in the scale of the system size. Also the
motion of particles in an infinite system is subdiffusive.
Though it is still diffusive in a finite system, the diffu-
sion coefficient decays as ∆ ∼ 1/√L as the system size L
grows to infinity. Further details of the large time fluc-
tuations of particle current can be extracted from the
universal LDF obtained by Derrida and Lebowitz in [8]
for the usual TASEP, and later proved to hold for several
other systems [29–32]. On the other hand in the DA limit
the particles form a single giant cluster, which moves as
a single particle. This behavior obviously corresponds
to correlation length unboundedly growing with the sys-
tem size and to purely diffusive motion of each individual
particle. As a result, there are many small particle clus-
ters, finite range correlations, and KPZ-like fluctuations
on the one end of the range of λ and one macroscopic
cluster with pure single-particle diffusion on the other.
Then the natural question to ask is how many particle
clusters can there be and how large can typical particle
clusters be for the KPZ universality to survive and how
the two regimes are connected to each other. Intuition
says that at least at a finite density of finite clusters,
which is maintained at finite values of λ, we should be in
the KPZ regime, as the finite clusters can be effectively
treated as larger particles. The analysis below shows,
however, that one can approach the DA limit much more
closely keeping the universal KPZ form of the current
LDF. We show that even when λ and, hence, the typi-
cal size of clusters, grow with the system size, the LDF
preserves its functional form, unless the order of λ is as
large as L2. When λ/L2 → 0, the dependence on the
value of λ affects only the non-universal constants con-
trolling the fluctuation scale but not the functional form
of the distribution. At the scale λ ∼ L2 there is only a
few (a finite number of) macroscopic clusters on the lat-
tice and the correlation length is of order of system size
L. At this scale, the transition from the KPZ to the DA
limit takes place. We obtain the LDF that crosses over
from the KPZ Derrida-Lebowitz form to pure Gaussian
as λ/L2 varies from zero to infinity.
To have a rough idea of where the scale λ ∼ L2 comes
from, the following simple mean-field argument can be
used, which should not be considered as a derivation,
but can be viewed as a description of the scenario of the
transtion regime. Let us think about the large numberM
of interacting particles diffusing on the one-dimensional
lattice with overall particle density being fixed,M/L = c,
as about diffusing, aggregating and dissociating clusters
(compact groups of particles). Two clusters merge when
coming in contact, while any cluster can break down into
two smaller clusters at any point with small rate α. Then
as α goes to zero, we expect to observe a transition from
a finite density of finite clusters to a single cluster of
size M . In the transition regime there is a finite number
of clusters of any macroscopic size. Under this sugges-
tion consider the conditions for the equilibrium to hold
between merging and breaking up clusters at all scales.
Let P (n) be a global density (mean number per unit
length) of n-particle clusters, which is supposed to be
of the same order through the whole range of n in the
transition regime. The number of clusters of size n in
the system is equal to LP (n), and the total number of
clusters of any size in a typical configuration is given by
the sum L
∑
1≤n≤M P (n). For this number to be finite
(of order of one), the value of P (n) should be of order
of 1/L2. As the cluster of n particles can split into two
smaller clusters at any of its points, the mean rate of de-
cay of such clusters will be nαP (n). On the other hand,
the number of clusters of size n appearing per unit time
is
∑
k P (k)P (n− k), which is of order of 1/L3. Equating
these two expressions we find that α must be of order
of 1/L2. An analog of splitting rate α in our model is
the inverse of the parameter λ. Our asymptotic analy-
sis indeed shows that the scaling parameter controlling
the transition occurring in the limit λ→∞ can be cho-
sen proportional to λ/L2. Tuning this parameter one can
obtain both the particle current LDFs for KPZ and DA
regimes as limiting cases. We want to emphasize that the
above description gives a qualitative picture, which can
only illustrate the exact results obtained below.
It is worth mentioning other studies of models, where
the particle clustering strength can be controlled. A ver-
sion of the TASEP with next-nearest neighbor interac-
tion was proposed in [33]. The particle flow has the jam-
ming tendency and for this reason the flow diagram is
shifted in the region of large densities. The finding of
a “fourth phase” in the mean-field approximation (ap-
proved by Monte Carlo simulations) demonstrates an un-
usual and nontrivial character of particle flow when it
3enters the jam regime.
The model which allows for the diffusion of clusters,
aggregation on contacts between them and single-particle
dissociation has been considered in [34]. A mean field
analysis of the model showed that the system undergoes
the dynamical phase transition: The steady state mass
distribution in one phase decays exponentially for large
masses. In another phase, the model predicts an infinite
aggregate in addition to a power-law mass decay.
Note that the mentioned models do not belong to the
class of integrable models. The models like these are
generally studied in the mean field approximation, or at
best allow the exact characterization of the stationary
state distribution; see, e.g., [33]. Such an analysis pro-
vides the thermodynamical description, like the density-
current relation, which is not universal and to large ex-
tent depends on particular dynamical rules. In contrast,
in our case the integrability allows the exact treatment of
the full dynamical problem, which contains information
about universal fluctuations in the scaling limit.
Our paper is organized as follows. In Sec. II we formu-
late the model and explain the zero-ramge rocess (ZRP)-
ASEP mapping, which allows us to establish a relation
between gTASEP and another zero-range type model
with an unbounded number of particles in a site. While
many quantities characterizing the two models coincide,
the advantage of models like the ZRP is a factorized form
of steady state distribution, which can be analyzed with
the canonical partition function formalism.
In Sec. III we study the stationary state of both
gTASEP and the corresponding ZRP-like model. For the
ZRP-like model we obtain the exact expressions for the
partition function on an arbitrary finite lattice and use it
to derive the occupation number distribution. The lat-
ter can be reinterpreted as the cluster size distribution
in the gTASEP. We also derive the generating function
of particle jumps and, in particular, obtain the exact for-
mula for the mean number of particle jumps per unit
time. The exact partition function and particle current
are represented as contour integrals, which, then, are ex-
plicitly evaluated in terms of the Gauss 2F1 and Appell
F1 terminating hypergeometric series, respectively. Then
we perform an asymptotic analysis of the integrals ob-
tained, first, in the saddle point approximation, which
is applicable when λ/L2 → 0, and, second, in the limit
λ/L2 → const > 0, when the saddle point approxima-
tion fails. In the first case, we obtain the geometric finite
(or subextensive) cluster size distribution and the ther-
modynamic formula for particle current (flow diagram)
depending on two parameters and particle density. In
the second case we obtain the distribution of cluster sizes
on the system size scale, expressed in terms of the mod-
ified Bessel functions. In the last section of Sec. III we
analyze the stationary state of the gTASEP directly in
the grand-canonical ensemble exploiting the fact that the
stationary measure of the gTASEP is similar to the Gibbs
measure of a one-dimensional Ising model. We evaluate
the two-point correlation function and discuss its behav-
ior in both limits.
Section IV is devoted to the analysis of particle current
fluctuations. We first remind the reader of the Bethe
ansatz solution of the models discussed and then obtain
the largest eigenvalue of the Markov matrix deformed
by including parameter γ, counting the particle jumps.
The eigenvalue, obtained in the parametric form as two
series with coefficients expressed via 2F1 and F1, has a
meaning of the rescaled cumulant generating function of
the total number of particle jumps or of the Legendre
transform of the corresponding LDF. In particular, in
addition to the exact particle current obtained in Sec. III
we derive the exact expression for the diffusion coefficient
of a particle in gTASEP. The asymptotic analysis again
consists of two parts: the saddle point approximation for
λ/L2 → 0, which reproduces the universal function by
Derrida and Lebowitz through a range of scales of λ, and
the asymptotic analysis on the scale λ ∼ L2, describing
the KPZ-to-Gauss transition.
The last section, Sec. V, is intended to bind together
the variety of the results obtained for the KPZ regime.
We remind to the reader of the scaling theory, developed
in [35], which claims that many non-universal quantities
characterizing the systems belonging to the KPZ univer-
sality class can be expressed in terms of only two dimen-
sional invariants, which, in particular, are related to the
dimensional constants in the KPZ equation. We show
that this hypothesis is confirmed by our results and con-
versely express the non-universal scaling constants in the
LDF in terms of the KPZ dimensional invariants.
In Appendix A we give explicit formulas for some
model-dependent constants appearing in the calculations
and establish relations between them, which confirm
KPZ universality. The formulas used to work with the
special functions are listed in Appendices B and C.
II. MODEL DEFINITION AND ZRP-ASEP
MAPPING
Consider M particles on the one-dimensional lattice of
L sites with periodic boundary conditions. Each lattice
site can be occupied by, at most, one particle. Parti-
cle configurations are recorded as N -tuples of particle
coordinates x = (1 ≤ x1 < x2 < · · · < xM ≤ L). Parti-
cle configurations evolve in discrete time with clusterwise
backward-sequential update rules. We refer to a com-
pact string of particles like (xi−k = x − k, ..., xi = x)
surrounded by two empty sites as a cluster. The up-
date of particle configuration at a given time step starts
from the rightmost particle of any cluster. For definite-
ness, one can choose the cluster with the maximal coordi-
nate xi ≤ L of the rightmost particle. The particle tries
to jump one step to the right, i.e., clockwise, succeed-
ing, (x → x + 1 mod L), with probability p or failing,
(x → x), with probability 1 − p. In the case of success
and if the cluster consists of more than one particle, the
second particle tries to follow the first one with proba-
4Figure 1: ZRP-ASEP mapping.
bility µ, which is, in general, different from p. So do the
third, fourth, etc., particles until either some particle of
the cluster has failed to jump or the cluster has ended.
In other words, for k−particle cluster with k > 1 the
following outcomes are possible:
1. all k particles stay with probability (1− p);
2. m < k particles make a step with probability
pµm−1 (1− µ);
3. all k particles jump with probability pµk−1
Then we go to the next cluster in a counterclockwise di-
rection and continue the update until all clusters on the
lattice have been updated. Note that the result clearly
does not depend on what cluster we choose to start. The
clusterwise backward-sequential update, i.e. the condi-
tion of starting from the rightmost particle of a cluster
excludes the situation when the tail of a cluster is up-
dated before its head, which would occur with the con-
ventional sitewise backward update, when the sites 1 and
L are inside the same cluster. It is also easy to see that
the exclusion rule is automatically satisfied.
The above formulation uses two control parameters p
and µ having a meaning of probabilities, hence varying
in the range 0 ≤ p, µ ≤ 1. The particular cases µ = 0
and µ = p correspond to the TASEP with parallel and
backward-sequential updates, respectively. In the case
µ = 1 the probability for all particles of a cluster to follow
the first particle is equal to one. Therefore, clusters can
only merge and no dissociation occurs in this limit.
Using so-called ZRP-ASEP mapping, the gTASEP can
be related to a model of the ZRP type with an unbounded
number of particles in a site. To establish the correspon-
dence, we replace a string of sites occupied by a cluster
of n particles together with one empty side ahead by a
single site with n particles as shown in Fig. 1.
Thus, M particles are placed on the lattice L consist-
ing of N = L −M sites allowed to hold any number of
particles unlike at most one particle per site in the ASEP.
The one-step jump of m particles from a splitting clus-
ter will be replaced with a jump of the same number of
particles from the corresponding site to the next site on
the right. According to the above dynamical rules, the
jump of m particles from a site with n particles depends
on both n and m, and has the form
ϕ(m|n) =
 (1− p), m = 0;pµm−1 (1− µ) , 0 < m < n;pµn−1 m = n, (1)
for n > 0 and ϕ(0|0) = 1 with all the sites being updated
simultaneously at a given time step, as in the parallel
update scheme. As noted in Sec. I, the hopping prob-
abilities of our model are a particular q = 0 limit of
the general three-parametric hopping probabilities of the
model proposed in [26], where they depended on three
parameters q, µ and ν. Here we use the notations of [26],
which are different from those used in the first paper on
the gTASEP [25]. Specifically, the two parameters µ and
ν of the present article (as well as of [26]) correspond
to p(1 + ν) and νp/(1 − p) of [25] respectively. The pa-
rameter ν used here is related to the parameters p and µ
defined above by
ν =
µ− p
1− p . (2)
In the following, where it is more appropriate for brevity
of notations, we also use another parameter
λ =
1
1− ν . (3)
In particular, it is convenient for studying the DA limit,
which corresponds to λ→∞.
Note that for periodic lattices, the ZRP-ASEP map-
ping is not the one-to-one correspondence between par-
ticle configurations, though they can be made equiva-
lent up to the lattice rotations. In particular, there are
more particle configurations in ASEP-like systems that
in ZRP-like systems. Given two initial particle config-
urations in the ZRP and the ASEP related to one an-
other by the mapping, the further processes are in the
one-to-one correspondence in terms of relative distances
between particles, but not in terms of particle coordi-
nates. The essence of the difference is different transla-
tional symmetries of the lattices with different numbers
of sites: A particle configuration returns to itself after L
unit translations in the ASEP and after M unit transla-
tions in the ZRP. As seen from the Bethe ansatz solution
below, a little modification is necessary to transform for-
mulas using the coordinate notations in one system to
those in the other. However, this difference does not af-
fect translation invariant quantities, e.g. stationary state
observables such as particle density and current. Once
calculated in one system such a quantity can be easily
related to similar quantity in the other. The densities
of particles defined in the TASEP-like and and ZRP-like
systems as
c = M/L and ρ = M/N,
respectively, are related by
c =
ρ
1 + ρ
.
5The total numbers of jumps made by all particles are
the same in both systems. In particular, this is the case
for the stationary state average number of jumps per one
step J . Then the mean velocities of particles v = J/M
are the same in both systems, while the stationary state
currents, i.e., average numbers of particles leaving one
site per time step, jASEP = J/L and JZRP = J/N ,
satisfy the following relation:
jASEP
c
=
jZRP
ρ
= v.
Below, we use these relations to express stationary char-
acteristics of the gTASEP on terms of quantities obtained
for corresponding ZRP-like system.
III. STATIONARY STATE
A. Partition function formalism
The advantage of the ZRP-like system is that its sta-
tionary measure has a particularly simple form. Specif-
ically, consider the one-dimensional periodic lattice L =
Z/NZ consisting of N sites withM particles on it. Every
site can hold any number of particles. It is convenient to
specify particle configurations in the ZRP-like systems
by N occupation numbers of all sites
n = {n1, . . . , nN} . (4)
The system configuration is updated at every time step
by bringing any number mi ≤ ni of particles from every
site i = 1, . . . , N to the next site i + 1 with probability
ϕ(mi|ni) defined in (1). Therefore, the probability Pt (n)
for the system to be in a configuration n at time step t
obeys the Markov equation
Pt+1(n) =
∑
n′
Mn,n′Pt(n
′), (5)
with transition matrix M defined by matrix elements
Mn,n′ =
∑
{mk∈Z≥0}k∈L
∏
i∈L
T
mi−1,mi
ni,n′i
, (6)
where Tmi−1,mini,n′i = δ(ni−n′i),(mi−1−mi)ϕ(mi|n
′
i). It was
proved in [36] that if and only if the hopping probabilities
ϕ(m|n) have the functional form
ϕ(m|n) = v(m)w(n−m)∑n
i=0 v(i)w(n− i)
, (7)
with two arbitrary positive functions v(k) and w(k), the
Markov equation (5) has a unique stationary solution,
which belongs to the class of the so-called product mea-
sures; i.e., the probability of a configuration is given by
the product of one-site factors
Pst (n) =
1
Z (M,N)
N∏
i=1
f (ni) , (8)
where the one-site factor is given by
f (n) =
n∑
i=0
v(i)w(n− i), (9)
and Z (M,N) is the normalization constant, referred to
as the partition function in statistical physics. In our
case, the functions v(k) and w(k) that define the hopping
probabilities (1) can be chosen as
v(k) = µk(δk,0 + (1− δk,0)(1− ν/µ)), (10)
w(k) = (δk,0 + (1− δk,0)(1− µ)), (11)
which, according to (9), yield an expression for the single
site weight,
f(n) = (δn,0 + (1− δn,0)(1− ν)) (12)
With the product measure (8) in hands, we are in po-
sition to use the partition function formalism [37, 38]
to calculate the stationary state observables. The parti-
tion function is the normalization constant of the station-
ary distribution (8), given by the sum of unnormalized
weights over all particle configurations,
Z (M,N) =
∑
n1,...,nN≥0
δ‖n‖,M
N∏
i=1
f (ni) , (13)
Here f(n) is the one-site weight defined in (12), ‖n‖ =
n1 + · · ·+nN , and the Kronecker δ symbol constrains the
summation to particle configurations with the number of
particles fixed to M . The sum is given by the contour
integral
Z (M,N) =
˛
Γ0
[F (z)]
N
zM+1
dz
2pii
, (14)
where
F (z) =
∞∑
n=0
znf (n)
is the generating function of the one-site weights, and the
contour of integration is a small circle closed around the
point z = 0 leaving all other singularities of F (z) out-
side. The partition function contains information about
the stationary state of the model. In particular, the prob-
ability for a site to be occupied by n particles is
P (n) = f(n)
Z(M − n,N − 1)
Z(M,N)
. (15)
Another correlation function is the probability H(k)
for k particles on the lattice to hop simultaneously,
H(k) =
∑
n,m∈ZN≥0
δ‖m‖,kδ‖n‖,Mϕ(m|n)Pst(n),
6where ϕ(m|n) = ∏1≤i≤L ϕ(mi|ni) and we suggest that
ϕ(m|n) = 0, when m > n. The corresponding generating
function,
Ψ (x) ≡
M∑
n=0
xnH(n). (16)
can be obtained in the form of contour integral
Ψ(x) =
1
Z (M,N)
˛
Γ0
[Φ (x, z)]
N
zM+1
dz
2pii
with the two-variable generating function
Φ(x, z) =
∞∑
n=0
n∑
m=0
ϕ(m|n)f(n)xmzn.
The values of H(n) can be then represented via contour
integrals with Ψ(x) around x = 0, while for the moments
we need the derivatives at x = 1. In particular, the
average total number of particles jumping per unit time
can be evaluated as
J = Ψ′(1).
Using the representation (7) of ϕ(m|n) and interchang-
ing the order of summations, we obtain
Φ(x, z) = V (xz)W (z),
where V (t) and W (t) are the generating functions of the
above sequences v(k) and w(k):
V (t) =
∞∑
k=0
v(k)tk, W (t) =
∞∑
k=0
w(k)tk.
Noticing that F (z) = V (z)W (z), we obtain
J =
N
Z (M,N)
˛
Γ0
[F (z)]
N
zM
V ′(z)
V (z)
dz
2pii
. (17)
The generation functions of the sequences w(k), v(k),
and f(k) from (10)–(12) are
V (t) =
1− νt
1− µt , W (t) =
1− µt
1− t , F (t) =
1− νt
1− t .
Then the above integrals can be evaluated in terms
of hypergeometric functions. Specifically, the grand
canonical partition function [F (z)]N and the function
[F (z)]
N
V ′(z)/V (z), are generating functions of the 2F1
Gauss hypergeometric functions and F1 Appell function
respectively. The integrals extract from these series the
coefficients of the terms of order M and (M − 1), respec-
tively (see Appendix B). Then, for the partition function
we have
Z(M,N) =
(
L− 1
M
)
2F1 (−M,−N ; 1− L; ν),
while the average number of particles jumping per unit
time is
J =
(µ− ν)NM
(L− 1)
F1(1−M ; 1−N, 1; 2− L; ν, µ)
2F1 (−M,−N ; 1− L; ν) . (18)
When one of the arguments is zero, the F1 Appell func-
tion is reduced to the 2F1 Gauss function (see appendix
B). Therefore, in the limit µ = 0, i.e. the parallel update
(PU) case, we recover the result obtained in [29]:
JPU =
p
1− p
NM
(L− 1)
2F1 (1−M ; 1−N, 2− L;− p1−p )
2F1 (−M,−N ; 1− L;− p1−p )
.
The ν = 0 case corresponds to the backward-sequential
update (BSU), for which we have a formula
JBSU =
pNM
(L− 1) 2F1 (1−M ; 1, 2− L; p),
obtained in [39]. [There is a minor mistype in [39]: the
factor z corresponding to our p is missing from the final
expression, formula (16).] Also the p = 1 limit of (18)
was obtained in [24]. It should be noted also that the F1
Appell function is a two-variable reduction of the Lauri-
cella hypergeometric function FD, which depends on an
arbitrary number of variables. The particle current in a
particular example of ZRP, where, at most, one particle
may jump from sites with r ≤ K particles with arbitrary
probabilities 0 < u(r) < 1 and from sites with r > K
with probability u(r) = 1 was obtained in [40] in terms
of Lauricella hypergeometric function FD of K variables.
Presumably, our case and the one studied in [40] can be
unified within a larger class of processes.
The results we have just obtained give the exact for-
mulas for the partition functions, from which we can also
obtain the occupation number distribution, and the mean
particle current on an arbitrary finite lattice. However,
of physical interest is the thermodynamic limit,
N →∞,M →∞,M/N = ρ = const (19)
It turns out that depending on the scale of the parameter
λ, two different regimes naturally appear.
B. Asymptotic analysis
Saddle point method, λ/N2 → 0
In the limit (19), we can try to evaluate the integrals
(14) and (17) in the saddle point approximation. The
integrals have the form
IN (h(z), g(z)) =
˛
Γ0
eNh(z)g(z)
dz
2piiz
, (20)
where
h(z) = ln(1− νz)− ln(1− z)− ρ ln z. (21)
7The critical points of the function h(z) are defined by
equation h′(z) = 0, which has two solutions
z± = 1 +
(1− ν)
2cν
(
1±
√
1 +
4(1− c)cν
1− ν
)
, (22)
where c = ρ/(1 + ρ) is the concentration of particles in
the ASEP-like system. The simple analysis shows that
0 < z− < 1 and z+ > 1, <h(z+) < 0 and <h(z−) > 0.
Therefore
z = z−
is the point which gives the dominant contribution to the
integrals. We now choose the steepest descent contour
being a circle of radius z−with the center at the origin.
Then the integral (20) asymptotically is
IN (h(z), g(z)) = e
Nh0√
2piN |h2|
[
g0 +
1
2N
(
g2
|h2| +
g1h3
h22
+
g0
4
(
h4
h22
+
5h23
3|h2|3
))
+O
(
N−2
)]
, (23)
where gk = (iz∂z)
k
g(z)|z=z− and hk = (iz∂z)k h(z)|z=z− .
Choosing g(z) = 1 we obtain the leading order of the
partition function
Z(M,N) = IN (h(z), 1) ' exp (Nh0)√
2piN |h2|
.
To obtain the occupation number distribution P (n) using
(15) we need also the value of Z(M−n,N−1), which can
be evaluated choosing g(z) = zn exp [−h(z)] . As a result,
in the limit (19) for n not too large P (n) ' f(n)g(z−),
from where we have a usual Gibbs-like form
P (n) = λ−1 exp (−n/n∗ − h(z−)) , n > 0
P (0) = exp (−h(z−)) ,
with n∗ = −1/ ln z−, obtained before in [24]. This form
of the distribution suggests that only sites with finite
(mainly n . n∗) occupation numbers have a chance to
appear in a typical configuration in the stationary state.
To interpret this results in terms of the gTASEP,
we note that conditioned to occupied sites, n > 0,
the distribution obtained gives the cluster size distri-
bution. It is the geometric distribution P (lcl = n) =
(1− z−) zn− , with the mean cluster size equal to
〈
lcl
〉
=
z− (1− z−)−1 . As λ→∞, the mean cluster size grows as〈
lcl
〉 ∼√λ/ρ, and, correspondingly, the mean number of
clusters at the lattice is M
〈
lcl
〉−1 ' Lc3/2/√λ(1− c).
As discussed in the end of this section, the saddle point
approximation is valid as far as λL−2 → 0. Therefore,
these results hold as far as the number of clusters grows
with the system size and their size is subextensive, i.e.,
much less than L.
To obtain the particle current we must also evaluate
the ratio
J = N
IN (h(z), g(z))
IN (h(z), 1) ,
with the function g(z) = zV ′(z)/V (z) = (1− µz)−1 −
(1− νz)−1. The next to leading order finite size correc-
tion to the particle current has a universal meaning in
context of KPZ theory, which will be discussed below.
Therefore, we keep the terms of the asymptotic expan-
sion up to the next to leading order, which yields
J = Ng0 +
1
2
(
g1h3
|h2|2
+
g2
|h2|
)
+O(N−1). (24)
From the leading order we obtain the current-density re-
lation (so-called flow diagram) for the gTASEP, which
being expressed in terms of probabilities p and µ, reads
as
jASEP =
cp(1 + (1− 2c)µ)
2µ+ 2c(p(1− µ)− µ) (25)
− cp
√
(1− µ)(1− 4(1− c)c(p− µ)− µ)
2µ+ 2c(p(1− µ)− µ) ,
and reproduces the formula obtained in [24]. The partic-
ular cases of this expression are:
µ = 0, well known current-density relation for the
TASEP with PU first obtained in studies of traf-
fic models [41],
jPU =
1
2
(
1−
√
1− 4pc(1− c)
)
;
µ = p, BSU [42],
jBSU =
(1− c)cp
1− cp ;
µ = 1, the limit of DA in which all particles finally stick
together into a single giant cluster, which performs
ordinary Bernoulli random walk,
jDA = cp.
In the case of PU, the current-density plot is symmetric
due to particle-hole symmetry. The bigger the value of
8µ, the more right skewed is the plot. In the DA limit, it
degenerates into the linear function describing a random
walk of a single particle making steps of length M .
The explicit expression of the next to leading order
finite-size correction to the current given in (A4) of Ap-
pendix A is rather cumbersome. However, it is informa-
tive to look at it close to DA limit:
µ → 1, ν → 1, p = µ− ν
1− ν = const.
It is convenient to describe this limit in terms of the pa-
rameter λ defined in (3), for which the limit corresponds
to λ→∞. Then the leading asymptotics in λ is
jASEP (L) − jASEP (∞) (26)
=
1
L
[
3cp(1− p)
4 (1− c) +O
(
λ−1/2
)]
+O
(
L−2
)
.
Surprisingly the 1/L correction saturates to the finite
limit as λ → ∞. However, the next orders’ corrections
diverge in this limit, so that the effective expansion pa-
rameter is
√
λ/L, from where we can estimate the range
of validity of the expressions obtained. One can see that
the correction becomes non-neglectable as soon as λ is
of the order of L2. In fact, the very applicability of the
saddle point method is violated at this scale. The reason
for that is merging of the saddle points z−and z+ with
the pole of the function under the integral, which makes
all the terms of the expansion of the function h(z) effec-
tively of the same order. Indeed, though we implicitly
assumed that all the parameters of h(z) are constants as
N grows, the saddle point method can still be applied
with N−dependent parameters as far as the limit
lim
N→∞
∣∣∣∣∣N1−k/2hkhk/22
∣∣∣∣∣ = 0
holds for k ≥ 3, where hk is the k-th derivative of h(z)
evaluated at the saddle point z−. In the limit λ → ∞,
the saddle points are as close to z = 1 as z± = 1 ±√
1/ρλ+O(1/λ) and hk grows as hk ∼ λ k−12 . Therefore,
the above limit holds as far as λN−2 → 0. The situation
when λN−2 → const > 0, corresponding to the transition
regime, requires a separate asymptotic analysis.
Transition regime, λN−2 = const.
Let us consider the integral (14) representing the parti-
tion function Z(M,N). To evaluate the integral asymp-
totically we note that the function under the integral has
only two singularities in the complex plane z = 0 and
z = 1, and, in particular, is analytic at infinity. Therefore
we can deform the integration contour Γ0 closed around
the origin by a contour Γ1 closed around z = 1:
Z(M,N) = −
˛
Γ1
eNh(z)
dz
2piiz
. (27)
Apart from specifying position of the contour with re-
spect to singularities, we can choose it of any form. It
is convenient to integrate over a small circle centered at
z = 1 going close to the saddle points. Then, instead of
the the function h(z), one can use its asymptotic expan-
sion at this contour. Choosing
z = 1 +
eiϕ√
ρλ
we get
h (z) = −2
√
ρ
λ
cosϕ+O(1/λ)
and for the integral we obtain
Z(M,N) =
−1√
ρλ
ˆ 2pi
0
e−2N
√
ρ/λ cosϕ+iϕ dϕ
2pi
+O(N−2)
' θ
2M
I1(θ)
where Ik(y) is the modified Bessel function of the first
kind (for the definition and properties see appendix C)
and we introduced the scaling parameter
θ = 2N
√
ρ
λ
, (28)
which is finite in the limit under consideration and is sup-
posed to control the transition from the KPZ to the DA
regime. For the occupation number probability distribu-
tion P (n) we also need Z(M − n,N − 1), which in the
leading order is obtained from the above equation by re-
placing: M →M−n, ρ→ ρ−n/N and θ → θ√1− n/M .
Then for the occupation number probability distribution
we have
P (0) ' 1− θ
2N
I0(θ)
I1(θ)
, (29)
P (n) ' θ
2
4NM
I1
(
θ
√
1− nM
)
I1 (θ)
√
1− nM
, 0 < n < M, (30)
P (M) ' θ
2N
1
I1(θ)
. (31)
Here we kept only the leading order of the expansion
of P (n) for n > 0 and two highest orders in P (0) (the
latter can actually be obtained from the former by nor-
malization). It is clear from the first line that the typical
configuration contains only a finite number of sites are
occupied. Consider now the distribution of the random
variable χ = n/M ∈ [0, 1] conditioned at n > 0, i.e. only
the occupied sites are counted. To evaluate the condi-
tional probability, we divide the right-hand side of (30)
and (31) by Prob(n > 0) = (1− P (0)). The distribution
obtained has well defined limiting behavior as N → ∞
being parametrized by single parameter θ :
Prob(χ = 1) =
1
I0(θ)
, (32)
Prob(χ < x) =
θ
2I0 (θ)
ˆ x
0
I1
(
θ
√
1− y)√
1− y dy. (33)
9A finite fraction of the distribution is concentrated at
single point χ = 1 and the rest is the continuous distri-
bution on [0, 1). In terms of the gTASEP the probability
(32) is exactly the limiting fraction of time, which all
particles spend in a single cluster. The rest of the time
finitely many clusters of macroscopic size, n ∼ M , exist
on a lattice. For χ < 1 the distribution of the fraction of
all particles contained in a given cluster converges to the
continuous distribution (33). The mean size of a cluster is〈
lcl
〉 ' 2MI1(θ) [θI0(θ)]−1 and, M/ 〈lcl〉 is the expected
number of clusters, which starting from one at θ = 0
approaches a linear growth M/
〈
lcl
〉 ' θ/2 as θ →∞.
C. Transfer matrix approach and correlation length
In addition to the above calculations with the ZRP-like
system, which is suitable for characterizing the current
and cluster size distribution, one can look at the system
directly in the ASEP formulation, which is more appro-
priate for for study of the stationary correlation func-
tions. The stationary measure of particle configurations
in the TASEP-like system is similar to that of the ZRP-
like system up to the symmetry with respect to lattice
rotation. Specifically, we must replace every site occu-
pied with n particles with a cluster of n particles plus
one empty site. Looking at formulas for the stationary
measure of a ZRP-like system (8) and (12) we assign
the weight (1 − ν) to each cluster and the weight 1 to
each empty site. It is convenient to study the system in
the grand canonical ensemble, where in addition to the
above cluster weights we attach the fugacity z to each
particle. Then, the stationary probability of a particle
configuration τ = (τ1, . . . , τL), with occupation numbers
τ1, . . . , τL = 0, 1, will be
Pst(τ ) =
1
ZL(z)Tτ1,τ2 . . . TτL−1,τLTτL,τ1 ,
where T0,0 = 1, T0,1 = T1,0 =
√
z(1− ν), and T1,1 = z.
This measure is similar to the Gibbs measure of the 1D
Ising model, as was first observed in [41] in the context
of the TASEP with PU. Correspondingly, for periodic
boundary conditions the partition function is given by
the trace of L-th power of the transfer matrix
ZL(z) = TrTL = λL1 + λL2 ,
where
λ1 =
1
2
(
1 + z +
√
(z + 1)2 − 4νz
)
,
λ2 =
1
2
(
1 + z −
√
(z + 1)2 − 4νz
)
,
are eigenvalues of the matrix T , defined so that λ1 >
λ2 ≥ 0. The largest eigenvalue λ1 defines the specific
free energy,
f(z) = − lim
L→∞
lnZL(z)
L
= − lnλ1.
The density of particles is fixed by the thermodynamic
relation
c = −z∂zf(z). (34)
This is the quadratic equation for z with two roots, which
interchange under replacement c ←→ 1 − c. Which one
to choose is to be decided from direct evaluation of the
particle density, i.e. of one-point correlation function. In
general to evaluate s−point correlation functions of the
form 〈τk1 . . . τks〉, where 〈a〉 is the notation for expecta-
tion value of the random variable a, one has to insert the
matrix
τ̂ =
(
0 0
0 1
)
into the product of transfer matrices in the places corre-
sponding to sites k1, . . . , ks:
〈τk1 . . . τks〉 =
Tr
[
T k1 τ̂T k1+k2 τ̂ . . . τ̂TL−(k1+···+ks)
]
ZL(z) .
To evaluate expressions of this kind we also need the
eigenvectors of T ,
v1 =

(√
(z+1)2−4νz−z+1
2
√
(z+1)2−4νz
) 1
2
(√
(z+1)2−4νz+z−1
2
√
(z+1)2−4νz
) 1
2
 ,
and
v2 =

−
(√
(z+1)2−4νz+z−1
2
√
(z+1)2−4νz
) 1
2
(√
(z+1)2−4νz−z+1
2
√
(z+1)2−4νz
) 1
2
 ,
corresponding to λ1 and λ2 respectively, which are nor-
malized to ‖v1‖ = ‖v2‖ = 1. Verifying the identity
c = 〈τ〉 = Tr(τ̂TL) ' (v1, τ̂v1), we see that the root
of (34) to be chosen is
z∗ = 1− 2
(
1 +
√
(1− ν) (1− ν(1− 2c)2)
(1− 2c)(1− ν)
)−1
. (35)
With the use of relations (v1, τ̂v1) = c, (v2, τ̂v2) = (1−
c), and (v1, τ̂v2) =
√
c(1− c) the two point correlation
function is given by
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〈τ1τ1+k〉 = c
2 + (1− c)2e−L/ξ + c(1− c)(e−k/ξ + e−(L−k)/ξ)
1 + e−L/ξ
where
ξ ≡ 1
ln(λ1/λ2)
= −
ln
1− 2
1 +
√
1−(1−2c)2ν
1−ν
−1
(36)
is the correlation length. When the correlation length is
finite, i.e. for ν < 1, the two-point correlator becomes a
product of one point correlators 〈τ1τ1+k〉 → c2 at large
distances, L  k → ∞. As expected, the covariance
decays exponentially in the range ξ  k  L,
C(k) ≡ 〈τ1τ1+k〉 − 〈τ1〉 〈τ1+k〉 ' c(1− c)e−k/ξ, (37)
which justifies ξ being the correlation length. As ν → 1,
i.e., λ→∞, the correlation length diverges as
ξ '
√
λc(1− c).
In the transition regime, λ ∼ L2, the correlation range is
of the order of the system size L. Expressed in terms of
the distance r measured in units of the system size the
covariance has the form
C(Lr) =
(1− 2c)e−1/ξ˜ + c(1− c)(e−r/ξ˜ + e−(1−r)/ξ˜)
1 + e−1/ξ˜
,
where ξ˜ = 2c(1 − c)/θ is the effective correlation length
in the system size scale, which depends on the transition
parameter θ defined in (28).
IV. STATISTICS OF PARTICLE CURRENT
A. Bethe ansatz and method by Derrida-Lebowitz
To characterize current fluctuations we introduce a de-
formed Markov matrix Mγ , depending on an auxiliary
parameter γ, where every particle step is supplied with
an extra weight exp γ. Then the matrix elements are
defined as follows
Mγn,n′ = Mn,n′ exp (γN (n,n′)) ,
where Mn,n′ — are matrix elements of the original
Markov matrix and N (n,n′) is the number of particle
jumps in the one-step transition from n′ to n. This
matrix governs the evolution of the generating function
Gt (n, γ) =
∑∞
Y=0 e
γY Pt (n, Y ) , of the joint probability
Pt (n, Y ) for the system to be in configuration n at time
t, while the total distance Yt traveled by all particles is
equal to Y ,
Gt+1 = M
γGt,
where Gt is the column vector with components
Gt (n, γ). The generating function
〈
eγYt
〉
of moments
of Yt is a sum of
∑
nGt (n, γ) over all configurations. Its
large time behavior is dominated by the eigenvalue Λ0 (γ)
of the matrix Mγ with the largest real part, and, hence,
the logarithm of Λ0 (γ) is the scaled generating function
of cumulants of Yt,
ln Λ0 (γ) = lim
t→∞
ln
〈
eγYt
〉
t
. (38)
The diagonalization of matrix Mγ using the Bethe
ansatz technique was described in details in [25, 26] for
both ASEP and ZRP-like versions of our system. Let us
first briefly discuss the latter. Alternatively to the set of
occupation numbers n, it is convenient to describe parti-
cle configurations in terms of coordinates of particles on
the lattice L,
y = (1 ≤ y1 ≤ · · · ≤ yM ≤ N)
in the same way as we do for the ASEP, except that the
coordinates are weakly ordered, because many particles
in a site are allowed. Then, the components of eigenvec-
tors Ψ of Mγ are looked for in the form
Ψn(z) = Pst (n) Ψ
0(y|z), (39)
where Pst (n) is the stationary state weight of particle
configuration, and
Ψ0(y|z) =
∑
σ∈SM
Aσz
y1
σ1 . . . z
yM
σM (40)
is the Bethe function depending on M -tuple z =
(z1, . . . , zM ) of complex numbers to be defined later.
Here, y are weakly increasing coordinates of particles cor-
responding to the occupation numbers n, the summation
is over the permutations σ = (σ1, . . . , σM ) of the num-
bers (1, . . . ,M), and Aσ are the permutation-dependent
coefficients defined by relation
A . . . ij . . .
A . . . ji . . .
= −
(
1− e−γzi
)(
ν − e−γzj
)
(
1− e−γzj
)(
ν − e−γzi
) . (41)
One can show that action of the matrix Mγ on Ψ is
reduced to multiplication by the eigenvalue
Λ(γ) =
M∏
i=1
(
eγpz−1i + (1− p)
)
, (42)
provided that the Bethe function satisfies pe-
riodic boundary conditions Ψ0(y1, . . . , yM |z) =
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Ψ0(y2, . . . , yM , y1 + N |z), which are equivalent to
the system of M algebraic Bethe ansatz equations
(BAEs),
zNi = (−1)M−1
M∏
j=1
(
1− e−γzi
)(
ν − e−γzj
)
(
1− e−γzj
)(
ν − e−γzi
) . (43)
for the numbers z1, . . . , zM .
Though the above analysis is applied to the ZRP-like
system, the minor modification is required to the ASEP.
The eigenvector of the corresponding Markov matrix is
that in (40), except that the particle coordinates are read
off in a different way. Specifically, the ASEP coordinates
x are obtained from the ZRP coordinates by a shift
(x1, x2, . . . , xM ) = (y1, y2 + 1 . . . , yM +M − 1),
which ensures them to be strictly increasing as neces-
sary. One can also look for the eigenvector right in the
form (40) in terms of the ASEP coordinates x. Then
we will have to multiply the ratio of amplitudes (41)
by the factor zi/zj . The form (42) of the eigenvalues
stays the same and the periodic boundary conditions
Ψ0(x1, . . . , xN |z) = Ψ0(x2, . . . , xN , x1 + L|z) yield the
BAE
zLi = (−1)M−1
M∏
j=1
zi
(
1− e−γzi
)(
ν − e−γzj
)
zj
(
1− e−γzj
)(
ν − e−γzi
) , (44)
which are different from (43) in a single factor
∏M
j=1 zj .
The problem of finding the largest eigenvalue for both
models is reduced to identifying a particular solution of
the BAE corresponding to the ground state. To this end,
we note that in the limit γ → 0 the matrix Mγ turns to
the transition probability matrix M having the largest
eigenvalue equal to one, so that we expect Λ0(γ)→ 1 as
γ → 0. In addition, the corresponding eigenvector be-
comes the stationary state in this limit, which can be ob-
tained from (39) and (40) by setting z1 = · · · = zM = 1.
Taking the product of all M equations in both sys-
tems, we see that all solutions satisfy the constraints(∏M
j=1 zj
)N
= 1 and
(∏M
j=1 zj
)L
= 1 for (43) and (44),
respectively. Therefore, the sets of solutions of BAE can
be classified into sectors, where the product of Bethe
roots equals different roots of unity independent of γ.
In particular, continuing the γ = 0 limit to arbitrary val-
ues of γ, we see that in both systems the ground states
belong to the sector
M∏
j=1
zj = 1, (45)
where the systems (43) and (44) are identical and we can
use either of them to obtain the eigenvalue Λ0(γ). The
product of the Bethe roots is the factor that the Bethe
eigenfunction multiplies by under the unit translation,
i.e. the eigenvalue of the translation operator commuting
with the matrix Mγ . Its value reflects the translation
invariance of the ground state mentioned before.
To find the solution of (43), we first make a change of
variables,
zi = e
γ 1− νui
1− ui . (46)
In the variables ui, the BAE and the eigenvalue Λ(γ)
simplify to the following form
(
1− νui
1− ui
)N
eNγ = (−1)M−1
M∏
j=1
ui
uj
, (47)
Λ (γ) =
M∏
i=1
(
1− µui
1− νui
)
. (48)
The method used by Derrida and Lebowitz to find eigen-
values for the TASEP is based on the observation that
the solutions of BAE can be found among the roots of a
single polynomial,
P(u) = (1− νu)N B − (1− u)NuM ,
where B = (−1)M−1 eγN ∏Mj=1 uj is the parameter that
itself is a function of the solution. What we actually
need is to evaluate the sums of values that particular
functions take on the roots from the solution of interest.
These sums can be evaluated using the Cauchy theorem,
M∑
i=1
f(uj) =
˛
Γ0
f(u)
P ′(u)
P(u)
du
2pii
, (49)
where the integration is over the contour enclosing all
the necessary roots and the function f(u) is analytic in-
side the contour. In our case the roots from the solu-
tion corresponding to the ground state are thoseM roots
z1, . . . , zM , which approach one as γ → 0 or zero in terms
of the variables u1, . . . , uM . Choosing the function f(u)
in the form f(u) = ln [(1− µu)/(1− νu)] we obtain af-
ter the integration by parts the logarithm of the largest
eigenvalue as function of B:
ln Λ0(γ) = (µ− ν)
˛
Γ0
ln
[
1− B(1−νu)N
(1−u)NuM
]
(1− µu) (1− νu)
du
2pii
.(50)
Here the integration is over the contour satisfying to the
condition |B(1 − νu)N/(1 − u)NuM | < 1 and enclosing
M roots of P(u) located near the origin. Note that the
contour does not cross any branch cuts of the logarithm,
which can be chosen connecting M roots inside the con-
tour to the origin and the other N roots outside the
contour to u = 1. Such a contour exists if |B| is small
enough. The relation of γ and B can be recovered from
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the translation invariance condition (45), which after tak-
ing a logarithm and going to the variables ui yields
γ =
1− ν
M
˛
Γ0
ln
(
1− B(1−νu)N
(1−u)NuM
)
(1− u) (1− νu)
du
2pii
. (51)
Note also, that what we actually integrated by parts to
arrive at formulas (50) and (51) were not exactly the orig-
inal expressions given by (49), but the ones obtained by
addition of terms analytic inside the contour of integra-
tion, which, hence, are integrated out to zero.
To evaluate the integrals we use a series expansion of
the logarithms in powers of B and integrate the resulting
series term by term. Integrations can explicitly be per-
formed in terms of the Appell and Gauss hypergeometric
functions:
ln Λ0(γ) = −(µ− ν)
∞∑
n=1
Bn
n
(
Ln− 2
Mn− 1
)
F1 (1− nM ; 1− nN, 1; 2− nL; ν, µ) , (52)
γ = −1− ν
M
∞∑
n=1
Bn
n
(
Ln− 1
Mn− 1
)
2F1
(
1−Mn, 1−Nn ; 1− nL; ν) . (53)
The scaled cumulants
cn ≡ lim
t→∞
∂n
t∂γn
〈
eγYt
〉∣∣∣∣
γ=0
=
∂n
∂γn
ln Λ0(γ)
∣∣∣∣
γ=0
.
of the particle current Yt can be obtained as the coef-
ficients of the power expansion of ln Λ0(γ) in γ, which
can be constructed to any finite order by eliminating
B between the two series. In particular, using the Eu-
ler transformation for hypergeometric functions (B1) the
first scaled cumulant c1 = limt→∞ t−1 〈Yt〉, the number
of particle jumps per unit time, can be shown to coincide
with J from (18) obtained by averaging over the station-
ary state. The second cumulant, the scaled variance of
Yt, is related to the diffusion coefficient for a particle
∆ = M−2c2. The exact value of the latter is
∆ = λp
( 2L−22M−1)
(L−1M−1)
2
[
(2L− 1)
2(L− 1)
F1(1−M ; 1−N, 1; 2− L; ν, µ) 2F1 (1− 2M, 1− 2N, 1− 2L; ν)
[ 2F1 (1−M, 1−N, 1− L; ν)]3
−F1(1− 2M ; 1− 2N, 1; 2− 2L; ν, µ)
[ 2F1 (1−M, 1−N, 1− L; ν)]2
]
,
from which, using the identities for Gauss and Appell
functions we can recover the corresponding quantities for
particular cases of PU, µ = 0, BSU, ν = 0 and the DA
limit µ → ν = 1, p = const. The exact formula of cu-
mulant cn is already rather cumbersome for n = 2, and
it becomes more and more complicated as n grows. Of
major interest is the scaling behavior of the cumulants
and the whole function Λ0(γ), which is also related to
the LDF of particle current.
B. Scaling limits
We would like to investigate the thermodynamic limit
M,N →∞,M/N = ρ.
The structure of terms of the series obtained for Λ0(γ)
and γ is very similar to that of the integrals analyzed
above for the partition function and average current.
Thus, the same asymptotic analysis is applicable. Again,
depending on the scale of λ there are two different
regimes: the first, where the integrals can be analyzed
in the saddle point approximation and the second where
the integrals can be evaluated in terms of modified Bessel
functions. It is worth emphasizing again that the saddle
point approximation is valid at any scale of λ satisfying
λN−2 → 0. Thus, the universal KPZ scaling function
obtained in this approximation holds through a range of
scales, with the scale entering only to the non-universal
scaling constants. Then, the as the parameter λN−2
varies from zero to infinity, the KPZ-Gauss transition
13
takes place.
1. KPZ regime, λN−2 → 0, γ → 0, γλ1/4N3/2 = const,
Up to the 1/n factor and the common factors before the
integrals the terms of the order n of series (52) and (53)
are given by the integrals InN (h(z), g(z)) of the form (20)
with the function h(z) defined in (21) and instead of the
function g(z) we substitute r(z) = z [(1− µz) (1− νz)]−1
for Λ0(γ) series and s(z) = z [(1− z) (1− νz)]−1 for the
terms of γ series. To obtain the meaningful precision it is
enough to keep only leading order terms in asymptotics
of γ and the next to the leading order terms for the eigen-
value. Evaluating InN (h(z), r(z)) and InN (h(z), s(z))
with the help of (23) in two leading orders we obtain
the universal scaling form obtained first in [8],
ln Λ(γ) = J∞γ + aN−3/2G(bN3/2γ), (54)
where G(z) has a parametric representation
G(z) = −Li5/2(t), z = −Li3/2(t), (55)
via the polylogarithm function Lis(x) =
∑
i>0 x
i/is. The
infinite volume current
J∞ = Mpr0/s0 = LjASEP
coincides with the particle current obtained from the av-
eraging over stationary state, the coefficients a and b,
a =
µ− ν
2
√
2pi|h2|
(
r2 − s2/s0
|h2| +
(r1 − s1/s0)h3
h22
)
and
b =
√
2pi|h2|
ρs0(1− ν)
are the non-universal model-dependent constants ex-
pressed via the coefficients of expansion of the func-
tions h(z), r(z), s(z) in the dominant saddle point z−:
rk = (iz∂z)
k
r(z)|z=z− , sk = (iz∂z)k s(z)|z=z− and hk =
(iz∂z)
k
h(z)|z=z− . The explicit expressions of these con-
stants can be found in Appendix A .
It is clear from (54) that nontrivial scaling occurs,
when γ is of order of b−1N−3/2, which is of order of
λ−1/4N−3/2 as λ → ∞. The scaling form (54) suggests
that at large time deviations of the time-averaged current
from its thermodynamic value are of the form
Prob (Yt/t < y) ∼ exp
[
−atN−3/2Ĝ
(
y − J∞
ab
)]
, (56)
where the scaling function Ĝ(x) = supt (xt−G(t)) is
a Legendre transform of function G(t). Appearance of
the factor tN−3/2 is the universal KPZ-specific feature,
which is akin to the fact that the dynamical exponent of
the KPZ class is z = 3/2. Specifically, the term atN−3/2
is the parameter, which is supposed to be large, for the
large deviation approximation to be good. This is in
correspondence with the results of [8], up the fact that
factor tN−3/2 is corrected by the prefactor a, which de-
cays as a ∼ λ−1/4 as λ → ∞. When λ grows with N as
λ ∼Nα, we expect that the dynamical exponent varies
continuously as z = 3/2 + α/4 from KPZ, z = 3/2,
to diffusive, z = 2, value as α varies from α = 0 to
α = 2. As was discussed above, the method of asymp-
totical analysis used is valid also for λ growing with N
slower than N2. Hence, the applicability of the Derrida-
Lebowitz scaling form of the LDF extends to systems
with larger than KPZ characteristic time scales, until
the scaling becomes diffusive, t ∼ N2. In the DA limit
all particles stick together into the cluster, which per-
forms an ordinary random walk making M -step jumps
at a time. The central part of its LDF is expected to
be pure Gaussian Prob (Yt/t < y) ∼ exp
(−tM−2y2/2) .
This indicates that the transition regime is expected on
the scale λ ∼ N2.
The cumulants of Yt can be obtained by differentiating
the function (54). In particular, from the first derivative
we obtain the mean number of particle jumps per unit
time up to the first order finite size correction that was
already obtained in (26). Note that it is the value of this
correction,
(
jASEP (L)− jASEP ((∞))L = ab, (57)
which is the denominator of the argument of the LDF Gˆ
in (56). As noted in [8] the applicability of the scaling
form of the LDF obtained is limited by the condition
that the argument of the function Ĝ(x) is of the order
of one. Therefore, the denominator plays the role of the
scale for the deviation of time-averaged number of jumps
from its mean value, in which the scaling form (56) is
valid. Remarkably, its value stays finite when λ grows to
infinity. The diffusion coefficient for one particle, related
to the second cumulant, is
∆ =
(1− c)3/2
c2
b2a
2
√
2L
, (58)
decaying as L−1/2, which is specific for the KPZ class.
In the limit λ→∞, we have
∆ ' λ
1/4
√
L
3
4
√
pi
2
p(1− p)
[c(1− c)]1/4
, (59)
which again signals that when λ ∼ L2 the motion of par-
ticles changes from subdiffusive to diffusive. However, as
it was discussed above, the saddle point method fails at
this scale of λ and we should again use different asymp-
totic analysis.
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Figure 2: The rescaled cumulants of total number of particle jumps c˜n vs θ in the transition regime N →∞, λN−2 = const .
2. The transition regime: λ/N2 = const, γN2 = const
When λ ∼ N2, the integrals InN (h(z), r(z)) and
InN (h(z), s(z)) can be evaluated in terms of the mod-
ified Bessel functions of the first kind as in the second
part of Sec. III B. As a result we obtain the parametri-
cally defined function ln Λ(γ)
ln Λ(γ) = γpM +N−2 p(1− p)Gθ(N2ργ), (60)
where the function Gθ (t) depending on the transition pa-
rameter θ defined in (28) has the following parametric
form:
Gθ (t) = θ
2
4
∞∑
k=1
I2(kθ)
Bk
k
, t = −θ
2
∞∑
k=1
I1(kθ)
Bk
k
.
To observe the nontrivial scaling, γ must scale with N so
that the limit γN2 = const holds.
Using an asymptotic form of the modified Bessel func-
tions (C1) for large θ and small t, such that t2θ = const,
we find
Gθ(t) ' −θt
2
+
3
8
√
θ
2pi
G
(
t
√
8pi
θ
)
, θ →∞
whereG(x) is the Derrida-Lebowitz scaling function (55).
In the opposite DA limit the particles in a finite system
form a single cluster ofM particles, which move together
performing the Bernoulli random walk. In this case the
exact cumulant generating function is
lim
t→∞ t
−1 ln
〈
eγYt
〉
= ln
(
1− p+ peγM) .
' Mpγ +M2p(1− p)γ
2
2
,
where in the second line we show the two
first terms of the small γ expansion. These
are the only terms responsible for the limit
limM→∞M2
(
limt→∞ t−1 ln
〈
eγYt
〉−Mpγ) = M4γ2
to exist under condition γM2 = const. This agrees with
the behavior of (60) at small θ, which follows from the
limiting form of function Gθ (t):
Gθ (t) ' t
2
2
− θ
2t
8
, θ → 0.
The distribution of the time-averaged number of particle
jumps corresponding to (60) has the form
Prob (Yt/t < y) ∼ exp
[
−p(1− p)t
N2
Ĝθ
(
y −Mp
ρp(1− p)
)]
,
where LDF Ĝθ(x) is the Legendre transform of Gθ (t) .
The presence of the factor tN−2 is specific for the dif-
fusive systems, though the LDF has a nontrivial form,
unlike purely quadratic Gaussian single particle case. It
follows from the above analysis of the limiting behavior of
Gθ (t) that the LDF Ĝθ(x) continuously interpolates be-
tween the Gaussian quadratic and the KPZ scaling func-
tion as θ varies from zero to infinity.
Differentiating Λ(γ) we obtain the cumulants of this
distribution. The first one is
J 'Mp− p(1− p)ρθ
2
I2(θ)
I1(θ)
,
i.e. a finite number of macroscopic clusters present on
the lattice for a finite fraction of time results in a finite
correction to the total number of jumps, which exactly
equals to Mp in the DA limit. In the small-θ limit this
fraction is approximately θ2/2. Making a small-θ expan-
sion one can see that this contribution, p(1 − p)ρθ2/8,
is indeed of the same order also depending on particle
density.
The one-particle diffusion coefficient obtained from the
second cumulant,
∆ = p(1− p)
[
I1(2θ)
I21 (θ)
(
I2(2θ)
I1(2θ)
− I2(θ)
I1(θ)
)]
, (61)
is finite in the thermodynamic limit, similarly to the one-
particle random walk, when it exactly equals p(1−p). In
the KPZ-DA transition regime, this value is corrected by
the factor in the square brackets. In the limit θ → 0 this
factor saturates to one, recovering the free-particle diffu-
sion coefficient. As θ → ∞ the diffusion coefficient be-
haves as ∆ ' (3p(1−p)/4)√pi/θ indicating the transition
to KPZ behavior. What is different from the DA limit as
well as from the KPZ regime is the behavior of the higher
cumulants. As follows from the formula (60) they have
the scaling cn ∼ N2(n−1) unlike cn ∼ N3/2(n−1) in the
KPZ regime and cn ∼ Nn in the DA limit. It is remark-
able that in the transition regime the order of growth of
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Figure 3: Universal cumulant ratio R(θ). The dashed line
shows the limiting KPZ value R(∞).
the cumulants with N is higher than in both the KPZ
and the DA limit for n ≥ 3. Then, it is natural to expect
that the cumulants, rescaled to remove the dependence
on the system size and all the other parameters except θ,
c˜n = lim
N→∞
cn ×
[
N2(n−1)ρnp(1− p)
]−1
= G(n)θ (0)
will vanish in both θ → 0 and θ → ∞ limits having
an extrema at some finite values of θ. Indeed, as seen
from Fig. 2 the third and fourth rescaled cumulants show
the non-monotonous behavior having minimum and max-
imum at some finite values of θ, respectively. The quan-
tity, which can be used as a measure of proximity to the
KPZ regime, is the universal cumulant ratio,
R(θ) =
c23
c2c4
=
(
G(3)θ (0)
)2
G′′θ (0)G(4)θ (0)
,
depending solely on the parameter θ. As shown in Fig. 3,
starting from zero at θ = 0 the ratio R(θ) monotonously
approaches its limiting universal KPZ value
lim
θ→∞
R(θ) =
2
(
3/2− 8/33/2)2
15/2− 24/√3 + 9/√2 ' 0.41517,
first obtained in [43].
V. UNIVERSALITY AND RELATION TO KPZ
EQUATION
In context of stochastic models, the concept of uni-
versality suggests that in the scaling limit a large class
of models is characterized by probability distributions
having the same universal functional form. The notion
of the scaling limit implies that the temporal and spa-
cial coordinates as well as the random variables of in-
terest are measured in scales related to each other via
simple power laws. Their exponents, usually referred to
as critical exponents, is a fixed set of numbers specify-
ing given universality class. In this way the scales are
defined up to non-universal constants, which depend on
parameters of the specific model. Correspondingly, nu-
merical quantities characterizing the random variables,
e.g., cumulants or correlators, depend on these constants
only. As applied to the problem of KPZ interface growth
in one-dimensional system of size L, the distribution of
the height h(x, t) of growing interface being a random
function of the spatial and temporal coordinates x and t
is characterized by two sets of amplitudes [35],
an = lim
t→∞ limL→∞
t−n/3
〈(
h(x, t)− h)n〉
c
(62)
bn = lim
L→∞
lim
t→∞L
−n/2
〈(
h(x, t)− h)n〉
c
(63)
for transient, t L3/2, and stationary, t L3/2, parts of
evolution respectively, where n ∈ N, 〈xn〉c is the notation
for n-th cumulant of the random variable x, and h¯ =
L−1
´ L
0
h(x, t)dx is the mean interface height for a given
process realization. Also one can define finite time (size)
corrections to the average interface velocity as compared
to the one calculated at infinite time (in infinite system),
av = lim
t→∞ limL→∞
t2/3 (〈∂h/∂t〉 − v∞) (64)
bv = lim
L→∞
lim
t→∞L (〈∂h/∂t〉 − v∞) , (65)
where v∞ = limt,L→∞ 〈∂h/∂t〉 . It was conjectured in [35]
that all these quantities can be expressed in terms of
only two dimensional invariants. The conjecture was first
proposed based on analysis of the KPZ equation itself,
∂h
∂t
= ν˜∆h+ λ˜ (∇h)2 + η, (66)
which was the first prototypical model catching the uni-
versal features of the KPZ class. Here the notations for
parameters λ˜ and ν˜ have a tilde to keep the notations
traditional for KPZ equation and distinguish them from
the ν and λ of our model. The white noise η is fully
characterized by the covariance
〈η(x, t)η(x′, t′)〉 = Dδ(x− x′)δ(t− t′).
For an interface described by (66) the two mentioned
dimensional invariants are λ˜ and A = D/2ν˜. In terms of
these constants the transient amplitudes (62) and (64)
are given by
an =
(∣∣∣λ˜∣∣∣A2)n/3 a˜n and av = (|λ˜|A2)a˜v,
where a˜n and a˜v are universal numbers. These num-
bers, as known from the later development of the field,
must be related to cumulants of the universal distribu-
tions like the Tracy-Widom distributions, dependent on
global form (large-scale) of initial conditions. For the
stationary amplitudes (63) and (65) in the system with
periodic boundary conditions we have
b2 =
A
12
, bn = 0, n > 2 (67)
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and
bv = −Aλ˜
2
. (68)
Vanishing of all amplitudes bn except the second one
is due to the Gaussian stationary height distribution of
the KPZ interface. The universality conjectured in [35]
suggests that for an interface belonging to the KPZ
class, the amplitudes (62)–(65) have the same depen-
dence on λ˜ and A, which can in general be defined with-
out appealing to the KPZ equation and measured ex-
perimentally. Namely, the parameter λ˜, related to the
response of the interface velocity to introducing a small
tilt h(x, t)→ h(x, t) + κx, is defined as
λ˜ =
∂2v∞
∂κ2
, (69)
and the parameter A is the amplitude of spacial correla-
tion function
lim
t→∞
〈
(h(x, t)− h(y, t))2
〉
c
= A |x− y| . (70)
The above studied ASEP-like system can be related to
the KPZ interface on the lattice by
hi+1 − hi = 1− 2τi,
where τi = 0, 1 is the occupation number of the ith site
and hi is the interface height above the bond connecting
sites i − 1 and i of the lattice, i = 1, . . . , L. For this
mapping being consistent with the number of particles on
the lattice the interface must satisfy helicoidal boundary
conditions
hi+L = hi − (L− 2M),
which gives a tilt κ = 1 − 2c to the interface. Then the
change of the interface height (hi(t)− hi(0)) in time is
nothing but twice the number of particles that have tra-
versed the bond (i− 1, i) by the time t. Correspondingly
the limiting interface speed is twice the particle current
in the ASEP-like system, v∞ = 2jASEP , where jASEP
was obtained in (25). Then we have
λ˜ =
1
2
∂2jASEP
∂c2
.
Using (37) we obtain for i j〈
(hi − hj)2
〉
c
= 4
∑
i≤k,l≤j+1
(〈τkτl〉 − c2)
' 4c(1− c) coth
(
1
2ξ
)
|i− j| ;
i.e., A = 4c(1−c) coth(1/(2ξ)), where ξ is the correlation
length (36). The explicit expressions of λ˜ and A can be
found in Appendix A. Also the finite size correction bv
to the limiting interface velocity is twice the correction
to the particle current given in (24) and (57). One con-
firmation of the universality is the observation that the
relation (65) between bv and the parameters λ˜ and A,
defined by (69) and (70) respectively, holds exactly (see
appendix A.).
Another demonstration of universality can be obtained
using the results of Sec. IV. Note that the amplitudes
(62)–(65) characterize the form of the interface relative
to its average position h¯. At the same time the absolute
value of the interface height is dominated by the position
of its center of mass, which, up to the bounded initial
value, is h ' 2L−1Yt. Therefore, the universal LDF ob-
tained for Yt also characterizes the statistics of the mo-
tion of the center of mass of interface. On the other
hand, its scaling properties are expected to be defined by
the dimensionful invariants λ˜ and A solely. In particular,
simple dimensional arguments together with the scaling
ansatz show [44] that the variance of h, related to the
diffusion coefficient of a particle by
〈
h
2
〉
c
= 4c2∆t, has
the form 〈
h
2
〉
c
= s0A
3/2|λ˜|L−1/2t, (71)
where s0 =
√
pi/4 is a universal number first obtained
in [45]. Comparing this formula with the expression (58)
obtained for ∆, we obtain relation (A10) between b, A,
and the density c, which is indeed confirmed from explicit
calculations in Appendix A. The same arguments can
be applied to the cumulants of an arbitrary order. In
general, all the model dependence of the scaled cumulant
generating function (and hence of the LDF) obtained in
Sec. IV is incorporated into two constants a and b. It
takes some algebra to show that these constants can be
reexpressed in terms of the dimensional invariants A and
λ˜ of this section:
a =
√
2A
∣∣∣λ˜∣∣∣ (1− c)3/2
4
√
pi
, (72)
b =− sgn λ˜
√
piA/2
(1− c)3/2 . (73)
In the spirit of universality we conjecture this relation
to be universal. Up to our knowledge, it did not yet
explicitly appear in the literature.
Finally it is informative to see how the system ap-
proaches the DA limit. As λ → ∞, we asymptotically
have
A ' 8
√
λ [c(1− c)]3/2 and λ˜ ' − 3(1− p)p
8(1− c)5/2c1/2
√
1
λ
.
As we saw, the KPZ regime (in particular, the universal
scaling form of the LDF of interface height) holds until
the value of λ becomes of the order of λ ∼ N2, i.e., A
and λ˜ being of order L and 1/L, respectively. Remark-
ably the product λ˜A proportional to bv, which is related
to the typical fluctuation range, stays finite in the limit
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λ→∞. Therefore, first, up to the scale λ ∼ N2, the in-
crease of λ affects only non-universal constants preserv-
ing the universal functional form (54) of the LDF. Then,
in the scale λ ∼ N2 the functional form of LDF starts
to gradually change until reaching the purely Gaussian
form.
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Appendix A: Explicit expressions of
model-dependent constants and universal relations
Though the scaling functions found from the asymp-
totic analysis are of a rather simple form, the model-
dependent constants expressed as functions of particle
density are very cumbersome. It is much more efficient
to consider them as functions of associated fugacities. In
particular, the fugacity z− appears in the analysis of the
stationary measure of the ZRP-like system in Sec. III B
as the saddle point, where the main contribution to the
integrals comes from. Its relation to the particle density
in the TASEP-like system is given in (22), or conversely
c =
(1− ν)z−
1− ν (2− z−) z− . (A1)
Then we obtain the mean number of particle jumps per
unit time,
J = N
z−(µ− ν)
(1− µz−) (1− νz−) (A2)
+
(1− µ)(µ− ν)
(1− ν)
(1− z−) z− (1− νz−)
(
1− µνz3−
)
(1− µz−) 3
(
1− νz2−
)
2
,
which being divided by size of the system L, yields the
thermodynamic value of the mean particle current,
j∞ = (1− c) z−(µ− ν)
(1− µz−) (1− νz−) (A3)
=
(µ− ν) (1− z−) z−
(1− µz−) (1− ν (2− z−) z−) ,
plus the 1/L finite-size correction
L(jL − j∞) = (1− µ)(µ− ν)
(1− ν) (A4)
× (1− z−) z− (1− νz−)
(
1− µνz3−
)
(1− µz−) 3
(
1− νz2−
)
2
.
These expressions show up again in Sec. IVB, where
the latter one appears to be a product of the two model-
dependent constants,
a =
(1− µ)(µ− ν)√
2pi(1− ν)3/2 (A5)
×
√
z− (1− z−) 2 (1− νz−) 2
(
1− µνz3−
)
(1− µz−) 3
(
1− νz2−
)
5/2
,
b =
√
2pi(1− ν)z−
(
1− νz2−
)
(1− z−) (1− νz−) , (A6)
which also determine the scaling behavior of all higher
cumulants, such as diffusion coefficient, as well as the
characteristic temporal and fluctuation scales. Indeed,
multiplying (A5) and (A6) we obtain exactly (A4) con-
firming the announced relation (57).
Another fugacity z∗, given in (35), appears in Sec.
III C from transfer-matrix analysis of the TASEP-like
system. The two seemingly unrelated sets of results ob-
tained from ZRP-like and TASEP-like systems turn out
to be linked, when one checks the universal relations be-
tween the two-dimensional invariants obtained in KPZ
theory. One of the invariants, the amplitude of the cor-
relation function (70), is given in terms of z∗ by
A = 4c(1− c)λ1 + λ2
λ1 − λ2 (A7)
=
4(1− ν)z∗(z∗ + 1)
((z∗ + 1)2 − 4νz∗)3/2
,
while the other one, the non-linearity coefficient from
KPZ equation, obtained from the second derivative of
particle current depending on z−:
λ˜ =
1
2
∂2j∞
∂c2
=
1
2
(
1
∂c/∂z−
∂
∂z−
)2
j∞ (A8)
= − (1− µ)(µ− ν)
(1− ν)2
(1− ν (2− z−) z−) 3
(
1− µνz3−
)
(1− µz−) 3
(
1− νz2−
)
3
.
Noting that the fugacities are related by
z∗ =
z− (νz− − 1)
z− − 1 (A9)
we find that the product of the dimensional invariants is
equal to
λ˜A = −2bv,
where bv = 2ab = 2L(jL − j∞), which is nothing but the
relation (65). Another relation,
b =
√
piA√
2 (1− c) 3/2 , (A10)
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can be verified by direct examining formulas
(A1,A6,A7,A9). This complies with another pre-
diction of KPZ theory (71) in conjunction with the
formula (58) obtained for the diffusion coefficient.
Then the connection (72,73) between a, b and λ˜, A is
straightforward.
Appendix B: Hypergeometric functions
1. Gauss hypergeometric functions
Series representation:
2F1(a, b; c;x) =
∞∑
n=0
(a)n(b)n
(c)nn!
xn
Generating function for terminating series 2F1(a, b; c;x)
with a negative integer:
G(x, t) ≡ (1− xt)
α
(1− t)β
=
∞∑
n=0
(β)n
n!
2F1 (−n,−α,−β − n+ 1;x)tn
Euler transformation:
F (a, b; c; z) = (1− z)c−a−b F (c− a, c− b; c; z) (B1)
Chu-Vandermonde identity:
2F1 (−n,−α,−β − n+ 1; 1) = (β − α)n
(β)n
(B2)
2. Appell hypergeometric function F1
Series representations:
F1(α;β, β
′; γ;x, y) =
∞∑
n,m=0
(α)m+n(β)m(β
′)n
(γ)m+nm!n!
xmyn
Generating function for terminating series
F1(α;β, β
′; γ;x, y) with α negative integer :
G(x, y, z) ≡ (1− z)α (1− xz)−β(1− yz)−β′
=
∞∑
n=0
(−α)n
n!
F1(−n;β, β′;α− n+ 1;x, y)zn
One-variable reduction:
F1(α;β, β
′; γ;x, 0) = 2F1 (α, β; γ;x) (B3)
Generalized Chu-Vandermonde identity
F1(−n;β, β′;α− n+ 1;x, 1) = (β
′ − α)n
(−α)n 2F1 (−n, β;α− β
′ − n+ 1;x) (B4)
Appendix C: Modified Bessel function
Integral representation:
Ik(y) =
ˆ 2pi
0
exp (y cosϕ+ kiϕ)
dϕ
2pi
Asymptotic behavior:
Iα(x) =
ex√
2pix
(
1− 4α
2 − 1
8x
)
, x→∞ (C1)
Iα(x) =
1
α!
(x
2
)α
, x→ 0 (C2)
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