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ON EINSTEIN’S EFFECTIVE VISCOSITY FORMULA
MITIA DUERINCKX AND ANTOINE GLORIA
Abstract. In his PhD thesis, Einstein derived an explicit first-order expansion for the
effective viscosity of a Stokes fluid with a random suspension of small rigid particles at
low density. This formal derivation is based on two assumptions: (i) there is a scale
separation between the size of particles and the observation scale, and (ii) particles do
not interact with one another at first order. While the first assumption was addressed in
a companion work in terms of homogenization theory, the second one is reputedly more
subtle due to the long-range character of hydrodynamic interactions. In the present
contribution, we provide a rigorous justification of Einstein’s first-order expansion at
low density in the most general setting. This is pursued to higher orders in form of a
cluster expansion, where the summation of hydrodynamic interactions crucially requires
suitable renormalizations, and we justify in particular a celebrated result by Batchelor
and Green on the next-order correction. In addition, we address the summability of
the cluster expansion in two specific settings (random deletion and geometric dilation
of a fixed point set). Our approach relies on an intricate combination of combinatorial
arguments, PDE analysis, and probability theory.
MSC-class: 76T20; 35R60; 76M50
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2 M. DUERINCKX AND A. GLORIA
1. Introduction
This contribution is part of a series of works [14, 12, 11] devoted to the mathematical
analysis of the collective behavior of random suspensions of small rigid particles in a Stokes
fluid. Suspended particles act as obstacles and hinder the fluid flow, thus increasing the
energy dissipation, that is, the fluid viscosity. The system is expected to behave on large
scales like a genuine Stokes fluid with some “effective” viscosity. This was first asserted by
Einstein in 1905 when he further derived an explicit first-order expansion for this effective
viscosity at low density in case of a suspension of spherical particles [17, 18] — the so-called
Einstein formula. This type of low-density expansion was not new in physics at the time: it
is indeed similar to the Clausius–Mossotti formula for the effective dielectric constant [44,
45, 9], the Maxwell formula for the effective conductivity in electrostatics [43], the Lorentz–
Lorenz formula for the effective refractive index in optics [41, 40], or the Bruggeman formula
for the effective stiffness in linear elasticity [8]; we refer to [42] for the historical context.
We focus here on the effective viscosity problem, which has attracted much attention in
mathematics in the recent years [26, 47, 27, 21, 23, 22]. The extension of our approach to
other situations is straightforward and yields in particular drastic improvements over our
previous results [13, 10] on the effective conductivity problem; the adaptation is essentially
transparent and is omitted for the sake of brevity.
In our first work [14] on random suspensions we rigorously defined the notion of effective
viscosity in the sense of homogenization theory, and the present contribution focusses on the
low-density expansion of this viscosity. Unlike previous work on the topic, this approach
allows to distinguish the error in the low-density expansion from the error due to the
separation of scales [11], and we provide a definitive answer to the validity of Einstein’s
formula in the most general setting. More specifically, our contribution is threefold.
• Einstein’s formula: The low-density regime is understood as the smallness of the
volume fraction of suspended particles, but we show that this diluteness assumption
alone does not ensure the validity of Einstein’s formula. We identify the relevant
necessary assumption in terms of the relative size of the two-point intensity, viewed
as some local independence condition, and we establish Einstein’s formula in its most
general form, thus recovering a recent result by Gérard-Varet and Höfer [22].
• Corrections and renormalization: We pursue the low-density expansion to higher or-
ders in form of a cluster expansion in the spirit of e.g. [56, Chapter 19]. Due to the
long-range character of hydrodynamic interactions, cluster formulas are however given
by infinite series that are not absolutely convergent. We devise a systematic renor-
malization by a periodization procedure, which properly defines cluster formulas and
allows to identify their scalings and to estimate the expansion error. As a by-product,
we also rigorously recover the explicit renormalization by Batchelor and Green [7] at
second order.
• Summability of the expansion: Next to identifying scalings in the cluster expansion,
we investigate its summability. This is established in case of specific one-parameter
models where the low-density regime is obtained by geometric dilation or by random
deletion.
1.1. State of the art. At the dawn of the 20th century the debate was still raging on the
existence of atoms, and Einstein’s PhD thesis “A New Determination of Molecular Dimen-
sions” [17] aimed to support the atomic theory. It was the second of his five celebrated 1905
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contributions and constitutes one of his most cited papers. The main part of that work
was devoted to the hydrodynamic derivation of a formula for the effective viscosity of a
fluid with dilute suspended particles — the so-called Einstein formula in fluid mechanics,
which is the focus of the present contribution. Next, Einstein derived a relation between
the diffusion constant for suspended particles and their mobility — the so-called Einstein
relation in kinetic theory. He then applied these two relations to sugar dissolved in water:
using available empirical data (and after eliminating a calculation error [18]), he obtained
an accurate estimation of the Avogadro number, and thereby an estimate of the size of
sugar molecules; we refer to [55] for an inspiring account on this seminal work. These
discoveries were confirmed by Perrin’s experiments [52] and shown to agree with other
methods to determine the Avogadro number: this was discussed by Perrin in his extensive
report [51] at the first Solvay conference in 1911 in Brussels and sealed the triumph of the
atomic theory.
These breakthroughs in physics triggered a lot of long-lasting activity in fluid mechan-
ics, and the rheology of suspensions was soon considered as a topic in its own right,
e.g. [37, 19, 35]. Various works have aimed at understanding to what extent Einstein’s
formula is robust and accurate. Robustness has been addressed in particular by establish-
ing corresponding formulas for particles of different shapes, as e.g. the explicit formulas by
Jeffery [34] for suspensions of ellipsoids (see also [38, 29]). Accuracy is a more subtle issue
and essentially amounts to capturing the next-order term in the low-density expansion.
While particle interactions are neglected at first order, the next-order correction consists
of including the effects of pairwise interactions. Due to the long-range character of the
latter, some renormalization is needed. This was first achieved by Batchelor and Green [7],
and we refer to [28, 49, 1] for different formal renormalization ideas. In this respect, a
related yet different topic concerns the sedimentation of suspended particles under gravity
and the computation of their effective settling speed, which requires a similar renormaliza-
tion: the above-mentioned contribution by Batchelor and Green [7] was indeed inspired by
Batchelor’s work [6] on sedimentation. We refer to [57, 48, 2] for the asymptotic analysis
of the effective viscosity for dilute periodic arrays of suspended particles. In a more math-
ematical spirit, we also mention the pioneering work by Sánchez-Palencia [54, 39] using
formal two-scale expansions for locally periodic suspensions.
We now turn to the mathematical literature and briefly describe the different rigorous
contributions [26, 47, 27, 21, 23, 22]. Einstein’s formal derivation was based on the following
two working hypotheses, which constitute the crux of any rigorous treatment.
(E1) Scale separation: There is a scale separation between the particle size and the obser-
vation scale, so that the Stokes fluid with small suspended particles behaves like an
“effective” Stokes fluid with some effective viscosity.
(E2) Many-particle interactions are negligible: At leading order in the low-density regime,
particles do not interact with one another and can be treated as isolated. Corrections
account for their interactions.
The problem has been formulated up to now in two different ways. Inspired by [37],
the early rigorous work [26] focusses on (E2), starting with a heuristic notion of effective
viscosity defined by comparing dissipation rates (which somehow treats (E1) implicitly).
Inspired by [54, 39], the more recent works [47, 27, 21, 23, 22] consider the two difficul-
ties (E1) and (E2) at once in a diagonal regime: they consider a steady Stokes equation
with dilute suspended particles and some internal force, and they show that the solution is
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close to that of a homogeneous Stokes equation with viscosity given by Einstein’s formula.
Note that, inspired by [1], some of these works [47, 27] consider a non-homogeneous particle
distribution, then leading to a non-uniform effective viscosity.
Let us focus on the treatment of the second working hypothesis (E2), which requires
to properly define the notion of low-density regime. The early works [54, 39, 26] focussed
on locally periodic dilute arrays of particles. This was extended in [47, 27] to dilute
disordered settings where diluteness is captured in the strong form of a large lower bound
on the minimal interparticle distance, cf. specific setting (D2) below. The next-order
correction to Einstein’s formula was captured in [21, 23] in the same setting. This uniform
separation assumption is particularly convenient for (E2) since it allows to exploit the
reflection method and rigorously neglect many-particle interactions, e.g. [33, 32, 31, 47, 30].
It is however physically quite restrictive and was recently replaced in [22] for the first order
by some weaker non-concentration condition, which we shall discuss below.
In terms of techniques, all previous works mostly rely on deterministic analysis, and
more precisely on various forms of the reflection method. In contrast, our approach is
based on an intricate combination of combinatorial arguments, PDE analysis, variational
methods, and probability theory.
1.2. Informal statement of the main results. Compared to previous work on the
topic, we change the paradigm: instead of performing a low-density expansion of the fluid
velocity itself, we start from the (non-dilute) notion of effective viscosity B¯ that we defined
in [14], which is the expectation of an energy density associated with some infinite-volume
“corrector problem”, cf. (2.5). This formulation allows to exploit efficiently stochastic
cancellations in the low-density expansion. (Since homogenization is a local theory, the
case of a non-uniform effective viscosity can be treated alike.) Taking inspiration from the
physics literature on cluster expansions, e.g. [56, Chapter 19], we expect the low-density
expansion of the effective viscosity B¯ to take the form
B¯ ∼ Id+
∞∑
j=1
1
j!
B¯
j , (1.1)
where Id is the viscosity of the plain fluid, and where the j-th order term B¯j accounts
for interactions between j particles. Using some combinatorial arguments, we derive ex-
plicit cluster formulas for the corrections {B¯j}j and for the remainder, cf. Proposition 1.
This is made difficult by the long-range character of hydrodynamic interactions, which are
borderline non-summable and require a renormalization procedure. For that purpose, we
proceed by periodic approximations and we justify the infinite-period limit by combining
uniform estimates, cf. Proposition 3.3, together with a probabilistic argument (using an
artificial Bernoulli variable). These uniform estimates rely on a key hierarchy of interpo-
lating L1−L2 energy estimates for cluster difference operators, cf. Proposition 3.5. The
implicit renormalization by periodization is further made explicit at the first two orders in
Propositions 3 and 4, following Einstein [17] for B¯1 and Batchelor and Green [7] for B¯2.
In this setting, Einstein’s hypothesis (E2) at order k ≥ 1 is nothing but the relative
accuracy of partial sums in (1.1),∣∣∣∣B¯−
(
Id+
k∑
j=1
1
j!
B¯
j
)∣∣∣∣ ≪ |B¯k|. (1.2)
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This raises the question of the order of magnitude of the terms {B¯j}j . If hydrodynamic
interactions were short-ranged (which they are not), since B¯j accounts for j-particle in-
teractions, it would scale like the j-point intensity λj(P) of the random ensemble P of
particles, cf. (2.1),
|B¯j | = O(λj(P)). (1.3)
This suggests the following condition for the validity of (1.2) at order k, which is viewed
as a qualitative local independence assumption,
λk+1(P)≪ λk(P). (1.4)
As stated in Theorem 7, our main achievement establishes the validity of (a slightly weaker
but optimal version of) (1.2) and (1.3) under (a slightly stronger version of) assump-
tion (1.4) together with some mild quantification of ergodicity (in form of a convergence
rate for the approximation of B¯ by periodization, cf. Appendix A). At the order k = 1
of the original Einstein formula, the quantitative ergodicity assumption can be further
relaxed, cf. Theorem 6, and we recover a recent result by Gérard-Varet and Höfer [22]
as their deterministic non-concentration condition indeed coincides with a quantification
of (1.4) in the present random setting (cf. [22, Section 5.1]).
While Theorem 7 is about scalings, we further investigate the growth of the constant
in (1.3) and the summability of the cluster expansion (1.1). To this aim, we restrict
ourselves to two specific one-parameter dilution models:
• Dilution by geometric dilation: For ℓ ≥ 1 we define a diluted process Pℓ by dilating a
given point process P by a factor ℓ, in which case λk(Pℓ) ≃ ℓ
−kdλk(P). More generally,
we may simply assume that Pℓ is a given point process with minimal interparticle
distance ≥ 2ℓ; cf. (D2) below. This uniform separation assumption is the same as
considered in [47, 27, 21, 23].
• Dilution by random deletion: For 0 ≤ p ≤ 1 we define a diluted process P(p) by keep-
ing each of the points of a given point process P independently with probability p;
cf. (D3) below, in which case λk(P
(p)) = pkλk(P). Note that this specific construc-
tion introduces some additional independence as in a Poisson point process and was
considered e.g. in [46, 13, 10].
In both cases, we note that the following quantitative version of (1.4) holds,
λk(Pℓ) .k λ1(Pℓ)
k, λk(P
(p)) .k λ1(P
(p))k, (1.5)
which turns out to be the strongest possible version, as it matches with the lower bound
λk(P) ≥ λ1(P)
k, cf. (2.3). These specific dilution models allow us to replace the map
P 7→ B¯(P), defined on the infinite-dimensional space of point processes, by the maps
ℓ−1 7→ B¯(Pℓ) and p 7→ B¯(P(p)) of one real variable, and therefore drastically reduce its
complexity. In this setting, we establish the bounds (1.3) in the following refined form, for
some universal constant C,
|B¯j(Pℓ)| ≤ j!(Cℓ
−d)j , |B¯j(P(p))| ≤ j!(Cp)j . (1.6)
While the scaling in ℓ, p coincides with (1.3), the growth of the constants with respect to j
requires a subtle resummation of the cluster formulas, and implies the summability of the
full cluster expansion (1.1) whenever ℓ−1, p≪ 1, cf. Theorem 2. These bounds rely on the
interpolating L1−L2 energy estimates for cluster difference operators in Proposition 3.5.
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Notation.
• For vector fields u, u′ and matrix fields T, T ′, we set (∇u)ij = ∇jui, (divT )i = ∇jTij ,
T : T ′ = TijT ′ij, (u ⊗ u
′)ij = uiu′j , where we systematically use Einstein’s summation
convention on repeated indices. We also denote by (D(u))ij =
1
2(∇jui + ∇iuj) the
symmetrized gradient.
• We denote by Msym0 ⊂ R
d×d the subset of symmetric trace-free matrices, and by Mskew
the subset of skew-symmetric matrices.
• We use the notation . (resp. &) for ≤ C× (resp. ≥ 1C×) with a constant C depending
only on the dimension d and on the parameters appearing in the different assumptions
when applicable (e.g. δ in (Hδ) below, etc.). Note that the value of the constant C
is allowed to change from one line to another. We add subscripts to C, ., or & to
indicate the dependence on other parameters. We write a ≃ b when both a . b and
a & b hold. In addition, we write ≪ (resp. ≫) for ≤ C× (resp. ≥ 1C×) when the
constant C must be taken sufficiently large.
• The ball centered at x of radius r in Rd is denoted by Br(x), and we set B(x) = B1(x),
Br = Br(0), and B = B1(0). We denote by Qr(x) = x + [−
r
2 ,
r
2)
d the cube of
sidelength r centered at x, and we set Q(x) = Q1(x), Qr = Qr(0), and Q = Q1(0).
• For x ∈ Rd we set 〈x〉 = (1 + |x|2)1/2, and similarly 〈∇〉 = (1−△)1/2.
2. Main results
2.1. Assumptions and notation. We start with a detailed account of our assumptions,
and introduce some useful notation and important concepts.
Assumption (Hδ) — General conditions.
• Stationarity and ergodicity:
Let P = (xn)n be an ergodic stationary point process.
1 For all n, let I◦n be a random
Borel subset of the unit ball B, and define the ensemble of random bounded Borel
inclusions {In := xn + I
◦
n}n “centered” at the points {xn}n. We assume that the
inclusion process I :=
⋃
n In is itself stationary and ergodic. (For instance, the random
shapes {I◦n}n can be chosen iid, which we will only assume in Section 2.3.)
• δ-hardcore assumption:
There is a deterministic constant δ > 0 such that random inclusions are uniformly
hardcore with minimal distance > 2δ, that is, (In+ δB)∩ (Im+ δB) = ∅ almost surely
for all n 6= m.
• δ-regularity assumption:
Random shapes {I◦n}n are uniformly C2, that is, there is a deterministic constant
δ > 0 such that random shapes {I◦n}n almost surely satisfy the interior and exterior ball
conditions with radius δ > 0. In particular, the random set I is itself uniformly C2. ♦
1More precisely, as is standard in the field, e.g. [36, Section 7], stationarity is understood as follows:
there exists a measure-preserving group action τ = {τx}x∈Rd of (R
d,+) on the probability space (Ω,P)
such that {x+ xωn}n = {x
τxω
n }n and x + I
ω = Iτxω for all x, ω. Ergodicity of P and I then refers to the
ergodicity of the group action τ . Note that the continuous group of translations (Rd,+) can be replaced
by the discrete group (Zd,+), and periodic point sets can be considered as a particular case, for which the
expectation is replaced by the average over a period.
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The hardcore and regularity assumptions above are the only geometric restrictions on
the inclusion process in this contribution, where the parameter δ > 0 can be chosen as
small as desired, yet fixed. The reason for these restrictions stems from the local regularity
theory for the steady Stokes equation near a boundary, e.g. [20, Theorem IV.5.1–5.3], as
crucially used in the proof of Lemma 3.4 below. As pointed out in [14], this deterministic
condition could be relaxed in form of moment bounds on the interparticle distance and on
shape regularity. Techniques from [36, Section 8.6] might allow to drastically improve on
this condition e.g. when particles are spherical, but this is not addressed here.
◮ Notions of diluteness. The diluteness of a point process is a very general concept
defined as the smallness of its intensity. For the present purposes, in view of multi-particle
hydrodynamic interactions, we need a finer description in terms of many-point intensities.
Next to the general model-free dilute setting (D1) below, we consider two specific dilution
models (D2) and (D3).
(D1) Model-free dilute setting:
Given a stationary and ergodic point process P, we define as usual its intensity
λ(P) = λ1(P) := E [|P ∩Q|]. At higher order j ≥ 1, we further define the j-point
intensity λj(P) of the point process P as
λj(P) := sup
z1,...,zj
E
[ ∑
n1,...,nj
distinct
1Q(z1)(xn1) . . . 1Q(zj)(xnj )
]
, (2.1)
or alternatively λj(P) = supz1,...,zj
´
Q(z1)×...×Q(zj) fj in terms of the j-point den-
sity fj associated with P, which is defined by the following relation,
E
[ ∑
n1,...,nj
distinct
ζ(xn1 , . . . , xnj)
]
=
ˆ
(Rd)j
ζfj, ∀ζ ∈ C
∞
c ((R
d)j). (2.2)
Note that these quantities satisfy the following general properties, for all j,
λj+1(P) . λj(P), λj(P) ≥ λ(P)
j . (2.3)
While the first estimate follows from the hardcore assumption in (Hδ), the second
one further requires P to be strongly mixing and will not be used in this work.2
(D2) Dilution by geometric dilation:
Define the (half) interparticle distance by
ℓ :=
1
2
inf
n 6=m
dist(In, Im), (2.4)
which is a deterministic quantity by ergodicity. While the general assumption (Hδ)
only requires ℓ ≥ δ for some δ > 0, we now further assume that ℓ is very large. The
intensity of such a point process is bounded by λ(Pℓ) . ℓ
−d, and more generally
we have λj(Pℓ) .j ℓ
−jd.
One specific model that yields such a large interparticle distance ℓ is obtained as
follows: given a point process P = {xn}n, which may even satisfy assumption (Hδ)
only with vanishing minimal interparticle distance, we consider the dilated point
process Pℓ = {ℓxn}n and the corresponding inclusion process {In = ℓxn + I
◦
n}n.
2Note that for a hardcore Poisson point process one has λj(P) ≃j λ(P)
j. In general we may construct
examples with λ2(P) ≃ λ(P)
1+β for any β ∈ [0, 1], cf. Section 2.5.
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(D3) Dilution by random deletion:
The Bernoulli deletion scheme consists in choosing each of the different inclusions in
the collection I only with probability p ∈ [0, 1]. This defines a randomly decimated
inclusion process I(p) with intensity O(p) and reduces the notion of dilution to the
single parameter p. More precisely, to the points of the process P = {xn}n we
attach iid Bernoulli variables {b
(p)
n }n with parameter p = P
[
b
(p)
n = 1
]
. In terms
of the random index subset E(p) := {n ∈ N : b
(p)
n = 1}, we then define the
corresponding decimated process
P(p) := {xn}n∈E(p) , I
(p) :=
⋃
n∈E(p) In.
If I satisfies (Hδ), then I
(p) does too. Its intensity is λ(P(p)) = p λ(P), and more
generally we have λj(P
(p)) = pjλj(P).
In order to unify notation, given a point process P = {xn}n and an inclusion process
I =
⋃
n In, we add a subscript ℓ to denote the minimal interparticle distance, and we
apply the above Bernoulli deletion scheme, thus leading to a decimated point process
P
(p)
ℓ = {xn,ℓ}n∈E(p) and a corresponding inclusion process I
(p)
ℓ =
⋃
n∈E(p) In,ℓ. We shall
sometimes drop the subscript ℓ when the interparticle distance is not particularly large or
relevant, and drop the superscript (p) in the case p = 1 (no deletion scheme).
◮ Effective viscosity and correctors. Following [14], the effective viscosity tensor B¯
(p)
ℓ
associated with the suspension I
(p)
ℓ is the linear symmetric map on the space M
sym
0 ⊂ R
d×d
of symmetric trace-free matrices defined for all E ∈Msym0 by
E : B¯
(p)
ℓ E = E
[
|D(ψ
(p)
E;ℓ) + E|
2
]
, (2.5)
where ∇ψ
(p)
E;ℓ is the unique stationary gradient solution with bounded second moment and
with vanishing expectation of the corrector problem

−△ψ
(p)
E;ℓ +∇Σ
(p)
E;ℓ = 0, in R
d \ I
(p)
ℓ ,
divψ
(p)
E;ℓ = 0, in R
d \ I
(p)
ℓ ,
D(ψ
(p)
E;ℓ + Ex) = 0, in I
(p)
ℓ ,´
∂In,ℓ
σ
(p)
E;ℓν = 0, ∀n ∈ E
(p),´
∂In,ℓ
Θ(x− xn,ℓ) · σ
(p)
E;ℓν = 0, ∀n ∈ E
(p), ∀Θ ∈Mskew,
(2.6)
in terms of the associated Cauchy stress tensor
σ
(p)
E;ℓ := 2D(ψ
(p)
E;ℓ +Ex)− Σ
(p)
E;ℓ Id,
where ν denotes the outward unit vector at inclusion boundaries and where we recall that
M
skew ⊂ Rd×d stands for the subset of skew-symmetric matrices. The pressure Σ(p)E;ℓ can
also be uniquely chosen as a stationary field with bounded second moment and vanishing
expectation, cf. [14, Proposition 2.1].
◮ Approximation by periodization. We define a periodized version PL,ℓ of the pro-
cess Pℓ on the torus T
d
L = [−
L
2 ,
L
2 )
d via
PL,ℓ :=
{
xn,ℓ : n ∈ EL,ℓ
}
, EL,ℓ :=
{
n : xn,ℓ ∈ QL−2(1+δ)
}
,
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and we consider the corresponding periodized inclusion process
IL,ℓ :=
⋃
n∈EL,ℓ In,ℓ, In,ℓ = xn,ℓ + I
◦
n.
For notational convenience, we choose an enumeration PL,ℓ = {xn,L,ℓ}n and IL,ℓ = {In,L,ℓ =
xn,L,ℓ + I
◦
n,L}n. Likewise we define a periodized version of randomly decimated processes,
P
(p)
L,ℓ :=
{
xn,L,ℓ : n ∈ E
(p)
}
=
{
xn,ℓ : n ∈ E
(p)
L,ℓ
}
, E
(p)
L,ℓ := EL,ℓ ∩ E
(p),
I
(p)
L,ℓ :=
⋃
n∈E(p) In,L,ℓ =
⋃
n∈E(p)L,ℓ
In,ℓ.
This periodized inclusion process has the following properties:
• Hardcore condition: For all L, the periodized inclusion process I
(p)
L,ℓ+LZ
d satisfies the
δ-hardcore and the δ-regularity assumptions of (Hδ).
• Stabilization: For all L ≥ 1, there holds PL|QL−2(1+δ) = P|QL−2(1+δ) .
We denote by ψ
(p)
E;L,ℓ ∈ L
2(Ω;H1per(T
d
L)) the solution of the corresponding L-periodic correc-
tor problem (2.6) associated with the periodized inclusion process I
(p)
L,ℓ+LZ
d. Equivalently,
in this finite-volume setting, with
H(p)per(T
d
L) :=
{
φ ∈ H1per(T
d
L)
d : divφ = 0, and D(φ+ Ex) = 0 in I
(p)
L
}
,
the corrector has the following variational characterization
ψ
(p)
E;L,ℓ = argmin
{ ˆ
TdL
|D(φ)|2 : φ ∈ H(p)per(T
d
L)
}
, (2.7)
and we define the approximation B¯
(p)
L,ℓ of the effective viscosity B¯
(p)
ℓ by periodization,
E : B¯
(p)
L,ℓE := E
[ 
TdL
|D(ψ
(p)
E;L,ℓ) + E|
2
]
. (2.8)
This approximation is consistent: we have limL↑∞ B¯
(p)
L,ℓ = B¯
(p)
ℓ as a corollary of [14, Theo-
rem 1]. In Appendix A, we further establish an algebraic rate of convergence under a mild
quantification of ergodicity.
◮ Cluster expansions. For any index subset H ⊂ N, we denote by ψHE;L,ℓ the periodic
corrector associated with the inclusions
IHL,ℓ :=
⋃
n∈H∩EL,ℓ
In,ℓ,
instead of I
(p)
L,ℓ. We introduce for all n ∈ N a difference operator δ
{n} acting on measurable
functions on the probability space, and in particular on periodized correctors via
δ{n}ψHE;L,ℓ := ψ
H∪{n}
E;L,ℓ − ψ
H
E;L,ℓ.
This operator provides a natural measure of the sensitivity of the corrector with respect
to the presence of an inclusion at In,L,ℓ. Note that for all n 6= m,
(δ{n})2 = −δ{n}, δ{n}δ{m} = δ{m}δ{n}.
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For any finite F ⊂ N we further introduce the higher-order difference operator δF :=∏
n∈F δ
{n}, which, for any H ⊂ N, acts on periodized correctors via
δFψHE;L,ℓ :=
|F |∑
l=0
(−1)|F |−l
∑
G⊂F
|G|=l
ψG∪HE;L,ℓ =
∑
G⊂F
(−1)|F\G|ψG∪HE;L,ℓ, (2.9)
with the convention δ∅ψHE;L,ℓ := ψ
H
E;L,ℓ. These difference operators are the building blocks
to construct cluster expansions, e.g. [56, Chapter 19], which are borrowed from statistical
mechanics and are used here as formal proxies for Taylor expansions at low density. To
order k, the cluster expansion for the periodized corrector reads
ψ
(p)
E;L,ℓ  ψ
(0)
E;L,ℓ +
∑
n∈E(p)
δ{n}ψ(0)E;L,ℓ +
1
2!
∑
n1,n2∈E
(p)
distinct
δ{n1,n2}ψ(0)E;L,ℓ
+ . . .+
1
k!
∑
n1,...,nk∈E
(p)
distinct
δ{n1,...,nk}ψ(0)E;L,ℓ,
which can be rewritten in the more compact form
ψ
(p)
E;L,ℓ  
k∑
j=0
∑
|F |=j
F⊂E(p)
δFψ
(0)
E;L,ℓ, (2.10)
where
∑
|F |=j denotes the sum over all j-tuples of indices (when j = 0, this sum reduces to
the single term with F = ∅). Since the number of inclusions in TdL is bounded by C(L/δ)
d
in view of (Hδ), the above cluster formulas in this periodized setting reduce to finite sums,
and (2.10) is an identity for k large enough. As in our previous work [13] on the effective
conductivity problem, rather than inserting such an expansion (2.10) into the formula (2.8)
for the effective viscosity, we shall proceed to a direct expansion of the latter, which allows
to capture crucial cancellations in the remainder.
We are now in position to state our main results. In Section 2.2, we provide renormalized
formulas for the cluster expansion of the effective viscosity, and we state the summabil-
ity of the expansion in case of the specific models (D2) and (D3). In Section 2.3, we
reformulate the first two terms of this expansion by making the renormalization explicit.
Next, Section 2.4 contains the main result of this work, that is, the analysis of the cluster
expansion in the model-free setting (D1). It is completed in Section 2.5 by a family of
examples that illustrate the sharpness of the analysis.
2.2. Cluster expansion of the effective viscosity. The following preliminary result
is the starting point to our entire approach: it provides an explicit expansion of the ef-
fective viscosity as a power series in the Bernoulli parameter p in form of the expected
cluster expansion, and it also provides an explicit formula for the remainder at all orders.
For p = 1, this constitutes the relevant form of the expansion (1.1). In order to make sense
of the cluster formulas, we first consider the approximation of the effective viscosity by
periodization, and we state that cluster formulas remain well-defined in the infinite-period
limit although formally given by infinite series that are not absolutely convergent: the
periodization procedure thus provides an implicit renormalization.
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Proposition 1 (Cluster expansion). Under Assumption (Hδ), the periodized effective vis-
cosity satisfies for all L, ℓ, p and k ≥ 1,
B¯
(p)
L,ℓ = Id+
k∑
j=1
pj
j!
B¯
j
L,ℓ + p
k+1R
(p),k+1
L,ℓ , (2.11)
where the coefficients {B¯jL,ℓ}j are given by the cluster formulas
E : B¯jL,ℓE = j!
∑
|F |=j
E
[ 
TdL
δF
(
|D(ψ
(0)
E;L,ℓ) + E|
2
)]
, (2.12)
which can be alternatively expressed as
E : B¯jL,ℓE =
1
2j!L
−d ∑
|F |=j
∑
n∈F
E
[ˆ
∂In,L,ℓ
E(x− xn,L,ℓ) · δ
F\{n}σ{n}E;L,ℓν
]
(2.13)
= 12j!L
−d ∑
|F |=j
∑
n∈F
E
[ˆ
∂In,L,ℓ
δF\{n}
(
ψ
(0)
E;L,ℓ + E(x− xn,L,ℓ)
)
· σFE;L,ℓν
]
, (2.14)
and where the remainder R
(p),k+1
L,ℓ has the explicit form
E : R
(p),k+1
L,ℓ E =
1
2L
−d ∑
|F |=k+1
∑
n∈F
E
[ˆ
∂In,L,ℓ
δF\{n}ψ(0)E;L,ℓ · σ
E(p)∪F
E;L,ℓ ν
]
. (2.15)
In addition, the infinite-period limits B¯jℓ := limL↑∞ B¯
j
L,ℓ are well-defined and bounded for
all j, ℓ. ♦
Next, we establish that the cluster expansion is summable whenever the diluteness is
given by geometric dilation (D2) or by random deletion (D3). In particular, upon trunca-
tion, this result quantifies the validity of Einstein’s formula and of its higher-order cluster
corrections with optimal error estimates.
Theorem 2 (Summability of the cluster expansion). Let assumption (Hδ) hold, and
consider the specific models (D2) and (D3) with minimal interparticle distance ℓ and
Bernoulli parameter p. Then the cluster expansion of the effective viscosity is uniformly
summable in the following sense: there exists a constant C (only depending on d, δ) such
that for all 0 ≤ pℓ−d < 1C , the coefficients {B¯
j
ℓ}j of Proposition 1 satisfy
B¯
(p)
ℓ = Id+
∞∑
j=1
pj
j!
B¯
j
ℓ , |B¯
j
ℓ | ≤ j! (Cℓ
−d)j , for all j ≥ 1. (2.16)
♦
Remarks 2.1.
(a) In case of the random deletion model (D3), the expansion (2.16) yields the local
analyticity of p 7→ B¯(p) at p = 0. Local analyticity can be established on the whole
interval 0 ≤ p ≤ 1; the reader is referred to [46, 13] for a similar result.
(b) In case of the dilation model (D2), assuming that Pℓ is obtained by dilating a given
process, the expansion (2.16) does not yield the analyticity of the map ℓ−d 7→ B¯ℓ
since the rescaled coefficients {ℓdjB¯jℓ}j also depend on ℓ. In the spirit of multipole
expansions, we believe that the maps ℓ−1 7→ ℓdjB¯jℓ are themselves analytic, as well as
ℓ−1 7→ B¯ℓ; we refer the reader to [53] for some results in that direction. ♦
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2.3. Renormalization and explicit formulas. We make the renormalization explicit
for the first two cluster coefficients B¯1ℓ and B¯
2
ℓ , recovering Einstein’s formula as well as
other results of the literature. We start with the formula for B¯1ℓ , which coincides with
that obtained in [27] for particles with arbitrary shapes, and reduces to Einstein’s explicit
formula for spherical particles.
Proposition 3 (First order). On top of Assumption (Hδ), further assume
(B1) Independent shapes: The random shapes {I◦n}n are iid copies of a given random
Borel subset I◦ in the unit ball B, independent of the point process Pℓ.
Then the first-order coefficient B¯1ℓ in Proposition 1 satisfies
B¯
1
ℓ = λ(Pℓ)Bˆ
1, Bˆ1E = 12 E
[ˆ
∂I◦
σ◦Eν ⊗ x
]
, (2.17)
where σ◦E = 2D(ψ
◦
E) − Σ
◦
E Id with (ψ
◦
E ,Σ
◦
E) the unique decaying solution of the single-
particle problem 

−△ψ◦E +∇Σ
◦
E = 0, in R
d \ I◦,
divψ◦E = 0, in R
d \ I◦,
D(ψ◦E + Ex) = 0, in I
◦,´
∂I◦ σ
◦
Eν = 0,´
∂I◦ Θx · σ
◦
Eν = 0, ∀Θ ∈M
skew.
(2.18)
For spherical particles I◦ = B, this reduces to Einstein’s celebrated formula
Bˆ
1 = d+22 |B| Id . (2.19)
♦
Next, we consider the formula for B¯2ℓ , following an idea by Batchelor [6, 7]. The general
form that we obtain in (2.20) is new. In the dilation setting (D2) with large interparticle
distance ℓ ≫ 1, the formula reduces to its leading-order contribution B¯2,1ℓ , cf. (2.21),
which is expressed in terms of the single-particle problem only and coincides with [21,
Proposition 5.6] in the case of spherical inclusions.
Proposition 4 (Second order). Let Assumptions (Hδ) and (B1) hold, and denote by f2,ℓ
the two-point density of the point process Pℓ, and by h2,ℓ = f2,ℓ − λ(Pℓ)
2 the two-point
correlation function. Then the second-order coefficient B¯2ℓ in Proposition 1 can be written
as follows (where in particular the limit exists),
E : B¯2ℓE =
ˆ
Rd
E
[ˆ
∂I◦
(
ψzE − ψ
z
E(0) −∇ψ
z
E(0)x
)
· σ◦,zE ν
]
f2,ℓ(0, z) dz
+
ˆ
Rd
E
[ˆ
∂I◦
∇ψzE(0)x ·
(
σ◦,zE − σ
◦
E
)
ν
]
f2,ℓ(0, z) dz
+ E
[ˆ
∂I◦
σ◦ν ⊗ x
]
: lim
L↑∞
L−d
¨
QL×QL
E
[
∇ψzE;L(y)
]
h2,ℓ(y, z) dydz, (2.20)
in terms of the single-particle and two-particle solutions: on top of the random shape I◦,
we set Iz := z + I˜◦ with I˜◦ an iid copy of I◦, and we define
• (ψ◦E ,Σ
◦
E) as the unique decaying solution of (2.18), and σ
◦
E = 2D(ψ
◦
E)− Σ
◦
E Id;
• (ψzE ,Σ
z
E) as the unique decaying solution of (2.18) with I
◦ replaced by Iz;
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• (ψ◦,zE ,Σ
◦,z
E ) as the unique decaying solution of the two-particle problem with stress
tensor σ◦,zE := 2D(ψ
◦,z
E )− Σ
◦,z
E Id,

−△ψ◦,zE +∇Σ
◦,z
E = 0, in R
d \ (I◦ ∪ Iz),
divψ◦,zE = 0, in R
d \ (I◦ ∪ Iz),
D(ψ◦,zE + Ex) = 0, in I
◦ ∪ Iz,´
∂I◦ σ
◦,z
E ν =
´
∂Iz σ
◦,z
E ν = 0,´
∂I◦ Θx · σ
◦,z
E ν =
´
∂Iz Θx · σ
◦,z
E ν = 0, ∀Θ ∈M
skew;
• (ψzE;L,Σ
z
E;L) as the unique L-periodic solution of the periodized version of (2.18)
with I◦ replaced by Iz + LZd, cf. (3.72).
In addition, in the dilation setting (D2) with ℓ≫ 1, we have∣∣B¯2ℓ − B¯2,1ℓ ∣∣ . ℓ−2d−1, (2.21)
where the leading-order contribution B¯2,1ℓ is given by the following reduced formula (where
again the limit exists),
E : B¯2,1ℓ E = (Bˆ
1E) :
(
lim
L↑∞
L−d p. v.
¨
QL×QL
4GL(z − y)h2,ℓ(y, z) dydz
)
(Bˆ1E), (2.22)
where Bˆ1E is as in (2.17), where the 4-tensor field GL is given by M : GL(z)M =
MjkMlm∇
2
km(G
(0)
L )jl(z) in terms of the periodic Stokeslet G
(0)
L for the free Stokes equa-
tion on TdL, and where the notation p. v. stands for the principal value. When Pℓ is the
ℓ-dilation of a given point process P, we obtain B¯2,1ℓ = ℓ
−2d
B¯
2,1 by scaling, where B¯2,1 is
given by (2.22) with h2,ℓ replaced by the two-point correlation function h2 of P. ♦
Still following Batchelor [6, 7], the remaining limits in (2.20) and (2.22) can be made
explicit provided that a (very weak) decay of correlations holds, cf. (B2) below.
Corollary 5. On top of Assumptions (Hδ) and (B1), using the same notation as in
Proposition 4 above, further assume
(B2) Dini decay of correlations: There exist C > 0 and a Dini weight ω (that is, a
function ω : R+ → R+ with ω ≤ 1 and
´∞
0
ω(t)
t dt ≤ 1) such that for all x, y ∈ R
d,
|ℓ2dh2,ℓ(x, y)| ≤ C ω
(
1
ℓ |x− y|
)
.
Then the limit in (2.20) takes the explicit form
lim
L↑∞
L−d
¨
QL×QL
E
[
∇ψzE;L(y)
]
h2,ℓ(y, z) dydz =
ˆ
Rd
E
[
∇ψzE(0)
]
h2,ℓ(0, z) dz. (2.23)
Likewise, B¯2,1ℓ defined in (2.22) satisfies
E : B¯2,1ℓ E = (Bˆ
1E) :
(
p. v.
ˆ
Rd
4G(z)h2,ℓ(0, z) dz
)
(Bˆ1E),
where the 4-tensor field G is now given by M : G(z)M = MjkMlm∇
2
kmG
(0)
jl (z) in terms of
the standard Stokeslet
G(0)(z) =
|z|2−d
2(d− 2)|∂B|
(
Id+(d− 2)
z ⊗ z
|z|2
)
.
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For spherical particles I◦ = B, we thus have
E : B¯2,1ℓ E = (d+ 2)
2|B|
ˆ
Rd
(
d+ 2
2
(z ·Ez)2
|z|d+4
−
|Ez|2
|z|d+2
)
h2,ℓ(0, z) dz. (2.24)
♦
Remark 2.2 (Batchelor’s renormalization). Using that
´
Rd
E [∇ψzE(0)] dz = 0, the for-
mula (2.20) for B¯2ℓ is formally equal toˆ
Rd
E
[ˆ
∂I◦
(ψzE − ψ
z
E(0)) · σ
◦,zν
]
f2,ℓ(z, 0) dz,
which would indeed correspond to taking the formal infinite-period limit in the periodized
cluster formula (2.14) for j = 2. This integral is however not absolutely convergent since
|∇ψzE(x)| ≃ 〈x−z〉
−d is borderline non-integrable at infinity (and the two-point density f2,ℓ
has no decay). In this context, formula (2.20) is the correct renormalization of the above
integral: following Batchelor and Green [7, (2.6)–(2.7)] (see also [6]), we exploit the fact
that
´
Rd
E [∇ψzE(0)] dz = 0 in order to replace f2,ℓ by the two-point correlation function
h2,ℓ = f2,ℓ − λ(Pℓ)
2, which decays in view of (B2) and makes the integral summable,
cf. (2.23). For higher-order cluster formulas, this argument is no longer enough and should
be complemented with some other renormalizations. ♦
2.4. Einstein’s formula and beyond. We turn to the validity of Einstein’s formula and
of its higher-order cluster corrections in the model-free setting (D1), where we make no
structural assumption on the diluteness, thus complementing Theorem 2. We start with
the first-order expansion in this general setting, under the expected local independence
condition, cf. (1.4), and we recover the recent result by Gérard-Varet and Höfer [22].
Theorem 6 (First-order expansion). Let Assumption (Hδ) hold. If P satisfies the local
independence condition λ2(P) ≤ λ(P)
1+β for some 0 < β ≤ 1, then for some α > 0,
|B¯− (Id+B¯1)| .β λ(P)
1+α|log λ(P)|. (2.25)
♦
Remark 2.3. As it appears in the proof, cf. Section 3.3, the above holds with α = ε(s−1)εs+d β
for some Meyers exponents s > 2 and ε > 0. The exponent s > 2, which quantifies moment
bounds for the corrector gradient, cf. (3.47), can be improved in two different ways:
• As shown by Höfer [30] in form of deterministic Lp regularity, cf. [11, Remark 2.2], the
Meyers exponent s can be taken arbitrarily large provided that the minimal interpar-
ticle distance (2.4) is large enough.
• Under some strong probabilistic condition in form of e.g. multiscale variance inequali-
ties [15], stochastic cancellations can be efficiently captured, and improved concentra-
tion results are expected: moment bounds on the corrector gradient are established
in our companion work [11, Theorem 2] in link with some new annealed regularity
theory, again allowing to take the exponent s arbitrarily large.
In both cases, for large s, the above result becomes nearly optimal as we may choose α < β
arbitrarily close to β. ♦
The next result provides a far-reaching extension both of Theorem 2 in the model-free
setting, and of Theorem 6 to all orders. It holds under an additional mild quantification
of ergodicity, cf. (Mix), which is formulated as a convergence rate for the approximation
of the effective viscosity by periodization, cf. Remark 2.4(a). The local independence
condition (2.27) is also particularly mild, cf. Remark 2.4(b).
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Theorem 7 (Higher-order expansion). On top of Assumption (Hδ), let the following mix-
ing assumption hold,
(Mix) There exist C, γ > 0 such that |B¯
(p)
L − B¯
(p)| ≤ CL−γ for all p, L.
Then the coefficients {B¯j}j in Proposition 1 satisfy for all j ≥ 1,
|B¯j | .j λj(P) |log λj(P)|
j−1. (2.26)
In addition, there exists an exponent s > 2 (only depending on d, δ) with the following
property: given k ≥ 1, if there exists n(k) > k and r > 2
kd+γ
(s−1)γ such that P satisfies
λn(k)(P) ≤ λk+1(P)
1+r, (2.27)
then we have ∣∣∣∣B¯−
(
Id+
k∑
j=1
1
j!
B¯
j
)∣∣∣∣ .k,n(k),r
n(k)−1∑
j=k
λj+1(P)|log λk+1(P)|
j . (2.28)
♦
Under Assumption (Mix), we further obtain a quantitative convergence rate for the
limit {B¯j}j = limL↑∞{B¯
j
L}j defined in Proposition 1: for all j we show that
|B¯jL − B¯
j| .j L
−2−jγ ,
cf. (3.48). This is proven by an indirect probabilistic argument and deteriorates for large j,
which we do not expect to be optimal. The factor 2k in the lower bound for the exponent r
in (2.27) is related to this convergence rate and is thus not likely to be optimal either.
Remarks 2.4. We discuss the generality of Assumptions (Mix) and (2.27).
(a) Mixing condition (Mix): As we show in Proposition A.1 in the appendix, Assump-
tion (Mix) follows from a slight quantification of ergodicity in form of algebraic α-
mixing of the inclusion process I (which also incidentally implies (B2)). Note that the
same conclusion may be deduced from other mixing conditions that do not necessarily
imply α-mixing (see e.g. [15, 24] for correlated Gaussian fields).
(b) Local independence condition (2.27): This is a quantitative strengthening of the qual-
itative condition (1.4), which is particularly mild since the needed relative smallness
can be reached at an arbitrarily large order n(k). As in Remark 2.3, the exponent
s > 2 could be taken arbitrarily large, and thus r > 0 arbitrarily small, either for large
interparticle distance or under strong probabilistic assumptions. In that case, if the
corrector gradient has all bounded moments, the above result is improved as follows:
under Assumptions (Hδ) and (Mix), without any local independence condition, we
have for all k ≥ 1, for any η > 0,∣∣∣∣B¯−
(
Id+
k∑
j=1
1
j!
B¯
j
)∣∣∣∣ .k,η λk+1(P)1−η . (2.29)
This illustrates the interesting trade-off between local independence conditions (in form
of relations between the many-point intensities {λj(P)}j) and concentration properties
(in form of moment bounds on the corrector gradient). ♦
The following lemma shows that the logarithmic correction in (2.26) is optimal. Sur-
prisingly, this contrasts with the specific settings (D2) and (D3), for which the naive
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estimate (1.3) holds exactly (either by scaling for the geometric dilation (D2), or by in-
dependence for the Bernoulli scheme (D3)). As appears in the proof, the logarithmic
correction is related to the lack of continuity of the Helmholtz projection in L∞(Rd).
Lemma 8 (Growth of B¯2).
(i) On top of Assumptions (Hδ), (B1), and (B2), assume that the point process P
is statistically isotropic, which entails that the two-point correlation function h2 is
radial. Then we have |B¯2| . λ2(P).
(ii) There exists an inclusion process I that satisfies Assumptions (Hδ) and (Mix), as
well as the local independence condition λ2(P) . λ(P)
2 ≪ 1, such that we have
|B¯2| ≃ λ2(P)|log λ2(P)|. ♦
2.5. An instructive example. We conclude with the analysis of an example that provides
some new insight into the local independence condition (1.4) and underlines the generality
of our results.
• Construction of inclusion processes {Iβ,λ}β,λ: We define a family of point processes
{Pβ,λ}β,λ with parameters 0 ≤ β ≤ 1 and 0 < λ ≪ 1 as follows. Consider a hardcore
Poisson process P ′ = {x′n}n with radius 6 and with intensity λ(P ′) = λ, see e.g. [16,
Section 3.4] using Penrose’s graphical construction [50]. Next, independently choose a
sequence {yn}n of iid random points that are uniformly distributed in B4 \B3, and, given
β ∈ [0, 1], also independently choose a sequence {bn,β}n of iid Bernoulli variables with
parameter λβ = P [bn,β = 1]. The desired point processes and spherical inclusion processes
are then defined by
Pβ,λ := P
′ ∪
{
x′n + yn : bn,β = 1
}
, Iβ,λ :=
⋃
x∈Pβ,λ B(x).
• Properties of the processes: Iβ,λ satisfies (Hδ) (with δ = 1) as well as (B1). In addi-
tion, the point process Pβ,λ is statistically isotropic and α-mixing with exponential rate
uniformly with respect to β, λ (e.g. [15, Proposition 1.4 (iii)] and [16, Proposition 3.5]): by
Proposition A.1 this implies that (Mix) is satisfied. A direct computation shows that the
many-point intensities scale as follows,
λ(Pβ,λ) ≃ λ, λ2(Pβ,λ) ≃ λ
1+β, λ3(Pβ,λ) ≃ λ
2+β ,
and more generally λ2k(Pβ,λ) ≃k λ
k(1+β) and λ2k+1(Pβ,λ) ≃k λ
1+k(1+β). In particular the
minimal local independence condition λ3(Pβ,λ)≪ λ2(Pβ,λ)≪ λ(Pβ,λ) holds for β > 0.
• Second-order cluster expansion: We denote by B¯β,λ the effective viscosity associated
with Iβ,λ. Theorem 7 implies that∣∣B¯β,λ − ( Id+B¯1β,λ + 12B¯2β,λ)∣∣ . λ2+β log2 λ,
where |B¯1β,λ| ≃ λ and |B¯
2
β,λ| ≃ λ
1+β (cf. (2.17) and Lemma 8(i)). In particular, discard-
ing B¯2β,λ in the above yields the following sharp error estimate for Einstein’s formula: for
all 0 ≤ β ≤ 1 and λ≪ 1,
|B¯β,λ − (Id+B¯
1
β,λ)| . λ
1+β ≃ |B¯1β,λ|
1+β .
Einstein’s formula is thus accurate whenever β > 0, which illustrates the full range of the
key assumption λ2(Pβ,λ)≪ λ(Pβ,λ), cf. (1.4).
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3. Proof of the main results
Henceforth, we fix a symmetric trace-free direction E ∈ Msym0 with |E| = 1 and we
systematically drop the corresponding subscripts in the notation.
3.1. Cluster expansion of the effective viscosity. This section is devoted to the proof
of most results of Proposition 1: focussing on the periodized setting, we start with the
justification of the expansion (2.11) with coefficients given by formula (2.14) and with the
explicit remainder (2.15), cf. Lemma 3.1 below, and we further establish the alternative
cluster formulas (2.12) and (2.13), cf. Lemma 3.2. The convergence of the periodized
coefficients will be deduced later as a by-product of the proof of Theorem 2, using an
indirect probabilistic argument, cf. Section 3.2.
Lemma 3.1. Under assumption (Hδ), the periodized effective viscosity satisfies for all L, ℓ, p
and k ≥ 1,
B¯
(p)
L,ℓ = Id+
k∑
j=1
pj
j!
B¯
j
L,ℓ + p
k+1R
(p),k+1
L,ℓ , (3.1)
where the coefficients {B¯jL,ℓ}j and the remainder R
(p),k+1
L,ℓ are given by formulas (2.14)
and (2.15), respectively. ♦
Proof. We split the proof into five steps. In this periodized setting, note that sums implic-
itly run over indices in EL,ℓ only, as other contributions vanish. We drop the subscript ℓ
for notational simplicity as it does not play any role in the proof.
Step 1. Strategy of the proof.
Starting point is the formula (2.8) for the periodized effective viscosity,
E : B¯
(p)
L E = E
[ 
TdL
|D(ψ
(p)
L ) + E|
2
]
= 1 + E
[ 
TdL
|D(ψ
(p)
L )|
2
]
.
We shall prove below that
E
[ˆ
TdL
2|D(ψ
(p)
L )|
2
]
= p
∑
n
E
[ˆ
∂In,L
E(x− xn,L) · σ
{n}
L ν
]
+ p
∑
n
E
[ˆ
∂In,L
E(x− xn,L) ·
(
σ
E(p)∪{n}
L − σ
{n}
L
)
ν
]
, (3.2)
and that for all k ≥ 1,
∑
|F |=k
∑
n∈F
E
[ˆ
∂In,L
δF\{n}
(
ψ
(0)
L + E(x− xn,L)
)
·
(
σE
(p)∪F
L − σ
F
L
)
ν
]
= p
∑
|F |=k+1
∑
n∈F
E
[ˆ
∂In,L
δF\{n}ψ(0)L · σ
E(p)∪F
L ν
]
. (3.3)
The combination of (3.2) and (3.3) with k = 1 yields the claim (3.1) for k = 1. Next, we
proceed by induction: if (3.1) holds for some k ≥ 1, noting that for |F | = k+1 there holds
δF\{n}ψ(0)L = δ
F\{n}(ψ(0)L +E(x− xn,L)),
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we can rewrite the error term in (3.1) as
E : R
(p),k+1
L E =
1
(k + 1)!
E : B¯k+1L E
+ 12L
−d ∑
|F |=k+1
∑
n∈F
E
[ˆ
∂In,L
δF\{n}
(
ψ
(0)
L + E(x− xn,L)
)
·
(
σE
(p)∪F
L − σ
F
L
)
ν
]
.
In view of (3.3), this entails R
(p),k+1
L =
1
(k+1)!B¯
k+1
L +pR
(p),k+2
L , and the claim (3.1) follows
with k replaced by k + 1. Hence, it remains to establish (3.2) and (3.3), which we do in
the next four steps.
Step 2. Reformulation of the corrector equation: for all H ⊂ N there holds in the weak
sense on the whole torus TdL,
−△ψHL +∇(Σ
H
L 1TdL\IHL ) = −
∑
n∈H
δ∂In,Lσ
H
L ν, (3.4)
where δ∂In,L stands for the Dirac measure on the boundary of In,L. This is a standard
consequence of equation (2.6) for ψHL ; a proof is given e.g. in [14, Step 1 of Section 3].
Step 3. Proof of (3.2).
In view of the constraint divψ
(p)
L = 0, the energy identity for equation (3.4) for ψ
(p)
L takes
the form ˆ
TdL
2|D(ψ
(p)
L )|
2 =
ˆ
TdL
|∇ψ
(p)
L |
2 = −
∑
n∈E(p)
ˆ
∂In,L
ψ
(p)
L · σ
(p)
L ν.
The condition D(ψ
(p)
L + Ex) = 0 on In,L entails that x 7→ ψ
(p)
L (x) + E(x− xn,L) is a rigid
motion on In,L, that is,
ψ
(p)
L (x) + E(x− xn,L) = Vn,L +Θn,L(x− xn,L), for all x ∈ In,L,
for some Vn,L ∈ R
d and Θn,L ∈ M
skew. Inserting this into the above, the boundary
conditions for ψ
(p)
L (cf. (2.6)) yieldˆ
TdL
2|D(ψ
(p)
L )|
2 = −
∑
n∈E(p)
ˆ
∂In,L
(
Vn,L + (Θn,L − E)(x− xn,L)
)
· σ
(p)
L ν
=
∑
n∈E(p)
ˆ
∂In,L
E(x− xn,L) · σ
(p)
L ν. (3.5)
Using the constraint n ∈ E(p) to replace σ
(p)
L by σ
E(p)∪{n}
L , this becomesˆ
TdL
2|D(ψ
(p)
L )|
2 =
∑
n∈E(p)
ˆ
∂In,L
E(x− xn,L) · σ
E(p)∪{n}
L ν.
As 1n∈E(p) = 1b(p)n =1 is σ(b
(p)
n )-measurable, noting that the integral
ˆ
∂In,L
E(x− xn,L) · σ
E(p)∪{n}
L ν
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does not depend on the value of b
(p)
n , and using that b
(p)
n is a Bernoulli random variable
with parameter p, the independence of the Bernoulli deletion scheme leads to
E
[ˆ
TdL
2|D(ψ
(p)
L )|
2
]
= p
∑
n
E
[ˆ
∂In,L
E(x− xn,L) · σ
E(p)∪{n}
L ν
]
. (3.6)
The claim (3.2) then follows after decomposing σ
E(p)∪{n}
L = σ
{n}
L +
(
σ
E(p)∪{n}
L − σ
{n}
L
)
.
Step 4. Proof that for all |F | = k ≥ 1 and G ⊂ F ,
∑
n∈F\G
ˆ
∂In,L
(
ψGL + E(x− xn,L)
)
·
(
σE
(p)∪F
L − σ
F
L
)
ν
=
∑
n∈E(p)\F
ˆ
∂In,L
(ψFL − ψ
G
L ) · σ
E(p)∪F
L ν. (3.7)
On the one hand, testing the equation (3.4) for ψGL with the difference ψ
E(p)∪F
L −ψ
F
L , using
the divergence-free constraint, and using the boundary conditions for ψE
(p)∪F
L , ψ
F
L , ψ
G
L
on ∂In,L with n ∈ G ⊂ F , we find
ˆ
TdL
∇ψGL : ∇
(
ψE
(p)∪F
L − ψ
F
L
)
= −
∑
n∈G
ˆ
∂In,L
(
ψE
(p)∪F
L − ψ
F
L
)
· σGL ν = 0. (3.8)
On the other hand, the equations (3.4) for ψE
(p)∪F
L and ψ
F
L combine into the following,
−△
(
ψE
(p)∪F
L − ψ
F
L
)
+∇
(
ΣE
(p)∪F
L 1TdL\IE
(p)∪F
L
− ΣFL1TdL\IFL
)
= −
∑
n∈E(p)\F
δ∂In,Lσ
E(p)∪F
L ν −
∑
n∈F
δ∂In,L
(
σE
(p)∪F
L − σ
F
L
)
ν,
which yields, after testing with ψGL , using the divergence-free constraint, and using the
boundary conditions for ψGL , ψ
E(p)∪F
L , ψ
F
L on ∂In,L with n ∈ G ⊂ F ,
ˆ
TdL
∇ψGL : ∇
(
ψE
(p)∪F
L − ψ
F
L
)
= −
∑
n∈E(p)\F
ˆ
∂In,L
ψGL · σ
E(p)∪F
L ν −
∑
n∈F
ˆ
∂In,L
ψGL ·
(
σE
(p)∪F
L − σ
F
L
)
ν
= −
∑
n∈E(p)\F
ˆ
∂In,L
ψGL · σ
E(p)∪F
L ν −
∑
n∈F\G
ˆ
∂In,L
ψGL ·
(
σE
(p)∪F
L − σ
F
L
)
ν
+
∑
n∈G
ˆ
∂In,L
E(x− xn,L) ·
(
σE
(p)∪F
L − σ
F
L
)
ν.
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Combined with (3.8), this entails
∑
n∈F\G
ˆ
∂In,L
ψGL ·
(
σE
(p)∪F
L − σ
F
L
)
ν
=
∑
n∈G
ˆ
∂In,L
E(x− xn,L) ·
(
σE
(p)∪F
L − σ
F
L
)
ν −
∑
n∈E(p)\F
ˆ
∂In,L
ψGL · σ
E(p)∪F
L ν,
or alternatively,
∑
n∈F\G
ˆ
∂In,L
(
ψGL + E(x− xn,L)
)
·
(
σE
(p)∪F
L − σ
F
L
)
ν
=
∑
n∈F
ˆ
∂In,L
E(x− xn,L) ·
(
σE
(p)∪F
L − σ
F
L
)
ν −
∑
n∈E(p)\F
ˆ
∂In,L
ψGL · σ
E(p)∪F
L ν. (3.9)
Noting that for G = F this yields
∑
n∈F
ˆ
∂In,L
E(x− xn,L) ·
(
σE
(p)∪F
L − σ
F
L
)
ν =
∑
n∈E(p)\F
ˆ
∂In,L
ψFL · σ
E(p)∪F
L ν,
and using this to reformulate the first right-hand side term in (3.9), the claim (3.7) follows.
Step 5. Proof of (3.3).
Denote by T
(p)
k,L the left-hand side in (3.3). Recalling the definition (2.9) of the difference
operator, we can rewrite
T
(p)
k,L = −
∑
|F |=k
∑
n∈F
∑
G⊂F\{n}
(−1)|F\G| E
[ˆ
∂In,L
(
ψGL + E(x− xn,L)
)
·
(
σE
(p)∪F
L − σ
F
L
)
ν
]
,
or alternatively, after changing summation variables,
T
(p)
k,L = −
∑
|F |=k
∑
G⊂F
(−1)|F\G| E
[ ∑
n∈F\G
ˆ
∂In,L
(
ψGL + E(x− xn,L)
)
·
(
σE
(p)∪F
L − σ
F
L
)
ν
]
.
We now appeal to (3.7) to the effect of
T
(p)
k,L = −
∑
|F |=k
∑
G⊂F
(−1)|F\G| E
[ ∑
n∈E(p)\F
ˆ
∂In,L
(
ψFL − ψ
G
L
)
· σE
(p)∪F
L ν
]
.
Noting that
∑
G⊂F (−1)
|F\G| = 0 for F 6= ∅ and recalling again the definition (2.9) of the
difference operator, we obtain
T
(p)
k,L =
∑
|F |=k
∑
G⊂F
(−1)|F\G| E
[ ∑
n∈E(p)\F
ˆ
∂In,L
ψGL · σ
E(p)∪F
L ν
]
,
=
∑
|F |=k
E
[ ∑
n∈E(p)\F
ˆ
∂In,L
δFψ
(0)
L · σ
E(p)∪F
L ν
]
.
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Finally, appealing to the independence of the Bernoulli deletion scheme, similarly as in the
argument to pass from (3.5) to (3.6), we deduce
T
(p)
k,L =
∑
|F |=k
∑
n/∈F
E
[
1n∈E(p)
ˆ
∂In,L
δFψ
(0)
L · σ
E(p)∪F∪{n}
L ν
]
= p
∑
|F |=k
∑
n/∈F
E
[ˆ
∂In,L
δFψ
(0)
L · σ
E(p)∪F∪{n}
L ν
]
,
and the claim (3.3) follows after changing summation variables. 
In Lemma 3.1 above, we naturally came up with the definition (2.14) of the periodized
coefficients {B¯jL}j . The following lemma states that this is further equivalent to formu-
las (2.12) and (2.13). In particular, (2.12) is the expected cluster formula.
Lemma 3.2. Under assumption (Hδ), for all L, ℓ and j ≥ 1, the periodized coefficient B¯
j
L,ℓ
defined above by formula (2.14) is equivalently given by (2.12) and (2.13). ♦
Proof. We split the proof into three steps. As before, we drop the subscript ℓ for notational
simplicity.
Step 1. Equation for corrector differences: for all disjoint subsets F,H ⊂ N with F finite,
the following equation is satisfied in the weak sense on the whole torus TdL,
−△δFψHL +∇δ
F
(
ΣHL 1TdL\IHL
)
= −
∑
n∈H
δ∂In,Lδ
FσHL ν −
∑
n∈F\H
δ∂In,Lδ
F\{n}σH∪{n}L ν. (3.10)
Starting point is the equation (3.4) satisfied by ψS∪HL ,
−△ψS∪HL +∇
(
ΣS∪HL 1TdL\IS∪HL
)
= −
∑
n∈S∪H
δ∂In,Lσ
S∪H
L ν.
Using the definition (2.9) of the difference operator, we deduce
−△δFψHL +∇δ
F
(
ΣHL 1TdL\IHL
)
= −
∑
S⊂F
(−1)|F\S|
∑
n∈S∪H
δ∂In,Lσ
S∪H
L ν,
and it remains to reformulate the right-hand side. For that purpose, we decompose
−△δFψHL +∇δ
F
(
ΣHL 1TdL\IHL
)
= −
∑
n∈H
δ∂In,L
∑
S⊂F
(−1)|F\S|σS∪HL ν −
∑
n∈F\H
δ∂In,L
∑
S⊂F
1n∈S(−1)|F\S|σS∪HL ν.
Changing summation variables and recognizing the definition (2.9) of the difference oper-
ator, the claim (3.10) follows.
Step 2. Proof that for all ∅ 6= G ⊂ F ⊂ N,
∑
n∈G
ˆ
∂In,L
δF\Gψ(0)L · δ
G\{n}σF\(G\{n})L ν −
∑
n∈F\G
ˆ
∂In,L
δF\(G∪{n})ψ(0)L · δ
Gσ
F\G
L ν
= 1|F\G|=1
∑
n∈F\G
ˆ
∂In,L
E(x− xn,L) · δ
F\{n}σ{n}L ν. (3.11)
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In view of (3.10), writing (F \G)∪{n} = F \(G\{n}) for n ∈ G ⊂ F , we note that δGψ
F\G
L
satisfies
−△δGψ
F\G
L +∇δ
G
(
Σ
F\G
L 1TdL\I
F\G
L
)
= −
∑
n∈F\G
δ∂In,Lδ
Gσ
F\G
L ν −
∑
n∈G
δ∂In,Lδ
G\{n}σF\(G\{n})L ν.
Testing this equation with δF\Gψ(0)L , we find
∑
n∈G
ˆ
∂In,L
δF\Gψ(0)L · δ
G\{n}σF\(G\{n})L ν = −
∑
n∈F\G
ˆ
∂In,L
δF\Gψ(0)L · δ
Gσ
F\G
L ν
−
ˆ
TdL
∇δF\Gψ(0)L : ∇δ
Gψ
F\G
L . (3.12)
Next, in view of (3.10), we note that δF\Gψ(0)L satisfies
−△δF\Gψ(0)L +∇δ
F\G(Σ(0)L 1TdL\I(0)L
)
= −
∑
m∈F\G
δ∂Im,Lδ
F\(G∪{m})σ{m}L ν.
Testing this equation with δGψ
F\G
L and using the boundary conditions, with G 6= ∅, we
find ˆ
TdL
∇δF\Gψ(0)L : ∇δ
Gψ
F\G
L = −
∑
m∈F\G
ˆ
∂Im,L
δGψ
F\G
L · δ
F\(G∪{m})σ{m}L ν = 0.
Inserting this into (3.12), we obtain
∑
n∈G
ˆ
∂In,L
δF\Gψ(0)L · δ
G\{n}σF\(G\{n})L ν = −
∑
n∈F\G
ˆ
∂In,L
δF\Gψ(0)L · δ
Gσ
F\G
L ν.
For n ∈ F \ G, decomposing δF\Gψ(0)L = δ
F\(G∪{n})ψ{n}L − δ
F\(G∪{n})ψ(0)L and using the
boundary conditions in form ofˆ
∂In,L
δF\(G∪{n})ψ{n}L · δ
Gσ
F\G
L ν = −1|F\G|=1
ˆ
∂In,L
E(x− xn,L) · δ
F\{n}σ{n}L ν,
the claim (3.11) follows.
Step 3. Conclusion.
Let F ⊂ N with |F | = j ≥ 1. For 1 ≤ l ≤ j − 1, summing (3.11) over G ⊂ F with |G| = l,
we obtain after changing summation variables,
∑
G⊂F
|G|=l
∑
n∈G
ˆ
∂In,L
δF\Gψ(0)L · δ
G\{n}σF\(G\{n})L ν−
∑
G⊂F
|G|=l+1
∑
n∈G
ˆ
∂In,L
δF\Gψ(0)L · δ
Gσ
F\(G\{n})
L ν
= 1l=j−1
∑
n∈F
ˆ
∂In,L
E(x− xn,L) · δ
F\{n}σ{n}L ν.
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Summing this telescopic sequence over 1 ≤ l ≤ j − 1 and noting that δ∅ψ
(0)
L = ψ
(0)
L = 0,
we obtain∑
n∈F
ˆ
∂In,L
δF\{n}
(
ψ
(0)
L + E(x− xn,L)
)
· σFL ν =
∑
n∈F
ˆ
∂In,L
E(x− xn,L) · δ
F\{n}σ{n}L ν.
Summing now over |F | = j, we recognize the definition (2.14) of 1j!L
d
B¯
j
L in the left-hand
side and we can conclude that
B¯
j
L =
1
2j!L
−d ∑
|F |=j
∑
n∈F
E
[ˆ
∂In,L
E(x− xn,L) · δ
F\{n}σ{n}L ν
]
,
that is, (2.14). It remains to establish (2.13). Recalling the definition (2.9) of the difference
operator, we can write∑
|F |=j
E
[ 
TdL
δF |D(ψ
(0)
L )|
2
]
=
∑
|F |=j
∑
G⊂F
(−1)|F\G| E
[ 
TdL
|D(ψGL )|
2
]
,
which entails, in view of the energy identity (3.27),∑
|F |=j
E
[ 
TdL
δF |D(ψ
(0)
L )|
2
]
= 12L
−d ∑
|F |=j
∑
G⊂F
∑
n∈G
(−1)|F\G| E
[ˆ
∂In,L
E(x− xn,L) · σ
G
L ν
]
.
After changing summation variables and recalling again the definition (2.9) of the difference
operator, this yields∑
|F |=j
E
[ 
TdL
δF |D(ψ
(0)
L )|
2
]
= 12L
−d ∑
|F |=j
∑
n∈F
E
[ˆ
∂In,L
E(x− xn,L) · δ
F\{n}σ{n}L ν
]
.
Combined with (2.14), this yields the desired formula (2.13). 
3.2. Summability of the cluster expansion. This section is devoted to the proof of
Theorem 2. In form of an indirect probabilistic argument (taking advantage of the artificial
Bernoulli variable), the proof also implies the existence of the infinite-period limit {B¯jℓ}j =
limL↑∞{B¯
j
L,ℓ}j , which completes the proof of Proposition 1. The core of the argument relies
on the following uniform estimates.
Proposition 3.3. Under Assumption (Hδ), the periodized cluster coefficients and the
remainder in Proposition 1 satisfy for all L, ℓ, p and j, k ≥ 1,
|B¯jL,ℓ| ≤ j!(Cℓ
−d)j , |R(p),k+1L,ℓ | ≤ (Cℓ
−d)k+1. ♦
With these estimates at hand, we now briefly deduce Theorem 2, completing simulta-
neously the proof of Proposition 1.
Proof of Theorem 2. Combining the cluster expansion (2.11) of Proposition 1 with the
uniform bounds of Proposition 3.3, we obtain for all L, ℓ, p and k ≥ 1,∣∣∣∣B¯(p)L,ℓ −
(
Id +
k∑
j=1
pj
j!
B¯
j
L,ℓ
)∣∣∣∣ ≤ (Cpℓ−d)k+1. (3.13)
The conclusion (2.16) directly follows from this uniform estimate provided that we show
that for all j the limit B¯jℓ = limL↑∞ B¯
j
L,ℓ exists, which would also complete the proof
of Proposition 1. While the uniform bounds of Proposition 3.3 ensure that the sequence
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{B¯jL}L≥1 is precompact, hence converges up to an extraction as L ↑ ∞, we use a proba-
bilistic argument based on (3.13) to deduce the convergence of the full sequence.
First, in view of the stabilization property of periodic approximations {PL,ℓ}L≥1, it fol-
lows from [14, Theorem 1] that limL↑∞ B¯
(p)
L,ℓ = B¯
(p)
ℓ for all ℓ, p (this requires to replace
Dirichlet boundary conditions in [14] by periodic boundary conditions, as is standard in
homogenization theory). Next, we argue by induction that this convergence result allows
to pass to the limit in (3.13). Since the proof of the convergence of {B¯1L,ℓ}L is similar to
the proof of the induction step, we only display the latter. Let k ≥ 1 and assume that
the limit B¯jℓ = limL↑∞ B¯
j
L,ℓ exists for all 1 ≤ j ≤ k. We then need to prove that the limit
B¯
k+1
ℓ = limL↑∞ B¯
k+1
L,ℓ also exists. As B¯
k+1
L,ℓ is bounded uniformly in L by Proposition 3.3,
it converges to some limit C¯k+1ℓ as L ↑ ∞ up to an extraction. Passing to the limit along
this extraction in (3.13) with k replaced by k + 1, and using the induction assumptions,
we deduce for all ℓ, p,
∣∣∣∣B¯(p)ℓ −
(
Id+
k∑
j=1
pj
j!
B¯
j
ℓ +
pk+1
(k + 1)!
C¯
k+1
ℓ
)∣∣∣∣ ≤ (Cpℓ−d)k+2, (3.14)
which proves that C¯k+1ℓ satisfies
C¯
k+1
ℓ = limp↓0
(k + 1)!
pk+1
(
B¯
(p)
ℓ − Id−
k∑
j=1
pj
j!
B¯
j
ℓ
)
,
where in particular the limit must exist. Since the right-hand side does not depend on
the chosen extraction, we deduce that the limit C¯k+1ℓ is uniquely defined, hence the limit
B¯
k+1
ℓ := C¯
k+1
ℓ = limL↑∞ B¯
k+1
L,ℓ exists, which concludes the proof. 
Before we turn to the proof of Proposition 3.3, we state some useful trace estimates,
which will often be applied in the sequel to control force terms concentrated at particle
boundaries, cf. (3.4).
Lemma 3.4 (Trace estimates). Under Assumption (Hδ), for all families F of finite subsets
of N, for all H ⊂ N, and n ∈ N with n /∈
⋃
F∈F F , we have
inf
c∈Rd
ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
δFψHL,ℓ − c
∣∣∣2 .
ˆ
In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣∣2,
inf
c∈R
ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
δFσHL,ℓ − c Id
∣∣∣2 .
ˆ
In,L,ℓ+δB
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣∣2. ♦
Proof. We start with the proof of the first claim and appeal to a trace estimate in form of
ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
δFψHL,ℓ − c
∣∣∣2 .
ˆ
In,L,ℓ
∣∣∣〈∇〉 12( ∑
F∈F
δFψHL,ℓ − c
)∣∣∣2,
from which the conclusion follows by Poincaré’s inequality.
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We turn to the proof of the second claim. Recalling the definition of the stress tensor, and
using a trace estimate, we find
ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
δFσHL,ℓ − c Id
∣∣∣2
.
ˆ
(In,L,ℓ+
1
2
δB)\In,L,ℓ
∣∣∣〈∇〉 12 ∑
F∈F
∇δFψHL,ℓ
∣∣∣2 + ∣∣∣〈∇〉 12( ∑
F∈F
δFΣHL,ℓ − c
)∣∣∣2.
In view of the hardcore assumption,
(∑
F∈F δ
FψHL,ℓ,
∑
F∈F δ
FΣHL,ℓ
)
satisfies
−△
∑
F∈F
δFψHL,ℓ +∇
∑
F∈F
δFΣHL,ℓ = 0, in (In,L,ℓ + δB) \ In,L,ℓ, (3.15)
so that, by the local regularity theory for the steady Stokes equation near a boundary in
form of e.g. [20, Theorem IV.5.1–5.3], we obtain
ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
δFσHL,ℓ − c Id
∣∣∣2 .
ˆ
(In,L,ℓ+δB)\In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣∣2 + ∣∣∣ ∑
F∈F
δFΣHL,ℓ − c
∣∣∣2
+
ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣
In,L,ℓ
∣∣∣2. (3.16)
It remains to analyze the last two right-hand side terms. First, using a local pressure
estimate for the steady Stokes equation, e.g. [11, Lemma 3.3], we find
inf
c∈R
ˆ
(In,L,ℓ+δB)\In,L,ℓ
∣∣∣ ∑
F∈F
δFΣHL,ℓ − c
∣∣∣2 .
ˆ
(In,L,ℓ+δB)\In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣∣2. (3.17)
Second, using a trace estimate again, the last right-hand side term in (3.16) becomesˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣
In,L,ℓ
∣∣∣2 .
ˆ
In,L,ℓ
∣∣∣〈∇〉 12 ∑
F∈F
∇δFψHL,ℓ
∣∣∣2.
If n ∈ H, then the boundary conditions ensure that
∑
F∈F δ
FψHL,ℓ is affine in In,L,ℓ, and
we deduce ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣
In,L,ℓ
∣∣∣2 .
ˆ
In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣∣2. (3.18)
We now establish the same bound when n /∈ H. In that case, the steady Stokes equa-
tion (3.15) holds in the whole domain In,L,ℓ + δB, and the pressure is only defined up to
additive constant, so that by interior regularity theory in form of e.g. [20, Theorem IV.4.1],
we deduce for any constant c ∈ R,ˆ
∂In,L,ℓ
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣
In,L,ℓ
∣∣∣2 .
ˆ
In,L,ℓ+δB
∣∣∣ ∑
F∈F
∇δFψHL,ℓ
∣∣∣2 + ∣∣∣ ∑
F∈F
δFΣHL,ℓ − c
∣∣∣2.
Then using a local pressure estimate for the steady Stokes equation as in (3.17), with a
suitable choice of the constant c, we deduce that the same bound (3.18) holds. Finally,
inserting (3.17) and (3.18) into (3.16), the conclusion follows. 
Our main analytical achievement in order to prove Proposition 3.3 is the following
new hierarchy of energy estimates for corrector differences which is inspired from [13]. In
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contrast to [13], we identify the correct dependence on ℓ−d, which is surprisingly challenging
and relies on elliptic regularity via a duality argument.
Proposition 3.5. Under Assumption (Hδ), for all H ⊂ N, all L, ℓ, and j, k ≥ 0, we have
SHL,ℓ(k, j) . (Cℓ
−d)2(k+j), THL,ℓ(k, j) ≤ (Cℓ
−d)2(k+j+1), (3.19)
where we have set for abbreviation
SHL,ℓ(k, j) :=
∑
|G|=k
 
TdL
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2,
THL,ℓ(k, j) := L
−d ∑
|G|=k
∑
n/∈G∪H
ˆ
In,L,ℓ+δB
∣∣∣ ∑
|F |=j
F∩(G∪{n})=∅
∇δF∪GψHL,ℓ
∣∣∣2. ♦
Before we actually prove these key estimates, we first explain how they allow to conclude
the proof of Proposition 3.3.
Proof of Proposition 3.3. We focus on the bound on the remainder R
(p),k+1
L,ℓ . The bound on
the periodized cluster coefficients indeed follows along the same lines, and is even slightly
simpler. Using Proposition 3.5, the conclusion follows from
|R
(p),k+1
L,ℓ | .
k∑
j=0
E
[
T
(0)
L,ℓ(j, k − j)
] 1
2
E
[
S
(p)
L,ℓ(j, 0) + S
(p)
L,ℓ(j + 1, 0)
] 1
2
, (3.20)
which we presently prove. After changing summation variables, the definition of the re-
mainder in Proposition 1 can be rewritten as
R
(p),k+1
L,ℓ =
1
2L
−d ∑
|F |=k
∑
n/∈F
E
[ˆ
∂In,L,ℓ
δFψ
(0)
L,ℓ · σ
E(p)∪F∪{n}
L,ℓ ν
]
.
For all F ⊂ N and n ∈ N, using that
∑
H′⊂H(−1)
|H′| = 0 if H 6= ∅, we have the identity∑
G⊂F∪{n}
δGσ
(p)
L,ℓ =
∑
G⊂F∪{n}
∑
G′⊂G
(−1)|G\G
′|σE
(p)∪G′
L,ℓ
=
∑
G′⊂F∪{n}
( ∑
G′′⊂F∪{n}\G′
(−1)|G
′′|
)
σE
(p)∪G′
L,ℓ
= σ
E(p)∪F∪{n}
L,ℓ , (3.21)
so that the above takes the form
R
(p),k+1
L,ℓ =
1
2L
−d ∑
|F |=k
∑
n/∈F
∑
G⊂F∪{n}
E
[ˆ
∂In,L,ℓ
δFψ
(0)
L,ℓ · δ
Gσ
(p)
L,ℓν
]
.
Using the following decomposition, for all n /∈ F and all maps f ,∑
G⊂F∪{n}
f(G) =
∑
G⊂F
f(G) +
∑
G⊂F
f(G ∪ {n}),
we deduce
R
(p),k+1
L,ℓ =
1
2L
−d ∑
|F |=k
∑
G⊂F
∑
n/∈F
E
[ˆ
∂In,L,ℓ
δFψ
(0)
L,ℓ ·
(
δGσ
(p)
L,ℓ + δ
G∪{n}σ(p)L,ℓ
)
ν
]
. (3.22)
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Using the boundary conditions for δGσ
(p)
L,ℓ + δ
G∪{n}σ(p)L,ℓ = δ
Gσ
E(p)∪{n}
L,ℓ in form ofˆ
∂In,L,ℓ
(
δGσ
(p)
L,ℓ + δ
G∪{n}σ(p)L,ℓ
)
ν = 0,
and using the divergence-free constraint for δFψ
(0)
L,ℓ together with Stokes’ formula in the
following form, for any constant c ∈ Rd,
ˆ
∂Im,L
(
δFψ
(0)
L,ℓ − c
)
· ν =
ˆ
Im,L
div
(
δFψ
(0)
L,ℓ − c
)
= 0, (3.23)
we may smuggle in arbitrary constants {cF,G,n}F,G,n ⊂ R
d and {c′G,n}G,n ⊂ R into (3.22),
to the effect of
R
(p),k+1
L,ℓ =
1
2L
−d ∑
|F |=k
∑
G⊂F
∑
n/∈F
E
[ˆ
∂In,L,ℓ
(
δFψ
(0)
L,ℓ − cF,G,n
)
·
(
δGσ
(p)
L,ℓ + δ
G∪{n}σ(p)L,ℓ − c
′
G,n Id
)
ν
]
,
or equivalently, after changing summation variables,
R
(p),k+1
L,ℓ =
1
2L
−d
k∑
j=0
∑
|G|=j
∑
n/∈G
E
[ˆ
∂In,L,ℓ
( ∑
|F |=k−j
F∩(G∪{n})=∅
(
δF∪Gψ(0)L,ℓ − cF∪G,G,n
))
·
(
δGσ
(p)
L,ℓ + δ
G∪{n}σ(p)L,ℓ − c
′
G,n Id
)
ν
]
.
Appealing to the Cauchy-Schwarz inequality and to the trace estimates of Lemma 3.4, we
deduce
|R
(p),k+1
L,ℓ | . L
−d
k∑
j=0
∑
|G|=j
∑
n/∈G
E
[ˆ
In,L,ℓ
∣∣∣ ∑
|F |=k−j
F∩(G∪{n})=∅
∇δF∪Gψ(0)L,ℓ
∣∣∣2
] 1
2
× E
[ˆ
In,L,ℓ+δB
∣∣∇δGψ(p)L,ℓ∣∣2 + ∣∣∇δG∪{n}ψ(p)L,ℓ∣∣2
] 1
2
. (3.24)
Using the triangle inequality and recalling that the fattened inclusions {In,L,ℓ + δB}n are
disjoint, we recognize the definition of T
(0)
L,ℓ and S
(p)
L,ℓ, and the claimed estimate (3.20)
follows. 
It remains to prove Proposition 3.5. In order to deal with the case ℓ≫ 1 and determine
the correct dependence on ℓ−d, we make a careful use of elliptic regularity and we appeal
to a new intricate induction argument that combines both SHL,ℓ and T
H
L,ℓ.
Proof of Proposition 3.5. We argue by induction and split the proof into three steps. For
notational convenience we set SHL,ℓ(j, k) = T
H
L,ℓ(j, k) = 0 for j < 0 or k < 0.
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Step 1. Energy estimate for correctors: for all H ⊂ N we have
SHL,ℓ(0, 0) =
 
TdL
|∇ψHL,ℓ|
2 . ℓ−d, (3.25)
THL,ℓ(0, 0) = L
−d ∑
n/∈H
ˆ
In,L,ℓ+δB
|∇ψHL,ℓ|
2 . ℓ−2d. (3.26)
We start with the proof of (3.25). Testing equation (3.4) with ψHL,ℓ itself, and using the
boundary conditions, we findˆ
TdL
|∇ψHL,ℓ|
2 =
∑
n∈H
ˆ
∂In,L,ℓ
E(x− xn,L) · σ
H
L,ℓν. (3.27)
Using the divergence-free constraint trE = 0 to add an arbitrary constant to the pressure
in σHL,ℓ, cf. (3.23), and appealing to the trace estimates of Lemma 3.4, we are led toˆ
TdL
|∇ψHL,ℓ|
2 .
∑
n∈H
(ˆ
In,L,ℓ+δB
|∇ψHL,ℓ|
2
) 1
2
.
Since the fattened inclusions {In,L,ℓ + δB}n are disjoint, the Cauchy-Schwarz inequality
yields ˆ
TdL
|∇ψHL,ℓ|
2 . ♯{n ∈ H : xn,ℓ ∈ QL,δ}.
Since the number of points is bounded by C(L/ℓ)d, the claim (3.25) follows. For future
reference, also note that this bound entails for all p,
E
[ 
TdL
|∇ψ
(p)
L,ℓ|
2
]
. λ(P
(p)
ℓ ). (3.28)
We turn to the proof of (3.26). For n /∈ H, the ℓ-hardcore assumption implies that the
following relation is satisfied,
−△ψHL,ℓ +∇Σ
H
L,ℓ = 0, divψ
H
L,ℓ = 0, in In,L,ℓ + ℓB,
so that standard regularity theory yieldsˆ
In,L,ℓ+δB
|∇ψHL,ℓ|
2 . ℓ−d
ˆ
In,L,ℓ+ℓB
|∇ψHL,ℓ|
2. (3.29)
Now summing over n /∈ H and using the ℓ-hardcore assumption in form of the disjointness
of the fattened inclusions {In,L,ℓ + ℓB}n, we find∑
n/∈H
ˆ
In,L,ℓ+δB
|∇ψHL,ℓ|
2 . ℓ−d
ˆ
TdL
|∇ψHL,ℓ|
2,
and the claim (3.26) follows from (3.25).
Step 2. Proof that for all H ⊂ N and j, k ≥ 0,
SHL,ℓ(k, j) . 1k≤1,j=0 ℓ
−d + SHL,ℓ(k + 1, j − 1)
+ THL,ℓ(k, j) + T
H
L,ℓ(k, j − 1) + T
H
L,ℓ(k − 1, j). (3.30)
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A similar argument could be used to prove the following recurrence relation on SHL,ℓ,
SHL,ℓ(k, j) . 1k≤1,j=0 ℓ
−d + SHL,ℓ(k + 1, j − 1)
+ SHL,ℓ(k, j − 1) + S
H
L,ℓ(k − 1, j) + S
H
L,ℓ(k + 1, j − 2).
By induction, this second relation would already yield the conclusion (3.19) in case ℓ ≃ 1.
In order to reach the optimal dependence on ℓ, the more careful relation (3.30) is however
needed and will be combined with a recurrence relation for THL,ℓ in the next step.
Let G ⊂ N be momentarily fixed. In view of (3.10), the following equation is satisfied in
the weak sense in TdL, for any F ⊂ N with F ∩G = ∅,
−△δF∪GψHL,ℓ +∇δ
F∪G(ΣHL,ℓ1TdL\IHL,ℓ
)
= −
∑
n∈H
δ∂In,L,ℓδ
F∪GσHL,ℓν
−
∑
n∈F\H
δ∂In,L,ℓδ
(F\{n})∪GσH∪{n}L,ℓ ν −
∑
n∈G\H
δ∂In,L,ℓδ
F∪(G\{n})σH∪{n}L,ℓ ν.
Hence, after summing over F and changing summation variables,
−△
∑
|F |=j
F∩G=∅
δF∪GψHL,ℓ +∇
∑
|F |=j
F∩G=∅
δF∪G
(
ΣHL,ℓ1TdL\IHL,ℓ
)
= −
∑
n∈H
δ∂In,L,ℓ
∑
|F |=j
F∩G=∅
δF∪GσHL,ℓν
−
∑
n/∈G∪H
δ∂In,L,ℓ
∑
|F |=j−1
F∩(G∪{n})=∅
δF∪GσH∪{n}L,ℓ ν −
∑
n∈G\H
δ∂In,L,ℓ
∑
|F |=j
F∩G=∅
δF∪(G\{n})σH∪{n}L,ℓ ν.
Testing this equation with
∑
|F |=j:F∩G=∅ δ
F∪GψHL,ℓ itself yieldsˆ
TdL
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2 = A1L,ℓ(G, j) +A2L,ℓ(G, j) +A3L,ℓ(G, j), (3.31)
in terms of
A1L,ℓ(G, j) := −
∑
n∈H
ˆ
∂In,L,ℓ
( ∑
|F |=j
F∩G=∅
δF∪GψHL,ℓ
)
·
( ∑
|F |=j
F∩G=∅
δF∪GσHL,ℓν
)
,
A2L,ℓ(G, j) := −
∑
n/∈G∪H
ˆ
∂In,L,ℓ
( ∑
|F |=j
F∩G=∅
δF∪GψHL,ℓ
)
·
( ∑
|F |=j−1
F∩(G∪{n})=∅
δF∪GσH∪{n}L,ℓ ν
)
,
A3L,ℓ(G, j) := −
∑
n∈G\H
ˆ
∂In,L,ℓ
( ∑
|F |=j
F∩G=∅
δF∪GψHL,ℓ
)
·
( ∑
|F |=j
F∩G=∅
δF∪(G\{n})σH∪{n}L,ℓ ν
)
.
We analyze these three terms separately and start with the first one. In view of the
boundary conditions for δF∪GψHL,ℓ on ∂In,L,ℓ with n ∈ H, we can rewrite
A1L,ℓ(G, j) =
∑
n∈H
ˆ
∂In,L,ℓ
( ∑
|F |=j
F∩G=∅
δF∪G(E(x− xn,L))
)
·
( ∑
|F |=j
F∩G=∅
δF∪GσHL,ℓν
)
= 1G=∅,j=0
∑
n∈H
ˆ
∂In,L,ℓ
E(x− xn,L) · σ
H
L,ℓν.
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By (3.27) and (3.25), this implies
L−dA1L,ℓ(G, j) . 1G=∅,j=0 ℓ
−d. (3.32)
We turn to the second term A2L,ℓ(G, j) in (3.31). Using the boundary conditions and the
divergence-free constraints to smuggle in arbitrary constants in the different factors, and
appealing to the trace estimates of Lemma 3.4, we find
|A2L,ℓ(G, j)| .
∑
n/∈G∪H
(ˆ
In,L,ℓ
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2
) 1
2
×
(ˆ
In,L,ℓ+δB
∣∣∣ ∑
|F |=j−1
F∩(G∪{n})=∅
∇δF∪GψH∪{n}L,ℓ
∣∣∣2
) 1
2
.
Using the following identity to decompose the first right-hand side factor, for all n /∈ G
and all maps f ,∑
|F |=j
F∩G=∅
f(F ∪G) =
∑
|F |=j
F∩(G∪{n})=∅
f(F ∪G) +
∑
|F |=j−1
F∩(G∪{n})=∅
f(F ∪G ∪ {n}), (3.33)
and writing ψ
H∪{n}
L,ℓ = ψ
H
L,ℓ + δ
{n}ψHL,ℓ in the second factor, we have
|A2L,ℓ(G, j)| .
∑
n/∈G∪H
(ˆ
In,L,ℓ
∣∣∣ ∑
|F |=j
F∩(G∪{n})=∅
∇δF∪GψHL,ℓ
∣∣∣2
︸ ︷︷ ︸
♣
+
∣∣∣ ∑
|F |=j−1
F∩(G∪{n})=∅
∇δF∪G∪{n}ψHL,ℓ
∣∣∣2
︸ ︷︷ ︸
♦
) 1
2
×
(ˆ
In,L,ℓ+δB
∣∣∣ ∑
|F |=j−1
F∩(G∪{n})=∅
∇δF∪GψHL,ℓ
∣∣∣2
︸ ︷︷ ︸
♠
+
∣∣∣ ∑
|F |=j−1
F∩(G∪{n})=∅
∇δF∪G∪{n}ψHL,ℓ
∣∣∣2
︸ ︷︷ ︸
♦
) 1
2
.
Summing over all subsets G ⊂ N with |G| = k, using the inequality 2ab ≤ a2 + b2, using
the hardcore assumption in form of disjointness of fattened inclusions {In,L,ℓ + δB}n, and
reorganizing the terms, we conclude
L−d
∑
|G|=k
|A2L,ℓ(G, j)| . S
H
L,ℓ(k + 1, j − 1) + T
H
L,ℓ(k, j) + T
H
L,ℓ(k, j − 1), (3.34)
where the first right-hand side term comes from ♦, the second from ♣, and the third
from ♠.
We turn to the third contribution A3L,ℓ(G, j) in (3.31). Decomposing for n ∈ G,
δF∪GψHL,ℓ = δ
F∪(G\{n})ψH∪{n}L,ℓ − δ
F∪(G\{n})ψHL,ℓ,
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and using the boundary conditions, we can rewrite
A3L,ℓ(G, j) = 1|G|=1,j=0
∑
n∈G\H
ˆ
∂In,L,ℓ
E(x− xn,L,ℓ) · σ
H∪{n}
L,ℓ ν
+
∑
n∈G\H
ˆ
∂In,L,ℓ
( ∑
|F |=j
F∩G=∅
δF∪(G\{n})ψHL,ℓ
)
·
( ∑
|F |=j
F∩G=∅
δF∪(G\{n})σH∪{n}L,ℓ ν
)
.
Using the boundary conditions and the divergence-free constraints to smuggle in arbitrary
constants in the different factors, and appealing to the trace estimates of Lemma 3.4, we
obtain
|A3L,ℓ(G, j)| . 1|G|=1,j=0
∑
n∈G\H
(ˆ
In,L,ℓ+δB
|∇ψ
H∪{n}
L,ℓ |
2
) 1
2
+
∑
n∈G\H
(ˆ
In,L,ℓ
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪(G\{n})ψHL,ℓ
∣∣∣2
) 1
2
(ˆ
In,L,ℓ+δB
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪(G\{n})ψH∪{n}L,ℓ
∣∣∣2
) 1
2
.
Decomposing ψ
H∪{n}
L,ℓ = ψ
H
L,ℓ + δ
{n}ψHL,ℓ for n /∈ H, this becomes
|A3L,ℓ(G, j)| . 1|G|=1,j=0
∑
n∈G\H
(ˆ
In,L,ℓ+δB
|∇ψHL,ℓ|
2 + |∇δ{n}ψHL,ℓ|
2
) 1
2
+
∑
n∈G\H
(ˆ
In,L,ℓ
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪(G\{n})ψHL,ℓ
∣∣∣2
) 1
2
×
(ˆ
In,L,ℓ+δB
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪(G\{n})ψHL,ℓ
∣∣∣2 + ∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2
) 1
2
. (3.35)
Summing over all subsets |G| = 1, recalling that the number of points of the process PL,ℓ
in TdL is bounded by C(L/ℓ)
d, and appealing to the energy estimate (3.26), the first right-
hand side term becomes
∑
n/∈H
(ˆ
In,L,ℓ+δB
|∇ψHL,ℓ|
2 + |∇δ{n}ψHL,ℓ|
2
) 1
2
. L
d
2 ℓ−
d
2
(∑
n/∈H
ˆ
In,L,ℓ+δB
|∇ψHL,ℓ|
2 +
∑
n
ˆ
TdL
|∇δ{n}ψHL,ℓ|
2
)1
2
. Ld
(
ℓ−3d + ℓ−dSHL,ℓ(1, 0)
) 1
2
.
Inserting this into (3.35) after summing over all subsets G ⊂ N with |G| = k, using the
ℓ-hardcore assumption in form of disjointness of fattened inclusions {In,L,ℓ + ℓB}n, and
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reorganizing the terms, we find
L−d
∑
|G|=k
|A3L,ℓ(G, j)| . 1k=1,j=0
(
ℓ−3d + ℓ−dSHL,ℓ(1, 0)
) 1
2
+
(
THL,ℓ(k − 1, j)
) 1
2
(
THL,ℓ(k − 1, j) + S
H
L,ℓ(k, j)
) 1
2
. (3.36)
Combining (3.31) with (3.32), (3.34), and (3.36), we conclude
SHL,ℓ(k, j) . 1k=j=0ℓ
−d + 1k=1,j=0
(
ℓ−3d + ℓ−dSHL,ℓ(1, 0)
) 1
2
+ SHL,ℓ(k + 1, j − 1)
+ THL,ℓ(k, j) + T
H
L,ℓ(k, j − 1) +
(
THL,ℓ(k − 1, j)
) 1
2
(
THL,ℓ(k − 1, j) + S
H
L,ℓ(k, j)
) 1
2
.
Using the inequality 2ab ≤ 1K a
2+Kb2 withK ≫ 1 large enough in order to absorb SHL,ℓ(k, j)
into the left-hand side, the claim (3.30) follows.
Step 3. Proof that for all j, k ≥ 0,
THL,ℓ(k, j) . (Cℓ
−d)2(k+j+1) +
k+j−1∑
l=0
(Cℓ−d)2(l+1)
2(l+1)∑
i=0
SHL,ℓ(k + i− l, j − i). (3.37)
Combined with (3.30), this yields
SHL,ℓ(k, j) . 1k≤1,j=0 ℓ
−d + (Cℓ−d)2(k+j) + SHL,ℓ(k + 1, j − 1)
+
k+j−1∑
l=0
(Cℓ−d)2(l+1)
2l+2∑
i=0
SHL,ℓ(k+i−l, j−i)+
k+j−2∑
l=0
(Cℓ−d)2(l+1)
2l+3∑
i=0
SHL,ℓ(k+i−l−1, j−i).
Choosing ℓ ≫ 1 allows to absorb SHL,ℓ(k, j) into the left-hand side, so that the above
becomes
SHL,ℓ(k, j) . 1k≤1,j=0 ℓ
−d + (Cℓ−d)2(k+j) + SHL,ℓ(k + 1, j − 1) + S
H
L,ℓ(k + 2, j − 2)
+
k+j−1∑
l=1
(Cℓ−d)2(l+1)
2l+2∑
i=0
SHL,ℓ(k+i−l, j−i)+
k+j−2∑
l=0
(Cℓ−d)2(l+1)
2l+3∑
i=0
SHL,ℓ(k+i−l−1, j−i),
and the conclusion (3.19) on SHL,ℓ then easily follows by a double induction argument. Recall
that the conclusion (3.19) in the case ℓ ≃ 1 is simpler and was indeed already established
in Step 2. Finally, combining this with (3.37) yields the corresponding conclusion (3.19)
on THL,ℓ.
We turn to the proof of (3.37). Let k, j ≥ 0 be fixed with k + j ≥ 1. We first appeal to
standard regularity theory as in (3.29): for n /∈ G, noting that the ℓ-hardcore assumption
implies that the following relation is satisfied in In,L,ℓ + ℓB,
−△
∑
|F |=j
F∩(G∪{n})=∅
δF∪GψHL,ℓ + ∇
∑
|F |=j
F∩(G∪{n})=∅
δF∪G
(
ΣHL,ℓ1TdL\IHL
)
= 0,
div
∑
|F |=j
F∩(G∪{n})=∅
δF∪GψHL,ℓ = 0,
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elliptic regularity yields
THL,ℓ(k, j) . L
−dℓ−d
∑
|G|=k
∑
n/∈G∪H
ˆ
In,L,ℓ+ℓB
∣∣∣ ∑
|F |=j
F∩(G∪{n})=∅
∇δF∪GψHL,ℓ
∣∣∣2. (3.38)
In order to analyze the right-hand side, we shall again appeal to elliptic regularity, now
via a duality argument. We use the following dual representation
∑
|G|=k
∑
n/∈G∪H
ˆ
In,L,ℓ+ℓB
∣∣∣ ∑
|F |=j
F∩(G∪{n})=∅
∇δF∪GψHL,ℓ
∣∣∣2
= sup
{
I(α, h)2 :
∑
|G|=k
∑
n/∈G∪H
|αn,G|
2 = 1,
ˆ
TdL
|hn,G|
2 = 1, supphn,G ⊂ In,L,ℓ + ℓB, ∀n,G
}
, (3.39)
where for any α = {αn,G}n,G ⊂ R and h = {hn,G}n,G ⊂ L
2(TdL)
d×d we have set for
abbreviation,
I(α, h) :=
∑
|G|=k
∑
n/∈G∪H
αn,G
ˆ
TdL
hn,G :
∑
|F |=j
F∩(G∪{n})=∅
∇δF∪GψHL,ℓ.
Let α = {αn,G}n,G ⊂ R and h = {hn,G}n,G ⊂ L
2(TdL)
d×d be momentarily fixed with the
constraints
∑
|G|=k
∑
n/∈G∪H
|αn,G|
2 = 1,
ˆ
TdL
|hn,G|
2 = 1, supphn,G ⊂ In,L,ℓ + ℓB, ∀n,G, (3.40)
and consider the following auxiliary problem, for n /∈ G ∪H,


−△wh,n,G +∇Ph,n,G = divhn,G, in T
d
L \ I
H
L,ℓ,
divwh,n,G = 0, in T
d
L \ I
H
L,ℓ,
D(wh,n,G) = 0, in I
H
L,ℓ,´
∂Im,L,ℓ
σ(wh,n,G, Ph,n,G)ν = 0, ∀m ∈ H,´
∂Im,L,ℓ
Θ(x− xm,L,ℓ) · σ(wh,n,G, Ph,n,G)ν = 0, ∀Θ ∈M
skew, ∀m ∈ H.
(3.41)
Note that this Stokes problem is well-posed since hn,G is supported in In,L,ℓ+ℓB ⊂ T
d
L\I
H
L,ℓ.
Similarly as in (3.4), wh,n,G satisfies in the weak sense on T
d
L,
−△wh,n,G +∇
(
Ph,n,G1TdL\IHL,ℓ
)
= divhn,G −
∑
m∈H
δ∂Im,L,ℓσ(wh,n,G, Ph,n,G)ν,
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while in view of (3.10) we also have
−△
∑
|F |=j
F∩(G∪{n})=∅
δF∪GψHL,ℓ + ∇
∑
|F |=j
F∩(G∪{n})=∅
δF∪G(ΣHL,ℓ1TdL\IHL
)
= −
∑
m∈H
δ∂Im,L,ℓ
∑
|F |=j
F∩(G∪{n})=∅
δF∪GσHL,ℓν
−
∑
m∈G\H
δ∂Im,L,ℓ
∑
|F |=j
F∩(G∪{n})=∅
δF∪(G\{m})σH∪{m}L,ℓ ν
−
∑
m/∈G∪H∪{n}
δ∂Im,L,ℓ
∑
|F |=j−1
F∩(G∪{n,m})=∅
δF∪GσH∪{m}L,ℓ ν.
Testing the second of these two equations with the solution of the first one, and vice versa,
and using the boundary conditions, we find
I(α, h) = −
∑
|G|=k
∑
n/∈G∪H
αn,G
ˆ
TdL
∇wh,n,G :
∑
|F |=j
F∩(G∪{n})=∅
∇δF∪GψHL,ℓ
= I1(α, h) + I2(α, h), (3.42)
where we have set for abbreviation,
I1(α, h) :=
∑
|G|=k
∑
n/∈G∪H
αn,G
∑
m∈G\H
ˆ
∂Im,L,ℓ
wh,n,G ·
∑
|F |=j
F∩(G∪{n})=∅
δF∪(G\{m})σH∪{m}L,ℓ ν,
I2(α, h) :=
∑
|G|=k
∑
n/∈G∪H
αn,G
∑
m/∈G∪H∪{n}
ˆ
∂Im,L,ℓ
wh,n,G ·
∑
|F |=j−1
F∩(G∪{n,m})=∅
δF∪GσH∪{m}L,ℓ ν.
Next, we separately analyze I1(α, h) and I2(α, h). Since the arguments for both terms are
similar, we only treat I1(α, h) in detail. Appealing to identity (3.33), we can rewrite
I1(α, h) =
∑
|G|=k
∑
m∈G\H
ˆ
∂Im,L,ℓ
( ∑
n/∈G∪H
αn,Gwh,n,G
)
·
∑
|F |=j
F∩G=∅
δF∪(G\{m})σH∪{m}L,ℓ ν
−
∑
|G|=k
∑
n/∈G∪H
αn,G
∑
m∈G\H
ˆ
∂Im,L,ℓ
wh,n,G ·
∑
|F |=j−1
F∩(G∪{n})=∅
δF∪(G\{m})∪{n}σH∪{m}L,ℓ ν,
and equivalently, after changing summation variables in the second right-hand side term,
I1(α, h) =
∑
|G|=k
∑
m∈G\H
ˆ
∂Im,L,ℓ
( ∑
n/∈G∪H
αn,Gwh,n,G
)
·
∑
|F |=j
F∩G=∅
δF∪(G\{m})σH∪{m}L,ℓ ν
−
∑
|G|=k+1
∑
m∈G\H
ˆ
∂Im,L,ℓ
( ∑
n∈G\(H∪{m})
αn,G\{n}wh,n,G\{n}
)
·
∑
|F |=j−1
F∩G=∅
δF∪(G\{m})σH∪{m}L,ℓ ν.
Now using the boundary conditions and the divergence-free constraints to add arbitrary
constants to the different factors, and appealing to the trace estimates of Lemma 3.4, we
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are led to
|I1(α, h)| . I1,1(α, h) + I1,2(α, h), (3.43)
where we have set
I1,1(α, h) :=
∑
|G|=k
∑
m∈G\H
( ˆ
Im,L,ℓ
∣∣∣ ∑
n/∈G∪H
αn,G∇wh,n,G
∣∣∣2
) 1
2
×
(ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪(G\{m})ψH∪{m}L,ℓ
∣∣∣2
) 1
2
,
I1,2(α, h) :=
∑
|G|=k+1
∑
m∈G\H
(ˆ
Im,L,ℓ
∣∣∣ ∑
n∈G\(H∪{m})
αn,G\{n}∇wh,n,G\{n}
∣∣∣2
) 1
2
×
(ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j−1
F∩G=∅
∇δF∪(G\{m})ψH∪{m}L,ℓ
∣∣∣2
) 1
2
.
Decomposing δF∪(G\{m})ψH∪{m}L,ℓ = δ
F∪(G\{m})ψHL,ℓ + δ
F∪GψHL,ℓ for all m ∈ G \ H and
F ∩G = ∅, and using elliptic regularity as in (3.29) (see also (3.38)) for
∑
n/∈G∪H αn,Gwh,n,G,
which satisfies the free Stokes equation on Im,L,ℓ + ℓB for all m ∈ G \H, we find
I1,1(α, h) .
∑
|G|=k
∑
m∈G\H
(
ℓ−d
ˆ
Im,L,ℓ+ℓB
∣∣∣ ∑
n/∈G∪H
αn,G∇wh,n,G
∣∣∣2
) 1
2
×
(ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪(G\{m})ψHL,ℓ
∣∣∣2 +
ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2
) 1
2
.
Using the ℓ-hardcore condition in form of disjointness of fattened inclusions {In,L,ℓ+ ℓB}n,
and noting that an energy estimate for (3.41) together with the condition (3.40) yields∑
|G|=k
ˆ
TdL
∣∣∣ ∑
n/∈G∪H
αn,G∇wh,n,G
∣∣∣2 ≤ ∑
|G|=k
ˆ
TdL
∣∣∣ ∑
n/∈G∪H
αn,Ghn,G
∣∣∣2
≤
∑
|G|=k
∑
n/∈G∪H
|αn,G|
2
ˆ
TdL
|hn,G|
2 = 1,
we deduce by the Cauchy-Schwarz inequality and a change of summation variables,
I1,1(α, h)
2 . ℓ−d
∑
|G|=k−1
∑
m/∈G∪H
ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j
F∩(G∪{m})=∅
∇δF∪GψHL,ℓ
∣∣∣2
+ ℓ−d
∑
|G|=k
ˆ
TdL
∣∣∣ ∑
|F |=j
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2. (3.44)
Noting that an energy estimate for (3.41) together with the condition (3.40) also yields∑
|G|=k+1
∑
m∈G\H
ˆ
Im,L,ℓ+ℓB
∣∣∣ ∑
n∈G\(H∪{m})
αn,G\{n}∇wh,n,G\{n}
∣∣∣2
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≤
∑
|G|=k+1
ˆ
TdL
∣∣∣ ∑
n∈G\H
αn,G\{n}∇wh,n,G\{n}
∣∣∣2
+
∑
|G|=k+1
∑
m∈G\H
|αm,G\{m}|2
ˆ
TdL
|∇wh,m,G\{m}|2
≤
∑
|G|=k+1
ˆ
TdL
∣∣∣ ∑
n∈G\H
αn,G\{n}hn,G\{n}
∣∣∣2 + ∑
|G|=k+1
∑
m∈G\H
|αm,G\{m}|2
ˆ
TdL
|hm,G\{m}|2
≤ 2
∑
|G|=k+1
∑
n∈G\H
|αn,G\{n}|2 = 2
∑
|G|=k
∑
n/∈G∪H
|αn,G|
2 = 2,
the same argument as above yields
I1,2(α, h)
2 . ℓ−d
∑
|G|=k
∑
m/∈G∪H
ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j−1
F∩(G∪{m})=∅
∇δF∪GψHL,ℓ
∣∣∣2
+ ℓ−d
∑
|G|=k+1
ˆ
TdL
∣∣∣ ∑
|F |=j−1
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2. (3.45)
Likewise, we can prove
I2(α, h)
2 . ℓ−d
∑
|G|=k
∑
m/∈G∪H
ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j−1
F∩(G∪{m})=∅
∇δF∪GψHL,ℓ
∣∣∣2
+ ℓ−d
∑
|G|=k+1
ˆ
TdL
∣∣∣ ∑
|F |=j−1
F∩G=∅
∇δF∪GψHL,ℓ
∣∣∣2
+ ℓ−d
∑
|G|=k+1
∑
m/∈G∪H
ˆ
Im,L,ℓ+δB
∣∣∣ ∑
|F |=j−2
F∩(G∪{m})=∅
δF∪GσHL,ℓ
∣∣∣2
+ ℓ−d
∑
|G|=k+2
ˆ
TdL
∣∣∣ ∑
|F |=j−2
F∩G=∅
δF∪GσHL,ℓ
∣∣∣2. (3.46)
Combining (3.43)–(3.46) with (3.38), (3.39), and (3.42), we conclude
THL,ℓ(k, j) . ℓ
−2d
(
THL,ℓ(k, j− 1)+T
H
L,ℓ(k+1, j− 2)+S
H
L,ℓ(k+1, j− 1)+S
H
L,ℓ(k+2, j− 2)
)
.
Together with (3.26), this yields the claim (3.37) by a double induction argument. 
3.3. Model-free dilute setting. This section is devoted to the proofs of Theorems 6
and 7 in the model-free setting (D1). The core of the argument lies in the following
proposition: compared to Proposition 3.3, the present estimates are not uniform in the
period L, but they blow up only mildly as L ↑ ∞ and have the key advantage of displaying
the expected dependence on the many-point intensities {λj(P)}j , cf. (1.3).
Proposition 3.6. On top of Assumption (Hδ), assume that for some s ≥ 2 and C > 0
the following moment bound holds for all L, p,
E
[ 
TdL
(  
B(z)
|∇ψ
(p)
L |
2
) s
2
]
≤ Cλ(P). (3.47)
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Then the remainder term in Proposition 1 satisfies for all L, p and j, k ≥ 1,
|B¯jL| .j λj(P) (log L)
j−1, |R(p),k+1L | .k,s λk+1(P)
1− 1
sλ(P)
1
s L
d
s (logL)k,
where we recall the definition (2.1) of many-point intensities {λj(P)}j . ♦
Despite their blow-up as L ↑ ∞, these estimates can be combined with Theorem 2,
with the mixing assumption (Mix), and with an optimization argument, in order to prove
Theorems 6 and 7.
Proof of Theorem 6. First note that the moment bound (3.47) holds for s = 2 in view of
the energy estimate (3.28), and is also known to hold at least for some s > 2 in view of
the Meyers estimate in [11, Section 3]. Then combining the cluster expansion (2.11) of
Proposition 1 with Proposition A.2, with the bound of Proposition 3.6 on the remainder,
and with the local independence condition λ2(P) ≤ λ(P)
1+β , we obtain
|B¯− (Id+B¯1)| . λ(P)L−ε + λ2(P)1−
1
sλ(P)
1
sL
d
s logL
. λ(P)L−ε + λ(P)1+(1−
1
s
)βL
d
s logL.
For 0 < β ≤ 1, the choice L−1 = λ(P)
β
2ε+d yields the conclusion (2.25). 
Proof of Theorem 7. We split the proof into two steps.
Step 1. Convergence of periodic approximations: for all j we have
|B¯jL − B¯
j | .k L
−2−jγ . (3.48)
This is nothing but a quantitative version of the induction argument for the convergence
of the periodized cluster formulas in Proposition 1, cf. Section 3.2. Since the proof for
j = 1 is similar to the proof of the induction step, we only display the latter. Let k ≥ 1
and assume that (3.48) holds for all j ≤ k. Combining the cluster expansion (2.11) of
Proposition 1 with the uniform bounds of Proposition 3.3, we find for all L, p,∣∣∣∣B¯(p)L −
(
Id+
k+1∑
j=1
pj
j!
B¯
j
L
)∣∣∣∣ ≤ (Cp)k+2.
Subtracting this from the corresponding estimate in the infinite-period limit, we deduce∣∣∣∣(B¯(p)L − B¯(p))−
k+1∑
j=1
pj
j!
(B¯jL − B¯
j)
∣∣∣∣ ≤ (Cp)k+2,
so that the mixing assumption (Mix) and the induction hypothesis entail
|B¯k+1L − B¯
k+1| ≤
(k + 1)!
pk+1
(
(Cp)k+2 + |B¯
(p)
L − B¯
(p)|+
k∑
j=1
pj
j!
|B¯jL − B¯
j |
)
.k p+ p
−k−1L−γ +
k∑
j=1
pj−k−1L−2
−jγ .
The choice p = L−2
−k−1γ then yields the desired bound |B¯k+1L − B¯
k+1| .δ,k L
−2−k−1γ , and
the claim (3.48) follows for all j.
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Step 2. Conclusion.
We start with the proof of (2.26). Combined with the bound of Proposition 3.6 on the
periodized coefficients {B¯jL}j , the convergence rate (3.48) yields
|B¯j | .j λj(P)(log L)
j−1 + L−2
−jγ ,
and the choice L−1 = λj(P)2
j/γ already leads to the conclusion (2.26).
We turn to the proof of (2.28). Starting point is the triangle inequality in the form
∣∣∣∣B¯−
(
Id+
k∑
j=1
1
j!
B¯
j
)∣∣∣∣ ≤ |B¯− B¯L|+ |Rn(k)L |+
k∑
j=1
1
j!
|B¯jL − B¯
j|+
n(k)−1∑
j=k+1
1
j!
|B¯jL|.
Appealing to Assumption (Mix), to the bound of Proposition 3.6 on the remainder for
some Meyers exponent s > 2, to the convergence rate (3.48) for 1 ≤ j ≤ k, and to the
bound of Proposition 3.6 on the coefficients for k + 1 ≤ j ≤ n(k)− 1, this yields
∣∣∣∣B¯−
(
Id+
k∑
j=1
1
j!
B¯
j
)∣∣∣∣
.k L
−2−kγ + λn(k)(P)1−
1
sλ(P)
1
sL
d
s (logL)n(k)−1 +
n(k)−1∑
j=k+1
λj(P)(log L)
j−1. (3.49)
The choice L−1 = λk+1(P)2
k/γ together with the mild local independence condition (2.27)
then leads to the conclusion (2.28).
In the particular settings when the Meyers exponent s > 2 can be taken arbitrarily large,
as discussed in Remark 2.3, we may choose n(k) = k + 1 in the above, and (3.49) reduces
to ∣∣∣∣B¯−
(
Id+
k∑
j=1
1
j!
B¯
j
)∣∣∣∣ .k L−2−kγ + λk+1(P)1− 1sλ(P) 1sL ds (logL)k,
which, after optimization in L, leads to (2.29) in the following form, with η(s) := 2
kd+γ
2kd+γs
,
∣∣∣∣B¯−
(
Id+
k∑
j=1
1
j!
B¯
j
)∣∣∣∣ .k λk+1(P)1−η(s)|log λk+1(P)|k. 
It remains to establish Proposition 3.6. The proof proceeds by a direct analysis of Green’s
representation formulas as inspired from [10, Section 5.A]. Since the argument does not
capture any renormalization in the cluster formulas, the obtained bounds blow up in the
large-period limit in link with the long-range character of hydrodynamic interactions. This
direct approach however yields the expected dependence on many-point intensities.
Proof of Proposition 3.6. We focus on the bound on the remainder R
(p),k+1
L . The bound
on the periodized cluster coefficients, which we leave to the reader, is actually simpler since
the concentration assumption (3.47) can be replaced by the deterministic energy estimate´
TdL
|∇ψFL |
2 . |F |, cf. (3.60) below. For any H ⊂ N we denote by GHL ∈ L
1
per(T
d
L × T
d
L)
d×d
ON EINSTEIN’S EFFECTIVE VISCOSITY FORMULA 39
the Green’s function for the steady Stokes flow with inclusions {In,L}n∈H on TdL, that is,
for all y ∈ TdL \ I
H
L ,

−△GHL (·, y) +∇Q
H
L (·, y) =
(
δ(· − y)− 1|TdL\IHL |
)
Id, in TdL \ I
H
L ,
divGHL (·, y) = 0, in T
d
L \ I
H
L ,
D(GHL (·, y)) = 0, in I
H
L ,´
In,L
σ
(
GHL (·, y), Q
H
L (·, y)
)
ν = 0, ∀n ∈ H,´
In,L
Θ(x− xn,L) · σ
(
GHL (·, y), Q
H
L (·, y)
)
ν = 0, ∀n ∈ H, ∀Θ ∈Mskew.
(3.50)
Note in particular that G
(0)
L = G
∅
L denotes the usual periodic Stokeslet, which satisfies the
standard estimate
|∇∇G
(0)
L (x, y)| . |(x− y)L|
−d, (3.51)
where for z ∈ Rd we write for abbreviation (z)L := z mod LZ
d. We split the proof into
four steps.
Step 1. Deterministic decay estimates of corrector differences: for all F,H ⊂ N with F
finite, and all D ⊂ TdL,
(ˆ
D\IHL
|∇δFψHL |
2
) 1
2
.
∑
n∈F\H
(
1 ∧
ˆ
(D\IHL )×In,L
|∇∇GHL |
2
) 1
2
(ˆ
(In,L+δB)\In,L
|∇δF\{n}ψH∪{n}L |
2
) 1
2
. (3.52)
In view of equation (3.10), given a partition G1
⊎
G2 = F \H, we can decompose
δFψHL = φ1 +
∑
m∈G2
φm2 , (3.53)
where φ1 and φ
m
2 satisfy in the weak sense on T
d
L,
−△φ1 +∇(Σ11IHL ) = −
∑
n∈H
δ∂In,Lσ(φ1,Σ1)ν −
∑
n∈G1
δ∂In,Lδ
F\{n}σH∪{n}L ν,
−△φm2 +∇(Σ
m
2 1IHL ) = −
∑
n∈H
δ∂In,Lσ(φ
m
2 ,Σ
m
2 )ν − δ∂Im,Lδ
F\{m}σH∪{m}L ν,
with the constraints

divφ1 = divφ
m
2 = 0, in T
d
L,
D(φ1) = D(φ
m
2 ) = 0, in I
H
L ,´
∂In,L
σ(φ1,Σ1)ν =
´
∂In,L
σ(φm2 ,Σ
m
2 )ν = 0, ∀n ∈ H,´
∂In,L
Θ(x− xn,L) · σ(φ1,Σ1)ν
=
´
∂In,L
Θ(x− xn,L) · σ(φ
m
2 ,Σ
m
2 )ν = 0, ∀n ∈ H, ∀Θ ∈M
skew.
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We claim that(ˆ
D\IHL
|∇φ1|
2
) 1
2
.
∑
n∈G1
(ˆ
(D\IHL )×In,L
|∇∇GHL |
2
) 1
2
(3.54)
×
(ˆ
(In,L+δB)\In,L
|∇δF\{n}ψH∪{n}L |
2
) 1
2
,
(ˆ
TdL
|∇φm2 |
2
) 1
2
.
( ˆ
(Im,L+δB)\Im,L
|∇δF\{m}ψH∪{m}L |
2
) 1
2
. (3.55)
Combining these bounds with the decomposition (3.53), and suitably choosing the parti-
tion G1
⊎
G2 = F \H, the claim (3.52) follows.
We start with the proof of (3.54). Using Green’s representation formula together with the
boundary conditions of GHL , we find
∇φ1(x) = −
∑
n∈G1
ˆ
∂In,L
∇1G
H
L (x, ·) δ
F\{n}σH∪{n}L ν.
Now using the boundary conditions and the divergence-free constraints to add arbitrary
constants to each factor, cf. (3.23), and appealing to the Cauchy-Schwarz inequality and
to the trace estimates of Lemma 3.4, we deduce for any D ⊂ TdL,( ˆ
D\IHL
|∇φ1|
2
) 1
2
.
∑
n∈G1
( ˆ
(D\IHL )×In,L
|∇∇GHL |
2
) 1
2
(ˆ
In,L+δB
|∇δF\{n}ψH∪{n}L |
2
) 1
2
.
For all n, since δF\{n}ψH∪{n}L is affine in In,L, we can write for any constant cn ∈ R
d,ˆ
In,L
|∇δF\{n}ψH∪{n}L |
2 .
ˆ
∂In,L
|δF\{n}ψH∪{n}L − cn|
2,
so that by a trace estimate and Poincaré’s inequality,ˆ
In,L
|∇δF\{n}ψH∪{n}L |
2 .
ˆ
(In,L+δB)\In,L
|〈∇〉
1
2 (δF\{n}ψH∪{n}L − cn)|
2
.
ˆ
(In,L+δB)\In,L
|∇δF\{n}ψH∪{n}L |
2. (3.56)
Inserting this into the above, the claim (3.54) follows.
It remains to establish (3.55). Using the boundary condition for φm2 , the energy identity
reads ˆ
TdL
|∇φm2 |
2 = −
ˆ
∂Im,L
φm2 · δ
F\{m}σH∪{m}L ν.
Further using the boundary conditions and the divergence-free constraint to add arbitrary
constants to each factor, cf. (3.23), and appealing to the Cauchy-Schwarz inequality and
to the trace estimates of Lemma 3.4, we deduceˆ
TdL
|∇φm2 |
2 .
(ˆ
Im,L
|∇φm2 |
2
) 1
2
( ˆ
Im,L+δB
|∇δF\{m}ψH∪{m}L |
2
) 1
2
.
Combined with (3.56), this yields the energy bound (3.55).
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Step 2. Deterministic estimates of perturbed Green’s functions: for all H ⊂ N and m ∈ H,
ˆ
Im,L+δB
∣∣∇∇GHL (·, y)∣∣2
.
ˆ
Im,L+δB
∣∣∇∇GH\{n}L (·, y)∣∣2 +
ˆ
In,L+δB
∣∣∇∇GH\{n}L (·, y)∣∣2. (3.57)
Noting as in (3.4) that the difference GHL (·, y) − G
H\{n}
L (·, y) satisfies in the weak sense
on TdL,
−△
(
GHL (·, y)−G
H\{n}
L (·, y)
)
+∇
(
QHL (·, y)1TdL\IHL −Q
H\{n}
L (·, y)1TdL\I
H\{n}
L
)
= −
∑
m∈H\{n}
δ∂Im,Lσ
(
GHL (·, y)−G
H\{n}
L (·, y), Q
H
L (·, y) −Q
H\{n}
L (·, y)
)
ν
− δ∂In,Lσ
(
GHL (·, y), Q
H
L (·, y)
)
ν,
differentiating with respect to y, and using the boundary conditions, the energy identity
takes the form
ˆ
TdL
∣∣∣∇∇GHL (·, y)−∇∇GH\{n}L (·, y)
∣∣∣2
=
ˆ
∂In,L
∇2G
H\{n}
L (·, y) · σ
(
∇2G
H
L (·, y),∇2Q
H
L (·, y)
)
ν.
Further using the boundary conditions and the divergence-free constraint to add arbitrary
constants to each factor, cf. (3.23), and appealing to the Cauchy-Schwarz inequality and
to the trace estimates of Lemma 3.4, we deduce
ˆ
TdL
∣∣∣∇∇GHL (·, y)−∇∇GH\{n}L (·, y)
∣∣∣2
.
(ˆ
In,L
∣∣∇∇GH\{n}L (·, y)∣∣2
) 1
2
(ˆ
In,L+δB
∣∣∇∇GHL (·, y)∣∣2
) 1
2
,
and the claim (3.57) follows from the triangle inequality.
Step 3. Deterministic estimates of corrector differences: for all n ∈ N and all F ⊂ N with
F = {n1, . . . , nk} finite,
(ˆ
In,L
|∇δFψ
(0)
L |
2
) 1
2
.k
(ˆ
TdL
|∇ψFL |
2
) 1
2
×
∑
σ∈Sk
〈(xnσ(1),L − xn,L)L〉
−d
k−1∏
j=1
j∑
l=1
〈(xnσ(j+1),L − xnσ(l),L)L〉
−d, (3.58)
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where Sk denotes the set of permutations of {1, . . . , k}. Iterating the bound (3.52) yields
(ˆ
D
|∇δFψ
(0)
L |
2
) 1
2
.k
∑
σ∈Sk
( ˆ
Inσ(k),L+δB
|∇ψFL |
2
) 1
2
(
1 ∧
ˆ
D×Inσ(1),L
|∇∇G
(0)
L |
2
) 1
2
×
k−1∏
j=1
(
1 ∧
ˆ
(Inσ(j),L+δB)×Inσ(j+1),L
|∇∇G
{nσ(1),...,nσ(j)}
L |
2
) 1
2
.
Iteratively appealing to (3.57) to estimate perturbed Green’s functions, we deduce
(ˆ
D
|∇δFψ
(0)
L |
2
) 1
2
.k
∑
σ∈Sk
( ˆ
Inσ(k),L+δB
|∇ψFL |
2
) 1
2
(
1 ∧
ˆ
D×Inσ(1),L
|∇∇G
(0)
L |
2
) 1
2
×
k−1∏
j=1
( j∑
l=1
1 ∧
ˆ
(Inσ(l),L+δB)×Inσ(j+1),L
|∇∇G
(0)
L |
2
) 1
2
,
and the claim (3.58) follows from the explicit decay (3.51) of the periodic Stokeslet G
(0)
L
together with the hardcore assumption in form of the disjointness of the fattened inclu-
sions {In,L + δB}n.
Step 4. Conclusion.
After changing summation variables, the definition of the remainder in Proposition 1 can
be rewritten as
R
(p),k+1
L =
1
2L
−d ∑
|F |=k
∑
n/∈F
E
[ˆ
∂In,L
δFψ
(0)
L · σ
E(p)∪F∪{n}
L ν
]
.
Using the boundary conditions and the divergence-free constraint to add arbitrary con-
stants to each factor, cf. (3.23), and appealing to the Cauchy-Schwarz inequality and to
the trace estimates of Lemma 3.4, we deduce
|R
(p),k+1
L | . L
−d ∑
|F |=k
∑
n/∈F
E
[(ˆ
In,L
|∇δFψ
(0)
L |
2
) 1
2
(ˆ
In,L+δB
|∇ψ
E(p)∪F∪{n}
L |
2
) 1
2
]
.
Inserting the deterministic bound (3.58), we obtain
|R
(p),k+1
L | .k L
−d ∑
n0,...,nk
distinct
E
[( ˆ
TdL
|∇ψ
{n1,...,nk}
L |
2
) 1
2
(ˆ
In0,L+δB
|∇ψ
E(p)∪{n0,...,nk}
L |
2
) 1
2
× 〈(xn1,L − xn0,L)L〉
−d
k−1∏
j=1
j∑
l=1
〈(xnj+1,L − xnj ,L)L〉
−d
]
. (3.59)
It remains to estimate the first two factors in the expectation. Using the boundary condi-
tions, the energy identity for the equation (3.4) for ψFL takes the formˆ
TdL
|∇ψFL |
2 =
∑
n∈F
ˆ
∂In,L
E(x− xn,L) · σ
F
Lν.
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Using the divergence-free constraint trE = 0 to add an arbitrary constant to the pressure
in σFL , cf. (3.23), and appealing to the trace estimates of Lemma 3.4, we findˆ
TdL
|∇ψFL |
2 .
∑
n∈F
(ˆ
In,L+δB
|∇ψFL |
2
) 1
2
,
and thus, using the hardcore assumption in form of the disjointness of the fattened inclu-
sions {In,L + δB}n, ˆ
TdL
|∇ψFL |
2 . |F |. (3.60)
More generally, a similar argument yieldsˆ
TdL
|∇(ψE
(p)∪F
L − ψ
(p)
L )|
2 .
∑
n∈F\E(p)
ˆ
In,L+δB
1 + |∇ψ
(p)
L |
2.
Inserting these two estimates into (3.59), we deduce
|R
(p),k+1
L | .k L
−d ∑
n0,...,nk
distinct
E
[( ∑
m∈{n0,...,nk}
ˆ
Im,L+δB
1 + |∇ψ
(p)
L |
2
) 1
2
× 〈(xn1,L − xn0,L)L〉
−d
k−1∏
j=1
j∑
l=1
〈(xnj+1,L − xnj ,L)L〉
−d
]
,
and therefore
|R
(p),k+1
L | .k L
−d
k∑
i=0
∑
m
E
[(ˆ
Im,L+δB
1 + |∇ψ
(p)
L |
2
) 1
2
×
∑
n0,...,nk
distinct
1ni=m 〈(xn1,L − xn0,L)L〉
−d
k−1∏
j=1
j∑
l=1
〈(xnj+1,L − xnjL)L〉
−d
]
. (3.61)
Conditioning on the position of xm,L in any unit cube, the concentration assumption (3.47)
with exponent s ≥ 2 yields
E
[( ˆ
Im,L+δB
|∇ψ
(p)
L |
2
) s
2
]
≤
∑
z∈TdL∩Zd
E
[
1xm,L∈Q(z)
( ˆ
BC(z)
|∇ψ
(p)
L |
2
) s
2
]
≤
∑
z∈TdL∩Zd
E
[( ˆ
BC(z)
|∇ψ
(p)
L |
2
) s
2
]
. λ(P)Ld.
Combining this with (3.61) and Hölder’s inequality, we find
|R
(p),k+1
L | .k λ(P)
1
sL−d(1−
1
s
)
k∑
i=0
∑
m
E
[( ∑
n0,...,nk
distinct
1ni=m 〈(xn1,L − xn0,L)L〉
−d
×
k−1∏
j=1
j∑
l=1
〈(xnj+1,L − xnjL)L〉
−d
)s′] 1s′
.
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Since the number of points in PL is bounded by CL
d, this entails
|R
(p),k+1
L | .k L
d
s max
0≤i≤k
Ai,kL (s
′)
1
s′ ,
in terms of
Ai,kL (s
′) := sup
m
E
[( ∑
n0,...,nk
distinct
1ni=m 〈(xn1,L − xn0,L)L〉
−d
k−1∏
j=1
j∑
l=1
〈(xnj+1,L − xnj ,L)L〉
−d
)s′]
.
Provided we show that
Ai,kL (1) . λk+1(P)(log L)
k, (3.62)
Ai,kL (2) .k
k∑
l=0
λ2k+1−l(P)(log L)2(k−l) .k λk+1(P)(log L)2k, (3.63)
the conclusion follows by interpolation.
It remains to establish (3.62) and (3.63), and we start with the former. In terms of the
(k + 1)-particle distribution fk+1, we can write
Ai,kL (1) . sup
z
ˆ
TdL
. . .
ˆ
TdL
1xi∈Q(z) 〈(x1 − x0)L〉
−d
( k−1∏
j=1
j∑
l=1
〈(xj+1 − xl)L〉
−d
)
× fk+1(x0, . . . , xk) dx0 . . . dxk,
hence, in terms of the (k + 1)-point intensity, cf. (2.1),
Ai,kL (1) . λk+1(P)
× sup
xi
ˆ
TdL
. . .
ˆ
TdL
〈(x1 − x0)L〉
−d
( k−1∏
j=1
j∑
l=1
〈(xj+1 − xl)L〉
−d
)
dx0 . . . dxi−1dxi+1 . . . dxk.
The integral is now easily evaluated (see e.g. the tree integration argument in [10, pp.276–
277]), and the claim (3.62) follows. Expanding the square and repeating an analogous
computation, the claim (3.63) similarly follows; we skip the details. 
Remark 3.7. In the proof of Proposition 3.6, periodic boundary conditions are important
only when using the bound (3.51) on the second gradient of the periodic Stokeslet and
when establishing energy estimates. As these two ingredients are also available in case of
homogeneous Neumann or Dirichlet boundary conditions, Proposition 3.6 also holds for
the corresponding finite-volume approximations of B¯; this will be used in the proof of
Proposition A.2. ♦
3.4. Renormalization and explicit formulas. This section is devoted to the proof of
Propositions 3–4, Corollary 5, and Lemma 8. We start with Proposition 3.
Proof of Proposition 3. We drop the subscript ℓ from the notation, and shall establish (2.17)
in the following form: there exists ε > 0 (only depending on d, δ) such that
|B¯1L,ℓ − λ(Pℓ)Bˆ
1| . L−ε, Bˆ1E = 12 E
[ˆ
∂I◦
σ◦ν ⊗ x
]
, (3.64)
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where I◦ has the law of one of the random shapes {I◦n}n, and where we recall the definition
of σ◦ = 2D(ψ◦) − Σ◦ Id in terms of the unique decaying solution (ψ◦,Σ◦) of the single-
particle problem 

−△ψ◦ +∇Σ◦ = 0, in Rd \ I◦,
divψ◦ = 0, in Rd \ I◦,
D(ψ◦ + Ex) = 0, in I◦,´
∂I◦ σ
◦ν = 0,´
∂I◦ Θx · σ
◦ν = 0, ∀Θ ∈Mskew.
(3.65)
We shall also deduce Einstein’s original formula (2.19) in case of spherical particles. We
split the proof into two steps.
Step 1. Proof of (3.64).
With the notation In,ℓ = xn,ℓ + I
◦
n,ℓ, recalling the definition of the periodization of the
point process, and setting for abbreviation QL,δ := QL−2(1+δ), the definition (2.14) of B¯1L
in Proposition 1 takes the form
E : B¯1L,ℓE =
1
2L
−d∑
n
E
[
1xn,ℓ∈QL,δ
ˆ
∂I◦n,ℓ
Ex · σ
{n}
L,ℓ (·+ xn,ℓ)ν
]
. (3.66)
Define σ◦L = 2D(ψ
◦
L) − Σ
◦
L Id in terms of the solution (ψ
◦
L,Σ
◦
L) of the periodized version
of (3.65), that is, 

−△ψ◦L +∇Σ
◦
L = 0, in T
d
L \ I
◦,
divψ◦L = 0, in T
d
L \ I
◦,
D(ψ◦L + Ex) = 0, in I
◦,´
∂I◦ σ
◦
Lν = 0,´
∂I◦ Θx · σ
◦
Lν = 0, ∀Θ ∈M
skew.
(3.67)
With this notation, in view of Assumption (B1), the above formula for B¯1L,ℓ becomes
E : B¯1L,ℓE =
1
2L
−d
E
[∑
n
1xn,ℓ∈QL,δ
]
E
[ˆ
∂I◦
Ex · σ◦Lν
]
.
Noting that L−d E
[∑
n 1xn,ℓ∈QL,δ
]
= λ(P)L−d|QL,δ| with |L−d|QL,δ| − 1| . L−1, and
recalling the definition (3.64) of Bˆ1, we deduce
∣∣E : (B¯1L − λ(P)Bˆ1)E∣∣ . λ(P)L−1
∣∣∣∣E
[ˆ
∂I◦
Ex · σ◦Lν
]∣∣∣∣+ λ(P)
∣∣∣∣E
[ˆ
∂I◦
Ex · (σ◦L − σ
◦)ν
]∣∣∣∣.
Using the divergence-free constraint trE = 0 to add an arbitrary constant to the pressure
in σ◦L and σ
◦, cf. (3.23), and appealing to the trace estimates of Lemma 3.4, we find
∣∣E : (B¯1L−λ(P)Bˆ1)E∣∣ . λ(P)L−1
( ˆ
TdL
|∇ψ◦L|
2
) 1
2
+λ(P)
( ˆ
B2
|∇(ψ◦L−ψ
◦)|2
) 1
2
. (3.68)
Since the energy estimate (3.60) yields
´
TdL
|∇ψ◦L|
2 . 1, it remains to estimate the second
right-hand side term. For that purpose, note that (w◦L, P
◦
L) := (ψ
◦
L−ψ
◦,Σ◦L−Σ
◦) satisfies

−△w◦L +∇P
◦
L = 0, in QL \ I
◦,
divw◦L = 0, in QL \ I
◦,
D(w◦L) = 0, in I
◦,´
∂I◦ σ(w
◦
L, P
◦
L)ν = 0,´
∂I◦ Θx · σ(w
◦
L, P
◦
L)ν = 0, ∀Θ ∈M
skew.
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By Meyers’ argument in form of a perturbative reverse Jensen inequality, cf. [11, Proposi-
tion 3.6] (combined with local regularity), we find for some small η > 0 (only depending
on d, δ),
ˆ
B2
|∇w◦L|
2 . L
d
1+η
(  
QL/2
|∇w◦L|
2(1+η)
) 1
1+η
. L
d
1+η
 
QL
|∇w◦L|
2 = L
− ηd
1+η
ˆ
QL
|∇w◦L|
2.
Hence, appealing to energy estimates for ψ◦L and ψ
◦, cf. (3.60),
ˆ
B2
|∇w◦L|
2 . L
− ηd
1+η
(ˆ
TdL
|∇ψ◦L|
2 +
ˆ
Rd
|∇ψ◦|2
)
. L
− ηd
1+η . (3.69)
Combined with (3.68), this yields the conclusion (3.64).
Step 2. Proof of Einstein’s formula (2.19) for spherical particles.
In case of spherical particles I◦ = Br◦ with random radius r◦ ≤ 1, the definition (3.64)
of Bˆ1 becomes by scaling
Bˆ
1E = 12 E
[
(r◦)d
] ˆ
∂B
σ˜◦ν ⊗ x, (3.70)
where we have set σ˜◦ := 2D(ψ˜◦)− Σ˜◦ Id in terms of the unique decaying solution (ψ˜◦, Σ˜◦)
of the rescaled elementary problem

−△ψ˜◦ +∇Σ˜◦ = 0, in Rd \B,
divψ˜◦ = 0, in Rd \B,
D(ψ˜◦ + Ex) = 0, in B,´
∂B σ˜
◦ν = 0,´
∂B Θx · σ˜
◦ν = 0, ∀Θ ∈Mskew.
As is well-known, e.g. [25, Section 2.1.3], for E ∈Msym0 , the solution (ψ˜
◦, Σ˜◦) equivalently
satisfies 

−△ψ˜◦ +∇Σ˜◦ = 0, in Rd \B,
divψ˜◦ = 0, in Rd \B,
ψ˜◦ = −Ex, on ∂B,
and is explicitly given by the following formulas for |x| ≥ 1,
ψ˜◦(x) := −
d+ 2
2
(x ·Ex)x
|x|d+2
−
1
2
(
2
Ex
|x|d+2
− (d+ 2)
(x · Ex)x
|x|d+4
)
,
Σ˜◦(x) := −(d+ 2)
x · Ex
|x|d+2
.
Inserting this into (3.70), a direct computation as in [25, (2.26)] yields
Bˆ
1E = d+22 E
[
(r◦)d
]
|B|E = d+22 E
[
|Br◦ |
]
E,
that is, (2.19). 
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Remark 3.8. Assumption (B1) can be partly relaxed: under Assumption (Hδ), the
ergodic theorem together with (3.69) allows to pass to the limit L ↑ ∞ in (3.66) in the
form
E : B¯1ℓE =
1
2
∑
n
E
[
1xn,ℓ∈Q
ˆ
∂I◦n,ℓ
Ex · σ◦ν
]
.
No convergence rate as in (3.64) is however obtained in general, and the right-hand side
takes the simplified form λ(Pℓ)(E : Bˆ
1E) only under Assumption (B1). ♦
We turn to the proof of Proposition 4 and establish Batchelor’s explicit renormalization
for the second-order cluster formula.
Proof of Proposition 4. Under Assumptions (Hδ) and (B1), we shall show for some ε > 0
(only depending on d, δ),∣∣∣∣E : B¯2L,ℓE −
ˆ
Rd
E
[ˆ
∂I◦
(
ψ˜z − ψ˜z(0) −∇ψ˜z(0)x
)
· σ0,zν
]
f2,ℓ(0, z) dz
−
ˆ
Rd
E
[ˆ
∂I◦
∇ψ˜z(0)x ·
(
σ0,z − σ0
)
ν
]
f2,ℓ(0, z) dz
− E
[ˆ
∂I◦
σ0ν ⊗ x
]
: L−d
¨
QL×QL
E
[
∇ψ˜zL(y)
]
h2,ℓ(y, z) dydz
∣∣∣∣ . L−ε, (3.71)
where we define single-particle and two-particle solutions as follows: on top of the random
shape I◦, we choose an iid copy I˜◦, we set Iy = y + I◦ and I˜y = y + I˜◦, and
• (ψyL,Σ
y
L) is the unique periodic solution of the following periodized single-particle
problem, with stress tensor σyL = 2D(ψ
y
L)−Σ
y
L Id,

−△ψyL +∇Σ
y
L = 0, in R
d \ (Iy + LZd),
divψyL = 0, in R
d \ (Iy + LZd),
D(ψyL + Ex) = 0, in I
y + LZd,´
Lk+∂Iy σ
y
Lν = 0, ∀k ∈ Z
d´
Lk+∂Iy Θx · σ
y
Lν = 0, ∀k ∈ Z
d, ∀Θ ∈Mskew,
(3.72)
and we let (ψy ,Σy) denote the unique decaying solution of the corresponding problem
with a single particle at Iy on the whole space;
• (ψ˜yL, Σ˜
y
L) and (ψ˜
y, Σ˜y) are the solutions of the corresponding problems with Iy replaced
by the iid copy I˜y;
• (ψy,zL ,Σ
y,z
L ) is the unique periodic solution of the following periodized two-particle
problem, with stress tensor σy,zL = 2D(ψ
y,z
L )− Σ
y,z
L Id,

−△ψy,zL +∇Σ
y,z
L = 0, in R
d \ (Iy ∪ Iz + LZd),
divψy,zL = 0, in R
d \ (Iy ∪ Iz + LZd),
D(ψy,zL + Ex) = 0, in I
y ∪ Iz + LZd,´
Lk+∂Iy σ
y,z
L ν =
´
Lk+∂Iz σ
◦,z
L ν = 0, ∀k ∈ Z
d,´
Lk+∂Iy Θx · σ
y,z
L ν =
´
Lk+∂Iz Θx · σ
y,z
L ν = 0, ∀k ∈ Z
d, ∀Θ ∈Mskew,
and we let (ψy,z ,Σy,z) denote the unique decaying solution of the corresponding prob-
lem with only two particles at Iy and Iz on the whole space.
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Combining (3.71) with the convergence statement in Proposition 1, the conclusion (2.20)
directly follows. We shall further establish the simplified expression (2.21)–(2.22) in the
setting (D2) with interparticle distance ℓ≫ 1, and we split the proof into two main steps.
Step 1. Proof of (3.71).
Starting point is the definition (2.14) of B¯2L in Proposition 1 in form of
B¯
2
L,ℓ = L
−d ∑
n 6=m
E
[
1xn,ℓ,xm,ℓ∈QL,δ
ˆ
∂In,ℓ
ψ
{m}
L,ℓ · σ
{n,m}
L,ℓ ν
]
,
where we recall the short-hand notation QL,δ = QL−2(1+δ). In view of Assumption (B1),
recalling the definition (2.2) of the two-point density f2,ℓ, and noting that stationarity
yields f2,ℓ(y, z) = f2,ℓ(0, z − y), we can rewrite
B¯
2
L,ℓ = L
−d
¨
QL,δ×QL,δ
E
[ˆ
∂Iy
ψ˜zL · σ
y,z
L ν
]
f2,ℓ(0, z − y) dydz. (3.73)
In view of the boundary condition
´
∂Iy σ
y,z
L ν = 0, we may replace ψ˜
z
L by ψ˜
z
L − ψ˜
z
L(y), and
we decompose
B¯
2
L,ℓ = b¯
1
L,ℓ + b¯
2
L,ℓ + b¯
3
L,ℓ, (3.74)
in terms of
b¯
1
L,ℓ := L
−d
¨
QL,δ×QL,δ
E
[ˆ
∂Iy
Sy,zL · σ
y,z
L ν
]
f2,ℓ(0, z − y) dydz,
b¯
2
L,ℓ := L
−d
¨
QL,δ×QL,δ
E
[
∇ψ˜zL(y) :
ˆ
∂Iy
(σy,zL − σ
y
L)ν ⊗ (· − y)
]
f2,ℓ(0, z − y) dydz,
b¯
3
L,ℓ := L
−d
¨
QL,δ×QL,δ
E
[
∇ψ˜zL(y) :
ˆ
∂Iy
σyLν ⊗ (· − y)
]
f2,ℓ(0, z − y) dydz,
where we write for abbreviation
Sy,zL := ψ˜
z
L − ψ˜
z
L(y)−∇ψ˜
z
L(y)(· − y).
We also write Sy,z := ψ˜z − ψ˜z(y)−∇ψ˜z(y)(· − y). We consider these three contributions
b¯
1
L,ℓ, b¯
2
L,ℓ, b¯
3
L,ℓ separately and we split the proof into four further substeps.
Substep 1.1. Preliminary estimate: there exists ε > 0 (only depending on d, δ) such that
for all y, z ∈ QL with f2,ℓ(0, z − y) 6= 0,∣∣∣
ˆ
∂Iy
Sy,zL · σ
y,z
L ν −
ˆ
∂Iy
Sy,z · σy,zν
∣∣∣ . (1 + dist(y, ∂QL))−ε〈(y − z)L〉−d− 12 , (3.75)
and for all y, z ∈ Rd with f2,ℓ(0, z − y) 6= 0,∣∣∣
ˆ
∂Iy
Sy,z · σy,zν
∣∣∣ . 〈y − z〉−d−1. (3.76)
We focus on the proof of (3.75); the proof of (3.76) is simpler and omitted. Decomposing∣∣∣∣
ˆ
∂Iy
Sy,zL · σ
y,z
L ν −
ˆ
∂Iy
Sy,z · σy,zν
∣∣∣∣
≤
∣∣∣∣
ˆ
∂Iy
(Sy,zL − S
y,z) · σy,zL ν
∣∣∣∣+
∣∣∣∣
ˆ
∂Iy
Sy,z · (σy,zL − σ
y,z)ν
∣∣∣∣,
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using the boundary conditions and the divergence-free constraints to smuggle in arbitrary
constants in the different factors, and appealing to the trace estimates of Lemma 3.4
together with local regularity, we obtain
∣∣∣∣
ˆ
∂Iy
Sy,zL · σ
y,z
L ν −
ˆ
∂Iy
Sy,z · σy,zν
∣∣∣∣ .
( ˆ
Iy+δB
|∇2(ψ˜zL − ψ˜
z)|2
) 1
2
( ˆ
Iy+δB
|∇ψy,zL |
2
) 1
2
+
(ˆ
Iy+δB
|∇2ψ˜z|2
) 1
2
( ˆ
Iy+δB
|∇(ψy,zL − ψ
y,z)|2
) 1
2
, (3.77)
and it remains to analyze the different right-hand side factors. First, we note that the
single-particle solution satisfies
( ˆ
Iy+δB
|∇ψ˜zL|
2 + |∇ψ˜z|2
) 1
2
. 〈(y − z)L〉
−d, (3.78)
( ˆ
Iy+δB
|∇2ψ˜zL|
2 + |∇2ψ˜z|2
) 1
2
. 〈(y − z)L〉
−d−1. (3.79)
Second, we recall that the energy estimate (3.60) yieldsˆ
TdL
|∇ψyL|
2 . 1,
ˆ
TdL
|∇ψy,zL |
2 . 1. (3.80)
Third, by Meyers’ argument as in (3.69) (but this time on the ball Bdist(y,∂QL)(y)), we find
for some ε > 0, for all y, z ∈ QL,( ˆ
Iy+2δB
|∇(ψ˜zL− ψ˜
z)|2
) 1
2
+
( ˆ
Iy+δB
|∇(ψy,zL −ψ
y,z)|2
) 1
2
. (1+dist(y, ∂QL))
−ε. (3.81)
Fourth, for y, z ∈ QL, in view of the hardcore assumption, we note that the condition
f2,ℓ(0, z − y) 6= 0 entails (I
y + δB) ∩ (I˜z + δB) = ∅, and thus
−△(ψ˜zL − ψ˜
z) +∇(Σ˜zL − Σ˜
z) = 0, div(ψ˜zL − ψ˜
z), in Iy + 2δB,
so that regularity theory yieldsˆ
Iy+δB
|∇2(ψ˜zL − ψ˜
z)|2 .
ˆ
Iy+2δB
|∇(ψ˜zL − ψ˜
z)|2,
which we use in combination with (3.79) and (3.81) in form of
(ˆ
Iy+δB
|∇2(ψ˜zL − ψ˜
z)|2
) 1
2
=
(ˆ
Iy+δB
|∇2(ψ˜zL − ψ˜
z)|2
) 2d+1
4(d+1)
(ˆ
Iy+δB
|∇2(ψ˜zL − ψ˜
z)|2
) 1
4(d+1)
.
(ˆ
Iy+δB
|∇2ψ˜zL|
2 + |∇2ψ˜z|2
) 2d+1
4(d+1)
(ˆ
Iy+2δB
|∇(ψ˜zL − ψ˜
z)|2
) 1
4(d+1)
. (1 + dist(y, ∂QL))
− ε
2(d+1) 〈(y − z)L〉
−d− 1
2 .
Inserting this into (3.77) together with (3.79), (3.80), and (3.81), the claim (3.75) follows
(up to changing the value of ε).
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Substep 1.2. Convergence of b¯1L: there exists ε > 0 (only depending on d, δ) such that∣∣∣∣b¯1L,ℓ −
ˆ
Rd
E
[ˆ
∂I◦
S0,z · σ0,zν
]
f2,ℓ(0, z) dz
∣∣∣∣ . L−ε. (3.82)
By definition of b¯
1
L,ℓ, using (3.75), and noting that (S
y,z, σy,z)(y+ ·) = (S0,z−y, σ0,z−y), we
find for some ε > 0,∣∣∣∣b¯1L,ℓ − L−d
¨
QL,δ×QL,δ
E
[ˆ
∂I◦
S0,z−y · σ0,z−yν
]
f2,ℓ(0, z − y) dydz
∣∣∣∣ . L−ε.
Rewriting
L−d
¨
QL,δ×QL,δ
E
[ˆ
∂I◦
S0,z−y · σ0,z−yν
]
f2,ℓ(0, z − y) dydz
=
ˆ
Rd
L−d|QL,δ ∩ (QL,δ + z)|E
[ ˆ
∂I◦
S0,z · σ0,zν
]
f2,ℓ(0, z) dz,
appealing to (3.76), and separately evaluating the integrals on Q√L and on R
d \Q√L, we
obtain∣∣∣∣L−d
¨
QL,δ×QL,δ
E
[ˆ
∂I◦
S0,z−y · σ0,z−yν
]
f2,ℓ(0, z − y) dydz
−
ˆ
Rd
E
[ˆ
∂I◦
S0,z · σ0,zν
]
f2,ℓ(0, z) dz
∣∣∣∣ . L− 12 ,
and the claim (3.82) follows.
Substep 1.3. Convergence of b¯
2
L,ℓ: there exists ε > 0 (only depending on d, δ) such that∣∣∣∣b¯2L,ℓ −
ˆ
Rd
E
[
∇ψ˜z(0) :
ˆ
∂I◦
(σ0,z − σ0)ν ⊗ x
]
f2,ℓ(0, z) dz
∣∣∣∣ . L−ε. (3.83)
This easily follows from similar arguments as in Substeps 1.1 and 1.2, taking advantage of
the decay of ∇ψ˜zL and of ∇(ψ
0,z
L − ψ
0
L); we omit the detail.
Substep 1.4. Convergence of b¯
3
L: there exists ε > 0 (only depending on d, δ) such that∣∣∣∣b¯3L,ℓ − E
[ˆ
∂I◦
σ◦ν ⊗ x
]
: L−d
¨
QL×QL
E
[
∇ψ˜zL(y)
]
h2,ℓ(y, z) dydz
∣∣∣∣ . L−ε. (3.84)
Combined with the decomposition (3.74) and with the bounds (3.82) and (3.83), this yields
the claim (3.71).
We turn to the proof of (3.84), which is where we follow an idea by Batchelor [6, 7]. First,
since the shapes I◦ and I˜◦ are independent, the definition of b¯3L takes the form
b¯
3
L,ℓ = E
[ˆ
∂I◦
σ◦Lν ⊗ x
]
: L−d
¨
QL,δ×QL,δ
E
[
∇ψ˜zL(y)
]
f2,ℓ(0, z − y) dydz. (3.85)
The convergence of the first factor follows from the proof of Proposition 3: there holds for
some ε > 0, ∣∣∣∣E
[ˆ
∂I◦
σ◦Lν ⊗ x
]
− E
[ˆ
∂I◦
σ◦ν ⊗ x
]∣∣∣∣ . L−ε. (3.86)
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In view of the decay (3.78), we find the following coarse bound on the second right-hand
side factor in (3.85),
L−d
∣∣∣∣
¨
QL,δ×QL,δ
E
[
∇ψ˜zL(y)
]
f2,ℓ(0, z − y) dydz
∣∣∣∣ . logL,
and similarly, further using that L−d|QL \QL,δ| . L−1,
L−d
∣∣∣∣
(¨
QL,δ×QL,δ
−
¨
QL×QL
)
E
[
∇ψ˜zL(y)
]
f2,ℓ(0, z − y) dydz
∣∣∣∣
. L−d|QL \QL,δ| logL . L−1 logL.
Combined with (3.85) and (3.86), these estimates yield∣∣∣∣b¯3L − E
[ˆ
∂I◦
σ◦ν ⊗ x
]
: L−d
¨
QL×QL
E
[
∇ψ˜zL(y)
]
f2,ℓ(0, z − y) dydz
∣∣∣∣
. L−ε∧1 logL. (3.87)
Decomposing f2,ℓ = h2,ℓ + λ(Pℓ)
2 and using the periodicity of ψ˜zL in form of the identity´
QL
∇ψ˜zL = 0, the claim (3.84) follows.
Step 2. Proof of (2.21)–(2.22) in the setting (D2) with ℓ≫ 1.
The rescaled function fˆ2,ℓ(y, z) := ℓ
2df2,ℓ(ℓy, ℓz) is the two-point density of the rescaled
process ℓ−1Pℓ. Since Pℓ has interparticle distance ≥ 2ℓ, the process ℓ−1Pℓ has interpar-
ticle distance ≥ 2, which implies λ2(ℓ
−1Pℓ) = supy,z
˜
Q(y)×Q(z) fˆ2,ℓ . 1. We start with
the analysis of b¯
1
L,ℓ in this setting. Combining the approximation (3.82) with the decay
estimate (3.76), we find for some ε > 0,
|b¯
1
L,ℓ| . L
−ε +
ˆ
Rd
〈z〉−d−1f2,ℓ(0, z) dz.
Expressing this in terms of fˆ2,ℓ, and noting that fˆ2,ℓ(0, z) = 0 for |z| ≤ 2 since ℓ
−1Pℓ has
interparticle distance ≥ 2, we deduce
|b¯
1
L,ℓ| . L
−ε + ℓ−2d−1, (3.88)
and similarly,
|b¯
2
L,ℓ| . L
−ε + ℓ−2d−1, (3.89)
It remains to analyze b¯
3
L,ℓ. For that purpose, we first note that equation (3.4) for ψ˜
z
L reads
as follows on the torus TdL,
−△ψ˜zL +∇(Σ˜
z
L1TdL\I˜z) = −δ∂I˜z σ˜
z
Lν.
In terms of the Stokeslet G
(0)
L for the free Stokes equation (cf. (3.50) with H = ∅), Green’s
representation formula then yields
∇iψ˜
z
L(y) = −
ˆ
∂I˜z
∇iG
(0)
L (y − ·) σ˜
z
Lν.
Using the boundary condition
´
∂I˜z σ˜
z
Lν = 0, we decompose
∇iψ˜
z
L(y) = A
y,z
L,i +B
y,z
L,i , (3.90)
52 M. DUERINCKX AND A. GLORIA
in terms of
Ay,zL,i = ∇
2
ijG
(0)
L (y − z)
ˆ
∂I˜z
(· − z)j σ˜
z
Lν,
By,zL,i = −
ˆ
∂I˜z
(
∇iG
(0)
L (y − ·)−∇iG
(0)
L (y − z)− (z − ·)j∇
2
ijG
(0)
L (y − z)
)
σ˜zLν.
Arguing as in Substep 1.1, we easily find |By,zL,i | . 〈y − z〉
−d−1. Hence, the same argument
as for (3.88) yields ∣∣∣∣L−d
¨
QL×QL
E
[
By,zL
]
f2,ℓ(y, z) dydz
∣∣∣∣ . ℓ−2d−1, (3.91)
so that the approximation (3.87) becomes for some ε > 0,∣∣∣∣b¯3L,ℓ − E
[ˆ
∂I◦
xi σ
◦ν
]
: L−d
¨
QL×QL
E
[
Ay,zL,i
]
f2,ℓ(y, z) dydz
∣∣∣∣ . L−ε + ℓ−2d−1.
Inserting the definition of Ay,zL and noting that E
[´
∂I˜z(· − z)j σ˜
z
Lν
]
= E
[´
∂I◦ xjσ
◦
Lν
]
, this
takes the form∣∣∣∣b¯3L,ℓ − E
[ˆ
∂I◦
xi σ
◦ν
]
·
(
L−d
¨
QL×QL
∇2ijG
(0)
L (y − z) f2,ℓ(y, z) dydz
)
E
[ˆ
∂I◦
xj σ
◦
Lν
]∣∣∣∣
. L−ε + ℓ−2d−1.
Decomposing f2,ℓ = h2,ℓ+λ(Pℓ)
2 and noting that p. v.
´
QL
∇2G
(0)
L = 0, we may replace f2,ℓ
by h2,ℓ in the left-hand side up to taking the principal value. Combining this with (3.88)
and (3.89), together with (3.82), (3.83), and (3.84), and noting that the left-hand side
in (3.91) also has a limit as L ↑ ∞, the claim (2.21)–(2.22) follows. 
To prove Corollary 5, it remains to evaluate the limits in Proposition 4 in case of a mild
decay of correlations, cf. Assumption (B2).
Proof of Corollary 5. Using the decay assumption (B2) for the two-point correlation func-
tion h2,ℓ, together with the decay estimates (3.78) and with Meyers’ estimate (3.81), we
find for some ε > 0,∣∣∣∣L−d
¨
QL×QL
(
E
[
∇ψ˜zL(y)
]
− E
[
∇ψ˜z(y)
])
h2,ℓ(y, z) dydz
∣∣∣∣
. L−d
¨
QL×QL
(
〈(y − z)L〉
−d ∧ L−ε
)
ω(1ℓ |y − z|) dydz
. L−ε
ˆ L ε2d
0
rd−1ω(1ℓ r) dr +
ˆ ∞
L
ε
2d
ω(1ℓ r)
r
dr
. ℓdL−
ε
2
ˆ 1
ℓ L
ε
2d
0
ω(r)
r
dr +
ˆ ∞
1
ℓ L
ε
2d
ω(r)
r
dr.
As ω satisfies a Dini condition, the right-hand side converges to 0 as L ↑ ∞, and the
conclusion (2.23) follows. The second part of the statement is deduced similarly as (2.21)
in Step 2 of the proof of Proposition 4 above. 
We conclude this section with the proof of Lemma 8.
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Proof of Lemma 8. We split the proof into two steps.
Step 1. Proof of (i).
Under Assumptions (Hδ), (B1), and (B2), appealing to Proposition 4 and to Corollary 5
in form of the explicit formula (2.20) for B¯2 with (2.23), using decay estimates for the first
two terms, and recalling that λ2(P) = supy,z
˜
Q(y)×Q(z) f2, we obtain∣∣∣∣E : B¯2E −
ˆ
Rd
E
[
M : ∇ψzE(0)
]
h2(0, z) dz
∣∣∣∣ . λ2(P), (3.92)
where we have set for abbreviation M := 2Bˆ1E = E
[ ´
∂I◦ σ
◦ν ⊗ x
]
. Similarly as in (3.90),
now arguing on the whole space, we decompose
E
[
∇iψ
z(0)
]
= Azi +B
z
i , (3.93)
in terms of
Azi = ∇
2
ijG
(0)(z)Mej ,
Bzi = E
[ˆ
∂I◦
(
∇iG
(0)(z + x)−∇iG
(0)(z)− xj∇
2
ijG
(0)(z)
)
σ◦(x)ν(x) dx
]
,
where G(0) stands for the Stokeslet associated with the free Stokes equation on Rd. Noting
that |Bzi | . |z|
−d−1 for |z| ≥ 2 and that supy,z
˜
Q(y)×Q(z) |h2| . λ2(P), and inserting the
decomposition (3.93) into (3.92), we deduce∣∣∣E : B¯2E − (Mei ⊗Mej) :
ˆ
|z|>2
∇2ijG
(0)(z)h2(0, z) dz
∣∣∣
. λ2(P) +
∣∣∣
ˆ
|z|<2
E
[
∇ψzE(0)
]
h2(0, z) dz
∣∣∣ +
ˆ
|z|≥2
|z|−d−1|h2(0, z)| dz
. λ2(P). (3.94)
It remains to analyze the integral term in the left-hand side. As h2 satisfies a Dini condition,
cf. (D2), we recall that this integral is absolutely summable. Further assuming that the
point process P is statistically isotropic, we deduce that the correlation function h2 is
radial. By symmetry, this implies
´
|z|>2∇
2G(0)(z)h2(0, z) dz = 0, and the conclusion (ii)
follows.
Step 2. Proof of (ii).
In view of (3.94), as M = 2Bˆ1E does not vanish, it suffices to construct a point pro-
cess P that satisfies Assumption (Hδ), is α-mixing with algebraic rate, and satisfies
λ2(P) . λ(P)
2, such that the integral term in the left-hand side in (3.94) yields a log-
arithmic correction, that is,∣∣∣
ˆ
|z|>2
∇2G(z)h2(0, z) dz
∣∣∣ & λ2(P)|log λ2(P)|. (3.95)
For that purpose, it suffices to construct a function h such that (3.95) is satisfied for the
choice h2(0, ·) = h and such that h is indeed the correlation function of a point process P
that satisfies Assumption (Hδ), is α-mixing with algebraic rate, and has intensity λ and
two-point intensity λ2 with 0 < λ2 . λ
2 ≪ 1. These probabilistic requirements are
equivalent to the following: the two-point density h + λ2 is pointwise nonnegative, the
54 M. DUERINCKX AND A. GLORIA
total correlation function h+ λδ0 is positive definite (that is, the Fourier transform hˆ+ λ
is pointwise nonnegative), and we have
h|B2+2δ = −λ
2, sup
z
ˆ
Q(z)
|h| = λ2, |h(z)| . 〈z〉
−d−1. (3.96)
First note that we can construct a smooth bounded function g : Sd−1 → [0, 1] such that∣∣∣
ˆ
∂B
∇2G(e) g(e) dσ(e)
∣∣∣ & 1.
We then choose h as follows: we set h(z) = −λ2 for |z| < 4 and
h(z) = 1K(λ2) λ2
(
1 + (λ2)
1
2d+1 |z|
)−2d−1
g( z|z|) for |z| > 5,
together with a suitable extension on the annulus 4 < |z| < 5, where the normalization
K(λ2) ≃ 1 can be chosen to ensure supz
´
Q(z) |h| = λ2. This choice of h satisfies the
properties in (3.96) as well as the nonnegativity requirement h+λ2 ≥ 0. Next, noting that
supRd |hˆ| ≤
ˆ
Rd
|h| . (λ2)
d+1
2d+1 ,
the choice λ2 . λ
2 ≪ 1 ensures the nonnegativity requirement hˆ + λ ≥ 0. Finally, a
computation in spherical coordinates yields∣∣∣
ˆ
|z|>5
∇2G(z)h(z) dz
∣∣∣
= 1K(λ2) λ2
(ˆ ∞
5
r−1
(
1 + (λ2)
1
2d+1 r
)−2d−1
dr
)∣∣∣
ˆ
∂B
∇2G(e) g(e) dσ(e)
∣∣∣
& λ2
ˆ ∞
5
r−1
(
1 + (λ2)
1
2d+1 r
)−2d−1
dr
& λ2|log λ2(P)|,
that is, (3.95). 
Appendix A. Periodic approximation of the effective viscosity
This appendix is devoted to the proof of an algebraic convergence rate for the approxima-
tion B¯L of the effective viscosity B¯ by periodization under an algebraic α-mixing condition.
The proof involves arguments of a quite different nature from the rest of this contribution
and we essentially follow the variational approach initiated by Armstrong and Smart [5]
and developed in [4, 3] for quantitative stochastic homogenization in the model setting of
divergence-form linear elliptic equations with random coefficients.
Proposition A.1. On top of Assumption (Hδ), assume that the inclusion process I is
α-mixing with an algebraic rate, that is, there exist C, β > 0 such that for all Borel subsets
U, V ⊂ Rd and all events A ⊂ σ(I|U ) and B ∈ σ(I|V ) we have
|P [A ∩B]− P [A]P [B]| ≤ C dist(U, V )β.
Then there exists γ ∈ (0, β) (only depending on d, δ, β) such that for all L ≥ 1,
|B¯L − B¯| . L
−γ ,
and Assumption (Mix) holds with exponent γ. ♦
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We also establish the following alternative control on the periodization error, which does
not require any mixing assumption. Although the bound blows up in the infinite-period
limit, it has the key advantage of displaying the expected dependence on the intensity of
the point process.
Proposition A.2. On top of Assumption (Hδ), assume that for some s > 2 the moment
bound (3.47) holds for all L, p. Then there exists ε > 0 (only depending on d, δ) such that
for all L ≥ 1,
|B¯L − B¯| . λ(P)L
−ε + λ2(P)1−
1
sλ(P)
1
sL
d
s logL. ♦
A.1. Proof of Proposition A.1. The proof closely follows the monograph [3] by Arm-
strong, Kuusi, and Mourrat (albeit in a more general version [4] for α-mixing coefficients).
We identify a suitable subadditive quantity J that satisfies all the requirements of [4, 3] in
the present Stokes context: the definition (A.3) and Lemma A.3 below constitute the only
new insight of the present section, and the conclusion follows from elementary adaptations
of the arguments in [4, 3]. Notably, the subadditive quantity J below appears to be simpler
than the one in [5, 4, 3] as it does not rely on convex duality; this makes some of the proofs
technically simpler.
Let E ∈ M0 be fixed with |E| = 1, and let δ > 0. We say that a bounded domain U is
suitable if dist(I ∩U, ∂U) > δ. We consider the following weakly closed subsets of H1(U),
H(U) :=
{
u ∈ H1(U) : divu = 0, and D(u+ Ex) = 0 on I ∩ U
}
,
H0(U) := H(U) ∩H
1
0 (U),
and the minimization problems (only D(ψ∗(U)) is uniquely defined in (A.1) below)
ψ∗(U) := argmin
{ˆ
U
|D(u)|2 : u ∈ H(U)
}
, (A.1)
ψ◦(U) := argmin
{ˆ
U
|D(u)|2 : u ∈ H0(U)
}
, (A.2)
and we define a random set function J via
J(U) :=
 
U
|D(ψ◦(U))|2 − |D(ψ∗(U))|2. (A.3)
Recalling that the fattened inclusions {In + δB}n are disjoint in view of the hardcore
condition in (Hδ), we define the modified cubes
UL(x) :=
(
QL(x) \
⋃
n:xn /∈QL(x)
(In + δB)
)⋃( ⋃
n:xn∈QL(x)
(In + δB)
)
,
which satisfy by definition QL−2(1+δ) ⊂ UL(x) ⊂ QL+2(1+δ) and I ∩ ∂UL(x) = ∅. The
family {UL(x)}x∈LZd constitutes a partition of Rd. Setting UL = UL(0), we then consider
the following approximations of the effective viscosity B¯,
E : B¯L,∗E = 1 + E
[ 
UL
|D(ψ∗(UL))|2
]
,
E : B¯L,◦E = 1 + E
[ 
UL
|D(ψ◦(UL))|2
]
.
Since H◦(UL) ⊂ H(UL), we have E : B¯L,∗E ≤ E : B¯L,◦E. The following lemma collects
elementary properties of J . In particular, item (iii) states that U 7→ |U |J(U) is subadditive.
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Lemma A.3 (Properties of J).
(i) There exists C > 0 such that
E : B¯L,∗E − CL−1 ≤ E : B¯E ≤ E : B¯L,◦E +CL−1, (A.4)
E : B¯L,∗E − CL−1 ≤ E : B¯L+2(1+δ)E ≤ E : B¯L,◦E +CL−1. (A.5)
(ii) For all suitable U ,
J(U) =
 
U
|D(ψ◦(U)− ψ∗(U))|2. (A.6)
(iii) For all disjoint suitable sets U1, . . . , Uk, setting U = int
(⋃
j U
j
)
,
|U |J(U) ≤
k∑
j=1
|U j |J(U j). (A.7)
In addition, setting δψ(U) := ψ◦(U)− ψ∗(U),
k∑
j=1
‖D(δψ(U) − δψ(U j))‖2
L2(Uj)
=
k∑
j=1
|U j |(J(U j)− J(U)). (A.8)
♦
Proof. We split the proof into three steps.
Step 1. Proof of (i).
We start with the proof of (A.5), that is, the comparison of B¯L,∗, B¯L,◦ with the periodic
approximation B¯L. We use the shorthand notation U¯L := UL−2(1+δ), which satisfies U¯L ⊂
QL and I ∩ U¯L = IL ∩QL in view of the definition of the periodization IL in Section 2.1.
First, we extend ψ◦(U¯L) by zero on QL \ U¯L, which makes it a QL-periodic function, and
thus an admissible test function in (2.7),
E
[ 
TdL
|D(ψL)|
2
]
≤ E
[ 
QL
|D(ψ◦(U¯L))|2
]
= E
[
|U¯L|
Ld
 
U¯L
|D(ψ◦(U¯L))|2
]
,
which yields, in view of
∣∣L−d|U¯L| − 1∣∣ . L−1,
E
[ 
TdL
|D(ψL)|
2
]
≤ E
[ 
U¯L
|D(ψ◦(U¯L))|2
]
(1 + CL−1). (A.9)
Second, as the restriction ψL|U¯L belongs to H(U¯L) and is thus an admissible test function
in (A.1), we similarly obtain
E
[ 
U¯L
|D(ψ∗(U¯L))|2
]
≤ E
[ 
U¯L
|D(ψL)|
2
]
≤ E
[
Ld
|U¯L|
 
QL
|D(ψL)|
2
]
≤ E
[ 
QL
|D(ψL)|
2
]
(1 + CL−1). (A.10)
The claim (A.5) follows from the combination of these two estimates with the (determin-
istic) energy bounds
ffl
U¯L
|D(ψ◦(U¯L))|2 . 1 and
ffl
QL
|D(ψL)|
2 . 1.
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We turn to the proof of (A.4). Since the restriction ψ|UL belongs to H(UL) and is thus an
admissible test function in (A.1), we find by stationarity of D(ψ),
E
[ 
UL
|D(ψ∗(UL))|2
]
≤ E
[ 
UL
|D(ψ)|2
]
≤ E
[
Ld
|UL|
 
QL
|D(ψ)|2
]
≤ E
[
|D(ψ)|2
]
(1 + CL−1). (A.11)
For the converse inequality, starting point is the following convergence, cf. [14],
E
[
|D(ψ)|2
]
= lim
k↑∞
E
[ 
UkL
|D(ψ◦(UkL))|2
]
.
Since ψ˜◦(UkL) :=
∑
j ψ◦(UL(zj))1UL(zj) belongs toH0(UkL), where {UL(zj)}j is a partition
of UkL, we obtain for all k, by stationarity of z 7→ UL(z),
E
[ 
UkL
|D(ψ◦(UkL))|2
]
≤
∑
j
E
[
|UL(zj)|
|UkL|
 
UL(zj)
|D(ψ◦(UL(zj)))|2
]
≤ E
[ 
UL
|D(ψ◦(UL))|2
]
(1 + CL−1). (A.12)
The claim (A.4) follows from the combination of these three properties with the energy
bounds
ffl
UL
|D(ψ◦(UL))|2 . 1 and E
[
|D(ψ)|2
]
. 1.
For future reference, since energy bounds can be refined as follows, in terms of the inten-
sity λ(P) of the point process,
E
[ 
UL
|D(ψ◦(UL))|2
]
+ E
[
|D(ψ)|2
]
. λ(P),
we note that the bounds (A.9), (A.10), (A.11), and (A.12) combine to∣∣E : B¯L+2(1+δ)E − E : B¯E∣∣ ≤ ∣∣E : B¯L,∗E − E : B¯L,◦E∣∣+ Cλ(P)L−1. (A.13)
Step 2. Proof of (ii).
By definition,
J(U) =
 
U
D
(
ψ◦(U)− ψ∗(U)
)
: D
(
ψ◦(U) + ψ∗(U)
)
.
Since ψ◦(U), ψ∗(U) ∈ H(U), the difference ψ◦(U) − ψ∗(U) is a suitable test function for
the Euler-Lagrange equation of the minimization problem (A.1) defining ψ∗, which yieldsˆ
U
D
(
ψ◦(U)− ψ∗(U)
)
: D(ψ∗(U)) = 0,
and the claim (A.6) follows.
Step 3. Proof of (iii).
We start with the proof of (A.7). Since the minimization problem (A.2) defines a sub-
additive set function due to the gluing property of H0(U), and since the minimization
problem (A.1) defines a superadditive function due to the restriction property of H(U),
the function J is subadditive as the difference of a subadditive and of a superadditive
function.
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We turn to the proof of (A.8). Starting point is (A.6) for U j, which yields
|U j |J(U j)−
ˆ
Uj
|D(δψ(U))|2 =
ˆ
Uj
D(δψ(U j)− δψ(U)) : D(δψ(U j) + δψ(U))
=
ˆ
Uj
|D(δψ(U j)− δψ(U))|2
+2
ˆ
Uj
D(δψ(U j)− δψ(U)) : D(δψ(U)). (A.14)
We decompose the second right-hand side term into 2
∑4
k=1 Ik,j, in terms of
I1,j =
ˆ
Uj
D(ψ◦(U j)− ψ◦(U)) : D(ψ◦(U)),
I2,j = −
ˆ
Uj
D(ψ◦(U j)− ψ◦(U)) : D(ψ∗(U)),
I3,j =
ˆ
Uj
D(ψ∗(U)) : D(ψ◦(U)− ψ∗(U)),
I4,j = −
ˆ
Uj
D(ψ∗(U j)) : D(ψ◦(U)− ψ∗(U)).
Since ψ◦(U)|Uj , ψ∗(U)|Uj ∈ H(U j), the difference (ψ◦(U) − ψ∗(U))|Uj is a suitable test
function for the Euler-Lagrange equation for ψ∗(U j), which yields I4,j = 0. Likewise, since
ψ◦(U),
∑
j ψ◦(U
j)1Uj ∈ H0(U) ⊂ H(U), we find both
∑
j I1,j = 0 and
∑
j I2,j = 0. In
addition, since ψ◦(U), ψ∗(U) ∈ H(U), we find
∑
j I3,j = 0. This entails∑
j
ˆ
Uj
D(δψ(U j)− δψ(U)) : D(δψ(U)) = 0.
Summing (A.14) over j, inserting the above, and recalling the identity (A.6), the claim (A.8)
follows. 
For all n ≥ 0 we set Un := U3n and define the discrepancy
τn := E [J(U
n)]− E
[
J(Un+1)
]
. (A.15)
In contrast with [3], the set Un is now random, so that subbadditivity does not directly
imply τn ≥ 0. This is however true up to an error O(3
−n), as we briefly argue. Choose a
partition {Unj := U3n(zj)}j of the set U
n+1. Taking the expectation of (A.8) applied to
this decomposition of Un+1, we find
0 ≤ E
[∑
j
‖D(δψ(Un+1)−δψ(Unj ))‖
2
L2(Unj )
]
=
∑
j
E
[
|Unj |(J(U
n
j )− J(U
n+1))
]
, (A.16)
whereas by the deterministic bounds |3d|Un| − |Un+1|| . 3n(d−1) and J(Unj ) . 1 we have
for some constant C ≃ 1,∑
j
E
[
|Unj |(J(U
n
j )− J(U
n+1))
]
. 3nd
(
E
[
J(Un)
]
− E
[
J(Un+1)
]
+ C3−n
)
. (A.17)
The combination of (A.16) and (A.17) yields the claim in form of
τ¯n := τn +C3
−n ≥ 0. (A.18)
ON EINSTEIN’S EFFECTIVE VISCOSITY FORMULA 59
The crux of the approach is the following control of the variance of averages of D(δψ(U))
in terms of τn. In view of Lemma A.3, the proof is identical to that of [3, Lemma 2.13]
(albeit in the α-mixing version of [4], further arguing as in (A.18) and absorbing the
additional error term).
Lemma A.4. There exist C, ε > 0 (only depending on d, δ, β) such that for all n,
Var
[ 
Un
D(δψ(Un))
]
≤ C3−εn + C
n∑
m=0
3−ε(n−m)τ¯m. ♦
Recall the following version of Korn’s inequality: for any bounded domain D ⊂ Rd, for
all divergence-free fields v ∈ L2(D), we have
inf
κ∈Rd
Θ∈Mskew
ˆ
D
|v(x)− κ−Θx|2 dx .D ‖D(v)‖
2
H−1(D),
where the multiplicative constant only depends on the regularity of D. In contrast with
Poincaré’s inequality, the infimum over Θ ∈Mskew allows to have the symmetrized gradient
in the right-hand side instead of the full gradient. By the so-called multiscale Poincaré in-
equality in [3, Proposition 1.12], using the above Korn inequality instead of [3, Lemma 1.13],
Lemma A.4 yields the following estimate as in [3, Lemma 2.15]. This is simpler than the
statement of [3, Lemma 2.15] since there is no convex duality involved.
Lemma A.5. There exist C, ε > 0 (only depending on d, δ, β) such that for all n,
E
[
inf
κ∈Rd
Θ∈Mskew
 
Un+1
|δψ(Un+1)(x) − κ−Θx|2 dx
]
≤ C32n
(
3−εn +
n∑
m=0
3−ε(n−m)τ¯m
)
. ♦
Next, we deduce the following estimate on J as in [3, Lemma 2.16] by means of the
Caccioppoli inequality. As the latter inequality in the present Stokes context involves the
pressure, the proof slightly differs from [3] and is included below.
Lemma A.6. There exist C, ε > 0 (only depending on d, δ, β) such that for all n,
E [J(Un)] ≤ C3−εn + C
n∑
m=0
3−ε(n−m)τ¯m. ♦
Proof. Caccioppoli’s inequality in form of e.g. [11, Section 4.4, Step 1] yields for all K ≥ 1,
for any constants c ∈ R, κ ∈ Rd, and Θ ∈Mskew,
 
Un
|D(δψ(Un+1))|2 . K23−2n
 
Un+1
|δψ(Un+1)(x)− κ−Θx|2dx
+K−2
 
Un+1
|δΣ(Un+1)− c|21Rd\I , (A.19)
where δΣ(Un+1) is the difference of the pressures associated with ψ◦(Un+1), ψ∗(Un+1).
Appealing to a local pressure estimate in form of e.g. [11, Lemma 3.3], and recalling
Lemma A.3(ii), we find
inf
c∈R
 
Un+1
|δΣ(Un+1)− c|21Rd\I .
 
Un+1
|D(δψ(Un+1))|2 = J(Un+1). (A.20)
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Taking the infimum over c, κ,Θ in (A.19), taking the expectation, inserting (A.20), and
using Lemma A.5, we obtain
E
[ 
Un
|D(δψ(Un+1))|2
]
. K2
(
3−εn +
n∑
m=0
3−ε(n−m)τ¯m
)
+K−2E
[
J(Un+1)
]
,
and thus, in view of (A.18),
E
[ 
Un
|D(δψ(Un+1))|2
]
. K2
(
3−εn+
n∑
m=0
3−ε(n−m)τ¯m
)
+K−2(E [J(Un)]+3−n). (A.21)
Next, we argue that
E [J(Un)] . E
[ 
Un
|D(δψ(Un+1))|2
]
+ τ¯n. (A.22)
For that purpose, we first note that the definition of J yields
E [J(Un)]− E
[ 
Un
|D(δψ(Un+1))|2
]
= E
[ 
Un
D(δψ(Un)− δψ(Un+1)) : D(δψ(Un) + δψ(Un+1))
]
. E
[ 
Un
|D(δψ(Un)− δψ(Un+1))|2
] 1
2(
E [J(Un)] + E
[
J(Un+1)
] ) 12
.
In order to control the first factor, we appeal to (A.16) and (A.17) in form of
E
[∑
j
‖D(δψ(Unj )− δψ(U
n+1))‖2
L2(Unj )
]
. 3ndτ¯n.
Further using the definition (A.18) of τ¯n to reformulate the second factor, we deduce
E [J(Un)]− E
[ 
Un
|D(δψ(Un+1))|2
]
. (τ¯n)
1
2
(
E [J(Un)] + τ¯n
) 1
2 ,
and the claim (A.22) follows.
Choosing K ≃ 1 large enough, (A.21) and (A.22) combine to
E [J(Un)] . E
[ 
Un
|D(δψ(Un+1))|2
]
+ τ¯n . 3
−(ε∧1)n +
n∑
m=0
3−β(n−m)τ¯m,
and the conclusion follows. 
We may now proceed to the proof of Proposition A.1, which follows from Lemma A.6
by iteration.
Proof of Proposition A.1. Set Fn := 3
− 1
2
εn∑n
m=0 3
1
2
εm
E [J(Um)]. In terms of τn, recog-
nizing a telescoping sum, we find
Fn − Fn+1 = 3
− 1
2
εn
n∑
m=0
3
1
2
εm
E [J(Um)]− 3−
1
2
ε(n+1)
n+1∑
m=0
3
1
2
εm
E [J(Um)]
= 3−
1
2
εn
n∑
m=0
3
1
2
εmτm − 3
− 1
2
ε(n+1)
E
[
J(U0)
]
,
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and thus, using (A.18) and E
[
J(U0)
]
. 1,
Fn − Fn+1 ≥ 3
− 1
2
εn
n∑
m=0
3
1
2
εmτ¯m −C3
− 1
2
εn. (A.23)
Similarly, we find
Fn+1 ≤ 3
− 1
2
ε(n+1)
n+1∑
m=1
3
1
2
εm
E [J(Um)] + C3−
1
2
ε(n+1)
≤ 3−
1
2
ε(n+1)
n+1∑
m=1
3
1
2
εm
(
E
[
J(Um−1)
]
+ C3−(m−1)
)
+ C3−
1
2
ε(n+1)
≤ Fn +C3
− 1
2
εn,
which, by Lemma A.6, turns into
Fn+1 ≤ C3
− 1
2
εn
n∑
m=0
3
1
2
εm
(
3−εm +
m∑
k=0
3−ε(m−k)τ¯k
)
+ C3−
1
2
εn
≤ C3−
1
2
εn + C3−
1
2
εn
n∑
m=0
C3
1
2
εmτ¯m.
Combining this with (A.23), we obtain
Fn+1 ≤ C(Fn − Fn+1) + C3
− 1
2
εn,
and thus
Fn+1 ≤
C
C + 1
(Fn + 3
− 1
2
εn).
By iteration, this yields Fn ≤ C3
−γn for some γ > 0, and thus E [J(Un)] ≤ C3−γn and
τn ≤ C3
−γn. Since E [J(Un)] = E : (B¯3n,◦ − B¯3n,∗)E, this implies
0 ≤ E : (B¯L,◦ − B¯L,∗)E ≤ L−γ .
Combined with Lemma A.3(i), this yields the conclusion. 
A.2. Proof of Proposition A.2. We start from (A.13),
|E : (B¯L+2(1+δ) − B¯)E| ≤ |E : (B¯L,∗ − B¯L,◦)E|+ Cλ(P)L−1,
and we consider the first-order cluster expansions of B¯L,∗, B¯L,◦: with obvious notation, we
have
E : B¯L,∗E = 1 + E : B¯1L,∗E + E : R
2
L,∗E,
E : B¯L,◦E = 1 + E : B¯1L,◦E + E : R
2
L,◦E,
and the above becomes
|E : (B¯L+2(1+δ) − B¯)E| ≤ |E : (B¯
1
L,∗ − B¯
1
L,◦)E|+ |R
2
L,∗|+ |R
2
L,◦|+ Cλ(P)L
−1.
By Remark 3.7, since the moment bound (3.47) holds for some s > 2, we have
|R2L,∗|+ |R
2
L,◦| . λ2(P)
1− 1
sλ(P)
1
sL
d
s logL,
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and it remains to control the difference B¯1L,∗ − B¯
1
L,◦, which amounts to comparing the
single-inclusion problems with Dirichlet or Neumann boundary conditions. By definition,
E : (B¯1L,∗ − B¯
1
L,◦)E =
1
2L
−d∑
n
E
[
1xn∈QL
ˆ
∂In
E(x− xn) · (σ
n
L,∗ − σ
n
L,◦)ν
]
, (A.24)
in terms of the solutions (ψnL,∗,Σ
n
L,∗) and (ψ
n
L,◦,Σ
n
L,◦) of the following single-inclusion prob-
lems, with stress tensors σnL,∗/◦ = 2D(ψ
n
L,∗/◦)− Σ
n
L,∗/◦ Id,

−△ψnL,∗ +∇Σ
n
L,∗ = 0, in QL \ I
n,
divψnL,∗ = 0, in QL \ In,
σnL,∗ν = 0, on ∂QL,
D(ψnL,∗ + Ex) = 0, in I
n,´
∂In σ
n
L,∗ν = 0,´
∂In Θx · σ
n
L,∗ν = 0, ∀Θ ∈M
skew,


−△ψnL,◦ +∇Σ
n
L,◦ = 0, in QL \ I
n,
divψnL,◦ = 0, in QL \ I
n,
ψnL,◦ = 0, on ∂QL,
D(ψnL,◦ + Ex) = 0, in I
n,´
∂In σ
n
L,◦ν = 0,´
∂In Θx · σ
n
L,◦ν = 0, ∀Θ ∈M
skew.
Appealing to Meyers’ argument as in (3.69), now in the ball Bdist(xn,∂QL)(y), we find for
some ε > 0, for all xn ∈ QL,∣∣∣
ˆ
∂In
E(x− xn) · (σ
n
L,∗ − σ
n
L,◦)ν
∣∣∣ . (1 + dist(xn, ∂QL))−ε.
Inserting this into (A.24) leads to
|B¯1L,∗ − B¯
1
L,◦| . L
−d∑
n
E
[
1xn∈QL(1 + dist(xn, ∂QL))
−ε]
. L−dλ(P)
ˆ
QL
(1 + dist(x, ∂QL))
−ε dx
. λ(P)L−ε,
which concludes the proof of Proposition A.2. 
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