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1Resumen
Gran parte del trabajo incluido en esta tesis tiene un tema comu´n que es el problema inverso del
ca´lculo de variaciones. De manera concisa, este problema inverso se refiere a si un sistema de ecua-
ciones diferenciales ordinarias de segundo orden (SODE para abreviar) es equivalente a un sistema
Lagrangiano regular. Este problema se remonta a finales del siglo XIX, momento en el que so´lo se
comprend´ıa completamente el caso unidimensional. Cuarenta an˜os ma´s tarde, el medallista Fields J.
Douglas dio una clasificacio´n para sistemas bidimensionales [55]. Despue´s de esto no se ha clasificado
completamente ninguna otra dimensio´n, pero se ha conseguido una comprensio´n geome´trica ma´s pro-
funda del problema gracias a las contribuciones de varias personas incluyendo G. Prince, W. Sarlet,
M. Crampin, I. Anderson y G. Thompson [49, 144], que hicieron posible la extensio´n de algunos de
los casos de la clasificacio´n de Douglas a dimensiones arbitrarias [3, 47].
Las condiciones de Helmholtz son un conjunto bien conocido de ecuaciones algebraicas y ecuaciones
en derivadas parciales que son necesarias y suficientes para que una SODE sea variacional, es decir,
equivalente a un sistema Lagrangiano regular. Estas condiciones vienen dadas en te´rminos de una
matriz de multiplicadores, que corresponde a la matriz Hessiana del Lagrangiano buscado con respecto
a las velocidades, y fueron utilizadas por Douglas para describir su clasificacio´n. Hay un teorema de M.
Crampin que caracteriza el problema en te´rminos de la existencia de una 2-forma de Poincare´-Cartan.
Nos referiremos a este resultado como Teorema de Crampin [43].
El te´rmino meca´nica geome´trica se refiere a una variedad de temas que se encuentran en la in-
terseccio´n de la geometr´ıa diferencial, los sistemas dina´micos, tanto discretos como continuos, y la
meca´nica anal´ıtica. Algunas referencias cla´sicas son los libros de R. Abraham y J. E. Marsden [1],
el libro de V. I. Arnold [7], y enfatizando el papel de la simetr´ıa, el libro de J. E. Marsden y T. S.
Ratiu [111]. El problema inverso es el hilo principal de esta tesis, mientras se consideran algunos
temas centrales de la meca´nica geome´trica, como los sistemas noholo´nomos y el problema de Hamil-
tonizacio´n, la meca´nica Lagrangiana en algebroides de Lie, la estabilizacio´n de sistemas meca´nicos
mediante controles apropiados y la meca´nica discreta, en particular integradores geome´tricos. Ahora
daremos una breve introduccio´n a cada uno de estos temas.
Sistemas noholo´nomos
Los sistemas noholo´nomos son sistemas dina´micos en el fibrado tangente de un variedad, con restric-
ciones en las velocidades que usualmente se definen por una distribucio´n no integrable. Ejemplos
de sistemas noholo´nomos son, entre otros, un disco que rueda sobre una superficie sin resbalar o un
rattleback. La propiedad clave de las ligaduras noholo´nomas es que no pueden reducirse a ligaduras
sobre las posibles configuraciones del sistema, en contraste con las ligaduras holo´nomas.
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Los sistemas noholo´nomos tienen una amplia bibliograf´ıa y una historia de confusio´n con los sis-
temas vako´nomos [102]. Ahora bien, es bien sabido que los sistemas noholo´nomos no son variacionales,
pero una pregunta abierta es tratar de caracterizar cua´ndo tales sistemas pueden ser estudiados desde
un punto de vista Hamiltoniano. Estos intentos pueden denominarse como Hamiltonizacio´n de sistemas
noholo´nomos. Uno de los enfoques consiste en intentar poner las trayectorias del sistema noholo´nomo
como la restriccio´n a la subvariedad de ligaduras de las trayectorias de un sistema Lagrangiano [17].
Otros enfoques incluyen Hamiltonizacio´n de Chaplygin [10, 65].
Integradores geome´tricos
Encontrar integradores nume´ricos que posean las mismas propiedades geome´tricas que el sistema
continuo original, como por ejemplo simplecticidad para un sistema Hamiltoniano [112], puede ser
muy u´til para obtener un comportamiento cualitativo adecuado. Algunas propiedades interesantes
son la preservacio´n de constantes del movimiento, volumen, simetr´ıas o ligaduras entre otras. Los
integradores nume´ricos que preservan estas propiedades se conocen como integradores geome´tricos
[77, 92]. Hay una amplia literatura sobre integradores geome´tricos para sistemas Hamiltonianos, por
ejemplo el libro de J. M. Sanz-Serna y M. P. Calvo [139], pero no tanto para sistemas noholo´nomos
[39, 63, 117].
Meca´nica Lagrangiana en algebroides de Lie
Se puede pensar en un algebroide de Lie como una generalizacio´n de un fibrado tangente. El uso
de funciones Lagrangianas definidas en algebroides de Lie permite incluir bajo un mismo esquema
la dina´mica de sistemas meca´nicos para una variedad de situaciones, como los sistemas meca´nicos
reducidos por la simetr´ıa de un grupo de Lie. Por ejemplo las ecuaciones de Euler-Poincare´ y las
ecuaciones de Lagrange-Poincare´ se obtienen como ecuaciones de Euler-Lagrange en una a´lgebra de
Lie y en un algebroide de Atiyah, respectivamente. El estudio de la meca´nica Lagrangiana en alge-
broides de Lie tiene su precursor en A. Weinstein [165]. Otras referencias son [51, 113]. Incluso los
sistemas noholo´nomos se pueden estudiar en este contexto si eliminamos la identidad de Jacobi y nos
restringimos a algebroides anti-sime´tricos [37, 50].
Control geome´trico
Los sistemas dina´micos se pueden modelar incluyendo fuerzas externas (los controles) que se pueden
escoger para conseguir algu´n objetivo, por ejemplo la estabilizacio´n de un equilibrio inestable o llegar a
una posicio´n deseada con el mı´nimo coste posible. La geometr´ıa diferencial ha proporcionado muchas
herramientas para el disen˜o y estudio de controles para sistemas controlados no lineales. Muchos de
estos desarrollos fueron impulsados por R. W. Brockett [25], como tambie´n por A. M. Bloch [14], V.
Jurdjevic [95], H. Nijmeijer y A. J. Van der Schaft [127], E. D. Sontag [149] y H. J. Sussmann [151].
Nosotros nos centraremos en el problema de estabilizacio´n de un equilibrio inestable para una cierta
clase de sistemas meca´nicos con simetr´ıa.
3Daremos una introduccio´n ma´s completa a estos temas a lo largo del texto, segu´n vayan apare-
ciendo. A continuacio´n detallamos una lista de las publicaciones y preprints en los que se basa esta
tesis, una breve descripcio´n de los resultados obtenidos en cada uno, y tambie´n un esquema de esta
tesis relacionando cada cap´ıtulo con los contenidos de la lista.
Publicaciones y preprints
P1-[11]. Mar´ıa Barbero-Lin˜a´n, Marta Farre´ Puiggal´ı, David Mart´ın de Diego: Isotropic submanifolds and
the inverse problem for mechanical constrained systems. J. Phys. A: Math. Theor. 48 (2015)
045203 (35pp).
P2-[12]. Mar´ıa Barbero Lin˜a´n, Marta Farre´ Puiggal´ı, David Mart´ın de Diego: Inverse problem for La-
grangian systems on Lie algebroids and applications to reduction by symmetries. Monatsh. Math.
180 (2016), no. 4, 665-691.
P3-[57]. Marta Farre´ Puiggal´ı, Tom Mestdag: The inverse problem of the calculus of variations and
the stabilization of controlled Lagrangian systems. SIAM J. Control Optim. 54-6 (2016), pp.
3297-3318.
P4-[32]. Elena Celledoni, Marta Farre´ Puiggal´ı, Eirik Hoel Høiseth, David Mart´ın de Diego: Energy-
preserving integrators applied to nonholonomic systems. arXiv:1605.02845.
P5. Mar´ıa Barbero Lin˜a´n, Marta Farre´ Puiggal´ı, Sebastia´n Ferraro, David Mart´ın de Diego: Inverse
problem of the calculus of variations for discrete systems.
P6. Anthony M. Bloch, Marta Farre´ Puiggal´ı: New matching conditions from Helmholtz conditions.
Breve descripcio´n de los resultados
Problema inverso para sistemas con ligaduras
En el primer art´ıculo P1-[11] presentamos una nueva caracterizacio´n del problema inverso en te´rminos
de subvariedades Lagrangianas, tanto para el caso auto´nomo como el no auto´nomo. La caracterizacio´n
se da en te´rminos de la existencia de la transformacio´n de Legendre, en lugar de la existencia de una
matriz de multplicadores. Este enfoque nuevo permite una formulacio´n geome´trica del problema
inverso en el contexto de sistemas con ligaduras. Damos un nocio´n de variacionalidad para una SODE
en una subvariedad del fibrado tangente simplemente reemplazando subvariedad Lagrangiana por
subvariedad iso´tropa.
Esta nocio´n nos permite demostrar un ana´logo del Teorema de Crampin para SODEs con li-
gaduras. Tambie´n nos permite comprobar si un sistema noholo´nomo es un subsistema de un sistema
Lagrangiano, para una funcio´n Lagrangiana que podr´ıa ser degenerada. Esto esta´ relacionado con una
de las aproximaciones al problema de Hamiltonizacio´n de sistemas noholo´nomos [17, 120].
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Problema inverso en algebroides de Lie
En el segundo art´ıculo P2-[12] somos capaces de extender la definicio´n del problema inverso al contexto
de SODEs en algebroides de Lie regulares usando prolongados de algebroides de Lie y subvariedades
Lagrangianas de algebroides de Lie simple´cticos. La diferencia clave con P1-[11] es que para un
algebroide de Lie general el Lema de Poincare´ no se cumple. Reobtenemos las condiciones de Helmholtz
para algebroides de Lie presentes en la literatura pero adema´s identificamos su insuficiencia para
garantizar la existencia de un Lagrangiano local como la ausencia del Lema de Poincare´. Entonces
podemos encontrar una condicio´n adicional que proporciona un conjunto de condiciones necesarias y
suficientes, todas en funcio´n de las componentes de la transformacio´n de Legendre como inco´gnita.
Tambie´n estudiamos el comportamiento de la propiedad variacional bajo morfismos de algebroides de
Lie y finalmente mostramos algunos ejemplos y comparamos con anteriores aproximaciones.
Problema inverso y estabilizacio´n de sistemas meca´nicos
En [21] A. M. Bloch, N. E. Leonard y J. E. Marsden presentaron una estrategia para construir
controles expl´ıcitos de forma que estabilicen ciertos sistemas meca´nicos con simetr´ıa. La idea consiste
en modificar el Lagrangiano del sistema meca´nico dado de un modo predeterminado para conseguir
que el sistema Lagrangiano controlado original sea equivalente al sistema Lagrangiano correspondiente
a la nueva funcio´n Lagrangiana, que dependera´ de algunos para´metros. Las matching conditions son
condiciones suficientes para lograr este objetivo, y se dispone de una variedad de ellas para atacar
distintas situaciones, incluyendo una rotura de simetr´ıa para la energ´ıa potencial [15].
Subyacente a este proceso se encuentra el problema inverso del ca´lculo de variaciones. Observemos
que, en lugar de una SODE, tenemos un familia de SODEs con los controles desconocidos como
para´metros, y el objetivo consiste en encontrar para´metros adecuados para que la SODE controlada
sea variacional. Por ello en el art´ıculo P3-[57] usamos la clasificacio´n de Douglas para conseguir
nuevos controles estabilizadores para una clase de sistemas meca´nicos de dimensio´n dos. La diferencia
principal en la estrategia respecto a los resultados anteriores es que ahora no imponemos ninguna
forma espec´ıfica para el nuevo Lagrangiano, sino que trabajamos con una clase concreta de controles.
De momento esto se restringe a dos dimensiones ya que se basa en los resultados de Douglas.
Integradores nonholo´nomos energ´ıa-preservantes
En contraste con los sistemas Hamiltonianos, los sistemas noholo´nomos no poseen necesariamente
ninguna medida invariante. Por otro lado, la energ´ıa siempre es una cantidad conservada para los
sistemas noholo´nomos. Por eso, en lugar de intentar adaptar integradores variacionales al caso no-
holo´nomo, nos hemos centrado en P4-[32] en el estudio de integradores energ´ıa-preservantes para
sistemas noholo´nomos.
Diremos que un sistema de ODEs x˙ = Π(x)∇H(x), con Π(x) una matriz anti-sime´trica, esta´ dado
en forma de skew gradient. Un gradiente discreto ∇¯H : R2N −→ RN es una aproximacio´n al gradiente
5de H, que cumple ∇¯H(x, x′)T (x′ − x) = H(x′)−H(x) , y ∇¯H(x, x) = ∇H(x) , para todo x, x′ ∈ RN .
Entonces se puede definir un integrador energ´ıa-preservante como
x′ − x
h
= Π˜(x, x′, h)∇¯H(x, x′) , (1)
donde Π˜(x, x′, h) es una aproximacio´n anti-sime´trica de Π(x).
En P4-[32] usamos el hecho de que las ecuaciones del movimiento para un sistema noholo´nomo
se pueden escribir en el dual de la distribucio´n de ligaduras, en forma skew gradient. Por lo tanto
podemos aplicar integradores del tipo (1), que automa´ticamente preservara´n tanto las ligaduras como
la energ´ıa.
Adema´s, para facilitar la aplicacio´n de estos integradores a sistemas complejos que no se puedan
poner fa´cilmente en la forma skew gradient mencionada, conseguimos reescribir los integradores usando
so´lo la informacio´n inicial del sistema noholo´nomo. Finalmente testeamos los integradores resultantes
en distintos ejemplos.
Problema inverso discreto
P5 es un proyecto en proceso con Mar´ıa Barbero Lin˜a´n, Sebastia´n Ferraro y David Mart´ın de Diego.
Usando otra vez subvariedades Lagrangianas e iso´tropas conseguimos extender el problema inverso
al caso de meca´nica discreta libre y con ligaduras. Ahora el espacio de estados es dos copias de la
variedad de configuraciones, que sustituye al fibrado tangente. En este contexto sera´ clave tratar
con sistemas impl´ıcitos. Nuestro intere´s principal en esta extensio´n son las posibles aplicaciones al
estudio de integradores geome´tricos, ya que tendremos una nocio´n de variacionalidad para sistemas con
ligaduras tanto continuos como discretos. Si el sistema original es variacional con ligaduras entonces
podemos estudiar las posibles ventajas de usar un integrador variacional con ligaduras discreto, y
compararlos con otros integradores geome´tricos para sistemas noholo´nomos.
Matching usando el problema inverso I
P6 es un proyecto en proceso con Anthony M. Bloch. Usando las condiciones de Helmholtz conseguimos
recuperar las matching conditions de [21], ya que las condiciones de Helmholtz son necesarias y su-
ficientes para la existencia de un Lagrangiano regular. Adema´s podemos derivar nuevas condiciones
de matching para una clase particular de sistemas meca´nicos. Resulta que para esta clase de sistemas
obtenemos controles que so´lo dependen de las variables de configuracio´n.
Esquema de la tesis
• Introduccio´n
• Cap´ıtulo 1: Primero damos una introduccio´n al problema inverso del ca´lculo de variaciones,
recordando algunos de los principales resultados, con especial e´nfasis en la aproximacio´n geome´trica.
En la Seccio´n 1.5 presentamos una nueva caracterizacio´n del problema inverso, introducida en
P1-[11]. Tambie´n en esta seccio´n incluimos la versio´n impl´ıcita del problema dada en P5.
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• Cap´ıtulo 2: Presentamos algunas aplicaciones del problema inverso a la teor´ıa de control, ma´s
concretamente a la estabilizacio´n de sistemas meca´nicos. El cap´ıtulo se divide en dos partes,
la primera se basa en P3-[57] y proporciona una aplicacio´n de la clasificacio´n de Douglas a la
estabilizacio´n de una clase de sistemas meca´nicos de dimensio´n dos. La segunda parte se basa en
P6 y describe co´mo reobtener expl´ıcitamente las matching conditions a partir de las condiciones
de Helmholtz y co´mo obtener condiciones de matching nuevas para una clase particular de
sistemas meca´nicos.
• Cap´ıtulo 3: Este cap´ıtulo se basa en P2-[12]. Primero damos una introduccio´n a la teor´ıa de
algebroides de Lie y a la meca´nica Lagrangiana en algebroides de Lie para luego extender el
problema inverso a este contexto.
• Cap´ıtulo 4: Este cap´ıtulo contiene parte del trabajo desarrollado en P5. Primero damos una
introduccio´n a la meca´nica discreta y a los integradores variacionales. Luego presentamos una
extensio´n del problema inverso a sistemas discretos, tanto en el caso expl´ıcito como impl´ıcito,
usando otra vez subvariedades Lagrangianas. Finalmente probamos un ana´logo del Teorema de
Crampin en este contexto.
• Cap´ıtulo 5: Los resultados presentados en este cap´ıtulo se basan en P1-[11] y P5. Primero damos
una introduccio´n a los sistemas con ligaduras, con especial e´nfasis en los sistemas noholo´nomos.
Luego presentamos una extensio´n del problema inverso a sistemas con ligaduras tanto en el
caso continuo (P1-[11]) como en el discreto (P5). Tambie´n demostramos las correspondientes
versiones del Teorema de Crampin para cada caso.
• Cap´ıtulo 6: Este cap´ıtulo se basa en P4-[32]. Los sistemas noholo´nomos no son variacionales en el
sentido habitual de la palabra (no confundir con la nocio´n de SODE restringida variacional que se
introduce en el Cap´ıtulo 5). Por lo tanto, en general no deber´ıamos utilizar un integrador varia-
cional para integrar un sistema noholo´nomo. Hay diversos me´todos disen˜ados espec´ıficamente
para integrar sistemas noholo´nomos. En este cap´ıtulo proponemos usar integradores energ´ıa-
preservantes para sistemas noholo´nomos. Comparamos su comportamiento con otros me´todos
esta´ndar en meca´nica noholo´noma y comprobamos sus ventajas en distintos ejemplos.
• Cap´ıtulo 7: Damos un esquema de posibles direcciones para trabajo futuro, que surgen de los
resultados obtenidos en esta tesis.
• Ape´ndice A: Introducimos dos elementos clave de este trabajo, las subvariedades Lagrangianas y
las subvariedades iso´tropas. Tambie´n recordamos una construccio´n clave que permite extender
una subvariedad iso´tropa a una subvariedad Lagrangiana.
• Ape´ndice B: Por completitud incluimos el triple de Tulczyjew, que se usa en los Cap´ıtulos 1 y 5.
7• Ape´ndice C: Proporcionamos ca´lculos directos que muestran la equivalencia entre las condiciones
cla´sicas de Helmholtz escritas en te´rminos de los multiplicadores y las condiciones de Helmholtz
introducidas en el Cap´ıtulo 1 dadas en te´rminos de la transformacio´n de Legendre.
• Ape´ndice D: Mostramos un algoritmo que permite usar los integradores descritos en el Cap´ıtulo
6 sin tener que calcular la formulacio´n casi-Poisson del sistema noholo´nomo.
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Much of the work included in this dissertation has a gluing topic which is the inverse problem of the
calculus of variations. In brief, this inverse problem addresses the question of whether a system of
second order ordinary differential equations (SODE for short) is equivalent to a regular Lagrangian
system. This problem dates back to the end of the 19th century, at which time only the one-dimensional
case was understood. Forty years latter, the Fields medalist J. Douglas gave a classification for two-
dimensional systems [55]. After that no other dimension has been classified, but deeper geometric
understanding of the problem was gained by various researchers including G. Prince, W. Sarlet, M.
Crampin, I. Anderson and G. Thompson [49, 144], which allowed the extension of some of the cases
in Douglas’ classification to arbitrary dimension [3, 47].
The Helmholtz conditions are a well-known set of algebraic and PDE equations which are necessary
and sufficient for a SODE to be variational, that is, equivalent to a regular Lagrangian system. These
conditions are written in terms of a multiplier matrix which corresponds to the Hessian of the sought
Lagrangian with respect to the velocities, and they were used by Douglas in order to derive his
classification. There is a theorem by M. Crampin which characterizes the problem in terms of the
existence of a Poincare´-Cartan two-form. We will refer to this result as Crampin’s Theorem [43].
Geometric mechanics refers to a variety of topics that lie at the intersection of differential geometry,
dynamical systems, both discrete and continuous, and analytical mechanics. Some classical references
are the books by R. Abraham and J. E. Marsden [1] and V. I. Arnold [7], and emphasizing the
role of symmetry, the book by J. E. Marsden and T. S. Ratiu [111]. The inverse problem is the
leading thread of this thesis, but it runs through some central issues in Geometric Mechanics, namely
nonholonomic systems and the Hamiltonization problem, Lagrangian mechanics on Lie algebroids,
stabilization of mechanical systems using appropriate controls and discrete mechanics, in particular
geometric integrators. We will now give a brief introduction to each one of these topics.
Nonholonomic systems
Nonholonomic systems are dynamical systems on the tangent bundle of a manifold with constraints
in the velocities that are usually defined by a non-integrable distribution. Examples of nonholonomic
systems are for instance a disk rolling on a surface without slipping or a rattleback. The key property of
nonholonomic constraints is that they cannot be reduced to constraints on the possible configurations
of the system, in contrast to holonomic constraints.
Nonholonomic systems have a wide literature [14, 18, 40, 126] and a history of confusion with
vakonomic systems, see [102] for a discussion. It is now well-known that nonholonomic systems are
not variational, but one open question is trying to characterize when such systems can be studied from
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a Hamiltonian point of view. Such attempts can be referred to as Hamiltonization of nonholonomic
systems. One of the approaches consists in trying to put the trajectories of the nonholonomic system
as the restriction to the constraint submanifold of the trajectories of a Lagrangian system [17]. Other
approaches include Chaplygin Hamiltonization [10, 65].
Geometric integration
Finding numerical integrators that possess the same geometric properties as the original system, for
instance symplecticity for a Hamiltonian system [112], can be very useful in order to obtain appropriate
qualitative behaviour. Some interesting properties are preservation of constants of motion, volume,
symmetries or constraints among others. Numerical integrators that preserve such properties are
known as geometric integrators [77, 92]. There is a wide literature on geometric integration for
Hamiltonian systems, for instance the book by J. M. Sanz-Serna and M. P. Calvo [139], but not so
much for nonholonomic systems, although there are also some interesting contributions [39, 63, 117].
Lagrangian mechanics on Lie algebroids
Lie algebroids can be thought of as a generalization of tangent bundles. The use of Lagrangian
functions on them allows to include under the same scheme the dynamics of mechanical systems
for a variety of situations, including mechanical systems reduced by some symmetry Lie group. For
instance Euler-Poincare´ equations and Lagrange-Poincare´ equations are obtained as Euler-Lagrange
equations on a Lie algebra and Atiyah algebroid respectively. The study of Lagrangian mechanics
on Lie algebroids has a precursor in A. Weinstein [165]. Further references are [51, 113]. Even
nonholonomic mechanics can be studied in this context if we drop the Jacobi identity and stick to
skew-symmetric Lie algebroids [37, 50].
Geometric control
Dynamical systems may be modeled including some external forces (the controls) which may be chosen
in order to achieve a desired goal, which could be for instance stabilization of an unstable equilibrium
or attainment of a desired position while minimizing some cost. Differential geometry has provided
many tools for the design and study of control laws for nonlinear control systems. Many of such
developments were driven by R. W. Brockett [25] as well as A. M. Bloch [14], V. Jurdjevic [95], H.
Nijmeijer and A. J. Van der Schaft [127], E. D. Sontag [149] and H. J. Sussmann [151]. We will focus
on the problem of stabilization of an unstable equilibrium for a certain class of mechanical systems
with symmetry.
These topics will be given a proper introduction along the manuscript as they appear. We will
next give a list of the publications and preprints included in this thesis, a brief description of the
results obtained in each one and also an outline of the present manuscript relating each chapter to the
contents of the list. Finally we will fix some notation that will be used throughout.
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Publications and preprints
P1-[11]. Mar´ıa Barbero-Lin˜a´n, Marta Farre´ Puiggal´ı, David Mart´ın de Diego: Isotropic submanifolds and
the inverse problem for mechanical constrained systems. J. Phys. A: Math. Theor. 48 (2015)
045203 (35pp).
P2-[12]. Mar´ıa Barbero Lin˜a´n, Marta Farre´ Puiggal´ı, David Mart´ın de Diego: Inverse problem for La-
grangian systems on Lie algebroids and applications to reduction by symmetries. Monatsh. Math.
180 (2016), no. 4, 665-691.
P3-[57]. Marta Farre´ Puiggal´ı, Tom Mestdag: The inverse problem of the calculus of variations and
the stabilization of controlled Lagrangian systems. SIAM J. Control Optim. 54-6 (2016), pp.
3297-3318.
P4-[32]. Elena Celledoni, Marta Farre´ Puiggal´ı, Eirik Hoel Høiseth, David Mart´ın de Diego: Energy-
preserving integrators applied to nonholonomic systems. arXiv:1605.02845.
P5. Mar´ıa Barbero Lin˜a´n, Marta Farre´ Puiggal´ı, Sebastia´n Ferraro, David Mart´ın de Diego: Inverse
problem of the calculus of variations for discrete systems.
P6. Anthony M. Bloch, Marta Farre´ Puiggal´ı: New matching conditions from Helmholtz conditions.
Brief description of results
Inverse problem for constrained systems
In the first paper P1-[11] we give a new characterization of the inverse problem in terms of Lagrangian
submanifolds, both for the autonomous and non-autonomous cases. The characterization is given in
terms of the existence of a Legendre transformation instead of the existence of a multiplier matrix.
This new approach allows a geometric formulation of the inverse problem in the context of constrained
systems. We give a notion of variationality for a SODE on a submanifold of the tangent bundle just
by changing Lagrangian submanifold into isotropic submanifold.
This notion allows us to prove an analog of Crampin’s Theorem for a constrained SODE. It also
allows us to check whether a nonholonomic system is a subsystem of a Lagrangian one, for a Lagrangian
function which might be degenerate. This is related to one of the approaches to Hamiltonization of
nonholonomic systems [17, 120].
Inverse problem on Lie algebroids
In the second paper P2-[12] we were able to further extend the definition of the inverse problem to the
context of SODEs on regular Lie algebroids by using prolongations of Lie algebroids and Lagrangian
submanifolds of symplectic Lie algebroids. The key difference with P1-[11] is that for a general Lie
algebroid the Poincare´ Lemma does not hold. We recover Helmholtz conditions for Lie algebroids
already known in the literature but further identify their insufficiency to ensure the existence of a
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local Lagrangian as the lack of the Poincare´ Lemma. We can then find an extra condition which
provides a set of necessary and sufficient conditions, all of them with the components of the Legendre
transformation as unknown. Finally we also study the behaviour of the variational property under
morphisms of Lie algebroids and provide some examples and comparison with previous approaches in
the literature.
Inverse problem and stabilization of mechanical systems
In [21] A. M. Bloch, N. E. Leonard and J. E. Marsden presented a strategy to explicitly construct
feedback controls that would stabilize certain mechanical systems with symmetry. The idea is to
modify the Lagrangian of the given mechanical system in a prescribed way in order to obtain that
the original controlled Lagrangian system is equivalent to the Lagrangian system corresponding to
the new Lagrangian, which will depend on some parameters. Sufficient conditions to achieve this goal
are referred to as matching conditions and there is a variety of them that allow to tackle different
situations, including a symmetry break in the potential energy [15].
Underlying this process there is the inverse problem of the calculus of variations. Notice that
instead of one SODE we have a family of SODEs with the unknown controls as parameters and the
goal is to find appropriate parameters such that the controlled SODE becomes variational. Therefore
in paper P3-[57] we use the classification of Douglas in order to obtain new stabilizing controls for a
class of two-dimensional mechanical systems. The main difference in the strategy is that now we do
not impose any specific form for the new Lagrangian, but instead we work among a certain class of
controls. This is so far restricted to dimension two since it relies on Douglas’ results.
Energy-preserving nonholonomic integrators
In contrast with Hamiltonian systems, nonholonomic systems do not necessarily possess an invariant
measure. On the other hand, energy is always a conserved quantity for nonholonomic systems. This
is why, instead of trying to adapt variational integrators to the nonholonomic case we have focused in
P4-[32] on the study of energy-preserving integrators for nonholonomic systems.
We will say that an ODE system x˙ = Π(x)∇H(x) with Π(x) a skew-symmetric matrix is given in
skew gradient form. A discrete gradient ∇¯H : R2N −→ RN is an approximation of the gradient of H.
It satisfies ∇¯H(x, x′)T (x′ − x) = H(x′)−H(x) , and ∇¯H(x, x) = ∇H(x) , for all x, x′ ∈ RN . Then an
energy-preserving integrator can be defined as
x′ − x
h
= Π˜(x, x′, h)∇¯H(x, x′) , (2)
where Π˜(x, x′, h) is a skew-symmetric approximation of Π(x). In P4-[32] we use the fact that the
equations of motion for a nonholonomic system can be written on the dual of the constraint distribu-
tion, in skew gradient form. Therefore we can apply integrators of type (2), which will automatically
preserve both the constraints and the energy.
Moreover, in order to facilitate their applicability to complex systems which cannot be easily
transformed into the aforementioned almost-Poisson form, we manage to rewrite our integrators using
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just the initial information of the nonholonomic system. The derived procedures are tested on several
examples.
Discrete inverse problem
P5 is an ongoing project with Mar´ıa Barbero Lin˜a´n, Sebastia´n Ferraro and David Mart´ın de Diego.
Using again Lagrangian and isotropic submanifolds we can extend the inverse problem to both discrete
mechanics and constrained discrete mechanics. Now the evolution space is two copies of the configu-
ration manifold, which replaces the tangent bundle. In this context it will be key to deal with implicit
systems. Our main interest for this extension is its possible applicability to the study of geometric
integrators. Now we have a notion of variationality for both continuous and discrete constrained
systems. If the original system is constrained variational we intend to study the possible advantages
of using a discrete constrained variational integrator, and compare them to other existing geometric
integrators for nonholonomic systems.
Matching via the inverse problem I
P6 is an ongoing project with Anthony M. Bloch. By using the Helmholtz conditions we are able to
recover the matching conditions from [21], since the Helmholtz conditions are necessary and sufficient
conditions for existence of a regular Lagrangian, but further we can derive new matching conditions
for a particular class of mechanical systems. It turns out that for this class of systems we obtain
feedback controls that only depend on the configuration variables.
Outline of the thesis
• Introduction
• Chapter 1: We first give an overview of the inverse problem of the calculus of variations, recalling
some of the main results with particular emphasis in the geometric approach. Then in Section
1.5 we introduce a new characterization for the inverse problem which was given in P1-[11]. We
also introduce in this section the implicit version provided in P5.
• Chapter 2: We give some applications of the inverse problem to control theory, more precisely
to the stabilization of mechanical systems. The chapter is divided into two parts, the first one is
based on P3-[57] and provides an application of Douglas’ classification to the stabilization of a
class of two-dimensional mechanical systems. The second one is based on P6 and describes how
to explicitly recover some of the matching conditions from the Helmholtz conditions and how to
derive additional ones for a particular class of mechanical systems.
• Chapter 3: This chapter is based on P2-[12]. We first give an introduction to Lie algebroids and
mechanics on Lie algebroids. Then we extend the inverse problem to this context.
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• Chapter 4: This chapter is based on some of the work in P5. We first introduce discrete
mechanics and variational integrators. Then we provide an extension of the inverse problem to
discrete systems, both implicit and explicit, using again Lagrangian submanifolds. Finally we
prove an analog of Crampin’s Theorem in this context.
• Chapter 5: The results presented in this chapter are based on P1-[11] and P5. We will first
give an introduction to constrained systems, especially to nonholonomic systems. Then we will
present the extension of the inverse problem to constrained systems both in the continuos (P1-
[11]) and discrete cases (P5). We will also see the corresponding versions of Crampin’s Theorem
for each case.
• Chapter 6: This chapter is based on P4-[32]. Nonholonomic systems are not variational in the
usual sense of the word (not to be confused with the notion of constrained variational SODE
introduced in Chapter 5). We should then in general not use a variational integrator for inte-
grating a nonholonomic system. There are various methods specifically designed for integrating
nonholonomic systems. In this chapter we propose to use energy-preserving integrators for
nonholonomic systems. Their performance is compared with other standard methods in non-
holonomic dynamics, and their merits verified in practice.
• Chapter 7: We outline some possible directions for future research from the results obtained in
this thesis.
• Appendix A: We introduce two key elements of this work, namely Lagrangian and isotropic
submanifolds. We also review a key construction that allows to extend an isotropic submanifold
into a Lagrangian one.
• Appendix B: We review the Tulczyjew triple, which is used in Chapters 1 and 5.
• Appendix C: We provide direct computations showing the equivalence between the classical
Helmholtz conditions in terms of the multipliers and the Helmholtz conditions introduced in
Chapter 1 in terms of the Legendre transformation.
• Appendix D: We show an algorithm that allows to use the integrators presented in Chapter 6
without having to compute the almost-Poisson formulation of the nonholonomic system.
Notation
All manifolds and maps are assumed to be smooth unless otherwise stated. Given a manifold Q,
TQ and T ∗Q denote respectively the tangent and the cotangent bundle of Q, and τQ : TQ −→ Q,
piQ : T
∗Q −→ Q are the corresponding canonical projections. C∞(Q) denotes the set of smooth
functions on a manifold Q. The set of vector fields on Q is denoted by X(Q) and the set of k-forms on
Q is denoted by Λk(Q). In general T rs (Q) denotes the set r-covariant and s-contravariant tensor fields
on Q. If R ∈ T rs (Q) then we say that R is an (s, r)-tensor field on Q. Γ(E) will denote the space of
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sections of a fiber bundle E → M . If (q1, . . . , qn) are local coordinates on Q then we will in general
use the shorthand notation q = (q1, . . . , qn), q˙ = (q˙1, . . . , q˙n) and so on. The Einstein summation
convention is also used throughout.
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Chapter 1
The inverse problem of the calculus of
variations
The calculus of variations is mainly concerned with finding extrema of functionals of various kinds
acting on curves or functions with different regularity requirements and with fixed or varying boundary
conditions. In this manuscript the expression “inverse problem of the calculus of variations” will appear
frequently and it refers to the opposite direction of one of the simplest cases. More specifically we will
be concerned with functionals of the type
c(t) 7−→
∫ b
a
L(t, c(t), c˙(t)) dt , (1.1)
where c(t) are C2 curves on a manifold with fixed end points. Additionally assume that we only look
for critical points and are not concerned with them being actual extrema [24, 66, 137]. We regard
this problem in the calculus of variations as the direct problem. The main topic of this chapter is
the opposite question, that is, given a family of curves on the manifold, which are the solutions of a
second order differential system, can we find a functional of type (1.1) such that its critical values are
the original curves?
In this chapter we will first give in Section 1.1 an introduction to Lagrangian mechanics. Then
in Section 1.2 we review the main versions of the inverse problem of the calculus of variations. Next
we give an overview of some of the main contributions, including the results for the two-dimensional
case in Section 1.3 and a characterization of the problem in terms of the Poincare´-Cartan two-form
in Section 1.4. Finally Section 1.5 is based on part of [11] and provides a new characterization of the
inverse problem, both in the autonomous and non-autonomous cases, which will be very useful in the
next chapters. Section 1.5 also includes an implicit version of the problem, presented in [32].
1.1 Lagrangian mechanics
The Euler-Lagrange equations are a system of second order ordinary differential equations which model
many physical phenomena in classical mechanics, see [1, 7, 29, 85, 86, 87, 111]. In this section we will
show how to derive them in two alternative ways, first using a variational principle, namely Hamilton’s
principle, and second using the geometry of the tangent bundle.
An autonomous Lagrangian system is defined by a smooth manifold Q, known as the configuration
manifold, since it models all possible positions or configurations of the system, and a smooth function
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L : TQ → R, known as the Lagrangian function, which encodes the dynamics. We will say that the
Lagrangian system is of mechanical type if there is a Riemannian metric g on Q and a smooth map
V : Q −→ R such that L(vq) = 12g(vq, vq) − V (q), where q ∈ Q and vq ∈ TqQ. From now on, unless
otherwise stated, all manifolds and maps are assumed to be smooth.
Let us consider a configuration manifold Q of dimension n with local coordinates (qi), i = 1, . . . , n.
The corresponding local fibered coordinates on TQ will be denoted by (qi, q˙i) and the canonical
projection by τQ : TQ→ Q. Consider a curve c : [a, b]→ Q of class C2 connecting two fixed points q0
and q1 in the configuration manifold Q. The set of all these curves is denoted by
C2(q0, q1, [a, b]) =
{
c : [a, b] ⊆ R −→ Q
∣∣∣ c ∈ C2([a, b]), c(a) = q0, c(b) = q1} .
This set is a smooth infinite dimensional manifold [1]. Its tangent space at a curve c ∈ C2(q0, q1, [a, b])
is given by
TcC2(q0, q1, [a, b]) =
{
X : [a, b] −→ TQ
∣∣∣ X ∈ C2([a, b]), τQ ◦X = c and X(a) = X(b) = 0} .
Now if we introduce a Lagrangian function L : TQ → R we can define on C2(q0, q1, [a, b]) the action
functional
J : C2(q0, q1, [a, b]) −→ R
c 7−→
∫ b
a
L(c(t), c˙(t)) dt ,
whose critical curves are the trajectories of the Lagrangian system.
Definition 1.1.1. [Hamilton’s principle] A curve c ∈ C2(q0, q1, [a, b]) is a solution of the Lagrangian
system defined by L : TQ→ R if and only if c is a critical point of J , that is,
dJ (c) = 0 . (1.2)
Using standard arguments from variational calculus, it is easy to show that the solutions of the
Lagrangian system given by (1.2) are the solutions of the system of second order differential equations
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0, 1 ≤ i ≤ n = dimQ ,
known as the Euler-Lagrange equations for L : TQ→ R. Notice that when the Lagrangian is regular,
that is, when the n by n Hessian matrix (∂2L/∂q˙i∂q˙j) is regular, the Euler-Lagrange equation can be
rewritten in explicit or normal form as
q¨k = gki
(
− ∂
2L
∂qj∂q˙i
q˙j +
∂L
∂qi
)
, (1.3)
where gki =
∂2L
∂q˙k∂q˙i
and gki denote the components of the inverse matrix. Such systems can be
represented as vector fields on TQ of a special type, which will be referred to as SODEs (Second
Order Differential Equations). In order to define them we first need to introduce two geometric objects
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associated with TQ, namely the Liouville or dilation vector field ∆ ∈ X(TQ) and a (1, 1)-tensor
field S on TQ called the vertical endomorphism. They are intrinsically given by
∆ : TQ −→ TTQ
vq 7−→ ddt
∣∣
t=0
(etvq)
and
S : TTQ −→ TTQ
wvq 7−→ ddt
∣∣
t=0
(vq + tT τQ(wvq)) ,
where vq ∈ TqQ, wvq ∈ TvqTQ, and the corresponding expressions in canonical coordinates are
∆ = q˙i
∂
∂q˙i
and S = dqi ⊗ ∂
∂q˙i
.
Definition 1.1.2. A SODE Γ is a vector field on TQ satisfying S(Γ) = ∆. In fibered coordinates it
is written as
Γ = q˙i
∂
∂qi
+ Γi(q, q˙)
∂
∂q˙i
.
The solutions of the SODE Γ are precisely the solutions of the system of second order differential
equations q¨i = Γi(q, q˙).
Now using the Liouville vector field and the vertical endomorphism we can derive the Euler-
Lagrange equations intrinsically, which will have a SODE as solution. Given a Lagrangian function
L : TQ → R we define the Poincare´-Cartan one-form ΘL = S∗(dL), the associated Poincare´-
Cartan two-form ΩL = −dΘL and the energy function EL : TQ→ R by EL = ∆(L)−L. Locally
we have
ΘL =
∂L
∂q˙i
dqi and EL = q˙
i ∂L
∂q˙i
− L .
When the Lagrangian L is regular, that is, ΩL is a symplectic two-form, then there exists a unique
SODE ΓL solution of the equation
iΓΩL = dEL , (1.4)
or alternatively of
LΓΘL = dL , (1.5)
where LΓΘL is the Lie derivative of ΘL along Γ. The solutions of the SODE ΓL are precisely the
solutions to the Euler-Lagrange equations for L.
If we now want to include time-dependent systems we will consider a time-dependent Lagrangian
function, that is L : R× TQ −→ R, or more generally a Lagrangian function on the first jet bundle of
a bundle pi : E −→ R, see [146]. We can again use Hamilton’s principle to derive the Euler-Lagrange
equations, which can now be seen as a vector field on R× TQ.
Definition 1.1.3. A vector field Γ on R × TQ is a SODE if 〈Γ, θi〉 = 0 and 〈Γ, dt〉 = 1, where
θi = dqi − q˙idt are the usual contact one-forms. In local coordinates (t, q, q˙) for R× TQ we get
Γ =
∂
∂t
+ q˙i
∂
∂qi
+ Γi(t, q, q˙)
∂
∂q˙i
.
The integral curves of the SODE Γ are the solutions of the system of explicit second order differential
equations q¨i = Γi(t, q, q˙).
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Remark 1.1.4. An example of a SODE on R × TQ is precisely the Euler-Lagrange vector field
associated to a regular Lagrangian function L : R× TQ −→ R, which is defined as the unique vector
field ΓL on R× TQ satisfying
iΓΩL = 0 and 〈Γ, dt〉 = 1 , (1.6)
where ΩL = −dθL is the Poincare´-Cartan two-form, θL = Ldt+dL◦S is the Poincare´-Cartan one-form
and S = ∂
∂q˙i
⊗θi is the vertical endomorphism. Note that (ΩL, dt) provides R×TQ with a cosymplectic
structure if L is regular [31]. Notice also that we have used the same notation for the Poincare´-Cartan
two-form and for the vertical endomorphism as in the autonomous case and will keep doing so since
it will be clear from the context to which case we refer.
1.2 The inverse problem of the calculus of variations
In the previous section we have seen that given a regular Lagrangian, either autonomous L : TQ→ R
or time-dependent L : R× TQ −→ R, we can always find a unique SODE, denoted by ΓL, satisfying
equations (1.4) or (1.6). In this section we will focus on the time-dependent case L : R× TQ −→ R.
The inverse problem of the calculus of variations studies whether or not it is possible to go the
other way around, that is, given a system of second order differential equations on R × TQ, either
implicit or explicit, decide whether or not it is related to a regular Lagrangian function. There are
two main versions of the inverse problem, which depend on what we mean by related. Some references
clarifying their difference and providing a historical review are [101, 147].
1.2.1 The covariant version
In this case related means to have exactly the same expression. More precisely, given an implicit
system of second order differential equations
Φi(t, q, q˙, q¨) = 0 , i = 1, . . . , n ,
determine whether or not it is possible to find a regular Lagrangian L(t, q, q˙) such that
Φi(t, q, q˙, q¨) =
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
, i = 1, . . . , n . (1.7)
This question was first raised by Helmholtz [161] in 1887, who provided a set of necessary and sufficient
conditions for (1.7) to hold, namely,
∂Φi
∂q¨j
− ∂Φj
∂q¨i
= 0 , (1.8)
∂Φi
∂qj
− ∂Φj
∂qi
− 1
2
d
dt
(
∂Φi
∂q˙j
− ∂Φj
∂q˙i
)
= 0 , (1.9)
∂Φi
∂q˙j
+
∂Φj
∂q˙i
− d
dt
(
∂Φi
∂q¨j
+
∂Φj
∂q¨i
)
= 0 , (1.10)
although the sufficiency part was proved by Mayer [116] later in 1896. The conditions (1.8)-(1.10)
are sometimes referred to as Helmholtz conditions, but in the present manuscript this could lead
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to confusion. Therefore we will refer to them as covariant Helmholtz conditions. They can be
obtained in differents ways, see for instance [100]. Santilli calls them self-adjointness conditions in
[138].
The necessity part of Helmholtz conditions (1.8)-(1.10) can be proved by a straightforward com-
putation. The sufficiency part can be proved using the existence of the Vainberg-Tonti Lagrangian,
which is a second order Lagrangian K(t, q, q˙, q¨) such that
Φi =
∂K
∂xi
− d
dt
∂K
∂x˙i
+
d2
dt2
∂K
∂x¨i
. (1.11)
Then it can be seen that the equality (1.11) implies K = K0 +
dC
dt for some first order Lagrangian
K0(t, q, q˙) and some function C on the base space, see [100] for details. The right-hand side of Equation
(1.11) is the Euler-Lagrange operator corresponding to a second order Lagrangian and will be clear
after Section 1.2.3.
1.2.2 The contravariant or multiplier version
In this case related means to have the same solutions. More precisely, given an explicit SODE
q¨i = Γi(t, q, q˙), i = 1, . . . , n , (1.12)
the problem consists in determining whether or not there is a non-singular multiplier matrix (gij(t, q, q˙))
such that
gij
(
q¨j − Γj(t, q, q˙)) = d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
, i, j = 1, . . . , n (1.13)
holds for some regular Lagrangian L(t, q, q˙). Notice that in the affirmative case we necessarily have
gij =
∂2L
∂q˙i∂q˙j
,
and the solutions to Γ are exactly the same as the solutions to the Euler-Lagrange equations for L, due
to the regularity of (gij(t, q, q˙)). In such case the system of second order ordinary differential equations
(1.12) is called variational. Geometrically, condition (1.13) can be captured into the requirement of
the existence of a function L : TQ→ R such that LΓΘL = dL, see (1.5).
The existence of a regular Lagrangian for Γ is equivalent to the existence of multipliers (gij(t, q, q˙))
satisfying the Helmholtz conditions
det(gij) 6= 0, gji = gij , ∂gij
∂q˙k
=
∂gik
∂q˙j
, (1.14)
Γ(gij)−∇kj gik −∇ki gkj = 0 , (1.15)
gikΦ
k
j = gjkΦ
k
i , (1.16)
where Γ = ∂∂t + q˙
i ∂
∂qi
+ Γi(q, q˙) ∂
∂q˙i
, ∇ij = −12 ∂Γ
i
∂q˙j
and Φkj = Γ
(
∂Γk
∂q˙j
)
− 2∂Γk
∂qj
− 12 ∂Γ
i
∂q˙j
∂Γk
∂q˙i
. A proof of the
above statement can be found in [55], although the conditions were first given in this geometric form
by Sarlet in [140].
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Conversely, if (1.12) has the same solutions as the Euler-Lagrange equations for some regular
Lagrangian L, then we can write the Euler-Lagrange system in the form (1.3) and therefore obtain
(1.13) with gij =
∂2L
∂q˙i∂q˙j
.
This version of the inverse problem was formulated by Hirsh [84] in 1898, although it had previously
been solved for the case n = 1 by Sonin [148], showing that one equation is always variational. There
are many characterizations of the inverse problem in the literature, but not much is known about the
complete solution, since the Helmholtz conditions are a difficult mixed set of algebraic and partial
differential equations for the multipliers (gij). The next case n = 2 was solved more than 50 years
later by Douglas in [55], but for n > 2 no complete classification exists. Some partial results exist,
more precisely, some cases in Douglas’ classification have been generalized to arbitrary dimension n,
see for instance [47, 49, 143]. Some recent progress includes a new classification scheme which was
proposed in [54] and turned out to be useful in order to identify some more variational cases, which
also generalize some of Douglas’ cases.
From now on, the expression “the inverse problem” will always refer to the multiplier version unless
otherwise stated.
Remark 1.2.1 (The one-dimensional case). If we are given just one second order differential equation
q¨ = Γ(t, q, q˙), the question consists in deciding whether or not we can find a nonvanishing function
g(t, q, q˙) and a Lagrangian function L(t, q, q˙) such that
g(q¨ − Γ) = d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
.
In this case we only need to study one Helmholtz condition, namely (1.15), which becomes
∂g
∂t
+
∂g
∂q
q˙ +
∂g
∂q˙
Γ +
∂Γ
∂q˙
g = 0 .
Since g 6= 0, we may write g = ±ef for some function f(t, q, q˙). Then the above equation becomes
∂f
∂t
+
∂f
∂q
q˙ +
∂f
∂q˙
Γ +
∂Γ
∂q˙
= 0 ,
which is a first order linear PDE and can be solved using the standard method of characteristics, see
[56, 130].
1.2.3 Other versions
In Section 1.1 we have derived one version of the Euler-Lagrange equations, those for classical me-
chanics, which are a system of ODEs and the solutions are curves on the configuration manifold Q,
but variational principles are also valid in order to derive the equations that model many physical
theories such as continuum mechanics, electromagnetism and general relativity, see for instance [123].
These are known as field theories. Now curves on Q are replaced by sections of a bundle pi : E −→
M , where dim(M) > 1 and we assume M is oriented. We will look for solutions among these sections,
known as fields. The case of classical mechanics is recovered if we take E = R×Q −→ R.
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For first order field theories, see for instance [64, 70], the Lagrangian is a function L : J1pi −→ R
and for adapted coordinates (xi, uα, uαi ) on J
1pi the Euler-Lagrange equations become the system of
PDEs
∂L
∂uα
− d
dxi
∂L
∂uαi
= 0, α = 1, . . . , n = dim(E)− dim(M) , (1.17)
where d
dxi
= ∂
∂xi
+ uαi
∂
∂uα . Notice that in the case pi : E = R×Q −→ R we have J1pi ∼= R× TQ and
therefore we recover the Euler-Lagrange equations from Section 1.1.
For higher order field theories the Lagrangian is a function L : Jkpi −→ R, k > 1. Denote by
(xi, uαJ ) adapted coordinates on J
kpi, where J is a multi-index, see [105, 146]. Then the Euler-Lagrange
equations are
k∑
|J |=0
(−1)|J | d
|J |
dxJ
∂L
∂uαJ
=
∂L
∂uα
− d
dxi
∂L
∂uαi
+
d2
dxij
∂L
∂uα1i+1j
− · · ·+ (−1)k d
k
dxJ
∂L
∂uαJ
= 0 , (1.18)
where d
dxi
= ∂
∂xi
+
∑k−1
|I|=0 u
α
I+1i
∂
∂uαI
and |I| denotes the lenght of the multi-index.
Both (1.17) and (1.18) can be derived from a variational principle for an action functional defined
on the space of sections of pi.
Now we have a wider class of Euler-Lagrange equations for which the inverse problem can also be
addressed. So we can formulate both versions of the inverse problem for PDEs as well as for higher
order systems. More precisely, given a system of PDEs of arbitrary order or a higher order ODE
system, we may ask whether or not it can be related to a system Euler-Lagrange equations of type
(1.17) or (1.18).
For the inverse multiplier problem I. Anderson and G. Thompson [3] studied explicit systems of
2k-th order differential equations
ub(2k) = f
b(t, uc, uc(1), u
c
(2), . . . , u
c
(2k−1)) ,
where (t, uc, uc(1), u
c
(2), . . . , u
c
(2k−1)) denote coordinates on the jet bundle J
2k−1pi. The SODE in this
case is replaced by a vector field on J2k−1pi of the form
Γ =
∂
∂t
+
2k−2∑
r=0
ub(r+1)
∂
∂ub(r)
+ f b
∂
∂ub(2k−1)
.
Regarding field theories, if we restrict to second order quasi-linear PDEs, then Henneaux in [81] derived
some Helmholtz type conditions in terms of multipliers, but some extra assumptions are needed for
the system. The one-dimensional case, that is, just one quasi-linear equation, was considered in [6]
providing conditions for variationality. This case is not always variational, in contrast with the ODE
case.
For the covariant version there is much work regarding PDEs [5, 101], higher order systems [101]
and global issues [5, 4, 99, 152, 160]. Finally there are also other extensions such as a covariant version
for nonholonomic mechanics [135] and also a version of the problem for driven SODEs [89].
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1.3 Classification for two-dimensional systems
History has shown the inverse problem is extremely difficult since only the full solution for at most
two-dimensional systems is known [55]. In this section we will review the available results for two-
dimensional systems. In the first part we will recall the original classification of Douglas following
[55], but we will only make an emphasis on certain cases that will be interesting in the next chapter.
In the second part we will recall the geometric version of Douglas’ classification given in [49]. Along
the way we will introduce some useful tensor fields and derivations along projections.
1.3.1 Original Douglas’ classification
In this section we will recall the results from Douglas’ classification that will be relevant in Chapter 2.
Douglas’ solution consists of an exhaustive classification in different cases using Riquier-Janet theory
[55]. A thorough study of the Helmholtz conditions leads to a classification for two-dimensional
systems, that is, a classification for
y′′ = F (t, y, z, y′, z′), z′′ = G(t, y, z, y′, z′)
into variational and nonvariational systems, where F and G are assumed to be analytic. Both vari-
ational and nonvariational examples are included in his work. We keep in this section the original
notation used by Douglas, with the exception of t which replaces his x.
The original classification and results are far more involved, complex and detailed, providing for
instance the generality of the multipliers, which we will omit. For the full classification, in particular
of Case II, as well as for detailed statements including the generality of the solutions, see [55, Section
3].
The first level of Douglas’ classification involves the rank of a matrix
M =
 A B CA1 B1 C1
A2 B2 C2
 ,
whose components are computed from the given SODE components, that is, F and G, as
A =
d
dt
Fz′ − 2Fz − 1
2
Fz′(Fy′ +Gz′) ,
B = − d
dt
Fy′ +
d
dt
Gz′ + 2(Fy −Gz) + 1
2
(F 2y′ −G2z′) ,
C = − d
dt
Gy′ + 2Gy +
1
2
Gy′(Fy′ +Gz′) ,
A1 =
dA
dt
− Fy′A− 1
2
Fz′B ,
B1 =
dB
dt
−Gy′A− 1
2
(Fy′ +Gz′)B − Fz′C ,
C1 =
dC
dt
− 1
2
Gy′B −Gz′C ,
and A2, B2, C2 are defined using the same formulas that define A1, B1, C1 but replacing A,B,C by
A1, B1, C1 respectively. According to the rank of the matrix M we have four main cases, namely
1.3. Classification for two-dimensional systems 25
• Case I if rank(M) = 0,
• Case II if rank(M) = 1,
• Case III if rank(M) = 2,
• Case IV if rank(M) = 3.
Case III is further subdivided into
• Case IIIa if D 6= 0,
• Case IIIb if D = 0,
where D = ∆1∆3 −∆22 with ∆1 = BC1 −B1C, ∆2 = CA1 − C1A and ∆3 = AB1 −A1B.
Case II is further subdivided into six cases. The subclassification of Case II depends first on the
roots of Aξ2 +Bξ+C = 0 being coincident (Case IIb) or different (Case IIa) and later on these roots
satisfying certain conditions involving their derivatives. We will only describe two of these cases:
• Case IIa1: Aξ2 + Bξ + C = 0 has two different roots λ 6= µ which satisfy λλz′ − λy′ = 0 and
µµz′ − µy′ = 0.
• Case IIb1’: Aξ2 +Bξ+C = 0 has a double root λ which satisfies λλz′−λy′ = 0 and (IX ′) = 0,
where
(IX ′) = λ(V I)z′ − (V I)y′ − 2λz′z′(II) + 2λyz′ − 2λλzz′ ,
(V I) = 2λz + 2λz′(IV )− λ(IV )z′ + (IV )y′ ,
(IV ) = Fz′λ− 1
2
(Fy′ −Gz′) ,
(II) =
1
2
Fz′λ
2 − 1
2
(Fy′ −Gz′)λ− 1
2
Gy′ .
Remark 1.3.1. If A = 0 footnote (23) in [55] describes how to proceed. If C 6= 0, then we should
interchange coordinates y and z which results in interchanging F for G, A for −C and B for −B and
consider the roots of Cξ2 + Bξ = 0 for further subdivision. The case A = 0, C = 0 and B 6= 0 is
described in Example (11.5) of [55] and belongs to Case IIa1.
Theorem 1.3.2. The following statements are simplified versions of some of the results that appear
in [55], namely the ones that we will need in Chapter 2 for an application to control theory :
• [55, Theorem I] Case I is always variational,
• [55, Theorem II] Case IIa1 is always variational,
• [55, Theorem IV] Case IIb1’ is always variational,
• [55, Theorem VII] Case IIIb is never variational,
• [55, Theorem VIII] Case IV is never variational.
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1.3.2 Geometric version of Douglas’ classification
The techniques used by Douglas turned out to be very difficult to generalize to higher dimensions.
In this section we will give a geometric version of the Helmholtz conditions as well as a geometric
reformulation of Douglas’ classification following [49]. To this end we will use the calculus of sections
along a map [114], more precisely of tensor fields along the tangent bundle projection τQ : TQ −→ Q
for the autonomous case and tensor fields along the projection pi : R × TQ −→ R × Q for the non-
autonomous case. This theory has also proved useful in the study of separability of SODEs [115, 142].
Douglas’ analysis has led the authors of [49] to propose a generalization of the first broad classifi-
cation of Douglas to arbitrary dimension n, based on properties of the so-called Jacobi endomorphism
Φ and the dynamical covariant derivative ∇. Both operators are essentially defined by the geometry
of the SODE Γ that is generated by the system (1.12). In the approach of [47, 49, 144], the system
(1.12) is represented by the vector field
Γ =
∂
∂t
+ q˙i
∂
∂qi
+ Γi(t, q, q˙)
∂
∂q˙i
on the first jet bundle J1pi of a bundle pi : E = R × Q → R. We will use the notation pi1 for the
projection J1pi → E. We will refer to sections of the pullback bundle pi∗1(TE) → J1pi as vector
fields along pi1 and denote the set of such sections by X(pi1). For most of our purposes in the next
chapter one may think of Q as being Rn, and of pi and pi1 as the projections Rn+1 → R, (t, q) 7→ t and
R2n+1 → Rn+1, (t, q, q˙) 7→ (t, q), respectively.
We will first give the necessary ingredients to deal with autonomous SODEs and then modify them
for the time-dependent case.
Calculus along the projection τQ : TQ → Q. A vector field along τQ is a section of the pull-
back bundle τ∗Q(TQ) −→ TQ. It can also be thought of as a map X : TQ −→ TQ that makes the
diagram in the left of Figure 1.1 commutative. We denote the set of vector fields along τQ by X(τQ).
Analogous definitions can be given for other tensor fields, for instance a one-form along τQ will be a
map θ : TQ −→ T ∗Q making the diagram in the middle of Figure 1.1 commutative. The last type we
will need in this section is a (0,2)-tensor field along τQ, shown in the right of Figure 1.1.
TQ
τQ

TQ τQ
//
X
==
Q
T ∗Q
piQ

TQ τQ
//
θ
<<
Q
T ∗Q⊗ T ∗Q
piQ

TQ τQ
//
g
99
Q
Figure 1.1: Tensor fields along τQ: X ∈ X(τQ), θ ∈ Λ1(τQ) and g ∈ T 20 (τQ).
In local cooordinates, tensor fields along τQ are written as tensor fields on Q with coefficients on
TQ. For instance for the above examples we have
X = Xi(q, q˙)
∂
∂qi
∈ X(τQ) ,
θ = θi(q, q˙)dq
i ∈ Λ1(τQ) ,
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g = gij(q, q˙)dq
i ⊗ dqj ∈ T 20 (τQ) .
Non-linear connection from a SODE. A SODE Γ on TQ provides a nonlinear connection on TQ,
defined by the horizontal lift
X(Q) −→ X(TQ)
X 7−→ Xh = 12(Xc + [Xv,Γ]) ,
where Xc denotes the complete lift of X and Xv its vertical lift, see [53]. A local basis for the horizontal
space is
Hi =
(
∂
∂qi
)h
=
∂
∂qi
− Γji
∂
∂q˙j
, where Γji = −
1
2
∂Γj
∂q˙i
.
The Jacobi endomorphism Φ and the dynamical covariant derivative ∇. Every vector field
Z ∈ X(TQ) has a unique decomposition as Z = Xh + Y v, where X,Y ∈ X(τQ). In particular we can
split the bracket [Γ, Xh] as
[Γ, Xh] = (∇X)h + (Φ(X))v ,
from where the Jacobi endomorphism Φ and the dynamical covariant derivative ∇ are defined. Φ is a
(1, 1)-tensor field along τQ and ∇ is a degree 0 derivation which can be extended by duality to act on
arbitrary tensor fields. In particular ∇ can be extended to act on Λ1(τQ) and T 20 (τQ) as
∇θ(X) = ∇(θ(X))− θ(∇X) ,
∇g(X,Y ) = Γ(g(X,Y ))− g(∇X,Y )− g(X,∇Y ) .
Notice that on the standard local basis of vector fields on Q (a particular case of vector field along
τQ) we get
Φ
(
∂
∂qj
)
= Φij(q, q˙)
∂
∂qi
=
(
−∂Γ
i
∂qj
− ΓkjΓik − Γ(Γij)
)
∂
∂qi
,
∇
(
∂
∂qj
)
= Γij(q, q˙)
∂
∂qi
= −1
2
∂Γi
∂q˙j
∂
∂qi
,
which are the same expressions that appear in the Helmholtz conditions.
Vertical and horizontal derivatives. The vertical and horizontal derivatives DvX and D
h
X are
defined analogously from the unique decomposition
[Xh, Y v] = (DhXY )
v − (DvYX)h .
Both DvX and D
h
X are degree 0 derivations. We will also need the operation D
v, whose action on a
tensor field U is defined by
DvU(X, ...) = DvXU(...) .
Geometric version of Helmholtz conditions. A regular Lagrangian L(q, q˙) exists for the system
q¨i(t) = Γi(qj(t), q˙j(t)) , i, j = 1, . . . , n
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if and only if there is a nondegenerate symmetric (0,2)-tensor field g along τQ (i.e. a multiplier matrix)
such that
g(Φ(X), Y ) = g(X,Φ(Y )) ,
(DvXg)(Y,Z) = (D
v
Y g)(X,Z) ,
∇g = 0 .
The Haantjes tensor. The Haantjes tensor is a (1, 2)-tensor field along τQ defined by
HΦ(X,Y ) = D
vΦ(ΦX,ΦY )− ΦDvΦ(ΦX,Y )
−ΦDvΦ(X,ΦY ) + Φ2DvΦ(X,Y )
= CvΦ(Φ(X), Y )− Φ(CvΦ(X,Y )) , (1.19)
where CvΦ(X,Y ) = [D
v
XΦ,Φ] (Y ), see [47, 49]. This tensor will be useful in the geometric version of
Douglas’ classification and we will need it in Chapter 2.
All the above ingredients for non-autonomous systems. A vector field along pi1 : R× TQ −→
R×Q is now a section of the pull-back bundle pi∗1(T (R×Q))→ R× TQ. The C∞(R× TQ) module
of vector fields along pi1 will be denoted by X(pi1). In local coordinates we have
X = X0(t, q, q˙)
∂
∂t
+Xi(t, q, q˙)
∂
∂qi
∈ X(pi1) ,
One particular example of a vector field along pi1 is the so-called canonical vector field T = ∂/∂t +
q˙i∂/∂qi, but also vector fields on Q and on R × TQ can be thought of as being vector fields along
pi1. In this way, one may see that the set {T, ∂/∂qi} locally spans X(pi1). Analogously we can define
arbitrary tensor fields along pi1.
A SODE on R × TQ also provides a nonlinear connection on R × TQ. Now the horizontal lift is
defined by
X(R×Q) −→ X(T (R×Q))
X 7−→ Xh = 12(X(1) + [Xv,Γ] + 〈X, dt〉Γ) ,
where X(1) denotes the prolongation of X, see [146]. Splitting the brackets [Γ, Xh] and [Xh, Y v] again
into a horizontal and vertical part defines the operators ∇, Φ, DvX and DhX . Now we describe them
in some more detail. The operator ∇ : X(pi) → X(pi) is a degree 0 derivation, which means that, for
functions F ∈ C∞(J1pi) and vector fields X ∈ X(pi1) along pi1 it satisfies
∇(FX) = Γ(F )X + F∇X .
In the sequel we only need the action of ∇ on the basis {T, ∂/∂qi}, which is given by
∇T = 0, ∇ ∂
∂qj
= Γij(t, q, q˙)
∂
∂qi
, with Γij = −
1
2
∂Γi
∂q˙j
.
The second operator Φ defines a (1,1)-tensor field along pi1, meaning that Φ(FX) = FΦ(X). We may
write it locally as
Φ = Φij(t, q, q˙)
∂
∂qi
⊗ (dqj − q˙jdt), with Φij = −
∂Γi
∂qj
− ΓkjΓik − Γ(Γij) .
1.3. Classification for two-dimensional systems 29
The operation ∇ can be further extended by duality to arbitrary tensor fields along pi1. In particular,
∇Φ stands for the (1,1)-tensor field along pi1, given by
(∇Φ)(X) = ∇(Φ(X))− Φ(∇X) .
The coefficients of ∇Φ = (∇Φ)ij∂/∂qi ⊗ (dqj − q˙jdt) are then
(∇Φ)ij = Γ(Φij) + ΓimΦmj − Γmj Φim. (1.20)
The last operator we need is the vertical derivative DvX . For each X ∈ X(pi1) it maps vector fields
along pi to vector fields along pi. It can be defined by requiring that it vanishes on both T and the
coordinate vector fields ∂/∂qi, and that it satisfies DvX(FY ) = X
v(F )Y +FDvXY for all F ∈ C∞(J1pi)
and Y ∈ X(pi).
The aforementioned Helmholtz conditions (1.16)-(1.16) can be written in a form that makes use
of the above geometric calculus. In [145] it is shown that a regular Lagrangian exists for the system
(1.12) if and only if there is a nondegenerate symmetric (0,2)-tensor field g along pi (i.e. a multiplier)
such that
g(T, X) = 0, g(Φ(X), Y ) = g(X,Φ(Y )), (DvXg)(Y,Z) = (D
v
Y g)(X,Z), ∇g = 0 , (1.21)
for arbitrary X,Y, Z ∈ X(pi1). We prefer to use this geometric approach to the Helmholtz conditions,
over the more analytical style of Douglas’ paper, for the reason that it can be conveniently applied in
the next chapter to a (noncoordinate) frame of eigenvectors of Φ. More details on this calculus may
be found in the review paper [141].
The Φ-condition represents an algebraic relation between the different components of the multiplier
g and as such it forms the basis of the classification of the problem in several subcases. The Haantjes
tensor can be defined in the time-dependent setting by the same expression as in (1.19).
Geometric Douglas’ classification. Now we reproduce the proposal in [49] for a geometric version
of Douglas’ classification, based on properties of the Jacobi endomorphism Φ and the dynamical
covariant derivative ∇ already introduced, and also on the properties of the Haantjes tensor HΦ for
some of the subcases. The cases highlighted in blue are always variational and the cases highlighted
in red are never variational, as mentioned already in Section 1.3.1.
• Case I: Φ is a multiple of the identity tensor I.
• Case II: ∇Φ is a linear combination of Φ and I.
– Case IIa: Φ has distinct eigenvalues.
∗ Case IIa1: HΦ = 0.
∗ Case IIa2: HΦ has one independent component.
∗ Case IIa3: HΦ has two independent components.
– Case IIb: The eigenvalues of Φ coincide.
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∗ Case IIb1: HΦ = 0.
• Case IIb1’.
• Case IIb1”.
∗ Case IIb2: HΦ 6= 0.
• Case III: ∇2Φ is a linear combination of ∇Φ, Φ and I.
– Case IIIa: det [Φ,∇Φ] 6= 0.
– Case IIIb: det [Φ,∇Φ] = 0.
• Case IV: ∇2Φ, ∇Φ, Φ and I are linearly independent.
1.4 Alternative characterizations of the inverse problem
Notice that the inverse problem (multiplier version) poses a question involving both the multipliers
and the Lagrangian as unknowns but then the Helmholtz conditions provide a way to reformulate the
problem just in terms of the existence of multipliers. The same problem can be reformulated in terms
of the existence of a Poincare´-Cartan two-form, that is, a two-form on TQ satisfying some properties.
This characterization of being variational will be very useful in the sequel and was given in [43] by
Crampin.
Let V (TQ) denote the set of all vertical vector fields for τQ : TQ→ Q, that is, V (TQ) = KerTτQ.
Theorem 1.4.1 ([43]). A SODE Γ on TQ is variational if and only if there exists a two-form Ω on
TQ of maximal rank such that
(i) dΩ = 0 ,
(ii) Ω(v1, v2) = 0 for all v1, v2 ∈ V (TQ) ,
(iii) LΓΩ = 0 .
In [48] an alternative characterization analogous to the one in [43] is given for the time-dependent
case:
Theorem 1.4.2 ([48]). A SODE Γ on R× TQ is variational if and only if there exists a two-form Ω
on R× TQ of maximal rank such that
(i) dΩ = 0 ,
(ii) Ω(v1, v2) = 0 for all v1, v2 ∈ V (R× TQ) ,
(iii) iΓΩ = 0 .
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Since 1980, the inverse problem has been considered by many authors [43, 80, 124, 140, 152]
giving a geometric interpretation of Douglas’ classification and generalizing some of the results to
higher dimensions, although no classification is available for dimension greater than two. Some of the
cases that have been generalized are Case I and Case IIa1 in Douglas’ classification [55], which are
always variational for arbitrary dimension, see [143] and [47], respectively. Case I was also proved
to be always variational in [3] and [74] using different approaches. In [3] the proof is given using
exterior differential systems [26]. The strategy can be roughly summarized as follows. We can define a
submodule of two-forms satisfying all conditions in Theorem 1.4.2, but closure. Then we take exterior
derivatives and shrink the original submodule until we obtain a differential ideal. In this process all
algebraic conditions are imposed, to restrict the possible two-forms. If we still have maximal rank two-
forms among them, then we write the closure conditions as a Pfaffian system and apply the Cartan
test for involution, see [26]. Exterior differential systems have also been applied more recently to
obtain generalizations of other cases in Douglas’ classification, see [2, 54].
1.5 New geometric characterization of the inverse problem
In this section we provide a new characterization of the inverse problem of the calculus of variations
which will be very useful in Chapters 3, 4 and 5 in order to define, for instance, the variationality
of a SODE on a submanifold of TQ or on a Lie algebroid. We regard this result as a previous step
towards constrained systems, as well as the other settings considered in this thesis, namely, Lagrangian
mechanics on Lie algebroids and discrete mechanics. Some of the results of this section are included
in [11].
We will give this new characterization in terms of the existence of a Legendre transformation,
using Lagrangian submanifolds both for autonomous and non-autonomous systems. Some references
on symplectic and Poisson geometry are [1, 30, 104, 164]. The definition of a Lagrangian submanifold
is recalled in Appendix A.
The notion of Legendre transformation is a key element in this section and we quickly review it
here. It provides, if the Lagrangian is regular, a transition between the main branches of analytic
mechanics, namely Lagrangian mechanics and Hamiltonian mechanics.
Definition 1.5.1. Let L be a Lagrangian function on TQ. The fiber derivative
LegL : TQ −→ T ∗Q
vq 7−→ LegL(vq) ,
defined by 〈LegL(vq), wq〉 = ddt
∣∣
t=0
L(vq + twq) is known as the Legendre transformation of L. Locally
it is given by (qi, q˙j) 7−→ (qi, pj = ∂L∂q˙j ).
1.5.1 Autonomous SODEs
We will follow a symplectic approach working with Lagrangian submanifolds of symplectic manifolds
[162] associated to the geometry of the tangent bundle, which is the space where a SODE is geo-
metrically defined. We will derive the Helmholtz conditions in terms of the closedness of a suitable
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one-form, constructed from the given SODE and a transformation between the tangent bundle and
its dual, the cotangent bundle.
More precisely, for a given SODE Γ : TQ −→ TTQ and a local diffeomorphism F : TQ −→ T ∗Q of
fibre bundles overQ, that is, satisfying piQ◦F = τQ, we define a submanifold ΣΓ,F :=Im(µΓ,F ) ⊂ T ∗TQ,
where µΓ,F = αQ ◦ TF ◦ Γ is a one-form on TQ and αQ denotes the Tulczyjew isomorphism recalled
in Appendix B.
TTQ
TF // TT ∗Q
αQ // T ∗TQ
TQ
Γ
OO
F //
µΓ,F
99BB
T ∗Q
Let (qi, q˙i) denote the fibered coordinates on TQ. Then F and Γ are given by
F
(
qi, q˙i
)
=
(
qi, Fi(q, q˙)
)
, Γ
(
qi, q˙i
)
=
(
qi, q˙i, q˙i,Γi(q, q˙)
)
,
and the above diagram in coordinates becomes(
qi, q˙i, q˙i,Γi(q, q˙)
) TF // (qi, Fi, q˙i, ∂Fi∂qj q˙j + ∂Fi∂q˙j Γj) αQ // (qi, q˙i, ∂Fi∂qj q˙j + ∂Fi∂q˙j Γj , Fi)
(
qi, q˙i
) F //
Γ
OO
µΓ,F
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(
qi, Fi
)
.
Note that µΓ,F is a one-form on TQ locally given by
(
∂Fi
∂qj
q˙j + ∂Fi
∂q˙j
Γj
)
dqi + Fidq˙
i. From this last
expression it is easy to deduce that
µΓ,F = LΓF ∗θQ , (1.22)
where θQ denotes the Liouville one-form on T
∗Q, see Appendix A.
In this section we will show that the inverse problem of the calculus of variations for a SODE Γ is
equivalent to seeing whether or not it is possible to find a local diffeomorphism F : TQ −→ T ∗Q of
fibre bundles over Q such that ΣΓ,F = Im(µΓ,F ) is a Lagrangian submanifold of (T
∗TQ, ωTQ). This
characterization will be useful for our approach to the inverse problem for constrained systems, as well
as Lagrangian mechanics on Lie algebroids and discrete mechanics.
Observe that since ΣΓ,F is the image of the one-form µΓ,F on TQ, ΣΓ,F is a Lagrangian submanifold
of (T ∗TQ, ωTQ) if and only if µΓ,F is closed, i.e. dµΓ,F = 0. Therefore, using the Poincare´ Lemma we
deduce the local existence of a function L on TQ such that µΓ,F = dL.
Theorem 1.5.2. A SODE Γ on TQ is variational if and only if there exists a local diffeomorphism F :
TQ −→ T ∗Q of fibre bundles over Q such that Im(µΓ,F ) is a Lagrangian submanifold of (T ∗TQ, ωTQ).
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Proof. We use the characterization in Theorem 1.4.1 to prove this result.
⇐ Define Ω = −d(F ∗θQ) and note that if F (qi, q˙i) = (qi, Fi(q, q˙)), then
LΓF ∗θQ = LΓ(Fidqi) = Γ(Fi)dqi + Fidq˙i
=
(
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
Γj
)
dqi + Fidq˙
i = µΓ,F .
Then Ω trivially satisfies all the conditions in Theorem 1.4.1.
⇒ From Theorem 1.4.1 we have that Γ is variational if and only if there exists a nondegenerate
two-form Ω on TQ satisfying LΓΩ = 0, Ω(v, w) = 0 for all v, w ∈ V (TQ) and dΩ = 0. From the last
condition we deduce that locally Ω = dΘ on a neighborhood U ⊆ TQ, where Θ is a one-form on U .
The restriction of dΘ to vertical subspaces is zero. Thus the restriction of Θ to each fiber is exact,
then there is a function f : U → R such that Θ(v) = 〈df, v〉 for any v ∈ V (TQ). Therefore, Θ˜ = Θ−df
verifies Θ˜(v) = 0 for all v ∈ V (TQ) and dΘ˜ = Ω. Using Θ˜ we construct the map F : U ⊆ TQ→ T ∗Q
as follows:
〈F (vq), wq〉 = 〈Θ˜(vq),Wq〉 ,
where vq ∈ TQ, wq ∈ TQ and Wq ∈ TTQ satisfies TτQ(Wq) = wq. This definition does not depend
on the choice of Wq since Θ˜ vanishes on vertical vector fields. Then, it is easy to show that Θ˜ = F
∗θQ
and from equation (1.22), µΓ,F = LΓΘ˜ verifies
dµΓ,F = dLΓΘ˜ = LΓdΘ˜ = LΓΩ = 0 .
Hence Im(µΓ,F ) is a Lagrangian submanifold of (T
∗TQ, ωTQ). Note that the nondegeneracy of Ω
implies that det
(
∂Fi
∂q˙j
)
6= 0, which is precisely the condition for F to be a local diffeomorphism.
Observe that the submanifold ΣΓ,F ⊂ T ∗TQ, given in local coordinates by
(
qi, q˙i,
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
Γj , Fi
)
is a Lagrangian submanifold of (T ∗TQ, ωTQ) if and only if there exists a locally defined function
L : TQ→ R such that
∂L
∂q˙i
= Fi and
∂L
∂qi
=
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
Γj .
We have that
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
=
dFi
dt
− ∂Fi
∂qj
q˙j − ∂Fi
∂q˙j
Γj
=
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
q¨j − ∂Fi
∂qj
q˙j − ∂Fi
∂q˙j
Γj
=
∂Fi
∂q˙j
(q¨j − Γj) .
Thus the solutions to the Euler-Lagrange equations for L coincide with the solutions to the SODE
Γ, since F is a local diffeomorphism, that is, locally the matrix
(
∂Fi
∂q˙j
)
is nondegenerate. Then the
multipliers for the Helmholtz conditions are gij =
∂Fi
∂q˙j
.
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Remark 1.5.3. Since αQ : TT
∗Q → T ∗TQ is a symplectomorphism (see Appendix B) then we can
alternatively characterize the inverse problem of the calculus of variations for a SODE Γ by checking
whether or not the submanifold SΓ,F defined by
SΓ,F = TF (Γ(Q)) = α
−1
Q (µΓ,F (Q))
is a Lagrangian submanifold of the symplectic manifold (TT ∗Q, dTωQ).
Remark 1.5.4. The submanifold ΣF,Γ will be Lagrangian if and only if
d
((
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
Γj
)
dqi + Fidq˙
i
)
= 0 .
Equivalently, we get the following conditions:
∂Fi
∂q˙k
=
∂Fk
∂q˙i
, (1.23)
∂2Fi
∂qk∂qj
q˙j +
∂2Fi
∂qk∂q˙j
Γj +
∂Fi
∂q˙j
∂Γj
∂qk
=
∂2Fk
∂qi∂qj
q˙j +
∂2Fk
∂qi∂q˙j
Γj +
∂Fk
∂q˙j
∂Γj
∂qi
, (1.24)
∂Fk
∂qi
=
∂2Fi
∂q˙k∂qj
q˙j +
∂Fi
∂qk
+
∂2Fi
∂q˙k∂q˙j
Γj +
∂Fi
∂q˙j
∂Γj
∂q˙k
. (1.25)
Direct computations showing the equivalence between the equations (1.23)-(1.25) and the Helmholtz
conditions (1.14)-(1.16) for gij =
∂Fi
∂q˙j
can be carried out, as shown in Appendix C.
Note that the conditions (1.23)-(1.25) are given in the standard basis. We can also easily recover
the usual Helmholtz conditions using the basis
{
Vi =
∂
∂q˙i
, Hi =
∂
∂qi
+ 12
∂Γk
∂q˙i
∂
∂q˙k
}
. We just need to
impose that dµΓ,F evaluated on pairs (Hi, Hj), (Hi, Vj), (Vi, Vj) vanishes and also use the condition
dµΓ,F (Hi, Vj)− dµΓ,F (Hj , Vi) = 0, which is the same as (1.25)ik − (1.25)ki = 0.
Remark 1.5.5. In Theorem 1.5.2 we are asking for the existence of a Legendre transformation for
Γ. In [28, Theorem 5.3] the characterization is given in terms of the existence of a Poincare´-Cartan
one-form, so the semi-basic one-form they seek and the local diffeomorphism we seek are simply related
by θ = F ∗θQ.
Remark 1.5.6. If we admit that the matrix (gij) could be degenerate, then we get conditions for the
existence of a singular Lagrangian L such that
gij(q¨
j − Γj) = d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
,
which implies that the solutions of the SODE are also solutions to the Euler-Lagrange equations for
L, but not conversely.
Example 1.5.7. Let Q = R2 and consider a SODE Γ given by x¨ = f(x, y), y¨ = f(x, y), that is,
Γ1 = Γ2 = f(x, y). Then L = 12(x˙− y˙)2 is a singular Lagrangian that gives the dynamics x¨ = y¨, which
includes the solutions to Γ, and satisfies
gij(q¨
j − Γj) = d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
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with g11 = g22 = 1 and g12 = g21 = −1. For some choices of f(x, y), the SODE will fall into one of
the cases in [55] which do not admit a regular Lagrangian. For instance if we take f(x, y) = xy, then,
in the notation of [55] (except for the coordinates which we denote as (t, x, y, x˙, y˙)), we get
A = −2x,
A1 = −2x˙,
A2 = −2xy,
B = (y − x),
B1 = 2(y˙ − x˙),
B2 = 0,
C = 2y ,
C1 = 2y˙ ,
C2 = 2xy .
Then the determinant of
( A B C
A1 B1 C1
A2 B2 C2
)
is nonzero and the example falls into the nonvariational Case
IV of Douglas [55].
1.5.2 Time-dependent SODEs
Consider now the following diagram, where F : R × TQ −→ R × T ∗Q is a local diffeomorphism over
R×Q:
T (R× TQ) TF // T (R× T ∗Q) ∼= TR× TT ∗Q
R× TQ F //
Γ
OO
γΓ,F :=TF◦Γ
88
R× T ∗Q.
In local coordinates, if we write Γ(t, qi, q˙i) = (t, qi, q˙i, 1, q˙i,Γi(t, qj , q˙j)) and F (t, qi, q˙i) = (t, qi, Fi(t, q, q˙)),
then we get
γΓ,F (t, q
i, q˙i) =
(
t, qi, Fi(t, q, q˙), 1, q˙
i,
∂Fi
∂t
+ q˙j
∂Fi
∂qj
+ Γj
∂Fi
∂q˙j
)
.
In order to characterize the property of being variational for a time-dependent SODE we will use
Lagrangian submanifolds for a Poisson strucutre in T (R× T ∗Q). We will first recall some definitions
that are needed.
Definition 1.5.8. Let f be a function on a manifold P . We can define the complete and vertical lift
of the function f to TP , which will be denoted respectively by f c and fv, as
f c =
d
dt
(f ◦ τP ) and fv = f ◦ τP ,
where τP : TP → P is the canonical projection, see [167].
Definition 1.5.9. A Poisson manifold is a pair (P, {·, ·}), where P is a manifold and {·, ·} is an
R-bilinear operation
{·, ·} : C∞(P )× C∞(P ) −→ C∞(P ) ,
known as Poisson bracket, satisfying
• {f, g} = −{g, f} (anticommutativity),
• {fg, h} = f {g, h}+ g {f, h} (Leibniz’s rule),
• {{f, g} , h}+ {{h, f} , g}+ {{g, h} , f} = 0 (Jacobi’s identity),
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for all f, g, h ∈ C∞(P ). If the Jacobi identity is not satisfied then (P, {·, ·}) is called an almost-Poisson
manifold. This case will appear in Chapter 6.
A Poisson bracket defines a skew-symmetric (2, 0)-tensor field Λ on P by {f, g} = Λ(df, dg). We
will call Λ the Poisson bivector.
Definition 1.5.10 ([41, 73]). Let (P, {·, ·}) be a Poisson manifold. The tangent Poisson bracket on
TP is given by
{f c, gc}T = {f, g}c ,
{f c, gv}T = {f, g}v ,
{fv, gv}T = 0.
If (xi) denote local coordinates in P and the Poisson bivector is given by
Λ =
1
2
Λij(x)
∂
∂xi
∧ ∂
∂xj
,
then
dTΛ = Λ
T := Λij(x)
∂
∂xi
∧ ∂
∂x˙j
+
1
2
∂Λij(x)
∂xk
x˙k
∂
∂x˙i
∧ ∂
∂x˙j
is the Poisson bivector corresponding to the bracket {·, ·}T .
Definition 1.5.11 ([157]). Let (P, {·, ·}) be a Poisson manifold and N be a submanifold of P . Denote
by Λ the Poisson bivector and by ] : T ∗P −→ TP the induced morphism of vector bundles. The
submanifold N is called Lagrangian if
](TN◦) = TN ∩ C,
where TN◦ is the annihilator of TN and C := Im(]) is the characteristic distribution.
Now we consider the projection p˜i : T ∗(R×Q) ≡ T ∗R×T ∗Q→ R×T ∗Q given by p˜i = (piR, idT ∗Q),
that is, p˜i(αt, βq) = (t, βq), where αt ∈ T ∗t R and βq ∈ T ∗qQ. We induce a Poisson bracket on R× T ∗Q
such that p˜i is a Poisson morphism, where we are considering in T ∗(R × Q) the standard Poisson
bracket induced by the symplectic two-form ωR×Q. Locally, in coordinates (t, qi, pi) for R× T ∗Q, we
have that the induced bracket {·, ·} is defined by
{t, qi} = {t, pi} = {qi, qj} = {pi, pj} = 0 and
{
qi, pj
}
= δij .
Then we take its tangent lift to T (R × T ∗Q), which is defined on the induced coordinate functions
(t, q, p, vt, q˙, p˙) by {
qi, p˙i
}T
= 1,
{
q˙i, pi
}T
= 1
and the remaining Poisson brackets vanish. The variational property of Γ will be characterized in
terms of Lagrangian submanifolds for this Poisson structure. To be more precise, Im(γΓ,F ) must be
Lagrangian for some local diffeomorphism F : R× TQ −→ R× T ∗Q.
1.5. New geometric characterization of the inverse problem 37
Now we will write the conditions that arise when forcing Im(µΓ,F ) to be Lagrangian. In local
coordinates (t, q, p, vt, q˙, p˙) for T (R× T ∗Q) we have
T (Im(γΓ,F )) = span
{
∂
∂t
+
∂Fj
∂t
∂
∂pj
+
∂Γ(Fj)
∂t
∂
∂p˙j
,
∂
∂qi
+
∂Fj
∂qi
∂
∂pj
+
∂Γ(Fj)
∂qi
∂
∂p˙j
,
∂
∂q˙i
+
∂Fj
∂q˙i
∂
∂pj
+
∂Γ(Fj)
∂q˙i
∂
∂p˙j
}
,
T (Im(γΓ,F ))
◦ = span
{
dvt,
∂Fi
∂qj
dqj − dpi + ∂Fi
∂t
dt+
∂Fi
∂q˙j
dq˙j ,
∂Γ(Fi)
∂qj
dqj − dp˙i + ∂Γ(Fi)
∂t
dt+
∂Γ(Fi)
∂q˙j
dq˙j
}
,
](T (Im(γΓ,F ))
◦) = span
{
∂Fi
∂qj
∂
∂p˙j
+
∂
∂q˙i
+
∂Fi
∂q˙j
∂
∂pj
,
∂Γ(Fi)
∂qj
∂
∂p˙j
+
∂
∂qi
+
∂Γ(Fi)
∂q˙j
∂
∂pj
}
.
As C = span{ ∂
∂qi
, ∂∂pi ,
∂
∂q˙i
, ∂∂p˙i }, the equality ](T (Im(γΓ,F ))◦) = T (Im(γΓ,F )) ∩ C holds if the following
conditions are satisfied
∂Fj
∂q˙i
=
∂Fi
∂q˙j
,
∂Fi
∂qj
=
∂Γ(Fj)
∂q˙i
,
∂Γ(Fj)
∂qi
=
∂Γ(Fi)
∂qj
, (1.26)
which in more detail read
∂Fj
∂q˙i
=
∂Fi
∂q˙j
, (1.27)
∂2Fj
∂q˙i∂t
+
∂Fj
∂qi
+ q˙k
∂2Fj
∂q˙i∂qk
+
∂Γk
∂q˙i
∂Fj
∂q˙k
+ Γk
∂2Fj
∂q˙i∂q˙k
=
∂Fi
∂qj
, (1.28)
∂2Fj
∂qi∂t
+ q˙k
∂2Fj
∂qi∂qk
+
∂Γk
∂qi
∂Fj
∂q˙k
+ Γk
∂2Fj
∂qi∂q˙k
=
∂2Fi
∂qj∂t
+ q˙k
∂2Fi
∂qj∂qk
+
∂Γk
∂qj
∂Fi
∂q˙k
+Γk
∂2Fi
∂qj∂q˙k
. (1.29)
Remark 1.5.12. Note that the above conditions are the same that arise if we require that the natural
projection of Im(γΓ,F ) ⊂ T (R×T ∗Q) onto TT ∗Q be a Lagrangian submanifold for each time coordinate
with the symplectic structure dTωQ.
Now we give a characterization of the variational character of a time-dependent SODE in terms of
Lagrangian submanifolds of the Poisson manifold (T (R× T ∗Q), {·, ·}T ), that is, we provide an analog
of Theorem 1.5.2 for the time-dependent setting.
Theorem 1.5.13. A SODE Γ on R× TQ is variational if and only if there is a local diffeomorphism
F : R × TQ −→ R × T ∗Q over R × Q such that Im(γΓ,F ) is a Lagrangian submanifold of (T (R ×
T ∗Q), {·, ·}T ).
Proof. ⇒ If Γ is variational then there is a local regular Lagrangian L : R× TQ −→ R such that
∂2L
∂q˙i∂q˙j
(q¨j − Γj) = d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
,
that is,
∂2L
∂q˙i∂q˙j
Γj =
∂L
∂qi
− ∂
2L
∂t∂q˙i
− ∂
2L
∂qj∂q˙i
q˙j .
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We can define F as the corresponding Legendre transformation, that is, Fi =
∂L
∂q˙i
, and then
γΓ,F (t, q
i, q˙i) =
(
t, qi,
∂L
∂q˙i
, 1, q˙i,
∂L
∂qi
)
,
whose image is a Lagrangian submanifold of (T (R× T ∗Q), {·, ·}T ).
⇐ Given a local diffeomorphism
F : R× TQ −→ R× T ∗Q
(t, qi, q˙i) 7−→ (t, qi, Fi)
satisfying (1.27), (1.28) and (1.29), we define
Ω = −dF ∗θQ − iΓdF ∗θQ ∧ dt = −dF ∗θQ + (diΓF ∗θQ − LΓF ∗θQ) ∧ dt ,
which clearly satisfies Ω(v1, v2) = 0 for all v1, v2 ∈ V (R× TQ). In local coordinates,
Ω = −∂Fi
∂qj
dqj ∧ dqi − ∂Fi
∂q˙j
dq˙j ∧ dqi +
(
∂Fi
∂qj
q˙i − ∂Fj
∂qi
q˙i − ∂Fj
∂q˙i
Γi
)
dqj ∧ dt+ ∂Fi
∂q˙j
q˙idq˙j ∧ dt .
Computing the exterior derivative of Ω we get
dΩ = −∂Γ(Fi)
∂qj
dqj ∧ dqi ∧ dt− ∂Γ(Fi)
∂q˙j
dq˙j ∧ dqi ∧ dt− ∂Fi
∂qj
dqj ∧ dq˙i ∧ dt− ∂Fi
∂q˙j
dq˙j ∧ dq˙i ∧ dt .
Conditions (1.26) on F yield dΩ = 0. It is also readily checked that iΓΩ = 0. Since F is a local
diffeomorphism, that is, rank
(
∂Fi
∂q˙j
)
= n, the term ∂Fi
∂q˙j
dq˙j ∧ dqi makes Ω have maximal rank. Thus Ω
satisfies all the conditions in Theorem 1.4.2 and Γ is variational.
Remark 1.5.14. Note that the Poincare´-Cartan two-form ΩL (see Remark 1.1.4) can be alternatively
rewritten as ΩL = ω + dEL ∧ dt, with ω = −d
(
dL ◦ S − (i ∂
∂t
dL ◦ S)dt
)
and EL = ∆(L) − L. If we
consider the Legendre transformation LegL : R× TQ→ R× T ∗Q locally given by
LegL(t, q, q˙) =
(
t, q,
∂L
∂q˙i
)
,
then ω = −d(LegL)∗θQ, ∆(L) = iΓL(LegL)∗θQ and dL∧ dt = LΓL(LegL)∗θQ ∧ dt. These substitutions
motivate the definition of Ω in the proof of Theorem 1.5.13 for arbitrary F and Γ instead of LegL and
ΓL. For more details on the formulation of time-dependent Lagrangian mechanics see [48, 134] .
Remark 1.5.15. If we replace the trivial bundle R×Q −→ R by an arbitrary fiber bundle pi : E −→ R,
then the first jet manifold, denoted by J1pi, is the generalization of R × TQ. The generalization of
R × T ∗Q is V ∗pi, the dual bundle of the vertical bundle to pi. V ∗pi is also equipped with a Poisson
structure that can be lifted to TV ∗pi, so we could copy the same scheme to study the variationality of
a SODE on J1pi in terms of Im(γΓ,F ) being Lagrangian in (TV
∗pi, {·, ·}T ), see [71].
TJ1pi
TF // TV ∗pi
J1pi
F //
Γ
OO
γΓ,F=TF◦Γ
<<
V ∗pi
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1.5.3 Implicit second order systems
In this section we go back to autonomous systems, but given in implicit form. Let T (2)Q denote the
second order tangent bundle, which is a submanifold of TTQ, given by
T (2)Q = {v ∈ TTQ : TpiQ(v) = piTQ(v)} .
Consider now an implicit system of second order differential equations given by a submanifold M ⊂
T (2)Q. Assume M is defined by the vanishing of functions
Φi(q, q˙, q¨) = 0, i = 1, . . . , n , (1.30)
such that C :=
(
∂Φ
∂q¨
)
is regular, where Ckj =
∂Φk
∂q¨j
. We will now derive Helmholtz conditions for the
problem of finding a regular Lagrangian L such that the systems
Φi(q, q˙, q¨) = 0 and
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0 , i = 1, . . . , n,
have the same solutions. Emulating the explicit case, we aim for a local diffeomorphism over the
identity F : TQ→ T ∗Q such that TF (M) ⊂ TT ∗Q is a Lagrangian submanifold of (TT ∗Q, dTωQ). If
(q, p, q˙, p˙) denote fibered coordinates on TT ∗Q then locally dTωQ = dq∧dp˙+dq˙∧dp. The submanifold
TF (M) is locally given by (
qi, Fi(q, q˙), q˙
i,
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
q¨j
)
plus the condition Φi(q, q˙, q¨) = 0 for all i = 1, . . . , n. If we write ωTF = (TF )
∗dTωQ then locally
ωTF = dq
i ∧ d
(
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
q¨j
)
+ dq˙i ∧ dFi
=
(
∂2Fi
∂qk∂qj
q˙j +
∂2Fi
∂qk∂q˙j
q¨j
)
dqi ∧ dqk
+
(
∂2Fi
∂q˙k∂qj
q˙j +
∂Fi
∂qk
+
∂2Fi
∂q˙k∂q˙j
q¨j − ∂Fk
∂qi
)
dqi ∧ dq˙k
+
∂Fi
∂q˙k
dqi ∧ dq¨k + ∂Fi
∂q˙k
dq˙i ∧ dq˙k .
The condition that TF (M) be a Lagrangian submanifold of TT ∗Q is equivalent to the condition
(TF ◦ iM )∗dTωQ = 0 and can be written as ωTF (X,Y ) = 0 for all X,Y ∈ X(M). Therefore we
compute a local basis for X(M), by imposing that X ∈ X(T (2)Q) satisfies dΦ(X) = 0, and we get
Ai =
∂
∂qi
− ∂Φ
j
∂qi
(C−1)kj
∂
∂q¨k
, Bi =
∂
∂q˙i
− ∂Φ
j
∂q˙i
(C−1)kj
∂
∂q¨k
,
because of the regularity of C. Finally the implicit Helmholtz conditions
ωTF (Bi, Bj) = 0, ωTF (Ai, Bj) = 0 and ωTF (Ai, Aj) = 0
are respectively given by
∂Fi
∂q˙j
=
∂Fj
∂q˙i
, (1.31)
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∂2Fi
∂q˙j∂qk
q˙k +
∂Fi
∂qj
+
∂2Fi
∂q˙j∂q˙k
q¨k − ∂Fj
∂qi
=
∂Fi
∂q˙k
∂Φr
∂q˙j
(C−1)kr , (1.32)
∂2Fi
∂qj∂qk
q˙k +
∂2Fi
∂qj∂q˙k
q¨k − ∂Fi
∂q˙k
∂Φr
∂qj
(C−1)kr =
∂2Fj
∂qi∂qk
q˙k +
∂2Fj
∂qi∂q˙k
q¨k − ∂Fj
∂q˙k
∂Φr
∂qi
(C−1)kr . (1.33)
Remark 1.5.16. Notice that for the system Φj = q¨j − Γj(q, q˙), j = 1, . . . , n, we have C = Id and
therefore we recover conditions (1.23)-(1.25) given earlier in Section 1.5.1.
Using the implicit function theorem to write q¨i = Γi(q, q˙) in appropriate neighborhoods, we have
that the Helmholtz conditions (1.31)-(1.33) are equivalent to (1.30) being variational. Indeed if (1.30)
is variational for a regular Lagrangian L, then Fi =
∂L
∂q˙i
provides a Lagrangian submanifold TF (M).
Conversely, if the there is a local diffeomorphism F satisfying the Helmholtz conditions, then
{
Φi(q, q˙, q¨) = 0
} ≡ {q¨i = Γi(q, q˙)} ≡ {∂Fi
∂q˙j
(
q¨i − Γi(q, q˙)) = 0} ≡ { d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0
}
,
where in the last equality we use the fact that TF (M) is Lagrangian. Here we have used the notation
{X(q, q˙, q¨) = 0} ≡ {Y (q, q˙, q¨) = 0} to denote that the solutions of the equations X(q, q˙, q¨) = 0 and
Y (q, q˙, q¨) = 0 coincide.
To conclude this chapter we will see a very simple example that clearly shows the difference between
the version of the inverse problem that we are discussing now, namely the multiplier version in the
implicit description, and the first version of the question raised by Helmholtz [161], introduced in
Section 1.2.1.
Example 1.5.17. Consider the system
Φ1 = ex¨−x − 1 = 0 , Φ2 = y¨ − y = 0 , (1.34)
which is clearly implicitly variational in the sense that its solutions coincide with the solutions to
Φ1 = x¨− x = 0 , Φ2 = y¨ − y = 0 , (1.35)
and for the last system we can find a regular Lagrangian, for instance L = 12
(
x˙2 + y˙2 + x2 + y2
)
.
Notice that, as it should be, the implicit Helmholtz conditions (1.31)-(1.33) admit solutions, for
instance F1 =
∂L
∂x˙ = x˙, F2 =
∂L
∂y˙ = y˙.
On the other hand the original Helmholtz conditions, which can be directly checked on Φ in (1.34),
are not satisfied. Indeed, from (1.10) we get
2
∂Φ2
∂x˙
− 2 d
dt
∂Φ1
∂x¨
= −2 d
dt
ex¨−x = −2ex¨−x(x˙− ...x ) .
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Applications to control theory
In this chapter we will see two applications of the inverse problem of the calculus of variations to
control theory, more precisely to the problem of stabilization of mechanical systems. In Section 2.1
we will review for completeness the main stability results that will be used. In Section 2.2 we will give
an introduction to one fruitful approach to the problem, known as controlled Lagrangian techniques
and matching conditions. Then in Section 2.3 we will show an application of Douglas’ classification
to the problem of stabilization of a class of two-dimensional mechanical systems, based on [57]. More
concretely in Section 2.3.2 we provide necessary and sufficient conditions for the variationality of a
particular class of SODEs and in Section 2.3.3 we give further conditions for stability. In Section 2.3.4
we apply the results to the inverted pendulum on a cart and the inertia wheel pendulum. In Section
2.4 we will use the Helmholtz conditions to recover some of the matching conditions and we will also
derive some new ones for a particular class of mechanical systems, including the inverted pendulum
on a cart.
2.1 Stabilization of mechanical systems
With a view on achieving a desired goal, dynamical systems are often modeled in such a way that a
controlled quantity may influence its behavior. In this chapter we will consider mechanical systems
with a possibly unstable equilibrium. We will be interested in making structural modifications to this
system by adding extra controlled external forces or torques to it, in order to arrive at a controlled
system where the equilibrium has become stable. In a series of papers by A. M. Bloch, N. Leonard
and J. E. Marsden (starting with [21]) it was shown that, subject to a number of assumptions, some
of those controlled systems can be seen to be equivalent to the Euler-Lagrange equations of a new
Lagrangian, the so-called controlled Lagrangian. This controlled Lagrangian is a modification of the
original Lagrangian of the system by means of some control parameters. Sufficient conditions for this
situation to occur have been derived in [21] and the technique is often referred to as ‘the matching
theorems’. Since its first appearance the method of controlled Lagrangians and the matching conditions
have been successfully applied in many papers (see [19] for many references). The main advantage
of the approach is that, once we know that the controlled system is Lagrangian, we may use energy
methods and the available freedom in the choice of controls to analyze the stability of equilibria.
An example of a paper that focuses on similar methods for two-dimensional systems is [35]. A recent
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paper that surveys some aspects of both the method of controlled Lagrangians and the aforementioned
inverse problem is [19].
We will now recall some basic definitions and results that will be needed later [96, 127], on the
stability of an equilibrium for an autonomous ODE
q˙ = X(q), X ∈ X(Q) . (2.1)
Definition 2.1.1 (Stability). An equilibrium xe of (2.1) is stable if for every neighborhood U of xe
there is a neighborhood V of xe such that if x0 ∈ V then x(t) ∈ U for all t ≥ 0, where x(t) is the
solution to (2.1) satisfying x(0) = x0.
Definition 2.1.2 (Asymptotic stability). An equilibrium xe of (2.1) is asymptotically stable if xe is
stable and there is a neighborhood V of xe such that for all x0 ∈ V the solution x(t) to (2.1) satisfying
x(0) = x0 converges to xe as t→∞.
Definition 2.1.3 (Lyapunov function). A smooth function E defined on a neighborhood V of an
equilibrium point xe is a Lyapunov function if it satisfies E(xe) = 0, E(x) > 0 for all x 6= xe and
X(E)(x) ≤ 0 for all x ∈ V .
Theorem 2.1.4 (Second method of Lyapunov). If there is a Lyapunov function E defined on a
neighborhood V of an equilibrium point xe, then xe is stable. If E further satisfies X(E)(x) < 0 for
all x ∈ V − {xe} then xe is asymptotically stable.
Theorem 2.1.5 (LaSalle’s Invariance Principle ). Let E be a Lyapunov function for an equilibrium
xe of (2.1) and write
M = {x ∈ V : X(E) = 0} .
If the largest invariant set contained in M coincides with {xe} then xe is asymptotically stable.
In general it can be hard to find a Lyapunov function but for mechanical systems there are some
natural candidates, namely conserved quantities such as the total energy of the system. We can also
try to use Casimir functions (energy-Casimir method) and momentum conservation in the presence of
symmetries (energy-momentum method). For controlled systems we can try to achieve stability, and
prove it, by energy shaping methods, in particular kinetic shaping or potential shaping.
2.2 Controlled Lagrangian techniques and matching conditions
Consider a configuration manifold Q and a Lie group G acting freely and properly on Q. Take a
Lagrangian function L on TQ of mechanical type, that is, of kinetic minus potential energy type.
More precisely
L(q, vq) =
1
2
g(vq, vq)− V (q) ,
for some Riemannian metric g on Q. We will assume that the Lagrangian L is invariant under the
action of G on Q. Now we will briefly recall how from L we can define a new Lagrangian function
Lτ,σ,ρ known as the controlled Lagrangian.
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Consider the vertical spaces with respect to the projection pi : Q −→ Q/G, that is, the tangent
spaces to the orbits of the G-action, and the orthogonal complements with respect to the kinetic
energy metric, which will be referred to as horizontal spaces. Then for each vq ∈ TqQ we obtain a
unique decomposition
vq = Horvq + Vervq ,
where Vervq ∈ TqOrb(q) and Horvq ∈ TqOrb(q)⊥g .
Let g denote the Lie algebra of G and ξQ the infinitesimal generator corresponding to ξ ∈ g and
let τ be a g-valued G-equivariant horizontal one-form on Q. We define the τ -horizontal projection and
the τ -vertical projection respectively as
Horτ : vq −→ Horvq − τ(vq)Q(q) and Verτ : vq −→ Vervq + τ(vq)Q(q) for vq ∈ TqQ .
The freedom in the controlled Lagrangian Lτ,σ,ρ comes from the following choices:
• A new choice of horizontal space, corresponding to a choice of τ ,
• A change g → gσ of the metric acting on τ -horizontal vectors,
• A change g → gρ of the metric acting on vertical vectors.
Once these choices have been made, according to [21, Definition 1.2] the controlled Lagrangian can be
defined as
Lτ,σ,ρ(vq) =
1
2
(gσ(Horτvq,Horτvq) + gρ(Verτvq,Verτvq))− V (q) .
According to [21, Theorem 2.1], if g and gσ coincide on the horizontal spaces and further it holds
that the horizontal and vertical spaces are gσ-orthogonal, then the controlled Lagrangian can be
rewritten as
Lτ,σ,ρ(vq) = L(vq + τ(vq)Q) +
1
2
gσ(τ(vq)Q, τ(vq)Q) +
1
2
$(vq) , (2.2)
where vq ∈ TqQ and $(vq) = (gρ − g)(Verτ (vq),Verτ (vq)).
Assume now that G is Abelian. If we take local coordinates (xα, θa) on Q such that xα are
coordinates on Q/G and θa are coordinates on G, then the given mechanical Lagrangian is written as
L(xα, x˙β, θ˙a) =
1
2
gαβx˙
αx˙β + gαax˙
αθ˙a +
1
2
gabθ˙
aθ˙b − V (xα) .
In these coordinates, under the same assumptions that provide (2.2), the controlled Lagrangian be-
comes
Lτ,σ,ρ
(
xα, x˙β, θ˙a
)
= L
(
xα, x˙β, θ˙a + τaαx˙
α
)
+
1
2
σabτ
a
ατ
b
βx˙
αx˙β
+
1
2
$ab
(
θ˙a + gacgαcx˙
α + τaαx˙
α
)(
θ˙b + gbdgβdx˙
β + τ bβx˙
β
)
,
where σab, $ab are the coefficients of the last two terms in (2.2) and τ
a
α are the coefficients of τ .
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As in [21] we will refer to the particular choice gρ = g as the special matching assumption and
write the corresponding controlled Lagrangian as Lτ,σ. In this case, according to (2.2), the controlled
Lagrangian Lτ,σ becomes
Lτ,σ,ρ(vq) = L(vq + τ(vq)Q) +
1
2
gσ(τ(vq)Q, τ(vq)Q) .
Now we will compare the solutions of the controlled Euler-Lagrange system
d
dt
∂L
∂x˙α
− ∂L
∂xα
= 0 ,
d
dt
∂L
∂θ˙a
= ua , (2.3)
with the solutions of the Euler-Lagrange systems
d
dt
∂Lτ,σ
∂x˙α
− ∂Lτ,σ
∂xα
= 0 ,
d
dt
∂Lτ,σ
∂θ˙a
= 0 , (2.4)
d
dt
∂Lτ,σ,ρ
∂x˙α
− ∂Lτ,σ,ρ
∂xα
= 0 ,
d
dt
∂Lτ,σ,ρ
∂θ˙a
= 0 , (2.5)
where ua is chosen in such a way that the θ
a equation of (2.3) coincides with the θa equation of (2.4)
or (2.5), depending on whether we are making the special matching assumption or not.
Consider the following two sets of assumptions, known as matching conditions and simplified
matching conditions respectively:
Assumption M1 : τ bα = −σabgαa ,
Assumption M2 : σbd(σad,α + gad,α) = 2g
bdgad,α ,
Assumption M3 : τ bα,β − τ bβ,α = gdbgad,ατaβ ,
Assumption SM1 : σab = σgab for a constant σ ,
Assumption SM2 : gab is constant ,
Assumption SM3 : τ bα = −(1/σ)gabgαa ,
Assumption SM4 : gαa,δ = gδa,α ,
where , α denotes partial derivative with respect to xα.
In [21, Theorem 2.2] it is shown that under the matching conditions M1-M3 the solutions of
(2.3) and (2.4) coincide. In particular, if the simplified matching conditions SM1-SM4 hold, then
M1-M3 also hold and therefore the solutions of (2.3) and (2.4) coincide.
If the simplified matching conditions do not hold, then we may relax the special matching
assumption gρ = g and consider controlled Lagrangians of the form Lτ,σ,ρ. In this case we can
consider the generalized matching conditions, which provide equivalence of (2.3) and (2.5), see
[19, Theorem 1.3]:
Assumption GM-1 : τ bα = −σabgαa ,
Assumption GM-2 : σbd(σad,α + gad,α) = 2g
bdgad,α ,
Assumption GM-3 : $ab,α = 0 ,
Assumption GM-4 : τ bα,δ − τ bδ,α +$adρbd(ζaα,δ − ζaδ,α)−$adρdcgce,δρebζaα − ρdbgad,ατaδ = 0 ,
where ζaα = g
acgαc .
So far we have assumed that the Lagrangian L is invariant under the action of an Abelian Lie
group. If we keep this assumption for the kinetic energy part of the Lagrangian but allow for a
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symmetry break in the potential energy part then we can add an extra condition to the simplified
matching conditions, namely
Assumption SM-5 : V,αag
adgβd = V,βag
adgαd ,
which ensures that, if we choose gρ = ρgab for some constant ρ, then (2.3) is equivalent to
d
dt
∂Lτ,σ,ρ,
∂x˙α
− ∂Lτ,σ,ρ,
∂xα
= 0 ,
d
dt
∂Lτ,σ,ρ,
∂θ˙a
= 0 , (2.6)
where
Lτ,σ,ρ, = Lτ,σ +
1
2
(ρ− 1)gab(θ˙a + gacgαcx˙α + τaαx˙α)(θ˙b + gacgαcx˙β + τ bβx˙β)− V(xα, θa) ,
see [15, Theorem III.1].
Remark 2.2.1. All of the above mentioned matching conditions are sufficient conditions to get equiv-
alence of (2.3) and (2.4) or (2.5) or (2.6), but they are not enough to guarantee stability of the desired
equilibrium. Further conditions to get stability are given in [21, 15] using energy shaping methods.
2.3 Application of Douglas’ classification to control theory
We want to take a somewhat different approach to the matching theorems and rephrase some aspects
of the issue in terms of the inverse problem of the calculus of variations.
The goal of the present section is to give conditions for the stabilization of an unstable equilibrium
for a concrete class of two-dimensional underactuated mechanical systems. We will come to our class
of interest in two steps of specification. First we will assume that the Lagrangian of the original
mechanical system with configuration variables (x, y) is time-independent, that it has x as cyclic
variable, and that it is of the form
L(x, y, x˙, y˙) = 1
2
(
a11x˙
2 + 2a12(y)x˙y˙ + a22(y)y˙
2
)− V(y) ,
where a11 is a nonzero constant. We also assume that we may add controlled external forces to the
system in such a way that the control subbundle is span {dx}. The equations of motion are then of
the type
d
dt
(
∂L
∂x˙
)
= u ,
d
dt
(
∂L
∂y˙
)
− ∂L
∂y
= 0 . (2.7)
This class of systems is general enough to include, among others, the main example that has been
discussed abundantly throughout the literature, namely the inverted pendulum on a cart, and also
the inertia wheel pendulum (see Section 2.3.4). The second order ordinary differential equations (2.7)
can be written in normal form as
x¨ = a12
(
−∂V
∂y
− 1
2
∂a22
∂y
y˙2
)
+ a11
(
−∂a12
∂y
y˙2 + u
)
,
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y¨ = a22
(
−∂V
∂y
− 1
2
∂a22
∂y
y˙2
)
+ a12
(
−∂a12
∂y
y˙2 + u
)
,
where (aij) is the inverse matrix of (aij). When we only consider controls of the form u(y, y˙), the
above equations are of the type
x¨ = f1(y, y˙), y¨ = f2(y, y˙) .
Our first goal is to understand when such a system is variational. For that purpose, we will rely on
Douglas’ classification [55] for two-dimensional systems, although we will use the geometric approach
to the inverse problem that has been proposed in the papers [47, 49, 143, 144], see also Chapter 1.
For most of the cases, Douglas was able to decide whether or not the systems are variational. In our
approach, the matching conditions are replaced with sufficient conditions for the system to lie in one
of the variational cases of Douglas’ classification.
If, in a second step, we only allow controls of the type u(y, y˙) = M(y)y˙2 + N(y), the equations
(2.7) may even be written in the form
x¨ = T (y)y˙2 + U(y), y¨ = R(y)y˙2 + S(y) .
Our restriction in the second step is motivated by results in the literature. The condition that a11
is constant is in fact, for two-dimensional systems, one of the simplified matching conditions of [21].
More concretely it corresponds to SM2 given in Section 2.2. Under these assumptions, the authors of
[21] derive for the system (2.7) a feedback control which may be written as
u =
1
σ
(
∂a12
∂y
− a12
A22
(
1
2
∂a22
∂y
−
(
1− 1
σ
)
a12
a11
∂a12
∂y
))
y˙2 − 1
σ
a12
A22
∂V
∂y
, (2.8)
where σ is a constant and A22 = a22 − a
2
12
a11
(
1− 1σ
)
. The feedback control (2.8) clearly fits into the
class of controls that we wish to consider.
The strategy in the examples consists of pushing the controlled system into one of the cases of
Douglas’ classification that is known to be variational. In Section 2.3.2 we will give a necessary and
sufficient condition for a system of the above type to be variational. Our approach is, in a sense, more
general than that of the matching conditions. In [21], the matching conditions are a consequence of
an a priori assumption on the relationship between the original Lagrangian of the original system,
and the controlled Lagrangian of the controlled system. In our approach, no such assumption needs
to be imposed. Moreover, we will show in Section 2.3.2 that if the system is variational, it admits
a Lagrangian function of mechanical type, that is, a Lagrangian whose kinetic energy is related to a
positive-definite metric. In that case, the energy function of this Lagrangian is always a first integral
of the system. We next show, in Section 2.3.3, that under certain further conditions it can be used
as a Lyapunov function. We conclude the section with a sufficient condition, written in terms of the
system, that guarantees stability of the equilibrium.
In Section 2.3.4 we discuss some examples. For the example of the inverted pendulum on a cart
we give new feedback controls and we also recover the ones given in [21]. For this class of controls, we
provide a (slightly) wider class of Lagrangians.
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The goal of Section 2.3.5 is to achieve asymptotic stability by allowing dissipative forces into the
picture. We first add in extra controls to make the system equivalent to Euler-Lagrange equations
with external dissipative forces. We then give sufficient conditions for asymptotic stability, based on
LaSalle’s invariance principle. We illustrate this method by means of an example.
2.3.1 Discussion of Douglas’ classification
We are only interested in SODEs Γ which exhibit very special symmetry properties. In this section
we assume that there exists a coordinate change (t, q1, q2) 7→ (t, x = x(q1, q2), y = y(q1, q2)) for which
the second order differential equations take the form
x¨ = f1(y, y˙), y¨ = f2(y, y˙) . (2.9)
Lemma 2.3.1. The SODE Γ takes the form (2.9) if and only if [Γ, ∂/∂t] = 0 and if there exists a
vector field E1 on Q such that Φ(E1) = ∇E1 = 0.
Proof. The first condition says that the right-hand sides of the second order differential equations do
not depend on t. If the SODE takes the special form (2.9), the vector field E1 = ∂/∂x satisfies the
conditions. Conversely, if such a vector field E1 = X
i(q)∂/∂qi on Q exists, we may always straighten
it out to become the vector field ∂/∂x. In these coordinates, the condition ∇E1 = 0 becomes Γi1 = 0,
which means that the functions f i do not depend on x˙. With that, the condition Φ(E1) = 0 becomes
Φi1 =
∂f i
∂x = 0, from which it follows that the functions f
i do not depend on x either. Hence, the
system takes the form (2.9).
The specific form of the SODE (2.9) narrows the number of cases in Douglas’ classification to
which it may belong. Indeed, since also ∇Φ(E1) = ∇2Φ(E1) = 0, it is easy to see that the system
may never belong to Case IV. In coordinates where E1 = ∂/∂x, the system will lie in Case I if and
only if Φ12 = Φ
2
2 = 0. It will belong to Case II when Φ
1
2 and Φ
2
2 are not both zero, but
(∇Φ)12Φ22 − (∇Φ)22Φ12 = 0 . (2.10)
The system will belong to Case III whenever (∇Φ)12Φ22−(∇Φ)22Φ12 6= 0. In that case, it is clear that
the determinant of the commutator [Φ,∇Φ] does always vanish, which is the defining property for the
system to lie in subcase Case IIIb. Douglas concluded in [55] that this case is never variational.
Case II has been further subdivided in Case IIa (Φ has distinct eigenvalues) and Case IIb (the
eigenvalues of Φ coincide). Since Φ(E1) = 0, Φ has always eigenvalue zero, with eigenvector E1 =
∂/∂x. The other eigenvalue is given by Φ22. If it is nonzero then the system lies in Case IIa, and a
corresponding eigenvector is
E2 =
∂
∂y
+ ν
∂
∂x
, with ν =
Φ12
Φ22
.
Both Cases IIa and IIb are further subdivided, according to a relation on the Haantjes tensor
HΦ(X,Y ) = C
v
Φ(Φ(X), Y ) − Φ(CvΦ(X,Y )) of Φ introduced in Section 1.3.2, see also [47, 49]. Case
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IIa1 and Case IIb1 correspond to the situation where HΦ = 0. This tensor field vanishes when all the
commutators CvΦ(X,Y ) = [D
v
XΦ,Φ](Y ) vanish. For the SODE (2.9) we get
CvΦ =
(
Φ22
∂Φ12
∂y˙
− Φ12
∂Φ22
∂y˙
)
dy ⊗ dy ⊗ ∂
∂x
.
From this expression, we may conclude that the last term in the Haantjes tensor always vanishes. The
only nonvanishing term in the Haantjes tensor is then HΦ(∂/∂y, ∂/∂y) = Φ
2
2C
v
Φ(∂/∂y, ∂/∂y). The
necessary and sufficient condition for the Haantjes tensor to vanish is therefore
Φ22
(
Φ22
∂Φ12
∂y˙
− Φ12
∂Φ22
∂y˙
)
= 0 . (2.11)
If the system belongs to Case IIb (i.e. if Φ22 = 0) the above condition is trivially satisfied. Douglas
[55] has one further subdivision of Case IIb1, depending on a further relation of the double eigenvalue
of Φ. In the special case when that double eigenvalue happens to be zero, Douglas’ Case IIb1’ is
characterized by the vanishing of the expression
∂2
∂x˙2
(
∂f1
∂x˙
− ∂f
2
∂y˙
)
.
This is clearly the case for the system (2.9). We may therefore conclude that if the system (2.9)
belongs to Case IIb, it can only lie in Case IIb1’. For this case Douglas concluded that it is always
variational.
Consider now the situation where the system (2.9) belongs to Case IIa (i.e. Φ22 6= 0). Since the
Haantjes tensor has at most one nonvanishing component what is called Case IIa3 can never occur.
The only possibilities are therefore Case IIa1 (with vanishing Haantjes tensor) and Case IIa2 (the
one component of the Haantjes tensor does not vanish). Douglas concluded that Case IIa1 is always
variational (the same is true in general dimension n, see [47]). The necessary and sufficient condition
for this to happen is
Φ22
∂Φ12
∂y˙
− Φ12
∂Φ22
∂y˙
= 0 .
For a system in Case IIa2 to be variational, further requirements hold.
From all this we may conclude the following.
Proposition 2.3.2. If the SODE (2.9) is variational then condition (2.10) is satisfied. If the system
satisfies the further assumption (2.11), condition (2.10) is both necessary and sufficient for the system
to be variational.
Proof. For systems of the type (2.9) Case IV is excluded. If the system is variational, it cannot belong
to Case III, since Case IIIb is never variational. It must therefore lie in either Case I or II, which
is characterized by the condition (2.10). If (2.10) and (2.11) are both satisfied, the Haantjes tensor
vanishes. If so, we must be either in Case IIa1 or Case IIb1’, both of which are variational.
Case I is characterized by the fact that both Φ12 = Φ
2
2 = 0. For Case IIb1, Φ
2
2 = (∇Φ)22 = 0, but
Φ12 6= 0. For Case IIa1 Φ22 6= 0 and (∇Φ)12 = ν(∇Φ)22.
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2.3.2 Conditions for variationality
Our interest in systems of the type (2.9) has been motivated by the fact that control systems of the
type (2.7) with controls u(y, y˙) all fall in this category. In the second step we limit the suitable controls
to those of the quadratic type u(y, y˙) = M(y)y˙2 +N(y). As a result, the system (2.7), when written
in normal form becomes of the type
x¨ = T (y)y˙2 + U(y), y¨ = R(y)y˙2 + S(y) . (2.12)
For later use, we give a few characterizations for its variationality below. In what follows we will
denote a derivative with respect to y simply by a prime ′.
Proposition 2.3.3. The SODE (2.12) is variational if and only if
0 = 2T (S′)2 + S2
(
TR′ −RT ′)− 2RS′U ′ + U ′S′′ − S′U ′′
+S
[
S′T ′ +R2U ′ −R′U ′ − TS′′ +R (−TS′ + U ′′)] . (2.13)
On the basis of the value of Φ22 we can further specify the following.
1. When Φ22 = 0 the SODE (2.12) is always variational.
2. When Φ22 6= 0, the following statements are equivalent:
• the SODE (2.12) is variational,
• (U − νS)′ = 0,
• ν ′ = T −Rν, where ν = Φ12
Φ22
.
Proof. One easily verifies that for the system (2.12),
Γ12 = −T y˙, Γ22 = −Ry˙, Φ12 = −U ′ + ST and Φ22 = −S′ +RS , (2.14)
from which it follows that the condition (2.11) is always satisfied. The necessary and sufficient condi-
tion for variationality is therefore condition (2.10).
Since now
(∇Φ)12 = y˙(2S′T + ST ′ − U ′′ −RU ′) and (∇Φ)22 = y˙(SR′ +RS′ − S′′) , (2.15)
the first statement in the proposition follows.
When we take the value of Φ22 into account, we may further specify the following.
(i) We have already mentioned that the condition Φ22 = 0 is a sufficient condition for (2.12) to be
variational since it implies (∇Φ)22 = 0. Therefore (2.10) is satisfied.
(ii) In view of the coordinate expression (1.20) for (∇Φ)ij and the expressions (2.14) for Γi2, we
may write
(∇Φ)12Φ22 − (∇Φ)22Φ12 = [(Φ12)′Φ22 − (Φ22)′Φ12 − Φ22(Φ22T − Φ12R)]y˙ .
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On the other hand, with ν = Φ12/Φ
2
2,
y˙(U − νS)′ = y˙
(Φ22)
2
[
U ′(Φ22)
2 −
(
(Φ12)
′Φ22 − (Φ22)′Φ12
)
S − Φ12Φ22S′
]
= − S
(Φ22)
2
(
(∇Φ)12Φ22 − (∇Φ)22Φ12
)
+
y˙
(Φ22)
2
[−SΦ22(Φ22T − Φ12R) + U ′(Φ22)2 − Φ12Φ22S′]
= − S
(Φ22)
2
(
(∇Φ)12Φ22 − (∇Φ)22Φ12
)
because, in view of (2.14),
−S(Φ22T−Φ12R)+U ′Φ22−Φ12S′ = −S(−S′+RS)T+S(−U ′+ST )R+U ′(−S′+RS)−(−U ′+ST )S′ = 0 .
We may also write y˙ν ′ = Γ(ν) = (Γ(Φ12)Φ22 − Γ(Φ22)Φ12)/(Φ22)2. With that
y˙ν ′ =
(∇Φ)12Φ22 − (∇Φ)22Φ12
(Φ22)
2
+
Φ22T − Φ12R
Φ22
y˙ =
(∇Φ)12Φ22 − (∇Φ)22Φ12
(Φ22)
2
+ (T −Rν)y˙ .
We remark that a sufficient condition for Φ22 = 0 is that S(y) = 0.
The above proposition points to some strategies one may follow in the search for controls u =
M(y)y˙2 + N(y) for which equations (2.7) are variational. For such a control law, Equations (2.7)
become of type (2.12) and the conditions given in Proposition 2.3.3 can be interpreted as a PDE in
the unknowns M(y) and N(y). In a sense, one may interpret Equation (2.13) as a generalization (to
the current setting) of the matching conditions of [21]. We may follow any one of the following paths.
• Find a control u such that the corresponding SODE satisfies condition (2.13).
• Find a control u for which Φ22 6= 0, but the corresponding SODE satisfies (U − νS)′ = 0 (i.e. lies
in Case IIa1).
• Find a control u such that the corresponding SODE satisfies Φ22 = 0 (i.e. lies in Case IIb1’).
• Find a control u such that the corresponding SODE is such that S = 0.
In this section we will mainly focus on the first and second strategies. The reason for this is that Case
IIa1 has been shown to be variational in arbitrary dimensions [47], which leaves the door open to a
possible generalization of our results to higher dimensional systems. In the examples we will use an
ansatz for N(y) and solve the corresponding PDE for M(y) (mainly because N(y) appears with two
derivatives in it and M(φ) with just one). In the next section we will also show that the last strategy
is not the best one to follow, in view of the pursuit for stability.
The multipliers (gij) of a variational system may in general depend on velocities q˙. As a con-
sequence, a Lagrangian of a variational system is not necessarily of mechanical type. We first
prove that, if the system (2.12) is variational, we may always find a Lagrangian L of the form
L(q, q˙) = gij(q)q˙
iq˙j − V (q), where the multiplier matrix (gij) is independent of velocities, time-
independent and positive-definite.
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Proposition 2.3.4. For a variational SODE of type (2.12) with Φ22 6= 0 there exists a positive-definite
matrix of multipliers (gij) which only depend on y and for which g11 is a constant.
Proof. Under the assumptions in the statement, the SODE belongs to Case IIa1. This means that
the Jacobi endomorphism Φ has two distinct eigenvalues 0 and Φ22, with eigenvectors E1 and E2,
respectively. We remark that in the case under consideration both E1 and E2 may be thought of as
vector fields on Q (that is, when considered as vector fields along pi1, they do not depend on t or on
q˙). One easily verifies that, after taking (2.10) into account, we may write that
∇E1 = 0, ∇E2 = Γ12
∂
∂x
+ Γ22
∂
∂y
+ Γ(ν)
∂
∂x
= Γ22E2 = −Ry˙E2 ,
where we have invoked the third characterization of Proposition 2.3.3.
We will denote the dual basis of one-forms on Q as {θ1, θ2}. From the above it follows that
∇θ1 = 0, ∇θ2 = Ry˙θ2 .
Since the system is supposed to be variational, we may assume that solutions of the Helmholtz con-
ditions (3.6) exist. We show now that among these solutions there is at least one that satisfies the
specifics of the statement. From the Φ-condition we may conclude that the multiplier is of the type
g = ρ1θ
1 ⊗ θ1 + ρ2θ2 ⊗ θ2. With this, the condition ∇g = 0 becomes
Γ(ρ1) = 0, Γ(ρ2) = −2Ry˙ρ2 .
We are not interested in the most general solution of these two PDEs in ρi. Any positive constant
ρ1 clearly satisfies the first equation, and we may even set it to be simply 1. We now show that the
second equation has solutions ρ2(y) that only depend on y. Indeed, for such functions the equation
becomes ρ′2 = −2Rρ2, which has (among others) the solutions ρ2(y) = A exp(−2
∫ y
1 R(y¯)dy¯). Also the
integration constant A = ρ2(1) can be chosen to be positive. With such functions ρ1 = 1 and ρ2(y) the
Dv-condition of the Helmholtz conditions is automatically satisfied. Clearly, g = θ1 ⊗ θ1 + ρ2θ2 ⊗ θ2
is then a positive-definite metric.
In Proposition 2.3.4 we may replace positive-definiteness by negative-definiteness, since in the proof
we may choose ρ1 and A to be both negative.
2.3.3 Lyapunov stability
In this section we assume again that a mechanical system of the type (2.7) is given, with an arbitrary
quadratic feedback control u = M(y)y˙2 + N(y). The relevant equations are then of type (2.12). For
such systems x is clearly a cyclic variable, and it generates a symmetry for the system. We may
therefore reduce the two second order differential equations in (x, y) by that symmetry to a system of
three first order equations in (y, vy, vx), by canceling out the variable x:
y˙ = vy, v˙y = R(y)v
2
y + S(y), v˙x = T (y)v
2
y + U(y). (2.16)
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If we assume that U(0) = S(0) = 0, the reduced system has an equilibrium at (y = 0, vx = 0, vy = 0)
(or, equivalently, the original system (2.12) has a relative equilibrium (x, y = 0, x˙ = 0, y˙ = 0)).
We wish to find sufficient conditions for that equilibrium to be stable. Note first that the Jacobian
of the system (2.16) in the equilibrium has a zero eigenvalue, and that, as a consequence, the equi-
librium can never be linearly stable. Second, for systems of second order differential equations, one
may also consider a second, more geometric, linearization process, where the linearized equations are
given by the matrix that corresponds to the Jacobi endomorphism Φ (see for instance [136]). Since, for
systems of the type (2.12), Φ has always eigenvalue zero, we can also not conclude that the equilibrium
is Jacobi stable.
We are therefore left with trying to find a Lyapunov function for the system (2.12). For that
reason, we now assume that we were able to find a feedback control u = M(y)y˙2 + N(y) for which
the SODE (2.12) is variational, and for which Φ22 is not zero. Our method will rely on the use of the
energy function of the variational system as a Lyapunov function (see for instance [166] or Section 2.1
for the definition of a Lyapunov function).
The multiplier we found in the proof of Proposition 2.3.4 may also be written in a coordinate basis
as
g = dx⊗ dx− ν(dx⊗ dy + dy ⊗ dx) + (ν2 + ρ2) dy ⊗ dy
= g11dx⊗ dx+ g12(dx⊗ dy + dy ⊗ dx) + g22dy ⊗ dy . (2.17)
Recall that the relation between possible Lagrangians and multipliers is such that the multiplier is
the Hessian of the Lagrangian with respect to the velocities. From this it follows that the Lagrangian
that corresponds with the multiplier (2.17) must be of the type
L = g11x˙
2 + 2g12(y)x˙y˙ + g22(y)y˙
2 +A1(x, y)x˙+A2(x, y)y˙ − V (x, y) .
The Euler-Lagrange equations of L provide further conditions on the functions Ai and V . We obtain
∂V
∂x
= −g11U − g12S, ∂A1
∂y
− ∂A2
∂x
= 0 ,
∂V
∂y
= −g12U − g22S .
The equation which involves Ai simply says that we may take any total time derivative (∂f/∂q
i)q˙i for
the linear part Aiq˙
i, for example simply f = 0. The validity of the Helmholtz conditions (3.6) with
the multiplier gij ensures that a function V (x, y) exists for the equations in the first column. This is
clear from Proposition 2.3.3, which shows that the integrability condition of this system of PDEs in
V , namely (g11U + g12S)
′ = (U − νS)′ = 0, is guaranteed by the variationality of the system.
If we assume as before that the system is such that S(0) = 0 and U(0) = 0, then
g11U + g12S = g11(0)U(0) + g12(0)S(0) = 0.
The potentials which further satisfy V (x, 0) = 0 are then
V (x, y) = −
∫ y
0
(g12U + g22S)dy¯ =
∫ y
0
(νU − ν2S − ρ2S)dy¯ = −
∫ y
0
ρ2Sdy¯.
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We will denote this potential simply by V (y). At y = 0, it has the properties that
∂V
∂y
(0) = 0,
∂2V
∂y2
(0) = −ρ′2(0)S(0)− ρ2(0)S′(0) = −ρ2(0)S′(0).
From the above we may conclude that if we assume S′(0) < 0, then y = 0 is a local minimum for V .
Proposition 2.3.5. Suppose given a variational system (2.12) with Φ22 6= 0, U(0) = S(0) = 0 and
S′(0) < 0. Then (y = 0, x˙ = 0, y˙ = 0) represents a stable relative equilibrium.
Proof. Consider the energy function of the Lagrangian L we found above, that is,
EL(y, x˙, y˙) =
1
2
(g11x˙
2 + 2g12(y)x˙y˙ + g22(y)y˙
2) + V (y). (2.18)
Since the Lagrangian is autonomous, this function is always a first integral of the system. It can now
be used as a Lyapunov function. Indeed, since V (0) = 0, we have EL(0, 0, 0) = 0. Since y = 0 is
always a stationary point for V , so will also be (0, 0, 0) for EL. Moreover since g is positive-definite,
and since y = 0 is a minimum for V , we know that in a neighborhood of (0, 0, 0), EL(y, x˙, y˙) > 0. We
conclude therefore that (y = 0, x˙ = 0, y˙ = 0) is Lyapunov stable in the reduced space.
Notice that, although the reasoning in the proof relies on the fact that we have chosen the multiplier
matrix (gij) to be positive-definite, the condition S
′(0) < 0 does not. If we had chosen to work with
a negative-definite multiplier, then ρ2 would be negative, and with S
′(0) < 0 we would get that
(∂2V/∂y2)(0) < 0, but then EL(y, x˙, y˙) < 0 in a neighborhood of (0, 0, 0), which gives the same result.
2.3.4 Examples
In this section we will derive stabilizing controls for two systems, the inverted pendulum on a cart
and the inertia wheel pendulum. For the first example we can both derive new controls and recover
the ones from [21].
2.3.4.1 The inverted pendulum on a cart
Definition of the system. The system consists of a pendulum of length l and a bob of mass m.
The pendulum is attached to the top of a cart of mass M . The configuration manifold of the system
is Q = S1 × R with coordinates (x = s, y = φ). The upright position of the pendulum corresponds to
φ = 0 (see Figure 2.1). The Lagrangian is given by kinetic minus potential energy, that is,
L(s, φ, s˙, φ˙) = 1
2
(γs˙2 + 2β cos(φ)s˙φ˙+ αφ˙2) + δ cos(φ),
where α = ml2, β = ml, γ = M + m and δ = −mgl are constants related to the dimensions of the
system, and g denotes the standard acceleration due to gravity.
The control subbundle is span {ds} and we have here
a−1(uds) = u
(
− β cos(φ)
αγ − β2 cos2(φ)
∂
∂φ
+
α
αγ − β2 cos2(φ)
∂
∂s
)
,
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s
φ
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l
Figure 2.1: The inverted pendulum on a cart.
where a has components a11 = γ, a12 = a21 = β cos(φ) and a22 = α. If we consider controls of the type
u(φ, φ˙) = M(φ)φ˙2 +N(φ), the controlled Euler-Lagrange equations (2.7), written in normal form, are
s¨ =
βδ sin(φ) cos(φ) + αβ sin(φ)φ˙2 + αu
αγ − β2 cos2(φ) ,
φ¨ =
−γδ sin(φ)− β2 sin(φ) cos(φ)φ˙2 − β cos(φ)u
αγ − β2 cos2(φ) .
A new stabilizing control. We will give a new class of feedback controls which turn the upright
position of the pendulum into a stable equilibrium, modulo the translational symmetry. For this
purpose we look for solutions of the equation (2.13). We will require that Φ22 6= 0, which means that
we aim for a controlled SODE that lies in Case IIa1.
If we take N(φ) = d cos(φ) sin(φ), where d is a constant, one may verify that the pair (L,M) with
M(φ) = −d
(
2β2δ − 2αγδ + αβd+ β(2βδ + αd) cos(2φ)) sin(φ)
δ (2γδ + βd+ βd cos(2φ))
solves the PDE (2.13). The controlled SODE is then given by
s¨ =
(
αβ
αγ − β2 cos2(φ) −
αd
(
2β2δ − 2αγδ + αβd+ β(2βδ + αd) cos(2φ))
δ(2γδ + βd+ βd cos(2φ))(αγ − β2 cos2(φ))
)
sin(φ)φ˙2
+
(βδ + αd) cos(φ) sin(φ)
αγ − β2 cos2(φ)
= T (φ)φ˙2 + U(φ) ,
φ¨ =
(
β(βδ + αd)(−2γδ + βd+ βd cos(2φ)) cos(φ) sin(φ)
δ (αγ − β2 cos(φ)2) (2γδ + βd+ βd cos(2φ))
)
φ˙2
−(2γδ + βd+ βd cos(2φ)) sin(φ)
2 (αγ − β2 cos2(φ))
= R(φ)φ˙2 + S(φ) .
We clearly have U(0) = S(0) = 0. For the first denominator, we have that
αγ − β2 cos2(φ) = m2l2(1− cos2(φ)) +mMl2 > 0 for all φ .
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If we fix some φmax ∈ (−pi/2, pi/2), we may choose d in such a way that d > 2(M+m)g1+cos(2φmax) . If so, we get
that 2γδ + βd+ βd cos(2φ) > 0 in the range (−φmax, φmax).
The components of the Jacobi endomorphism for this SODE are given by
Φ22 =
cos(φ) (2γδ + βd+ βd cos(2φ))
(−2β2δ + 2αγδ − αβd+ αβd cos(2φ))
2δ (αγ − β2 cos2(φ))2 ,
Φ12 = −
(βδ + αd) cos2(φ)
(−2β2δ + 2αγδ − αβd+ αβd cos(2φ))
δ (αγ − β2 cos2(φ))2 .
Since we also have αβd(cos(2φ)−1)−2δ(β2−αγ) < 0 we get Φ22 6= 0 for all φ ∈ (−pi/2, pi/2). This
means that the SODE belongs to Case IIa1. By Proposition 2.3.4 we can find a positive-definite matrix
of multipliers. Since S′(0) = − γδ+βd
αγ−β2 and αγ − β2 = mMl2 > 0, we know from Proposition 2.3.5 that
the equilibrium φ = 0, φ˙ = 0, s˙ = 0 will be stable in the reduced space when d > −γδβ = (m+M)g.
If we fix the values of the parameters to be M = 2, m = 1, l = 1 the control discussed above will
stabilize the upright position of the pendulum for d > 3g. If we also choose φmax =
pi
4 then we need
to require d > 6g for the SODE to be defined. For these parameters and with d = 7g the SODE is
s¨ = −
6 sin(φ)
(
g cos(φ)(1 + 7 cos(2φ)) + (13 + 7 cos(2φ))φ˙2
)
(−3 + cos(φ)2) (1 + 7 cos(2φ)) ,
φ¨ =
sin(φ)
(
g(1 + 7 cos(2φ))2 + 6(33 cos(φ) + 7 cos(3φ))φ˙2
)
(−5 + cos(2φ))(1 + 7 cos(2φ)) .
Figure 2.2 shows a simulation of this example with matlab, with initial conditions φ(0) =
0.4, φ˙(0) = 0.1, s(0) = 0, s˙(0) = −1.5, and g = 9.81. The position s of the cart is not stabilized, since
it represents a cyclic variable.
The controls of [21]. In this paragraph we recover the control given in [21] for the inverted
pendulum on a cart and we give additional multipliers for the Lagrangian. We consider again a
control of the type u(φ, φ˙) = M(φ)φ˙2 +N(φ), but now we take
N(φ) =
κβδ cos(φ) sin(φ)
α− β2γ (1 + κ) cos2(φ)
,
where κ is a constant. With this N(φ),
M(φ) =
κβα sin(φ)
α− β2γ (1 + κ) cos2(φ)
is a solution of the PDE (2.13). This control coincides with the one given in [21]. The controlled
SODE is then
φ¨ =
γδ sin(φ)
−αγ + β2(1 + κ) cos2(φ) +
β2(1 + κ) cos(φ) sin(φ)
−αγ + β2(1 + κ) cos2(φ) φ˙
2 ,
s¨ = − βδ(1 + κ) cos(φ) sin(φ)−αγ + β2(1 + κ) cos2(φ) −
αβ(1 + κ) sin(φ)
−αγ + β2(1 + κ) cos2(φ) φ˙
2 .
The value of S′(0) = γδ/(β2(1 + κ) − αγ) will be negative when κ > (αγ − β2)/β2 = M/m. For
such values of κ we will get a stable equilibrium.
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Figure 2.2: Simulations for the inverted pendulum on a cart.
Our criterion for stability does not involve the multipliers, nor the potential energy. If we compute
the multipliers, we may compare them with the Hessian of the Lagrangian given in [21]. In the current
setting we have
ν = −β(1 + κ) cos(φ)
γ
.
The equation for ρ2 was ρ
′
2 = −2Rρ2. One may easily verify that
ρ2 = A(β
2(κ+ 1) cos2(φ)− αγ)
(with constant A) is a solution of it which is, however, not always positive. Since we are only interested
in proving stability in a small region around the equilibrium, we may restrict our analysis to φ ∈
(−φmax, φmax), with
sin2(φmax) =
κ− Mm
1 + κ
.
(Under the current assumption on κ the constant on the right-hand side is indeed positive.) The above
region for φ coincides with the one that is also adopted in [21]. In this region, the denominator of the
control never vanishes and, for every positive choice of A, the function ρ2 remains positive and the
multiplier matrix positive-definite. The corresponding multiplier is in fact
g11 = 1, g12 =
β(1 + κ) cos(φ)
γ
, g22 =
(
β2(1 + κ)2
γ2
+ 2Aβ2(1 + κ)
)
cos2(φ)− 2Aαγ , (2.19)
from which one may derive, up to a constant, the Lagrangian
L =
1
2
(
s˙2 + 2g12s˙φ˙+ g22φ˙
2
)
− 2Aγδ cos(φ) .
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The Lagrangian that has been proposed in [21] is
L =
1
2
(
αφ˙2 + 2β cos(φ)s˙φ˙+ 2β cos(φ)Kφ˙2 + γs˙2 + 2γKs˙φ˙+ γK2φ˙2
)
+
σ
2
γK2φ˙2 + δ cos(φ)
with K = κβγ cos(φ), σ = −1/κ and κ a constant (satisfying κ > αγ−β
2
β2
). Its multipliers are
g11 = γ, g12 = β(1 + κ) cos(φ), g22 =
β2κ
γ
(1 + κ) cos2(φ) + α . (2.20)
For better comparison, we may rescale both this multiplier and its Lagrangian with a constant factor
1/γ, to get also g11 = 1. The multiplier matrix (2.20) then agrees with (2.19), if we set the integration
constant A to be −1/(2γ2). The negative choice for A is not in disagreement with what we said before,
since the multiplier matrix (2.20) of [21] is, surprisingly, non-definite in the region (−φmax, φmax).
2.3.4.2 The inertia wheel pendulum
Definition of the system. The system consists of an inverted pendulum with an actuated wheel
at the end. The configuration space is S1 × S1. We will denote the coordinates of the system by
(x = ϕ, y = θ), where ϕ and θ are the angles of the wheel and the pendulum, respectively (see Figure
2.3). The upright position of the pendulum corresponds to θ = 0. The Lagrangian is given by
L(ϕ, θ, ϕ˙, θ˙) = 1
2
(bϕ˙2 + 2bθ˙ϕ˙+ aθ˙2)−m(1 + cos(θ)) ,
where m, a and b are positive constants with a > b. These constants are defined from the physical
parameters of the system as
a = m1l
2
1 +m2l
2
2 + I1 + I2 , b = I2 , and m = m1l1 +m2l2 ,
where m1, I1,m2, I2 denote respectively the masses and moments of inertia of the pendulum and
the wheel, and l1, l2 denote, respectively, the distances from the origin to the center of mass of the
pendulum and the wheel, as shown in Figure 2.3. See [150] for more details.
The controlled Euler-Lagrange equations are aθ¨+ bϕ¨ = m sin(θ) and bθ¨+ bϕ¨ = u, which in normal
form become
θ¨ =
bm sin(θ)− bu
b(a− b) , ϕ¨ =
−bm sin(θ) + au
b(a− b) . (2.21)
Stabilizing control. In view of the lack of quadratic terms in θ˙ in the above equations, we try
to find a control u = N(θ), i.e. with M(θ) = 0, such that SODE (2.21) lies in Case IIa1. Equation
(2.13) is then
4mθ˙(sin(θ)N ′ + cos(θ)N ′′)
(a− b)b = 0 .
It admits a solution N(θ) = d2 + d1 sin(θ), where d1 and d2 are integration constants. Since we want
the state (θ = 0, θ˙ = 0, ϕ˙ = 0) to be an equilibrium we must take N(θ) = d1 sin(θ). In that case
Φ22 =
2(d1 −m) cos(θ)
a− b and Φ
1
2 =
2(ad1 − bm) cos(θ)
b(b− a) , (2.22)
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Figure 2.3: The inertia wheel pendulum.
so we will have Φ22 6= 0 around the equilibrium as long as we require d1 6= m.
The controlled SODE (in Case IIa1) is then given by
θ¨ =
(m− d1) sin(θ)
a− b = S(θ) ,
ϕ¨ =
(−ad1 + bm) sin(θ)
b(b− a) = U(θ) .
By Proposition 2.3.5 it is enough to choose d1 > m to get stability for the equilibrium θ = 0, θ˙ = 0,
ϕ˙ = 0.
We choose the parameters of the system to be a = 0.4846, b = 0.0032 and m = 37.98 (as in a
simulation of [75]). If we set the constant in the control to be d1 = 60 and take the initial conditions
to be θ0 = 0.0001, ϕ0 = 0.1, θ˙0 = 0.0001 and ϕ˙0 = 0.1, we get the matlab simulations of Figure 2.4.
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Figure 2.4: Simulations for the inertia wheel pendulum.
2.3. Application of Douglas’ classification to control theory 59
In the introduction to Section 2.3 we mentioned the feedback control (2.8) of [21]. Although the
example is not explicitly treated in [21], one may still calculate the corresponding control. Since the
multipliers of the given Lagrangian are constant, it reduces to
u = − 1
σ
a12
A22
∂V
∂θ
=
−bm
σ(a− b) + b sin(θ).
This coincides with our control u = d1 sin(θ) if we take σ =
b(m+d1)
d1(b−a) . Our stability condition d1 > m
is then equivalent to 2bb−a < σ <
b
b−a .
2.3.5 Asymptotic stability
In Section 2.3.3 we only gave a criterion for stability of Lyapunov type. Along the lines of [21], we now
modify the control that gives Lyapunov stability in such a way that the system becomes dissipative,
and the equilibrium asymptotically stable.
We use, as before, the notation qi for the variables (x, y). Assume that we had found a control
u(y, y˙) = M(y)y˙2 + N(y) for which the system (2.7) is variational, that is, assume that we know of
multipliers (gij) and a regular Lagrangian L such that
gij
(
q¨j − f j) = d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
. (2.23)
Now, we further add control forces to this system with the goal of modifying it into a set of Euler-
Lagrange equations with external dissipative forces. More precisely, we put u = M(y)y˙2 +N(y) + u2
in (2.7). Then, in normal form, we are considering systems of the type
q¨j = f j + a−1(u2dx)j , (2.24)
where a is the metric of the original Lagrangian and the second control u2 is chosen in such a way
that
gij
(
q¨j − f j − a−1(u2dx)j
)
=
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
− ∂D
∂q˙i
. (2.25)
The term in D is called a dissipative force if it has the effect that, along trajectories, the energy EL
has the property E˙L < 0. In view of (2.23), condition (2.25) will hold when
gij(a
−1u2dx)j = u2(gi1a11 + gi2a12) =
∂D
∂q˙i
. (2.26)
We may think of the above as a PDE in D. If we introduce the simplified notation
2 = g11a
11 + g12a
12 = a11 − νa12 ,  = g12a11 + g22a12 = −νa11 + (ν2 + ρ2)a12 ,
the integrability condition is ∂u2∂y˙ 2 =
∂u2
∂x˙  (mixed derivatives of D coincide). The functions u2 that
satisfy this condition are of the type
u2 = f(x, y) (2x˙+ y˙) + g(x, y) .
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With this,
D = f(x, y)
(
22
2
x˙2 +2  x˙y˙ + 
2
2
y˙2
)
+ g(x, y) (2x˙+ y˙) + h(x, y)
satisfies the condition (2.26).
We had already established in Section 2.3.3 that, when Φ22 6= 0, S(0) = 0, U(0) = 0 and S′(0) < 0,
there exists a positive-definite multiplier and a potential V such that, in a neighborhood around (x, y =
0, x˙ = 0, y˙ = 0), EL > 0. It is easy to see that, along trajectories of the system, E˙L = q˙
i(∂D/∂q˙i). If
we choose g = h = 0 and f to be a strictly negative function, then
D =
f
2
(2x˙+ y˙)2 , u2 = f (2x˙+ y˙)
and E˙L ≤ 0. It is also clear that the equilibrium does not change under the extra control law, since
u2(x, y = 0, x˙ = 0, y˙ = 0) = 0. From LaSalle’s invariance principle (see for instance [166] or Section
2.1) it follows that if the only trajectory of (2.24) contained in the set
M = {(x, y, x˙, y˙) : E˙L = 0} = {(x, y, x˙, y˙) : D = 0} = {(x, y, x˙, y˙) : 2x˙+ y˙ = 0}
is (x, 0, 0, 0), then the relative equilibrium is asymptotically stable.
Proposition 2.3.6. Assume that the system (2.12) is variational with Φ22 6= 0, and that S(0) =
U(0) = 0 and S′(0) < 0. If there exists no solution (x(t), y(t)) of (2.24), other than the equilibrium
(x, 0), that satisfies
(2T + R)y˙2 + 2˙x˙+ ˙y˙ +2U + S = 0, (2.27)
then the relative equilibrium is asymptotically stable.
Proof. Suppose there is a solution that satisfies 2x˙+ y˙ = 0. Then it has u2 = f (2x˙+ y˙) = 0 and
thus also
0 = 2˙x˙+2x¨+ ˙y˙ + y¨ = (2T + R)y˙2 + 2˙x˙+ ˙y˙ +2U + S.
The condition (2.27) will be useful in the example below.
Example 1: Asymptotic stabilization of the inertia wheel pendulum. We will modify the
control that we found in Section 2.3.4, in accordance with the considerations above. We first compute
the multipliers of the new Lagrangian. Notice that
ν = −ad1 − bm
bd1 − bm .
Since R = 0, we may take the function ρ2 of the multiplier to be any positive constant. The multiplier
is then the constant matrix
g11 = 1, g12 = −ν, g22 = ν2 + ρ2.
2.3. Application of Douglas’ classification to control theory 61
0 10 20 30
−2
−1
0
1
2
x 10−4
t
θ
0 10 20 30
0
0.5
1
1.5
t
ϕ
0 10 20 30
−1
−0.5
0
0.5
1
x 10−3
t
dθ
 
/ d
t
0 10 20 30
−0.2
0
0.2
0.4
0.6
t
d
ϕ
/
d
t
Figure 2.5: Simulations of asymptotic stability for the inertia wheel pendulum.
The controlled SODE, with extra control u2, is
θ¨ =
(m− d1) sin(θ)
a− b −
bu2
ab− b2 ,
ϕ¨ =
(−ad1 + bm) sin(θ)
b(b− a) +
au2
ab− b2 ,
where u2 = f(2ϕ˙+ θ˙). Since also the matrix (aij) is constant, both 2 and  are constants. With all
this, condition (2.27) takes a very simple form. If a solution (θ(t), ϕ(t)), other than the equilibrium,
exists in the set where 2ϕ˙+ θ˙ = 0, then this solution also satisfies
0 = 2U + S =
(
2
−ad1 + bm
b(b− a) + 
m− d1
a− b
)
sin(θ(t)) =
(d1 −m)ρ2
(a− b)2 sin(θ(t)) .
Since we had chosen d1 6= m and ρ2 > 0, we get that the first factor never vanishes. The only possible
solution with the above property is therefore given by sin(θ(t)) = 0, and thus θ(t) = 0. We may
conclude that the equilibrium is asymptotically stable.
If we take u2 =
−0.1
ν2
(θ˙+2ϕ˙), the same parameters and initial conditions as in Section 2.3.4, and
ρ2 = ν
2 then we get the matlab simulation from Figure 2.5.
Example 2: The inverted pendulum on a cart. Consider again the new stabilizing control
found in Section 2.3.4. In this case we get
ν =
−2(βδ + αd) cos(φ)
(2γδ + βd+ βd cos(2φ))
, ρ2 = A
(β2 − 2αγ + β2 cos(2φ))1−αdβδ
(2γδ + βd+ βd cos(2φ))2
.
If we choose A = 0.04 and take the control u2 = −0.03s2(2s˙ + φ˙), then with the same parameters
and initial conditions as in Section 2.3.4 we get the matlab simulation from Figure 2.6.
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Figure 2.6: Simulations of asymptotic stability for the inverted pendulum on a cart.
2.4 Application of Helmholtz conditions to control theory
All of the matching conditions mentioned in Section 2.2 give particular solutions of the Helmholtz
conditions (1.14)-(1.16) or equivalently of the implicit Helmholtz conditions introduced in Section
1.5.3, if we consider the Legendre transformation corresponding to Lτ,σ, Lτ,σ,ρ or Lτ,σ,ρ,.
We rewrite the implicit Helmholtz conditions here as
∂Fi
∂q˙j
=
∂Fj
∂q˙i
, (2.28)
∂2Fi
∂q˙j∂qk
q˙k +
∂Fi
∂qj
+
∂2Fi
∂q˙j∂q˙k
q¨k − ∂Fj
∂qi
=
∂Fi
∂q˙k
∂Φr
∂q˙j
(C−1)kr , (2.29)
∂2Fi
∂qj∂qk
q˙k +
∂2Fi
∂qj∂q˙k
q¨k − ∂Fi
∂q˙k
∂Φr
∂qj
(C−1)kr =
∂2Fj
∂qi∂qk
q˙k +
∂2Fj
∂qi∂q˙k
q¨k − ∂Fj
∂q˙k
∂Φr
∂qi
(C−1)kr ,(2.30)
where we are now considering the constraints as Φi = δijΦ
j .
Under the matching conditions M1-M3 we obtain a SODE for which Lτ,σ solves the problem
(1.13). Therefore the multipliers gij =
∂2Lτ,σ
∂q˙i∂q˙j
must satisfy the Helmholtz conditions (1.14)-(1.16), and
the Legendre transformation components Fi =
∂Lτ,σ
∂q˙i
must satisfy the implicit Helmholz conditions
(2.28)-(2.30), and the same holds for Lτ,σ,ρ and Lτ,σ,ρ,.
In this section we will slightly modify the expression of the controlled Lagrangian. We will consider
Lagrangians of the form
L˜τ,σ = Kτ,σ − V˜τ,σ(xα, θa) ,
where Kτ,σ denotes the kinetic energy part of Lτ,σ, but the potential energy part V˜τ,σ does not
necessarily coincide with the one in the original Lagrangian.
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We will take the corresponding Legendre transformations and impose them as solutions of the
implicit Helmholz conditions (2.28)-(2.30). By doing so, we should recover the matching conditions as
solutions, but may find new ones due to the freedom in the potential energy part. Now the unknowns
are the free parameters that appear both in the controlled Lagrangian and the controlled SODE.
We will follow this approach in Section 2.4.1, where we will see explicitly how the matching
conditions M1-M3 arise from the Helmholtz conditions (2.28)-(2.30) if we choose L˜τ,σ as the new
Lagrangian.
In Section 2.4.2, for the case of one degree of underactuation and (gab) constant we will give an
additional solution to the one provided by SM3, using the Helmholtz conditions (2.28)-(2.30). In this
case we obtain a feedback control which is independent of velocities. Finally we will derive this new
solution for the example of the inverted pendulum on a cart and check stability.
2.4.1 Arbitrary dimension with special matching assumption
In this section we will show how the matching conditions M1-M3 arise from the implicit Helmholtz con-
ditions (2.28)-(2.30) using the special matching assumption, that is, choosing a controlled Lagrangian
with gρ = g. Since we will use the Legendre transformation of the controlled Lagrangian Lτ,σ, the
potential energy of the new Lagrangian will not play any role in satisfying (2.28)-(2.30).
As a starting point consider a given mechanical Lagrangian of the form
L(xα, x˙α, θ˙a) =
1
2
(
gαβx˙
αx˙β + 2gαax˙
αθ˙a + gabθ˙
aθ˙b
)
− V (xα) , (2.31)
with corresponding Euler-Lagrange equations given by
Φα = (gαβ,γ − 1
2
gγβ,α)x˙
γ x˙β + (gαa,γ − gγa,α)x˙γ θ˙a
+gαβx¨
β + gαaθ¨
a − 1
2
gab,αθ˙
aθ˙b +
∂V
∂xα
= 0 ,
Φa = gαa,γ x˙
γ x˙α + gab,γ x˙
γ θ˙b + gαax¨
α + gabθ¨
b = 0 .
Now consider a controlled Lagrangian with the special matching assumption gρ = g, that is,
Lτ,σ = L(x
α, x˙α, θ˙a + τaαx˙
α) +
1
2
σabτ
a
ατ
b
βx˙
αx˙β ,
and choose feedback controls ua for a = 2, . . . , n such that the θ
a-equations of both L and Lτ,σ coincide,
that is,
ua =
(
d
dt
(
∂L
∂θ˙a
)
− ∂L
∂θa
)
−
(
d
dt
(
∂Lτ,σ
∂θ˙a
)
− ∂Lτ,σ
∂θa
)
=
d
dt
(
∂L
∂θ˙a
− ∂Lτ,σ
∂θ˙a
)
=
d
dt
(
−gabτ bβx˙β
)
= −(gabτ bβ),γ x˙βx˙γ − gabτ bβx¨β . (2.32)
Then the controlled Euler-Lagrange equations (2.3) are
Φ˜α = Φα = 0 , (2.33)
Φ˜a = Φa + (gabτ
b
β),γ x˙
βx˙γ + gabτ
b
βx¨
β = 0 . (2.34)
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From Φ˜ we can compute
C˜ =
(
∂Φ˜
∂q¨
)
=
(
gαβ gαb
gaβ + gadτ
d
β gab
)
,
which is assumed to be regular. If we introduce the notation Aαβ = gαβ − gαbgab(gaβ + gadτdβ ), where
(gab) denotes the inverse matrix of (gab), and denote the inverse of (Aαβ) by (A
αβ) then
C˜−1 = W˜ =
(
W˜αβ W˜αb
W˜ aβ W˜ ab
)
=
(
Aαβ −Aαγgγdgdb
−(gabgbγ + τaγ )Aγβ gab + (gadgdγ + τaγ )Aγνgνegeb
)
.
Now we will impose that the system (2.33)-(2.34) be variational using equations (2.28)-(2.30), and
with Fj given by the Legendre transformation of the controlled Lagrangian Lτ,σ, that is,
F˜α = (gαβ + gαaτ
a
β + gβaτ
a
α + gabτ
a
ατ
b
β + σabτ
a
ατ
b
β)x˙
β + (gαb + gdbτ
d
α)θ˙
b ,
F˜a = (gαa + gdaτ
d
α)x˙
α + gabθ˙
b .
If we plug Φ˜α, Φ˜a and the proposed solutions F˜α, F˜a into equations (2.28)-(2.30) we get the following:
• Equation (2.28): vanishes identically for all indices
• Equation (2.29):
* (2.29)ab vanishes identically
* (2.29)aβ vanishes identically
* (2.29)αb vanishes using M1 and M3 . Alternatively it vanishes if (gab) is constant and the
system has one degree of underactuation
* (2.29)αβ vanishes using M1, M2 and M3.
• Equation (2.30):
* (2.30)ab vanishes identically
* (2.30)αb vanishes identically
* (2.30)αβ vanishes using M1, M2 and M3. Alternatively it vanishes for systems with one
degree of underactuation.
Now detailed computations follow, until Section 2.4.2, proving the above statement. We will need
∂Φ˜c
∂x˙β
=
(
gβc,γ + gγc,β + (gcdτ
d
β ),γ + (gcdτ
d
γ ),β
)
x˙γ + gcd,β θ˙
d , (2.35)
∂Φ˜a
∂xα
= (gνa,γα + (gadτ
d
ν )αγ)x˙
γ x˙ν + gab,γαx˙
γ θ˙b + gab,αθ¨
b
+(gγa,α + gad,ατ
d
γ + gadτ
d
γ,α)x¨
γ , (2.36)
∂Φ˜ν
∂x˙β
= (gνβ,γ + gνγ,β − gγβ,ν)x˙γ + (gνa,β − gβa,ν)θ˙a , (2.37)
∂Φ˜γ
∂xα
= gγν,ηαx˙
ηx˙ν + gγa,ναx˙
ν θ˙a + gγν,αx¨
ν + gγa,αθ¨
a
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−1
2
gνη,γαx˙
ν x˙η − gνa,γαx˙ν θ˙a − 1
2
gab,γαθ˙
aθ˙b +
∂2V
∂xα∂xγ
, (2.38)
and also the following expressions:(
∂F˜α
∂x˙γ
W˜ γν +
∂F˜α
∂θ˙a
W˜ aν
)
= (gαγ + gαdτ
d
γ + gγdτ
d
α + gfdτ
f
ατ
d
γ + σfdτ
f
ατ
d
γ )A
γν
−(gαa + gdaτdα)
(
gaegeγ + τ
a
γ
)
Aγν
= (gαγ − gαagaegeγ + σadτaατdγ )Aγν
= δνα + (gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γν , (2.39)(
∂F˜α
∂x˙γ
W˜ γc +
∂F˜α
∂θ˙a
W˜ ac
)
= (gαγ + gαdτ
d
γ + gγdτ
d
α + gfdτ
f
ατ
d
γ + σfdτ
f
ατ
d
γ ) (−Aγηgηegec)
+(gαa + gdaτ
d
α)
(
gac + (gafgfη + τ
a
η )A
ηνgνeg
ec
)
= (−gαγ − σadτaατdγ + gαagafgfγ)Aγηgηegec + gαagac + τ cα
= τ cα − (gαdτdγ + σadτaατdγ )Aγηgηegec . (2.40)
Equation (2.28) vanishes identically for all indices:
(2.28)ab =
∂F˜a
∂θ˙b
− ∂F˜b
∂θ˙a
= gab − gba = 0 ,
(2.28)aβ =
∂F˜a
∂x˙β
− ∂F˜β
∂θ˙a
= gβa + gadτ
d
β − (gβa + gdaτdβ ) = 0 ,
(2.28)αβ =
∂F˜α
∂x˙β
− ∂F˜β
∂θ˙α
= (gαβ + gαaτ
a
β + gβaτ
a
α + gabτ
a
ατ
b
β + σabτ
a
ατ
b
β)
−(gβα + gβaτaα + gαaτaβ + gabτaβ τ bα + σabτaβ τ bα) = 0 .
Equation (2.29) vanishes identically for indices ab and aβ:
(2.29)ab =
∂2F˜a
∂θ˙b∂qk
q˙k +
∂F˜a
∂θb
+
∂2F˜a
∂θ˙b∂q˙k
q¨k − ∂F˜b
∂θa
− ∂F˜a
∂q˙k
∂Φ˜r
∂θ˙b
W˜ kr
=
∂2F˜a
∂θ˙b∂xγ
x˙γ − ∂F˜a
∂x˙γ
(
∂Φc
∂θ˙b
W˜ γc +
∂Φβ
∂θ˙b
W˜ γβ
)
− ∂F˜a
∂θ˙d
(
∂Φc
∂θ˙b
W˜ dc +
∂Φβ
∂θ˙b
W˜ dβ
)
= gab,γ x˙
γ − (C˜aγW˜ γc + C˜adW˜ dc)∂Φc
∂θ˙b
− (C˜aγW˜ γβ + C˜adW˜ dβ)∂Φβ
∂θ˙b
= gab,γ x˙
γ − ∂Φa
∂θ˙b
= 0
(2.29)aβ =
∂2F˜a
∂x˙β∂qk
q˙k +
∂F˜a
∂xβ
+
∂2F˜a
∂x˙β∂q˙k
q¨k − ∂F˜β
∂θa
− ∂F˜a
∂q˙k
∂Φ˜r
∂x˙β
W˜ kr
= (gβa + gabτ
b
β),γ x˙
γ + (gγa + gabτ
b
γ),βx˙
γ + gab,β θ˙
b
−∂F˜a
∂x˙γ
(
∂Φ˜c
∂x˙β
W˜ γc +
∂Φν
∂x˙β
W˜ γν
)
− ∂F˜a
∂θ˙d
(
∂Φ˜c
∂x˙β
W˜ dc +
∂Φν
∂x˙β
W˜ dν
)
= (gβa + gabτ
b
β),γ x˙
γ + (gγa + gabτ
b
γ),βx˙
γ + gab,β θ˙
b
−(C˜aγW˜ γc + C˜adW˜ dc)∂Φ˜c
∂x˙β
− (C˜aγW˜ γν + C˜adW˜ dν)∂Φν
∂x˙β
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= (gβa + gabτ
b
β),γ x˙
γ + (gγa + gabτ
b
γ),βx˙
γ + gab,β θ˙
b − ∂Φ˜a
∂x˙β
(2.35)
= 0 .
For indices αb Equation (2.29) vanishes using M1 and M3 . Alternatively it vanishes if (gab) is constant
and the system has one degree of underactuation:
(2.29)αb =
∂2F˜α
∂θ˙b∂qk
q˙k +
∂F˜α
∂θb
+
∂2F˜α
∂θ˙b∂q˙k
q¨k − ∂F˜b
∂xα
− ∂F˜α
∂q˙k
∂Φ˜r
∂θ˙b
W˜ kr
=
∂2F˜α
∂θ˙b∂xγ
x˙γ − ∂F˜b
∂xα
− ∂F˜α
∂x˙γ
(
∂Φ˜c
∂θ˙b
W˜ γc +
∂Φ˜ν
∂θ˙b
W˜ γν
)
− ∂F˜α
∂θ˙a
(
∂Φ˜c
∂θ˙b
W˜ ac +
∂Φ˜ν
∂θ˙b
W˜ aν
)
=
∂2F˜α
∂θ˙b∂xγ
x˙γ − ∂F˜b
∂xα
−
(
∂F˜α
∂x˙γ
W˜ γc +
∂F˜α
∂θ˙a
W˜ ac
)
∂Φ˜c
∂θ˙b
−
(
∂F˜α
∂x˙γ
W˜ γν +
∂F˜α
∂θ˙a
W˜ aν
)
∂Φ˜ν
∂θ˙b
(2.39),(2.40)
= (gαb + gdbτ
d
α),γ x˙
γ − (gγb + gbdτdγ ),αx˙γ − gbd,αθ˙d
−
(
τ cα − (gαdτdγ + σadτaατdγ )Aγηgηegec
)
gcb,γ x˙
γ
−
(
δνα + (gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γν
)(
(gνb,γ − gγb,ν) x˙γ − gdb,ν θ˙d
)
.
The θ˙ component becomes(−gbd,α + (δνα + (gαeτ eγ + σaeτaατ eγ )Aγν) gdb,ν) θ˙d = (gαe + σaeτaα)τ eγAγνgdb,ν θ˙d ,
from where we can clearly see the solution M1 (but there are more). The x˙ component becomes
(gαb + gdbτ
d
α),γ x˙
γ − (gγb + gbdτdγ ),αx˙γ −
(
τ cα − (gαdτdγ + σadτaατdγ )Aγηgηegec
)
gcb,γ x˙
γ
−
(
δνα + (gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γν
)
(gνb,γ − gγb,ν) x˙γ
=
(
gdb
(
τdα,γ − τdγ,α
)
− gbd,ατdγ + (gαd + σadτaα)τdγAγη (gηegecgcb,γ − gηb,γ + gγb,η)
)
x˙γ , (2.41)
from where assuming M1 we obtain M3 as a solution.
On the other hand notice that if (gab) is constant, that is, SM2 holds, and the system has one degree
of underacuation then the equation vanishes identically without imposing M1 nor M3 (conditions which
involve τ).
It is also enough to assume the simplified matching conditions SM2, SM4 and the matching con-
dition M3 (without M1).
For indices αβ Equation (2.29) vanishes using M1, M2 and M3:
(2.29)αβ =
∂2F˜α
∂x˙β∂qk
q˙k +
∂F˜α
∂xβ
+
∂2F˜α
∂x˙β∂q˙k
q¨k − ∂F˜β
∂xα
− ∂F˜α
∂q˙k
∂Φ˜r
∂x˙β
W˜ kr
=
(
−∂F˜α
∂x˙γ
W˜ γc − ∂F˜α
∂θ˙a
W˜ ac
)
∂Φ˜c
∂x˙β
+
(
−∂F˜α
∂x˙γ
W˜ γν − ∂F˜α
∂θ˙a
W˜ aν
)
∂Φ˜ν
∂x˙β
+(gαβ + gαdτ
d
β + gβdτ
d
α + gdeτ
d
βτ
e
α + σedτ
e
ατ
d
β ),γ x˙
γ +
∂F˜α
∂xβ
− ∂F˜β
∂xα
(2.39),(2.40)
= −
(
τ cα − (gαdτdγ + σadτaατdγ )Aγηgηegec
) ∂Φ˜c
∂x˙β
−
(
δνα + (gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γν
) ∂Φ˜ν
∂x˙β
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+(gαβ + gαdτ
d
β + gβdτ
d
α + gdeτ
d
βτ
e
α + σedτ
e
ατ
d
β ),γ x˙
γ +
∂F˜α
∂xβ
− ∂F˜β
∂xα
= −
(
τ cα − (gαdτdγ + σadτaατdγ )Aγηgηegec
)(
gβc,γ + gγc,β + (gcdτ
d
β ),γ + (gcdτ
d
γ ),β
)
x˙γ
−
(
τ cα − (gαdτdγ + σadτaατdγ )Aγηgηegec
)
gcf,β θ˙
f
−
(
δνα + (gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γν
)
(gνβ,γ + gνγ,β − gγβ,ν)x˙γ
−
(
δνα + (gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γν
)
(gνf,β − gβf,ν)θ˙f
+(gαβ + gαdτ
d
β + gβdτ
d
α + gdeτ
d
βτ
e
α + σedτ
e
ατ
d
β ),γ x˙
γ
+(gαγ + gαdτ
d
γ + gγdτ
d
α + gabτ
a
ατ
b
γ + σabτ
a
ατ
b
γ),βx˙
γ + (gαf + gefτ
e
α),β θ˙
f
−(gβγ + gβdτdγ + gγdτdβ + gabτaβ τ bγ + σabτaβ τ bγ),αx˙γ − (gβf + gefτ eβ),αθ˙f .
The θ˙ component becomes(
(gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γη (gηeg
ecgcf,β − gηf,β + gβf,η) + gef
(
τ eα,β − τ eβ,α
)− gef,ατ eβ) θ˙f , (2.42)
which vanishes with the same assumptions as (2.41).
The x˙ component becomes
−
(
τ cα − (gαdτdγ + σadτaατdγ )Aγηgηegec
)(
gβc,γ + gγc,β + (gcdτ
d
β ),γ + (gcdτ
d
γ ),β
)
x˙γ
−
(
δνα + (gαdτ
d
γ + σadτ
a
ατ
d
γ )A
γν
)
(gνβ,γ + gνγ,β − gγβ,ν)x˙γ
+(gαβ + gαdτ
d
β + gβdτ
d
α + gdeτ
d
βτ
e
α + σedτ
e
ατ
d
β ),γ x˙
γ
+(gαγ + gαdτ
d
γ + gγdτ
d
α + gabτ
a
ατ
b
γ + σabτ
a
ατ
b
γ),βx˙
γ
−(gβγ + gβdτdγ + gγdτdβ + gabτaβ τ bγ + σabτaβ τ bγ),αx˙γ
M1
= (gαaτ
a
β ),γ + gβaτ
a
α,γ + gadτ
d
βτ
a
α,γ + (σadτ
a
ατ
d
β ),γ + (gαdτ
d
γ ),β + gγdτ
d
α,β + gabτ
b
γτ
a
α,β
+(σadτ
a
ατ
d
γ ),β − (gβdτdγ ),α − (gγdτdβ ),α − (gabτaβ τ bγ),α − (σadτaβ τdγ ),α
= gabτ
b
γ(τ
a
α,β − τaβ,α) + gβa(τaα,γ − τaγ,α) + gadτdβ (τaα,γ − τaγ,α) + gγdτdα,β − gβd,ατdγ − gab,ατaβ τ bγ
where we have used again M1 and the symmetry of σad. Now using M3 to cancel the first and last
terms we have
(gβa + gadτ
d
β )(τ
a
α,γ − τaγ,α) + gγdτdα,β − gβd,ατdγ
M1,M3
= (gβa + gadτ
d
β )(g
eagfe,ατ
f
γ ) + gγdτ
d
α,β + (σdeτ
e
β),ατ
d
γ
M1
= gβag
eagfe,ατ
f
γ + τ
d
βgfd,ατ
f
γ − σdeτ eγτdα,β + σde,ατ eβτdγ + σdeτ eβ,ατdγ
M1
= −σahτhβ geagfe,ατ fγ + τdβgfd,ατ fγ + σde,ατ eβτdγ + σdeτdγ (τ eβ,α − τ eα,β)
M3
= −σahτhβ geagfe,ατ fγ − σdeτdγ gfeghf,ατhβ + (gde,α + σde,α)τdγ τ eβ .
Summing up, for the x˙ component, using M1 and M3 we get
(gde,α + σde,α)τ
d
γ τ
e
β − σahτhβ geagfe,ατ fγ − σdeτdγ gfeghf,ατhβ . (2.43)
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Now using M2 we have
(gde,α + σde,α)τ
d
γ τ
e
β − σahτhβ geagfe,ατ fγ − σdeτdγ gfeghf,ατhβ
M2
= (gde,α + σde,α)τ
d
γ τ
e
β − σahτhβ
1
2
σea(σde,α + gde,α)τ
d
γ − σdeτdγ
1
2
σfe(σhf,α + ghf,α)τ
h
β
= (gde,α + σde,α)τ
d
γ τ
e
β −
1
2
(σdh,α + gdh,α)τ
d
γ τ
h
β −
1
2
(σhd,α + ghd,α)τ
h
β τ
d
γ = 0 .
That is, using all M1, M2 and M3 we get that the Helmholtz condition (2.29)αβ vanishes.
Equation (2.30) vanishes identically for indices ab and αb:
(2.30)ab =
∂2F˜a
∂θb∂qk
q˙k +
∂2F˜a
∂θb∂q˙k
q¨k − ∂F˜a
∂q˙k
∂Φ˜r
∂θb
W˜ kr − ∂
2F˜b
∂θa∂qk
q˙k − ∂
2F˜b
∂θa∂q˙k
q¨k +
∂F˜b
∂q˙k
∂Φ˜r
∂θa
W˜ kr = 0 ,
(2.30)αb =
∂2F˜α
∂θb∂qk
q˙k +
∂2F˜α
∂θb∂q˙k
q¨k − ∂F˜α
∂q˙k
∂Φ˜r
∂θb
W˜ kr − ∂
2F˜b
∂xα∂qk
q˙k − ∂
2F˜b
∂xα∂q˙k
q¨k +
∂F˜b
∂q˙k
∂Φ˜r
∂xα
W˜ kr
= − ∂
2F˜b
∂xα∂xγ
x˙γ − ∂
2F˜b
∂xα∂q˙k
q¨k +
∂F˜b
∂q˙k
(
∂Φ˜ν
∂xα
W˜ kν +
∂Φ˜d
∂xα
W˜ kd
)
= − ∂
2F˜b
∂xα∂xγ
x˙γ − ∂
2F˜b
∂xα∂q˙k
q¨k +
(
C˜bγW˜
γν + C˜bcW˜
cν
) ∂Φ˜ν
∂xα
+
(
C˜bγW˜
γd + C˜bcW˜
cd
) ∂Φ˜d
∂xα
= − ∂
2F˜b
∂xα∂xγ
x˙γ − ∂
2F˜b
∂xα∂x˙γ
x¨γ − ∂
2F˜b
∂xα∂θ˙c
θ¨c +
∂Φ˜b
∂xα
= −(gνb + gbcτ cν),αγ x˙ν x˙γ − gbc,αγ x˙γ θ˙c − (gγb + gbcτ cγ)x¨γ − gbc,αθ¨c +
∂Φ˜b
∂xα
(2.36)
= 0 .
For indices αβ Equation (2.30) vanishes using M1, M2 and M3 or alternatively for one degree of
underactuation, since it is symmetric in α and β :
(2.30)αβ =
∂2F˜α
∂xβ∂xγ
x˙γ +
∂2F˜α
∂xβ∂q˙k
v˙k − ∂
2F˜β
∂xα∂xγ
x˙γ − ∂
2F˜β
∂xα∂q˙k
v˙k
−∂F˜α
∂q˙k
∂Φ˜r
∂xβ
W˜ kr +
∂F˜β
∂q˙k
∂Φ˜r
∂xα
W˜ kr
M1
= (gαb + gabτ
a
α),βγ θ˙
bx˙γ + (gαν + gαaτ
a
ν + gνaτ
a
α + gabτ
a
ατ
b
ν + σabτ
a
ατ
b
ν),βγ x˙
ν x˙γ
+(gαb + gabτ
a
α),β θ¨
b + (gαγ + gαaτ
a
γ + gγaτ
a
α + gabτ
a
ατ
b
γ + σabτ
a
ατ
b
γ),βx¨
γ
−(gβb + gabτaβ ),αγ θ˙bx˙γ − (gβν + gβaτaν + gνaτaβ + gabτaβ τ bν + σabτaβ τ bν),αγ x˙ν x˙γ
−(gβb + gabτaβ ),αθ¨b − (gβγ + gβaτaγ + gγaτaβ + gabτaβ τ bγ + σabτaβ τ bγ),αx¨γ
−∂Φα
∂xβ
− τ cα
∂Φ˜c
∂xβ
+
∂Φβ
∂xα
+ τ cβ
∂Φ˜c
∂xα
(2.36),(2.38)
= (gαb + gabτ
a
α),βγ θ˙
bx˙γ + (gαν + gαaτ
a
ν + gνaτ
a
α + gabτ
a
ατ
b
ν + σabτ
a
ατ
b
ν),βγ x˙
ν x˙γ
+(gαb + gabτ
a
α),β θ¨
b + (gαγ + gαaτ
a
γ + gγaτ
a
α + gabτ
a
ατ
b
γ + σabτ
a
ατ
b
γ),βx¨
γ
−(gβb + gabτaβ ),αγ θ˙bx˙γ − (gβν + gβaτaν + gνaτaβ + gabτaβ τ bν + σabτaβ τ bν),αγ x˙ν x˙γ
−(gβb + gabτaβ ),αθ¨b − (gβγ + gβaτaγ + gγaτaβ + gabτaβ τ bγ + σabτaβ τ bγ),αx¨γ
−(gαν,ηβx˙ηx˙ν + gαa,νβx˙ν θ˙a + gαν,βx¨ν + gαa,β θ¨a)
2.4. Application of Helmholtz conditions to control theory 69
+(gβν,ηαx˙
ηx˙ν + gβa,ναx˙
ν θ˙a + gβν,αx¨
ν + gβa,αθ¨
a)
−τ cα(gνc,γβ + (gcbτ bν),βγ)x˙ν x˙γ − τ cαgcb,γβx˙γ θ˙b
−τ cα(gγc,β + gcb,βτ bγ + gcbτ bγ,β)x¨γ − τ cαgcb,β θ¨b
+τ cβ(gνc,γα + (gcbτ
b
ν),αγ)x˙
ν x˙γ + τ cβgcb,γαx˙
γ θ˙b
+τ cβ(gγc,α + gcb,ατ
b
γ + gcbτ
b
γ,α)x¨
γ + τ cβgcb,αθ¨
b .
The θ¨ component becomes
(gαb + gcbτ
c
α),β θ¨
b − (gβb + gcbτ cβ),αθ¨b − gαb,β θ¨b + gβb,αθ¨b − τ cαgcb,β θ¨b + τ cβgcb,αθ¨b = gcb(τ cα,β − τ cβ,α)θ¨b .
The x¨ component becomes
(gαγ + gαaτ
a
γ + gγaτ
a
α + gabτ
a
ατ
b
γ + σabτ
a
ατ
b
γ),βx¨
γ − (gβγ + gβaτaγ + gγaτaβ + gabτaβ τ bγ + σabτaβ τ bγ),αx¨γ
−gαγ,βx¨γ + gβγ,αx¨γ − τ cα(gγc,β + gcb,βτ bγ + gcbτ bγ,β)x¨γ + τ cβ(gγc,α + gcb,ατ bγ + gcbτ bγ,α)x¨γ
= gαa,βτ
a
γ + gαaτ
a
γ,β + gγaτ
a
α,β + gabτ
b
γτ
a
α,β + (σabτ
a
ατ
b
γ)β
−gβa,ατaγ − gβaτaγ,α − gγaτaβ,α − gabτ bγτaβ,α − (σabτaβ τ bγ)α
= (gαaτ
a
γ )β + gγaτ
a
α,β + gabτ
b
γτ
a
α,β + (σabτ
a
ατ
b
γ)β − (gβaτaγ )α − gγaτaβ,α − gabτ bγτaβ,α − (σabτaβ τ bγ)α
M1
= (gγc + gcbτ
b
γ)(τ
c
α,β − τ cβ,α)x¨γ .
The θ˙x˙ component becomes
(gαb + gabτ
a
α),βγ θ˙
bx˙γ − (gβb + gabτaβ ),αγ θ˙bx˙γ − gαb,γβx˙γ θ˙b
+gβb,γαx˙
γ θ˙b − τ cαgcb,γβx˙γ θ˙b + τ cβgcb,γαx˙γ θ˙b
= (gabτ
a
α),βγ θ˙
bx˙γ − (gabτaβ ),αγ θ˙bx˙γ − τ cαgcb,γβx˙γ θ˙b + τ cβgcb,γαx˙γ θ˙b
=
(
gca,γ(τ
c
α,β − τ cβ,α) + (gcaτ cα,γ),β − (gcaτ cβ,γ),α
)
θ˙ax˙γ
M3
= gca,γ(τ
c
α,β − τ cβ,α)θ˙ax˙γ ,
where in the last equality we have used M3 in the following way:
−(gcaτ cβ,γ),α + (gcaτ cα,γ),β M3= −(gcaτ cγ,β + gcagcdged,βτ eγ ),α + (gcaτ cγ,α + gcagcdged,ατ eγ ),β
= −(gca,ατ cγ,β + gcaτ cγ,βα + gea,βατ eγ + gea,βτ eγ,α)
+gca,βτ
c
γ,α + gcaτ
c
γ,αβ + gea,αβτ
e
γ + gea,ατ
e
γ,β = 0 .
Finally the x˙x˙ component becomes
(gαν + gαaτ
a
ν + gνaτ
a
α + gabτ
a
ατ
b
ν + σabτ
a
ατ
b
ν),βγ x˙
ν x˙γ
−(gβν + gβaτaν + gνaτaβ + gabτaβ τ bν + σabτaβ τ bν),αγ x˙ν x˙γ
−gαν,γβx˙γ x˙ν + gβν,γαx˙γ x˙ν − τ cα(gνc,γβ + (gcbτ bν),βγ)x˙ν x˙γ + τ cβ(gνc,γα + (gcbτ bν),αγ)x˙ν x˙γ
= (gabτ
b
ν),βτ
a
α,γ + (gabτ
b
ν),γτ
a
α,β + gabτ
b
ντ
a
α,βγ + (gαaτ
a
ν ),βγ + gνa,βτ
a
α,γ + gνa,γτ
a
α,β + gνaτ
a
α,βγ
+(σabτ
a
ατ
b
ν),βγ − (gabτ bν),ατaβ,γ − (gabτ bν),γτaβ,α − gabτ bντaβ,αγ − (gβaτaν ),αγ − gνa,ατaβ,γ − gνa,γτaβ,α
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−gνaτaβ,αγ − (σabτaβ τ bν),αγ
= gabτ
b
ντ
a
α,βγ − gabτ bντaβ,αγ + gνa,βτaα,γ + gνa,γτaα,β + gνaτaα,βγ − gνa,ατaβ,γ − gνa,γτaβ,α − gνaτaβ,αγ
+(gabτ
b
ν),βτ
a
α,γ + (gabτ
b
ν),γτ
a
α,β − (gabτ bν),ατaβ,γ − (gabτ bν),γτaβ,α
= (gνa,γ + (gabτ
b
ν),γ)(τ
a
α,β − τaβ,α)
+gabτ
b
ντ
a
α,βγ − gabτ bντaβ,αγ + gνa,βτaα,γ + gνaτaα,βγ − gνa,ατaβ,γ − gνaτaβ,αγ
+(gabτ
b
ν),βτ
a
α,γ − (gabτ bν),ατaβ,γ ,
and adding all of the components we get
(2.30)αβ = gcb(τ
c
α,β − τ cβ,α)θ¨b + (gγc + gcbτ bγ)(τ cα,β − τ cβ,α)x¨γ + gca,γ(τ cα,β − τ cβ,α)θ˙ax˙γ
+(gνa,γ + (gabτ
b
ν),γ)(τ
a
α,β − τaβ,α)x˙ν x˙γ
+(gabτ
b
ντ
a
α,βγ − gabτ bντaβ,αγ + gνa,βτaα,γ + gνaτaα,βγ − gνa,ατaβ,γ − gνaτaβ,αγ
+(gabτ
b
ν),βτ
a
α,γ − (gabτ bν),ατaβ,γ)x˙ν x˙γ
= Φ˜c(τ
c
α,β − τ cβ,α) + (gabτ bντaα,βγ − gabτ bντaβ,αγ + gνa,βτaα,γ + gνaτaα,βγ − gνa,ατaβ,γ − gνaτaβ,αγ
+(gabτ
b
ν),βτ
a
α,γ − (gabτ bν),ατaβ,γ)x˙ν x˙γ =: Φ˜c(τ cα,β − τ cβ,α) +Rx˙ν x˙γ .
Next we will show that the term Rx˙ν x˙γ vanishes using M1, M2 and M3. First we compute some
expressions that we will need. We will consistently omit writing the term x˙ν x˙γ but will take it into
account and cancel any symmetric terms in ν and γ. From M2 we get σab,β = −gab,β + 2σbegedgad,β
and therefore
(gab − σab),β = 2gab,β − 2σbegedgad,β . (2.44)
Using gda,α = −geagdhgeh,α we get
(gdaged,ατ
e
γ ),β − (gdaged,βτ eγ ),α = gda(ged,αβτ eγ + ged,ατ eγ,β − ged,βατ eγ − ged,βτ eγ,α)
+gda,β ged,ατ
e
γ − gda,α ged,βτ eγ
= gda(ged,ατ
e
γ,β − ged,βτ eγ,α)− geagdhgeh,βgkd,ατkγ
+geagdhgeh,αgkd,βτ
k
γ ,
and therefore we have
(gab − σab)τ bν
(
(gdaged,ατ
e
γ ),β − (gdaged,βτ eγ ),α
)
= (gab − σab)τ bν
(
gda(ged,ατ
e
γ,β − ged,βτ eγ,α)− geagdhgeh,βgkd,ατkγ + geagdhgeh,αgkd,βτkγ
)
= gabτ
b
νg
da(ged,ατ
e
γ,β − ged,βτ eγ,α)− gabτ bνgeagdhgeh,βgkd,ατkγ + gabτ bνgeagdhgeh,αgkd,βτkγ
−σabτ bν(gda(ged,ατ eγ,β − ged,βτ eγ,α)− geagdhgeh,βgkd,ατkγ + geagdhgeh,αgkd,βτkγ )
= τdν (ged,ατ
e
γ,β − ged,βτ eγ,α)− τ eνgdhgeh,βgkd,ατkγ + τ eνgdhgeh,αgkd,βτkγ
−σabτ bν(gda(ged,ατ eγ,β − ged,βτ eγ,α)− geagdhgeh,βgkd,ατkγ + geagdhgeh,αgkd,βτkγ )
= τdν (ged,ατ
e
γ,β − ged,βτ eγ,α)− σabτ bνgdaged,ατ eγ,β + σabτ bνgdaged,βτ eγ,α
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+σabτ
b
νg
eagdhgeh,βgkd,ατ
k
γ − σabτ bνgeagdhgeh,αgkd,βτkγ
M2
= τdν (ged,ατ
e
γ,β − ged,βτ eγ,α)−
1
2
σabτ
b
νσ
da(σed,α + ged,α)τ
e
γ,β +
1
2
σabτ
b
νσ
da(σed,β + ged,β)τ
e
γ,α
+
1
4
σabτ
b
νσ
ea(σeh,β + geh,β)σ
dh(σkd,α + gkd,α)τ
k
γ −
1
4
σabτ
b
νσ
ea(σeh,α + geh,α)σ
dh(σkd,β + gkd,β)τ
k
γ
= τdν (ged,ατ
e
γ,β − ged,βτ eγ,α)−
1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α
+
1
4
τ eν (σeh,β + geh,β)σ
dh(σkd,α + gkd,α)τ
k
γ −
1
4
τ eν (σeh,α + geh,α)σ
dh(σkd,β + gkd,β)τ
k
γ
= τdν (ged,ατ
e
γ,β − ged,βτ eγ,α)−
1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α . (2.45)
We will also use
−2σbegedgad,βτ bνghagkh,ατkγ + 2σbegedgad,ατ bνghagkh,βτkγ
M2
= −1
2
σbeσ
ed(σad,β + gad,β)τ
b
νσ
ha(σkh,α + gkh,α)τ
k
γ +
1
2
σbeσ
ed(σad,α + gad,α)τ
b
νσ
ha(σkh,β + gkh,β)τ
k
γ
= −1
2
(σab,β + gab,β)τ
b
νσ
ha(σkh,α + gkh,α)τ
k
γ +
1
2
(σab,α + gab,α)τ
b
νσ
ha(σkh,β + gkh,β)τ
k
γ = 0 . (2.46)
Now we will finally check that R vanishes using M1, M2 and M3. Recall that in the computation
below we omit the term x˙ν x˙γ :
R = ((gabτ
b
ν + gνa)τ
a
α,γ),β − ((gabτ bν + gνa)τaβ,γ),α
M1
= ((gab − σab)τ bντaα,γ),β − ((gab − σab)τ bντaβ,γ),α
M3
= ((gab − σab)τ bν(τaγ,α + gdaged,ατ eγ )),β − ((gab − σab)τ bν(τaγ,β + gdaged,βτ eγ )),α
= (gab − σab),βτ bν(τaγ,α + gdaged,ατ eγ ) + (gab − σab)τ bν,β(τaγ,α + gdaged,ατ eγ )
+(gab − σab)τ bν(τaγ,α + gdaged,ατ eγ ),β − (gab − σab),ατ bν(τaγ,β + gdaged,βτ eγ )
−(gab − σab)τ bν,α(τaγ,β + gdaged,βτ eγ )− (gab − σab)τ bν(τaγ,β + gdaged,βτ eγ ),α
= (gab − σab),βτ bν(τaγ,α + gdaged,ατ eγ ) + (gab − σab)τ bν,β(gdaged,ατ eγ )
+(gab − σab)τ bν(gdaged,ατ eγ ),β − (gab − σab),ατ bν(τaγ,β + gdaged,βτ eγ )
−(gab − σab)τ bν,α(gdaged,βτ eγ )− (gab − σab)τ bν(gdaged,βτ eγ ),α
(2.44),(2.45)
= 2gab,βτ
b
ντ
a
γ,α − 2σbegedgad,βτ bντaγ,α + 2gab,βτ bνgdaged,ατ eγ − 2σbegedgad,βτ bνgdaged,ατ eγ
−2gab,ατ bντaγ,β + 2σbegedgad,ατ bντaγ,β − 2gab,ατ bνgdaged,βτ eγ + 2σbegedgad,ατ bνgdaged,βτ eγ
+τdν,βged,ατ
e
γ − σabτ bν,βgdaged,ατ eγ − τdν,αged,βτ eγ + σabτ bν,αgdaged,βτ eγ
+τdν (ged,ατ
e
γ,β − ged,βτ eγ,α)−
1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α
= −2σbegedgad,βτ bντaγ,α + 2gab,βτ bνgdaged,ατ eγ − 2σbegedgad,βτ bνgdaged,ατ eγ
+2σbeg
edgad,ατ
b
ντ
a
γ,β − 2gab,ατ bνgdaged,βτ eγ + 2σbegedgad,ατ bνgdaged,βτ eγ
−σabτ bν,βgdaged,ατ eγ + σabτ bν,αgdaged,βτ eγ −
1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α
= −2σbegedgad,βτ bντaγ,α − 2σbegedgad,βτ bνgdaged,ατ eγ + 2σbegedgad,ατ bντaγ,β
+2σbeg
edgad,ατ
b
νg
daged,βτ
e
γ − σabτ bν,βgdaged,ατ eγ + σabτ bν,αgdaged,βτ eγ
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−1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α
(2.46)
= −2σbegedgad,βτ bντaγ,α + 2σbegedgad,ατ bντaγ,β − σabτ bν,β(gdaged,ατ eγ ) + σabτ bν,α(gdaged,βτ eγ )
−1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α
M2
= −σbeσed(σad,β + gad,β)τ bντaγ,α + σbeσed(σad,α + gad,α)τ bντaγ,β
−1
2
σabτ
b
ν,βσ
da(σed,α + ged,α)τ
e
γ +
1
2
σabτ
b
ν,ασ
da(σed,β + ged,β)τ
e
γ
−1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α
= −(σab,β + gab,β)τ bντaγ,α + (σab,α + gab,α)τ bντaγ,β −
1
2
τ bν,β(σeb,α + geb,α)τ
e
γ
+
1
2
τ bν,α(σeb,β + geb,β)τ
e
γ −
1
2
τdν (σed,α + ged,α)τ
e
γ,β +
1
2
τdν (σed,β + ged,β)τ
e
γ,α = 0 .
2.4.2 Arbitrary dimension under assumptions SM1, SM2 and one degree of un-
deractuation
Recall that as mentioned at the beginning of Section 2.4, when solving the Helmholtz conditions we
have used the Legendre transformation of the controlled Lagragian Lτ,σ. The Helmholtz conditions
guarantee the existence of a Lagrangian with the same Legendre transformation as the controlled
Lagrangian which we have used but the potential energy terms need not coincide. Therefore we
consider controlled Lagrangians of the form L˜τ,σ = Kτ,σ − V˜ (xα, θa) with arbitrary V˜ .
Since in this section we deal with systems with one degree of underactuation, we will now use the
notation τ cα = τ
c
1 =: τ
c and also use a ′ intead of ,1 to denote derivative with respect to x1 =: x.
Theorem 2.4.1. Under assumptions SM1, SM2 and one degree of underactuation, there is a controlled
Lagrangian L˜τ,σ such that the Euler-Lagrange equations for L˜τ,σ are equivalent to the controlled Euler-
Lagrange equations for L if τa satisfies the ODE system
2τag1eg
ecg′1c + 2τ
ag1e(τ
e)′ − τag′11 + 2g11(τa)′ − 2g1cgdcgd1(τa)′ − 2g1cτ c(τa)′ = 0 , (2.47)
for all a = 2, . . . , n . In the particular case when dim(Q) = 2 we obtain the new solution
τ(x) = k
√
g11(x)g22 − g12(x)2 , (2.48)
where k is an arbitrary constant. Notice that one degree of underactuation implies that SM4 holds and
therefore we are providing an alternative to the solution given by SM3.
Proof. From the previous computations we can see that Equation (2.30) vanishes identically since
the assumption of one degree of underactuation implies that Equation (2.30)αβ is void and also that
Equation (2.29) vanishes for indices ab, aβ, and αb. Now under assumption SM1, that is σab = σgab
for some constant σ, we compute Equation (2.29) for indices αβ, which are just α = β = 1. This gives
an ODE system as an extra solution, alternative to M1.
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Indeed, the θ˙ components (2.42) vanish identically using that (gab) is constant and α = β = η.
Imposing that the x˙ component vanishes we get
0 = −
(
τ c − (g1dτd + σadτaτd)A11g1egec
)(
g′1c + g
′
1c + (gcdτ
d)′ + (gcdτd)′
)
x˙
−
(
δ11 + (g1dτ
d + σadτ
aτd)A11
)
(g′11 + g
′
11 − g′11)x˙
+(g11 + g1dτ
d + g1dτ
d + gdeτ
dτ e + σedτ
eτd)′x˙
= −
(
τ c − (g1dτd + σadτaτd)A11g1egec
)(
2g′1c + 2(gcdτ
d)′
)
x˙
−g′11x˙−
(
(g1dτ
d + σadτ
aτd)A11
)
g′11x˙+ g
′
11x˙+ (2g1dτ
d + gdeτ
dτ e + σedτ
eτd)′x˙
= −τ c
(
2g1c,1 + 2(gcdτ
d)′
)
x˙+ (g1dτ
d + σadτ
aτd)A11g1eg
ec
(
2g′1c + 2(gcdτ
d)′
)
x˙
−
(
(g1dτ
d + σadτ
aτd)A11
)
g′11x˙+ (2g1dτ
d + gdeτ
dτ e + σedτ
eτd)′x˙
= −τ c
(
2g′1c + 2(gcdτ
d)′
)
x˙+ (g1dτ
d + σadτ
aτd)A11g1eg
ec
(
2g′1c + 2(gcdτ
d)′
)
x˙
−
(
(g1dτ
d + σadτ
aτd)A11
)
g′11x˙+ (2g
′
1dτ
d + 2g1d(τ
d)′ + g′deτ
dτ e + gde(τ
d)′τ e + gdeτd(τ e)′)x˙
+(σedτ
eτd)′x˙
= (g1dτ
d + σadτ
aτd)A11g1eg
ec
(
2g′1c + 2(gcdτ
d)′
)
x˙
−
(
(g1dτ
d + σadτ
aτd)A11
)
g′11x˙+ (2g1d(τ
d)′ + σed(τ e)′τd + σedτ e(τd)′)x˙
= A11
(
(g1d + σadτ
a)τd
(
g1eg
ec
(
2g′1c + 2gcd(τ
d)′
)
− g′11
)
+ 2A11(g1d(τ
d)′ + σed(τ e)′τd)
)
= A11
(
(g1d + σadτ
a)τd
(
g1eg
ec
(
2g′1c + 2gcd(τ
d)′
)
− g′11
)
+ 2 (g1d + σdaτ
a) (τd)′A11
)
= A11(g1d + σadτ
a)
(
τd
(
g1eg
ec
(
2g′1c + 2gcd(τ
d)′
)
− g′11
)
+ 2(τd)′A11
)
= A11(g1d + σadτ
a)
(
2τdg1eg
ecg′1c + 2τ
dg1e(τ
e)′ − τdg′11 + 2g11(τd)′ − 2g1cgecge1(τd)′ − 2g1cτ c(τd)′
)
.
Therefore we have the two solutions M1 and
2τag1eg
ecg′1c + 2τ
ag1e(τ
e)′ − τag′11 + 2g11(τa)′ − 2g1cgdcgd1(τa)′ − 2g1cτ c(τa)′ = 0 ,
for each a = 2, . . . , n. Notice that in the case when dim(Q) = 2 the system (2.47) becomes
g22(2g12g
′
12τ − g′11g22τ + 2g11g22τ ′ − 2g212τ ′) = 0 ,
and the solution is given by
τ(x) = k
√
g11(x)g22 − g12(x)2 ,
where k is an arbitrary constant.
Proposition 2.4.2. Under the assumptions of Theorem 2.4.1 and using the new solution given by
(2.47) we have that the control (2.32) is independent of velocities.
Proof. Indeed we have that the equations Φ˜1 = 0 and Φ˜a = 0 are given by
g11x¨+ g1aθ¨
a = −1
2
g′11x˙
2 − V ′ ,
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(g1a + gabτ
b)x¨+ gabθ¨
b = −(g′1a + gab(τ b)′)x˙2 .
Therefore, since C˜ is regular we have
x¨ = A11
(
−1
2
g′11x˙
2 + g1dg
deg′1ex˙
2 + g1d(τ
d)′x˙2 − V ′
)
(2.49)
and the control (2.32) is given by
ua = −gab(τ b)′x˙2 − gabτ bA11
(
−1
2
g′11x˙
2 + g1dg
deg′1ex˙
2 + g1d(τ
d)′x˙2 − V ′
)
= gabτ
bA11V ′ ,
where in the last equality we have used that A11 = g11 − g1fgef (ge1 + gedτd) is nonvanishing in order
to get
−A11gab(τ b)′ − gabτ b
(
−1
2
g′11 + g1dg
deg′1e + g1d(τ
d)′
)
= −g11gab(τ b)′ + g1fgef (ge1 + gedτd)gab(τ b)′ + 1
2
g′11gabτ
b − g1dgdeg′1egabτ b − g1d(τd)′gabτ b
= gab
(
−g11(τ b)′ + g1fgefge1(τ b)′ + g1dτd(τ b)′ + 1
2
g′11τ
b − τ bg1dgdeg′1e − g1dτ b(τd)′
)
(2.47)
= 0 .
Example 2.4.3 (Inverted pendulum on a cart). Consider again the inverted pendulum on a cart
introduced in Example 2.3.4.1. We will now provide a new stabilizing control using the solution
provided by Theorem 2.4.1. We will now denote the coordinates of the system by (x, s) instead of
(φ, s). The upright position of the pendulum corresponds to x = 0.
Recall that the Lagrangian is given by
L =
1
2
(
αx˙2 + 2βs˙x˙ cos(x) + γs˙2
)
+ d cos(x) ,
where α = ml2, β = ml, γ = m+M and d = −mgl are constants.
If we choose the solution provided by (2.48), that is,
τ(x) = k
√
αγ − β2 cos2(x) ,
then we obtain the control
u = −g22(x)
(
x˙2τ ′(x) + τ(x)x¨
)
= −γk
(
αγx¨+ β2 cos(x)
(
x˙2 sin(x)− x¨ cos(x)))√
αγ − β2 cos2(x) .
The controlled Euler -Lagrange equations are
Φ˜1 = αx¨+ βs¨ cos(x) + d sin(x) = 0 ,
Φ˜2 =
γk
(
αγx¨+ β2 cos(x)
(
x˙2 sin(x)− x¨ cos(x)))√
αγ − β2 cos2(x)
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+βx¨ cos(x)− βx˙2 sin(x) + γs¨ = 0 .
Using the first equation to eliminate s¨ from the second one we obtain
x¨
(
γk
√
αγ − β2 cos2(x)− αγ sec(x)
β
+ β cos(x)
)
+βx˙2 sin(x)
(
βγk cos(x)√
αγ − β2 cos2(x) − 1
)
− dγ tan(x)
β
= 0 .
Using this last expression we can eliminate the accelerations from the control which becomes
u = − dγ
2k sin(x)
√
αγ − β2 cos2(x)
βγk cos(x)
√
αγ − β2 cos2(x)− αγ + β2 cos2(x) . (2.50)
We will now check the stability of the upright position of the pendulum with this control. To
this end we will use the energy function corresponding to the new Lagrangian L˜τ,σ (with the same
Legendre transformation as Lτ,σ but a possibly different potential energy term, as remarked above).
When written in explicit form, the controlled Euler-Lagrange equations become
x¨ =
sin(x)
(
dγ(β2 cos2(x)−αγ)
−βγk cos(x)
√
αγ−β2 cos2(x)+αγ−β2 cos2(x) − β
2x˙2 cos(x)
)
αγ − β2 cos2(x) =: F , (2.51)
s¨ = sin(x)
− αdγ2k√
αγ − β2 cos2(x)
(
βγk cos(x)
√
αγ − β2 cos2(x)− αγ + β2 cos2(x)
)
+
βd cos(x)
αγ − β2 cos2(x) +
αβx˙2
αγ − β2 cos2(x)
)
=: G . (2.52)
We can write the new Lagrangian as
L˜τ,σ =
1
2
(
g˜11(x)x˙
2 + 2g˜12(x)x˙s˙+ g˜22s˙
2
)− V˜ (x, s) ,
where
g˜11(x) = γk
2(σ + 1)
(
αγ − β2 cos2(x))+ 2βk cos(x)√αγ − β2 cos2(x) + α ,
g˜12(x) = γk
√
αγ − β2 cos2(x) + β cos(x) ,
g˜22 = γ .
Then the equivalence conditions (1.13) are
−g˜11F − g˜12G = ∂g˜11
∂x
x˙2 +
∂g˜12
∂x
s˙x˙−
(
1
2
∂g˜11
∂x
x˙2 +
∂g˜12
∂x
s˙x˙+
∂V˜
∂x
)
,
−g˜21F − g˜22G = ∂g˜21
∂x
x˙2 − ∂V˜
∂s
,
from where we get
∂V˜
∂x
= − d
(
γ2k2σ + 1
)
sin(x)
(
αγ − β2 cos2(x))
βγk cos(x)
√
αγ − β2 cos2(x)− αγ + β2 cos2(x) ,
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∂V˜
∂s
= 0 .
Now we impose conditions so that the new multiplier matrix (g˜ij) will be positive-definite. If we
introduce the notation
D = g11g22 − g212 and D˜ = g˜11g˜22 − g˜212 ,
then we have D˜ = D + σ(g22τ)
2, and therefore we need to choose σ > −D
(g22τ)2
= −1
γ2k2
. We also need
g˜11 > 0, for which it is enough to take τ >
−2g12
g22(1+σ)
. Therefore it is enough to choose σ > 0 and k > 0.
On the other hand, looking at ∂V˜ /∂x , notice that we have
d < 0, αγ − β2 cos2(x) > 0 and γ2k2σ + 1 > 0
from the previous choice. Then, in order to get a positive-definite potential energy, we need to impose
βγk cos(x)
√
αγ − β2 cos2(x)− αγ + β2 cos2(x) > 0 ,
which, taking x ∈ (−pi2 , pi2 ), reduces to
k >
αγ − β2 cos2(x)
βγ cos(x)
√
αγ − β2 cos2(x) , (2.53)
(but stability of x = 0 is guaranteed with k > αγ−β
2
βγ
√
αγ−β2 ).
Summing up, we can choose σ to guarantee that the new kinetic energy is positive-definite and
we can choose the constant k in the control to guarantee that the potential energy is positive-definite.
Then the energy is a Lyapunov function for (2.51)-(2.52). Notice that the requirement (2.53) corre-
sponds to A11 < 0.
0 5 10
−2
−1
0
1
2
t
x
0 5 10
−30
−20
−10
0
10
t
s
0 5 10
−10
−5
0
5
10
t
dx
 / 
dt
0 5 10
−20
−10
0
10
t
ds
 / 
dt
Figure 2.7: Simulations for the inverted pendulum on a cart.
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We fix the parameters of the system to be m = 0.14 kg, M = 0.44 kg and l = 0.215 m as in
[21] and take the initial conditions to be φ(0) = pi/2 − 0.2 rad, φ˙(0) = 0.1 rad/s, s(0) = 0 m, and
s˙(0) = −3 m/s, also as in [21]. In Figure 2.7 there is a matlab simulation of this situation with
k = 35.
Remark 2.4.4. The system (2.51)-(2.52) fits into the class of systems dealt with in Section 2.3 and
belongs to Case IIa1 from Douglas’ classification since
Φ22 = dγ
(
2(β2 − αγ) cos(x)
√
αγ − β2 cos2(x)− 2βγk(αγ + β2 cos2(x))
)
6= 0 .
This is the same case as the controlled systems that appear in [21] and Section 2.3 for the example of
the inverted pendulum on a cart.
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Chapter 3
Inverse problem for SODEs on Lie
algebroids
In the nineties of the last century two important contributions showed how Lie algebroids and Lie
groupoids [106] are very useful in order to describe Lagrangian mechanics [103, 165]. From then on,
the benefits of Lie algebroids to describe Lagrangian and Hamiltonian mechanics have become very
clear in the literature, see [51, 113] and references therein. For instance, using the Atiyah algebroid
framework, Lagrange-Poincare´ and Hamilton-Poincare´ equations are naturally obtained [90].
In this chapter we extend the use of Lagrangian submanifolds to geometrically characterize the
inverse problem of the calculus of variations on regular Lie algebroids, giving a different approach
from [131] and extending the results for Lie algebras described in [45]. On Lie algebroids the role of
the SODE (second order differential equation) is played by a SODE section [51, 113]. Locally, the
system x¨i = Γi(x, x˙) is replaced by
x˙i = ρiα(x)y
α and y˙α = Γα(x, y) ,
where (xi, yα) are local coordinates on a Lie algebroid E. The inverse problem on Lie algebroids poses
the same question as the classical inverse problem [84, 148, 161]. When is the above system equivalent
to the Euler-Lagrange equations for some regular Lagrangian? More precisely, when is it possible to
find a nondegenerate matrix of multipliers (gαβ(x, y)) such that
gαβ(y˙
α − Γα) = d
dt
(
∂L
∂yβ
)
− ρiβ
∂L
∂xi
+ Cγβνy
ν ∂L
∂yγ
has a regular solution L?
Lie algebroids as a concept unifying tangent bundles and Lie algebras have deserved a lot of
interest in the last years [103, 113, 163]. For instance, many mechanical systems are not defined on
tangent bundles but on quotients by a symmetry Lie group, and then the equations of motion are
not the standard Euler-Lagrange equations but the so-called Lagrange-Poincare´ equations. In many
interesting cases it is simpler to analyze the reduced equations instead of the original equations. This
is why studying the possible variational origin of the reduced equations can be a problem of great
interest. If the reduced equations admit a Lagrangian formulation, then automatically the unreduced
ones are also variational in the classical sense, but not conversely. Moreover, the equations of motion
often appear in a reduced version and, using our methods, it is possible to analyze the existence of
a possible Lagrangian formulation on the Lie algebroid setting. We expect that these results will be
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useful for developing methods for the stabilization of controlled mechanical systems with symmetry
based on the techniques of controlled Lagrangians introduced in Chapter 2 and then to use energy
methods to find control gains that yield closed-loop stability (see [21, 57]).
This chapter is organized as follows. In Section 3.1 we give the necessary background on the
theory of Lie algebroids, including prolongations of Lie algebroids, the Tulczyjew isomorphism and
symplectic Lie algebroids. In Section 3.2 we discuss the lack of the Poincare´ Lemma for the differential
associated to general Lie algebroids and give a characterization of locally exact sections of the dual
of a regular Lie algebroid. This is a key lemma in Section 3.3.2. In Section 3.3.1 we review the
derivation of the Euler-Lagrange equations on a Lie algebroid in the way given in [113]. In Section
3.3.2 we identify the insufficiency of the Helmholtz conditions as the lack of the Poincare´ Lemma and
give a characterization of the variationality of a SODE on a regular Lie algebroid using Lemma 3.2.3.
We also give a generalization to SODEs on regular Lie algebroids of Crampin’s characterization for
SODEs on tangent bundles [43] weakening the notion of variationality and we include an example of a
SODE on a Lie algebroid that is not variational but satisfies the Helmholtz conditions. In Section 3.4
we study how morphisms of Lie algebroids treat the variational condition for SODE sections. This
generalizes with an intrinsic proof results in [45] about the inverse problem on a Lie group and the
corresponding reduced inverse problem on the Lie algebra. An interesting application appears in
Section 3.5 where the inverse problem on Atiyah algebroids is considered, including some illustrative
examples. In Section 3.6 we give the equivalence between the Helmholtz conditions derived in this
chapter and the Helmholtz conditions given in [45] for Lie algebras and in [131] for Lie algebroids.
Note that in the last paper the insufficiency of the Helmholtz conditions is not discussed.
3.1 Background on Lie algebroids
In this section we give the background on the theory of Lie algebroids that will be needed later on.
This includes prolongations of Lie algebroids, the Tulczyjew isomorphism for Lie algebroids, symplectic
Lie algebroids and Lagrangian submanifolds. For further details we refer the reader to [51, 106] and
references therein.
Definition 3.1.1. A Lie algebroid is a vector bundle τ : E −→M together with a morphism of vector
bundles ρ : E −→ TM , called the anchor map, and a Lie bracket [·, ·] in Γ(E), the C∞(M)-module of
sections of E, satisfying the Leibniz rule
[X, fY ] = ρ(X)(f)Y + f [X,Y ] for all X,Y ∈ Γ(E) and f ∈ C∞(M) .
Note that the notion of Lie algebroid is, in particular, a generalization of tangent bundles and Lie
algebras.
Let (xi) denote local coordinates on M and {e1, . . . , en} be a basis of local sections of E. With
respect to this basis, the structure functions ρiα and C
γ
αβ of the Lie algebroid are functions on M
defined by
ρ(eα) = ρ
i
α
∂
∂xi
and [eα, eβ] = C
γ
αβeγ . (3.1)
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Since the anchor map ρ is a Lie algebra morphism, that is [ρ(eα), ρ(eβ)] = ρ[eα, eβ], and the Jacobi
identity
∑
(α,β,γ)[eγ , [eα, eβ]] = 0 holds, the structure functions must satisfy the structure equations
ρjα
∂ρiβ
∂xj
− ρjβ
∂ρiα
∂xj
= ρiγC
γ
αβ and
∑
(α,β,γ)
[
ρiα
∂Cνβγ
∂xi
+ CναµC
µ
βγ
]
= 0 .
A Lie algebroid structure in a vector bundle τ : E −→M is equivalent to an exterior differential dE
in the dual vector bundle τ∗ : E∗ −→M , that is, an operator dE : Γ(Λ∗E∗) −→ Γ(Λ∗+1E∗) satisfying
dE ◦ dE = 0 ,
dE(α ∧ β) = dEα ∧ β + (−1)deg(α)α ∧ dEβ ,
where α, β ∈ Γ(Λ∗E∗) and deg(α) denotes the degree of α.
If α ∈ Γ(ΛnE∗), the exterior differential dEα is defined from the bracket and the anchor map by
dEα(e0, . . . , en) =
n∑
i=0
(−1)iρ(ei)α(e0, . . . , êi, . . . , en)
+
∑
i<j
(−1)i+jα([ei, ej ], e0, . . . , êi, . . . , êj , . . . , en) ,
where e0 . . . , en ∈ Γ(E). On the other hand, given an exterior differential dE , the equations
ρ(e)(f) = 〈dEf, e〉 and 〈α, [e1, e2]〉 = ρ(e1)〈α, e2〉 − ρ(e2)〈α, e1〉 − dEα(e1, e2) ,
where α ∈ Γ(E∗), e, e1, e2 ∈ Γ(E) and f ∈ C∞(M), define an anchor map ρ and a Lie bracket of
sections [·, ·] for E.
If {eα} denotes the dual basis to {eα}, then for each f ∈ C∞(M) and θ = θαeα ∈ Γ(E∗) the local
expressions of the corresponding exterior differentials are
dEf =
∂f
∂xi
ρiαe
α and dEθ =
(
∂θγ
∂xi
ρiβ −
1
2
θαC
α
βγ
)
eβ ∧ eγ .
The following definitions will be used in order to introduce Lagrangian submanifolds on Lie alge-
broids later in Section 3.1.2.
Definition 3.1.2. A Lie algebroid morphism is a morphism of vector bundles F : E −→ E′ over
f : M −→ M ′ such that dE((F, f)∗φ′) = (F, f)∗(dE′φ′), for all φ′ ∈ Γ(Λk(E′)∗). A Lie algebroid
epimorphism is a Lie algebroid morphism (F, f) such that f is a surjective submersion and F |Ex : Ex →
E′f(x) is a linear epimorphism for all x ∈M .
Definition 3.1.3. A Lie subalgebroid is a morphism of Lie algebroids j : F −→ E, i : N −→M such
that the pair (j, i) is a monomorphism of vector bundles and i is an injective immersion.
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3.1.1 Prolongations of Lie algebroids
Now we will introduce the prolongation of a Lie algebroid over a smooth map f : M ′ −→ M . This
notion will allow a derivation of the Euler-Lagrange equations without using the Poisson bracket on
the dual of the Lie algebroid (as was done in [165]). This is the analog of the Klein formalism for
tangent bundles [97] and it was given by E. Mart´ınez in [113] for Lie algebroids. We will recall it in
the next section.
In order to guarantee that the following construction is a vector bundle, a constant c is needed
such that
dim
(
ρ(Ef(x′)) + (Tx′f)(Tx′M
′)
)
= c for all x′ ∈M ′. (3.2)
This condition implies that the dimension of the fibers must be constant.
Definition 3.1.4 ([51, 83]). Let (E, [·, ·], ρ) be a Lie algebroid over a manifold M with projection
denoted by τ , and f : M ′ −→M a smooth map satisfying (3.2). The prolongation of E over f is the
Lie algebroid (LfE, [·, ·]f , ρf ) over M ′ with total space
LfE = {(b, v′) ∈ E × TM ′ : ρ(b) = (Tf)(v′)}
and projection τ f : LfE −→ M ′ given by τ f (b, v′) = τM ′(v′). The sections of LfE are of the form
(hi(Xi ◦ f), X ′), where X ′ ∈ X(M ′), Xi ∈ Γ(E) and hi ∈ C∞(M ′). Then the Lie bracket is defined by
[(hi(Xi ◦ f), X ′), (sj(Yj ◦ f), Y ′)]f = (hisj([Xi, Yj ] ◦ f) +X ′(sj)(Yj ◦ f)− Y ′(hi)(Xi ◦ f), [X ′, Y ′])
where X ′, Y ′ ∈ X(M ′), Xi, Yi ∈ Γ(E) and hi, si ∈ C∞(M ′). Note that the bracket in the second factor
denotes the usual bracket of vector fields. Finally the anchor map is given by the projection onto the
second factor:
ρf : LfE −→ TM ′
(b, v′) 7−→ v′.
In particular if we take f to be the projections τ : E −→M and τ∗ : E∗ −→M respectively then
the prolongations LτE and Lτ∗E play the roles of TTQ and TT ∗Q respectively, which are recovered
when E = TQ. These are the prolongations that we will use in this chapter, so we will now introduce
local coordinates for them.
Let {eα} denote a basis of local sections of τ : E −→M and (xi, yα) the corresponding coordinates
on E. Having in mind the structure functions defined in (3.1), we consider the basis of local sections
of LτE −→ E given by
T˜α(a) =
(
eα(τ(a)), ρ
i
α
∂
∂xi
∣∣∣∣
a
)
, V˜α(a) =
(
0,
∂
∂yα
∣∣∣∣
a
)
, a ∈ E (3.3)
following the notation in [51].
With respect to this basis the structure functions are given by
[T˜α, T˜β]
τ = CγαβT˜γ , [T˜α, V˜β]
τ = 0, [V˜α, V˜β]
τ = 0 ,
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ρτ (T˜α) = ρ
i
α
∂
∂xi
, ρτ (V˜α) =
∂
∂yα
,
and the local coordinates induced on LτE will be denoted by (xi, yα, zα, vα).
Let {eα} be the dual basis to {eα} and (xi, yα) the corresponding coordinates on E∗. We consider
the basis of local sections of Lτ∗E −→ E∗
T˜α(a
∗) =
(
eα(τ
∗(a∗)), ρiα
∂
∂xi
∣∣∣∣
a∗
)
, V˜ α(a∗) =
(
0,
∂
∂yα
∣∣∣∣
a∗
)
, a∗ ∈ E∗
with structure functions given by
[T˜α, T˜β]
τ∗ = CγαβT˜γ , [T˜α, V˜
β]τ
∗
= 0, [V˜ α, V˜ β]τ
∗
= 0 ,
ρτ
∗
(T˜α) = ρ
i
α
∂
∂xi
, ρτ
∗
(V˜α) =
∂
∂yα
.
The local coordinates induced on Lτ∗E −→ E∗ will be denoted by (xi, yα, zα, vα).
Remark 3.1.5. A map F : E −→ E∗ over M induces a map LF : LτE −→ Lτ∗E defined by
LF (b,Xa) := (b, TaF (Xa)) .
If locally F (xi, yα) = (xi, Fα(x, y)), then the local expression for LF is
LF (xi, yα, zα, vα) =
(
xi, Fα, z
α, ρiβz
β ∂Fα
∂xi
+ vβ
∂Fα
∂yβ
)
.
3.1.2 Lagrangian submanifolds of symplectic Lie algebroids
According to the philosophy in Section 1.5, we must define Lagrangian submanifolds of symplectic Lie
algebroids, see [51] for more details.
Definition 3.1.6. A symplectic section Ω on a Lie algebroid (E, [·, ·], ρ) is a closed section of the
vector bundle E∗ ∧ E∗ −→M satisfying that Ωx : Ex ∧ Ex −→ R is nondegenerate, that is, each fiber
is a symplectic vector space. A Lie algebroid with a symplectic section will be called a symplectic Lie
algebroid.
Example 3.1.7. The Lie algebroid Lτ∗E has a canonical symplectic section defined as ΩE = −dLτ
∗
EλE ,
where λE is the canonical section of (Lτ∗E)∗ −→ E∗ given by
λE(a
∗)(b, v) = a∗(b) for all a∗ ∈ E∗
and is called the Liouville section.
Once a symplectic section has been defined, we can introduce Lagrangian submanifolds of the
Lie algebroid. As mentioned before, we are interested in Lagrangian submanifolds because we want
to extend the geometric characterization of the inverse problem presented in Section 1.5 to the Lie
algebroid setting.
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Definition 3.1.8. Let Ω be a symplectic section on E. The Lie subalgebroid j : F −→ E, i : N −→M
is called Lagrangian if j(Fx) is a Lagrangian subspace of (Ei(x),Ωi(x)) for each x ∈ N .
The Tulczyjew isomorphism in classical mechanics can be extended to the Lie algebroid setting.
In this context the canonical isomorphism is between ρ∗(TE∗) and (LτE)∗
Lτ∗E ≡ ρ∗(TE∗)
ww &&
AE // (LτE)∗
{{
E∗ E
and is locally given by AE(x
i, yα, z
α, vα) = (x
i, zα, vα + C
γ
αβyγz
β, yα). For an intrinsic definition and
more details we refer the reader to [51].
Remark 3.1.9. The vector bundles Lτ∗E −→ E∗ and ρ∗(TE∗) −→ E have the same total spaces
but different projections.
Now we will recall Proposition 7.8 in [51] which will be used in the sequel. Let τN denote the
projection τ : E −→M restricted to a submanifold i : N ↪→ E, that is, τN = τ ◦ i.
Proposition 3.1.10. Given a section X˜ of the pull-back vector bundle ρ∗(TE∗) −→ E define αX˜ =
AE ◦ X˜, which is a section of (LτE)∗ −→ E, and put N = X˜(E). Then the Lie subalgebroid (Id, T i) :
L(ττ∗ )N (Lτ∗E) −→ Lττ∗ (Lτ∗E), i : N −→ Lτ∗E is Lagrangian if and only if dLτEαX˜ = 0, where
L(ττ∗ )N (Lτ∗E) is the prolongation of Lτ∗E over the map (τ τ∗)N : N −→ E∗.
Remark 3.1.11. According to Definition 8.1 in [51], N = X˜(E) is a Lagrangian submanifold of
Lτ∗E.
3.2 Closed sections versus exact sections
On Lie algebroids the Poincare´ Lemma does not hold in general for the differential dE , that is, the
closedness of a section does not guarantee its local exactness.
Example 3.2.1. Consider Example 3.3.6 in [106], that is, the Lie algebroid with total space E = TR,
base space M = R, Lie bracket defined by[
ξ
d
dt
, η
d
dt
]′
= t
(
dη
dt
ξ − dξ
dt
η
)
d
dt
for functions ξ, η : R −→ R, where t denotes the coordinate on R, and anchor map given by
ρ : TR −→ TR
ξ ddt 7−→ tξ ddt .
Thus, the structure functions are ρ11 = t and C
1
11 = 0. Note that this algebroid is not regular since
ρ(E0) = 0 while rank(ρ(Et)) = 1 for t 6= 0, where Et denotes the fiber of E over t in M .
We want to detect a section of T ∗R −→ R which is closed but not locally exact. Note first that,
by dimension, dTRθ = 0 for all θ = α(t)dt ∈ Γ(T ∗R). Since dTRf = dfdt tdt for f : R −→ R, it suffices
to take α(t) equal to a nonzero constant c so that the equation α(t) = tdfdt is not satisfied around 0.
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We will give a characterization of the local exactness of a section of the dual of a regular Lie
algebroid. For that we use some suitable coordinates given by the local splitting theorem in [60]. If E
is regular, that is, ρ has constant rank q, then the theorem reduces to the following one:
Theorem 3.2.2 ([60]). Let (E, [·, ·], ρ) be a regular Lie algebroid over M and let x0 ∈M . There exist
coordinates (xi), i = 1, . . . ,m = dim(M) in a neighborhood U of x0 and a basis of sections {e1, . . . , en}
of τ−1(U) −→ U such that
ρ(ei) =
∂
∂xi
, i = 1, . . . , q ,
ρ(es) = 0, s = q + 1, . . . , n .
Moreover Cαβγ = 0 for all α ≤ q.
As a consequence of the above theorem, we have the following lemma that characterizes locally
exact sections. To our best knowledge, this lemma does not appear in the literature.
Lemma 3.2.3. Let (E, [·, ·], ρ) be a regular Lie algebroid over M . A section θ of τ∗ : E∗ −→ M is
locally exact if and only if it is closed and it satisfies θ(Z) = 0 for all Z ∈ Γ(Ker(ρ)).
Proof. ⇒ Let {e1, . . . , en} denote a local basis of τ∗ : E∗ −→ M and write θ = θγ(x)eγ . If θ = dEf
locally, then dEθ = 0. The second condition also holds since θγ =
∂f
∂xi
ρiγ and then for each X =
Xγeγ ∈ Γ(Ker(ρ)) we have
θ(X) = θγX
γ =
∂f
∂xi
ρiγX
γ︸ ︷︷ ︸
=0
= 0 .
⇐ To prove the converse result take the coordinates (xi) on M and the basis {e1, . . . , en} of sections
of E −→ M given in the splitting Theorem 3.2.2, so that {eq+1, . . . , en} is a basis of Γ(Ker(ρ)). Let{
e1, . . . , en
}
denote the dual basis. If θ annihilates the sections Γ(Ker(ρ)), then it is written as
θ = θγ(x
i)eγ for γ = 1, . . . , q.
Locally, the condition dEθ = 0 reads
∂θγ
∂xi
ρiβ −
∂θβ
∂xi
ρiγ − θαCαβγ = 0 for all β, γ = 1, . . . n, i = 1 . . .m .
Using that ρiβ = 0 for β > q, ρ
i
β = δ
i
β for β ≤ q and Cαβγ = 0 for α ≤ q in the chosen coordinates and
also that θγ = 0 for γ > q the above condition reduces to
∂θγ
∂xβ
− ∂θβ
∂xγ
= 0, β, γ = 1, . . . , q ,
which is precisely the integrability condition that provides locally a function f(x) such that θγ =
∂f
∂xγ ,
γ = 1 . . . q.
Next we give an example of a regular Lie algebroid for which the Poincare´ Lemma is not satisfied.
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Example 3.2.4. Consider the Lie algebra E = se(2) with generators
e1 =
 0 0 10 0 0
0 0 0
 , e2 =
 0 0 00 0 1
0 0 0
 , e3 =
 0 −1 01 0 0
0 0 0
 ,
Lie bracket given by
[e1, e2] = 0, [e1, e3] = −e2 and [e2, e3] = e1
and anchor map ρ ≡ 0. Let {e1, e2, e3} denote the dual basis. Observe that dE(e3)=0, since C3αβ = 0.
Note also that Ker(ρ) = {e1, e2, e3} and e3(e3) = 1 6= 0, that is, the second condition in Lemma 3.2.3
is not satisfied and therefore e3 is not locally exact.
3.3 The inverse problem of the calculus of variations on Lie alge-
broids
We first need to introduce briefly Lagrangian mechanics on Lie algebroids so that the geometric
framework of the inverse problem on Lie algebroids can be described.
3.3.1 Lagrangian mechanics on Lie algebroids
In this section we will derive the Euler-Lagrange equations for a Lagrangian function on a Lie algebroid
following [113]. These equations were previously derived in [165] using the Poisson structure in the
dual bundle.
The vertical endomorphism and the Liouville vector field on tangent bundles can be generalized
to Lie algebroids. Note that these are the two ingredients needed to define the concept of a SODE.
First we give the definitions of the vertical and complete lifts of a section of E −→M to a section of
LτE −→ E.
Definition 3.3.1. Let X ∈ Γ(E).
• The vertical lift of X is the section Xv ∈ Γ(LτE) defined by Xv(a) = (0, X(τ(a))va), a ∈ E,
where for each pair a, b ∈ E, bva acts on a function F ∈ C∞(E) as
bva(F ) =
d
dt
∣∣∣∣
t=0
F (a+ tb) .
• The complete lift of X is the unique section Xc ∈ Γ(LτE) that projects over X and satisfies
ρτ (Xc)θ̂ = L̂EXθ for all θ ∈ Γ(E∗) ,
where θ̂ : E −→ R is the linear function defined by the pairing θ̂(e) = 〈θ(τ∗(e)), e〉 and LEX :=
iX ◦ dE + dE ◦ iX is the Lie derivative.
Definition 3.3.2. Given a Lie algebroid E −→M ,
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• the vertical endomorphism S is the unique section of LτE ⊗ LτE −→ E satisfying
S(Xv) = 0 and S(Xc) = Xv for all X ∈ Γ(E) ,
• the Euler section ∆ is the section of LτE −→ E defined by
∆(a) = (0, ava) for all a ∈ E .
Definition 3.3.3. A section Γ of LτE −→ E is a SODE (second order differential equation) if it
satisfies S(Γ) = ∆. We will use the expressions SODE section and SODE field to distinguish the
section Γ from the vector field ρτ (Γ).
With respect to the basis {T˜α, V˜α} defined in (3.3), the local expression of a SODE section is
Γ = yαT˜α + Γ
αV˜α .
As ρτ (T˜α) = ρ
i
α
∂
∂xi
and ρτ (V˜α) =
∂
∂yα , the local expression for the SODE field is
ρτ (Γ) = yαρiα
∂
∂xi
+ Γα
∂
∂yα
,
so the integral curves of ρτ (Γ) are the solutions to x˙i = ρiαy
α and y˙α = Γα(x, y).
If we also have a Lagrangian function L : E −→ R on the Lie algebroid, then we can define the
Poincare´-Cartan one-section θL, the Poincare´-Cartan two-section ωL and the energy function EL as
follows:
θL = S(d
EL), ωL = −dEθL, EL = ρτ (∆)(L)− L .
If L is regular, that is, if the matrix
(
∂2L
∂yα∂yβ
)
is regular, then ωL is a symplectic section and the
Hamiltonian equation
iΓωL = d
EEL
has a unique solution ΓL. The integral curves of ΓL are the integral curves of ρ
τ (ΓL), which are those
locally satisfying the Euler-Lagrange equations for a Lie algebroid:
dxi
dt
= ρiαy
α ,
d
dt
(
∂L
∂yα
)
= ρiα
∂L
∂xi
− Cγαβyβ
∂L
∂yγ
,
where (xi) are the coordinates on M and (xi, yα) the coordinates on E.
Note that for the special cases (E = TQ, [·, ·], ρ = Id) and (g, [·, ·], ρ = 0) we recover the Euler-
Lagrange equations and the Euler-Poincare´ equations respectively.
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3.3.2 The inverse problem on Lie algebroids
In this section we recover the Helmholtz conditions for a SODE on a Lie algebroid and give a charac-
terization of the inverse problem for regular Lie algebroids.
Let Γ be a SODE on E, locally written as Γ = yαT˜α + Γ
αV˜α. The inverse problem poses the
following question: When is it possible to find a nondegenerate matrix of multipliers (gαβ(x, y)) such
that
gαβ(y˙
α − Γα) = d
dt
(
∂L
∂yβ
)
− ρiβ
∂L
∂xi
+ Cγβνy
ν ∂L
∂yγ
(3.4)
has a regular solution L? If it is possible then Γ is called variational.
Given a SODE Γ on E and a local diffeomorphism F : E −→ E∗, we define a section of (LτE)∗ −→
E by ΘΓ,F := AE ◦ LF ◦ Γ, as shown in the following diagram:
LτE LF // // Lτ∗E AE // (LτE)∗
E
F //
Γ
OO
ΘΓ,F
55
E∗
In local coordinates the above diagram becomes the following:
(xi, yα, yα,Γα)
LF // (xi, Fα, yα, ∂Fα∂xi ρ
i
βy
β + ∂Fα
∂yβ
Γβ)
AE // (xi, yα, ∂Fα
∂xi
ρiβy
β + ∂Fα
∂yβ
Γβ + CγαβFγy
β, Fα)
(xi, yα)
F //
Γ
OO
ΘΓ,F
11
(xi, Fα)
Let {T˜ γ , V˜ γ} denote the dual basis of {T˜γ , V˜γ}. Then locally we can write ΘΓ,F = θαT˜α + FαV˜ α,
where
θα =
∂Fα
∂xi
ρiβy
β +
∂Fα
∂yβ
Γβ + CγαβFγy
β. (3.5)
The exterior differential of ΘΓ,F is
dL
τEΘΓ,F =
(
∂θγ
∂xi
ρiβ −
1
2
θαC
α
βγ
)
T˜ β ∧ T˜ γ + ∂θγ
∂yβ
V˜ β ∧ T˜ γ + ∂Fγ
∂xi
ρiβT˜
β ∧ V˜ γ + ∂Fβ
∂yγ
V˜ β ∧ V˜ γ .
Imposing dLτEΘΓ,F = 0 we obtain the Helmholtz conditions
∂Fβ
∂yγ
=
∂Fγ
∂yβ
,
∂θγ
∂yβ
=
∂Fβ
∂xi
ρiγ ,
∂θγ
∂xi
ρiβ −
1
2
θαC
α
βγ =
∂θβ
∂xi
ρiγ −
1
2
θαC
α
γβ . (3.6)
As mentioned earlier, these conditions are not enough to guarantee the existence of a Lagrangian
function on E, since the Poincare´ Lemma does not hold for an arbitrary Lie algebroid. We need to
ask for the additional condition
ΘΓ,F (Z) = 0 for all Z ∈ Γ(Ker(ρτ )) .
Let {eI} denote a local basis of Γ(Ker(ρ)). Then {T˜I} is a local basis of Γ(Ker(ρτ )) and the
condition on Γ(Ker(ρτ )) is
θI =
∂FI
∂xi
ρiβy
β +
∂FI
∂yβ
Γβ + CγIβFγy
β = 0, I = 1, . . . , d = dim(Ker(ρ)) ≤ n . (3.7)
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Using the local basis {eI , ea} adapted to Ker(ρ), the anchor map has the local expression ρiI = 0.
Then the Helmholtz conditions in (3.6) become
∂Fβ
∂yγ
=
∂Fγ
∂yβ
,
∂θa
∂yβ
=
∂Fβ
∂xi
ρia,
∂θI
∂yβ
= 0 , (3.8)
∂θa
∂xi
ρib − θαCαba =
∂θb
∂xi
ρia,
∂θI
∂xi
ρia − θαCαaI = 0, θαCαJI = 0 . (3.9)
From the second equation in (3.8) we deduce that θI(x, y) = θI(x). Then the additional condition
in (3.7) will be satisfied if θI(x) = 0.
Theorem 3.3.4. A SODE section Γ on a regular Lie algebroid E is variational if and only if there is a
local diffeomorphism F : E −→ E∗ such that dLτEΘΓ,F = 0 and ΘΓ,F (Z) = 0 for all Z ∈ Γ(Ker(ρτ )).
Proof. ⇐ If there is a local diffeomorphism F such that dLτEΘΓ,F = 0 and ΘΓ,F (Z) = 0 for all Z ∈
Γ(Ker(ρτ )) then by Lemma 3.2.3 we have ΘΓ,F = d
LτEL for a locally defined function L : E −→ R.
In local coordinates we get
Fβ =
∂L
∂yβ
and
∂Fγ
∂yβ
Γβ + yβ
∂Fγ
∂xi
ρiβ + y
βFαC
α
γβ =
∂L
∂xi
ρiγ .
Therefore ddt
(
∂L
∂yβ
)
−ρiβ ∂L∂xi +C
γ
βνy
ν ∂L
∂yγ =
∂Fβ
∂yγ (y˙
γ−Γγ), gβγ = ∂Fβ∂yγ are the multipliers for the problem
and L is regular since (gβγ) is nondegenerate.
⇒ If Γ is variational then there is a regular Lagrangian L such that Equation (3.4) is satisfied
with gαβ =
∂2L
∂yα∂yβ
. Taking F to be the Legendre transformation, which is a local diffeomorphism,
it is straightforward to check that Equations (3.6) are satisfied, using θγ =
∂L
∂xi
ρiγ and the structure
equation ρjα
∂ρiβ
∂xj
− ρjβ ∂ρ
i
α
∂xj
= ρiγC
γ
αβ for the last set. If Z ∈ Γ(Ker(ρτ )), Z = zαT˜α, then we also get
ΘΓ,F (Z) =
(
∂2L
∂yβ∂yγ
Γβ + yβ
∂2L
∂xi∂yγ
ρiβ + y
β ∂L
∂yα
Cαγβ
)
zγ =
∂L
∂xi
ρiγz
γ = 0 .
Example 3.3.5. Note that for the Lie algebroid (E = TQ, [·, ·], ρ = Id), where [·, ·] is the Lie bracket
of vector fields, we recover the equations
∂Fβ
∂yγ
=
∂Fγ
∂yβ
,
∂Γ(Fγ)
∂yβ
=
∂Fβ
∂xγ
,
∂Γ(Fγ)
∂xβ
=
∂Γ(Fβ)
∂xγ
given in Section 1.5 and the condition involving Ker(ρτ ) is void.
Example 3.3.6. For a Lie algebra (g, [·, ·], ρ = 0) we get the Helmholtz conditions
∂Fβ
∂yγ
=
∂Fγ
∂yβ
,
∂
(
∂Fγ
∂yτ Γ
τ + CrγτFry
τ
)
∂yβ
= 0,
(
∂Fα
∂yτ
Γτ + CrατFry
τ
)
Cαβγ = 0 .
In this case the condition on Γ(Ker(ρτ )) is ∂Fα∂yτ Γ
τ +CrατFry
τ = 0, which makes the last two conditions
always true. Note that the symmetry gives a function L such that Fγ =
∂L
∂yγ and then the remaining
conditions are just the Euler-Poincare´ equations for L.
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Now we will introduce the notion of weak variational SODE in order to avoid confusion with the
meaning of variationality and its relationship with the Helmholtz conditions.
Definition 3.3.7. A SODE Γ on E will be called weak variational if there is a local diffeomorphism
F : E −→ E∗ such that dLτEΘΓ,F = 0.
Hence, a SODE Γ on E is variational if it is weak variational and satisfies ΘΓ,F (Z) = 0 for all
Z ∈ Γ(Ker(ρτ )). This definition, for the case of a Lie algebra, is equivalent to satisfying the reduced
Helmholtz conditions given in [45].
Due to the lack of a Poincare´ Lemma we give a generalization of Theorem 1.4.1 for weak variational
SODEs substituting the closedness condition by local exactness of a section of the bundle (LτE)∗ ∧
(LτE)∗ −→ E, which plays the role of the Poincare´-Cartan two-section generalizing the Poincare´-
Cartan two-form.
Theorem 3.3.8. A SODE Γ on a regular Lie algebroid E is weak variational if and only if there is
a nondegenerate section Ω of (LτE)∗ ∧ (LτE)∗ −→ E such that
(i) LΓΩ = 0,
(ii) Ω = dLτEΘ for some locally defined section Θ of (LτE)∗ −→ E ,
(iii) Ω(V˜α, V˜β) = 0 for all α, β = 1, . . . , n.
Proof. ⇒ If Γ is weak variational then there is a local diffeomorphism F : E −→ E∗ over M such that
dLτEΘΓ,F = 0. Then we can define Ω = dL
τE(F ∗λE), which clearly satisfies the second condition and
Ω(V˜α, V˜β) = 0. Note that LΓF ∗λE = ΘΓ,F and hence it also satisfies LΓΩ = dLτEΘΓ,F=0. Finally the
nondegeneracy of
(
∂Fγ
∂yβ
)
implies the nondegeneracy of Ω.
⇐ If we write Θ = µαT˜α + ναV˜ α then the condition dLτEΘ(V˜α, V˜β) = ∂να∂yβ −
∂νβ
∂yα = 0 gives a
locally defined function f : E −→ R such that να = ∂f∂yα and then dL
τEf(V˜α) = Θ(V˜α) = να. Define
Θ˜ = Θ − dLτEf , which satisfies Θ˜(V˜α) = 0 and dLτEΘ˜ = Ω. We seek to have Θ˜ = F ∗λE for some
local diffeomorphism F , so we define F : E −→ E∗ by 〈F (vx), wx〉 = 〈Θ˜(vx),Wx〉, where x ∈ M ,
vx, wx ∈ E and Wx ∈ LτE is such that τ τ (Wx) = wx. This definition does not depend on the
choice of Wx since Θ˜ vanishes on vertical sections. Locally if we write Θ˜ = AαT˜
α + BαV˜
α, then
Θ˜ =
(
∂f
∂xi
ρiα −Aα
)
T˜α =: FαT˜
α and the nondegeneracy of
(
∂Fα
∂yβ
)
follows from the nondegeneracy of
Ω. Finally we have dLτEΘΓ,F = dL
τELΓF ∗λE = dLτELΓΘ˜ = LΓΩ = 0, that is, Γ is weak variational.
In [45] some variational examples are found by requiring only that the Helmholtz conditions are
satisfied, but this is not generally the case. As we have seen, in order to guarantee the existence
of a Lagrangian for a SODE on a Lie algebroid we need to ask for an extra condition. That extra
requirement for the invariant inverse problem is written in terms of cohomology classes in [45], while
here the integrability condition in Lemma 3.2.3 is used. Next we give an example of a SODE on a Lie
algebra which is weak variational but not variational.
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Example 3.3.9. Let (y1, y2, y3) denote the coordinates for g = se(2) corresponding to the basis given
in Example 3.2.4 and define the following SODE:
Γ : se(2) −→ Lτse(2) ∼= 2g
(y1, y2, y3) 7−→ (y1, y2, y3,Γ1 = y2y3,Γ2 = −y1y3,Γ3 = 1) .
Consider the local diffeomorphism from se(2) to se(2)∗ given by F1 = y1, F2 = y2, F3 = y3 and
compute θ1 = θ2 = 0 and θ3 = 1 to get ΘΓ,F = T˜
3 +FαV˜
α. Then dLτ se(2)ΘΓ,F = −12θ3C3βγ T˜ β ∧ T˜ γ = 0
since C3βγ = 0, that is, the Helmholtz conditions are satisfied, so Γ is weak variational, but since
ΘΓ,F (e
c
3) = 1 6= 0, Γ is not variational using the ansatz F1 = y1, F2 = y2, F3 = y3.
The corresponding left-invariant SODE on TG is given by
x¨ = 0, y¨ = 0, θ¨ = 1,
where (x, y, θ) are coordinates on SE(2). According to [45, Theorem 3] this SODE is variational, that
is, we can find a Lagrangian on TG, but not an invariant one. It is actually straightforward to obtain
the Lagrangian L = 12
(
x˙2 + y˙2 + θ˙2
)
+ θ.
We will now see that the SODE Γ on se(2) is not variational. According to Example 3.3.6 we have
to check that the system of PDEs
∂F1
∂y1
y2y3 − ∂F1
∂y2
y1y3 +
∂F1
∂y3
= F2y
3 , (3.10)
∂F2
∂y1
y2y3 − ∂F2
∂y2
y1y3 +
∂F2
∂y3
= −F1y3 , (3.11)
∂F2
∂y1
y2y3 − ∂F2
∂y2
y1y3 +
∂F2
∂y3
= F1y
2 − F2y1 , (3.12)
∂Fα
∂yβ
=
∂Fβ
∂yα
, (3.13)
does not admit a solution such that det
(
∂Fα
∂yβ
)
6= 0. So far we have only seen that the proposed map
F1 = y
1, F2 = y
2, F3 = y
3 is not a solution. If we first use the method of characteristics to solve
the system (3.10)-(3.12), we obtain solutions F1, F2, F3 that depend on three arbitrary functions of
two variables, f(α1, α2), g(α1, α2) and h(α1, α2). Then (3.13) implies that h is a constant and gives a
system of PDEs for f and g,
−α2 ∂g
∂α1
(α1, α2) + α1
∂g
∂α2
(α1, α2) = f(α1, α2) , (3.14)
−α2 ∂f
∂α1
(α1, α2) + α1
∂f
∂α2
(α1, α2) = −g(α1, α2) , (3.15)
which can also be solved using the method of characteristics. Finally, using (3.13), we compute
det
(
∂Fα
∂yβ
)
= f2
∂f
∂α2
− g2 ∂f
∂α2
+ fg
(
∂g
∂α2
− ∂f
∂α1
)
,
which vanishes on the possible solutions to (3.14)-(3.15).
Remark 3.3.10. It is also possible to give an example of a SODE on a Lie algebra g which is not
variational on g and also not weak variational but variational on TG. See Example 8.3 Case 2C in
[45].
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3.4 Morphisms and the variational problem
The geometric description of the inverse problem on Lie algebroids given in the previous section leads
to a generalization of some results in [45], where the relationship between the inverse problem on the
tangent bundle to a Lie group and the corresponding reduced inverse problem on the Lie algebra is
studied. By means of morphisms of Lie algebroids the same relationship can be studied for the inverse
problem on a general Lie algebroid. The proof of the following result is intrinsic, no coordinates are
used.
Theorem 3.4.1. Let Ψ : E → E′ be a morphism of Lie algebroids, and consider its prolongation
LΨ : LτE → Lτ ′E′. Let Γ and Γ′ be SODE sections on E and E′ respectively such that
LΨ ◦ Γ = Γ′ ◦Ψ .
If Γ′ is weak variational (variational) then Γ is weak variational (variational).
Proof. Since LΨ is a morphism of Lie algebroids we have that (LΨ)∗dLτ ′E′ = dLτE(LΨ)∗. From
Theorem 3.3.8 there exists an exact section Θ′ ∈ Γ((Lτ ′E′)∗) such that Ω′ = dLτ ′E′Θ′ satisfies LΓ′Ω′ =
0 and the restriction of Ω′ to vertical sections vanishes, that is, Ω′(U ′, V ′) = 0, where U ′, V ′ are vertical
sections (S(U ′) = S(V ′) = 0).
As Ψ is a morphism of Lie algebroids, we have that Θ = (LΨ)∗Θ′ also satisfies the conditions of
Theorem 3.3.8. In fact, for every Z ∈ LτE we have
〈LΓΘ, Z〉 = ρτ (Γ)(〈(LΨ)∗Θ′, Z〉)− 〈Θ′,LΨ([Γ, Z]τ )〉
= ρτ
′
(Γ′)(〈Θ′,LΨ(Z)〉)− 〈Θ′, [Γ′,LΨ(Z)]τ ′〉
= 〈(LΨ)∗(LΓ′Θ′), Z〉 .
Therefore, LΓΘ = (LΨ)∗(LΓ′Θ′) and also
LΓΩ = (LΨ)∗(LΓ′Ω′) = 0 .
Moreover, for all Z1, Z2 ∈ LτE we get
Ω(S(Z1), S(Z2)) = (LΨ)∗Ω′(S(Z1), S(Z2))
= Ω′(LΨ(S(Z1)),LΨ(S(Z2)))
= Ω′(S′(LΨ(Z1)), S′(LΨ(Z2)))
= 0 ,
using that LΨ ◦ S = S′ ◦ LΨ (see [37]). This proves that if Γ′ is weak variational then Γ is also weak
variational. Obviously if Θ′ is exact, then Θ is also exact. Therefore, if Γ′ is variational then Γ is also
variational.
Now we write the converse to the previous result for the case of a fiberwise surjective morphism
satisfying an extra assumption.
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Theorem 3.4.2. Let Ψ : E → E′ be a fiberwise surjective morphism of Lie algebroids. Let Γ and Γ′ be
SODE sections on E and E′ respectively such that LΨ◦Γ = Γ′◦Ψ . If Γ is weak variational (variational)
and it admits a solution Θ of Theorem 3.3.8 such that Θ = (LΨ)∗Θ′ for some Θ′ ∈ Γ((Lτ ′E′)∗), then
Γ′ is weak variational (variational).
Proof. The proof follows the same lines that Theorem 3.4.1 using that Ψ is a fiberwise surjective
morphism.
Remark 3.4.3. See Example 3.3.9 for a case in which there is no section Θ′ satisfying the property
Θ = (LΨ)∗Θ′.
3.5 The inverse problem for Atiyah algebroids
The theory developed in Section 3.3 has a very interesting application when Atiyah algebroids are
considered. We first review the main notions of Atiyah algebroids, see [51] and references therein for
more details, and then we geometrically characterize the inverse problem on Atiyah algebroids. As
shown in [51], the Euler-Lagrange equations of a G-invariant Lagrangian can be reduced to Lagrange-
Poincare´ equations by using the morphism of Lie algebroids between TQ and TQ/G (see [34]). Thus
the results in Section 3.4 can be applied to establish some relationship between the inverse problem
and its reduced version.
3.5.1 Atiyah algebroid associated to a principal bundle
Let pi : Q→ Q/G = M be a principal G-bundle and Φ : G×Q→ Q, Φg(q) = Φ(g, q), the corresponding
G-action. Denote by ΦT : G× TQ→ TQ the tangent lift of Φ, that is, ΦTg = TΦg for all g ∈ G. Now
consider the quotient vector bundle τQ/G : TQ/G→M whose space of sections Γ(TQ/G) is identified
with the G-invariant vector fields on Q.
Let g be the Lie algebra of G and take the action of G on Q× g given by
G× (Q× g) −→ Q× g
(g, (q, ξ)) 7−→ (Φg(q),Adg(ξ)) ,
where Ad: G×g→ g is the adjoint representation of G on g. The quotient vector bundle g˜ = (Q×g)/G
is called the adjoint bundle associated with the principal bundle pi : Q→M . If ξQ is the infinitesimal
generator of the action Φ associated with ξ ∈ g, that is,
ξQ(q) =
d
dt
∣∣∣
t=0
Φ(exp(tξ), q) ,
then we have the following monomorphism of vector bundles:
j : g˜ −→ TQ/G
[(q, ξ)] 7−→ [ξQ(q)] .
Moreover, we have the following exact sequence called the Atiyah sequence [106]:
0 −→ g˜ j−−→ TQ/G [Tpi]−−−−→ TM −→ 0 .
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Assume that we have a principal connection A on Q, that is, A : TQ→ g satisfying A(ξQ(q)) = ξ and
A is equivariant with respect to the actions φT : G× TQ→ TQ and Ad : G× g→ g. Every principal
connection A induces the following vector bundle isomorphism over the identity:
TQ/G −→ T (Q/G)⊕ g˜
[Xq] 7−→ Tqpi(Xq)⊕ [(q, A(Xq))] ,
whereXq ∈ TqQ. Therefore we have an identification Γ(TQ/G) ∼= X(M)⊕Γ(g˜), where Γ(g˜) is identified
with the set of vector fields on Q which are pi-vertical and G-invariant. Let B : TQ ⊕ TQ → g be
the curvature of the connection A in the principal bundle pi. The Lie bracket [[·, ·]] on Γ(TQ/G) ∼=
Γ(TM ⊕ g˜) ∼= X(M)⊕ Γ(g˜) is defined as
[[X ⊕ ξ˜, Y ⊕ η˜]] = [X,Y ]⊕ ([ξ˜, η˜] + [Xh, η˜]− [Y h, ξ˜]−B(Xh, Y h)) ,
for X,Y ∈ X(M) and ξ˜, η˜ ∈ Γ(g˜), where Xh, Y h ∈ X(Q) are the horizontal lift of X, Y , respectively,
via the principal connection A. The anchor map ρ : Γ(TQ/G) ∼= X(M)⊕ Γ(g˜)→ X(M) is given by
ρ(X ⊕ ξ˜) = X .
Now we will give a local description. Let U × G be a local trivialization of the principal bundle
pi : Q→M , where U is an open subset of M with local coordinates (xi). Then we consider the trivial
principal bundle pi : U × G → U , where the action of G on U × G is given by left multiplication on
the second factor, that is, Φg(m,h) = (m, gh), where m ∈ U and g, h ∈ G. For a basis {ξa} of g,
1 ≤ a ≤ n, we denote by {←−ξa} the corresponding left-invariant vector fields on G. Then the principal
connection is specified by coefficients Aai (x) satisfying
A
(
∂
∂xi
∣∣∣
(x,e)
)
= Aai (x)ξa, 1 ≤ i ≤ m,
where x ∈ U and e is the identity element of G. The horizontal lift of a coordinate vector field ∂
∂xi
on
U is the vector field
(
∂
∂xi
)h
on U ×G given by
(
∂
∂xi
)h
=
∂
∂xi
−Aai (x)
←−
ξa . Thus, the vector fields
{
ei =
∂
∂xi
−Aai
←−
ξa , eb =
←−
ξb
}
(3.16)
on U × G are left G-invariant and define a local basis {e′i, e′b} of Γ(TQ/G) ∼= X(M) ⊕ Γ(g˜). We will
denote by (xi, yi, yb) the corresponding fibered coordinates on TQ/G.
The curvature of the principal connection is given by
B
(
∂
∂xi
∣∣∣
(x,e)
,
∂
∂xj
∣∣∣
(x,e)
)
= Baij(x)ξa ,
for i, j ∈ {1, . . . ,m} and x ∈ U . If ccab are the structure constants of g with respect to the basis {ξa},
then
Bcij =
∂Aci
∂xj
− ∂A
c
j
∂xi
− ccabAaiAbj .
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Then for the previous local basis {e′i, e′b} of Γ(TQ/G) we deduce that
[[e′i, e
′
j ]] = −Bcije′c, [[e′i, e′a]] = ccabAbie′c, [[e′a, e′b]] = ccabe′c ,
ρ(e′i) =
∂
∂xi
, ρ(e′a) = 0 ,
for i, j ∈ {1, . . . ,m} and a, b ∈ {1, . . . , n}. Thus, the local structure functions of the Atiyah algebroid
τQ/G : TQ/G→M = Q/G with respect to the local coordinates (xi) and to the local basis {e′i, e′a} of
Γ(TQ/G) are
Ckij = C
j
ia = −Cjai = Ciab = 0, Caij = −Baij , Ccia = −Ccai = ccabAbi , Ccab = ccab ,
ρji = δij , ρ
a
i = ρ
i
a = ρ
b
a = 0 .
(3.17)
3.5.2 The inverse problem for Atiyah algebroids
In the case of an Atiyah algebroid the section ΘΓ,F = θαT˜
α + FαV˜
α = θiT˜
i + θaT˜
a + FiV˜
i + FaV˜
a of
(LτE)∗ → E defined at the beginning of Section 3.3.2 has the following local components:
θi =
∂Fi
∂xj
yj +
∂Fi
∂yj
Γj +
∂Fi
∂ya
Γa −BaijFayj + ccabAbiFcya ,
θa =
∂Fa
∂xj
yj +
∂Fa
∂yj
Γj +
∂Fa
∂yb
Γb − ccabAbiFcyi + ccabFcyb .
In this case the Helmholtz conditions, given by dL
τQ/G
ΘΓ,F = 0, are
∂Fβ
∂yγ
=
∂Fγ
∂yβ
,
∂θj
∂yβ
=
∂Fβ
∂yj
,
∂θb
∂yβ
= 0 ,
∂θi
∂xj
+ θaB
a
ji =
∂θj
∂xi
,
∂θb
∂xi
= θac
a
bdA
d
i , θcc
c
ab = 0 ,
compared with (3.8) and (3.9). From the last two equations we conclude that ∂θb/∂x
i = 0. Thus θb
is a constant function.
The extra condition for exactness of ΘΓ,F is given by
θa =
∂Fa
∂xi
yi +
∂Fa
∂yβ
Γβ − cdabAbiFdyi + cdabFdyb = 0 ,
since Kerρ = span{e′a}. Therefore, ΘΓ,F is exact if θa(x, y) = θa = 0. Recall that in the general Lie
algebroid case from Section 3.3 the condition of exactness was θa(x, y) = θa(x) = 0.
Remark 3.5.1. Note that among the set of Helmholtz conditions, the equations
∂θb
∂yβ
= 0,
∂θb
∂xi
= θac
a
bdA
d
i and θcc
c
ab = 0
are immediately satisfied because of the extra condition θa = 0. Hence, a set of necessary and sufficient
conditions for variationality is
∂Fβ
∂yγ
=
∂Fγ
∂yβ
,
∂θj
∂yβ
=
∂Fβ
∂yj
,
∂θi
∂xj
=
∂θj
∂xi
, θa = 0 ,
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in contrast to Example 3.3.5, where the Helmholtz conditions are necessary and sufficient and Example
3.3.6, where most of the Helmholtz conditions are implied by the extra condition on the kernel. In
this example the kernel of ρ is neither trivial nor the whole domain, so we get less overlap between
the two sets of conditions.
Remark 3.5.2. If we are given a SODE on TQ and a SODE on TQ/G related as in Theorem 3.4.1
then it is enough to solve the Helmholtz conditions on the Atiyah algebroid in order to get a Lagrangian
on TQ since on tangent bundles the notions of variational and weak variational coincide.
Example 3.5.3. Let ξ be a SODE on TR3 given by
ξ = x˙
∂
∂x
+ y˙
∂
∂y
+ z˙
∂
∂z
+ (x˙2 + y˙2 + z˙2)
∂
∂x˙
,
whose solutions are specified by the following system of second order differential equations:
x¨ = x˙2 + y˙2 + z˙2 , y¨ = 0 , z¨ = 0 . (3.18)
It is easy to check that the previous equations are the Euler-Lagrange equations for the Lagrangian
[13]
L(x, y, z, x˙, y˙, z˙) =
e−2x
(
x˙2 − y˙2 − z˙2)√
y˙2 + z˙2
+ y˙z˙ .
Now, Equations (3.18) are invariant by translations in R3, given by (x, y, z) 7−→ (x + a, y + b, z + c)
with (a, b, c) ∈ R3, and the system (3.18) reduces to the following system of differential equations in
TR3/R3 ≡ R3:
y˙1 = (y1)2 + (y2)2 + (y3)2 , y˙2 = 0 , y˙3 = 0 . (3.19)
It is easy to see that these reduced equations are not variational since conditions (3.7) are
∂F1
∂y1
(
(y1)2 + (y2)2 + (y3)2
)
=
∂F2
∂y1
(
(y1)2 + (y2)2 + (y3)2
)
=
∂F3
∂y1
(
(y1)2 + (y2)2 + (y3)2
)
= 0 .
Therefore, we obtain ∂F1
∂y1
= ∂F2
∂y1
= ∂F3
∂y1
= 0, which is not compatible with the nondegeneracy condition.
Another option is to reduce the system using the action by translations in the y and z direction,
that is, (x, y, z) 7−→ (x, y + a, z + b) with (a, b) ∈ R2. The reduced space is the Atiyah algebroid
TR3/R2 ≡ R4 → R. Given the basis of sections e1(x) = (x; (1, 0, 0)), e2(x) = (x; (0, 1, 0)) and
e3(x) = (x; (0, 0, 1)) with Lie bracket of sections [[ei, ej ]] = 0, 1 ≤ i, j ≤ 3, we have induced coordinates
(x, y1, y2, y3) on R4 and the anchor map ρ : R4 → TR is given by ρ(x, y1, y2, y3) = (x, y1).
The reduced equations in this vector bundle R4 → R are
y˙1 = (y1)2 + (y2)2 + (y3)2 , y˙2 = 0 , y˙3 = 0 and x˙ = y1 ,
or, equivalently,
x¨ = x˙2 + (y2)2 + (y3)2 , y˙2 = 0 , y˙3 = 0 .
As mentioned before, these equations are variational with the Lagrangian
l(x, y1, y2, y3) =
e−2x
(
(y1)2 − (y2)2 − (y3)2)√
(y2)2 + (y3)2
+ y2y3 .
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Example 3.5.4. Consider the SODE given by
x¨ = −x, y¨ = −y , (3.20)
which describes the dynamics of a two-dimensional harmonic oscillator [108]. These equations are the
Euler-Lagrange equations corresponding to the Lagrangian L : T (R2\{(0, 0)}) → R, L(x, y, x˙, y˙) =
1
2
(
x˙2 − y˙2)− 12 (x2 − y2).
It is easy to check that the solutions of the SODE (3.20) are invariant under the flow of the
vector field X = −x ∂∂x + y ∂∂y . Observe that the integral curves of X are σ(t) = (C1e−t, C2et) and
the corresponding flow is Ψa : R2\{(0, 0)} → R2\{(0, 0)}, Ψa(x, y) = (xe−a, yea), a ∈ R. Then, if
(x(t), y(t)) is a solution of the SODE (3.20) then so is Ψa(x(t), y(t)). The Lagrangian L is not invariant
since Xc(L) = (y2 + x2)− (y˙2 + x˙2), where Xc = −x ∂
∂x
+ y
∂
∂y
− x˙ ∂
∂x˙
+ y˙
∂
∂y˙
.
In order to simplify the reduction procedure, consider the change of coordinates x = uev and
y = ue−v. In this new set of coordinates the vector field X is rewritten as
X = − ∂
∂v
.
Now the reduction is trivial. The reduced space is an Atiyah algebroid τ : (R\{0})×R2 → R\{0} with
coordinates (u; y1, y2) induced by a basis of sections e1(u) = (u; (1, 0)) and e2(u) = (u; (0, 1)) with Lie
bracket of sections [[ei, ej ]] = 0, 1 ≤ i, j ≤ 2. The projection is given by τ(u; y1, y2) = u and the anchor
map ρ : (R\{0})× R2 → T (R\{0}) is ρ(u, y1, y2) = (u, y1). Therefore, the reduced equations are
dy1
dt
+ 2y1y2 + u
dy2
dt
+ u(y2)2 = −u ,
dy1
dt
− 2y1y2 − udy
2
dt
+ u(y2)2 = −u ,
y1 =
du
dt
.
Even though the Lagrangian L does not reduce to this particular Atiyah algebroid, the equations have
a variational nature since they are the Euler-Lagrange equations for the alternative Lagrangian
l˜(u; y1, y2) = (y1)2 − u2(y2)2 − u2 .
Observe that l˜ is the reduction of the alternative Lagrangian L˜(x, y, x˙, y˙) = x˙y˙ − xy for Equations
(3.20) which is now invariant by X (see [108]).
3.6 Relation to other approaches
In Section 3.3.2 we recover the Helmholtz conditions given in [131] as the vanishing of dLτEΘΓ,F on a
certain basis of sections of LτE −→ E.
In the previous section we worked in the basis {T˜α, V˜α} of local sections of LτE, constructed from
a basis {eα} of local sections of E. Another common basis of sections of LτE is {eCα , eVα }, the set of
complete and vertical lifts of {eα}. The relationship between both is
T˜α = e
C
α + C
γ
αβy
βV˜γ and V˜γ = e
V
γ .
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As in the tangent bundle case, a SODE on a Lie algebroid defines a connection (see [131]). Then
the horizontal lift of a section X ∈ Γ(E) can be defined from its complete and vertical lift and the
SODE as
XH =
1
2
(
XC − [Γ, XV ]) ,
and we get another basis {Hα := eHα , eVα } of sections of LτE. The relationship with the above is given
by
Hα = e
H
α = T˜α +
1
2
(
∂Γγ
∂yα
− Cγαβyβ
)
V˜γ = T˜α + Λ
γ
αV˜γ .
Note that if Γ is variational we have LΓF ∗λE = ΘΓ,F for some local diffeomorphism F and hence
LΓdLτEF ∗λE = dLτEΘΓ,F . Then the equations
LΓdLτEF ∗λE(Hη, Hβ) = 0, LΓdLτEF ∗λE(Hη, V˜β) = 0 and LΓdLτEF ∗λE(V˜η, V˜β) = 0 ,
together with
LΓdLτEF ∗λE(Hη, V˜β)− LΓdLτEF ∗λE(Hβ, V˜η) = 0
yield the Helmholtz conditions given in [131].
In order to check this we first compute [Γ, V˜η] and [Γ, Hη] in terms of the basis {Hα, V˜α}:
[Γ, V˜η] = −T˜η − ∂Γ
α
∂yη
V˜α = −(Hη − Λβη V˜β)−
∂Γα
∂yη
V˜α = −Hη + 1
2
(
Cγβηy
β − ∂Γ
γ
∂yη
)
V˜γ ,
[Γ, Hη] = [Γ, T˜η] + [Γ,Λ
γ
η V˜γ ] = [Γ, T˜η] + ρ(Γ)(Λ
γ
η)V˜γ + Λ
γ
η [Γ, V˜γ ]
= −
(
ρiη
∂Γα
∂xi
V˜α + y
αCγηα(Hγ − Λνγ V˜ν)
)
+
(
yαρiα
∂Λγη
∂xi
+ Γα
∂Λγη
∂yα
)
V˜γ
+Λγη
(
−Hγ + 1
2
(
Cνβγy
β − ∂Γ
ν
∂yγ
)
V˜ν
)
=
1
2
(
yβCγβα −
∂Γγ
∂yα
)
Hγ
+
(
yαρiα
∂Λγη
∂xi
+ Γα
∂Λγη
∂yα
+ ΛνηΛ
γ
ν − Λνη
∂Γγ
∂yν
− ρiη
∂Γγ
∂xi
+ yαCνηαΛ
γ
ν
)
V˜γ .
We introduce the notation
Dγη :=
1
2
(
yβCγβα −
∂Γγ
∂yα
)
and Φγη :=
(
yαρiα
∂Λγη
∂xi
+ Γα
∂Λγη
∂yα
+ ΛνηΛ
γ
ν − Λνη
∂Γγ
∂yν
− ρiη
∂Γγ
∂xi
+ yαCνηαΛ
γ
ν
)
so that [Γ, V˜η] = −Hη +Dγη V˜γ and [Γ, Hη] = DγηHγ + Φγη V˜γ .
We will also need the expression of dLτEF ∗λE in terms of {θα := V˜ α − Λαβ T˜ β, T˜α}, the dual basis
of {Hα, V˜α}:
dL
τEF ∗λE =
(
ρ(Hγ)(Fα)− 1
2
FνC
ν
γα
)
T˜ γ ∧ T˜α + ∂Fα
∂yγ
θγ ∧ T˜α = AγαT˜ γ ∧ T˜α + ∂Fα
∂yγ
θγ ∧ T˜α
where Aγα = ρ(Hγ)(Fα)− 12FνCνγα.
Now we introduce the notation TF := d
LτEF ∗λE and write the Helmholtz conditions in local
coordinates as follows:
LΓTF (Hη, Hβ) = Γ(TF (Hη, Hβ))− TF ([Γ, Hη], Hβ)− TF (Hη, [Γ, Hβ])
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= Γ(Aηβ)− Γ(Aβη)−
[
AγβD
γ
η −AβγDγη +
∂Fβ
∂yγ
Φγη
]
−
[
AηγD
γ
β −AγηDγβ −
∂Fη
∂yγ
Φγβ
]
= 0 , (3.21)
LΓTF (Hη, V˜β) = Γ(TF (Hη, V˜β))− TF ([Γ, Hη], V˜β)− TF (Hη, [Γ, V˜β])
= Γ
(
−∂Fη
∂yβ
)
+
∂Fγ
∂yβ
Dγη −
[
−Aηβ +Aβη − ∂Fη
∂yγ
Dγβ
]
= 0 , (3.22)
LΓTF (V˜η, V˜β) = −TF ([Γ, V˜η], V˜β)− TF (V˜η, [Γ, V˜β])
= TF (Hη, V˜β) + TF (V˜η, Hβ) = −∂Fη
∂yβ
+
∂Fβ
∂yη
= 0 . (3.23)
Now we compute
LΓTF (Hη, V˜β)− LΓTF (Hβ, V˜η) = Γ
(
−∂Fη
∂yβ
)
+
∂Fγ
∂yβ
Dγη −
[
−Aηβ +Aβη − ∂Fη
∂yγ
Dγβ
]
−Γ
(
−∂Fβ
∂yη
)
− ∂Fγ
∂yη
Dγβ +
[
−Aβη +Aηβ − ∂Fβ
∂yγ
Dγη
]
and use (3.23) to obtain
Aηβ = Aβη . (3.24)
Substituting (3.24) into (3.21) and (3.22) these equations become
∂Fβ
∂yγ
Φγη =
∂Fη
∂yγ
Φγβ and Γ
(
∂Fη
∂yβ
)
− ∂Fγ
∂yβ
Dγη −
∂Fη
∂yγ
Dγβ = 0 ,
which are the equations given in [131]. This can be checked directly by making the substitution
Λνη
∂Γγ
∂yν
= 2ΛνηΛ
γ
ν + Λ
ν
ηC
γ
ντy
τ .
Beware that the notation in [131] is Nγη = −Λγη .
Note that the Helmholtz conditions for invariant Lagrangians on the tangent bundle of a Lie group
G given in [45] are also recovered. Indeed, by dropping the terms where derivatives with respect to xi
appear and substituting Λγη =
∂Γγ
∂yη − Cγηβyβ we get
Φγη =
1
2
Γα
∂2Γγ
∂yα∂yη
− 1
2
ΓαCγηα −
1
4
∂Γν
∂yη
∂Γγ
∂yν
− 1
4
Cνηβy
βCγντy
τ − 1
4
∂Γν
∂yη
Cγντy
τ +
3
4
Cνηβy
β ∂Γ
γ
∂yν
.
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Chapter 4
Inverse problem for second order
difference equations
In this chapter we will explore the inverse problem for discrete systems, that is, second order difference
equations. We are particularly interested in the case when such systems are numerical integrators for
a continuous system, and it will be common to find them in implicit form. In the discrete case an
implicit system of second order difference equations will be given by a submanifold M ⊂ Q×Q×Q. We
will assume that the submanifold M can be described as the vanishing of functions Φi(qk−1, qk, qk+1),
i = 1, . . . , n, such that the matrix
(
∂Φ
∂qk+1
)
is regular. Then a natural discrete formulation of the
classical inverse problem would be to ask whether or not it is possible to find a regular discrete
Lagrangian Ld : Q×Q −→ R such that both systems
Φi(qk−1, qk, qk+1) = 0 and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0
admit the same solutions. A different and more restrictive version of the problem, which is concerned
with the equality
Φ(qk−1, qk, qk+1) = D1Ld(qk, qk+1) +D2Ld(qk−1, qk)
has been addressed in [23, 42, 88].
In Section 4.1 we give a brief introduction to discrete mechanics and variational integrators. In
Section 4.2 we define variational second order difference equations and give a characterization in terms
of Lagrangian submanifolds of T ∗Q×T ∗Q. We also give an analog of Crampin’s Theorem and discuss
the one-dimensional case. In Section 4.3 we show how to go from the continuous to the discrete
setting. Finally in Section 4.4 we show how two alternative discrete Lagrangian formulations can lead
to constants of motion. This may be applied to obtain integrable discretizations of integrable systems.
4.1 Variational integrators and discrete mechanics
We will now recall, following mostly [112], how to derive the discrete Euler-Lagrange equations and
obtain discretizations of the continuous equations of motion by discretizing Hamilton’s variational
principle, instead of directly discretizing the equations.
We will consider Q × Q as a discrete version of TQ and therefore Q × Q × Q × Q as a discrete
analogue of TTQ, see [112]. Instead of curves on Q, the solutions are replaced by sequences of points
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on Q. If we fix some N ∈ N then we use the notation
Cd(Q) =
{
qd : {k}Nk=0 −→ Q
}
for the set of possible solutions, which can be identified with the manifold Q× (N+1)· · · ×Q. Define a
functional, the discrete action map, on the space of sequences Cd(Q) by
Sd(qd) =
N−1∑
k=0
Ld(qk, qk+1), qd ∈ Cd(Q) .
If we consider variations of qd with fixed end points q0 and qN and extremize Sd over q1, . . . , qN−1, we
obtain the discrete Euler-Lagrange equations (DEL for short)
D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0 for all k = 1, . . . , N ,
where D1Ld(qk−1, qk) ∈ T ∗qk−1Q and D2Ld(qk−1, qk) ∈ T ∗qkQ correspond to dLd(qk−1, qk) under the
identification T ∗(qk−1,qk)(Q×Q) ∼= T ∗qk−1Q× T ∗qkQ.
If Ld is regular, that is, D12Ld is regular, then we obtain a well defined discrete Lagrangian map
FLd : Q×Q −→ Q×Q
(qk−1, qk) 7−→ (qk, qk+1(qk−1, qk)) .
If Ld is regular then we can further assure that the discrete Lagrangian map is invertible, so we can
also write qk−1 = qk−1(qk, qk+1), see [112, Theorem 1.5.1].
In this setting we can define two discrete Legendre transformations
F+Ld,F−Ld : Q×Q −→ T ∗Q ,
since each projection is equally eligible for the base point. They can be defined intrinsically and are
given in coordinates as
F+Ld : (qk−1, qk) 7−→ (qk, D2Ld(qk−1, qk)) ,
F−Ld : (qk−1, qk) 7−→ (qk−1,−D1Ld(qk−1, qk)) .
It holds that (F+Ld)∗ωQ = (F−Ld)∗ωQ =: ΩLd , with local expression
ΩLd(qk−1, qk) =
∂2Ld
∂qik−1∂q
j
k
dqik−1 ∧ dqjk .
We can also define the evolution of the discrete system on the Hamiltonian side, F˜Ld : T
∗Q −→
T ∗Q, by any of the formulas
F˜Ld = F
+Ld ◦ (F−Ld)−1 = F+Ld ◦ FLd ◦ (F+Ld)−1 = F−Ld ◦ FLd ◦ (F−Ld)−1 ,
because of the commutativity of the following diagram:
(qk−1, qk)
FLd //
F+Ld &&
(qk, qk+1)
F−Ld
xx F+Ld ''
FLd // (qk+1, qk+2)
F−Ld
ww
(qk, pk)
F˜Ld
// (qk+1, pk+1)
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The discrete Hamiltonian map F˜Ld : (T
∗Q,ωQ) −→ (T ∗Q,ωQ) is symplectic. Therefore the submani-
fold
(qk, pk, qk+1, pk+1) =
(
qk,F−Ld(qk, qk+1), qk+1,F−Ld(qk+1, qk+2)
)
=
(
qk,F+Ld(qk−1, qk), qk+1,F+Ld(qk, qk+1)
)
is Lagrangian in (T ∗Q× T ∗Q,ΩQ), where ΩQ := pr∗2ωQ − pr∗1ωQ is a symplectic form.
So far we have taken as the starting point a discrete Lagrangian Ld : Q × Q −→ R. However,
if we start with a continuous Lagrangian and take an appropriate discrete Lagrangian then the DEL
become a geometric integrator for the continuous Euler-Lagrange system, known as a variational
integrator. Hence, given a regular Lagrangian function L : TQ −→ R, we define a discrete Lagrangian
Ld : Q×Q×R −→ R as an approximation to the action of the continuous Lagrangian. More precisely,
for a regular Lagrangian L, and appropriate h, q0, q1, we can define the exact discrete Lagrangian as
LEd (q0, q1, h) =
∫ h
0
L(q0,1(t), q˙0,1(t))dt ,
where q0,1(t) is the unique solution of the Euler-Lagrange equations for L satisfying q0,1(0) = q0 and
q0,1(h) = q1, see [79, 110]. Then for a sufficiently small h, the solutions of the DEL for L
E
d lie on the
solutions of the Euler-Lagrange equations for L, see [112, Theorem 1.6.4].
In practice, LEd (q0, q1, h) will not be available. Therefore we will take
Ld(q0, q1, h) ≈ LEd (q0, q1, h) ,
using some quadrature rule. We obtain symplectic integrators in this way, see [129]. A discrete
version of Noether’s theorem also holds, [112, Theorem 1.3.3]. Therefore, if the discrete Lagrangian
is invariant under the same group action as the continuous Lagrangian then we obtain symplectic-
momentum integrators.
Some properties of the symplectic integrator we obtain, the discrete Hamiltonian map F˜Ld , such as
the order or self-adjointness, can be deduced from properties of the discrete Lagrangian, see [112, 129].
Example 4.1.1. If Q is a vector space then the discrete Lagrangians
L
1
2
d (q0, q1, h) = hL
(
q0 + q1
2
,
q1 − q0
h
)
,
Lsym,αd (q0, q1, h) =
h
2
L
(
(1− α)q0 + αq1, q1 − q0
h
)
+
h
2
L
(
αq0 + (1− α)q1, q1 − q0
h
)
,
provide second order methods, for α ∈ [0, 1]. Actually for a regular Lagrangian L, the first discrete
Lagrangian L
1
2
d has as discrete Hamiltonian map the midpoint rule on T
∗Q for the corresponding
Hamiltonian system, which is a well-known symplectic integrator, given by
q1 − q0
h
=
∂H
∂p
(
q1 + q0
2
,
p1 + p0
2
)
,
p1 − p0
h
= −∂H
∂q
(
q1 + q0
2
,
p1 + p0
2
)
,
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where H is the Hamiltonian function corresponding to L. According to [112, Theorem 2.1.1], any
symplectic integrator for the Hamiltonian equations derived from a regular Lagrangian can be locally
seen as a discrete Hamiltonian map associated to some discrete Lagrangian Ld. See [112, Section 2.6]
for further examples, including the Sto¨rmer-Verlet method and symplectic partitioned Runge-Kutta
methods. The corresponding discrete Lagrangians are provided.
4.2 Inverse problem in the discrete setting
In this section we will provide definitions of variationality for explicit and implicit second order differ-
ence equations. We will also derive Helmholtz type conditions and prove an analog of Theorem 1.4.1
in this setting.
We will consider separately the explicit case, in which the second order difference equation is given
as a map
Γ : Q×Q −→ Q×Q×Q×Q
(qk−1, qk) 7−→ (qk−1, qk, qk, Γ˜(qk−1, qk)) ,
and the implicit case, in which the second order difference equation is given as a submanifold M of
Q×Q×Q satisfying some regularity condition.
4.2.1 Explicit second order difference equations
Recall that we consider Q × Q as a discretization of TQ and Q × Q × Q × Q as a discretization of
TTQ. The discrete second order submanifold is given by
Q¨d = {ωd ∈ (Q×Q)× (Q×Q) : pr1 ◦ pr2(ωd) = pr2 ◦ pr1(ωd)} ∼= Q×Q×Q .
A map Γ : Q×Q −→ Q¨d ⊂ (Q×Q)× (Q×Q) satisfying pr1 ◦Γ = Id will be referred to as an explicit
second order difference equation (SOdE for short).
Definition 4.2.1. The explicit second order difference equation qk+1 = Γ˜(qk−1, qk) is variational if
and only if there is a locally defined regular discrete Lagrangian Ld : Q × Q −→ R such that both
systems
qk+1 = Γ˜(qk−1, qk) and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0
admit the same solutions.
To avoid technical difficulties we are assuming that (qk−1, qk) and (qk, Γ˜(qk−1, qk)) belong to the
same neighborhood where Ld is defined.
Consider first pr1 : Q×Q −→ Q substituting the projection τQ : TQ −→ Q (later in Proposition
4.2.6 we will see that we could also have chosen pr2 : Q × Q −→ Q as a discretization). For a given
explicit second order difference equation qk+1 = Γ˜(qk−1, qk) and a local diffeomorphism F : Q×Q −→
T ∗Q over the identity, we define γF,Γ := (F × F ) ◦ Γ as shown in the following commutative diagram:
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Q×Q×Q×Q F×F // T ∗Q× T ∗Q
pr1

Q×Q
Γ
OO
F //
γF,Γ
44
pr1
&&
T ∗Q
piQ
yy
Q
For (qk−1, qk) on Q×Q the diagram is the following:
(qk−1, qk, qk, Γ˜(qk−1, qk))
F×F // (qk−1, F˜ (qk−1, qk), qk, F˜ (qk, Γ˜(qk−1, qk)))
pr1

(qk−1, qk)
Γ
OO
F //
γF,Γ
22
(qk−1, F˜ (qk−1, qk))
Proposition 4.2.2. The second order difference equation qk+1 = Γ˜(qk−1, qk) is variational if and only
if there is a local diffeomorphism F : Q×Q −→ T ∗Q satisfying pr1 = piQ ◦ F and such that Im(γF,Γ)
is a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ).
Proof. Assume there is an F as in the statement. Then Im(γF,Γ) is a submanifold of half the dimension
of T ∗Q × T ∗Q and Im(γF,Γ) is a Lagrangian submanifold if the isotropy condition γ∗F,ΓΩQ = 0 is
satisfied. Since
γ∗F,ΓΩQ = d((pr2 ◦ γF,Γ)∗θQ − (pr1 ◦ γF,Γ)∗θQ)
is an exact two-form on Q×Q, by the Poincare´ Lemma the condition γ∗F,ΓΩQ = 0 implies
(pr2 ◦ γF,Γ)∗θQ − (pr1 ◦ γF,Γ)∗θQ = dLd
for a locally defined map Ld : Q×Q −→ R called the discrete Lagrangian.
In local coordinates we get
−Fi(qk−1, qk)dqik−1 + Fi(qk, Γ˜(qk−1, qk))dqik =
∂Ld
∂qik−1
(qk−1, qk)dqik−1 +
∂Ld
∂qik
(qk−1, qk)dqik ,
that is, D1Ld(qk−1, qk) = −F (qk−1, qk) and D2Ld(qk−1, qk) = F (qk, Γ˜(qk−1, qk)). In particular F =
F−Ld and the admissibility condition F˜ (qk, qk+1) = F˜ (qk, Γ˜(qk−1, qk)) gives the discrete Euler-Lagrange
equations −D1Ld(qk, qk+1) = D2Ld(qk−1, qk), see [91, Section 3.2].
Assume now that qk+1 = Γ˜(qk−1, qk) is variational. Then we can define F (qk−1, qk) = −D1Ld(qk−1, qk)
to get
{D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0} ≡
{
qk+1 = Γ˜(qk−1, qk)
}
≡
{
−D1Ld(qk, qk+1) = −D1Ld(qk, Γ˜(qk−1, qk))
}
,
which implies
−D2Ld(qk−1, qk) = D1Ld(qk, Γ˜(qk−1, qk)) .
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Then Im(γF,Γ) is given by(
qk−1,−D1Ld(qk−1, qk), qk,−D1Ld(qk, Γ˜(qk−1, qk))
)
= (qk−1,−D1Ld(qk−1, qk), qk, D2Ld(qk−1, qk))
which is clearly a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ).
Remark 4.2.3. Notice that we can equivalently work with Lagrangian submanifolds of T ∗(Q × Q).
First consider the symplectomorphism
Ψ : (T ∗(Q×Q), ωQ×Q) −→ (T ∗Q× T ∗Q,ΩQ)
(αq0 , αq1) 7−→ (−αq0 , αq1)
and define the one-form Ψ−1 ◦ γF,Γ on Q×Q. Then ask for it to be closed, that is, for Im(Ψ−1 ◦ γF,Γ)
to be a Lagrangian submanifold of (T ∗(Q×Q), ωQ×Q).
If we impose Im(γF,Γ) to be a Lagrangian submanifold of (T
∗Q × T ∗Q,ΩQ) for a given SOdE Γ
then we get the following conditions on F :
∂Fi
∂qjk−1
(qk−1, qk) =
∂Fj
∂qik−1
(qk−1, qk) , (4.1)
∂Fi
∂Qj2
(qk−1, qk) +
∂Fj
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qik−1
= 0 , (4.2)
∂Fi
∂Qj1
(qk,Γk−1,k) +
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk
=
∂Fj
∂Qi1
(qk,Γk−1,k) +
∂Fj
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qik
, (4.3)
where Γk−1,k is short notation for Γ˜(qk−1, qk) and ∂/∂Q1, ∂/∂Q2 denote partial derivatives with respect
to the first and second slot respectively. We will refer to these equations as discrete Helmholtz
conditions.
Since we are assuming Γ : U −→ U × U , for some open subset U ⊂ Q×Q, the last condition can
be reduced to
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk
=
∂Fj
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qik
. (4.4)
Equivalently, following Remark 4.2.3, the Helmholtz conditions can be written as the closure
condition d(Ψ−1 ◦ γF,Γ) = 0.
Example 4.2.4 (Toy example). Consider the second order difference equation
xk+1 = 2xk − xk−1, yk+1 = 2yk − yk−1 , (4.5)
which is a discretization of the variational SODE x¨ = 0, y¨ = 0. In this case we already know a
Lagrangian function for the continuous system, for instance L = 12(x˙
2 + y˙2), so we define a discrete
Lagrangian by
Ld(qk−1, qk) :=
1
2
((
xk − xk−1
h
)2
+
(
yk − yk−1
h
)2)
, (4.6)
where qk = (xk, yk). Then we can take F to be F−Ld, that is
F : (xk−1, yk−1, xk, yk) 7−→
(
xk−1, yk−1,
xk − xk−1
h2
,
yk − yk−1
h2
)
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and Im(γΓ,F ), given by(
xk−1, yk−1,
xk − xk−1
h2
,
yk − yk−1
h2
, xk, yk,
xk − xk−1
h2
,
yk − yk−1
h2
)
,
is a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ). Therefore (4.5) is variational, according to Propo-
sition 4.2.2. Indeed the Lagrangian (4.6) has (4.5) as DEL.
Remark 4.2.5. There is no preferred role between qk−1 and qk, therefore Definition 4.2.1 could
be rewritten in terms of the existence of a local diffeomorphism F+ : Q × Q −→ T ∗Q satisfying
pr2 = piQ ◦ F+, that is, F+ : (qk−1, qk) 7−→ (qk, F˜+(qk−1, qk)). Then we would get F+ = F+Ld. More
precisely we have the following equivalence result.
Let ΦΓ : Q×Q −→ Q×Q denote the flow of Γ, that is, ΦΓ(qk−1, qk) = (qk, Γ˜(qk−1, qk)).
Proposition 4.2.6. There is a local diffeomorphism F : (Q×Q, pr1) −→ (T ∗Q, piQ) over the identity
such that Im(γF,Γ) is a Lagrangian submanifold of (T
∗Q × T ∗Q,ΩQ) if and only if there is a local
diffeomorphism F+ : (Q×Q, pr2) −→ (T ∗Q, piQ) over the identity such that Im(γF+,Γ) is a Lagrangian
submanifold of (T ∗Q× T ∗Q,ΩQ).
Proof. If F as in the statement exists then we can define F+ = F ◦ ΦΓ. From condition (4.2) we see
that ΦΓ is a local diffeomorphism and therefore so is F
+.
Q×Q×Q×Q ΦΓ×ΦΓ //
F+×F+
**
Q×Q×Q×Q F×F // T ∗Q× T ∗Q
Q×Q ΦΓ //
Γ
OO
F+
44Q×Q F //
Γ
OO
T ∗Q
On the other hand, if we impose that Im(F+ × F+) ◦ Γ be Lagrangian, then the condition we obtain
corresponding to the vanishing of the dqk ∧ dqk−1 factor is
∂Fr
∂qjk−1
(qk−1, qk) = − ∂Fi
∂Qr1
(qk,Γk−1,k)
∂Γi
∂qjk−1
− ∂Fi
∂Qs2
(qk,Γk−1,k)
∂Γs
∂qrk
∂Γi
∂qjk−1
+
∂Fs
∂Qi2
(qk,Γk−1,k)
∂Γs
∂qrk
∂Γi
∂qjk−1
,
which implies that ΦΓ is a local diffeomorphism since F
+ is a local diffeomorphism. Therefore we can
locally define F = F+ ◦ Φ−1Γ , which is also a local diffeomorphism.
Finally, from the commutativity of the above diagram, we have that Im(F+×F+)◦Γ is Lagrangian
if and only if Im(F × F ) ◦ Γ is Lagrangian.
The following result is a discrete analogue of Theorem 1.4.1.
Proposition 4.2.7. An explicit second order difference equation Γ : Q × Q −→ Q × Q × Q × Q is
variational if and only if there is a nondegenerate two-form Ωd on Q×Q such that
(i) LdΓΩd = 0 ,
108 Chapter 4. Inverse problem for second order difference equations
(ii) Ωd(V1, V2) = 0 for all V1, V2 ∈ Ker(Tpr1) ,
(iii) dΩd = 0 ,
where LdΓΩd := (ΦΓ)∗Ωd − Ωd is regarded as a discrete analogue of the Lie derivative.
Remark 4.2.8. The second condition can be replaced by Ωd(V1, V2) = 0 for all V1, V2 ∈ Ker(Tpr2)
(no dqk ∧ dqk versus no dqk−1 ∧ dqk−1 term in Ωd).
Proof. If Γ is variational define the two-form Ωd := F
∗ωQ = (F+)∗ωQ, which clearly satisfies (iii) and
the nondegeneracy requirement. From its coordinate expression,
dqik−1 ∧ dFi(qk−1, qk) =
(
∂Fi
∂qjk−1
)
dqik−1 ∧ dqjk−1 +
(
∂Fi
∂qjk
)
dqik−1 ∧ dqjk
(4.1)
=
(
∂Fi
∂qjk
)
dqik−1 ∧ dqjk ,
(ii) is also clear. Finally
LdΓΩd = (ΦΓ)∗Ωd − Ωd =
(
∂Fi(qk,Γk−1,k)
∂Qj2
)
dqik ∧ dΓj −
(
∂Fi
∂qjk
)
dqik−1 ∧ dqjk
=
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk
dqik ∧ dqjk
+
(
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk−1
+
∂Fj
∂Qi2
(qk−1, qk)
)
dqik ∧ dqjk−1 = 0
since the discrete Helmholtz conditions (4.2) and (4.3) are satisfied by F .
Conversely let Ωd be a nondegenerate two-form on Q × Q satisfying (i)-(iii). From (iii), locally
Ωd = dΘ and from (ii) Θ has the local expression
Θ = αidq
i
k−1 +
∂h
∂qik
(qk−1, qk)dqik
for a locally defined map h : Q×Q −→ R. Then define Θ¯ = Θ− dh, which satisfies Θ¯(V ) = 0 for all
V ∈ Ker(Tpr1) and dΘ¯ = Ωd. Then F : Q×Q −→ T ∗Q can be defined by
〈F (qk−1, qk), vqk−1〉 = 〈Θ¯(qk−1, qk), Vvqk−1 〉 for all vqk−1 ∈ TQ ,
where Vvqk−1 ∈ T (Q×Q) is any vector satisfying Tpr1(Vvqk−1 ) = vqk−1 . The first condition,
LdΓΩd = (ΦΓ)∗dΘ¯− dΘ¯ = d((ΦΓ)∗Θ¯− Θ¯) = dLdΓΘ¯ = 0 ,
implies the local existence of a discrete Lagrangian Ld : Q×Q −→ R such that LdΓΘ¯ = dLd. From the
local expression it is clear that γF,Γ = Ψ◦dLd. As Im(dLd) is a Lagrangian submanifold of T ∗(Q×Q),
Im(γF,Γ) is also a Lagrangian submanifold of T
∗Q× T ∗Q, that is, Γ is variational. Finally, for Ωd to
be nondegenerate it is necessary to have
(
∂F
∂qk
)
nondegenerate, that is, F is a local diffeomorphism.
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Remark 4.2.9 (The one-dimensional case). As recalled in Chapter 1, an old result by Sonin [148]
shows that the continuous one-dimensional case is always variational. This can be proved by showing
that the only Helmholtz condition that remains admits always a nonzero solution, see Remark 1.2.1.
In the discrete setting the only Helmholtz condition to be studied is
∂F
∂Q2
(qk−1, qk) +
∂F
∂Q2
(qk,Γ(qk−1, qk))
∂Γ
∂qk−1
(qk−1, qk) = 0 , (4.7)
that is, the problem reduces to determining whether or not the functional equation
g(y, f(x, y))
∂f
∂x
(x, y) = −g(x, y) (4.8)
has a nonzero solution g for a given map f : R2 −→ R.
Assume Γ is linear, that is, qk+1 = aqk−1 + bqk for some constants a and b, with a 6= 0. Does (4.8)
admit a solution g 6≡ 0? We don’t have a classification even for this linear case, but some positive
examples follow.
• If a = −1 then any constant g is a solution.
• If a = 1, b = 0 then g(y, x) = −g(x, y) admits a solution, for instance g(x, y) = x− y.
• If a < 0, b = 0 then g(y, ax)a = −g(x, y) admits a solution g(x, y) = 1|xy| away from xy = 0.
• If a > 0, b = 0 then g(x, y) = 1x|y| − 1y|x| is a solution away from xy ≥ 0.
• If a 6= 0, b = a3−1a then g(x, y) = −a2Bx+By is a solution for all B 6= 0, away from (0, 0).
4.2.2 Implicit second order difference equations
Now we go back to the implicit case, where a system of second order difference equations is given
by a submanifold M ⊂ Q × Q × Q. We assume that M is given by the vanishing of functions
Φi(qk−1, qk, qk+1) for i = 1, . . . , n, such that C :=
(
∂Φ
∂qk+1
)
is invertible. The problem then consists in
deciding whether the original system is equivalent to a discrete Lagrangian system.
Definition 4.2.10. The implicit system of second order difference equations Φi(qk−1, qk, qk+1) = 0,
i = 1, . . . , n, is variational if and only if there is a regular discrete Lagrangian Ld : Q×Q −→ R such
that both systems
Φi(qk−1, qk, qk+1) = 0 and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0
admit the same solutions.
Proposition 4.2.11. An implicit SOdE M locally given by the vanishing of constraints
Φi(qk−1, qk, qk+1) = 0, i = 1, . . . , n ,
is variational if and only if there is a local diffeomorphism F : Q×Q→ T ∗Q satisfying pr1 = piQ ◦ F
and such that Im(F × F |M ) is a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ), where
M = {(qk−1, qk, qk+1) ∈ Q×Q×Q : Φ(qk−1, qk, qk+1) = 0} .
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Proof. Assume first that a local diffeomorphism F with the stated properties exists. Since we have
assumed that C is regular, we can use the implicit function theorem to get for each (qk−1, qk, qk+1) ∈M
neighborhoods U of (qk−1, qk), V of qk+1 and Γ˜ : U −→ V such that
{(qk−1, qk, qk+1) ∈ U × V : Φ(qk−1, qk, qk+1) = 0}
=
{
(qk−1, qk, qk+1) ∈ U × V : qk+1 = Γ˜(qk−1, qk)
}
=
{
(qk−1, qk, qk+1) ∈ U × V : F˜ (qk, qk+1)− F˜ (qk, Γ˜(qk−1, qk)) = 0
}
= {(qk−1, qk, qk+1) ∈ U × V : D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0}
for some locally defined Lagrangian Ld, as explained in Section 4.2.1.
Now assume Φ(qk−1, qk, qk+1) = 0 is variational, that is, the two sets of equations
Φ(qk−1, qk, qk+1) = 0 and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0
have the same solutions for some locally defined Lagrangian Ld. If we choose
F (qk−1, qk) = (qk−1, F˜ (qk−1, qk)) = (qk−1,−D1Ld(qk−1, qk))
then we have
{D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0} ≡ {Φ(qk−1, qk, qk+1) = 0}
≡
{
qk+1 = Γ˜(qk−1, qk)
}
≡
{
−D1Ld(qk, qk+1) = −D1Ld(qk, Γ˜(qk−1, qk))
}
which implies
−D2Ld(qk−1, qk) = D1Ld(qk, Γ˜(qk−1, qk)) .
Then (F × F )(S) is locally given by(
qk−1,−D1Ld(qk−1, qk), qk,−D1Ld(qk, Γ˜(qk−1, qk))
)
= (qk−1,−D1Ld(qk−1, qk), qk, D2Ld(qk−1, qk))
which is clearly Lagrangian in (T ∗Q× T ∗Q,ΩQ).
In [11] the Helmholtz conditions for explicit SODEs are derived using Lagrangian submanifolds,
as explained in Chapter 1. For an implicit SODE we can also derive Helmholtz conditions using
Lagrangian submanifolds, as described in Section 1.5.3 of Chapter 1. Analogously now we can obtain
the implicit discrete Helmholtz conditions.
The submanifold (F × F )(M) is locally given by(
qk−1, F˜ (qk−1, qk), qk, F˜ (qk, qk+1)
)
plus the condition Φi(qk−1, qk, qk+1) = 0 for all i = 1, . . . , n. If we write ω˜ = (F × F )∗ΩQ then locally
ω˜ = dFi(qk, qk+1) ∧ dqik − dFi(qk−1, qk) ∧ dqik−1
=
∂Fi
∂Qj1
(qk, qk+1)dq
j
k ∧ dqik +
∂Fi
∂Qj2
(qk, qk+1)dq
j
k+1 ∧ dqik
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− ∂Fi
∂Qj1
(qk−1, qk)dq
j
k−1 ∧ dqik−1 −
∂Fi
∂Qj2
(qk−1, qk)dq
j
k ∧ dqik−1 .
Then the condition that (F × F )(M) be a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ) is equivalent
to the condition ((F × F ) ◦ iM )∗ΩQ = 0 and can be written as ω˜(X,Y ) = 0 for all X,Y ∈ X(M).
Therefore we will compute a local basis for X(M). By imposing that X ∈ X(Q × Q × Q) satisfies
dΦ(X) = 0 we get
Ai =
∂
∂qik−1
− ∂Φ
j
∂qik−1
W rj
∂
∂qrk+1
, Bi =
∂
∂qik
− ∂Φ
j
∂qik
W rj
∂
∂qrk+1
,
where W denotes the inverse matrix of C. Finally the implicit discrete Helmholtz conditions
ω˜(Ai, Aj) = 0, ω˜(Ai, Bj) = 0 and ω˜(Bi, Bj) = 0
are respectively given by
∂Fi
∂Qj1
(qk−1, qk) =
∂Fj
∂Qi1
(qk−1, qk) , (4.9)
∂Fj
∂Qi1
(qk, qk+1) +
∂Fj
∂Qk2
(qk, qk+1)
∂Φr
∂qik
W kr =
∂Fi
∂Qj1
(qk, qk+1) +
∂Fi
∂Qk2
(qk, qk+1)
∂Φr
∂qjk
W kr , (4.10)
∂Fi
∂Qj2
(qk−1, qk)− ∂Fj
∂Qk2
(qk, qk+1)
∂Φr
∂qik−1
W kr = 0 . (4.11)
Remark 4.2.12. If an implicit system is variational then it is possible to find functions gij(qk−1, qk, qk+1)
such that
gij(qk−1, qk, qk+1)Φj(qk−1, qk, qk+1) = [D1Ld(qk, qk+1) +D2Ld(qk−1, qk)]i =: Gi(qk−1, qk, qk+1) ,
as shown for instance in [82]. Indeed, since
(
∂Φ
∂qk+1
)
is regular, we can consider a coordinate change
(qk−1, qk, qk+1) −→ (qik−1, qik, yi := Φi(qk−1, qk, qk+1)) ,
for which now the submanifold M defines the second order difference equation yi = 0. If we let
Gj(q
i
k−1, q
i
k, y
i) denote the function Gj expressed in the new coordinates, then we have
Gj(q
i
k−1, q
i
k, y
i) =
∫ 1
0
d
dt
Gj(qk−1, qk, ty)dt = yi
gij(qk−1,qk,qk+1)︷ ︸︸ ︷∫ 1
0
∂Gj
∂yi
(qk−1, qk, ty)dt = Φigij .
4.3 From the continuous to the discrete setting
In this section we will see how to associate a discrete variational SOdE with a continuous variational
SODE Γ on TQ. Denote by ΦΓ the flow of Γ,
ΦΓ : U ⊆ R× TQ→ TQ ,
where U is an open subset of R × TQ. For expository simplicity we will assume that Γ is complete
and U = R× TQ. We will use the notation ΦΓt (vq) = ΦΓ(t, vq).
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Proposition 4.3.1. A complete SODE Γ on TQ is variational if and only if for all t ∈ R, Im(F ×
F ) ◦ (id× ΦΓt ) is a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ = pr∗2ωQ − pr∗1ωQ).
Proof. Assume first that Γ is variational. Then according to the characterization given in [11], there
exists a bundle isomorphism F : TQ → T ∗Q over Q such that SΓ,F = Im(TF ◦ Γ) is a Lagrangian
submanifold of (T ∗TQ, dTωQ). This is equivalent to the condition
LΓF
∗ωQ = 0
and therefore
(ΦΓt )
∗(F ∗ωQ) = F ∗ωQ .
The last equality is equivalent to the statement that Im(F×F )◦(id×ΦΓt ) is a Lagrangian submanifold
of (T ∗Q× T ∗Q,ΩQ).
TQ× TQ F×F // T ∗Q× T ∗Q
pr1

TQ
id×ΦΓt
OO
F //
F×(F◦ΦΓt )
77
T ∗Q
Now in order to define a variational discrete second order system, we need to introduce the ex-
ponential map associated with a second order differential equation Γ. Given a point q0 ∈ Q and a
positive real number h0, we define
expΓ(h0,q0)(v) = τQ((Φ
Γ
h0)(v)), for v ∈ Tq0Q,
(assuming that Γ is complete). For h0 small enough it is possible to find an open subset U ⊆ TQ and
an open subset U of Q, with q0 ∈ U such that the map
expΓh0 : U −→ U × U ⊆ Q×Q
v 7−→ (τQ(v), expΓh0(v))
is a diffeomorphism (see [110] for details). Denote by Re
−
h0
: U × U → U the inverse map of the
diffeomorphism expΓh0 : U → U × U .
Theorem 4.3.2. Given a SODE Γ on TQ, define the discrete second order difference equation
Γd : U × U −→ U × U × U × U
(qk−1, qk) 7−→ (qk−1, qk, qk, (τQ ◦ ΦΓ2h ◦Re
−
h )(qk−1, qk)) .
If Γ is variational then so is Γd for h small enough.
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Proof. Define Fd : U ×U ⊆ Q×Q −→ T ∗Q by Fd = F ◦Re−h . Then the proof is a consequence of the
commutativity of the following diagram
Q×Q×Q×Q R
e−
h ×Re
−
h // TQ× TQ F×F // T ∗Q× T ∗Q
pr1

Q×Q R
e−
h //
Γd
OO
Fd
55TQ
id×ΦΓh
OO
F //
F×(F◦ΦΓh)
77
T ∗Q
and Proposition 4.3.1, taking into account that
(qk, (τQ ◦ ΦΓ2h ◦Re
−
h )(qk−1, qk)) = (exp
Γ
h ◦ ΦΓh ◦Re
−
h )(qk−1, qk)
= ((Re
−
h )
−1 ◦ ΦΓh ◦Re
−
h )(qk−1, qk) .
4.4 Alternative Lagrangian formulations
In this section we will first recall how a class of constants of motion arises from alternative Lagrangian
formulations of a SODE, with the two alternative Lagrangians being genuinely different in the sense
that they should not differ by a constant and/or addition of a total time derivative [44, 107]. Then
we show that the same phenomenon occurs in the discrete setting.
4.4.1 Continuous SODEs
As noted in [44, 107], given a vector field Γ on a manifold M , if we can find a (1,1)-tensor field A on
M such that LΓA = 0 then also LΓAk = 0 and therefore Tr(Ak) is a constant of motion for Γ, for all
k.
It is possible to construct such a (1,1)-tensor field if we have the following ingredients. Assume
(M,ω) is a symplectic manifold, Γ is a Hamiltonian vector field on M with respect to ω and ω˜ is a
two-form on M such that LΓω˜ = 0. Then we can define A from the condition
iX ω˜ = iA(X)ω for all X ∈ X(M) , (4.12)
that is, A(X) = (]ω ◦ [ω˜)(X), where [ω : X(M) −→ Λ1(M) denotes the contraction map [ω(X) = iXω
and in case [ω has an inverse then we denote it by ]ω.
Λ1(M)
]ω
$$
X(M)
A
//
[ω˜
::
X(M)
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The conditions LΓω = LΓω˜ = 0 imply LΓA = 0. Indeed, taking Lie derivatives with respect to Γ on
both sides of (4.12) we obtain
i[Γ,X]ω˜ + iXLΓω˜ = i[Γ,A(X)]ω + iA(X)LΓω ,
that is, i[Γ,X]ω˜ = i[Γ,A(X)]ω and therefore, again from (4.12), we get A [Γ, X] = [Γ, A(X)], that is,
LΓA = 0.
The above situation arises for instance if we have two alternative Lagrangian formulations for Γ,
with Lagrangian functions L and L˜ (see [107]). Since we don’t need to make any assumptions on the
rank of the two-form ω˜, it is enough to require that one of the Lagrangians, say L, is regular. Then
the corresponding Poincare´-Cartan two-forms ΩL and ΩL˜ can be used to construct the (1,1)-tensor
field A = ]ΩL ◦ [ΩL˜ , which satisfies LΓA = 0 since Γ is Hamiltonian with respect to both ΩL and ΩL˜
and therefore LΓΩL = LΓΩL˜ = 0.
4.4.2 Discrete SOdEs
Assume there are two alternative regular discrete Lagrangians Ld and L˜d for a discrete second order
difference equation Γ on Q×Q. Then we get two discrete Lagrangian symplectic forms ΩLd and ΩL˜d
[112] (equivalently, if we can find F and F˜ then from Propositon 4.2.7 we obtain Ωd and Ω˜d). We can
define a (1,1)-tensor field Ad on Q×Q as before, from the condition
iXΩ˜d = iAd(X)Ωd for all X ∈ X(Q×Q) . (4.13)
Λ1(Q×Q)
]Ωd
''
X(Q×Q)
Ad
//
[Ω˜d
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Notice again that only the regularity of Ld is actually needed. We define the discrete Lie derivative
of Ad along Γ by
LdΓAd = Φ∗Γ ◦Ad −Ad ◦ Φ∗Γ ,
where Φ∗Γ = (Φ
−1
Γ )∗. The conditions LdΓΩd = LdΓΩ˜d = 0 imply, as in the continuous case, that
LdΓAd = 0. Indeed, if we take discrete Lie derivatives with respect to Γ on both sides of (4.13), we
obtain
iΦ∗ΓXΦ
∗
ΓΩ˜d = Φ
∗
Γ(iXΩ˜d) = Φ
∗
Γ(iAd(X)Ωd) = iΦ∗ΓAd(X)Φ
∗
ΓΩd ,
which using LdΓΩd = LdΓΩ˜d = 0 becomes iΦ∗ΓXΩ˜d = iΦ∗ΓAdXΩd. Then by definition of Ad we obtain
that AdΦ
∗
ΓX = Φ
∗
ΓAdX. Observe that the condition AdΦ
∗
ΓX = Φ
∗
ΓAdX is equivalent to Ad(ΦΓ)∗X =
(ΦΓ)∗AdX.
Choose a basis {X1, . . . , X2n} of X(Q×Q) and write Ad(Xa) = AbaXb, (ΦΓ)∗(Xa) = φbaXb. Then
the above condition takes the form
0 = (ΦΓ)∗ ◦Ad(Xa)−Ad ◦ (ΦΓ)∗(Xa)
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= (ΦΓ)∗(Aba(x)Xb(x))−Ad(φba(x)Xb(ΦΓ(x)))
= Aba(x)φcb(x)Xc(ΦΓ(x))− φba(x)Acb(ΦΓ(x))Xc(ΦΓ(x)) ,
from which we get Aba(x)φcb(x) = φba(x)Acb(ΦΓ(x)), that is, Acd(ΦΓ(x)) = (φ−1)ad(x)Aba(x)φcb(x). There-
fore the eigenvalues of Ad(x) and Ad(ΦΓ(x)) coincide and TrA
k
d(x) = TrA
k
d(ΦΓ(x)), that is, TrA
k
d is a
constant of motion for Γ.
Example 4.4.1. Consider the second order differential equation x¨+ x = 0 on R, that is, the SODE
Γ = x˙ ∂∂x − x ∂∂x˙ ∈ X(R2). We will find a discretization of the system, which admits two alternative
discrete Lagrangians Ld1 and Ld2, and for which Ad = Ω
−1
Ld1
◦ΩLd2 provides constants of motion. The
solutions to the continuous system are given by x(t) = a cos(t) + b sin(t), where a and b are constants.
Therefore the exponential map associated with Γ is given by
expΓ(x,h) : TQ −→ Q×Q
(x, v) 7−→ (x, x cos(h) + v sin(h))
and the flow at time h is
ΦΓh : TQ −→ TQ
(x, v) 7−→ (x cos(h) + v sin(h), v cos(h)− x sin(h)) .
Notice that for the continuous system we have the two alternative Lagrangians
L =
1
2
(x˙2 − x2) and L˜ = 1
3
x˙4 + 2x2x˙2 − x4 ,
with corresponding Legendre transformations F1(x, x˙) = (x, x˙) and F2(x, x˙) = (x,
4
3 x˙
3 +4x2x˙). There-
fore Im(F1 × F1) ◦ (id × ΦΓt ) and Im(F2 × F2) ◦ (id × ΦΓt ) are both Lagrangian submanifolds of
(T ∗Q× T ∗Q,ΩQ). Then we can define the discrete SOdE
Γd = (exp
Γ
h × expΓh) ◦ (id× ΦΓh) ◦Re
−
h : Q×Q −→ Q×Q×Q×Q
(x0, x1) 7−→ (x0, x1, x1, 2x1 cos(h)− x0)
and the discrete Lengendre transformations Fd1 = F1◦Re−h and Fd2 = F2◦Re
−
h that provide Lagrangian
submanifolds Im(Fd1 × Fd1) ◦ Γd and Im(Fd2 × Fd2) ◦ Γd according to Theorem 4.3.2.
The Lagrangian submanifolds Im(Fd1×Fd1) ◦Γd and Im(Fd2×Fd2) ◦Γd are given respectively by(
x0,
x1 − x0 cos(h)
sin(h)
, x1,
x1 cos(h)− x0
sin(h)
)
and
(
x0,
4
3
(
x1 − x0 cos(h)
sin(h)
)3
+ 4x20
(
x1 − x0 cos(h)
sin(h)
)
, x1,
4
3
(
x1 cos(h)− x0
sin(h)
)3
+ 4x21
(
x1 cos(h)− x0
sin(h)
))
,
from where we get
ΩLd1 =
−1
sin(h)
dx0 ∧ dx1 and ΩLd2 = −4
(
x21 − 2x0x1 cos(h) + x20
sin3(h)
)
dx0 ∧ dx1 .
Therefore we have
Ad =
4
sin2(h)
(x21 − 2x0x1 cos(h) + x20)dx0 ⊗
∂
∂x0
+
4
sin2(h)
(x21 − 2x0x1 cos(h) + x20)dx1 ⊗
∂
∂x1
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and we obtain the conserved quantity x21−2x0x1 cos(h)+x20 for the SOdE Γd, which is a discretization
of the conserved quantity x˙2 + x2 for Γ.
Although they are not needed in order to get Ad, the two discrete Lagrangians that we obtain are
Ld1(x0, x1) =
cos(h)
2 sin(h)
(
x20 + x
2
1
)− x0x1
sin(h)
,
Ld2(x0, x1) = x
4
1 cot(h)−
4
3
x0x
3
1 csc(h) +
1
3
x40 cos(2h) csc(h) sec(h) +
1
3
(x1 cot(h)− x0 csc(h))4 tan(h)
= cot(h)
(
1 +
cot2(h)
3
)
x41 −
4
3
x0x
3
1 csc
3(h) + 2x20x
2
1 cot(h) csc
2(h)− 4
3
x30x1 csc
3(h)
+ cot(h)
(
1 +
cot2(h)
3
)
x40 .
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Inverse problem for constrained second
order systems
In this chapter we will deal with mechanical systems with constraints. There is a crucial difference
between a planar pendulum, which is restricted to move on S1, a submanifold in R2 and a disk rolling
without sliding on a plane, which can get to any configuration, but has restrictions on the velocities.
The first one is an example of a holonomic system while the second is an example of nonholonomic
system.
In Section 5.1 we will introduce nonholonomic systems, including some examples, for instance the
rolling disk and Chaplygin systems. In Section 5.2 we briefly introduce vakonomic mechanics. In
Section 5.3 we provide a definition of constrained variational SODE and show some consequences of
this notion. A generalization of Crampin’s Theorem holds and also the original system, if variational,
can be regarded as a subsystem of a Lagrangian system. In Section 5.4 we need to adapt the definition
to include systems with holonomic constraints. Then we show the relationship between the inverse
problem for holonomic systems and the inverse problem without constraints. In Section 5.5 we further
adapt the notion of variational systems, for time-dependent constrained systems, using now the notion
of isotropic submanifold for a Poisson manifold and Crampin’s Theorem follows similarly. Finally in
Section 5.6 we discuss the inverse problem for discrete constrained systems. We obtain results similar
to the continuous case and we also start some discussion on the possible advantages of using constrained
variational integrators.
5.1 Nonholonomic systems
In this section, we will see one of the main examples where second order differential equations along
submanifolds arise, namely the case of nonholonomic Lagrangian systems. There is considerable
interest in the study of these systems since nonholonomic constraints are present in a great variety of
mechanical systems in engineering and robotics. For instance, they describe the dynamics of wheeled
vehicles, manipulation devices and locomotion systems (see [14, 18, 39, 40, 125, 126] and references
therein).
Definition 5.1.1. A nonholonomic Lagrangian system on a manifold Q consists of a pair (L,M)
where L : TQ→ R is a Lagrangian function and M is a submanifold of TQ such that τQ(M) = Q.
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In mechanical and real examples, the constraints are typically linear or affine in the velocities.
Linear velocity constraints are constraints that are specified by a regular C∞-distribution D on the
configuration manifold Q, or equivalently, by a vector subbundle τD : D → Q of the tangent bundle
TQ with canonical inclusion iD : D ↪→ TQ. Therefore, we will say that a curve γ : I ⊆ R→ Q satisfies
the constraints given by D if
γ′(t) =
dγ
dt
(t) ∈ Dγ(t) for all t ∈ I . (5.1)
A regular linear velocity constraint D is holonomic if D is integrable or involutive, that is, for any
vector fields X,Y ∈ X(Q) taking values on D, it holds that the vector field [X,Y ] also takes values in
D. Such a constraint is nonholonomic if it is not holonomic. Observe that in the case of holonomic
constraints all the curves through a point q ∈ Q satisfying the constraints must lie on the maximal
integral manifold for D through q.
From now on, we assume that M = D is a vector subbundle or an affine subbundle modelled on
D, and τQ(M) = Q, avoiding the existence of holonomic constraints (see Section 5.4 for details on this
case).
The existence of the constraints prescribed by M induces the introduction of reaction forces which
restrict the motion to M . This forces are determined by the Lagrange-d’Alembert principle.
Define the set of admissible curves by
C2M (q0, q1, [a, b]) =
{
c : [a, b] ⊆ R −→ Q
∣∣∣ c ∈ C2(q0, q1, [a, b]), c˙(t) ∈Mc(t) ∀t ∈ [a, b]} ,
and the set of possible virtual variations along c by
Vc =
{
X : [a, b] −→ TQ
∣∣∣ X ∈ C1, X(t) ∈ Dc(t) ∀t ∈ [a, b] and X(a) = X(b) = 0} .
Definition 5.1.2. [Lagrange-d’Alembert’s principle] Let c ∈ C2M (q0, q1, [a, b]), then c is a solution
of the nonholonomic Lagrangian system (L,M) if
〈dJ (c), X〉 = 0, for all X ∈ Vc.
Locally, if the submanifold M is determined by the vanishing of constraints φα(qi, q˙i) = 0 (either
linear or affine constraints), then the equations of motion of a nonholonomic Lagrangian system are
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= λα
∂φα
∂q˙i
, (5.2)
φα(qi, q˙i) = 0 .
If the constraints are written as φα(qi, q˙i) = µαi (q)q˙
i + µα0 (q), then the previous equations reduce to
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= λαµ
α
i (q) , (5.3)
µαi (q)q˙
i + µα0 (q) = 0 . (5.4)
The right-hand side of Equation (5.3) represents the force induced by the constraints, while Equation
(5.4) gives the constraints themselves.
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It is important to stress that in Equations (5.3) it is necessary to use the Lagrangian defined on
the full space TQ instead of working with the restriction of L to D (where we now consider D as
a vector subbundle of TQ). Applying standard variational techniques and using l = L|D we would
derive a different set of equations than (5.3), which are not valid for nonholonomic mechanics. These
other equations are called vakonomic equations, or variational constrained equations in the literature,
see for instance [8]. They will be briefly recalled in Section 5.2.
If the Hessian matrix W of L with respect to the velocities is definite, then the matrix
C = (Cαβ) with Cαβ = µαiW ijµβj
is regular, where (W ij) is the inverse of the Hessian matrix Wij =
(
∂2L
∂q˙i∂q˙j
)
and analogously (Cαβ) is
the inverse of C.
Observe that the definiteness condition is automatically satisfied for systems of mechanical type,
that is, when the Lagrangian is given by L = T − V , where T is the kinetic energy associated to a
Riemannian metric on Q and V , the potential energy, is a function on Q. It is easy to show that,
under this condition, we can write the equations of motion of a nonholonomic system as a system of
explicit second order differential equations on the constraint submanifold M . In fact, the Lagrange
multipliers are determined univocally as
λα(q, q˙) = −Cαβ
(
∂µβi
∂qj
q˙iq˙j +
∂µβ0
∂qi
q˙i + µβiW
ij
[
∂L
∂qj
− ∂
2L
∂q˙j∂qk
q˙k
])
,
and given an initial condition on M , c˙(0) ∈Mc(0), the unique solution of the second order differential
equation
q¨i = W ij
[
λα(q, q˙)µ
α
j (q) +
∂L
∂qj
− ∂
2L
∂q˙j∂qk
q˙k
]
evolves on the constraint submanifold M , that is, c˙(t) ∈Mc(t).
5.1.1 Examples
Some examples of nonholonomic systems are the nonholonomic particle, the vertical or falling rolling
disk, the rolling ball, the knife edge, the Chaplygin sleigh, the snakeboard and the rattleback. A
description of each of these examples and additional ones can be found in [14, 40, 126].
We will now see a detailed example, the vertical rolling disk, which will also appear in Section 5.3
and Chapter 6. Later we will also introduce the nonholonomic particle and the Chaplygin sleigh.
Example 5.1.3 (Rolling disk). One of the simplest examples of a nonholonomic system is the unicycle,
that is, a disk of radius r which rolls on a horizontal plane, and always remains exactly upright, see
for instance [14]. The coordinates (x1, x2, θ, φ) describe the possible configurations of the system,
where (x1, x2) are the coordinates of the contact point with the x1x2-plane, θ the heading angle and
φ the self-rotation angle. The system is shown in Figure 5.1. Not all the velocities are admissible for
this system, since the constraint that the disk roll without slipping is specified by the linear velocity
constraints
x˙1 − rφ˙ cos θ = 0 , x˙2 − rφ˙ sin θ = 0 , (5.5)
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and therefore,
D = span
{
X1 = r cos θ
∂
∂x1
+ r sin θ
∂
∂x2
+
∂
∂φ
,X2 =
∂
∂θ
}
.
The constraints are nonholonomic since the distribution D is not involutive. Indeed,
[X1, X2] = r sin θ
∂
∂x1
− r cos θ ∂
∂x2
,
and [X1, X2](q) /∈ Dq for all q ∈ Q.
(x1, x2)
r
x2
x1
θ
φ
Figure 5.1: The geometry of the rolling disk.
In this case the Riemannian metric is
g = mdx1 ⊗ dx1 +mdx2 ⊗ dx2 + Jθ dθ ⊗ dθ + Jφ dφ⊗ dφ ,
where m is the mass of the disk and Jθ and Jφ are the moment of inertia about the θ and φ axis
respectively. We assume that the Lagrangian is purely kinetic, i.e. V = 0, and thus
L(x1, x2, θ, φ, x˙1, x˙2, θ˙, φ˙) =
1
2
(
mx˙21 +mx˙
2
2 + Jθ θ˙
2 + Jφ φ˙
2
)
.
Therefore the nonholonomic equations (5.3) are
mx¨1 = λ1 ,
mx¨2 = λ2 ,
Jθθ¨ = −λ1r cos(φ)− λ2r sin(φ) ,
Jφφ¨ = 0 ,
x˙1 − rφ˙ cos θ = 0 ,
x˙2 − rφ˙ sin θ = 0 ,
which, substituting the values of λα and using the constraints, reduce to the system
θ¨ = 0 , φ¨ = 0 , x˙1 − rφ˙ cos θ = 0 , x˙2 − rφ˙ sin θ = 0 .
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5.1.2 Nonholonomic Chaplygin systems
We will now consider nonholonomic Lagrangian systems with symmetry, that is, nonholonomic systems
(L,D), where D is a vector subbundle of TQ, with a Lie group action Ψ : G×Q→ Q, such that both
L and D are G-invariant with respect to the induced action on TG. The subclass of nonholonomic
systems with symmetry such that
Dq ⊕ TqOrb(q) = TqQ ,
is known as the purely kinematic case, where the symmetry directions complement the constraints
given by D. Here Orb(q) = {q¯ ∈ Q
∣∣∣ q¯ = Ψ(g, q),with g ∈ G} denotes the orbit of q ∈ Q.
Chaplygin systems are a particular type of nonholonomic systems with symmetry (see for instance
[40]). In this case the configuration space is a principal G-bundle pi : Q→ Q/G, associated with a free
and proper action Ψ : G×Q → Q such that L is G-invariant and D is determined by the horizontal
distribution of a principal connection A : TQ→ g. Remember that A(ξQ(q)) = ξ, where
ξQ(q) =
d
dt
∣∣∣
t=0
Ψ(exp (tξ), q), with ξ ∈ g
and A(TΨg(X)) = Adg(A(X)), for all X ∈ TQ where Ψg(q) = Ψ(g, q). Observe that in this case
Dq = {vq ∈ TqQ
∣∣∣ A(vq) = 0} ,
that is, Dq is the horizontal subspace at q determined by the connection A.
Therefore, for any vq ∈ TqQ we have a unique decomposition vq = horqvq + verqvq, where verqvq =
(A(vq))Q(q) and then horqvq = vq − (A(vq))Q(q) ∈ Dq. The projection map pi : Q→ Q/G induces an
isomorphism from Dq to Tpi(q)(Q/G), and the inverse map is called the horizontal lift. Thus for any
vector field X ∈ X(Q/G) on the base space, we have a unique vector field Xh (the horizontal lift of
X) that is horizontal and pi-related to X. Consider a local trivialization U × G of pi where now the
action of G is given by left translation on the second factor and U is a neighborhood of Q/G. Take
coordinates ra on U and a basis {eα} of g. Then any element ξ ∈ g is written as ξ = ξαeα. In this
local trivialization we can write the connection A as
A(r, g, r˙, g˙) = Adg(g−1g˙ +Aαa r˙aeα)
and the coefficients of the curvature, B(X,Y ) = −A([Xh, Y h]), X, Y ∈ X(Q/G), are
Bαab =
∂Aαa
∂rb
− ∂A
α
b
∂ra
− CαβγAβbAγa , where B
(
∂
∂ra
,
∂
∂rb
)
= Bαabeα .
In this case, the Lagrangian L : TQ→ R induces a Lagrangian L∗ : T (Q/G)→ R by
L∗(X(q¯)) = L(Xh(q)) .
Locally, L∗(ra, r˙a) = l(ra, r˙a,−Aαa r˙aeα), where l : TU × g → R represents the reduction of L :
T (U ×G)→ R to TQ/G.
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After some computations, we can see that the reduced dynamics are given by the following system
of equations on T (Q/G):
d
dt
(
∂L∗
∂r˙a
)
− ∂L
∗
∂ra
= Λa, where Λa = −
(
∂l
∂ξα
)
c
Bαabr˙b
and the subindex “c” on the right-hand side indicates that, after computing the derivative of l with
respect to ξa, one evaluates this partial derivative on (ra, r˙a,−Aαa r˙aeα).
Moreover, if L is regular, we have that L∗ is also regular and we obtain the system of second-order
differential equations now defined on the full space T (Q/G)
d2ra
dt2
= Ŵ ab
(
∂L∗
∂rb
− r˙c ∂
2L∗
∂rc∂r˙b
+ Λb
)
, (5.6)
where (Ŵ ab) is the inverse of the Hessian matrix Ŵab =
(
∂2L∗
∂r˙a∂r˙b
)
.
5.1.3 Chaplygin Hamiltonization
As we have seen in Section 5.1.2, the equations of motion of a noholonomic Chaplygin system can be
reduced to a second-order differential equation on Q/G. Then, we can apply the inverse problem of
the calculus of variations in an attempt to find a Lagrangian L : T (Q/G) → R such that equations
(5.6) are equivalent to the Euler-Lagrange equations for the Lagrangian L.
Denote by Γ the SODE on T (Q/G) in equations (5.6). By Theorem 1.5.2, Γ is equivalent to
the Euler-Lagrange equations of a Lagrangian if there exists a fiber diffeomorphism F : T (Q/G) →
T ∗(Q/G) such that Im(µΓ,F ) is a Lagrangian submanifold of (T ∗T (Q/G), ωT (Q/G)).
Equivalently, in the case of Chaplygin systems we can use the reduced Lagrangian L∗ : T (Q/G)→
R defined in Section 5.1.2 and its associated Legendre transformation
LegL∗ : T (Q/G)→ T ∗(Q/G) .
Then we can define the vector field Γ˜ = (LegL∗)∗Γ on T ∗(Q/G) representing the nonholonomic dy-
namics, now on the Hamiltonian side. But if there exists a solution F : T (Q/G) → T ∗(Q/G) of the
inverse problem of calculus of variations then the vector field F∗Γ is locally Hamiltonian. That is,
locally there exists a function Ĥ : T ∗(Q/G)→ R such that
iF∗ΓωQ/G = dHˆ.
Therefore, if we consider the diffeomorphism G : T ∗(Q/G) → T ∗(Q/G) given by G = F ◦ (LegL∗)−1
then it is clear by construction that G∗Γ˜ = F∗Γ and
i
Γ˜
Ω = dHˆ, (5.7)
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where Ω = G∗(ωQ/G) and Hˆ = H ◦ G. Equation (5.7) corresponds to the standard notion of Hamil-
tonization of a Chaplygin system [10, 17].
TT ∗(Q/G) TG // TT ∗(Q/G)
T ∗(Q/G)
Γ˜=(LegL∗ )∗Γ
OO
G
55
T (Q/G)
F //LegL∗oo T ∗(Q/G)
XHˆ=F∗Γ
OO
5.2 Variational constrained equations (or vakonomic mechanics)
Now we will introduce a dynamical system described by the same pair (L,M), but using purely
variational techniques [8]. As above, let us consider a regular Lagrangian L : TQ → R, and a set of
constraints φα(qi, q˙i) = 0, 1 ≤ α ≤ m that determine a 2n −m dimensional submanifold M ⊂ TQ.
Take the extended Lagrangian L = L+λαφα which includes the Lagrange multipliers λα as new extra
variables. The equations of motion for the constrained variational problem are the Euler-Lagrange
equations for L, that is,
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= −λ˙α∂φ
α
∂q˙i
− λα
[
d
dt
(
∂φα
∂q˙i
)
− ∂φ
α
∂qi
]
,
(5.8)
φα(qi, q˙i) = 0, 1 ≤ α ≤ m.
Observe that the equations of a variational constrained system are different from the equations of
a nonholonomic system given in (5.2).
We can alternatively derive the vakonomic equations (5.8) by extremizing the action functional
among all curves satisfying the constraints. More precisely, if we consider
J˜ : C2M (q0, q1, [a, b]) −→ R
c˜ 7−→ ∫ ba L(c˜(t), ˙˜c(t)) dt ,
that is, the action functional restricted to the set of admissible curves, then the variational principle
dJ˜ (c˜)(X˜) = 0 for all X˜ ∈ Tc˜C2M (q0, q1, [a, b])
provides again equations (5.8). Notice that in this case we only need L defined on M , in contrast with
nonholonomic mechanics. The nonholonomic equations describe physical systems while the vakonomic
ones appear in optimal control problems [102].
5.3 The inverse problem for constrained systems
The use of other distinguished submanifolds of symplectic manifolds, namely isotropic submanifolds,
turns out to be suitable to characterize the inverse problem for constrained variational calculus. More-
over, using a standard construction in symplectic geometry (see Appendix A) we can extend these
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isotropic submanifolds to Lagrangian ones, allowing us to describe the constrained solutions as so-
lutions of a variational problem without constraints. The solutions of the new variational problem
with initial conditions verifying the constraints are precisely real solutions of the original constrained
system. Our techniques are also related to classical results about the comparison of solutions of
nonholonomic systems and constrained variational problems (see [16, 38, 61] and references therein).
In this section, we will study the extension of the inverse problem of the calculus of variations to
the case of constrained systems. Consider a submanifold M of TQ and a vector field Γ on M verifying
the SODE condition, that is,
Sx(Γ(x)) = ∆(x), for all x ∈M .
Nonholonomic mechanics is an example of this situation if the Lagrangian is of mechanical type, as
we have already seen in Section 5.1.
From now on, we assume that M projects over the whole configuration manifold Q. Inspired by
Theorem 1.5.2 we give the following definition:
Definition 5.3.1. A SODE Γ on the submanifold M of TQ is variational if there exists an immersion
F : M → T ∗Q over Q such that ΣΓ,F := Im(µΓ,F ) is an isotropic submanifold of (T ∗TQ, ωTQ), where
µΓ,F = αQ ◦ TF ◦ Γ.
TM
TF // TT ∗Q
αQ // T ∗TQ
M
Γ
OO
µΓ,F
55
F // T ∗Q
Assume that M is locally determined by the constraints q˙α = ψα(qi, q˙a), 1 ≤ α ≤ m, so that
(qi, q˙a) are local coordinates on M , 1 ≤ a ≤ n −m, n = dimQ. Then the solutions of the SODE Γ
are now represented by the system of differential equations
q¨a = Γa(qi, q˙a) ,
q˙α = ψα(qi, q˙a) .
For each map
F : M −→ T ∗Q
(qi, q˙a) 7−→ (qi, Fj(qi, q˙a))
satisfying that rank
(
∂Fi
∂q˙a
)
= n−m, the submanifold Im(αQ◦TF ◦Γ) = Im(µΓ,F ) is given in coordinates
by (
qi, q˙a, ψα,
∂Fi
∂qa
q˙a +
∂Fi
∂qα
ψα +
∂Fi
∂q˙a
Γa, Fi
)
.
We look for an immersion F : M → T ∗Q such that Im(µΓ,F ) is isotropic in (T ∗TQ, ωTQ), that is, such
that the following conditions are satisfied:
0 =
∂Fa
∂q˙b
+
∂ψα
∂q˙a
∂Fα
∂q˙b
− ∂Fb
∂q˙a
− ∂ψ
α
∂q˙b
∂Fα
∂q˙a
, (5.9)
0 =
∂2Fi
∂qj∂qb
q˙b +
∂2Fi
∂qj∂qβ
ψβ +
∂Fi
∂qβ
∂ψβ
∂qj
+
∂2Fi
∂qj∂q˙b
Γb +
∂Fi
∂q˙b
∂Γb
∂qj
+
∂ψα
∂qi
∂Fα
∂qj
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− ∂
2Fj
∂qi∂qb
q˙b − ∂
2Fj
∂qi∂qβ
ψβ − ∂Fj
∂qβ
∂ψβ
∂qi
− ∂
2Fj
∂qi∂q˙b
Γb − ∂Fj
∂q˙b
∂Γb
∂qi
− ∂ψ
α
∂qj
∂Fα
∂qi
, (5.10)
0 =
∂2Fi
∂q˙a∂qb
q˙b +
∂Fi
∂qa
+
∂2Fi
∂q˙a∂qβ
ψβ +
∂Fi
∂qβ
∂ψβ
∂q˙a
+
∂2Fi
∂q˙a∂q˙b
Γb +
∂Fi
∂q˙b
∂Γb
∂q˙a
−∂Fa
∂qi
+
∂ψα
∂qi
∂Fα
∂q˙a
− ∂ψ
α
∂q˙a
∂Fα
∂qi
. (5.11)
We will refer to them as constrained Helmholtz conditions.
Now we will see the relationship between Im(µΓ,F ) and the dynamics given by the SODE Γ on M .
Take the submanifold α−1Q (Im(µΓ,F )) = TF (Γ(M)) of TT
∗Q. Since TT ∗Q is a tangent bundle, we
have dynamics related to any submanifold. In our case TF (Γ(M)) is given by(
qi, Fi(q
j , q˙b), q˙a, ψα(qj , q˙b),
∂Fi
∂qa
q˙a +
∂Fi
∂qα
ψα +
∂Fi
∂q˙a
Γa
)
in the typical coordinates in TT ∗Q. Tangent curves to this submanifold satisfy the equations
q˙α = ψα(qj , q˙b) and
d
dt
Fi =
∂Fi
∂qa
q˙a +
∂Fi
∂qα
ψα +
∂Fi
∂q˙a
Γa.
Then
∂Fi
∂q˙a
(
q¨a − Γa(qj , q˙b)
)
= 0.
Since
(
∂Fi
∂q˙a
)
is assumed to have maximal rank, we get q¨a = Γa(qj , q˙b) and q˙α = ψα(qj , q˙b). In this case
we have seen that the isotropic submanifold TF (Γ(M)) = α−1Q (ΣΓ,F ) on TT
∗Q carries the original
dynamics defined by the SODE Γ on M .
Now we will generalize the characterization of Theorem 1.4.1 to the case of constrained systems.
Theorem 5.3.2. A SODE Γ on M is variational if and only if there exists a two-form Ω on M
satisfying
(i) dΩ = 0,
(ii) Ω(v1, v2) = 0 for all v1, v2 ∈ V (M),
(iii) LΓΩ = 0,
(iv) [Ω|V (M) is injective.
Proof. ⇒ Assume that Γ is variational, that is, there exists an immersion F : M −→ T ∗Q such
that ΣΓ,F = Im(µΓ,F ) is isotropic in (T
∗TQ, ωTQ). Then we define Ω = dF ∗θQ ∈ Λ2(M). We
first prove that ΣΓ,F is isotropic if and only if Im(LΓF ∗θQ) is Lagrangian in (T ∗M,ωM ), that is,
d(LΓF ∗θQ) = LΓΩ = 0. In local coordinates (qi, q˙a) on M ,
LΓF ∗θQ =
(
Γ(Fi) +
∂ψα
∂qi
Fα
)
dqi +
(
Fa +
∂ψα
∂q˙a
Fα
)
dq˙a.
On the other hand, ΣΓ,F is given by the following set of points of T
∗TQ:(
qi, q˙a, ψα,
∂Fi
∂qa
q˙a +
∂Fi
∂qα
ψα +
∂Fi
∂q˙a
Γa, Fi
)
.
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If we denote by iΣΓ,F : ΣΓ,F −→ T ∗TQ the inclusion, then
i∗ΣΓ,F θTQ = Γ(Fi)dq
i + Fadq˙
a + Fαdψ
α =
(
Γ(Fi) +
∂ψα
∂qi
Fα
)
dqi +
(
Fa +
∂ψα
∂q˙a
Fα
)
dq˙a.
Now it is clear that the condition of isotropy, i∗ΣΓ,FωTQ = 0, is equivalent to the condition of
Im(LΓF ∗θQ) being Lagrangian in (T ∗M,ωM ), in other words, dLΓF ∗θQ = LΓΩ = 0.
The first two properties in the statement of the theorem follow directly from the definition of Ω
and the last one from F being an immersion. Indeed, Ω =
(
∂Fi
∂qj
)
dqj ∧ dqi +
(
∂Fi
∂q˙a
)
dq˙a ∧ dqi, and for
any v1, v2 in V (M), iv1Ω− iv2Ω = (va1 − va2)
(
∂Fi
∂q˙a
)
dqi = 0 for all i = 1, . . . , n. As
(
∂Fi
∂q˙a
)
has maximal
rank, v1 = v2.
⇐ Conversely, given a two-form on M satisfying the conditions in the statement, we construct an
immersion that provides an isotropic submanifold ΣΓ,F of (T
∗TQ, ωTQ). Since dΩ = 0, locally we can
write Ω = dΘ. Then using the second condition we get that there exists a locally defined function f
on M such that Θ(v) = df(v) for each vertical vector v ∈ V (M). We can define Θ˜ = Θ− df which is
a semi-basic one-form on M , that is, it vanishes on vertical vectors and can be written in coordinates
as Θ˜ = µidq
i, µi being functions on M . Moreover dΘ˜ = Ω. Then we define F : M → T ∗Q by
〈F (m), vq〉 = 〈Θ˜(m), wm〉 ,
where m ∈ M and wm is any vector in TmM satisfying TmτQ|M (wm) = vq. This definition does not
depend on the choice of wm since Θ˜ vanishes on vertical vectors and it gives Θ˜ = F
∗θQ.
Since the one-form LΓF ∗θQ ∈ Λ1(M) is closed, then Im(LΓF ∗θQ) is a Lagrangian submanifold
of (T ∗M,ωM ). Having Proposition A.2.3 in mind, we obtain from it a Lagrangian submanifold of
(T ∗TQ, ωTQ),
˜Im(LΓF ∗θQ) = {µ ∈ T ∗TQ | i∗Mµ ∈ Im(LΓF ∗θQ)} ,
where iM : M ↪→ TQ is the canonical inclusion. In coordinates, ˜Im(LΓF ∗θQ) is expressed as(
qi, q˙a, ψα,Γ(Fi) +
∂ψα
∂qi
Fα − ∂ψ
α
∂qi
p˜α, Fa +
∂ψα
∂q˙a
Fα − ∂ψ
α
∂q˙a
p˜α, p˜α
)
.
In particular for p˜α = Fα we have
Im(µΓ,F ) ⊂ ˜Im(LΓF ∗θQ) .
As LΓΩ = 0, we get that both Im(LΓF ∗θQ) and ˜Im(LΓF ∗θQ) need to be Lagrangian and therefore
Im(µΓ,F ) is isotropic in (T
∗TQ, ωTQ).
Finally since [Ω|V (TM) is injective and dΘ˜ = Ω,
(
∂Fi
∂q˙a
)
has maximal rank and F is an immersion.
Now we conclude that Γ is variational according to Definition 5.3.1.
Remark 5.3.3. Note that in the proof above we have described a way to assign to each isotropic
submanifold ΣΓ,F a Lagrangian submanifold that contains it and projects over the constraint sub-
manifold, see Proposition A.2.3. From LΓΩ = 0 we obtain a locally defined function l : M −→ R
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such that LΓF ∗θQ = dl. Since ˜Im(LΓF ∗θQ) coincides with Σl = {µ ∈ T ∗TQ : i∗µ = dl} ⊂ T ∗TQ, the
construction from Theorem A.2.4, it gives the constrained variational mechanics associated to l (see
Section 5.2 and Appendix B). Summing up, given a variational SODE Γ on M , we can always find a
local Lagrangian l on M such that the solutions of Γ are constrained variational trajectories for l.
Note that in this case we were not adressing the question of finding a Lagrangian L : TQ −→ R
such that the solutions of the nonholonomic equations for L coincide with the solutions of Γ, but asking
when the nonholonomic dynamics can be seen as constrained variational dynamics, see Sections 5.1
and 5.2.
Next we will study the problem of how to derive a description of the constrained dynamics in terms
of a variational problem without constraints (see [17, 120]). We will need the following lemma.
Lemma 5.3.4. Let P be a smooth manifold, C ⊂ P a submanifold and γ a section of T ∗P |C −→ C,
where T ∗P |C = {µ ∈ T ∗P : piP (µ) ∈ C} and piP : T ∗P −→ P denotes the projection over P . If γ(C)
is isotropic in (T ∗P, ωP ), then there is a one-form γ˜ defined in a neighborhood of C such that
• γ˜|C = γ,
• dγ˜ = 0.
Proof. Take adapted coordinates (xi, ya), i = 1, . . . , n −m, a = 1, . . . ,m, on P such that C is given
by ya = 0 and denote the corresponding momenta coordinates by pi and p˜a. Then γ(C) is given by(
xi, 0, γi(x), γ˜a(x)
)
,
and it projects over C. The isotropy condition gives ∂γi
∂xj
=
∂γj
∂xi
. We want to see γ(C) inside some
submanifold N of T ∗P of dimension 2n − m and then apply the construction at the end of Ap-
pendix A to extend it to a Lagrangian submanifold via the Hamiltonian vector fields corresponding
to the constraints defining N . For that we have many options, for instance we can choose among the
constraints
ya = 0, pi − γi = 0, p˜a − γ˜a = 0
and linear combinations of them. If we consider φa = p˜a − γ˜a the Hamiltonian vector field is given by
Xφa =
∂
∂ya
+
∂γ˜a
∂xj
∂
∂pj
,
which satisfies Xφa(ya) = 1, so it is not tangent to γ(C). Extending γ(C) along the flows of Xφa we
obtain (
xi, ya, γi(x) +
∂γ˜a
∂xi
ya, γ˜a(x)
)
,
which is the image of γ˜ = dL with L : P → R, L(x, y) = γ˜a(x)ya + f(x), not necessarily regular, and
∂f
∂xi
= γi. The existence of such a function f on C is guaranteed by the isotropy condition.
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Remark 5.3.5. Note that there are many possible ways to choose the constraints and construct
the corresponding Lagrangian functions. For instance, taking φa = y
a + p˜a − γa we obtain L =
γay
a + γix
i − ∂γa
∂xj
(ya)2. On the other hand, if we take φa = y
a, we obtain a Lagrangian submanifold
projecting over M which corresponds to the constrained variational description.
As a consequence of Lemma 5.3.4, taking γ(C) = ΣΓ,F we obtain the following result.
Theorem 5.3.6. If a SODE Γ on M is variational, then there exists a Lagrangian L : TQ −→ R
such that the integral curves of Γ are the restriction of the solutions of the Euler-Lagrange equations
of L to M .
Example 5.3.7. Let Q = R2 with coordinates (x, y) and denote fibered coordinates on TQ and T ∗TQ
by (x, y, x˙, y˙) and (x, y, x˙, y˙, µx, µy, µ˜x, µ˜y) respectively. Let N = {(x, y, x˙, f(x, y, x˙))} ⊂ TQ be the
constraint submanifold and the SODE Γ on N be given by x¨ = 0. That is, we have the dynamics
given by
x¨ = 0, y˙ = f(x, y, x˙) .
We define F : N −→ T ∗Q by F (x, y, x˙) = (x, y, x˙+ y, x), which is an immersion. Then ΣΓ,F ⊂ T ∗TQ
is locally described by (x, y, x˙, f, f, x˙, x˙ + y, x) and is an isotropic submanifold of dimension 3, for
dx ∧ df + dy ∧ dx˙+ dx˙ ∧ d(x˙+ y) + df ∧ dx = 0. Note that
LΓF ∗θQ =
(
f + x
∂f
∂x
)
dx+
(
x˙+ x
∂f
∂y
)
dy +
(
x˙+ y + x
∂f
∂x˙
)
dx˙ .
Therefore ˜ImLΓF ∗θQ ⊂ T ∗TQ is locally described by(
x, y, x˙, f, f + x
∂f
∂x
− ∂f
∂x
µ˜y, x˙+ x
∂f
∂y
− ∂f
∂y
µ˜y, x˙+ y + x
∂f
∂x˙
− ∂f
∂x˙
µ˜y, µ˜y
)
.
When µ˜y = x, ΣΓ,F is recovered. Since dLΓF ∗θQ = 0, we have a local Lagrangian l : N −→ R,
l = x˙
2
2 + x˙y + xf(x, y, x˙), satisfying
∂l
∂x
= f + x
∂f
∂x
,
∂l
∂y
= x˙+ x
∂f
∂y
,
∂l
∂x˙
= x˙+ y + x
∂f
∂x˙
.
Note that l is the restriction of the singular Lagrangian L1 =
x˙2
2 + x˙y + xy˙ to y˙ = f .
Consider the constraint φ = y˙− f + µ˜y −x and the corresponding Hamiltonian vector field for the
symplectic structure ωTQ, that is,
Xφ = − ∂
∂µ˜y
+
∂f
∂x˙
∂
∂µ˜x
+
∂f
∂x
∂
∂µx
+
∂f
∂y
∂
∂µy
+
∂
∂y˙
+
∂
∂µx
.
If we extend the isotropic submanifold ΣΓ,F along its flow we obtain the Lagrangian submanifold(
x, y, x˙, y˙, y˙ +
∂f
∂x
y˙ − ∂f
∂x
f, x˙+
∂f
∂y
y˙ − ∂f
∂y
f, x˙+ y +
∂f
∂x˙
y˙ − ∂f
∂x˙
f, x− y˙ + f
)
,
which is the image of dL2 with L2 = xy˙− y˙22 +fy˙+ x˙
2
2 +x˙y− f
2
2 , another extension of l. However, this is
a regular Lagrangian since det
(
∂2L2
∂q˙i∂q˙j
)
= −1− y˙ ∂2f
∂x˙2
+f ∂
2f
∂x˙2
, which does not vanish in a neighborhood
of ΣΓ,F . It is possible to recover Γ by computing the corresponding Euler-Lagrange equations and
restricting them to M .
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Example 5.3.8 (Vertical rolling disk). Consider the configuration space Q = S1 × S1 × R2 with
coordinates (θ, ϕ, x, y), where θ denotes the angle of rotation, ϕ the angle between the direction in
which the disk moves and the x-axis and (x, y) are the coordinates of the contact point. We consider
the Lagrangian L = 12(θ˙
2 + ϕ˙2 + x˙2 + y˙2) and the constraints given by the condition of rolling without
sliding are x˙ = cos(ϕ)θ˙ and y˙ = sin(ϕ)θ˙.
We know that for the rolling disk the nonholonomic equations are
θ¨ = 0, ϕ¨ = 0, x˙ = cos(ϕ)θ˙, y˙ = sin(ϕ)θ˙ ,
and the variational constrained ones are
2θ¨ = ϕ˙(−A sin(ϕ) +B cos(ϕ)), ϕ¨ = θ˙(A sin(ϕ)−B cos(ϕ)) ,
x˙ = cos(ϕ)θ˙, y˙ = sin(ϕ)θ˙ ,
where A and B are constants, see [16]. Taking A = B = 0 we see that the set of nonholonomic solutions
is contained in the set of variational constrained ones. Now consider the constrained Lagrangian
l(θ, ϕ, x, y, θ˙, ϕ˙) = θ˙2 + ϕ˙
2
2 and define F as the Legendre transformation associated to the extension
L(θ, ϕ, x, y, θ˙, ϕ˙, x˙, y˙) = θ˙2 + ϕ˙
2
2 , that is,
F ≡ LegL : M −→ T ∗Q
(θ, ϕ, x, y, θ˙, ϕ˙) 7−→ (θ, ϕ, x, y, 2θ˙, ϕ˙, 0, 0) .
As Γ1 = Γ2 = 0, the submanifold ΣΓ,F ⊂ T ∗TQ can be locally described by(
θ, ϕ, x, y, θ˙, ϕ˙, cos(ϕ)θ˙, sin(ϕ)θ˙, 0, 0, 0, 0, 2θ˙, ϕ˙, 0, 0
)
.
It is isotropic and has dimension 6, so we want to choose 2 constraint functions on T ∗TQ satisfied by
ΣΓ,F and extend it in the corresponding directions. First we take the constraints
φ1 = x˙− cos(ϕ)θ˙ + µ˜x, φ2 = y˙ − sin(ϕ)θ˙ + µ˜y ,
with corresponding Hamiltonian vector fields
Xφ1 = −
∂
∂µ˜x
+ cos(ϕ)
∂
∂µ˜θ
− sin(ϕ)θ˙ ∂
∂µϕ
+
∂
∂x˙
,
Xφ2 = −
∂
∂µ˜y
+ sin(ϕ)
∂
∂µ˜θ
+ cos(ϕ)θ˙
∂
∂µϕ
+
∂
∂y˙
.
Extending ΣΓ,F along the flows of Xφ1 and Xφ2 we obtain the Lagrangian submanifold with local
expression(
θ, ϕ, x, y, θ˙, ϕ˙, x˙, y˙, 0, θ˙(cos(ϕ)y˙ − sin(ϕ)x˙), 0, 0, θ˙ + cos(ϕ)x˙+ sin(ϕ)y˙, ϕ˙,−x˙+ cos(ϕ)θ˙,−y˙ + sin(ϕ)θ˙
)
which is the image of dL¯ with L¯ = 12(θ˙
2 + ϕ˙2 − x˙2 − y˙2) + θ˙(cos(ϕ)x˙+ sin(ϕ)y˙). So we have obtained
a regular Lagrangian whose unconstrained trajectories include the nonholonomic trajectories of the
first Lagrangian. This is the same Lagrangian as the one obtained in [61].
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If we take φ1 = µ˜x, φ2 = µ˜y then we obtain the Lagrangian submanifold
(θ, ϕ, x, y, θ˙, ϕ˙, x˙, y˙, 0, 0, 0, 0, 2θ˙, ϕ˙, 0, 0)
and recover the singular Lagrangian function L = θ˙2 + ϕ˙
2
2 .
For φ1 = x˙− cos(ϕ)θ˙, φ2 = y˙ − sin(ϕ)θ˙ we get the Lagrangian submanifold(
θ, ϕ, x, y, θ˙, ϕ˙, cos(ϕ)θ˙, sin(ϕ)θ˙, 0, θ˙(µ˜x sin(ϕ)− µ˜y cos(ϕ)), 0, 0,
2θ˙ − µ˜x cos(ϕ)− µ˜y sin(ϕ), ϕ˙, µ˜x, µ˜y
)
,
which coincides with ˜Im(LΓF ∗θQ), for ∂ψ1∂θ˙ = cos(ϕ) and
∂ψ2
∂θ˙
= sin(ϕ), where ψ1 = cos(ϕ)θ˙, ψ2 =
sin(ϕ)θ˙. Therefore, we obtain the variational constrained equations for the constrained Lagrangian
l : M → R.
Now we find another immersion F : M −→ T ∗Q that makes ΣΓ,F isotropic. After extending it we
get new Lagrangian functions defined on TQ.
We make the following assumptions on the dependence of coordinates of F :
Fθ(θ˙, ϕ˙) = Fx(θ˙, ϕ˙) = Fy(θ˙, ϕ˙), Fϕ(ϕ, θ˙, ϕ˙) .
Then the only constrained Helmholtz equations (5.9)-(5.11) that do not vanish identically are
∂Fϕ
∂θ˙
= (1 + cos(ϕ) + sin(ϕ))
∂Fθ
∂ϕ˙
, (5.12)
0 = ϕ˙
∂2Fϕ
∂θ˙∂ϕ
+ θ˙(cos(ϕ)− sin(ϕ))∂Fx
∂θ˙
, (5.13)
∂Fϕ
∂ϕ
=
∂
∂ϕ˙
(
∂Fϕ
∂ϕ
ϕ˙
)
+ θ˙(cos(ϕ)− sin(ϕ))∂Fx
∂ϕ˙
, (5.14)
and Fθ = Fx = Fy =
θ˙
ϕ˙ , Fϕ = ρ(ϕ˙) − θ˙
2
2ϕ˙2
(1 + cos(ϕ) + sin(ϕ)) is a solution, where ρ : R → R is
arbitrary.
Setting ρ(ϕ˙) = ϕ˙, define
F : M −→ T ∗Q
(θ, ϕ, x, y, θ˙, ϕ˙) 7−→
(
θ, ϕ, x, y, θ˙ϕ˙ , ϕ˙− θ˙
2
2ϕ˙2
(1 + cos(ϕ) + sin(ϕ)) , θ˙ϕ˙ ,
θ˙
ϕ˙
)
to get ΣΓ,F given by(
θ, ϕ, x, y, cos(ϕ)θ˙, sin(ϕ)θ˙, θ˙, ϕ˙, 0,
1
2
θ˙2
ϕ˙
(sin(ϕ)− cos(ϕ)), 0, 0, θ˙
ϕ˙
, ϕ˙− θ˙
2
2ϕ˙2
(1 + cos(ϕ) + sin(ϕ)),
θ˙
ϕ˙
,
θ˙
ϕ˙
)
,
which is isotropic of dimension 6 on (T ∗TQ, ωTQ) .
If we take φ1 = µ˜x − θ˙ϕ˙ and φ2 = µ˜y − θ˙ϕ˙ , the corresponding Hamiltonian vector fields are
Xφ1 =
∂
∂x˙
+
1
ϕ˙
∂
∂µ˜θ
− θ˙
ϕ˙2
∂
∂µ˜ϕ
,
Xφ2 =
∂
∂y˙
+
1
ϕ˙
∂
∂µ˜θ
− θ˙
ϕ˙2
∂
∂µ˜ϕ
.
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Extending ΣΓ,F along the flows of Xφ1 and Xφ2 we get(
θ, ϕ, x, y, θ˙, ϕ˙, x˙, y˙, 0,
1
2
θ˙2
ϕ˙
(sin(ϕ)− cos(ϕ)), 0, 0, θ˙
ϕ˙
(1− sin(ϕ)− cos(ϕ)) + x˙+ y˙
ϕ˙
,
ϕ˙− θ˙
2
2ϕ˙
(1− sin(ϕ)− cos(ϕ))− θ˙
ϕ˙2
(x˙+ y˙),
θ˙
ϕ˙
,
θ˙
ϕ˙
)
,
which is the image of dL¯ for the singular Lagrangian
L¯ =
ϕ˙2
2
+
θ˙2
ϕ˙
(
1
2
− cos(ϕ)− sin(ϕ)
)
+
θ˙
ϕ˙
(x˙+ y˙) .
Now we choose constraints φ1 = x˙ − cos(ϕ)θ˙ + µ˜x − θ˙ϕ˙ and φ2 = y˙ − sin(ϕ)θ˙ + µ˜y − θ˙ϕ˙ with
Hamiltonian vector fields
Xφ1 = −
∂
∂µ˜x
+
(
cos(ϕ) +
1
ϕ˙
)
∂
∂µ˜θ
− θ˙
ϕ˙2
∂
∂µ˜ϕ
− θ˙ sin(ϕ) ∂
∂µϕ
+
∂
∂x˙
,
Xφ2 = −
∂
∂µ˜y
+
(
sin(ϕ) +
1
ϕ˙
)
∂
∂µ˜θ
− θ˙
ϕ˙2
∂
∂µ˜ϕ
+ θ˙ cos(ϕ)
∂
∂µϕ
+
∂
∂y˙
.
Extending ΣΓ,F along their flows we obtain(
θ, ϕ, x, y, θ˙, ϕ˙, x˙, y˙, 0,
1
2
θ˙2
ϕ˙
(sin(ϕ)− cos(ϕ))− x˙θ˙ sin(ϕ) + θ˙y˙ cos(ϕ), 0, 0,
θ˙
ϕ˙
(1− cos(ϕ)− sin(ϕ)) + x˙ cos(ϕ)− θ˙ + x˙+ y˙
ϕ˙
+ y˙ sin(ϕ), ϕ˙− θ˙
2
2ϕ˙2
(1− cos(ϕ)− sin(ϕ))− θ˙
ϕ˙2
(x˙+ y˙),
θ˙
ϕ˙
− x˙+ cos(ϕ)θ˙, θ˙
ϕ˙
− y˙ + sin(ϕ)θ˙
)
,
which is the image of dL¯ for
L¯ =
1
2
(
ϕ˙2 − θ˙2 − x˙2 − y˙2
)
+
θ˙2
2ϕ˙
(1− cos(ϕ)− sin(ϕ)) + θ˙x˙
(
cos(ϕ) +
1
ϕ˙
)
+ θ˙y˙
(
sin(ϕ) +
1
ϕ˙
)
.
As det
(
∂2L
∂q˙i∂q˙j
)
= 1
ϕ˙5
(
−2θ˙2(1− sin(ϕ)− cos(ϕ))− θ˙2ϕ˙+ 2ϕ˙3 + ϕ˙4(1 + sin(ϕ) + cos(ϕ))
)
, observe that
this Lagrangian is regular except at a hypersurface of singular points.
Example 5.3.9 (Nonholonomic particle). Consider the system defined by Q = R3, L = 12(x˙
2+y˙2+z˙2)
and constraint z˙ = −xy˙. The nonholonomic SODE is given by Γ1 = 0,Γ2 = − xx˙y˙
1+x2
. This SODE is
variational as a constrained system as we will see. Indeed, in [17] the authors show that this system
can be represented as the restriction of the Euler-Lagrange vector field associated to a Lagrangian
defined on the full space TQ. In our framework, we define the map
F : M −→ T ∗Q
(x, y, z, x˙, y˙) 7−→
(
x, y, z, x˙− y˙2
2x˙2
√
1 + x2 (1 + x) ,
√
1+x2y˙
x˙ ,−
√
1+x2y˙
x˙
)
,
and then ΣΓ,F is given by(
x, y, z, x˙, y˙,−xy˙,− y˙
2
2x˙
(1− x)√
1 + x2
, 0, 0, x˙− y˙
2
2x˙2
√
1 + x2 (1 + x) ,
√
1 + x2y˙
x˙
,−
√
1 + x2y˙
x˙
)
,
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which is isotropic in (T ∗TQ, ωTQ). Also LΓF ∗θQ = dl for
l =
x˙2
2
+
y˙2
2
√
1 + x2
x˙
(1 + x).
Note that l 6= L|M = 12(x˙2 + y˙2(1+x2)). Since ΣΓ,F ⊂ Σl, the solutions of Γ can be seen as constrained
variational for l, although not for L|M (see [61]).
Now we look for a Lagrangian on TQ. Taking φ = µ˜z +
√
1+x2y˙
x˙ as a constraint and extending ΣΓ,F
along the flow of
Xφ =
∂
∂z˙
−
√
1 + x2
x˙
∂
∂µ˜y
+
√
1 + x2y˙
x˙2
∂
∂µ˜x
− y˙
x˙
x√
1 + x2
∂
∂µx
we get (
x, y, z, x˙, y˙, z˙,− y˙
2
2x˙
(1− x)√
1 + x2
− y˙
x˙
x√
1 + x2
(z˙ + xy˙), 0, 0, x˙+
√
1 + x2
2x˙2
y˙2(x− 1),
√
1 + x2
x˙
y˙(1− x)−
√
1 + x2
x˙
z˙,−
√
1 + x2
x˙
y˙
)
,
generated by the regular Lagrangian
L¯ =
x˙2
2
+
(1− x)√1 + x2
2x˙
y˙2 −
√
1 + x2
x˙
z˙y˙.
Remark 5.3.10. If a SODE Γ on M is variational, from Theorem 5.3.6 we know that there exists a
Lagrangian function such that its associated Euler-Lagrange vector field ΓL verifies (ΓL) |M = Γ. Since
iΓLΩL = dEL and iM : M → TQ, if we define the two-form ΩM = i∗MΩL then iΓΩM = d(EL) |M . As
a result, the flow of Γ preserves the two-form ΩM (this result is also a direct consequence of Theorem
5.3.2). Hence, LΓΩkM = 0, for all k, giving information about the qualitative behavior of the flow of
Γ.
Additionally, if we derive a constant of motion I : TQ→ R for ΓL then the restriction of I to M
is also a constant of motion of Γ. Thus, (EL) |M is a constant of motion of Γ. We can also apply
Noether’s theorem to derive these constants of motion. For example, if we find a vector field X ∈ X(Q)
such that Xc(L) = 0 then Xv(L) is a constant of motion of ΓL and so is X
v(L) |M for Γ. Here Xc
and Xv denote respectively the complete and vertical lift of X.
5.4 The inverse problem for holonomic constraints
A particular case of constrained systems is given by a submanifoldM of TQ which is precisely a tangent
bundle of a submanifold N of Q, that is M = TN , which is the case of holonomic constraints.
In many cases of interest it is useful to work extrinsically, that is, on the manifold Q instead of
intrinsically, that is, on N . As a result, the system on N is described in terms of a system on Q.
Assume that TN is locally described by the vanishing of the constraints
ψα(qa, qβ) = 0 and
∂ψα
∂qa
q˙a +
∂ψα
∂qβ
q˙β = 0, 1 ≤ α ≤ m.
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For simplicity and without loss of generality, we consider the local coordinates on Q adapted to N
and the corresponding local coordinates on TQ adapted to TN , so that
N = {(qa, qα) ∈ Q | qα = 0} and TN = {(qa, qα, q˙a, q˙α) ∈ TQ | qα = 0, q˙α = 0} ,
where a = 1, . . . , n−m. The SODE Γ on TN is locally described by
Γ(qa, q˙a) = (qa, q˙a, q˙a,Γa(qb, q˙b)) .
The difference between holonomic dynamics and the nonholonomic one considered in Section 5.3
is that M = TN does not project over the entire configuration manifold Q. Thus, the notion of
variational SODE for constrained systems in Definition 5.3.1 must be adapted, because if M does not
project over the entire manifold Q, then F : M → T ∗Q might not be an immersion.
Definition 5.4.1. Let Γ be a SODE along M and assume that N = τQ(M) is a submanifold so
that we have the canonical inclusion iTN : TN → TQ. The SODE Γ is variational if there exists a
function F : M → T ∗Q such that the map (i∗TN ◦ F )|M∩TN : M ∩ TN → T ∗N is an immersion and
ΣΓ,F = Im(αQ ◦ TF ◦Γ) is an isotropic submanifold of (T ∗TQ, ωTQ), where i∗TN is the transpose map
of iTN as defined below in (5.15).
With this adapted notion of a variational SODE for holonomic constraints, Theorem 5.3.2 can also
be proved similarly to the proof in Section 5.3 for the case when M projects onto the entire Q.
Our goal now is to establish a relationship between the inverse problem without constraints when
we work intrinsically on TN and the inverse problem with holonomic constraints, when we work
extrinsically on TQ.
T ∗TN TT ∗N
αNoo TTN
Tfoo TF // TT ∗Q
αQ // T ∗TQ
T ∗N TN
f
oo
Γ
OO
µΓ,f
jj
µΓ,F
44
F
// T ∗Q
Theorem 5.4.2. A SODE Γ on TN is variational for the inverse problem of the calculus of variations
without constraints if and only if it is variational along the submanifold TN of TQ in the inverse
problem for constrained systems.
Proof. ⇒ If Γ is variational for the unconstrained system on TN , then there exists a regular Lagrangian
l : TN → R whose solutions of the Euler-Lagrange equations are also integral curves of the SODE Γ
and vice versa. The function f : TN → T ∗N in the above diagram is the Legendre transformation
of l, that is, f(q, q˙) = Legl(q, q˙) = (q, ∂l/∂q˙). Moreover, Im(µΓ,f ) is a Lagrangian submanifold of
(T ∗TN, ωN ).
Let iTN : TN → TQ be the inclusion and consider an arbitrary fiber function F : TN → T ∗Q such
that the diagram
TN
Legl

F // T ∗NQ
i∗TN{{
T ∗N
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is commutative, where i∗TN is the transpose map of iTN defined by
〈i∗TN (pq˜), vq〉 = 〈pq˜, iTN (vq)〉 , (5.15)
where pq˜ ∈ T ∗NQ, vq ∈ TN , (τQ ◦ iTN )(vq) = piQ(pq˜), q ∈ N, q˜ ∈ Q, piN (q) = q˜.
Since l : TN → R is regular (that is, Legl : TN → T ∗N is a local diffeomorphism), it is easy to
deduce that F : TN → T ∗Q is an immersion. In local coordinates, the function F looks like
F : TN −→ T ∗Q
(qa, q˙a) 7−→
(
qa, 0, ∂l∂q˙a , Fα(q
b, q˙b)
)
,
where Fα are arbitrary functions on TN .
The local expression in adapted coordinates of the submanifold Im(µΓ,F ) of T
∗TQ is(
qa, 0, q˙a, 0;
∂2l
∂q˙a∂qb
q˙b +
∂2l
∂q˙a∂q˙b
Γb,
∂Fα
∂qb
q˙b +
∂Fα
∂q˙b
Γb,
∂l
∂q˙a
, Fα
)
.
This submanifold is isotropic if (µΓ,F )
∗(ωTQ) vanishes, or equivalently if
d
(
∂2l
∂q˙a∂qb
q˙b +
∂2l
∂q˙a∂q˙b
Γb
)
∧ dqa + d
(
∂l
∂q˙a
)
∧ dq˙a = d2l = 0
because Γ is the Euler-Lagrange vector field for l : TN → R, that is, locally
d
dt
(
∂l
∂q˙a
)
=
∂2l
∂q˙a∂qb
q˙b +
∂2l
∂q˙a∂q˙b
Γb =
∂l
∂qa
.
⇐ Assuming now that Γ is variational for the inverse problem with constraints, then there exists
F : TN → T ∗Q such that the map (i∗TN ◦ F ) : TN → T ∗N is an immersion and Im(µΓ,F ) is isotropic
in (T ∗TQ, ωTQ). Now we find a solution of the inverse problem of the calculus of variations (without
constraints) by taking f = i∗TN ◦ F : TN → T ∗N . In coordinates, f(qa, q˙a) = (qa, Fa(qb, q˙b)).
Obviously, Im(µΓ,f ) is Lagrangian in (T
∗TN, ωTN ) and f is a local diffeomorphism.
This result can be also proved intrinsically because f and F must make the following diagram
commutative:
TN
f

F // T ∗NQ
i∗TN{{
T ∗N
Note that the diagram is commutative if Fa = fa, but the remaining Fα are arbitrary. It can be easily
proved that f∗θN = F ∗θQ. Then the two-form characterizing the inverse problem for the calculus of
variations, Theorem 1.4.1, and the one characterizing the inverse problem for constrained systems,
Theorem 5.3.2, coincide. This concludes the proof.
Let Γ be a SODE on TN which is the Euler-Lagrange vector field corresponding to a regular
Lagrangian l : TN → R. Applying Theorem 5.4.2 we obtain an isotropic submanifold of (T ∗TQ, ωTQ)
by simply taking Im(µΓ,F ) for any map F : M → T ∗Q verifying
i∗TN ◦ F = Legl ,
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where Legl : TN → T ∗N is the Legendre transformation associated to l : TN → R.
Recall that in Section 5.3 for the case of a submanifold projecting over the entire Q, we saw that a
constrained variational SODE could be seen as the restriction of a variational SODE on TQ, Theorem
5.3.6. In order to do this we just need to find a Lagrangian submanifold projecting over the entire TQ
and containing Im(µΓ,F ) which in this case has the expression(
qa, 0, q˙a, 0;
∂2l
∂q˙a∂qb
q˙b +
∂2l
∂q˙a∂q˙b
Γb,
∂Fα
∂qb
q˙b +
∂Fα
∂q˙b
Γb,
∂l
∂q˙a
, Fα
)
.
If we take a Lagrangian L : TQ→ R such that L|TN = l and verifying
∂L
∂qα
=
∂2L
∂qa∂q˙α
q˙a +
∂2L
∂q˙a∂q˙α
Γa
on TN , then we can define F = LegL
∣∣
TN
: TN → T ∗Q and get Im(µΓ,F ) ⊂ dL.
For instance, in adapted coordinates to TN , we can take any Lagrangian L : TQ→ R of the form
L(q, q˙) = l(qa, q˙a) +
1
2
(q˙α)2Aα(q, q˙) +
1
2
(qα)2Bα(q, q˙) ,
where Aα, Bα ∈ C∞(TQ). Obviously
F (qa, q˙a) =
(
qa, 0,
∂l
∂q˙a
, 0
)
.
Therefore, we conclude that the solutions of the holonomic problem given by l are included in the
solutions of L with initial conditions given on TN .
Example 5.4.3. Planar pendulum of length h with a particle of mass m. In this case TN = TS1
and TQ = TR2. The local adapted coordinates are (q1, q2) = (θ, r − h). We consider the SODE Γ on
TS1 coming from the Lagrangian l : TS1 → R,
l(θ, θ˙) =
1
2
mh2θ˙2 −mgh cos θ .
In this case f(θ, θ˙) = (θ,mh2θ˙) and we could take F (θ, θ˙) =
(
θ, 0,mh2θ˙, F2(θ, 0, θ˙, 0)
)
. Proposi-
tion 5.4.2 guarantees that Im(µΓ,F ) is isotropic in (T
∗TQ, ωTQ). A choice of Lagrangian L : TQ→ R
associated with that F is
L =
1
2
mh2θ˙2 −mgh cos θ + 1
2
r˙2A(q, q˙) +
1
2
(r − h)2B(q, q˙)
and a regular one is, for instance,
L = l +
1
2
r˙2 +B(q, q˙)(r − h)2.
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5.5 The inverse problem for time-dependent constrained systems
Now let us extend the time-dependent Helmholtz conditions reviewed in Section 1.5.2 to constrained
systems. Let M ⊂ TQ be a submanifold projecting over the whole configuration manifold Q, and Γ a
SODE on R×M . If (t, qi, q˙a) denote coordinates on R×M , i = 1, . . . , n = dimQ, a = 1, . . . ,m ≤ n,
then the solutions of Γ are given by
q¨a = Γa(t, qj , q˙b), q˙α = ψα(t, qj , q˙b), α = 1, . . . , n−m.
As in Section 5.3 we need to introduce the notion of isotropic submanifolds but now in the Poisson
context (see Section 1.5.2).
Definition 5.5.1 ([155]). Let (P, {·, ·}) be a Poisson manifold and denote by ] : T ∗P −→ TP the
morphism of vector bundles induced by the Poisson bivector. Let N ⊂ P be a submanifold. We say
that it is isotropic if
](TN◦) ⊇ TN ∩ C .
Recall that C = Im(]) denotes the characteristic distribution.
Definition 5.5.2. We say that a SODE Γ on R ×M is variational if there is an immersion F :
R×M −→ R×T ∗Q over R×Q such that Im(TF ◦Γ) is an isotropic submanifold of (T (R×T ∗Q), {·, ·}T ).
T (R×M) TF // T (R× T ∗Q) ∼= TR× TT ∗Q pr2 // TT ∗Q
R×M
Γ
OO
F //
γΓ,F :=TF◦Γ
88
R× T ∗Q
We will now impose the isotropy condition on Im(γΓ,F ) to obtain the time-dependent Helmholtz
conditions for constrained systems. In local coordinates γΓ,F is given by
γΓ,F (t, q
i, q˙a) =
(
t, qi, Fi, 1, q˙
a, ψα,Γ(Fi) =
∂Fi
∂t
+ q˙a
∂Fi
∂qa
+ ψα
∂Fi
∂qα
+ Γa
∂Fi
∂q˙a
)
.
We also have
T (Im(γΓ,F )) ∩ C = span
{
Vi :=
∂
∂qi
+
∂Fj
∂qi
∂
∂pj
+
∂ψα
∂qi
∂
∂q˙α
+
∂Γ(Fj)
∂qi
∂
∂p˙j
,
Wa :=
∂
∂q˙a
+
∂Fi
∂q˙a
∂
∂pi
+
∂ψα
∂q˙a
∂
∂q˙α
+
∂Γ(Fi)
∂q˙a
∂
∂p˙i
}
,
](T Im(γΓ,F )
◦) = span
{
Ai :=
∂
∂q˙i
+
∂Fi
∂qj
∂
∂p˙j
+
∂Fi
∂q˙a
∂
∂pa
, Bi :=
∂
∂qi
+
∂Γ(Fi)
∂qj
∂
∂p˙j
+
∂Γ(Fi)
∂q˙a
∂
∂pa
,
Cα := − ∂
∂pα
+
∂ψα
∂qj
∂
∂p˙j
+
∂ψα
∂q˙a
∂
∂pa
}
.
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Then the time-dependent Helmholtz conditions for constrained systems, obtained by imposing
T (Im(γΓ,F )) ∩ C ⊂ ](T (Im(γΓ,F ))◦) are
∂Fa
∂q˙b
+
∂ψα
∂q˙a
∂Fα
∂q˙b
=
∂Fb
∂q˙a
+
∂ψα
∂q˙b
∂Fα
∂q˙a
, (5.16)
∂Γ(Fi)
∂qk
+
∂Fα
∂qk
∂ψα
∂qi
=
∂Γ(Fk)
∂qi
+
∂Fα
∂qi
∂ψα
∂qk
, (5.17)
∂Fa
∂qi
+
∂ψα
∂q˙a
∂Fα
∂qi
=
∂Γ(Fi)
∂q˙a
+
∂Fα
∂q˙a
∂ψα
∂qi
. (5.18)
Equations (5.16) and (5.18) are obtained by imposing that Wa be in ](T Im(γΓ,F )
◦), while (5.17)
and (5.18) are the conditions that arise when imposing that Vi be in ](T Im(γΓ,F )
◦).
Theorem 5.5.3. A SODE Γ on R×M is variational if and only if there is a two-form Ω on R×M
such that
(i) dΩ = 0,
(ii) Ω(v1, v2) = 0, for all vertical vectors v1, v2 ∈ V (R×M),
(iii) iΓΩ = 0,
(iv) [Ω|V (R×M) is injective.
Proof. We can prove this result using Theorem 1.4.2.
⇒ If Γ is variational in the sense given in Definition 5.5.2, then we define a two-form on R×M by
Ω = −dF ∗θQ + diΓF ∗θQ ∧ dt− LΓF ∗θQ ∧ dt .
Condition (ii) is readily satisfied and condition (iii) can also be checked without making use of the
conditions on F , since
iΓΩ = −iΓdF ∗θQ +
−diΓF ∗θQ+(iΓdiΓF ∗θQ)dt︷ ︸︸ ︷
iΓ(diΓF
∗θQ ∧ dt) −
−LΓF ∗θQ+iΓLΓF ∗θQ dt︷ ︸︸ ︷
iΓ(LΓF ∗θQ ∧ dt)
= −iΓdF ∗θQ − diΓF ∗θQ + (iΓdiΓF ∗θQ)dt+ iΓdF ∗θQ
+diΓF
∗θQ − iΓ(iΓdF ∗θQ + diΓF ∗θQ)dt
= −(iΓiΓdF ∗θQ)dt = 0 .
Condition (i) is equivalent to d(LΓF ∗θQ ∧ dt) = 0, and this is guaranteed by equations (5.16),
(5.17) and (5.18).
Finally condition (iv) is a consequence of F being an immersion. This can be checked using local
coordinates as in Theorem 5.3.2. Now
Ω = −∂Fi
∂qj
dqj ∧ dqi − ∂Fi
∂q˙a
dq˙a ∧ dqi
+
(
∂Fa
∂qi
q˙a +
∂Fα
∂qi
ψα − ∂Fi
∂qa
q˙a − ∂Fi
∂qα
ψα − ∂Fi
∂q˙a
Γa
)
dqi ∧ dt+
(
∂Fa
∂q˙b
q˙a +
∂Fα
∂q˙b
ψα
)
dq˙b ∧ dt
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and therefore iv1Ω−iv2Ω = −∂Fi∂q˙a (va1−va2)dqi+
(
∂Fa
∂q˙b
q˙a + ∂Fα
∂q˙b
ψα
)
(vb1−vb2)dt for any v1, v2 in V (R×M).
Since
(
∂Fi
∂q˙a
)
is assumed to have maximal rank, iv1Ω = iv2Ω implies v1 = v2.
⇐ We proceed as in the proofs of Theorems 1.5.2 and 5.3.2 to get a local one-form Θ˜ on R ×M
such that dΘ˜ = Ω and Θ˜(v) = 0 for all vertical vector fields v. We define
F : R×M −→ R× T ∗Q
(t, vq) 7−→ (t, F˜ (t, vq))
by
〈F˜ (t, vq), wq〉 = 〈pr2 ◦ Θ˜(t, vq),Wvq〉 ,
where vq ∈M,wq ∈ TQ,Wvq ∈ TM and TτQ|M (Wvq) = wq.
T ∗(R×M) pr2 // T ∗M
R×M F˜ //
Θ˜
OO
T ∗Q
We check that Im(γΓ,F ) is isotropic using local coordinates. As Θ˜ vanishes on vertical vectors, we
can write
Θ˜ = Fidq
i + µtdt .
Then
Ω = −dΘ˜ = −dFi ∧ dqi − dµt ∧ dt
= −∂Fi
∂qj
dqj ∧ dqi − ∂Fi
∂q˙a
dq˙a ∧ dqi − ∂Fi
∂t
dt ∧ dqi − ∂µt
∂qj
dqj ∧ dt− ∂µt
∂q˙a
dq˙a ∧ dt .
By imposing the condition iΓΩ = 0 we get
∂µt
∂q˙a
= −∂Fb
∂q˙a
q˙b − ∂Fα
∂q˙a
ψα ,
∂µt
∂qi
= Γ(Fi)− ∂Fa
∂qi
q˙a − ∂Fα
∂qi
ψα ,
so we can write
Ω = −dFi ∧ dqi −
[(
Γ(Fj)− ∂Fa
∂qj
q˙a − ∂Fα
∂qj
ψα
)
dqj +
(
−∂Fb
∂q˙a
q˙b − ∂Fα
∂q˙a
ψα
)
dq˙a
]
∧ dt ,
and now the closedness of the second factor gives equations (5.16), (5.17) and (5.18) for F .
Finally we see that F is an immersion. Condition (iv) states that
0 = iv1Ω− iv2Ω = −
∂Fi
∂q˙a
(va1 − va2)dqi −
(
−∂Fα
∂q˙a
ψα − ∂Fb
∂q˙a
q˙b
)
(va1 − va2)dt
is satisfied if and only if v1 = v2. Since
∂Fi
∂q˙a (v
a
1 − va2) = 0 implies
(
−∂Fα∂q˙a ψα − ∂Fb∂q˙a q˙b
)
(va1 − va2) = 0, we
have that ∂Fi∂q˙a (v
a
1 − va2) = 0 implies iv1Ω− iv2Ω = 0 and v1 = v2, that is,
(
∂Fi
∂q˙a
)
has maximal rank and
F is an immersion.
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5.6 The inverse problem for discrete constrained systems
Now we will consider the case of constrained second order discrete systems and we will extend some
results from Chapter 4 and Section 5.3 to this setting. A constrained second order discrete system is
given by
qak+1 = Γ
a(qjk−1, q
b
k) ,
qαk = ψ
α
k (q
i
k−1, q
b
k) ,
where where a, b = 1, . . . ,m < n, α, β = m+ 1, . . . , n, and i, j = 1, . . . , n.
More geometrically, let Md ⊂ Q × Q be a submanifold defined by the discrete constraints qαk =
ψαk (q
i
k−1, q
a
k) and let Γd be a second order difference equation on Md regarded as a map Γd : Md −→
Md ×Md given by
Γd(q
i
k−1, q
a
k) = (q
i
k−1, q
a
k , q
a
k , ψ
α
k , q
a
k+1 = Γ
a(qjk−1, q
b
k)) .
We will also use the notation qk˜ = (q
a
k), qk¯ = (q
α
k ). Given an immersion F : Md −→ T ∗Q we define
γF,Γd := (F × F ) ◦ Γd, as shown in the following commutative diagram:
Md ×Md F×F // T ∗Q× T ∗Q
pr1

Md
Γd
OO
F //
γF,Γd
44
pr1
$$
T ∗Q
piQ
yy
Q
Definition 5.6.1. A SOdE Γd on Md is variational if there exists an immersion F : Md −→ T ∗Q
such that Im(γF,Γd) is an isotropic submanifold of (T
∗Q× T ∗Q,ΩQ).
The above diagram in local coordinates becomes
(qik−1, q
a
k , q
a
k , ψ
α
k ,Γ
a(qjk−1, q
b
k))
F×F // (qik−1, Fi(q
j
k−1, q
b
k), q
a
k , ψ
α
k , Fi(q
b
k, ψ
β
k ,Γ
b(qjk−1, q
b
k)))
pr1

(qik−1, q
a
k)
Γd
OO
F //
γF,Γd
22
(qik−1, Fi(q
j
k−1, q
b
k))
Then the condition
d
(
Fa(q
b
k, ψ
β
k ,Γ
b(qk−1, qk˜))dq
a
k + Fα(q
b
k, ψ
β
k ,Γ
b(qk−1, qk˜))dψ
α
k − Fi(qjk−1, qbk)dqik−1
)
= 0
gives the discrete constraint Helmholtz conditions.
Some natural questions that immediately arise are the following:
1. Given a continuous variational SODE Γ on a submanifold M ⊂ TQ, find integrators Γd that are
also variational in the sense of Definition 5.6.1.
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2. From the existing integrators for nonholonomic systems [39, 63, 117], detect the ones that pre-
serve the variational property.
One of the integrators mentioned in (ii) is the discrete Lagrange-d’Alembert (DLA) algorithm,
derived from the so-called discrete Lagrange-d’Alembert principle [39]. Given a nonholonomic system,
that is, a Lagrangian L : TQ→ R and a nonintegrable distribution D ⊂ TQ, it is necessary to choose
a discrete Lagrangian Ld and a discrete constraint space Dq ⊂ Q×Q, satisfying diag(Q×Q) ⊂ Dd and
dim Dd = dim D, and defined by the annihilation of functions w
a
d : Q×Q→ R, a = 1 . . . ,m, regarded
as discretizations of the constraint one-forms. As explained in [39], these discretizations should be
chosen in a consistent way in order to get ‘a desired order of accuracy’.
The DLA integrator is then given by
D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = λawa(qk) , (5.19)
wad(qk, qk+1) = 0 , (5.20)
where λa are Lagrange multipliers, w
a are the constraint one-forms, Ld is a discrete Lagrangian and
wad is a discretization of the contraint one-forms.
Next we will study different choices of constraints and immersions F : Md −→ T ∗Q for the example
of the vertical rolling disk.
Example 5.6.2 (Vertical rolling disk). The system represents a vertical disk rolling on a plane without
sliding. It is defined on the configuration space Q = S1×S1×R2, with coordinates (θ, ϕ, x, y), where
θ denotes the angle of self-rotation, ϕ the angle between the direction in which the disk moves and
the x-axis and (x, y) are the coordinates of the contact point. The kinetic Lagrangian is given by
L = 12(θ˙
2 + ϕ˙2 + x˙2 + y˙2), where all parameters are set to one, and the nonholonomic constraints of
rolling without sliding are x˙ = cos(ϕ)θ˙, y˙ = sin(ϕ)θ˙, which define a submanifold M ⊂ TQ. Therefore
the constraint one-forms are w1 = dx− cos(ϕ)dθ and w2 = dy − sin(ϕ)dθ.
Recall that the immersion
F1 : M −→ T ∗Q
(θ, ϕ, x, y, θ˙, ϕ˙) 7−→ (θ, ϕ, x, y, 2θ˙, ϕ˙, 0, 0)
provides an isotropic submanifold Im(TF1 ◦Γ) of TT ∗Q, and implies that Γ is variational in the sense
of [11, Definition 5.1]. An alternative immersion is given by
F2 : M −→ T ∗Q
(θ, ϕ, x, y, θ˙, ϕ˙) 7−→
(
θ, ϕ, x, y, θ˙ϕ˙ , ϕ˙− θ˙
2
2ϕ˙2
(1 + cos(ϕ) + sin(ϕ)) , θ˙ϕ˙ ,
θ˙
ϕ˙
)
.
which also provides an isotropic submanifold Im(TF2 ◦ Γ) of TT ∗Q.
Now in order to derive a DLA integrator we can choose for instance the discretizations
L
1
2
d (qk, qk+1) =
1
2
((
θk+1 − θk
h
)2
+
(
ϕk+1 − ϕk
h
)2
+
(
xk+1 − xk
h
)2
+
(
yk+1 − yk
h
)2)
,
w1d(qk, qk+1) =
xk+1 − xk
h
− θk+1 − θk
h
cos
(
ϕk + ϕk+1
2
)
,
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w2d(qk, qk+1) =
yk+1 − yk
h
− θk+1 − θk
h
sin
(
ϕk + ϕk+1
2
)
.
Equations (5.19) are then
−θk+1 − θk
h2
+
θk − θk−1
h2
= −λ1 cos(ϕk)− λ2 sin(ϕk) , (5.21)
−ϕk+1 − ϕk
h2
+
ϕk − ϕk−1
h2
= 0 ,
−xk+1 − xk
h2
+
xk − xk−1
h2
= λ1 ,
−yk+1 − yk
h2
+
yk − yk−1
h2
= λ2 ,
from which we immediately obtain ϕk+1 = 2ϕk − ϕk−1.
The discrete constraints chosen above yield the Lagrange multipliers
λ1 = −θk+1 − θk
h2
cos
(
ϕk + ϕk+1
2
)
+
θk − θk−1
h2
cos
(
ϕk−1 + ϕk
2
)
,
λ2 = −θk+1 − θk
h2
sin
(
ϕk + ϕk+1
2
)
+
θk − θk−1
h2
sin
(
ϕk−1 + ϕk
2
)
,
and the substitution of them into (5.21) gives θk+1 = 2θk − θk−1 (as long as ϕk − ϕk−1 6= 2(2n+ 1)pi,
n ∈ Z).
Therefore we have seen that Γd is given by
Γd(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) =(
θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, θk, ϕk, xk−1 + cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1),
yk−1 + sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1), 2θk − θk−1, 2ϕk − ϕk−1
)
If we define Fd1 : Md −→ T ∗Q in coordinates by
Fd1(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) =
(
θk−1, ϕk−1, xk−1, yk−1, 2
θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0
)
,
which is a discretization of F1 given above, then Im((Fd1 × Fd1) ◦ Γd)=Im(γFd1,Γd) becomes(
θk−1, ϕk−1, xk−1, yk−1, 2
θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0,
θk, ϕk, xk−1 + cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1), yk−1 + sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1),
2
θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0
)
.
Let i : Im(γFd1,Γd) ↪→ T ∗Q× T ∗Q denote the inclusion. Then Im(γFd1,Γd) is an isotropic submanifold
because
i∗ΩQ = 2d
(
θk − θk−1
h
)
∧ dθk + d
(
ϕk − ϕk−1
h
)
∧ dϕk
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−2d
(
θk − θk−1
h
)
∧ dθk−1 − d
(
ϕk − ϕk−1
h
)
∧ dϕk−1 = 0 .
For the chosen discrete Lagrangian L
1
2
d and Fd1, but with arbitrary constraints, the isotropy con-
dition is equivalent to
2d
(
θk+1 − θk−1
h
)
∧ dθk − 2d
(
θk − θk−1
h
)
∧ dθk−1 = 0 (5.22)
since the choice of constraints does not affect the evolution of ϕ, given by ϕk+1 = 2ϕk − ϕk−1. Thus
we must necessarily have an evolution of the form θk+1 = −θk−1 +f(θk) in order to obtain an isotropic
submanifold. For instance, if we choose the alternative constraints
w1d(qk, qk+1) =
xk+1 − xk
h
− θk+1 − θk
h
cos (ϕk) ,
w2d(qk, qk+1) =
yk+1 − yk
h
− θk+1 − θk
h
sin (ϕk) ,
then we get the evolution θk+1 = θk +
(
θk−θk−1
2
)
(1 + cos(ϕk−ϕk−1)) and therefore Im(Fd1×Fd1)◦Γd
is not an isotropic submanifold.
On the other hand, if we take the discrete constraints
w1d(qk, qk+1) =
xk+1 − xk
h
− θk+1 − θk
h
(
1
2
cos ((1− α)ϕk + αϕk+1) + 1
2
cos (αϕk + (1− α)ϕk+1)
)
,
w2d(qk, qk+1) =
yk+1 − yk
h
− θk+1 − θk
h
(
1
2
sin ((1− α)ϕk + αϕk+1) + 1
2
sin (αϕk + (1− α)ϕk+1)
)
,
then we still get the dynamics θk+1 = 2θk−θk−1 for any α ∈ [0, 1], and therefore we obtain an isotropic
submanifold Im(Fd1 × Fd1) ◦ Γd.
Notice that if we take the map
F¯d1(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) = (θk−1, ϕk−1, xk−1, yk−1, 2(θk − θk−1), ϕk − ϕk−1, 0, 0) ,
instead of Fd1 then Im(F¯d1× F¯d1) ◦Γd is still an isotropic submanifold. This choice will appear in the
next section.
Finally we consider the midpoint discretization of the constraints and the midpoint discretization
of the alternative F2 given above, that is
Fd2(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) =
(
θk−1, ϕk−1, xk−1, yk−1,
θk − θk−1
ϕk − ϕk−1 ,
ϕk − ϕk−1
h
− (θk − θk−1)
2
2(ϕk − ϕk−1)2
(
1 + cos
(
ϕk−1 + ϕk
2
)
+ sin
(
ϕk−1 + ϕk
2
))
,
θk − θk−1
ϕk − ϕk−1 ,
θk − θk−1
ϕk − ϕk−1
)
.
Then Im(Fd2 × Fd2) ◦ Γd becomes(
θk−1, ϕk−1, xk−1, yk−1,
θk − θk−1
ϕk − ϕk−1 ,
ϕk − ϕk−1
h
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− (θk − θk−1)
2
2(ϕk − ϕk−1)2
(
1 + cos
(
ϕk−1 + ϕk
2
)
+ sin
(
ϕk−1 + ϕk
2
))
,
θk − θk−1
ϕk − ϕk−1 ,
θk − θk−1
ϕk − ϕk−1 ,
θk, ϕk, xk−1 + h cos(
ϕk−1 + ϕk
2
)
θk − θk−1
h
, yk−1 + h sin(
ϕk−1 + ϕk
2
)
θk − θk−1
h
,
θk − θk−1
ϕk − ϕk−1 ,
ϕk − ϕk−1
h
− (θk − θk−1)
2
2(ϕk − ϕk−1)
(
1 + cos
(
3ϕk − ϕk−1
2
)
+ sin
(
3ϕk − ϕk−1
2
))
,
θk − θk−1
ϕk − ϕk−1 ,
θk − θk−1
ϕk − ϕk−1
)
,
which is not an isotropic submanifold.
5.6.1 Extension to a Lagrangian submanifold
As pointed out in Remark 4.2.3, Definition 5.6.1 can be equivalently given by substituting the state-
ment “Im(γF,Γ) is an isotropic submanifold of (T
∗Q× T ∗Q,ΩQ)” by “Im(Ψ−1 ◦ γF,Γ) is an isotropic
submanifold of (T ∗(Q×Q), ωQ×Q)”.
Next we will show how to extend the isotropic submanifold Im(Ψ−1 ◦ γF,Γ) in order to obtain a
Lagrangian one. For that we will use Lemma 5.3.4.
Now if we take P = Q × Q, C = M , and γ = Ψ−1 ◦ γF,Γ, since (Ψ−1 ◦ γF,Γ)(M) is isotropic in
(T ∗(Q × Q), ωQ×Q), then there is a one-form γ˜ defined in a neighborhood of M such that γ˜|M = γ
and dγ˜ = 0. Then by the Poincare´ Lemma there is a locally defined function Ld : Q × Q → R such
that γ˜ = dLd.
Recall from Appendix A, that in order to obtain a Lagrangian submanifold we need to choose
dim(P ) − dim(Im(Ψ−1 ◦ γF,Γ)) constraints that define a submanifold N ⊂ T ∗(Q × Q) such that
Im(Ψ−1 ◦ γF,Γ) ⊂ N . Next we compute the corresponding Hamiltonian vector fields (with respect
to ωQ×Q). If they are independent and not tangent to Im(Ψ−1 ◦ γF,Γ), we can extend the original
manifold along its flows and obtain a Lagrangian submanifold [156], which depends on the choice of
constraints. This method provides a source of (possibly) alternative Lagrangians. Recall from Section
5.3 that corresponding to the immersion F1 we can obtain the Lagrangian function
L1 =
1
2
(
θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙) ,
while for F2 we get
L2 =
1
2
(
ϕ˙2 − θ˙2 − x˙2 − y˙2
)
+
θ˙2
2ϕ˙
(1− cos(ϕ)− sin(ϕ)) + θ˙x˙
(
cos(ϕ) +
1
ϕ˙
)
+ θ˙y˙
(
sin(ϕ) +
1
ϕ˙
)
.
We will now see an example of this process in the discrete setting.
Example 5.6.3. Consider again the vertical rolling disk. With Γd and Fd1 as in Example 5.6.2, we
obtain the isotropic submanifold Im(Ψ−1 ◦ γF,Γ) of (T ∗(Q×Q), ωQ×Q) given by(
θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, xk−1 + cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1),
yk−1 + sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1), 2θk−1 − θk
h
,
ϕk−1 − ϕk
h
, 0, 0, 2
θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0
)
,
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where we denote coordinates on (T ∗(Q×Q), ωQ×Q) by
(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, xk, yk, pθk−1 , pϕk−1 , pxk−1 , pyk−1 , pθk , pϕk , pxk , pyk).
Now we can choose for instance the constraints
φ1 = xk − xk−1 − cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1) + pxk ,
φ2 = yk − yk−1 − sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1) + pyk ,
with corresponding Hamiltonian vector fields
Xφ1 =
∂
∂pxk
− ∂
∂pxk−1
− cos
(
ϕk−1 + ϕk
2
)(
∂
∂pθk
− ∂
∂pθk−1
)
+
θk − θk−1
2
sin
(
ϕk−1 + ϕk
2
)(
∂
∂pϕk
+
∂
∂pϕk−1
)
− ∂
∂xk
,
Xφ2 =
∂
∂pyk
− ∂
∂pyk−1
− sin
(
ϕk−1 + ϕk
2
)(
∂
∂pθk
− ∂
∂pθk−1
)
−θk − θk−1
2
cos
(
ϕk−1 + ϕk
2
)(
∂
∂pϕk
+
∂
∂pϕk−1
)
− ∂
∂yk
.
If we extend along the flows of Xφ1 and Xφ2 we obtain the Lagrangian submanifold
(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, xk, yk,(−2
h
+ 1
)
(θk − θk−1)− cos
(
ϕk−1 + ϕk
2
)
(xk − xk−1)− sin
(
ϕk−1 + ϕk
2
)
(yk − yk−1),
−ϕk − ϕk−1
h
+
θk − θk−1
2
(
cos
(
ϕk−1 + ϕk
2
)
(yk − yk−1)− sin
(
ϕk−1 + ϕk
2
)
(xk − xk−1)
)
,
xk − xk−1 − cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1), yk − yk−1 − sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1)(
2
h
− 1
)
(θk − θk−1) + cos
(
ϕk−1 + ϕk
2
)
(xk − xk−1) + sin
(
ϕk−1 + ϕk
2
)
(yk − yk−1),
ϕk − ϕk−1
h
+
θk − θk−1
2
(
cos
(
ϕk−1 + ϕk
2
)
(yk − yk−1)− sin
(
ϕk−1 + ϕk
2
)
(xk − xk−1)
)
,
−
(
xk − xk−1 − cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1)
)
,−
(
yk − yk−1 − sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1)
))
,
with corresponding discrete Lagrangian
Ld = −1
2
(xk − xk−1)2 − 1
2
(yk − yk−1)2 +
(
1
h
− 1
2
)
(θk − θk−1)2 + 1
2h
(ϕk − ϕk−1)2
+(θk − θk−1)
(
cos
(
ϕk−1 + ϕk
2
)
(xk − xk−1) + sin
(
ϕk−1 + ϕk
2
)
(yk − yk−1)
)
. (5.23)
The DEL equations corresponding to Ld are
x0 − 2x1 + x2 + (θ1 − θ0) cos
(
ϕ0 + ϕ1
2
)
− (θ2 − θ1) cos
(
ϕ1 + ϕ2
2
)
= 0 , (5.24)
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y0 − 2y1 + y2 + (θ1 − θ0) sin
(
ϕ0 + ϕ1
2
)
− (θ2 − θ1) sin
(
ϕ1 + ϕ2
2
)
= 0 , (5.25)(−2 + h
h
)
(θ0 − θ1)−
(−2 + h
h
)
(θ1 − θ2)
+(x1 − x0) cos
(
ϕ0 + ϕ1
2
)
+ (x1 − x2) cos
(
ϕ1 + ϕ2
2
)
+(y1 − y0) sin
(
ϕ0 + ϕ1
2
)
+ (y1 − y2) sin
(
ϕ1 + ϕ2
2
)
= 0 , (5.26)
ϕ1 − ϕ0
h
+
ϕ1 − ϕ2
h
+
1
2
(θ0 − θ1)
(
(y0 − y1) cos
(
ϕ0 + ϕ1
2
)
+ (x1 − x0) sin
(
ϕ0 + ϕ1
2
))
+
1
2
(θ1 − θ2)
(
(y1 − y2) cos
(
ϕ1 + ϕ2
2
)
+ (x2 − x1) sin
(
ϕ1 + ϕ2
2
))
= 0 . (5.27)
When restricted to the constraint submanifold given by
xk = xk−1 + cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1) ,
yk = yk−1 + sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1) ,
Equations (5.24) and (5.25) identically vanish and Equations (5.26) and (5.27) become θ2 = 2θ1 − θ0
and ϕ2 = 2ϕ1 − ϕ0 respectively. Hence we recover the SOdE in Example 5.6.2.
Remark 5.6.4. Consider the Lagrangian obtained in [11] by extension of an isotropic submanifold
corresponding to F (θ, ϕ, x, y, θ˙, ϕ˙) = (θ, ϕ, x, y, 2θ˙, ϕ˙, 0, 0), given by
L1 =
1
2
(
θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙) .
If we take the discretization
Ld1 =
1
2
((
θk − θk−1
h
)2
+
(
ϕk − ϕk−1
h
)2
−
(
xk − xk−1
h
)2
−
(
yk − yk−1
h
)2)
+
θk − θk−1
h
(
cos
(
ϕk + ϕk−1
2
)
xk − xk−1
h
+ sin
(
ϕk + ϕk−1
2
)
yk − yk−1
h
)
,
then the DEL equations are θk+1 = 2θk−θk−1 and ϕk+1 = 2ϕk−ϕk−1 when restricted to the constraint
submanifold.
If instead of Fd1 we consider F¯d1 in Example 5.6.2, by choosing the same constraints φ1 and φ2 as
in Example 5.6.3, we obtain the discrete Lagrangian
L¯d =
h2
2
((
θk − θk−1
h
)2
+
(
ϕk − ϕk−1
h
)2
−
(
xk − xk−1
h
)2
−
(
yk − yk−1
h
)2
+
θk − θk−1
h
(
cos
(
ϕk + ϕk−1
2
)
xk − xk−1
h
+ sin
(
ϕk + ϕk−1
2
)
yk − yk−1
h
))
.
We have run simulations of the vertical rolling disk using the DLA integrator (5.19)-(5.20). We
have used several alternative discretizations for defining the discrete constraints wad :
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• Midpoint rule: wad(qk, qk+1) = wa
(
qk+qk+1
2
)(
qk+1−qk
h
)
;
• Trapezoidal rule: wad(qk, qk+1) = 12
(
wa (qk)
(
qk+1−qk
h
)
+ wa (qk+1)
(
qk+1−qk
h
))
;
• α-trapezoidal rule:
wad(qk, qk+1) =
1
2
(
wa ((1− α)qk + αqk+1)
(
qk+1 − qk
h
)
+wa (αqk + (1− α)qk+1)
(
qk+1 − qk
h
))
,
which reduces to the trapezoidal rule for α = 0 and α = 1, and to the midpoint rule for α = 1/2;
• Euler A: wad(qk, qk+1) = wa (qk)
(
qk+1−qk
h
)
;
• Euler B: wad(qk, qk+1) = wa (qk+1)
(
qk+1−qk
h
)
.
For the following choices of a Lagrangian function L, we have computed numerically the values of
the energy K = (∂L/∂q˙)q˙ − L along the solutions:
• L1 = 12
(
θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙) (see Remark 5.6.4), which gives K1 = L1,
• L2 = 12
(
−θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙
2
2ϕ˙(1 − cos(ϕ) − sin(ϕ)) + θ˙x˙
(
cos(ϕ) + 1ϕ˙
)
+ θ˙y˙
(
sin(ϕ) + 1ϕ˙
)
(see Example 5.6.2) which gives K3 =
1
2
(
−θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙),
• L3 = h2
(
−12 x˙2 − 12 y˙2 +
(
1
h − 12
)
θ˙2 + 12h ϕ˙
2 + θ˙(cos(ϕ)x˙+ sin(ϕ)y˙)
)
, whose corresponding mid-
point discretization is (5.23), which gives K2 = L2.
The energy functions K1, K2 and K3 were discretized using the midpoint rule to obtain K
d
1 , K
d
2 ,
Kd3 . The results of the simulations for all methods, except for Euler A and B, preserved the energy
functions, up to numerical truncation errors. For the α-trapezoidal discretization, all the values of α
that we have used preserve the energy functions. This is expected because we already saw in Example
5.6.2 that for any α we obtain a variational SOdE.
Note thatK1 andK2 only differ in the sign of the term
1
2 θ˙
2, whose discrete version is 1
2h2
(θk+1−θk)2.
For all α, one of the discrete evolution equations is θk+1 = 2θk − θk−1, so Kd2 −Kd1 is constant along
solutions. Similarly, it is easy to show that the preservation of either Kd2 or K
d
3 along solutions implies
the preservation of the other one. Indeed,
K2 − K3
h2
= − θ˙
2
h
+
h− 1
2h
ϕ˙2,
and θk and ϕk evolve uniformly, that is, both θk+1− θk and ϕk+1−ϕk are constant. This implies that
Kd2 −Kd3/h2 is constant.
The energy behavior of the Euler A and B discretizations is shown in Figure 5.2.
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Figure 5.2: Energy behavior for Euler A and B, vertical rolling disk. T = 500, h = 0.05,
(x0, y0, θ0, ϕ0) = (1, 1, 0.5, 0.3), θ1 = 0.525, ϕ1 = 0.31; x1 and y1 satisfying the discrete
constraints.
5.6.2 Crampin’s Theorem with constraints
Now we will provide an extension of Theorem 4.2.7 to the discrete setting with constraints. We will
need the following proposition from [76].
Proposition 5.6.5 ([76]). Let f : M −→ N be an immersion. For each Lagrangian submanifold
S ⊂ T ∗Md we can define a Lagrangian submanifold S˜ ⊂ T ∗N by
S˜ = {µ ∈ T ∗N : f∗µ ∈ S} .
Denote the flow of an explicit constrained second order difference equation Γd : Md −→Md ×Md
by ΦΓd : Md −→Md so that ΦΓd(qk−1, qk˜) = (qk˜, ψk¯,Γk˜+1).
Proposition 5.6.6. An explicit constrained second order difference equation Γd : Md −→ Md ×Md
is variational if and only if there is a nondegenerate two-form Ωd on Md such that
(i) LdΓdΩd = 0 ,
(ii) Ωd(v1, v2) = 0 for all v1, v2 ∈ Ker(Tpr1) ,
(iii) dΩd = 0 ,
(iv) [Ω|Ker(Tpr1) is injective,
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where LdΓdΩd := (ΦΓd)∗Ωd − Ωd is regarded as a discrete analogue of the Lie derivative.
Proof. The proof goes along the same lines as the analogue in [11].
If we assume that Γd is variational, we can define Ωd = d(F
∗θQ) which clearly satisfies condition
(iii). From the local expression
Ωd =
∂Fi
∂qjk−1
dqjk−1 ∧ dqik−1 +
∂Fi
∂qbk
dqbk ∧ dqik−1
condition (ii) is also clear since Ker(Tpr1) = span
{
∂
∂qbk
}
. The requirement of F being an immersion
implies that
(
∂Fi
∂qbk
)
is of maximal rank. Thus, taking v1, v2 ∈ Ker(Tpr1), v1 = vb1 ∂∂qbk , v2 = v
b
2
∂
∂qbk
such
that iv1Ωd − iv2Ωd = (vb1 − vb2)
(
∂Fi
∂qbk
)
dqik−1 = 0, we obtain v1 = v2 because of the rank condition.
Therefore condition (iv) is satisfied.
Notice that
LdΓdΩd = Φ∗ΓdΩd − Ωd = dΦ∗ΓdF ∗θQ − dF ∗θQ = d(LdΓdF ∗θQ) .
In order to check condition (i) we locally compute LdΓdF ∗θQ = (F ◦ ΦΓd)∗θQ − F ∗θQ to get
LdΓdF ∗θQ = Fa(qk˜, ψk¯,Γk˜)dqak + Fα(qk¯, ψk¯,Γk˜)dψak − Fi(qk−1, qk˜)dqik−1 ,
since (F ◦ΦΓd)(qk−1, qk˜) = (qk˜, ψk¯, Fi(qk˜, ψk¯,Γk˜)). Note that the condition d(LdΓdF ∗θQ) = 0 is exactly
the same as requiring that Im(γF,Γd) be isotropic.
Conversely, let Ωd be a two-form on Md satisfying (i)-(iv). From (iii), locally Ωd = dΘ for a
one-form Θ on Md and from (ii) Θ has the local expression
Θ = αidq
i
k−1 +
∂h
∂qbk
(qk−1, qk˜)dq
b
k
for a locally defined map h : Md −→ R. Define Θ¯ = Θ − dh, which satisfies Θ¯(V ) = 0 for all
V ∈ Ker(Tpr1) and dΘ¯ = Ω. Then F : Md −→ T ∗Q is given by
〈F (qk−1, qk˜), vqk−1〉 = 〈Θ¯(qk−1, qk˜), Vvqk−1 〉 for all vqk−1 ∈ TQ ,
where Vvqk−1 ∈ TMd is any vector satisfying Tpr1(Vvqk−1 ) = vqk−1 .
Since the one-form LdΓdΘ¯ = LdΓdF ∗θQ is closed, we obtain a Lagrangian submanifold Im(LdΓdF ∗θQ)
of (T ∗Md, ωMd). Using Proposition A.2.3 (with N = Q ×Q) we obtain a Lagrangian submanifold of
(T ∗(Q×Q), ωQ×Q), described by
˜Im(LdΓdF ∗θQ) =
{
µ ∈ T ∗(Q×Q) : i∗Mµ ∈ Im(LdΓdF ∗θQ)
}
,
where iM denotes the inclusion. In coordinates
˜Im(LdΓdF ∗θQ) is given by(
qik−1, qk˜, ψk¯,−Fi + Fα
∂ψαk
∂qik−1
− pα ∂ψ
α
k
∂qik−1
, Fa + Fα
∂ψαk
∂qak
− pα∂ψ
α
k
∂qak
, pα
)
.
Since Im(Ψ−1 ◦ γF,Γd) ⊂ ˜Im(LdΓdF ∗θQ), Im(γF,Γd) is an isotropic submanifold of (T ∗Q × T ∗Q,ΩQ).
Furthermore, condition (iv) implies that
(
∂Fi
∂qbk
)
has maximal rank, that is, F is an immersion.
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Energy-preserving integrators for
nonholonomic systems
Geometric integrators are numerical methods for differential equations which preserve structural prop-
erties such as constants of the motion, symplectic or Poisson structures, phase-space volume, different
symmetries of the system or isospectrality. Preservation of structural properties is often desirable in
order to achieve correct qualitative behaviour and long time stability [77, 118, 139].
In this chapter we address the construction of geometric integrators for nonholonomic systems.
In the unconstrained case, or when the constraints are holonomic, mechanical systems have many
distinguishing geometric features. Among the most important are the preservation of energy, the
symplectic form constructed from the Lagrangian (Poincare´-Cartan two-form) and the momentum
map in the presence of symmetries according to the Noether Theorem. When we are dealing with
nonholonomic constraints this symplectic form is no longer preserved, and the momentum map is not
in general conserved in the presence of symmetries. However, the energy is still a conservation law for
the system in the case of linear constraints. We therefore focus our attention on the exact preservation
of energy, using geometric integrators, while writing the equations of motion in a format which ensures
the nonholonomic constraints are satisfied.
The proposed approach is different from other recent approaches such as [40, 52, 58, 63, 98, 117],
where the authors have introduced numerical integrators for nonholonomic systems with very good
energy behavior, and properties such as the preservation of the discrete nonholonomic momentum
map.
In this chapter we will consider a Lagrangian function L : TQ → R of mechanical type, that
is, kinetic minus potential energy, and a vector subbundle τD, which determines the nonholonomic
constraints. To develop integrators we first introduce a Hamiltonian description of nonholonomic
mechanics in terms of an almost-Poisson bracket. Using the Riemannian metric determined by the
kinetic energy, and the standard symplectic structure on T ∗Q, we can induce a linear almost-Poisson
structure Π on the dual bundle piD : D∗ → Q. This so-called nonholonomic bracket is isomorphic to
the nonholonomic bracket considered in [159].
Now, working on the “Hamiltonian system” determined by the triple given by (i) D∗ as new phase
space, (ii) the almost-Poisson bracket Π and (iii) the induced Hamiltonian function H : D∗ → R,
we apply energy-preserving integrators to simulate its dynamics. This is a coherent approach since
the unique generic quantity preserved by the flow of the Hamiltonian vector field corresponding to
150 Chapter 6. Energy-preserving integrators for nonholonomic systems
H is precisely the Hamiltonian function. The resulting integrators preserve by construction both the
energy and nonholonomic constraints.
To approximate the solution while preserving the energy of the initial nonholonomic problem we
use a class of geometric integrators called discrete gradient methods. Consider an ODE which can be
written in skew-gradient form, i.e. x˙ = Π(x)∇H(x) with x ∈ RN and Π(x) a skew-symmetric matrix.
In [119] it is shown that any ODE with a generic first integral H can be put into skew-gradient
form. For a generalisation of these ideas to the case where the configuration space is a Lie group or a
homogeneous manifold see [33].
Discrete gradient methods are based on the following construction. Let x ≈ x(nh) and x′ ≈
x((n + 1)h). Using a discrete gradient ∇¯H(x, x′), which is an appropriate approximation of the
gradient of H (see Section 6.2 for details), it is possible to define a class of integrators
x′ − x
h
= Π˜(x, x′)∇¯H(x, x′) ,
which preserve the first integralH exactly, i.e. H(x) = H(x′). Here Π˜(x, x′) is a skew-symmetric matrix
approximating Π(x). It can be shown that, in Rn, any first integral-preserving (direct) integrator can
be written as a discrete gradient method [68, 128, 132, 133]. In [69] discrete gradients were used to
construct an energy preserving integrator for canonical mechanical systems with holonomic constraints.
For a given nonholonomic mechanical system, the equations of motion in canonical coordinates
are generally assumed known. A potential obstacle in applying a discrete gradient method directly to
the adapted coordinate system is the need for the user to analytically derive these equations. For this
reason, we propose a reformulation of the methods using just information from the original system
in canonical coordinates. With this approach the analytic reformulation of the system in adapted
coordinates is avoided.
The outline of the chapter is as follows. In the next section we will recall the geometric framework
for nonholonomic mechanics, to fix the notation. The main objective is to describe its dynamics as
a Hamiltonian system on a vector bundle equipped with an almost-Poisson bracket. The resulting
equations of motion in adapted coordinates are seen to be explicitly given in skew-gradient form. In
Section 6.2 we apply discrete gradient integrators to the derived formulation to get energy-preserving
integrators for nonholonomic systems. We then rewrite these integrators in an equivalent form by
using only the information from the original nonholonomic system. Finally, in Section 6.3, we verify
the properties and the performance of our integration techniques, applying them to several interesting
examples: the chaotic quartic nonholonomic mechanical system, the Chaplygin sleigh system, the
Suslov problem and the continuous gearbox driven by an asymmetric pendulum. Our methods are
compared with other well-known numerical methods for nonholonomic mechanics.
6.1 Nonholonomic systems in adapted coordinates
Consider a nonholonomic system on a configuration manifold Q, of dimension n. Locally if (qi) are
coordinates on Q and (qi, q˙i) are the induced coordinates on TQ, the linear velocity constraints,
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specified by the regular C∞-distribution D ⊂ TQ, are written as
µαi (q) q˙
i = 0, m+ 1 ≤ α ≤ n ,
where rank (D) = m ≤ n. The annihilator D◦ is locally given by
D◦ = span{µα = µαi (q) dqi; m+ 1 ≤ α ≤ n} ,
where the one-forms µα are independent. Equivalently, we can find independent vector fields {Xa},
1 ≤ a ≤ m such that
Dq = span{Xa} .
Observe that µα(Xa) = 0, for all m+ 1 ≤ α ≤ n and 1 ≤ a ≤ m.
6.1.1 Lagrangian equations for nonholonomic systems
Recall that, in addition to the constraints, the dynamics is specified by a Lagrangian function L :
TQ→ R, assumed to be of mechanical type, that is,
L (vq) =
1
2
g (vq, vq)− V (q) , vq ∈ TqQ ,
where g is a Riemannian metric on the configuration space Q and V : Q → R a potential function.
The Lagrangian is written in coordinates (qi, q˙i) as
L(qi, q˙i) =
1
2
g ij(q)q˙
iq˙j − V (q) ,
where g ij = g
(
∂/∂qi, ∂/∂qj
)
, 1 ≤ i, j ≤ n.
Recall that from the Lagrange-d’Alembert principle, Definition 5.1.2, we arrived at the well-known
nonholonomic equations
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= λαµ
α
i , (6.1a)
µαi (q) q˙
i = 0 , (6.1b)
where λα, m+ 1 ≤ α ≤ n, is a set of Lagrange multipliers.
Adapted coordinates
Equations (6.1) are derived using a set of coordinates (qi) on Q, and the induced coordinates (qi, q˙i)
on TQ by the canonical coordinate frame
{
∂
∂qi
}
, 1 ≤ i ≤ n. Any element vq ∈ TqQ can therefore be
written without ambiguity as
vq = q˙
i ∂
∂qi
∣∣∣
q
.
In the case of nonholonomic mechanics it can be useful to adapt the chosen frame to the linear velocity
constraints. Specifically we consider a basis of vector fields {Xa, Xα}, 1 ≤ a ≤ m and m+ 1 ≤ α ≤ n,
such that locally
Dq = span{Xa(q)} and D⊥,gq = span{Xα(q)} ,
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where D⊥,gq is the Riemannian orthogonal to D, that is,
g(Xa, Xα) = 0 for all 1 ≤ a ≤ m and m+ 1 ≤ α ≤ n .
Observe that TqQ = Dq ⊕D⊥,gq .
The adapted basis {Xa, Xα} induces a new set of coordinates on the tangent bundle (qi, ya, yα)
(also called quasi-velocities) so that now
vq = y
aXa(q) + y
αXα(q) .
Observe that the elements vq ∈ Dq are distinguished by yα = 0. Therefore yα = 0 expresses the
nonholonomic constraints in the adapted basis. Consequently D is completely described by coordinates
(qi, ya).
Throughout this section and the next one, we will use the vertical rolling disk, introduced in
Example 5.1.3, in order to illustrate how the nonholonomic equations can be written in almost-Poisson
form and how to apply an energy-preserving integrator to these equations.
Example (Rolling disk). We take an adapted basis {X1, X2, X3, X4}, where
D = span
{
X1 = r cos θ
∂
∂x1
+ r sin θ
∂
∂x2
+
∂
∂φ
,X2 =
∂
∂θ
}
,
D⊥,g = span
{
X3 =
1
m
∂
∂x1
− r
Jφ
cosφ
∂
∂φ
,X4 =
1
m
∂
∂x2
− r
Jφ
sinφ
∂
∂φ
}
.
This induces coordinates (x1, x2, θ, φ, y
1, y2, y3, y4) on TQ, which are related to the standard coordi-
nates as follows:
x˙1 = ry
1 cos θ +
y3
m
,
x˙2 = ry
1 sin θ +
y4
m
,
θ˙ = y2 ,
φ˙ = y1 − r
Jφ
y3 cosφ− r
Jφ
y4 sinφ .
Observe that the linear constraints have the simple form y3 = 0, y4 = 0 in the adapted basis.
Equations of motion in adapted coordinates
We now want to rewrite the equations of motion of the nonholonomic system in terms of the coordinates
(qi, ya, yα), instead of the canonical coordinates (qi, q˙i). Consider first Equation (6.1a). We can split
it as the following system of equations:
0 = Xia
d
dt
(
∂L
∂q˙i
)
−Xia
∂L
∂qi
− λβµβi Xia = Xia
d
dt
(
∂L
∂q˙i
)
−Xia
∂L
∂qi
, (6.2a)
0 = Xiα
d
dt
(
∂L
∂q˙i
)
−Xiα
∂L
∂qi
− λβµβi Xiα , (6.2b)
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with 1 ≤ a ≤ m, m + 1 ≤ α, β ≤ n. In Equation (6.2a) we have used that Xa(q) ∈ Dq. Observe
that Equation (6.2b) uniquely gives information about the value of the Lagrange multipliers since g
is a Riemannian metric and therefore (µβi X
i
α) is a regular matrix. As we are not interested in the
evolution of the Lagrange multipliers we discard this second set of equations.
Define the Lagrangian in adapted coordinates as L˜(qi, ya, yα) := L(qi, Xiay
a +Xiαy
α). We want to
express Equation (6.2a) in terms of L˜. To this end observe that
∂L˜
∂ya
= Xia
∂L
∂q˙i
,
∂L˜
∂yα
= Xiα
∂L
∂q˙i
,
∂L˜
∂qj
=
∂L
∂qj
+
(
ya
∂Xia
∂qj
+ yα
∂Xiα
∂qj
)
∂L
∂q˙i
.
Now define the restricted Lagrangian l : D → R by l := L˜∣∣D, that is, l(qi, ya) := L˜(qi, ya, 0). It is
interesting to note that
L˜(qi, ya, yα) =
1
2
gaby
ayb +
1
2
gαβy
αyβ − V (q) ,
where gab := g(Xa, Xb) and gαβ := g(Xα, Xβ), and thus
l(qi, ya) =
1
2
gaby
ayb − V (q) .
We will make use of the fact that we can express the bracket [Xa, Xb] in two ways using the different
frames, concretely as
[Xa, Xb] =
(
∂Xjb
∂qi
Xia −
∂Xja
∂qi
Xib
)
∂
∂qj
= [Xa, Xb]
j ∂
∂qj
,
[Xa, Xb] = CcabXc + CαabXα .
Now, taking the restriction of Equation (6.2a) to D, that is, using that yα = 0, we get
0 = Xia
d
dt
(
∂L
∂q˙i
)
−Xia
∂L
∂qi
=
d
dt
(
∂L
∂q˙i
Xia
)
− dX
i
a
dt
∂L
∂q˙i
−Xia
∂L
∂qi
=
d
dt
(
∂l
∂ya
)
+ [Xa, Xb]
iyb
∂L
∂q˙i
−Xia
∂l
∂qi
.
The middle term of the last equation is
[Xa, Xb]
iyb
∂L
∂q˙i
= (CcabXic + CαabXiα)yb
∂L
∂q˙i
= Ccabyb
∂l
∂yc
+ Cαabyb
∂L˜
∂yα
= Ccabyb
∂l
∂yc
,
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since ∂L˜/∂yα = gαβy
β = 0 because yα = 0. In conclusion we have
0 = Xia
d
dt
(
∂L
∂q˙i
)
−Xia
∂L
∂qi
=
d
dt
(
∂l
∂ya
)
+ Ccabyb
∂l
∂yc
−Xia
∂l
∂qi
.
Therefore, the equations of motion of the nonholonomic system are rewritten in terms of the restricted
Lagrangian l as
d
dt
(
∂l
∂ya
)
+ Ccabyb
∂l
∂yc
−Xia
∂l
∂qi
= 0 , (6.3a)
q˙i = Xia(q)y
a , (6.3b)
see for instance [72, 126].
Example (Rolling disk, continued). We have the restricted Lagrangian
l(x1, x2, θ, φ, y
1, y2) =
1
2
[
(mr2 + Jφ) (y
1)2 + Jθ(y
2)2
]
.
Now observe that
[X1, X2] = r sin θ
∂
∂x1
− r cos θ ∂
∂x2
= mr sin θ X3 −mr cos θX4 .
Therefore in this simple example we have Ccab = 0 for all 1 ≤ a, b, c ≤ 2. The equations of motion
(6.3) for this nonholonomic system are
x˙1 = ry
1 cos θ , θ˙ = y2 , y˙1 = 0 ,
x˙2 = ry
1 sin θ , φ˙ = y1 , y˙2 = 0 ,
which are immediately explicitly integrated.
6.1.2 “Hamiltonian equations” for nonholonomic systems
On the cotangent bundle T ∗Q the Lagrangian is replaced by the corresponding Hamiltonian H. We
still assume a mechanical system, and let (qi, pi), 1 ≤ i ≤ n, give local canonical coordinates on T ∗Q
through the Legendre transformation FL : TQ→ T ∗Q, i.e.
FL : (qi, q˙i) 7−→ (qi, pi = ∂L/∂q˙i) .
Then H is locally given by
H(qi, pi) =
1
2
pig
ijpj + V (q) ,
where (g ij) is the inverse matrix of (g ij).
The Hamiltonian form of the nonholonomic equations (6.1) is then(
q˙
p˙
)
= J
(
∂H
∂q (q, p)
∂H
∂p (q, p)
)
+ λα
(
0
µα(q)
)
, (6.4a)
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µαi (q)
∂H
∂pi
(q, p) = µαi g
ikpk = 0 , (6.4b)
where m+ 1 ≤ α ≤ n and J =
(
0n In
−In 0n
)
, see for instance [159].
Equations of motion in adapted coordinates
Now we will rewrite the restricted nonholonomic equations in a Hamilton-like way on D∗ (see [9, 50,
72]). More precisely, consider the Legendre transformation F l : D → D∗ , locally given by
F l : (qi, ya) 7−→
(
qi, ρa =
∂l
∂ya
)
.
From the Legendre transformation we can define the Hamiltonian function H : D∗ → R, which in local
coordinates becomes
H(qi, ρa) = 1
2
gabρaρb + V (q) .
Then upon changing coordinates in (6.3) using the Legendre transformation and H, the equations of
motion of a nonholonomic system are equivalently rewritten as
q˙i = Xib
∂H
∂ρb
, (6.5a)
ρ˙a = −Ccabρc
∂H
∂ρb
−Xia
∂H
∂qi
. (6.5b)
If we define the skew-symmetric matrix
Π(q, ρ) =
(
0 Xib
−(Xja)T −Ccabρc
)
(6.6)
then the Equations (6.5) will be given by
ζ˙ = Π(ζ)∇H(ζ) , (6.7)
where ζ = (qi, ρa) are coordinates on D∗. This skew gradient format will allow the use of discrete
gradient methods, as we will see in the next section.
Remark 6.1.1. It is possible to give a more intrinsic definition of these objects, as in [50]. Denote
by {·, ·} the canonical bracket of the cotangent bundle T ∗Q. Define a bracket of functions {·, ·}D∗ on
D∗ by
{f, g}D∗ = {f ◦ i∗D, g ◦ i∗D} ◦ P ∗ ,
for f, g ∈ C∞(D∗) where i∗D : T ∗Q→ D∗ and P ∗ : D∗ → T ∗Q are the dual maps of the monomorphisms
iD : D → TQ and the projector P : TQ→ D, respectively. Then the bivector field Π is given by
Π(df, dg) = {f, g}D∗ .
This bracket does not in general satisfy the Jacobi identity, that is
{f, {g, h}D∗}D∗ + {g, {h, f}D∗}D∗ + {h, {f, g}D∗}D∗ 6= 0 .
By using this bracket, Equation (6.7) will be more appropriately written as
f˙ = {f,H}D∗ for all f ∈ C∞(D∗) .
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Example (Rolling disk, continued). We have the Hamiltonian function
H(x1, x2, θ, φ, ρ1, ρ2) = 1
2
[
ρ21
mr2 + Jφ
+
ρ22
Jθ
]
,
where ρ1 = (mr
2 +Jφ)y
1 and ρ2 = Jθy
2. The skew-symmetric matrix (almost-Poisson structure) (6.6)
is given by
Π =

0 0 0 0 r cos θ 0
0 0 0 0 r sin θ 0
0 0 0 0 0 1
0 0 0 0 1 0
−r cos θ −r sin θ 0 −1 0 0
0 0 −1 0 0 0
 ,
and the equations of motion (6.7) are

x˙1
x˙2
θ˙
φ˙
ρ˙1
ρ˙2
 =

0 0 0 0 r cos θ 0
0 0 0 0 r sin θ 0
0 0 0 0 0 1
0 0 0 0 1 0
−r cos θ −r sin θ 0 −1 0 0
0 0 −1 0 0 0


0
0
0
0
ρ1
mr2 + Jφ
ρ2
Jθ

.
6.2 Energy-preserving integrators based on discrete gradients
In the previous section, we reduced the study of the nonholonomic dynamics to a system of differential
equations
ζ˙ = Π(ζ)∇H(ζ)
on D∗. In this section we will assume that Q is a real vector space, therefore D∗ ∼= RN where
n+m = N . For a generalisation to the case of Lie groups and homogeneous manifolds see [33].
Since nonholonomic dynamics does not preserve the almost-Poisson structure Π in general, we
will focus on the preservation of the energy using geometric integrators which preserve exactly this
quantity. In particular, we will use discrete analogues of the gradient of the Hamiltonian function
[119].
6.2.1 Discrete gradients
For ODEs in skew-gradient form, i.e. x˙ = Π(x)∇H(x) with x ∈ RN and Π(x) a skew-symmetric
matrix, it is immediate to check that H is a first integral. Indeed
H˙ = ∇H(x)T x˙ = ∇H(x)TΠ(x)∇H(x) = 0 ,
due to the skew-symmetry of Π. Using discretizations of the gradient ∇H(x) it is possible to define a
class of integrators which preserve the first integral H exactly.
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Definition 6.2.1 ([68]). Let H : RN −→ R be a differentiable function. Then ∇¯H : R2N −→ RN is
a discrete gradient of H if it is continuous and satisfies
∇¯H(x, x′)T (x′ − x) = H(x′)−H(x) , for all x, x′ ∈ RN , (6.8a)
∇¯H(x, x) = ∇H(x) , for all x ∈ RN . (6.8b)
Some well-known examples of discrete gradients are:
• The mean value (or averaged vector field) discrete gradient introduced in [78] and given by
∇¯1H(x, x′) :=
∫ 1
0
∇H((1− ξ)x+ ξx′)dξ , for x′ 6= x . (6.9)
• The midpoint (or Gonzalez) discrete gradient, introduced in [68] and given by
∇¯2H(x, x′) := ∇H
(
1
2
(x′ + x)
)
+
H(x′)−H(x)−∇H (12(x′ + x))T (x′ − x)
|x′ − x|2 (x
′ − x) , (6.10)
for x′ 6= x .
• The coordinate increment discrete gradient, introduced in [93], with each component given by
∇¯3H(x, x′)i =
H(x′1, . . . , x′i, xi+1, . . . , xn)−H(x′1, . . . , x′i−1, xi, . . . , xn)
x′i − xi
, 1 ≤ i ≤ N , (6.11)
when x′i 6= xi, and ∇¯3H(x, x′)i = ∂H∂xi (x′1, . . . , x′i−1, x′i = xi, xi+1, . . . , xn) otherwise.
It can be easily checked that these are indeed discrete gradients, see [68], [93] and [119].
6.2.2 Integrators based on discrete gradients
Once a discrete gradient ∇¯H has been chosen, it is straightforward to define an energy-preserving
integrator by
x′ − x
h
= Π˜(x, x′, h)∇¯H(x, x′) , (6.12)
where Π˜ is a differentiable skew-symmetric matrix approximating Π, that is, it satisfies Π˜(x, x, 0) =
Π(x). As in the continuous case, it is immediate to check that H is exactly preserved, since
H(x′)−H(x) = ∇¯H(x, x′)T (x′ − x) = h∇¯H(x, x′)T Π˜(x, x′, h)∇¯H(x, x′) = 0 .
If we further wish to get a second order method then it is sufficient to choose Π˜ such that Π˜(x, x′, h) =
Π˜(x′, x,−h), and a differentiable discrete gradient such that ∇¯H(x, x′) = ∇¯H(x′, x). This guarantees
that the integration method (6.12) is time-symmetric and therefore second order accurate, see [132].
For instance it is enough to choose Π˜(x, x′, h) = Π
(
x+x′
2
)
and take the mean value discrete gradient
or the midpoint discrete gradient. Higher order energy-preserving methods, which generalize the mean
value discrete gradient (6.9), can be obtained by collocation methods as in [36].
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Remark 6.2.2. If the Hamiltonian is quadratic then
∇¯1H(x, x′) = ∇¯2H(x, x′) = ∇H
(
1
2
(x′ + x)
)
,
that is, the mean value discrete gradient (6.9) and the Gonzalez discrete gradient (6.10) coincide
with the continuous gradient evaluated at the midpoint. Then if we choose Π˜(x, x′, h) = Π
(
x+x′
2
)
the method (6.12) reduces to the implicit midpoint rule. If the Hamiltonian is of the form H(x) =∑N
j=i ajx
2
j , then (∇H)j = 2ajxj and
∇¯1H(x, x′)i = ∇¯2H(x, x′)i = ∇¯3H(x, x′)i = ai(x′i + xi) , 1 ≤ i ≤ N ,
that is, all three discrete gradients introduced above coincide with ∇H (12(x′ + x)).
Remark 6.2.3. Preservation of the nonholonomic constraints. Going back to the case of
nonholonomic systems, we can now apply an energy-preserving method (6.12) to Equation (6.7).
Notice that if we take the approximation Π˜(ζ, ζ ′, h) to be Π(ζ¯) for some ζ¯(ζ, ζ ′) ∈ D∗, and let ∂H¯/∂ρa
be the discrete gradient component that approximates ∂H/∂ρa, then a discrete gradient method (6.12)
gives
q′j − qj
h
= Xja(q¯)
∂H¯
∂ρa
(ζ, ζ ′) ,
where q¯ = piQ(ζ¯). When applying µ
α ∈ D◦ we obtain
µαj
(
q′j − qj
h
)
= µαjX
j
a(q¯)
∂H¯
∂ρa
(ζ, ζ ′) = 0 ,
since µαjX
j
a = 0 for all 1 ≤ a ≤ m, m+1 ≤ α ≤ n. All the nonholonomic constraints are thus preserved
by the method.
Example (Rolling disk, continued). Using any of the three discrete gradients introduced in Section
6.2.1 and a midpoint approximation of Π, we get the following energy preserving integrator, which is
precisely the implicit midpoint rule:
x′1 = x1 + hr cos
(
θ + θ′
2
)
ρ1
mr2 + Jφ
, θ′ = θ + h
ρ2
Jθ
, ρ′1 = ρ1 ,
x′2 = x2 + hr sin
(
θ + θ′
2
)
ρ1
mr2 + Jφ
, φ′ = φ+ h
ρ1
mr2 + Jφ
, ρ′2 = ρ2 .
Observe that, as a consequence, we deduce the preservation of the constraints
x′1 − x1
h
− r
(
φ′ − φ
h
)
cos
(
θ + θ′
2
)
= 0 ,
x′2 − x2
h
− r
(
φ′ − φ
h
)
sin
(
θ + θ′
2
)
= 0 ,
which are discretizations of the nonholonomic constraints (5.5).
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6.2.3 Integrators on T ∗Q
The equations of motion in adapted coordinates for a given nonholonomic system are usually not
known initially. A potential obstacle in applying a discrete gradient method to the equations in
adapted coordinates (6.7) is therefore that the user must analytically obtain these equations. In
this section we formulate the proposed schemes directly on the Hamiltonian equations of motion in
canonical coordinates (6.4), and achieve preservation of energy and the nonholonomic constraints
without explicitly deriving and using the formulation in adapted coordinates.
As a first attempt at an energy preserving method, we can define a numerical integrator for (6.4)
directly on T ∗Q by
z′ − z
h
= J∇¯H(z, z′) + λα
(
0
µα(q¯)
)
, ∇¯H(z, z′)T
(
0
µα(q¯)
)
= 0 , (6.13)
where ∇¯H is a discrete gradient, z = (q, p) and z′ = (q′, p′). Notice that this method is energy-
preserving, since
H(z′)−H(z) = ∇¯H(z, z′)T (z′ − z)
= h∇¯H(z, z′)TJ∇¯H(z, z′) + hλα∇¯H(z, z′)T
(
0
µα(q¯)
)
= 0 .
However the constraints (6.4b) will in general only be approximately satisfied at the solution points
by such a method.
To achieve exact preservation of both the energy and the nonholonomic constraints (6.4b), we use
the restricted equations (6.7) on D∗.
The method to step from (q, p) to (q′, p′) can be summarized as:
(i) Change coordinates from (q, p) to (q, ρ).
(ii) Step from (q, ρ) to (q′, ρ′) using a discrete gradient method (6.12) applied to (6.7).
(iii) Change coordinates from (q′, ρ′) to (q′, p′).
For step (i) and (iii) we make use of the following relations between the coordinates ρb on D∗ and
pi on FL(D)
pi = g ijX
j
ag
abρb , 1 ≤ i ≤ n , (6.14a)
ρb = X
i
bpi , 1 ≤ b ≤ m. (6.14b)
The challenge is performing step (ii) without any explicit knowledge of the equations in adapted
coordinates. Specifically we need to evaluate ∇H and Π in (6.7) for any ζ ∈ D∗. Let us therefore
rewrite these expressions in a suitable format. Here p is considered as a dependent variable of (q, ρ)
through (6.14a).
First observe that the skew symmetric matrix −Ccabρc in (6.6) may be written as
−Ccabρc = −CcabXjcpj = −[Xa, Xb]jpj =
(
∂Xja
∂qi
Xib −
∂Xjb
∂qi
Xia
)
pj . (6.15)
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Second we can write the partial derivatives of H as
∂H
∂qi
=
1
2
pj
∂g jk
∂qi
pk +
∂pj
∂qi
g jkpk +
∂V
∂qi
=
1
2
pj
∂g jk
∂qi
pk +
∂pj
∂qi
Xjag
abρb +
∂V
∂qi
=
1
2
pj
∂g jk
∂qi
pk − pj ∂X
j
a
∂qi
gabρb +
∂V
∂qi
, (6.16a)
∂H
∂ρa
= gabρb = g
abXibpi . (6.16b)
Expressing (6.7) using (6.15) and (6.16), the remaining issue is that we don’t have explicit knowl-
edge of a basis Xa(q) for the distribution D or of the partial derivatives ∂Xa(q)/∂qi. For an arbitrary
point q we generate Xa(q) by computing the QR-factorization of the constraint matrix (µ
α
i (q)) using
Householder reflections, see for instance [67]. The last m columns of the Q matrix can then be taken
as Xa(q), 1 ≤ a ≤ m. Householder reflections were chosen because they are numerically stable and
efficient.
We now make the assumption that the partial derivatives of (µαi (q)) are either known or easily
derived, which is usually the case. Then ∂Xa(q)/∂q
i can be calculated by augmenting the QR-
factorization algorithm with corresponding steps for the partial derivatives. The specific procedure is
given in Algorithm 1 in Appendix D for the matrix A(q) := (µαi (q)).
To ensure we are sampling the same basis vector fields at different points in a given step when using
Algorithm 1, it is sufficient to make sure the vector of sign choices s remains fixed for all factorizations
in a given integration step. Because we only suppose knowledge of the full system (6.4), we transform
back to canonical coordinates (q, p) after each step.
In theory this implementation can be combined with any discrete gradient method. However, since
it is desirable to minimize the number of QR-factorizations per time step, this approach is best suited
when used together with the Gonzalez discrete gradient and a midpoint approximation of Π. We shall
refer to this specific method later as GONZALEZ-R.
Remark 6.2.4. Computational cost. For the initial direct method (6.13) it is necessary to evaluate
the Lagrange multipliers. Moreover it is necessary to implement the constraint equations in each step
of the algorithm. Applying a discrete gradient method (6.12) directly to the reduced system (6.7)
simplifies the computational cost. This is so because the constraints are preserved automatically, and
it is not necessary to compute the Lagrange multipliers as additional variables. Specifically, with the
method (6.13) it is necessary to solve 3n−m variables while using (6.12) on (6.7) it is only necessary
to compute n+m variables.
Integrating the full system using the equations in adapted coordinates and the QR-factorization
approach, we avoid the problem with Lagrange multipliers, but still see a rise in computational cost
due to the necessity of moving between coordinate systems, and the general added cost in evaluating
∇H and Π.
Thus the trade-off in not requiring knowledge of the reduced system is an increase in computational
cost. It is therefore generally more efficient to analytically derive (6.7) and apply a discrete gradient
method (6.12).
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Remark 6.2.5. Implementation using finite differences. It is remarked in [117] that the con-
dition (6.8b) for discrete gradients is only required to ensure consistency. Suppose this condition is
relaxed slightly to
∇¯H(x, x, h) = ∇H(x) +O(hr) ,
where r should at least match the order of the method. This is sufficient for the consistency of an
integrator (6.12), and indeed for the method to have order r. We can use this to avoid having to
evaluate ∂Xa(q)/∂q
i at the midpoint in GONZALEZ-R by replacing it with an appropriate finite
difference approximation, for instance the central difference approximation
¯
∂Xja
∂qi
(q) :=
Xja(q + hei)−Xja(q − hei)
2h
=
∂Xja
∂qi
(q) +O(h2) ,
where ei is the canonical unit vector i. The resulting method retains second order and still preserves
energy and the nonholonomic constraints.
6.3 Examples and numerical simulations
In this section we apply discrete gradient methods to some illustrative examples of nonholonomic
systems. In the first three examples we will derive Equations (6.7) analytically. In the last one we
will compare the strategies proposed in Section 6.2.3.
6.3.1 A fully chaotic nonholonomic system
In [117] the authors remark that the key geometric properties for nonholonomic dynamics are not
known for general nonintegrable systems. To compare integration methods for such systems, they focus
on energy preservation, looking at the following chaotic quartic mechanical system on Q = R2n+1 with
coordinates q = (q1, q2, . . . , q2n+1)T := (x,w1, . . . , wn, z1, . . . , zn)
T , which is defined by the Lagrangian
L(q, q˙) = K(q, q˙)− V (q), where K = 1
2
‖q˙‖22, V =
1
2
(
‖q‖22 + z21z22 +
n∑
i=1
w2i z
2
i
)
, (6.17)
with the single nonholonomic linear velocity constraint
x˙+
n∑
i=1
wiz˙i = 0 . (6.18)
This system is reversible and preserves energy, i.e. H˙ = 0.
To derive the equations of motion in adapted coordinates, first note that this Lagrangian is of
mechanical type. We can write the kinetic energy K as
K(q, q˙) =
1
2
gq(q˙, q˙) ,
with the Euclidean Riemannian metric
g =
2n+1∑
i=1
dqi ⊗ dqi ,
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which does not depend on q.
The distribution D and its orthogonal complement D⊥,g are given by
D = span
{
Xi :=
∂
∂wi
, Xn+i := wi
∂
∂x
− ∂
∂zi
, i = 1, . . . , n
}
,
D⊥,g = span
{
X2n+1 :=
∂
∂x
+
n∑
i=1
wi
∂
∂zi
}
.
The adapted basis {X1, X2, . . . , X2n+1}, induces new coordinates (qi, ya, y2n+1), 1 ≤ i ≤ 2n + 1,
1 ≤ a ≤ 2n on TQ for which the nonholonomic constraint reduces to y2n+1 = 0. The restricted
Lagrangian l : D → R for this system is
l(qi, ya) =
1
2
(
gaby
ayb − V (q)
)
,
where
(gab) =
(
In 0n
0n In + ww
T
)
and w = (w1, w2, . . . , wn)
T .
Moving to the Hamiltonian side we replace the velocities in adapted coordinates ya with the
momenta
ρa =
∂l
∂ya
= gaby
b, a = 1, . . . , 2n .
The restricted Hamiltonian H : D∗ → R is then
H(qi, ρa) = 1
2
gabρaρb + V (q) ,
where (gab) is the inverse of (gab), i.e.
(gab) =
(
In 0n
0n In − wwT1+wTw
)
.
The equations of motion on the Hamiltonian side are then given by (6.7), where
Π(q, ρ) =

01×n wT
02n+1 In 0n
0n −In
0n×1 −In 0n 0n −κIn
−w 0n In κIn 0n
 , ∇H(q, ρ) =

x
w1 + w1z
2
1 − κρn+1 + κ2w1
...
wn + wnz
2
n − κρn+n + κ2wn
z1 + y
2
1z1 + z1z
2
2
z2 + y
2
2z2 + z
2
1z2
z3 + y
2
3z3
...
zn + y
2
nzn
gabρb

,
(6.19)
κ := w
T η
1+wTw
and η := (ρn+1, . . . , ρ2n)
T .
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Numerical simulations
We follow the approach in [117], and integrate this system, with n = 3, from a random initial state with
energy H = 3.06. We here compare five different methods. The first two are variational integrators
based on the discrete Lagrange d’Alembert (DLA) for the full system (6.17) and (6.18). The semi
implicit reversible DLA variational integrator proposed in [117] (SI-DLA), and the implicit reversible
DLA variational integrator based on a midpoint discrete Lagrangian (I-DLA) which is also described
in [117] among others. The third method is the 2-stage Lobatto IIIA-B-C-C*-D SPARK method
described in [94] for index 2 DAEs (SPARK), which again discretize the equations of motion of the
full system. For the last two methods, we integrate the reduced system, (6.7) with (6.19), using
a discrete gradient method (6.12), with two different discrete gradients: The averaged vector field
discrete gradient (AVF) (6.9), and the Gonzalez discrete gradient (GONZALEZ) (6.10).
As seen in Figure 6.1, while all five methods are known to be second order accurate and respect the
constraint, only the discrete gradient methods conserve the energy up to round off error. In [117] it is
shown that the energy error for SI-DLA closely follows a random walk with the variance σ2 = 10−4h4t.
In Figure 6.1 we also show that I-DLA and SPARK behaves similarly, with all comparison methods
exhibiting similar linear time growth. As expected, since the discrete gradient methods have no energy
error, they also have zero variance up to round off error.
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Figure 6.1: Comparison of the different methods for the fully chaotic system (6.17)-(6.18).
Top left: Order plot, integrating up to t = 10. All methods are seen to be second order. Top
right: Value of the left hand side of the constraint expression (6.18) for a sample trajectory
with random initial conditions and step size h = 0.2. The methods all respect the constraint
up to machine precision. Bottom left: Relative energy error, i.e. |H(t) − H(0)/H(0)|, for
the same trajectory. Only the discrete gradient methods conserve the energy up to machine
precision. Bottom right: The variance of the energy errors σ2(H(t)−H(0)) for 200 different
initial conditions scaled by their expected h4 dependence on the time step. Again h = 0.2.
The reference line 10−4t is included for comparison. All comparison methods exhibit similar
linear time growth in accordance with the reference line, while the discrete gradient method
GONZALEZ has zero variance up to machine precision as expected. AVF is not shown since it
was indistinguishable from GONZALEZ.
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6.3.2 The Chaplygin sleigh
In this example we will see that the transformation of the systems into adapted coordinates can give rise
to some additional numerical advantages apart from the possibility of achieving energy preservation.
The Chaplygin sleigh is a rigid body moving on a horizontal plane with three contact points, two
of which slide freely without friction. The third one is a knife edge, which imposes the nonholonomic
constraint of no motion perpendicular to the direction of the blade. The configuration space is Q =
SE(2), with coordinates (x1, x2, θ). The coordinates (x1, x2) denote the contact point of the blade
with the plane and θ the orientation of the blade. The Lagrangian is of kinetic type and if we assume
that the center of mass lies in the line through the blade then it is given by
L =
1
2
(
(J +ma2)θ˙2 +m
(
x˙21 + x˙
2
2 + 2aθ˙(−x˙1 sin(θ) + x˙2 cos(θ))
))
,
where m denotes the mass of the body, J the moment of inertia relative to the center of mass and a
the distance between the center of mass and the contact point of the blade. The matrix of the metric
defining the kinetic Lagrangian is then given by m 0 −ma sin(θ)0 m ma cos(θ)
−ma sin(θ) ma cos(θ) J +ma2
 .
The nonholonomic constraint is −x˙1 sin(θ) + x˙2 cos(θ) = 0, which defines the non-integrable distribu-
tion
D = span
{
∂
∂θ
, cos(θ)
∂
∂x1
+ sin(θ)
∂
∂x2
}
.
For more details on this system, see [126].
In [59] there is a qualitative study of the DLA method when applied to the Chaplygin sleigh.
More precisely, it is shown that the discrete momentum dynamics reproduces the same qualitative
behaviour as the continuous momentum dynamics, as long as | θ′ − θ |< 2pi and the momentum
variable ρ2 satisfies some bound. In the present example we examine the same issue using a discrete
gradient method to the equations in adapted coordinates. We will obtain a bound on h but no bound
on the momentum variables.
To derive the equations in adapted coordinates, we choose the following orthonormal basis adapted
to D and D⊥,g :
D = span
{
X1 =
1√
J +ma2
∂
∂θ
, X2 =
1√
m
(
cos(θ)
∂
∂x1
+ sin(θ)
∂
∂x2
)}
,
D⊥,g = span
X3 = 1√ (J+ma2)2
ma2
− (J +ma2)
(
(J +ma2)
ma
sin(θ)
∂
∂x1
− (J +ma
2)
ma
cos(θ)
∂
∂x2
+
∂
∂θ
) ,
and denote the induced coordinates on TQ by (x1, x2, θ, y
1, y2, y3). In these coordinates the restricted
Lagrangian l : D −→ R is given by l(qi, ya) = 12((y1)2 + (y2)2), and the nonholonomic constraint by
y3 = 0.
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Since we have chosen an orthonormal basis we have the restricted Hamiltonian H(qi, ρ1, ρ2) =
1
2
(
ρ21 + ρ
2
2
)
, where ρ1 =
∂l
∂y1
= y1, ρ2 =
∂l
∂y2
= y2. Then
Π(θ, ρ1) =

0 0 0 0 cos(θ)√
m
0 0 0 0 sin(θ)√
m
0 0 0 1√
J+ma2
0
0 0 − 1√
J+ma2
0 − a
√
m
J+ma2
ρ1
− cos(θ)√
m
− sin(θ)√
m
0 a
√
m
J+ma2
ρ1 0

, ∇H(ζ) =

0
0
0
ρ1
ρ2
 ,
and the equations of motion (6.7) are for the position
x˙1 =
cos(θ)√
m
ρ2, x˙2 =
sin(θ)√
m
ρ2, θ˙ =
1√
J +ma2
ρ1 ,
and for the momenta
ρ˙1 = − a
√
m
J +ma2
ρ1ρ2, ρ˙2 =
a
√
m
J +ma2
ρ21 . (6.20)
The obtained equations are rather simple, since we have a quadratic vector field, a quadratic Hamil-
tonian and no constraints.
The mean value discrete gradient (6.9), the midpoint discrete gradient (6.10) and the coordinate
increment discrete gradient (6.11) all coincide and give ∇¯H(ζ, ζ ′) =
(
0, 0, 0,
ρ1+ρ′1
2 ,
ρ2+ρ′2
2
)T
. As an
approximation to the matrix Π we have chosen the midpoint value Π˜(ζ, ζ ′) = Π
(
ζ+ζ′
2
)
. Recalling Re-
mark 6.2.2, the energy-preserving integrator (6.12) with any of these discrete gradients then collapses
to the implicit midpoint rule, and is consequently given by
x′1 = x1 +
h
2
√
m
cos
(
θ + θ′
2
)
(ρ2 + ρ
′
2) , (6.21a)
x2 = x2 +
h
2
√
m
sin
(
θ + θ′
2
)
(ρ2 + ρ
′
2) , (6.21b)
θ′ = θ +
h
2
1√
J +ma2
(ρ1 + ρ
′
1) , (6.21c)
ρ′1 = ρ1 −
h
4
a
√
m
J +ma2
(ρ1 + ρ
′
1)(ρ2 + ρ
′
2) , (6.21d)
ρ′2 = ρ2 +
h
4
a
√
m
J +ma2
(ρ1 + ρ
′
1)
2 . (6.21e)
We will write the equations (6.21d) and (6.21e) as
F (ρ1, ρ2, ρ
′
1, ρ
′
2, h) := ρ
′
1 − ρ1 +
h
4
C112(ρ1 + ρ
′
1)(ρ2 + ρ
′
2) = 0 ,
G(ρ1, ρ2, ρ
′
1, ρ
′
2, h) := ρ
′
2 − ρ2 +
h
4
C121(ρ1 + ρ
′
1)
2 = 0 .
Notice that F (ρ1, ρ2, ρ1, ρ2, 0) = G(ρ1, ρ2, ρ1, ρ2, 0) = 0 and compute(
∂F
∂ρ′1
∂F
∂ρ′2
∂G
∂ρ′1
∂G
∂ρ′2
)∣∣∣∣∣
(ρ1,ρ2,ρ1,ρ2,0)
=
(
1 + h4C
1
12(ρ2 + ρ
′
2)
h
4C
1
12(ρ1 + ρ
′
1)
h
2C
1
21(ρ1 + ρ
′
1) 1
)∣∣∣∣
(ρ1,ρ2,ρ1,ρ2,0)
=
(
1 0
0 1
)
.
By the implicit function theorem we can write ρ′1 = f(ρ1, ρ2, h) and ρ′2 = g(ρ1, ρ2, h) in a neighbour-
hood of (ρ1, ρ2, 0), with (ρ
′
1, ρ
′
2) also in a neighbourhood of (ρ1, ρ2).
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The continuous system has certain qualitative characteristics. Specifically, for the continuous
system we have from (6.20), in the case a 6= 0, a one-dimensional manifold of equilibria {ρ1 = 0}.
These equilibria are stable and asymptotically stable with respect to ρ1 if ρ2 > 0 and unstable if
ρ2 < 0. We will now study how the qualitative behaviour of (6.21d)-(6.21e) compares, as in [59].
Equilibria: If h 6= 0 then F (ρ1, ρ2, ρ1, ρ2, h) = 0 and G(ρ1, ρ2, ρ1, ρ2, h) = 0 imply ρ1 = 0. Then
the set {ρ1 = 0} is a one-dimensional manifold of equilibria.
Stability : Now we study the linearization of (f, g) at the equilibrium points eq = (0, ρ2, 0, ρ2, h).
Assuming that ρ2 6= 0 and h <
∣∣∣ 2C112ρ2 ∣∣∣ we compute(
∂f
∂ρ1
∂f
∂ρ2
∂g
∂ρ1
∂g
∂ρ2
)∣∣∣∣∣
eq
=
(
2−hC112ρ2
2+hC112ρ2
0
0 1
)
,
with eigenvalues
λ1 =
2− hC112ρ2
2 + hC112ρ2
=
2(J +ma2)− ha√mρ2
2(J +ma2) + ha
√
mρ2
, λ2 = 1 .
Since 0 < h <
∣∣∣2(J+ma2)a√mρ2 ∣∣∣ = ∣∣∣ 2C112ρ2 ∣∣∣, we have λ1 > 0, regardless of ρ2 6= 0. Further if ρ2 > 0 then
λ1 < 1 and hence the equilibrium is stable and asymptotically stable with respect to ρ1. On the other
hand if ρ2 < 0 then λ1 > 1 and hence the equilibrium is unstable. Therefore the proposed discrete
method reproduces the same qualitative behaviour as the continuous system. This is not guaranteed
when applying the midpoint rule to the Chaplygin sleigh system in the original coordinates.
Proposition 6.3.1. The energy-preserving method (6.21d)-(6.21e) has a one-dimensional manifold
of equilibria {ρ1 = 0}. Assuming that h <
∣∣∣ 2C112ρ2 ∣∣∣, the equilibria (0, ρ2) are stable and asymptotically
stable with respect to ρ1 if ρ2 > 0 and are unstable if ρ2 < 0.
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Figure 6.2: Integration results for the sleigh, using the method (6.21).
In Figure 6.2 we see an example of how the method exhibits correct behaviour by converging towards a
stable equilibrium point when starting very close to an unstable one. The parameters are set to J = 8,
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a = m = 1, step-size h = 0.5 and initial values x1 = −5, x2 = 0, θ = 0.1, ρ1 ∈ {−0.001, 0.001} , ρ2 =
−0.6. On the left we see a partial x1x2 trajectory, while in the right there are two ρ1ρ2 trajectories.
Remark 6.3.2. Similarly it is possible to show that any convergent Runge-Kutta method will give
the correct behaviour for h small enough, when applied to the equations (6.20). For example, applying
the explicit Euler method to these equations, we obtain the same conclusion as in Proposition 6.3.1
if we assume h <
∣∣∣ 1C112ρ2 ∣∣∣. This confirms the fact that the illustrated good qualitative behaviour with
respect to stability of equilibria is more an effect of the choice of coordinates rather than of the choice
of the method applied in those coordinates.
6.3.3 Euler-Poincare´-Suslov problem on so(3)
In this example we show that the approach that we have presented is also valid for nonholonomic
systems defined on a Lie algebra (and more generally on a Lie algebroid [37]).
Let {e1, e2, e3} be a basis of the Lie algebra so(3) ∼= R3 and denote the corresponding coordinates by
(ω1, ω2, ω3). Consider a kinetic Lagrangian on so(3) defined by the matrix
(g ij) =
 I11 I12 I13I12 I22 I23
I13 I23 I33
 ,
and introduce the nonholonomic constraints given by
∑
aiωi = 0, where a ∈ so(3) is a fixed element.
We can choose the frame {e1, e2, e3} in such a way that I12 = 0 and a = e3. Then the Lagrangian is
given by
L =
1
2
(I11ω
2
1 + I22ω
2
2 + I33ω
2
3 + 2I13ω1ω3 + 2I23ω2ω3) ,
and the constraint reduces to ω3 = 0. This defines the distribution
D = span {X1 := (1, 0, 0), X2 := (0, 1, 0)} .
Since the bracket on so(3) is given by the cross product, it is immediate that D is not involutive, and
hence the constraint ω3 = 0 is nonholonomic. On the other hand,
D⊥,g = span {X3 := (I22I13, I11I23,−I11I22)} .
The Lie bracket of X1 and X2 is expressed in terms of the adapted basis X1, X2, X3 as
[X1, X2] = (1, 0, 0)× (0, 1, 0) = (0, 0, 1) = I13
I11
X1 +
I23
I22
X2 − 1
I11I22
X3 .
Thus the nonvanishing structure constants of the projected bracket are
C112 =
I13
I11
and C212 =
I23
I22
.
If we denote by (y1, y2, y3) the coordinates corresponding to the adapted basis {X1, X2, X3}, the
change of coordinates is given by
ω1 = y
1 + I22I13y
3 , ω2 = y
2 + I11I23y
3 , ω3 = −I11I22y3 .
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Then the restricted Lagrangian becomes l = 12(I11(y
1)2 + I22(y
2)2) and the nonholonomic constraint
is y3 = 0.
In this example, since there are no (qi) variables, the equations of motion (6.5a)-(6.5b) reduce to
ρ˙a = −Ccabρc ∂H∂ρb , where H = 12
(
1
I11
ρ21 +
1
I22
ρ22
)
and ρi =
∂l
∂yi
= Iiiy
i, that is
ρ˙1 = − 1
I22
(C112ρ1 + C
2
12ρ2)ρ2 and ρ˙2 = −
1
I11
(C121ρ1 + C
2
21ρ2)ρ1 .
In matrix form, using Ccab = −Ccba, we get(
ρ˙1
ρ˙2
)
= −
(
0 C112ρ1 + C
2
12ρ2
−(C112ρ1 + C212ρ2) 0
)( ρ1
I11
ρ2
I22
)
.
We apply the same discrete gradient method as in the previous example to get the integrator(
ρ′1−ρ1
h
ρ′2−ρ2
h
)
= −
(
0 C112
ρ′1+ρ1
2 + C
2
12
ρ′2+ρ2
2
−
(
C112
ρ′1+ρ1
2 + C
2
12
ρ′2+ρ2
2
)
0
)(
ρ′1+ρ1
2I11
ρ′2+ρ2
2I22
)
.
As mentioned previously the integrator is here equivalent to the implicit midpoint method.
6.3.4 Continuous gearbox driven by an asymmetric pendulum
In this final example we compare the performance of integrators applied directly to the formulation
of the system in canonical coordinates. We consider a continuous gearbox driven by an asymmetric
pendulum. This system is a special case of the continuous gearbox system discussed in [122]. Here
Q = R3 with Hamiltonian
H(qi, pi) =
1
2
(
p21 + p
2
2 + p
2
3
)− V (qi) , (6.22a)
V (qi) =
1
2
(
(q1)2 + (q2)2
)
+ cos(q3)− 1
5
sin(2q3) . (6.22b)
The single nonholonomic linear velocity constraint is
q˙1 + sin(q3)q˙2 = p1 + sin(q
3)p2 = 0 ,
since clearly pi = q˙
i, 1 ≤ i ≤ 3 because (g ij) = I3.
Again comparing with the semi implicit reversible DLA variational integrator (SI-DLA) proposed in
[117], we consider from Section 6.2.3 the initial method (6.13) using the Gonzalez midpoint discrete
gradient (GONZALEZ-F) and the canonical coordinate implementation of the Gonzalez midpoint
discrete gradient method for the reduced system (GONZALEZ-R). In Figure 6.3 we compare the
methods for a long time simulation t ∈ [0, 100000] with random initial values chosen to ensure non-
periodic behaviour. On the left we plot the relative energy error, i.e. |(H −H0)/H0|, whereH0 := H(0)
is the initial energy. On the right we plot a relative error in the nonholonomic constraint
|p1 + sin(q3)p2|
‖(p1, sin(q3)p2, cos(q3)q3p2)‖∞ . (6.23)
The denominator in (6.23) accounts for the dependence of the round off error, when computing the
constraint error |p1 + sin(q3)p2|, on the size of the solution components, since the components for
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Figure 6.3: Integration results for methods GONZALEZ-R, GONZALEZ-F and SI-
DLA, applied to the system (6.22) with random initial values, h = 0.1, and t ∈ [0, 100000].
SI-DLA grow very large. A relative constraint error at the level of machine precision implies that the
constraint error is due to round off.
For SI-DLA we observe an exponential growth in the relative energy error, while both Gonzalez
methods preserve the energy to machine precision. SI-DLA and GONZALEZ-R both preserve the
nonholonomic constraint to machine precision. GONZALEZ-F does not respect the nonholonomic
constraint. The results are thus as expected.
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Chapter 7
Future lines of research
In this last chapter we propose some future projects which are a natural continuation of the work
presented in this manuscript.
Matching via the inverse problem II
Matching conditions have been derived for various contexts, including Euler-Poincare´ mechanical sys-
tems [22] and discrete mechanical systems [20], for which we have Helmholtz type conditions available,
derived for instance in Chapters 3 and 4. One of the projects I want to work on is to use these Helmholtz
conditions, along the lines of the current project, described in Section 2.4, in order to also derive new
matching conditions. In particular I would try to use the Helmholtz conditions derived in Chapter
4 for discrete systems in order to obtain discrete matching conditions, and compare them with the
results in [20].
Extension of paper [57] to higher dimensions
As explained in Chapter 2, the results in [57] are restricted to two-dimensional systems since this is the
only case, apart from dimension one, for which a classification is available. Nevertheless, as pointed
out before, some of the cases of Douglas’ classification have been generalized to arbitrary dimension,
and one of them is precisely Case IIa1, the case we use in [57] to make systems variational. This case
has been studied by M. Crampin, G. E. Prince, W. Sarlet, and G. Thompson in [47], showing that it
is always variational. One project I would like to continue is to study the applicability of these results
to tackle higher dimensional systems along the lines of [57]. It would also be interesting to study
whether the condition of a cyclic variable can be removed using similar techniques. A paper in that
direction is [15], where the method of controlled Lagrangians is extended to systems with a symmetry
in the kinetic energy, but with a potential that breaks the symmetry of the Lagrangian.
Matching tecniques in one step
In Section 2.3.5 we have used two steps in order to achieve asymptotic stability. First we have assumed
that we could add a control in such a way that the system is variational, second we have added an
extra control to make the system dissipative, but with the same Lagrangian as the one of the first step.
The first step is based on an analysis of the solution space of the Helmholtz conditions (1.14)-(1.16).
However, also for dissipative systems, there exist Helmholtz type conditions. That is to say, given a
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SODE in any dimension n one could wonder under what conditions there exist a multiplier matrix
(gij) and functions L and D such that
gij
(
q¨j − Γj) = d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
− ∂D
∂q˙i
.
As it turns out, in [46, 121] it is shown that necessary and sufficient conditions for this to occur can
also be written entirely in terms of the multipliers gij , without having to make reference to the sought
functions L and D. One of the conditions is of algebraic type and of the form∑
X,Y,Z
g(R(X,Y ), Z) = 0 ,
where R stands for the curvature of the nonlinear connection that can be associated to a SODE. A
possible classification of such dissipative SODEs would be based on properties of this curvature and
its derivatives (much like the Douglas’ classification is based on Φ and its corresponding Helmholtz
condition). In dimension n = 2, however, the curvature condition is automatically satisfied and in [27]
it is even shown that every two-dimensional system of second order differential equations is dissipative.
It would be an interesting path to investigate whether, based on these ideas, one may find assumptions
under which one may asymptotically stabilize a two-dimensional mechanical system.
Use of exterior differential systems theory in the constrained inverse problem
Exterior differential systems theory [26] (EDS) has been applied successfully to the inverse problem
of the calculus of variations via Theorems 1.4.1 and 1.4.2, which give characterizations of the inverse
problem in terms of the existence of a closed two-form with further properties. Using EDS some of the
variational cases that appear in Douglas’ classification have been generalized to arbitrary dimension
[3]. These techniques have also enabled a better understanding of Douglas’ classification, as well as a
proposal for a new classification scheme, yet to be exploited in general [54].
One of my goals in view of the results for the classical inverse problem, is to try to use EDS for the
extension of the inverse problem to constrained systems presented in Chapter 5, since a characterization
in terms of the existence of a closed two-form is also available.
Geometric integration of differential-algebraic equations
In Chapter 6 we have not addressed the case when Q is a differentiable manifold. In a future paper, we
will propose to adapt the discrete gradient approach taking the geometry of the configuration space
into account, see for instance the methods in reference [33]. In order to adapt the ideas in [33] to a
general differentiable manifold Q, we will need to introduce a finite difference map or retraction map
Φh : U ⊂ D∗ ×D∗ → TD∗ (see [117]) from a finite difference map initially defined on Q. In this case
we will define a discrete gradient as a map ∇¯H : D∗ × D∗ −→ T ∗D∗ verifying similar properties to
Definition 6.2.1 (see [33]).
D∗ ×D∗ ∇¯H //
Φh

T ∗D∗
piD∗

TD∗ τD∗ // D∗
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In this case, an energy preserving integrator for Equation (6.7) would be
Φh(ζ, ζ
′) = Π(ζ¯)∇¯H(ζ, ζ ′)
with ζ¯ = τ∗D(Φh(ζ, ζ
′)). We will explore this possibility in a future paper since in many examples of
nonholonomic systems the configuration space is a nonlinear space such as, for instance, a Lie group.
Moreover, it would be interesting to compare the discrete gradient method approach introduced in
[32] with other methods designed for nonholonomic systems. For instance, the Chaplygin case is given
by a Lagrangian system with forces on the tangent space of a reduced space and then it is possible to
use directly discrete variational integrators based on forced Lagrangian systems (see [39, 40]). Other
interesting possibilities to compare our methods with are variational integrators from Hamiltonizable
nonholonomic systems [62] or the geometric nonholonomic integrator [63].
Additionally, it would be interesting to study the possible applications of energy-preserving integrators
to other situations, for instance, to the case of interconnection of port-Hamiltonian systems where the
total energy is preserved [158].
Constrained version for Lie algebroids and Lie groupoids
In Chapter 5 we dicussed extensions of the inverse problem to constrained systems, both continuous
systems on TQ and discrete systems on Q×Q, but not for constrained systems on Lie algebroids. So it
remains to study how our construction can be adapted to tackle the inverse problem for nonholonomic
systems on Lie algebroids, using isotropic submanifolds similarly to the description on the tangent
bundle given in [11]. Another possibility is to extend our technique to the context of Lie groupoids
(see [165]) in order to be able to study for instance the variationality of discretizations of the Euler-
Poincare´ equations [109].
Integrators for Chaplygin systems
Given a Chaplygin system, the DLA algorithm can be reduced to an algorithm on Q/G called RDLA,
provided that we choose the discrete Lagrangian Ld and discrete constraint space Dd to be invariant
under the diagonal action of G on Q×Q [39]. It is in general of the form
D1L
∗
d(rk, rk+1) +D2L
∗
d(rk−1, rk) = F
−(rk, rk+1) + F+(rk−1, rk) .
Under some extra assumptions we get F−(rk, rk+1) = F+(rk−1, rk) = 0, and therefore the RDLA gives
a variational integrator on Q/G, but this is not generally the case. It would be interesting to check
if it is possible to find an alternative Lagrangian for which the RDLA integrator becomes variational,
and also for the methods proposed in [62].
From the discrete to the continuous setting
In Chapter 4 we have shown how to associate a discrete variational SOdE to a continuous variational
SODE. We will complete the results in Section 4.3 with the opposite direction. Assume we have a
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family of discrete variational SOdEs, parametrized by the time step h and corresponding discrete
Lagrangians Lhd . We will show how to construct, using methods of backward error analysis [77], a
family of continuous Lagrangians depending on h with corresponding exact discrete Lagrangians which
are close to the original dicrete Lagrangian Lhd for small h.
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Appendix A
Isotropic and Lagrangian submanifolds
We briefly introduce some basic definitions and results from symplectic geometry that have been used
throughout the manuscript. More details can be found in [1] and [104].
A.1 Symplectic vector spaces
Recall that a symplectic vector space is a pair (E,Ω) where E is a vector space and Ω: E × E → R
is a skew-symmetric bilinear map of maximal rank. See [76, 53, 104, 162] for more details.
Definition A.1.1. Let (E,Ω) be a symplectic vector space and F ⊂ E a subspace. The Ω-orthogonal
complement of F is the subspace defined by
F⊥ = {e ∈ E | Ω(e, e′) = 0 for all e′ ∈ F} .
The subspace F is said to be
1. isotropic if F ⊆ F⊥, that is, Ω(e, e′) = 0 for all e, e′ ∈ F .
2. Lagrangian if F is isotropic and has an isotropic complement, that is, E = F ⊕ F ′, where F ′
is isotropic.
A well-known characterization of Lagrangian subspaces of finite dimensional symplectic vector spaces
is summarized in the following result:
Proposition A.1.2. Let (E,Ω) be a finite dimensional symplectic vector space and F ⊂ E a subspace.
The following assertions are equivalent:
1. F is Lagrangian,
2. F = F⊥,
3. F is isotropic and dimF = 12dimE.
As a consequence, we can characterize a Lagrangian subspace F of (E,Ω) by checking if it has half
the dimension of E and if the restriction of Ω to F vanishes, that is, Ω|F = 0.
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A.2 Symplectic manifolds
A symplectic manifold is a pair (M,ω), where M is a smooth manifold and ω is a nondegenerate closed
two-form on M . Therefore, for each x ∈ M , (TxM,ωx) is a symplectic vector space. A symplectic
manifold has even dimension.
The notion of Lagrangian subspace can be transferred to submanifolds by requiring that the tangent
space of the submanifold is a Lagrangian subspace for every point in the submanifold of a symplectic
manifold.
Definition A.2.1. Let (M,ω) be a symplectic manifold, i : N →M be an immersion and Txi : TxN →
Ti(x)M be the tangent map of i. It is said that N is an isotropic immersed submanifold of
(M,ω) if Ti(TxN) ⊂ Ti(x)M is an isotropic subspace for each x ∈ N . A submanifold N ⊂ M
is called Lagrangian if it is isotropic and there is an isotropic subbundle P ⊂ TM |N such that
TM |N = TN ⊕ P .
Note that i : N → M is an isotropic immersed submanifold if and only if i∗ω = 0, that is,
ω(Txi(vx), Txi(ux)) = 0 for every ux, vx ∈ TxN and for every x ∈ N .
The canonical model of a symplectic manifold is the cotangent bundle T ∗Q of an arbitrary manifold
Q, which is the dual bundle of τQ : TQ→ Q. Denote by piQ : T ∗Q→ Q the canonical projection and
define a canonical one-form θQ on T
∗Q by
(θQ)αq (Xαq) = 〈αq, TαqpiQ(Xαq)〉 , (A.1)
where Xαq ∈ TαqT ∗Q, αq ∈ T ∗Q and q ∈ Q. If we consider bundle coordinates (qi, pi) on T ∗Q such
that piQ(q
i, pi) = q
i, then
θQ = pidq
i .
The two-form ωQ = −dθQ is a symplectic form on T ∗Q with local expression
ωQ = dq
i ∧ dpi .
The Darboux Theorem states that this is the local model for an arbitrary symplectic manifold (M,ω).
In other words, there always exist local coordinates (qi, pi) in a neighbourhood of each point in M
such that ω = dqi ∧ dpi.
Note that the canonical one-form θQ verifies that γ
∗(θQ) = γ for any one-form γ on Q. Hence
γ∗(ωQ) = −dγ.
A relevant example of a Lagrangian submanifold of the cotangent bundle is the following one.
Proposition A.2.2 ([104]). Let γ be a one-form on Q and L = Im γ ⊂ T ∗Q. The submanifold L of
T ∗Q is Lagrangian if and only if γ is closed.
The result follows because dimL = dimQ and γ∗(ωQ) = −dγ.
A useful extension of the previous construction is the following one:
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Proposition A.2.3 ([76]). Let i : N −→ TQ be an immersion. For each Lagrangian submanifold
S ⊂ T ∗N we can define a Lagrangian submanifold S˜ ⊂ T ∗TQ by S˜ = {µ ∈ T ∗TQ : i∗µ ∈ S}.
In the above proposition, if N is a submanifold and S = Im(df) for some f : N −→ R, then we recover
the following result:
Theorem A.2.4 ([153, 154]). Let Q be a smooth manifold, τQ : TQ→ Q its tangent bundle projection,
N ⊂ Q a submanifold, and f : N → R a smooth map. Then
Σf =
{
p ∈ T ∗Q | piQ(p) ∈ N and 〈p, v〉 = 〈df, v〉 for all v ∈ TN ⊂ TQ such that τQ(v) = piQ(p)
}
is a Lagrangian submanifold of T ∗Q.
Given a symplectic manifold (M,ω), dimM = 2n, it is well known that its tangent bundle TM is
equipped with a symplectic structure, the tangent lift of ω to TM , denoted by dTω. If we take
Darboux coordinates (qi, pi) on M , that is, ω = dq
i ∧ dpi, then dTω = dq˙i ∧ dpi + dqi ∧ dp˙i, where
(qi, pi, q˙
i, p˙i) are the induced coordinates on TM . If we denote the bundle coordinates on T
∗M by
(qi, pi, ai, b
i), then ωM = dq
i ∧ dai + dpi ∧ dbi. If we denote by [ω : TM → T ∗M the isomorphism
defined by ω, that is, [ω(v) = iv ω, then we have [ω(q
i, pi, q˙
i, p˙i) = (q
i, pi,−p˙i, q˙i). This isomorphim
plays an important role in the description of the dynamics of Lagrangian and Hamiltonian systems as
summarized latter in Appendix B (more details can be found in [153]).
Given a function H : M → R, and its associated Hamiltonian vector field XH , that is, the unique
vector field satisfying iXHω = dH, the image of XH is a Lagrangian submanifold of (TM, dTω).
A.3 From isotropic to Lagrangian submanifolds
The following construction can be found in [156] and is used in Chapter 5. Assume we have a
submanifold N of a symplectic manifold (M,ω) such that for a neighborhood Up of a point p in M
we can write
Up ∩N = {x ∈M | φ1(x) = 0, . . . , φk(x) = 0} .
If we have an isotropic submanifold N0 ⊂ N with p ∈ N0, dim(N0) = dim(N)−k2 and the Hamiltonian
vector fields Xφ1 , . . . , Xφk of φ1, . . . , φk satisfy that
• ∃  > 0 such that the flows of Xφi are defined for all |t| < ,
• Xφi(p) 6∈ TpN0, for all i = 1, . . . , k and p ∈ N0,
• Xφi(p) are linearly independent for all p ∈ N0,
then we can extend it to a Lagrangian submanifold transporting N0 along the flows of the Hamiltonian
vector fields Xφ1 , . . . , Xφk .
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We will illustrate the construction for the case k = 1 and rename φ1 by φ. Since Xφ is transverse to
N0, there exists an open interval I about 0 in R such that exp (tXφ(p˜)) is defined for all t ∈ I and
p˜ ∈ N0 ∩ Up. Therefore the map
j : N0 × I −→ M
(p˜, t) 7−→ exp (tXφ(p˜))
allows us to realize locally N0 × I as a submanifold Z of M whose tangent space is
Texp (tXφ(p˜))Z = (exp (tXφ))∗(Tp˜N0)⊕ span {Xφ(exp (tXφ(p˜)))} ,
where (exp (tXφ))∗ is the pushforward of exp (tXφ). Obviously dimZ = dimN0 + 1 and Z is also
isotropic because, first, for any two vectors in (exp (tXφ))∗(Tp˜N0) we have that
ω((exp (tXφ))∗v1, (exp (tXφ))∗v2) = ((exp (tXφ))∗ω)(v1, v2) = ω(v1, v2) = 0 ,
since (exp (tXφ))∗ is a symplectomorphism and v1, v2 ∈ Tp˜N0.
Second, it must be checked that the two-form ω also vanishes for a vector in (exp (tXφ))∗(Tp˜N0) and
one in Xφ(exp (tXφ(p˜))). Note that
ω((exp (tXφ))∗v,Xφ(exp (tXφ(p˜)))) = dφ(p˜)(v) = 0 ,
because φ vanishes on N0 and v ∈ Tp˜N0.
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Appendix B
Lagrangian mechanics using the
Tulczyjew’s triple
The theory of Lagrangian submanifolds gives an intrinsic geometric description of Lagrangian and
Hamiltonian dynamics [153, 154]. Moreover, it allows us to relate the Lagrangian and Hamiltonian
formalisms using the so-called Tulczyjew’s triple
T ∗TQ TT ∗Q
βQ //
αQoo T ∗T ∗Q .
The Tulczyjew map αQ is an isomorphism between TT
∗Q and T ∗TQ. Besides, it is also a symplec-
tomorphism between these vector bundles considered as symplectic manifolds, i.e. (TT ∗Q, dT ωQ),
where dT ωQ is the tangent lift of ωQ, and (T
∗TQ, ωTQ). For completeness, we recall the construction
of the symplectomorphism αQ. To do this, it is necessary to introduce the canonical involution κQ on
TTQ
TTQ
τTQ

κQ // TTQ
TτQ

TQ
Id
// TQ,
defined by
κQ
(
d
ds
∣∣∣
s=0
d
dt
∣∣∣
t=0
χ (s, t)
)
=
d
ds
∣∣∣
s=0
d
dt
∣∣∣
t=0
χ˜ (s, t) ,
where χ : R2 → Q and χ˜ : R2 → Q are related by χ˜ (s, t) = χ (t, s). If (qi) are the local coordinates
for Q,
(
qi, vi
)
for TQ and
(
qi, vi, q˙i, v˙i
)
for TTQ, then the canonical involution is locally given by
κQ
(
qi, vi, q˙i, v˙i
)
=
(
qi, q˙i, vi, v˙i
)
.
In order to describe αQ it is also necessary to define a tangent pairing. Given two manifolds M and
N , and a pairing 〈·, ·〉 : M × N → R between them, the tangent pairing 〈·, ·〉T : TM × TN → R is
determined by 〈
d
dt
∣∣∣
t=0
γ (t) ,
d
dt
∣∣∣
t=0
δ (t)
〉T
=
d
dt
∣∣∣
t=0
〈γ (t) , δ (t)〉
where γ : R→M and δ : R→ N .
Finally, we can define αQ as 〈αQ (z) , w〉 = 〈z, κQ (w)〉T , where z ∈ TT ∗Q and w ∈ TTQ. In local
coordinates
(
qi, pi
)
for T ∗Q and
(
qi, pi, q˙
i, p˙i
)
for TT ∗Q, we have
αQ
(
qi, pi, q˙
i, p˙i
)
=
(
qi, q˙i, p˙i, pi
)
.
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The isomorphism βQ : TT
∗Q→ T ∗T ∗Q is just given by βQ = [ωQ , that is, [ωQ(v) = ivωQ.
The Lagrangian dynamics is described by the Lagrangian submanifold dL(TQ) of T ∗TQ, where
L : TQ → R is the Lagrangian function, while the Hamiltonian formalism is described by the La-
grangian submanifold dH(T ∗Q) of T ∗T ∗Q, where H : T ∗Q → R is the corresponding Hamiltonian
function. The solutions of the dynamics are curves γ : I ⊂ R → T ∗Q such that dγdt : I ⊂ R → TT ∗Q
verifies that dγdt (I) ⊂ α−1Q (dL(TQ)) in the Lagrangian description and dγdt (I) ⊂ β−1Q (dH(T ∗Q)) in the
Hamiltonian case.
Variationally constrained problems described in Section 5.2 are determined by a pair (M, l), where
M is a submanifold of TQ, with inclusion iM : M ↪→ TQ, and l : M → R is a Lagrangian function
restricted to M . The submanifold Σl is a Lagrangian submanifold of (T
∗TQ, ωQ), see Theorem A.2.4.
Now using the Tulczyjew’s symplectomorphism αQ, we induce a new Lagrangian submanifold α
−1
Q (Σl)
of (TT ∗Q, dTωQ), which completely determines the constrained variational mechanics. Now we will
see that this procedure gives the correct equations for the constrained variational mechanics. Take an
arbitrary extension L : TQ→ R of l : M → R, that is, L ◦ iM = l. Locally,
Σl = {(qi, q˙i, µi, µ˜i) ∈ T ∗TQ | µi = ∂L
∂qi
+ λα
∂φα
∂qi
,
µ˜i =
∂L
∂q˙i
+ λα
∂φα
∂q˙i
, φα(q, q˙) = 0, 1 ≤ α ≤ m} .
Therefore,
α−1Q (Σl) = {(qi, pi, q˙i, p˙i) ∈ TT ∗Q | pi =
∂L
∂q˙i
+ λα
∂φα
∂q˙i
,
p˙i =
∂L
∂qi
+ λα
∂φα
∂qi
, φα(q, q˙) = 0, 1 ≤ α ≤ m} .
The solutions for the dynamics given by α−1Q (Σl) ⊂ TT ∗Q are curves γ : I ⊂ R → T ∗Q such that
dγ
dt : I ⊂ R→ TT ∗Q verifies that dγdt (I) ⊂ α−1Q (Σl). Locally, if γ(t) = (qi(t), pi(t)) then it must verify
the following set of differential equations:
d
dt
(
∂L
∂q˙i
+ λα
∂φα
∂q˙i
)
− ∂L
∂qi
− λα∂φ
α
∂qi
= 0 ,
φα(qi, q˙i) = 0 ,
which coincide with Equations (5.8).
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Equivalence between Helmholtz
conditions
We will establish the equivalence between the equations for ΣΓ,F ⊂ T ∗TQ to be Lagrangian and the
Helmholtz conditions (1.14)-(1.16) for gij =
∂Fi
∂q˙j
that appear in Section 1.2.
The equations we obtain by imposing that the submanifold ΣF,Γ be Lagrangian, that is,
d
((
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
Γj
)
dqi + Fidq˙
i
)
= 0 ,
are the following:
∂Fi
∂q˙j
=
∂Fj
∂q˙i
, (C.1)
∂2Fi
∂qj∂qk
q˙k +
∂2Fi
∂qj∂q˙k
Γk +
∂Fi
∂q˙k
∂Γk
∂qj
=
∂2Fj
∂qi∂qk
q˙k +
∂2Fj
∂qi∂q˙k
Γk +
∂Fj
∂q˙k
∂Γk
∂qi
, (C.2)
∂2Fi
∂q˙j∂qk
q˙k +
∂Fi
∂qj
+
∂2Fi
∂q˙j∂q˙k
Γk +
∂Fi
∂q˙k
∂Γk
∂q˙j
− ∂Fj
∂qi
= 0 . (C.3)
Assume F is a local diffeomorphism that satisfies (C.1), (C.2) and (C.3). The first three sets of
Helmholtz conditions (1.14), that is, det(gij) 6= 0, gij = gji and ∂gij∂q˙k = ∂gik∂q˙j , are readily satisfied by
gij =
(
∂Fi
∂q˙j
)
.
Taking the difference (C.3)ij − (C.3)ji = 0 we get aij = aji, where aij = ∂Fi∂qj + 12 ∂Fi∂q˙k ∂Γ
k
∂q˙j
. Then,
Γ(gij)−∇kj gik −∇ki gkj − (C.3) =
∂2Fi
∂qk∂q˙j
q˙k +
∂2Fi
∂q˙k∂q˙j
Γk +
1
2
∂Fi
∂q˙k
∂Γk
∂q˙j
+
1
2
∂Fk
∂q˙j
∂Γk
∂q˙i
− ∂
2Fi
∂q˙j∂qk
q˙k − ∂Fi
∂qj
− ∂
2Fi
∂q˙j∂q˙k
Γk − ∂Fi
∂q˙k
∂Γk
∂q˙j
+
∂Fj
∂qi
= −∂Fi
∂qj
− 1
2
∂Fi
∂q˙k
∂Γk
∂q˙j
+
∂Fj
∂qi
+
1
2
∂Fj
∂q˙k
∂Γk
∂q˙i
= aji − aij = 0 .
Thus the ∇ condition (1.15) is satisfied.
Now we check that the Φ condition (1.16) is satisfied using (C.2) and the condition aij = aji. From
the latter, we have
∂Fi
∂qj
=
∂Fj
∂qi
+
1
2
∂Fj
∂q˙k
∂Γk
∂q˙i
− 1
2
∂Fi
∂q˙k
∂Γk
∂q˙j
.
Substituting this on the left-hand side of (C.2) we get
gjl
[
1
2
∂2Γl
∂qk∂q˙i
q˙k +
1
2
∂2Γl
∂q˙k∂q˙i
Γk − ∂Γ
l
∂qi
]
+
1
2
∂Γl
∂q˙i
(
∂2Fj
∂qk∂q˙l
q˙k +
∂2Fj
∂q˙k∂q˙l
Γk
)
= gil
[
1
2
∂2Γl
∂qk∂q˙j
q˙k +
1
2
∂2Γl
∂q˙k∂q˙j
Γk − ∂Γ
l
∂qj
]
+
1
2
∂Γl
∂q˙j
(
∂2Fi
∂qk∂q˙l
q˙k +
∂2Fi
∂q˙k∂q˙l
Γk
)
.
(C.4)
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Using (C.3) and aij = aji again we get
1
2
∂Γl
∂q˙i
(
∂2Fj
∂qk∂q˙l
q˙k +
∂2Fj
∂q˙k∂q˙l
Γk
)
=
1
2
∂Γl
∂q˙i
(
∂Fl
∂qj
− ∂Fj
∂ql
− ∂Fj
∂q˙k
∂Γk
∂q˙l
)
=
1
2
∂Γl
∂q˙i
(
−1
2
∂Fl
∂q˙k
∂Γk
∂q˙j
− 1
2
∂Fj
∂q˙k
∂Γk
∂q˙l
)
= −1
4
gjk
∂Γk
∂q˙l
∂Γl
∂q˙i
− 1
4
∂Γl
∂q˙i
∂Fl
∂q˙k
∂Γk
∂q˙j
.
Since the last term is equal on both sides of (C.4), that is,
∂Γl
∂q˙i
∂Fl
∂q˙k
∂Γk
∂q˙j
=
∂Γl
∂q˙j
∂Fl
∂q˙k
∂Γk
∂q˙i
,
we obtain the Φ condition
gjlΦ
l
i = gilΦ
l
j , where Φ
l
j =
∂2Γl
∂qk∂q˙j
q˙k +
∂2Γl
∂q˙k∂q˙j
Γk − 2∂Γ
l
∂qj
− 1
2
∂Γl
∂q˙r
∂Γr
∂q˙j
.
On the other hand, if we assume that the Helmholtz conditions are satisfied by gij then there exists
a local diffeomorphism F (q, q˙) = (qi, Fi(q, q˙)) such that gij =
∂Fi
∂q˙j
. Then Ω = −d(F ∗ΘQ) satisfies the
conditions in Theorem 1.4.1. According to [43], Ω is given by
Ω = gijdq
i ∧ νj ,
where
{
dqj , νj = dq˙j − 12 ∂Γ
j
∂q˙k
dqk
}
is the dual basis to
{
∂
∂qi
, Hi =
∂
∂qi
+ 12
∂Γk
∂q˙i
∂
∂q˙k
}
and Hi is the hori-
zontal lift of ∂
∂qi
with respect to the connection defined by Γ. Since
Ω = −d(Fidqi) = −∂Fi
∂qj
dqj ∧ dqi − ∂Fi
∂q˙k
(
νk +
1
2
∂Γk
∂q˙j
dqj
)
∧ dqi
=
(
−∂Fi
∂qj
− 1
2
∂Fi
∂q˙k
∂Γk
∂q˙j
)
︸ ︷︷ ︸
−aij
dqj ∧ dqi + ∂Fi
∂q˙k︸︷︷︸
gik
dqi ∧ νk ,
we obtain aij = aji and we can reverse the calculations in the above implication.
Analogous computations can be carried out for the equations in the time-dependent case, now using
the local expression for Ω in [48].
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Algorithm for nonholonomic systems
We show here an algorithm that corresponds to the method presented in Section 6.2.3 to use energy-
preserving integrators for nonholonomic systems, without explicitly writing the system in almost-
Poisson form.
Algorithm 1 (QR factorization procedure with differentiation using Householder reflections). Com-
putes the QR factorization of a differentiable matrix A(q) ∈ Rn,n−m as well as all partial derivatives
∂Q/∂qi, 1 ≤ i ≤ n, for any q ∈ Rn. Let ∂i := ∂/∂qi while Bi:j,k:l with i ≤ j and k ≤ l denotes the
submatrix containing rows i to j and columns k to l of a matrix B, with the shorthand i := i : i. ∂B
denotes the tensor containing all partial derivatives of B at q. s ∈ {+1,−1}n−m is a vector of sign
choices.
procedure QRdiff(A, ∂A, n,m, s)
Q(0) ← In
R(0) ← A
for i = 1, 2, . . . , n do
∂iQ
(0) ← 0n
∂iR
(0) ← ∂iA
end for
for k = 0, 1, . . . , n−m− 1 do
for j = 1, 2, . . . , n do
if j ≤ k then
w˜
(k)
j ← 0
else if j = k + 1 then
w˜
(k)
j ← R(k)jk + sk‖R(k)k:n,k‖2
else
w˜
(k)
j ← R(k)jk
end if
end for
‖w˜(k)‖2 ←
√
2
(
‖R(k)k:n,k‖22 + skR(k)kk ‖R(k)k:n,k‖2
)
w(k) ← w˜(k)‖w˜(k)‖2
u(k) ← w(k)TR(k)
R(k+1) ← R(k) − 2w(k)u(k)
Q(k+1) ← Q(k) − 2Q(k)
(
w(k)w(k)
T
)
for i = 1, 2, . . . , n do
∂i‖R(k)k:n,k‖2 ←
(
∂iR
(k)
k:n,k
)T
R
(k)
k:n,k
‖R(k)k:n,k‖2
for j = 1, 2, . . . , n do
if j ≤ k then
∂iw˜
(k)
j ← 0
else if j = k + 1 then
∂iw˜
(k)
j ← ∂iR(k)jk + sk∂i‖R(k)k:n,k‖2
else
∂iw˜
(k)
j ← ∂iR(k)jk
end if
end for
∂i‖w˜(k)‖2 ← (∂iw˜
(k))
T
w˜(k)
‖w˜(k)‖2
∂iw
(k) ← ∂iw˜(k)‖w˜(k)‖2−w˜(k)∂i‖w˜(k)‖2‖w˜(k)‖22
∂iu
(k) ← ∂iw(k)TR(k) + w(k)T∂iR(k)
∂iR
(k+1) ← ∂iR(k)−
2
(
∂iw
(k)u(k) + w(k)∂iu
(k)
)
∂iQ
(k+1) ← ∂iQ(k)−2∂iQ(k)
(
w(k)w(k)
T
)
+
2Q(k)
(
∂iw
(k)w(k)
T
+ w(k)∂iw
(k)T
)
end for
end for
return Q(n−m), ∂Q(n−m)
end procedure
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