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Abstract
This paper analyzes identification issues of a behavorial New Keynesian model and estimates
it using likelihood-based and limited-information methods with identification-robust confidence
sets. The model presents some of the same difficulties that exist in simple benchmark DSGE
models, but the analytical solution is able to indicate in what conditions the cognitive discounting
parameter (attention to the future) can be identified and the robust estimation methods is able
to confirm its importance for explaining the proposed behavioral model.
1 Introduction
Optimization-based macroeconomic models usually rely on fully rational agents, but these models
usually generate a number of paradoxes and taking these models to the data have not been totally
successful; consumers and firms do not appear to be entirely forward looking. This paper estimates
the macroeconomic model of Gabaix 2019 where agents are not fully rational. The behavioral
mechanism in this model is fully microfounded and works in the form of a cognitive discounting.
That is, as the agent simulate k steps into the future, the impact of her expectation is shrunk
by a factor m¯k towards a simple benchmark, which can be the steady state of the economy. The
parameter m¯ ∈ [0, 1] captures this cognitive discounting, innovations far into the future get heavily
discounted relative to the rational benchmark where m¯ = 1. Another way of seeing this, is that
the agent is globally patient in relation to the steady-state variables, yet is myopic with respect to
deviations around the steady state, particularly if these deviations are in the remote future.
Aside from the theoretical issues that cognitive discounting brings to New Keynesian (NK) mod-
els and some impacts on monetary and fiscal policy that are already explored in Gabaix 20191, the
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1New Keynesian models are mainly composed by the output and inflation equations and a monetary policy rule.
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estimation of macroeconomic models, either in the dynamic stochastic general equilibrium (DSGE)
form or in the single equation form, has a very large literature on its own2
Considering limited-information estimation of the New Keynesian Phillips Curve (NKPC), it is
known that the purely forward-looking NKPC does not fit well aggregate U.S. inflation dynamics.
There is still no consensus in the literature, but just to cite a few developments in response to this
problem there is the "hybrid NKPC" (Gali and Gertler 1999), revisions to lower the size of the
forward looking coefficient (Rudd and Whelan 2005), and inclusion of a trend inflation measure
(Cogley and Sbordone 2008). In addition, problems also arise in relation to the frequency of price
re-optimization by firms (e.g. Eichenbaum and Fisher 2007).
Likewise, numerous studies have found that the standard Euler equation model does not have a
good fit to aggregate U.S consumption time series (see, e.g. Ascari and Magnusson 2016 and Fuhrer
and Rudebusch 2004).3 Extensions to the pure forward-looking Euler equation for output include
habits (Fuhrer 2000), hand-to-mouth consumers (Bilbiie and Straub 2012), and a hybrid version as
well (McCallum and Nelson 1998).
Additionally, the estimation of full DSGE models saw remarkable advances in the past decades,
however the estimation of large models can get complex and computationally demanding very quickly.
While is out of the scope of this paper to discuss the literature of DSGE estimation in general, we
are particularly interested in issues of weak identification that arise in both simple DSGE models
and single-equation estimation derived from these DSGE models. In both strands of literature the
issue of weak identification is abound, see, for example, Andrews and Mikusheva 2015 and Canova
and Sala 2009 for identification issues in DSGE models and Mavroeidis, Plagborg-Møller, and Stock
2014, Ascari and Magnusson 2016, and Mavroeidis 2010 for identification issues that arise in the
estimation of the NK Phillips Curve, Euler equation, and monetary policy rules.
In this paper our contribution is, thus, twofold. First, we analytically solve a version of the model
proposed by Gabaix 2019 to show where identification holds and it what conditions does it fail,
and estimate the parameters of the system using robust maximum likelihood inference proposed in
Andrews and Mikusheva (2015). Second, with a good understanding of what is driving identification
we can then use less restrictive single-equation methods to estimate behavioral versions of the NK
Phillips curve and the IS curve using two-step confidence sets proposed in Andrews 2018 that is also
The output equation generalizes the Euler equation for the whole economy and the inflation equation is a microfounded
expectation-augmented Phillips curve. With fully rational agents, expectations in these curves are only forward
looking, which generates a number of problems. The fully rational model generates the following predictions, which
are continually contradicted by empirical facts: fiscal policy has no impact, depressions are moderate and bounded,
equilibria is indeterminate at the zero lower bound, forward guidance by the central bank is very powerful, "price
level targeting" is the optimal commitment policy, and the neo-Fisherian paradox (a rise in interest rates causes a rise
in inflation). The model proposed by Gabaix solves all of these problems. This shows, as Woodford 2009 has argued,
that despite the convergence in macroeconomic methodology in the last decades, important theoretical and empirical
issues remain open. There is still little certainty on how to best specify an empirically adequate model of aggregate
fluctuations.
2See, for example, Fernández-Villaverde, Rubio-Ramírez, and Schorfheide 2016 for DSGE models and Mavroeidis,
Plagborg-Møller, and Stock 2014 for the NK Phillips Curve.
3In a study about the Euler equation for consumption, Havranek 2015 conducts a meta-analysis of 169 published
studies showing there is pervasive selective reporting of results and publication bias in this literature; exactly the
problem we take head-on with the method implemented in this paper.
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robust to identification failure.
The next section presents the behavorial NK model, section 3 solves the model and analyzes
its identification, section 4 provides an initial likelihood-based estimation, section 5 presents the
single-equation estimation method, section 6 the two-step robust confidence sets results and section
7 concludes.
2 A Behavioral Macroeconomic Model
We start with proposition 2.5 in Gabaix 2019, a two-equation version of the Behavioral New Key-
nesian model, for the behavior of the output gap xt and inflation pit:
xt = MEt[xt+1]− σ(it − Etpit+1 − rnt ) (IS curve), (1)
pit = βM
fEt[pit+1] + κxt (Phillips curve), (2)
with it as the nominal interest rate, rnt is the natural interest rate, σ is the sensitivity of the output
gap to the interest rate, κ is the sensitivity of the inflation to the output gap, and β is the pure rate
of time preference. The equilibrium behavioral parameters M,Mf ∈ [0, 1] are the aggregate-level
attention parameters of consumers and firms, respectively, to macroeconomic outcomes:
M = m¯, σ =
1
γR
, (3)
Mf = m¯
(
θ +
1− βθ
1− βθm¯(1− θ)
)
, κ = (
1
θ
− 1)(1− βθ)(γ + φ) (4)
where m¯ is the myopia parameter, θ is the survival rate of prices, γ is the risk aversion, σ becomes
the "effective" intertemporal elasticity of substitution, φ is the inverse Frisch elasticity, and κ =
(1θ − 1)(1− βθ)(γ + φ) is the slope obtained with fully rational firms. Firms are still fully attentive
to the steady state, so they discount future profits at the rate R = 1β . In the traditional benchmark
model, m¯ = 1, so that M = Mf = 1.
The next section shows on what conditions does the identification of this model rest on and the
procedures for identification-robust inference.
3 Weak Identification in a Behavioral Dynamic Stochastic General
Equilibrium Model
This section follows closely Andrews and Mikusheva 2015. We first explore a dynamic stochastic
general equilibrium (DSGE) version of the behavioral NK model by adding a monetary policy rule
and exogenous technology and monetary policy shocks in addition to equations 1 and 2, which gives
the following system:
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xt = MEt[xt+1]− σ(it − Etpit+1) + ηd,t
pit = βM
fEt[pit+1] + κxt + s,t
it = ρiit−1 + (1− ρi)(φpipit + φxxt) + ηm,t
(5)
where the unobserved exogenous shocks are generated by the law
ηd,t = ρdηd,t−1 + d,t
ηm,t = ρmηm,t−1 + m,t
(s,t, d,t, m,t)
′ ∼ i.i.d.N(0,Σ)
Σ = diag(σ2s , σ2d, σ
2
m).
(6)
We make several simplifying assumptions to be able to solve the model analytically. Specifically,
assume that ρi = 0, φx = 0, φpi = 1σ , and σ
2
s = 0, so the model has ϑ = (β, θ, m¯, γ, φ, ρm, ρd, σ2m, σ2d),
knowing that Mf , σ, and κ are functions of m¯, β, θ, γ, and φ. In Section 8.1 of the Appendix using
these restrictions we obtain the following solution for the behavioral DSGE model
(
xt
pit
)
=

−βMfσ
βMf + σκ− ρmm¯
βMf
βMf + σκ− ρdm¯
−βMfσκ
(βMf + σκ− ρmm¯)(1− ρmβMf )
βMf
(βMf + σκ− ρdm¯)(1− ρdβMf )

(
ηm,t
ηd,t
)
(7)
To analyze the identification of the model parameters, let
A1(ϑ) =
−βMfσ
βMf + σκ− ρmm¯ and A2(ϑ) =
βMf
βMf + σκ− ρdm¯ , (8)
thus we can write each equation in the system 7 for xt and pit as
xt = A1(ϑ)ηm,t +A2(ϑ)ηd,t
pit =
κ
1− ρmβMf A1(ϑ)ηm,t +
κ
1− ρdβMf A2(ϑ)ηd,t.
(9)
We can now express the autocovariances and cross-covariances of the series xt and pit using the
two equations above and the law of motion in 6. In particular, for xt the autocovariances are
Var(xt) = A1(ϑ)2
σ2m
1− ρ2m
+A2(ϑ)
2 σ
2
d
1− ρ2m
Cov(xt, xt−k) = A1(ϑ)2
σ2mρ
k
m
1− ρ2m
+A2(ϑ)
2 σ
2
dρ
k
d
1− ρ2m
(10)
from which we can identify ρd 6= ρm, A1(ϑ)2σ2m, A2(ϑ)2σ2d. Additionally, the expression for the
cross-covariance structure of the processes xt and pit is
4
Cov(xt, pit) = A1(ϑ)2
σ2m
1− ρ2m
κ
1− ρmβMf +A2(ϑ)
2 σ
2
d
1−ρ2a
κ
1− ρdβMf
Cov(xt, pit−k) = A1(ϑ)2
σ2mρ
k
m
1− ρ2m
κ
1− ρmβMf +A2(ϑ)
2 σ
2
dρ
k
d
1− ρ2a
κ
1− ρdβMf .
(11)
from this structure we can identify A1(ϑ)2σ2m
κ
1−ρmβMf and A2(ϑ)
2σ2d
κ
1−ρdβMf .
Thus, in all from the autocovariance structure of processes xt and pit, if 0 < β < 1, 0 < m¯ < 1,
0 < θ < 1, 0 < ρm < 1, 0 < ρd < 1, κ > 0, σ2m > 0, and σ2d > 0 we can identify six quantities
ρm, ρd, A1(ϑ)
2σ2m, A2(ϑ)
2σ2d, A1(ϑ)
2σ2m
κ
1− ρmβMf , A2(ϑ)
2σ2d
κ
1− ρdβMf .
Looking at the last four quantities we can see that κ
1−ρmβMf and
κ
1−ρdβMf are identified, thus
1−ρmβMf
1−ρdβMf is identified. Since ρd and ρm are part of the six quantities initially identified, we have
that the product βMf is identified as well. The parameter Mf is equal to m¯
(
θ + 1−βθ1−βθm¯(1− θ)
)
,
thus if we fix a value for β and θ, which is common in the literature, then m¯ is identified. Furthermore,
this implies that κ is identified. Since κ is equal to (1θ − 1)(1 − βθ)(γ + φ), if we fix a value for φ,
then γ is also identified. Now since σ is equal to βγ , σ is identified as well. With these quantities
identified so far, it implies that σ2m and σ2d are identified. To sum up, we have three degrees of
underidentification - nine structural parameters but only six identified quantities -, thus we have to
fix three parameters to identify the other six.
If ρd = ρm the situation is different. If ρd = ρm then the series for xt and pit becomes
xt =
βMf
βMf + σκ− ρm,dm¯(ηd,t − σηm,t)
pit =
βMf
(βMf + σκ− ρm,dm¯)(1− ρm,dβMf )(ηd,t − σηm,t) =
κ
1− ρm,dβMf xt.
(12)
which are linearly dependent AR(1) processes with autoregressive root ρm = ρd. From this system
with can only identify four quantities: the autogressive parameter ρm = ρd, the variance of xt, and
the ratio xt/pit,
ρm = ρd,
βMf
βMf + σκ− ρm,dm¯
√
σ2σ2m + σ
2
d,
κ
1− ρm,dβMf .
Hence, we now have two extra degrees of underidentification. More importantly, even if ρd 6= ρm,
as the difference ρd−ρm approaches zero there is a difficulty in making reliable statistical inferences.
Following the example in Andrews and Mikusheva 2015, take the Wald statistic W for testing the
true hypothesis H0 : ϑ = ϑ0. Under usual asymptotic theory of maximum likelihood, if ρm 6= ρd then
as the sample size T increases to infinity, the statistic W converges in distribution to χ29 under H0.
However, if ρm = ρd this convergence breaks down in the limit distribution ofW . The distribution of
W experiences a discontinuity at ρm = ρd, which implies that the convergence to χ2 is not uniform
in the parameter ρd − ρm in the neighborhood of zero.
5
The consequences can be quite severe in distorting the size of the test. For example, Andrews
and Mikusheva 2014 documents for simple DSGE model that if ρm − ρd = 0.05, then the size of a 5
percent Wald test is actually 88.9% and even for a large difference of ρd − ρm = 0.7 the size of the
test is 9.8%, that is, instead of falsely rejecting H0 only the standard 5% of the times, one would be
falsely rejecting H0 between approximately 90% and 10% most of the times.
4 Maximum Likelihood Inference with Robust Confidence Sets
From the solution of the DSGE model in equation 7 we have a space-state representation of the
system and we readily apply the maximum likelihood method. The estimation in this section is
made using the complete model, but to illustrate the method we proceed with the simplified solution,
which is rearranged as
Yt =
(
xt
pit
)
= C(ϑ)
(
ηm,t
ηd,t
)
= C(ϑ)Ut (13)
and
Ut = ΛUt−1 + t, Λ =
(
ρm 0
0 ρd
)
and t ∼ N(0,Σ). (14)
The log likelihood of the state-space system is:
`T (ϑ) = const
−12
∑T
t=1(C
−1(ϑ)Yt − ΛC−1(ϑ)Yt−1)′Σ−1(C−1(ϑ)Yt − ΛC−1(ϑ)Yt−1)
−T2 log|Σ| − T log|C(ϑ)|.
(15)
The full model has as endogenous observed series, it, the Effective Federal Funds Rate, in addition
to xt, the output gap, and pit, the inflation rate. Data for these three series are taken from the Federal
Reserve Bank of St. Louis’ FRED database for the period 1962:Q2 to 2016:Q4 and detrended.
Table 1 reports maximum likelihood estimates using Chris Sims minimization routine that em-
ploys a quasi-Newton method with BFGS updates of the estimated inverse hessian for the structural
model parameters m¯, γ, φpi, and φx and for the shock parameters ρi, ρd, ρm, σ2d, σ
2
s , and σ2m
restricting β = 0.99, θ = 0.875, and φ = 1.
The estimate for m¯ is 0.67 with standard deviation of 0.07 and highly significant. However,
since ρd = 0.95 and ρm = 0.88 making the difference between them less than 0.2 and thus highly
susceptible to size distortions in the tests.
In this context, Andrews and Mikusheva (2015) presents a robust test to generate confidence
intervals for the model parameters. This approach uses a improved version of the LM test that
is robust to weak identification. That is, the derivation of the asymptotic distribution of the LM
statistics does not use any assumption about the strength of identification. The LM statistics is
6
calculated using the score function and the (theoretical) Fisher information that can be calculated
either using the negative Hessian of the log likelihood or the quadratic variation of the score. Both
deliver unbiased estimates of the (theoretical) Fisher information for the whole sample and differ
only in computational implementation. We use a version of the test with the quadratic variation of
the score that is equivalent to
JT (ϑ) = [ST (ϑ)] =
T∑
t=1
sT,t(ϑ)s
′
T,t(ϑ), (16)
where sT,t(ϑ) is the increment of the score function ST (ϑ) = ST,T (ϑ) = ∂∂ϑ′ `T (XT , ϑ) and XT the
data available at time T . Under conditions expressed in Andrews and Mikusheva (2015),
LMo(ϑ0) = ST (ϑ0)JT (ϑ0)
−1ST (ϑ0)⇒ χ2k (17)
with k = dim(ϑ0).
Then to calculate a 95% LMo confidence set for the parameter ϑ such that H0 : ϑ = ϑ0 is not
rejected by an LMo test with size 5% we first divide the parameters in incremental groups:
1. ϑ = (m¯, γ, φpi, φx, ρi)
2. ϑ = (m¯, γ, φpi, φx, ρi, ρd)
3. ϑ = (m¯, γ, φpi, φx, ρi, ρm)
4. ϑ = (m¯, γ, φpi, φx, ρi, σd)
5. ϑ = (m¯, γ, φpi, φx, ρi, σs)
6. ϑ = (m¯, γ, φpi, φx, ρi, σm).
Andrews and Mikusheva (2015) shows how doing composite hypotheses controls the size distor-
tion of the test and so we follow the same strategy here. Next, we draw samples from the model
with parameters calibrated to ML estimates obtained in Table 1. The model is point identified at
these values. We generate samples with 400 observations and discard the first and last 100. Using
this random draw, we treat it as a sample and test each group of parameters with 104 uniform
draws at random over the parameter space ϑ delineated in items 1-6 and collect all values that the
corresponding hypothesis H0 : ϑ = ϑ0 are not rejected. Then by projecting the five-dimensional
convex set obtained in (1) on the subspace corresponding to each parameter separately, we obtain
one-dimensional confidence sets for (m¯, γ, φpi, φx, ρi). To obtain a confidence set for the remain-
ing parameters we project the corresponding six-dimensional sets (2)-(6) on the subspace of the
parameter of interest.
Table 2 presents the results for this procedure. The confidence intervals are wide but in most
cases they exclude a wide range of values and in some cases they cover only small part of the
parameter space, thus generating useful information. The confidence interval for m¯ is [0.013, 0.645].
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5 Single-equation Estimation and Identification-robust Confidence
Sets
In this section we relax some assumptions about the model and the data generating function. Adding
unrestricted innovations to equations 1 and 2, ui and ei, which can represent unobserved cost-push
shocks (either to the markup or input prices) in the case of the Phillips curve and an aggregate
demand shock in the case of the IS curve, we obtain the "semi-structural" version of the model.
In this case we can demonstrate how a Generalized Instrumental Variables (GIV) approach with
a Generalized Method of Moments (GMM) estimator can be valid.4 Conditions for identification
hinge on exclusion restrictions implied by excluding lags of the model and using them as instruments.
The most common implementation of the GIV procedure substitutes the rational expectation by its
realization. With this substitution and the addition of the idiosyncratic shocks, equations 1 and 2
become
pit = βM
fpit+1 + κxt + ut + βM
f [pit+1 − E(pit+1)]︸ ︷︷ ︸
pi forecast error︸ ︷︷ ︸
u˜
(18)
xt = Mxt+1 − σ(it − pit+1 − rnt ) + et +M [xt+1 − E(xt+1)]︸ ︷︷ ︸
x forecast error
+σ[pit+1 − E(pit+1)]︸ ︷︷ ︸
pi forecast error︸ ︷︷ ︸
e˜
. (19)
Let ϑ1 = (m¯, θ) and ϑ2 = (m¯, β) , and define the "residual" function of both equations
h1t (ϑ
1) = pit − βMfpit+1 − κxt (20)
and
h2t (ϑ
2) = xt −MEt[xt+1] + σ(it − Etpit+1 − rnt ) (21)
with the assumption that there exists two vectors of valid instruments, Z1t and Z2t , such that
E[Zithit(ϑi)] = 0 ∀i = 1, 2 (22)
holds at the true parameter value ϑi = ϑi0 ∀i = 1, 2.
The efficient GMM estimator is based on the sample moments fT (ϑi) = T−1
∑T
t=1 Z
i
th
i
t(ϑ
i) and
a heteroskedasticity and autocorrelation (HAC) consistent estimator of their variance, because of
possible autocorrelation of u˜ and e˜ due to the presence of forecast errors. Specifically, we use the
Newey and West 1987 covariance estimator with four lags. Given fT (ϑi), the estimator wants to
4The GIV approach was first proposed for the estimation of rational expectation models by McCallum 1976 and
then Hansen and Singleton 1982 in the context of estimation of Euler equations. More recently it has been proposed
for the estimation of the NKPC by Roberts 1995 and Gali and Gertler 1999 (see also Mavroeidis, Plagborg-Møller,
and Stock 2014).
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minimize the GMM objective function
ST (ϑ
i, ϑ¯i) = fT (ϑ
i)′WT (ϑ¯i)fT (ϑi) (23)
with respect to ϑi, where WT is weighting matrix. Setting ϑ¯i = ϑi and evaluating WT (ϑi) at the
same parameters as fT (ϑi) gives us the continuous updating estimator (Hansen, Heaton, and Yaron
1996).5
A common identifying assumption in the literature for both the Phillips and the IS curves is
that both cost-push and aggregate demand shocks satisfy Et−1(ut) = 0 and Et−1(et) = 0. Given the
rational expectations assumption and the law of iterated expectations, the identifying assumption
yields Et−1(u˜t) = 0 and Et−1(e˜t) = 0. Thus, we can have unconditional moment restriction for
the form of equation 22 with Zit = Y it−1, for any vectors of predetermined variables. Any vector of
variables Y known at time t− 1 can be used as instruments and implementations of GIV will differ
in these choices. In this paper we take a novel approach in the sense that we don’t pretest or screen
for sets of instruments prior to estimation.
To implement the estimation we use the fully structural version of the model guided by the iden-
tification analysis and restrictions already imposed on the DSGE model. Particularly for the single
equation setting, because of the difficulty to forecast inflation and the output gap, weak instruments
is a pervasive problem that threatens the validity of structural inference under any identification
approach (Mavroeidis 2004). In addition, in a setting with weak instruments one would want a
identification-robust method to avoid selective reporting6 and control coverage distortions. Identifi-
cation robust is understood in the sense that if point identification fails the robust confidence set still
covers the true parameter value. In other words, the confidence sets are uniformly asymptotically
valid even when we allow for near or complete identification failure. Thus we need to derive a test
statistic whose distribution under the null is insensitive to weak identification.
Fortunately, Andrews 2018 has already shown that there are statistics with good properties for
this setting. To apply his method we proceed in two steps. Represent the outcome of the first step
using a identification category selection (ICS) statistic φICS ∈ 0, 1. Where φ is some test statistic
and φICS = 1 indicates evidence of weak identification and φICS = 0 of strong identification. In the
second step we use: CSN if identification seems strong and CSR if identification seems weak. We
can write two-step confidence sets as
CS2S =
CSN if φICS = 0CSR if φICS = 1 (24)
and we are interested in the coverage of this two-step confidence set Prϑi0{ϑ
i
0 ∈ CS2S}. And we
5Two-step GMM and continuous updating GMM (CUGMM) are asymptotically equivalent under strong identifi-
cation, but CUGMM has some advantages under weak identification (Stock, Wright, and Yogo 2002), also it is the
preferred estimator in Andrew’s method presented ahead.
6An interesting thought experiment put forth by I. Andrews is the following: imagine a world in which no instru-
ments have any identifying power whatsoever, then by pure chance in a linear application we will sometimes observe
a large value of the first-stage F statistic, but still any confidence set reported based on this screening will be invalid.
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will assume CSN has coverage of at least 1−α under strong identification and CSR has coverage at
least 1 − α under both weak and strong identification. We define the maximal coverage distortion
for CS2S as the smallest Γ such that Prϑi0{ϑ
i
0 ∈ CS2S}≥ 1− α− Γ.
This procedure has mainly two elements: controlled coverage distortion of the test and test
inversion. Controlled coverage distortion works by using a linear combination of the K and S statistics
that have be shown to have good properties in these settings (Andrews 2016). The robust confidence
thus has a statistic produced by a linear combination of K and S statistics which derivation does
not depend on the strength of identification, with this we have a coverage of 1 − α for sure. Then
we can see how much do we need to distort the test size for the confidence interval to fit in the non
robust confidence set which test statistic is a conventional W statistic and has coverage 1− α− Γˆ,
where Γˆ is defined in this process as shown in Figure 1. In Appendix 8.2 we present the test and
algorithm in more detail.
We present the results in this section using α = 0.05 and Γmin = 0.05, in the Appendix 8.3 we
present results for α = 0.10. The results are broadly similar but in some cases we can get smaller
confidence sets.
For the behavioral IS curve the parameter grid used was ϑ = (m¯, γ) ∈ ΘD = 0.01, 0.02, ..., 0.99×
0.01, 0.02, ..., 10. Table 3 presents the results illustrated in Figure 2. The CUGMM point estimates
are m¯ = 0.9029 and γ = 2.281 and the distortion cutoff Γˆ is 0.068 for the entire set. This means
that for one to believe in the non-robust set one has to be willing to add 6.8% on top of the original
test size of 5%. Looking individually, the distortion cutoff are a bit lower at the minimum 5% for
both m¯ and γ. The robust set is valid at the 5% level. If one is willing to make the trade-off between
uncertainty and a tighter confidence set, then the predicted value of m¯ lies between 0.80 and 1.00,
while for γ it is between 1.07 and 3.49.
Figure 3 illustrates the results for the behavioral NKPC estimation. The parameter grid is the
same. The CUGMM point estimates are m¯ = 0.393 and γ = 7.944 and the distortion cutoff Γˆ is
14% for the entire set. Table 4 details the results for each parameter. The distortion cutoff is a
lower at 9.93% each. More importantly, there is an upper bound for m¯ at 0.95 in the robust case
and at 0.84 in the non-robust case and lower bound of 0.07 in the non-robust case and 0.14 in the
robust case.
6 Conclusion
In this paper we analyzed the identification issues of a behavioral New Keynesian model and es-
timated it with likelihood-based and limited-information methods with identification-robust confi-
dence sets. As a result we are able to, in the first place, validate to a certain degree Gabaix 2019
cognitive discounting parameter. In the robust confidence sets for the complete system the cognitive
discounting m¯ is between 0.013 and 0.645 and in the robust confidence set for the single-equation
estimations m¯ most of the time bellow one with at least 95% coverage in the robust confidence
sets and with a small trade-off between uncertainty and more tightness in the confidence sets. We
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are also able to take a novel approach where we do not pretest or screen for instruments prior to
estimation. By reporting CSR, CSN and Γˆ we are able to provide the reader all ingredients one
needs to interpret the results according to how much uncertainty one is willing to accept in exchange
for tighter confidence sets.
Taken together, these results have important implications for New Keynesian models, while still
containing a certain degree of uncertainty as to where the cognitive discounting parameter lies, it
seems clear that the parameter exist and could be an important ingredient for behavioral models.
11
7 Tables and figures
Table 1: Maximum likelihood estimates of the complete behavioral DSGE model
Parameters Estimate s.d. t-stat
m¯ 0.6799 0.0704 9.6565
γ 1.9709 0.4620 4.2662
φpi 1.5058 0.2370 6.3543
φx 1.9672 0.2292 8.5844
ρi 0.4623 0.0659 7.0120
ρd 0.9591 0.0233 41.1592
ρm 0.8843 0.0250 35.4231
σ2d 0.6536 0.0946 6.9104
σ2s 0.7443 0.0358 20.7978
σ2m 1.0000 0.0000 0.0000
Table 2: 95% LMo confidence intervales parameters based on a single draw of simulated data and
104 draws over the parameter space. Notes: σd,s,m under construction.
Level m¯ γ φpi φx ρi ρd ρm
Lower 0.013 1.82 0.70 0.51 0.22 0.90 0.79
Upper 0.645 4.91 0.98 1.55 0.44 0.98 0.98
Table 3: Confidence sets and distortion cutoffs Γˆ for parameters myopia m¯ and risk aversion γ for
the behavioral IS curve. Notes: α = 0.05 and Γmin = 0.05.
Parameter CSR CSN Γˆ
m¯ [0.00, 1.00] [0.80, 1.00] 5.0%
γ [0.27, 10.00] [1.07, 3.49] 5.0%
Table 4: Confidence sets and distortion Cutoffs Γˆ for parameters myopia m¯ and risk aversion γ for
the behavioral NKPC curve. Notes: α = 0.05 and Γmin = 0.05.
Parameter CSR CSN Γˆ
m¯ [0.07, 0.95] [0.14, 0.84] 9.934%
γ [0.00, 10.00] [1.59, 10.00] 9.934%
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Figure 1: Illustration of the test procedure. Notes: α is the desired coverage, usually 5% or 10%
and Γˆ is the minimal additional distortion that can be accepted to match the robust and non-robust
sets.
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Figure 2: Estimation of the behavioral IS curve using as instruments a constant and three lags of
output gap and (it − pit+1 − rt) as in Ascari and Magnusson 2016. The CUGMM point estimates
are m¯ = 0.903 and γ = 2.281. The size of the test is α = 0.05 and the distortion cutoff Γˆ is 0.068
for the entire set.
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Figure 3: Estimation of the behavioral NKPC using as instruments four lags of inflation and three
lags of the labor share, as in Mavroeidis, Plagborg-Møller, and Stock 2014. The CUGMM point
estimates are m¯ = 0.393 and γ = 7.944. The size of the test is α = 0.05 and the distortion cutoff Γˆ
is 0.14 for the entire set.
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8 Appendix
8.1 DSGE solution
This section solves the DSGE model presented in Section 3
xt = m¯Et[xt+1]− σ(it − Etpit+1) + ηd,t
pit = βM
fEt[pit+1] + κxt + s,t
it = ρiit−1 + (1− ρi)(φpipit + φxxt) + ηm,t
(25)
where the unobserved exogenous shocks evolve according to
ηd,t = ρdηd,t−1 + d,t
ηm,t = ρmηm,t−1 + m,t
(s,t, d,t, m,t)
′ ∼ i.i.d.N(0,Σ)
Σ = diag(σ2s , σ2d, σ
2
m).
This is a restricted linear rational expectations system, to solve it we substitute out it and solve the
expectations forward. First, substitute out it in the first equation of 25 and rearrange the terms
with expectations to the left-hand side to obtain the system
m¯Etxt+1 + σEtpit+1 = xt + σ
1
βMf
+ σηm,t − ηd,t
βMfEtpit+1 = −κxt + pit.[2ex]
Solve for Etxt+1 and get the expectation equation
m¯Etxt+1 = (βMf + σκ)xt + βMfσηm,t − βMfηd,t,
which can be rewritten as
xt =
m¯
βMf + σκ
Etxt+1 − βM
fσ
βMf + σκ
ηm,t +
βMf
βMf + σκ
ηd,t.
Now this expectation equation can be solved by forward iteration, giving
xt =
∞∑
j=0
(
m¯
βMf + σκ
)j
Et
[
− βM
fσ
βMf + σκ
ηm,t+j +
βMf
βMf + σκ
ηd,t+j
]
.
Note that Etηi,t+j = ρjiηi,t for i = d,m, thus resulting in
xt = − βM
fσ
βMf + σκ
1
1− ρm m¯
βMf + σκ
ηm,t +
βMf
βMf + σκ
1
1− ρd m¯
βMf + σκ
ηd,t
= − βM
f
βMf + σκ− m¯ρm ηm,t +
βMf
βMf + σκ− m¯ρd ηd,t.
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Substitute the last expression into the IS equation and repeat the same process solving the resulting
expectation equation for pit
pit = βM
fEtpit+1 + κxt
= βMfEtpit+1 − βM
fσκ
βMf + σκ− m¯ρm ηm,t +
βMfκ
βMf + σκ− m¯ρd ηd,t
=
∑∞
j=0(βM
f )jEt
[
− βM
fσκ
βMf + σκ− m¯ρm ηm,t+j +
βMfκ
βMf + σκ− m¯ρd ηd,t+j
]
= − βM
fσκ
(βMf + σκ− m¯ρm)(1− ρmβMf )ηm,t +
βMfκ
(βMf + σκ− m¯ρd)(1− ρdβMf )ηd,t.
One obtains, therefore, the solution to the system 25:
xt = − βM
f
βMf + σκ− m¯ρm ηm,t +
βMf
βMf + σκ− m¯ρd ηd,t
pit = − βM
fσκ
(βMf + σκ− m¯ρm)(1− ρmβMf )ηm,t +
βMfκ
(βMf + σκ− m¯ρd)(1− ρdβMf )ηd,t.
8.2 Two-step identification-robust confidence sets algorithm
This section details the test and is entirely based on Andrews (2018). In GMM models, for all
the commonly-used non-robust confidence sets CSN and any Γ > 0 we can construct preliminary
robust confidence set CSP with the same coverage regardless of identification strength and which is
contained in the non-robust set with probability one under strong identification. For this we define
the S statistic of Stock and Wright 2000 and K statistic of Kleibergen 2005. The problem is the S
statistics is inefficient with over identification and the K statistic is often inconsistent (i.e. fails to
shrink towards the true parameter even as the sample grows because it gathers local minima and
maxima) with the equivalency with the Wald confidence set holding only locally, not globally.
Thus, to obtain a consistent confidence set, for a > 0 consider CSR = (ϑ : K(ϑ) + a.S(ϑ) ≤
χ21,1−α) where K(ϑ) + a.S(ϑ) is a linear combination statistic, as in Andrews 2016. This confidence
set has coverage 1−α−Γ(a) = Pr((1+a).χ21 +a.χ2k−1 ≤ χ21,1−α) regardless of identification strength.
So Γ→ 0 as a→ 0, and we can choose a to obtain any desired level of Γ.
Now pick some Γmin ≥ 0. For Γ ≥ Γmin, consider the family of robust confidence sets CSP =
(ϑ : K(ϑ)+a(Γ).S(ϑ) ≤ χ21,1−α) where CSP (Γ) = (ϑ : KΓ(ϑ) ≤ χ2k,1−α) is designed to have coverage
exceeding 1− α− Γ.
Define the robust confidence set as CSR(Γ) = (ϑ : KΓ(ϑ) ≤ H−1k,1−α), where Hk,1−α is 1 − α
quantile of (1 + a(Γ)χ21 + a(Γ)χ2k−1) and has the correct critical values with coverage exceeding
1− α.7 And we end up with the following two-step confidence set
7H(x; a, k, p) is the cumulative distribution function for the a (1+a)×χ2p+a×χ2k−p distribution, which is a linear
combination of χ2 variables, and H−1(1− α; a, k, p) the 1− α quantile of this distribution
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CS2S(Γ) =
CSN if CSP (Γ) ⊆ CSNCSR(Γ) if CSP (Γ) * CSN . (26)
Note that these preliminary confidence sets are decreasing in Γ: Γ ≤ Γ′ =⇒ CSP (Γ′) ⊆ CSP (Γ).
Thus, we have the property that CSP (Γ) ⊆ CS2(Γ), so CS2(γ) has coverage exceeding CSP (Γ)
which exceeds 1− α− Γ. Therefore, we get a bounded size distortion. Also note that under strong
identification we have CSP (Γ) ⊆ CSN so CS2(Γ) = CSN asymptotically. Now define the maximal
distortion cutoff as Γˆ = min(Γ ≥ Γmin : CSP (Γ) ⊆ CSNR) and report CSN , CSR(Γˆ), and Γˆ.
To empirically implement CRR, CSN , we set Γmin equal to 5% and α equal to 10% so coverage
of the robust set is at least 90% and apply Andrews 2018 six-step algorithm:
1. Choose the weighting matrix and estimator. As already mentioned, we use the CUGMM of the
form of equation 23 with Wˆ (ϑ) = Σˆ(ϑ)−1 as the efficient weighting matrix. Then define the
Wald statistic, where Σˆβˆ is the usual GMM variance estimator for f(ϑˆ).
2. Choose grid of parameter values. Since to calculate the confidence sets we work with test
inversions we need to discretize the parameter space to obtain all values where the test statistics
falls bellow given thresholds. In this implementation we consider
ϑ1 = (m¯, γ) ∈ Θ1D = (0, 0.1, ..., 1)× (0, 0.1, ..., 10)
and
ϑ2 = (m¯, γ) ∈ Θ2D = (0, 0.1, ..., 1)× (0, 0.1, ..., 10).
Let ΘD represent the elements of Θ1D and Θ
2
D, which are (ϑ
i
1, ..., ϑ
1
|ΘD|)∀i = 1, 2.
3. Calculate test statistics. Given this discrete approximation to the parameter space, for each
ϑin ∈ ΘD we can calculate ST (ϑin) and Σˆ(ϑin and the test statistics S, K and W .
4. Calculate a(Γmin). Now, determine the value of a(Γmin) to be used in the construction of the
robust confidence set.
5. Calculate CRR and CSN . With a(Γmin) we can calculate the critical value used in H−1. The
robust confidence is then
CSR = (f(ϑ
i
n) : ϑ
i
n ∈ ΘD,Kσ,f (ϑin) + a× S(ϑin) ≤ H−1(1− α, a(Γmin), k, p))
and the nonrobust confidence set is
CSN = (f(ϑ
i
n) : ϑ
i
n ∈ ΘD,W (f(ϑin)) ≤ χ2p,1−α).
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6. Calculate Γˆ. Finally, the distortion cutoff can be calculated.
8.3 Two-step confidence sets for α = 0.1
For the behavioral IS curve the parameter grid used was ϑ = (m¯, γ) ∈ ΘD = 0.01, 0.02, ..., 0.99 ×
0.01, 0.02, ..., 5, with α = 0.1 and Γmin = 0.05. Table 3 presents the results illustrated in Figure
2. The CUGMM point estimates are m¯ = 0.9029 and γ = 2.281 and the distortion cutoff Γˆ is 0.08
for the entire set. This means that for one to believe in the non-robust set one has to be willing to
add 8% on top of the original size of 5%. Looking individually the distortion cutoff are a bit lower
at 0.053 for m¯ and 0.052 for γ. The robust set is valid at the 5% level. However, in this case if we
consider the controlled size distortion we can then have a bounded set for both variables. If one is
willing to make the uncertainty trade-off, then the predicted value of m¯ lies between 0.81 and 0.99,
while for γ it is between 1.22 and 3.34.
Figure 3 illustrates the results for the behavioral NKPC estimation. The parameter grid was
the same with α = 0.1 and Γmin = 0.05 as well. The CUGMM point estimates are m¯ = 0.393 and
γ = 7.944 and the distortion cutoff Γˆ is 0.16 for the entire set. Table 4 details the results for each
parameter. The distortion cutoff is a bit lower at 11.16% each. More importantly, there is an upper
and lower bound for m¯.
Table 5: Confidence Sets and Distortion Cutoffs Γˆ for parameters m¯ and γ for the behavioral IS
curves. Notes: α = 0.10 and Γmin = 0.05.
Parameter CSR CSN Γˆ
m¯ [0.01, 0.97] [0.81, 0.99] 5.3%
γ [0.28, 4.31] [1.22, 3.34] 5.2%
Table 6: Confidence Sets and Distortion Cutoffs Γˆ for parameters m¯ and γ for the behavioral
NKPC curve. Notes: α = 0.10 and Γmin = 0.05.
Parameter CSR CSN Γˆ
m¯ [0.55, 0.95] [0.50, 0.78] 11.16%
γ [0, 5.0] [2.37, 5.00] 11.16%
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Figure 4: Estimation of the behavioral IS curve using as instruments a constant and three lags of
output gap and (it − pit+1 − rt) as in Ascari and Magnusson 2016. The CUGMM point estimates
are m¯ = 0.903 and γ = 2.281. The size of the test is α = 0.1 and the distortion cutoff Γˆ is 0.08 for
the entire set.
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Figure 5: Estimation of the behavioral NKPC using as instruments four lags of inflation and three
lags of the labor share, as in Mavroeidis, Plagborg-Møller, and Stock 2014. The CUGMM point
estimates are m¯ = 0.393 and γ = 7.944. The size of the test is α = 0.1 and the distortion cutoff Γˆ
is 0.16 for the entire set.
21
References
Andrews, Isaiah. 2016. “Conditional Linear Combination Tests for Weakly Identified Models”. Econo-
metrica 84 (6): 2155–2182.
— . 2018. “Valid Two-Step Identification-Robust Confidence Sets for GMM”. The Review of Eco-
nomics and Statistics 100 (2): 337–348.
Andrews, Isaiah, and Anna Mikusheva. 2015. “Maximum likelihood inference in weakly identified
dynamic stochastic general equilibrium models”. Quantitative Economics 6 (1): 123–152.
— . 2014. “Weak Identification in Maximum Likelihood: A Question of Information”. American
Economic Review 104 (5): 195–199.
Ascari, Guido, and Leandro M Magnusson. 2016. “Empirical Evidence on the Euler Equation for
Consumption and Output in the US”. Working paper : 31.
Bilbiie, Florin O., and Roland Straub. 2012. “Changes in the Output Euler Equation and Asset
Markets Participation”. Journal of Economic Dynamics and Control 36 (11): 1659–1672.
Canova, Fabio, and Luca Sala. 2009. “Back to square one: Identification issues in DSGE models”.
Journal of Monetary Economics 56 (4): 431–449.
Cogley, Timothy, and Argia M Sbordone. 2008. “Trend Inflation, Indexation, and Inflation Persis-
tence in the New Keynesian Phillips Curve”. American Economic Review 98 (5): 2101–2126.
Eichenbaum, Martin, and Jonas D.M. Fisher. 2007. “Estimating the Frequency of Price Re-Optimization
in Calvo-Style Models”. Journal of Monetary Economics 54 (7): 2032–2047.
Fernández-Villaverde, J., J.F. Rubio-Ramírez, and F. Schorfheide. 2016. “Solution and Estimation
Methods for DSGE Models”. In Handbook of Macroeconomics, 2:527–724.
Fuhrer, Jeffrey C. 2000. “Habit Formation in Consumption and Its Implications for Monetary-Policy
Models”. American Economic Review 90 (3): 367–390.
Fuhrer, Jeffrey C., and Glenn D. Rudebusch. 2004. “Estimating the Euler Equation for Output”.
Journal of Monetary Economics 51 (6): 1133–1153.
Gabaix, Xavier. 2019. A Behavioral New Keynesian Model. Working Paper. Harvard University.
Gali, Jordi, and Mark Gertler. 1999. “Inflation Dynamics: A Structural Econometric Analysis”.
Journal of Monetary Economics 44:28.
Hansen, Lars Peter, John Heaton, and Amir Yaron. 1996. “Finite-Sample Properties of Some Alter-
native GMM Estimators”. Journal of Business & Economic Statistics 14 (3): 262.
Hansen, Lars Peter, and Kenneth J. Singleton. 1982. “Generalized Instrumental Variables Estimation
of Nonlinear Rational Expectations Models”. Econometrica 50 (5): 1269–1286.
Havranek, Tomas. 2015. “Measuring intertemporal substitution: the importance of method choices
and selective reporting”. Journal of the European Economic Association 13 (6): 1180–1204.
22
Kleibergen, Frank. 2005. “Testing Parameters in GMM Without Assuming That They Are Identi-
fied”. Econometrica 73 (4): 1103–1123.
Mavroeidis, Sophocles. 2010. “Monetary Policy Rules and Macroeconomic Stability: Some New Ev-
idence”. The American Economic Review 100 (1): 491–503.
— . 2004. “Weak Identification of Forward-Looking Models in Monetary Economics”. Oxford Bulletin
of Economics and Statistics 66 (s1): 609–635.
Mavroeidis, Sophocles, Mikkel Plagborg-Møller, and James H. Stock. 2014. “Empirical Evidence on
Inflation Expectations in the New Keynesian Phillips Curve”. Journal of Economic Literature 52
(1): 124–188.
McCallum, B. T. 1976. “Rational Expectations and the Natural Rate Hypothesis: Some Consistent
Estimates”. Econometrica 44 (1): 43.
McCallum, Bennett, and Edward Nelson. 1998. Performance of Operational Policy Rules in an
Estimated Semi-Classical Structural Model. Tech. rep. w6599. Cambridge, MA: National Bureau
of Economic Research.
Newey, Whitney K., and Kenneth D. West. 1987. “A Simple, Positive Semi-Definite, Heteroskedas-
ticity and Autocorrelation Consistent Covariance Matrix”. Econometrica 55 (3): 703–708.
Roberts, John M. 1995. “New Keynesian Economics and the Phillips Curve”. Journal of Money,
Credit and Banking 27 (4): 975.
Rudd, Jeremy, and Karl Whelan. 2005. “New Tests of the New-Keynesian Phillips Curve”. Journal
of Monetary Economics 52 (6): 1167–1181.
Stock, James H., and Jonathan H. Wright. 2000. “GMM with Weak Identification”. Econometrica
68 (5): 1055–1096.
Stock, James H, Jonathan H Wright, and Motohiro Yogo. 2002. “A Survey of Weak Instruments
and Weak Identification in Generalized Method of Moments”. Journal of Business & Economic
Statistics 20 (4): 518–529.
Woodford, Michael. 2009. “Convergence in Macroeconomics: Elements of the New Synthesis”. Amer-
ican Economic Journal: Macroeconomics 1 (1): 267–279.
23
