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Deep brain stimulation (DBS) of the subthalamic nucleus (STN) directly modulates the
basal ganglia (BG), but how such stimulation impacts the cortex upstream is largely
unknown. There is evidence of cortical activation in 6-hydroxydopamine (OHDA)-lesioned
rodents and facilitation of motor evoked potentials in Parkinson’s disease (PD) patients,
but the impact of the DBS settings on the cortical activity in normal vs. Parkinsonian
conditions is still debated. We use point process models to analyze non-stationary
activation patterns and inter-neuronal dependencies in the motor and sensory cortices of
two non-human primates during STN DBS. These features are enhanced after treatment
with 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), which causes a consistent
PD-like motor impairment, while high-frequency (HF) DBS (i.e., ≥100Hz) strongly reduces
the short-term patterns (period: 3–7ms) both before and after MPTP treatment, and
elicits a short-latency post-stimulus activation. Low-frequency DBS (i.e., ≤50Hz), instead,
has negligible effects on the non-stationary features. Finally, by using tools from the
information theory [i.e., receiver operating characteristic (ROC) curve and information
rate (IR)], we show that the predictive power of these models is dependent on the
DBS settings, i.e., the probability of spiking of the cortical neurons (which is captured
by the point process models) is significantly conditioned on the timely delivery of the
DBS input. This dependency increases with the DBS frequency and is significantly larger
for high- vs. low-frequency DBS. Overall, the selective suppression of non-stationary
features and the increased modulation of the spike probability suggest that HF STN DBS
enhances the neuronal activation in motor and sensory cortices, presumably because
of reinforcement mechanisms, which perhaps involve the overlap between feedback
antidromic and feed-forward orthodromic responses along the BG-thalamo-cortical loop.
Keywords: deep brain stimulation, Parkinson’s disease, motor cortex, spike trains, point processes, receiver
operating characteristic curve, information rate
INTRODUCTION
High-frequency (HF) Deep Brain Stimulation (DBS) of the basal
ganglia (BG) is a clinically recognized treatment for movement
disorders in Parkinson’s disease (PD), but its therapeutic mech-
anisms are still not fully understood (DeLong and Wichmann,
2007; Montgomery and Gale, 2008). It is widely recognized that
both PD-related deficits of the nigrostriatal dopaminergic sys-
tem and BG DBS ultimately affect the motor cortex (Watts and
Mandir, 1992; Baker et al., 2002; Cunic et al., 2002; DeLong
and Wichmann, 2007; Gale et al., 2008; Montgomery and Gale,
2008), but how the neuronal activity in cortex changes in normal
vs. PD conditions, with and without DBS, still requires further
investigation.
Studies in 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
(MPTP)-treated non-human primates showed that, in primary
motor cortex (M1), Parkinsonism evokes bursting, synchronous
oscillations and decreased specificity to movements, and may
cause excessive synchronization between the BG and the cortex
(Doudet et al., 1990; Watts and Mandir, 1992; Goldberg et al.,
2002, 2004; Rivlin-Etzion et al., 2008, 2010). Excessive BG-cortex
synchronization was also confirmed in PD patients (Marsden
et al., 2001; Fogelson et al., 2006; Lalo et al., 2008).
Studies in both normal and 6-hydroxydopamine (OHDA)-
lesioned rodents (Li et al., 2007; Dejean et al., 2009; Gradinaru
et al., 2009) reported that subthalamic nucleus (STN) DBS
induces antidromic phase-locked cortical activation. DBS of the
internal globus pallidus (GPi), instead, elicited phase-locked inhi-
bition and decreased the discharge rate in the primary M1 cortex
of a single MPTP non-human primate (Johnson et al., 2009).
Studies on PD patients showed that a single STN DBS pulse
produces cortical-evoked potentials (Baker et al., 2002) and facil-
itates the response of the M1 cortex to transcranial magnetic
stimuli at short latencies (Hanajima et al., 2004), while ther-
apeutic HF STN DBS restores the short-interval intra-cortical
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inhibition to normal levels during transcranial magnetic cortical
stimulation (Cunic et al., 2002).
This study aims to (i) test the hypothesis in the non-human
primate that the effects of STN DBS on cortex vary with the stim-
ulation frequency and involve reinforcement phenomena (i.e.,
a combination of antidromic and orthodromic effects) above
100Hz; (ii) to determine whether the cortical response to DBS
varies in normal vs. MPTP conditions; and (iii) to determine
whether DBS affects the non-stationary dependencies between
spike trains of neurons in small cortical ensembles (i.e., recorded
from one microelectrode).
We used single unit recordings collected in the primary motor
(M1) and sensory (S1) cortex of two non-human primates during
STN DBS at 50, 100, and 130Hz. In one animal, recordings were
collected both before and after treatment with MPTP. We devel-
oped point process models (Snyder and Miller, 1991) to capture
recurrent dynamical patterns in the neuronal activity and char-
acterize the non-stationary dependencies among neurons both at
rest and during DBS.
We also investigate the prediction power of the proposed point
process models by using tools from the information theory. In
particular, the receiver operating characteristic (ROC) curve, the
area under the ROC curve (AUC value), and the information rate
(IR) are used to measure the impact of the spiking histories on
the prediction of the cortical discharge patterns (Bamber, 1975;
Cover and Thomas, 1991; Fawcett, 2006; Truccolo et al., 2010).
Point process models have been recently applied to a wide
range of neural systems (Frank et al., 2002; Brown et al., 2003;
Paninski, 2004; Truccolo et al., 2005, 2010; Czanner et al., 2008;
Pillow et al., 2008) and describe the spiking propensity of a
neuron as a function of multiple factors (e.g., DBS, ensemble neu-
rons’ spiking history, disease conditions, etc.). These models were
recently used to capture several features of STN neuronal spike
trains (e.g., oscillations, refractoriness, synchronization, etc.) in
PD patients (Sarma et al., 2010). Preliminary results of our study
were presented in (Santaniello et al., 2010a,b) and in (Saxena
et al., 2010a,b).
MATERIALS AND METHODS
Two non-human primates (macaca mulatta, animal A and B
in the following) were trained with positive reinforcement to
sit quietly in a loosely restraining chair designed to allow pas-
sive movements of the upper and lower limbs while prevent-
ing the animals from disturbing the recording instruments.
The research protocol was in compliance with “The National
Institutes of Health Guide for Care and Use of Laboratory
Animals” and approved by the Institutional Animal Care and Use
Committee.
EXPERIMENTAL SETUP
The experiment is described in (Gale, 2004; Montgomery et al.,
2005). Briefly, after training, both animals were surgically
implanted with a recording chamber over a craniotomy site such
that the microelectrodes could be passed into the cortex through
the intact dura and reach the STN (Buchholz and Montgomery,
1988; Montgomery and Buchholz, 1991). Surgeries were con-
ducted aseptically with isoflurane inhalation general anesthesia.
Post-operative discomfort was treated with buprenorphine
(0.025mg/kg administered intramuscularly) every 12 h for 3
days. Veterinarians not involved in this research closely observed
the animals for any change in behavior indicating pain or
distress.
Once the recording chamber was in place, daily microelec-
trode recordings were made to identify the sensorimotor region
of the STN. Position of the microelectrode was referenced to
the stereotactically placed recording chamber and the microdrive
coordinates were transferred to the stereotatic atlas of the macaca
mulatta (Paxinos et al., 2000). In each animal, the STN was iden-
tified as in (Baker et al., 2004) and changes in neuronal activity
with passive movements of the animal’s arm identified the senso-
rimotor region of the STN. The ventral border was identified by
a transition to sites with high frequency regular activity and low
neuronal densities, which are characteristic of the substantia nigra
pars reticulata. More lateral passes of the microelectrode did not
encounter neuronal extracellular action potentials (spikes), which
is consistent with the axons of the internal capsule adjacent to
the STN.
Once the STN was identified, a reduced scale model of the
human DBS lead was placed with the deepest contact at the
bottom of the STN (NuMed Inc., Hopkinton, NY). Anatomical
placement of the lead was later confirmed by histological exam-
ination (Figure 1). The chronic stimulation leads used in this
study have four contacts, each 0.525mm in diameter, 0.5mm
long, and 0.5mm between contacts (total surface area: 0.82mm2
per contact).
The electrical stimulation consisted of constant-current sym-
metric biphasic square-wave pulses, which were delivered
between the most distal and the most proximal contact (C0 and
C3, respectively). For each pulse, the cathodic phase preceded the
anodic phase at C0 (reverse for C3). Pulse width was 90μs/phase
and amplitude was 80% of the current producing tonic contrac-
tion (animal A: 0.55mA; animal B: 0.33mA), presumably from
current spread to the internal capsule. The current amplitude
producing tonic contraction was determined during 130Hz stim-
ulation.We considered three stimulation frequencies: 50, 100, and
130Hz.
Microelectrode recordings were collected from separate sites
of M1 and S1 cortex (pre- and post-central gyrus, respectively)
on a semi-daily basis. Somatosensory testing was conducted to
delineate motor from sensory cortex for each recording and
included (i) passive movement of the animals’ limbs, (ii) stim-
ulation of the skin, and/or (iii) palpation of the muscle of
the arm and leg. For each recording site, multiple sessions of
STN stimulation were made at the frequencies described above
and, for each session, continuous recordings were collected 30 s
before and 8 to 30 s during DBS. Extracellular action poten-
tials were acquired through platinum-iridium microelectrodes
(tip exposure: 10–20μm; impedance: 0.4–0.6M; FHC, Inc.,
Bowdoinham, ME). Electrophysiological signals were bandpass-
filtered (0.5–50 kHz) and digitally converted to 25 samples/s for
offline analysis. Validated offline software was used to isolate
and remove the stimulus artifacts and to discriminate the action
potentials from the background noise (Montgomery et al., 2005;
Montgomery, 2006, 2008).
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FIGURE 1 | Histology. (A,B) Reconstruction of the location of the
DBS lead and microelectrode recording sites for animal A (A) and B (B).
Sections are labeled from I to VIII (A) and from I to III (B), respectively. The
number on top of each section is the distance anterior to intra-aural line.
(C) Example of histological section from which the lead location is
determined (animal A, section VIII). (D,E) Example of section through the
ipsilateral (D) and contralateral (E) substantia nigra pars compacta (SNpc) and
ventral anterior thalamus (VTA) stained with TH antibodies after unilateral
intracarotid injection of MPTP (animal A). See Results for explanation of
labels A–E.
Animal A received initial infusions of MPTP via the right
intracarotid artery (0.04mg/kg) followed by three systemic doses
of 0.2mg/kg, administered intravenously over the course of
several weeks, until the animal demonstrated a consistent motor
impairment. Effects of the treatment were assessed by observ-
ing the animal’s spontaneous cage behavior. Because stimula-
tion was applied only while the animal was restrained in the
chair, no formal clinical assessment of the effects of DBS was
conducted.
At the completion of the study, both animals were anes-
thetized with ketamine (15mg/Kg, administered intramuscu-
larly) and monitored until unresponsive to sensory stimulation.
After that, animals were administered heparin (10,000 units,
administered intravenously), which was allowed to circulate for
one minute, and, subsequently, were administered a lethal dose
of buthanasia-B. Animals were then transcardially perfused with
saline followed by 4% phosphate-buffered paraformaldehyde.
Brains were removed and immersion perfused for a minimum
of two weeks. Brains were blocked and sectioned in the coro-
nal plane using a cryostat (50μm thickness). Recording sites in
cortex were reconstructed by identification of gliosis along the
microelectrode and electrophysiological landmarks (Gale, 2004).
In addition, sections through the midbrain of the MPTP-treated
animal were stained with tyrosine hydroxylase (TH) antibodies to
identify TH positive neurons. See Figure 1.
NEURONAL DATA ANALYSIS AND POINT PROCESS MODELS
Table 1 reports the neurons used in our study. Criteria for includ-
ing these neurons were (i) stable signal-to-noise ratio both before
and during stimulation (Gale et al., 2009), (ii) existence of
a refractory period in the autocorrelogram of individual neu-
rons and absence of refractory periods in the cross-correlogram
between pairs of simultaneously recorded neurons (Montgomery,
2006), and (iii) satisfaction of a goodness-of-fit test for the
correspondent point process model (Brown et al., 2003).
The point process models used for our analyzes are described
in (Santaniello et al., 2010a,b). Briefly, we recall that the spike
train of a neuron over a generic time interval (0,T] can be treated
as a series of random binary events occurring continuously in
time (point process) (Snyder and Miller, 1991). The process is
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Table 1 | Experimental Data Set.
Animal A Animal B
M1 S1 M1 S1
Frequency (Hz) Normal MPTP Normal MPTP Normal Normal
NEURONS
0 16 11 74 18 10 6
50 10 5 58 11 10 3
100 7 – 56 – 9 5
130 3 11 13 16 9 6
NEURON PAIRS
0 37 76 240 54 48 6
50 25 40 190 35 48 3
100 21 – 188 – 46 5
130 3 76 36 47 46 6
completely characterized by the generalized history-dependent
conditional intensity function (CIF)
λ(t|Ht) = lim
→0
Pr(N(t + ) − N(t) = 1|Ht)

(1)
where N(t) is the number of spikes in (0, t] for t in (0,T], Ht is
the history of all covariates up to t (e.g., the spiking history of the
neuron can be a covariate), and Pr(·) is the probability. Note that
λ(t|Ht) is approximately the probability that a spike occurs at
time t provided that  is small (Snyder and Miller, 1991; Brown
et al., 2002; Truccolo et al., 2005).
For each neuron, we defined a model for the CIF conditioned
on the neuron’s own spiking history, the spiking history of any
other neuron simultaneously recorded (same ensemble), and the
DBS input. The model has the structure (Kass and Ventura, 2001;
Sarma et al., 2010):
λ(t|Ht, ) = eσ · λO(t|HOt , ) · λE(t|HEt , ) · λS(t|HSt , ) (2)
where eσ (in spikes/s) accounts for the average history-
independent (i.e., Poisson-like) activity, and λO, λE, and λS are
dimensionless functions of the neuron’s own spiking activity HOt ,
the activity HEt of any other neuron in the same ensemble, and
the DBS stimulus sequence HSt (if applied), respectively.  is a
parameter vector to be estimated from data. We set = 1ms and
assumed λO, λE, and λS belong to the class of generalized linear
models (McCullagh and Nelder, 1990)
logλO(t|HOt , ) =
10∑
r = 1
βrdN(t − r, t − (r − 1))
+
18∑
r = 11
βrdN(t − 5(r − 8), t − 5(r − 9))
(3)
logλE(t|HEt , ) =
Q∑
q= 1
{
10∑
h= 1
δh,qdNq(t − h, t − (h − 1))
+
18∑
h= 11
δh,qdNq(t − 5(h − 8),
t − 5(h − 9))
}
(4)
logλS(t|HSt ,) =
8∑
v= 1
γvdNS(t − v, t − (v − 1)) (5)
where dN(a,b) and dNq(a,b) are the number of spikes fired
by the modeled neuron and the q-th neuron in the ensem-
ble (whose size is Q) in [a,b) (ms), respectively, dNS(a,b) is
the number of DBS pulses delivered in the same interval, and
 = [σ, β1, . . . , β18, γ1, . . . , γ8, {δ1,q, . . . , δ18,q}Qq= 1].
For each neuron and stimulation frequency, an estimate of
 along with 95% confidence bounds were provided separately
before and during stimulation by maximizing the likelihood of
observing the recorded spike trains (Brown et al., 2003; Truccolo
et al., 2005, 2010; Sarma et al., 2010). For each neuron, 80% of
the spike trains were used for parameter estimation and 20% for
validation. The set of history bins [i.e., values a, b in dN(a,b),
dNq(a,b), dNS(a,b)] in (3–5) determines the number of parame-
ters in and was chosen by minimizing the Akaike’s Information
Criterion (Akaike, 1974) over a set of candidate models.
The goodness-of-fit of each point process model (2–5) was
assessedonthevalidationdataby testing theKolmogorov-Smirnov
plot after time rescaling of the spike trains (Barbieri et al., 2001;
Brown et al., 2002, 2003; Frank et al., 2002; Truccolo et al., 2005;
Czanner et al., 2008; Sarma et al., 2010). Only neurons whose
point process model passed this test were included in this study
(Table 1). Because we recorded from only one microelectrode
at a time, inter-neuronal correlations would not be properly
captured by correlograms because of shading artifacts (Bar-Gad
et al., 2001). The model (2–5), however, is not sensitive to these
artifacts since it estimates the concurrent impact of multiple
neurons on the same target neuron without using correlograms.
Statistical inferences from point process models
Since the spiking propensity λ in (2) is given by a Poisson fac-
tor (eσ) modulated by history-dependent factors (i.e., λO, λE,
and λS), the neuron’s own spiking patterns, the dependencies
from other neurons, and the responses to DBS stimuli depend on
the dynamics of λO, λE, and λS, respectively. Such dynamics were
captured by the parameters  in (3–5), as  was estimated from
the neuron’s own spike trains (Truccolo et al., 2005; Sarma et al.,
2010). Therefore, we inferred recurrent patterns and ensemble
dependencies by looking at the 95% confidence bounds of .
In particular, we say that a generic neuron n has a “recurrent
activation pattern” with periodp if, at any time t, the probability
that n spikes increased by more than 5% over the baseline Poisson
factor eσ , provided that n spiked p ms earlier. We inferred an
activation pattern with period in [a,b) if the lower 95% confi-
dence bound of eβr was>1.05, where βr multiplies the number of
spikes dN(a,b) in (3).
Similarly, given a pair of neurons (n1,n2), we say that n1
had an “ensemble activation dependency” with lag Lp on n2
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if, at any time t, the probability that n1 spikes increased by
more than 5% over the baseline Poisson factor eσ, provided that
n2 spiked Lp ms earlier. We inferred an activation dependency
between the modeled neuron and any other neuron q in the
ensemble with lag in [a,b) if the lower 95% confidence bound
of eδh,q was >1.05, where δh,q multiplies the number of spikes
dNq(a,b) in (4).
PREDICTION PERFORMANCE AND INFORMATION RATE OF THE
POINT PROCESS MODELS
We evaluated the prediction performance of each model (i.e., how
well that model predicts the spike trains of the correspondent
neuron) by using the ROC curve (Fawcett, 2006). The probability
of a spike at any given 1ms bin, conditioned on the covariates in
(3–5), was computed on the validation data as λ(t|Ht) where
λ(t|Ht) was given by (2–5) and  = 1ms. From this probability,
true- and false-positive rates were computed for different thresh-
olds, resulting in the ROC curve. The area under the ROC curve
(AUC) was used as a measure of predictive power (Bamber, 1975;
Truccolo et al., 2010).
For each neuron, we also estimated the impact of the spiking
histories on the prediction of the spiking activity by computing
the information rate (Cover and Thomas, 1991; Truccolo et al.,
2010):
IR =
〈
log L(ˆ|HT)
〉
− 〈log L¯〉 (6)
where log L(ˆ|HT) is the log-likelihood function for the point
process model of the neuron with parameter ˆ on the time
interval (0,T], L(ˆ|HT) = Pr(N(T)|ˆ) is the likelihood func-
tion [i.e., the probability of observing the spike train N in (0,T]
given the maximum likelihood estimation ˆ of  (Brown et al.,
2003)], log L¯ is the log-likelihood function for a homogeneous
Poisson process whose rate is the average spiking rate of the neu-
ron, and 〈·〉 denotes the mean value over (0,T]. IR estimates
how much the knowledge of the spiking histories in the point
process model reduces the uncertainty about whether or not the
neuron will spike in any given time bin, compared with a history-
independent Poisson model (Truccolo et al., 2010). Computed
to base 2 and normalized by the bin size, IR corresponds to an
information rate in bits/s.
RESULTS
The testing conditions are denoted below with “###-DBS-
normal” or “###-DBS-MPTP,” depending on whether normal
or MPTP-treated animals are considered, with ### being the
DBS frequency (50, 100, or 130Hz). “0-DBS-normal” and
“0-DBS-MPTP” denotes the no-DBS condition in normal and
MPTP-treated state, respectively. Although no formal clinical
assessment of the DBS effects was conducted, we refer to 130Hz
DBS and 50–100Hz DBS as “therapeutic” and “non-therapeutic,”
respectively, based on the evidence reported in (Hashimoto et al.,
2003; Hahn et al., 2008) for the MPTP-treated macaca mulatta.
ELECTRODE RECORDING, DBS SITES, AND HISTOLOGICAL
ASSESSMENT OF MPTP ADMINISTRATION
A total of 135 neurons were recorded in the motor and sensory
cortices of two non-human primates (119 in animal A and 16
in animal B). The anatomical sites of the microelectrode record-
ings containing these neurons and the location of the stimulation
leads are shown in Figures 1A–C. Table 1 reports the number of
neurons recorded under the various conditions.
In both animals, the most ventral of the four electrical contacts
of the DBS lead was at the ventral boarder of the STN. The most
dorsal contact was either in the zona incerta or the ventral thala-
mus just dorsal to the STN. Thus, bipolar stimulation across the
most ventral to the most dorsal contacts spanned the whole STN,
with possible additional stimulation of the pallidofugal fibers in
the zona incerta. However, this is not inconsistent with the clin-
ical use of STN DBS. Indeed, it is argued that stimulation of the
pallidofugal fibers may account for much of the clinical efficacy
of STN DBS (Wichmann and DeLong, 2006; Herzog et al., 2007;
Hahn et al., 2008).
Figures 1D,E report two sections stained with TH antibod-
ies after unilateral MPTP injection in animal A. TH containing
(TH+) neurons are thought to reflect dopaminergic neurons.
Much higher density of TH+ neurons is noted in the substantial
nigra pars compacta (SNpc) ipsilateral to theMPTP injection side
(Figure 1D, label “A”) than the contralateral SNpc (Figure 1E,
label “D”). Furthermore, there is a dense plexus of TH+ fibers
coalescing in the nigrostriatal bundle (Figure 1D, label “B”)
just dorsal to the crus cerebria (Figure 1D, label “C”) on the
ipsilateral SNpc, which is not seen on the contralateral SNpc
(Figure 1E, label “C”) just dorsal to the crus cerebria (Figure 1E,
label “E”). This is a strong confirmation of the reduction in
dopaminergic neurons in the contralateral SNpc secondary to
MPTP-administration.
PREDICTIVE POWER OF THE POINT PROCESS MODELS
In order to assess the prediction power of the different terms in
model (2–5) for each neuron in the dataset, we first computed the
probability of spiking of the neuron at every time t conditioned
on the histories HOt , H
E
t , and H
S
t . Then, we used these probabil-
ities to evaluate the ROC curve and the correspondent AUC and
IR values (Truccolo et al., 2010).
Figure 2 shows the prediction performance of the model (2–5)
for a target neuron in M1 cortex (animal A) during 130Hz
DBS. The spike probability (∼= λ (t|Ht)) was dynamically mod-
ulated up or down as a consequence of the spiking history
(Figures 2A,B) and the model accurately captured the structure
of the validation data after time rescaling (Figure 2C). The ROC
curve (black line, Figure 2D) indicates that the dependency on
history covariates (i.e., neuron’s own history, ensemble’s activ-
ity, and past DBS input sequence) in the point process model
was substantial for spike prediction. Compared to an asymp-
totic chance level predictor (dotted line, Figure 2D) the model
(2–5) increased the true-positive rate from 20% to almost 90%
while keeping the false-positive rate less than 20%. A further
comparison evaluated the relative contribution of the spiking
history factors (3–4), and the DBS history (5). The model (2)
with fixed λS = 1 (i.e., no DBS history added) resulted in lower
true-positive rate and poor prediction performances (grey line,
Figure 2D).
The AUC value provides a further assessment of the prediction
power. The AUC depends on both true- and false-positive rates
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FIGURE 2 | Evaluation of the fitting procedure for a target neuron
in M1 cortex (animal A, normal) during 130Hz DBS. (A) The predicted
spiking probability was computed from the estimated model parameters,
the spike train of the target neuron and the spike train of another neuron in
the same ensemble. (B) Spike train of the target neuron in the same period.
(C) Kolmogorov-Smirnov (KS) plot after time rescaling of the estimated
model on the validation data. Grey lines are 95% confidence bounds.
(D) ROC curve for the target neuron (TP = true-positive; FP = false-positive)
on validation data. The color code in the legend also applies to the AUC
values.
computed for all the possible thresholds on the spiking proba-
bility, and ranges from 0.5 (chance level predictor) to 1 (perfect
predictor) (Bamber, 1975; Truccolo et al., 2010). The point pro-
cess model with DBS history (Figure 2D) resulted in an AUC
value 0.5, while the AUC decreased to 0.45 for the model esti-
mated on the data recorded at rest from the same neuron. This
difference between models estimated during vs. before stimula-
tion extended to almost all the cortical neurons (Table 2). For
example, in M1 cortex (animal A, normal), 100% of the point
process models including the DBS input (20 out of 20) resulted
in AUC > 0.6 and 65% of them (13 out of 20) in AUC > 0.7.
Models estimated on the same neurons at rest, instead, had AUC
> 0.5 in 82% of the cases (27 out of 33 models) but AUC > 0.6
only in 12% of cases (4 out of 33 models), and never AUC > 0.7.
Similar results were obtained in both cortices and animals, and
consistently occurred also under MPTP conditions.
A further assessment of the prediction power of the spiking
and DBS histories vs. a history-independent Poisson process was
provided by the IR (Table 3). In both cortices and disease con-
ditions, the information rate was positive at rest (i.e., with no
stimulation) and increased monotonically with the stimulation
frequency. These facts suggest that (i) the point process models
captured the neuronal dynamics better than a Poisson process
both at rest and during DBS, and that (ii) the predictive power
of the DBS history increased with the stimulation frequency.
EFFECTS OF DBS ON POST-STIMULUS DISCHARGE PROBABILITY
We used normalized post-stimulus time histograms (PSTH,
Montgomery, 2006) to determine how the probability of spiking
of the cortical neurons modulates between consecutive STN DBS
pulses. Briefly, the PSTH consists of counts of neuronal discharges
Table 2 | AUC values (mean ± std.dev.).
Animal A Animal B
Frequency (Hz) Normal MPTP Normal
M1 CORTEX
0 0.53 ± 0.06 0.51 ± 0.05 0.53 ± 0.04
50 0.70 ± 0.06 0.57 ± 0.07 0.59 ± 0.07
100 0.81 ± 0.09 – 0.62 ± 0.11
130 0.81 ± 0.08 0.74± 0.09 0.60 ± 0.09
S1 CORTEX
0 0.52 ± 0.05 0.53 ± 0.06 0.50 ± 0.05
50 0.62 ± 0.07 0.54 ± 0.09 0.55 ± 0.04
100 0.72 ± 0.06 – 0.63 ± 0.14
130 0.65 ± 0.09 0.72 ± 0.12 0.67 ± 0.07
in 0.08ms time bins in the inter-stimulus interval following each
DBS pulse, and was normalized to the pre-stimulation baseline
activity (z-score). A significant (p < 0.05) post-stimulus increase
(decrease) in neuronal activity was indicated at any lag from the
DBS pulse when the correspondent value of the z-score in the
PSTH was >1.96 (< − 1.96)
Examples of PSTH are in Figure 3 (second row) for 100-DBS-
normal in both animals. The probability of a spike increased
2–4ms after the DBS pulse, when compared with the pre-
stimulation activity, was modulated downward in the following
2–3ms, and finally increased again 7–8ms after the pulse, while
the artifact lasts ∼1ms in both cortices (Figures 3C,D top row).
In both cortices, the post-stimulus response was highly tem-
porally consistent (small jitter, Figures 3A,B,D top row), which
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Table 3 | Information Rate (IR, in bits/s) (mean ± std.dev.).
Animal A Animal B
Frequency (Hz) Normal MPTP Normal
M1 CORTEX
0 22.3± 5.7 23.9± 0.8 24.3± 0.9
50 26.5± 1.4 26.2± 0.4 26.1± 1.0
100 28.6± 2.0 – 26.8± 2.1
130 29.0± 2.6 27.0± 1.0 27.4± 1.2
S1 CORTEX
0 23.4± 2.2 23.1± 1.2 22.1± 1.5
50 27.5± 1.0 25.9± 1.0 25.0± 0.0
100 28.4± 1.1 – 26.6± 1.5
130 26.9± 1.2 26.9± 1.4 27.3± 1.0
suggests that the increased activity at 2–4ms may reflect the
activation of the neuron. This activation was presumably due to
the orthodromic response of monosynaptic connections, which
perhaps involve antidromically activated collaterals of cortical
neurons projecting to the vicinity of the STN. On the other
hand, in approximately 40% of the neurons in M1 cortex (both
animals), the activity increased about 1.2ms after the DBS
pulse (Figure 3C), which could be due to direct antidromic
activation.
Figure 3 (bottom row) shows the incidence of the post-
stimulus activation over the cortices for each DBS frequency in
both animals. In M1 cortex (Figures 3A,C), early (∼1.2ms after
the DBS pulse) and highly consistent response occurred in 40% of
neurons with 50- and 130-DBS-normal but was negligible during
100-DBS-normal (animal A: 1 out of 7 neurons; animal B: 0 out
of 9 neurons). A delayed response 2–4ms after the pulse, instead,
occurred in ∼60% of neurons with 100-DBS-normal (animal A:
4 out of 7 neurons; animal B: 5 out of 9 neurons) and 100%
of neurons with 130-DBS-normal (animal A only), but only in
30–40% of the cells under 50-DBS-normal. In S1 cortex (animal
A), the first response occurred approximately 4ms after the DBS
pulse for non-therapeutic DBS frequencies, while with 130-DBS-
normal 40–50% of neurons had a spike between 0.8 and 1.28ms
after the pulse (Figure 3B).
Interestingly, despite the shape of the PSTH was consis-
tent across the neuronal populations and the animals (e.g., see
Figures 3A–D, second row), the percentage of neurons with
significant post-stimulus activation had a different trend across
the two animals (e.g., compare Figures 3A,C, bottom row). This
can be explained by noting that the average value of the z-score in
animal B was generally lower than in animal A, which resulted in
a smaller percentage of bins with a significant modulation of the
post-stimulus activation (i.e., either z-score >1.96 or < −1.96).
The post-stimulus spiking propensity is further characterized
by the model parameters {γv}8v= 1 in (5) (Figures 5I–K), which
capture the impact of the DBS sequence. Compared with parame-
ters in (3) and (4), {γv}8v= 1 show the relative incidence of the DBS
input. Therefore, Figures 5I–K indicate that (i) the incidence of
DBS increases with the stimulation frequency over the contribu-
tions in (3) and (4) and that (ii), under HF DBS, the probability
of spiking largely depends on when the DBS pulse is delivered.
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FIGURE 3 | Response to the DBS pulse in animal A (A,B) and
B (C,D) in normal condition. First row (top): post-stimulus time
raster of a neuron in M1 (A,C) and S1 (B,D) cortex during 100Hz
STN DBS. Second row: post-stimulus time histogram (PSTH)
normalized to the pre-DBS neuronal activity for the neurons whose
raster is depicted in the top row. Grey dashed lines indicate
significance levels (±1.96). Third row (bottom): percentage of
neurons with z-score >1.96 during the inter-stimulus time interval
in M1 (A,C) and S1 (B,D) cortex for various DBS frequencies. Legend
in (A) also applies to (B–D).
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FIGURE 4 | Poisson factor and recurrent activation patterns (RPs) in M1
(A–C) and S1 (D–F) cortex in normal (black bars) and MPTP (grey bars)
conditions (animal A), both at rest (0 Hz) and under DBS (50, 100,
130Hz). (A,D) Population-mean value of the Poisson factor eσ (mean ±
S.E.M.). (B,E) Percentage of neurons with RFPs (3–7ms period). (C,F)
Percentage of neurons with long-term patterns (30–50ms period). Asterisks
indicate significant differences under DBS vs. no DBS (in A,D: t-test,
p < 0.05; in B,C,E,F: χ2-test, p < 0.05). Diamonds indicate significant
difference in MPTP vs. normal conditions (in A,D: t-test, p < 0.05: in B,C,E,F:
χ2-test, p < 0.05).
EFFECTS OF DBS ON RECURRENT ACTIVATION PATTERNS IN
NORMAL CONDITIONS
The recurrent activation patterns were classified as short-term
(i.e., period of the pattern between 3 and 7ms) or long-term
(i.e., period between 30 and 50ms) in order to capture differ-
ent simultaneous dynamics and compare their relative impact
on the neuronal population. These time periods correspond to
the parameters {βr}18r= 1 and capture both recurrent non-periodic
activations in the beta frequency band (the long-term patterns)
and fast phenomena (short-term patterns).
With 0-DBS-normal, recurrent short-term patterns [“recur-
rent fast patterns” (RFPs)] occurred in approximately 30% of
the M1 neurons in both animals (Figure 4B). Similarly, long-
term patterns were detected in both animals, but the percentage
of M1 neurons was different (animal A: 60%; animal B: 20%,
Figure 4C). Only ∼20% of S1 neurons showed recurrent activa-
tion patterns with 0-DBS-normal in both animals (Figures 4E,F).
DBS impacted both the activation patterns and the Poisson
factor eσ . In both cortices and animals, DBS decreased the aver-
age value of eσ (Figures 4A,D), which accounts for the incidence
of the history covariates and the variability of the spiking pat-
terns across the population, i.e., high values of eσ are associated
with high variability and low impact of the spiking histories. Also,
for any neuron n∗, if eσ is close to the correspondent average
discharge rate, then the spiking activity of n∗ can be approxi-
mated on average with a Poisson process with (constant) mean
λˆ = eσ, i.e., eσ measures the similarity between the neuron’s own
discharge pattern and a Poisson process.
We found that the value of eσ was lower than the average
discharge rate for all the cortical neurons, thus confirming that
the history dependency was substantial to characterize the spik-
ing propensity. Also, the Poisson factor eσ decreased with the
DBS frequency in both cortices but the reduction was significant
(p < 0.05) only with 100- and 130-DBS-normal.
In M1 cortex, DBS decreased the fraction of neurons with
recurrent patterns (Figures 4B,C): the percentage of neurons with
RFPs was lower (χ2-test, p < 0.05) under 100- vs. 0-DBS-normal,
and the percentage of neurons with long-term patterns was lower
under 50- vs. 0-DBS-normal.With 130-DBS-normal, noM1 neu-
ron in animal A and only 1 out of 9 neurons in animal B had
significant activation patterns.
Figures 5A–D show the population-mean value of the param-
eters {βr}18r = 1 vs. the history bins for the M1 cortex. The relative
impact of the RFPs vs. the long-term patterns was similar at
rest (Figure 5A) but changed under DBS. In particular, 50-DBS-
normal increased the dependency on the very recent history (last
5–6ms) and one specific recurrent long-term pattern (25–30ms
period, Figure 5B), which means that, at any time t, a spike
was likely elicited if spikes occurred 5–6ms and 25–30ms ear-
lier. 100- and 130-DBS-normal, instead, reduced the impact
of every pattern (Figures 5C,D) and, differently from 50-DBS-
normal, remarkably increased the impact of the DBS history
(Figures 5I–K), as noted in the previous section.
In S1 cortex, DBS induced mild modulation of the recurrent
activation patterns (Figures 4E,F), presumably because of smaller
impact of the spiking histories (i.e., smaller fluctuations of λO)
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FIGURE 5 | Population-mean value of the point process model
parameters for M1 cortex in normal (solid line) and MPTP
(dashed line) conditions (animal A). (A–D) Mean value of eβr ,
r = 1, . . . ,18. (E–H) Mean value of eδh , h = 1, . . . ,18. (I–K) Mean
value of eγν , ν = 1, . . . ,8. Parameters are depicted vs. the history bins
for a generic time t. Parameters in the first column were estimated at
rest (0 Hz). Parameters in the following columns were estimated under 50,
100, 130Hz STN DBS, respectively.
and higher values of the Poisson factor in S1 vs. M1 cortex, both
at rest and during DBS.
EFFECTS OF DBS ON CORTICAL ENSEMBLES IN NORMAL
CONDITIONS
For every ordered pair of neurons (n1,n2) in the same ensemble,
we inferred dependencies of n1 on n2 by looking at the parameters{
δh,n2
}18
h= 1 estimated for n1. These dependencies were classified
as short-term (lag: 3–7ms) or long-term (lag: 30–50ms), and the
number of ordered neuronal pairs included in this study is in
Table 1.
With 0-DBS-normal, approximately 35% of M1 pairs from
animal A and 20% from animal B showed recurrent dependen-
cies (Figures 6A,B). With 50- and 100-DBS-normal, the fraction
of pairs with dependencies did not significantly change compared
with 0-DBS-normal. With 130-DBS-normal, short-term depen-
dencies [“fast ensemble dependencies” (FEDs)] were suppressed
in both animals (Figure 6A), while long-term dependencies were
suppressed in animal A and affected only 15% of M1 popula-
tion in animal B (Figure 6B). In S1, no ensemble dependency was
significantly affected by the DBS frequency (Figures 6C,D).
Figures 5E–H shows the population-mean value of the param-
eters
{
δh,q
}18
h= 1 vs. the history bins at rest and during DBS
in M1 cortex. The recent spiking history (last 5–6ms) of the
ensemble had higher impact on the spiking propensity under
non-therapeutic DBS vs. no-DBS conditions, thus suggesting a
synchronous activity through the ensemble.
EFFECTS OF DBS IN MPTP vs. NORMAL CONDITIONS
In both cortices, the PSTH with 130-DBS-MPTP showed an early
temporally consistent response, which could be antidromic. The
lag between the first post-stimulus spike and the DBS pulse was
smaller with 130-DBS-MPTP than 130-DBS-normal both in M1
cortex (0.96 vs. 1.52ms) and S1 cortex (0.88 vs. 1.28ms), and the
fraction of neurons with early response was higher with 130-DBS-
MPTP than 130-DBS-normal in M1 (73 vs. 30%).
The point process model parameters show that the percent-
age of S1 neurons with RFPs and FEDs was higher (p < 0.05) in
0-DBS-MPTP than 0-DBS-normal (Figures 4E,6C), while long-
term patterns and dependencies in M1 were significantly lower
with 0-DBS-MPTP than 0-DBS-normal (Figures 4C,6B). 130Hz
STN DBS had similar effects on the neuronal dynamics in MPTP
and normal conditions (Figure 5), but the fraction ofM1 neurons
with FEDs was lower with 50-DBS-MPTP than 50-DBS-normal
(Figure 6A).
DISCUSSION
In this study we found that (i) MPTP increases the activation pat-
terns and the ensemble dependencies at rest in neurons from the
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S1 cortex of non-human primates, (ii) the effects of DBS depend
on the stimulation frequency and the disease conditions, and (iii)
therapeutic 130Hz STN DBS reduces short-term patterns and
dependencies and evokes a short-latency phase-locked increment
of the spiking activity, while non-therapeutic 50Hz DBS reduces
the burstiness of the spike trains (Gale, 2004).
Our work exploited single unit recordings and point pro-
cess models of the neuronal spike trains whose prediction power
was measured with the ROC curve and the information rate.
These measures reveal that the prediction power of the DBS input
increases with the stimulation frequency while the spike variabil-
ity (which is captured by the Poisson factor eσ) decreases under
HF DBS.
EFFECTS OF DBS ON NORMAL CORTICAL DISCHARGE PATTERNS
The analysis of the point process models (2–5) indicate that, in
the M1 cortex (normal conditions), 100–130Hz DBS suppresses
the history-dependent activation patterns and ensemble depen-
dencies, decreases the Poisson factor, and increases the impact of
the DBS history (higher AUC and IR values). These results suggest
that the likelihood of a spike in the M1 neurons becomes strictly
dependent on whether and when the DBS pulse is delivered,
while the variability of the spiking patterns across the popula-
tion decreases. Although not implying classical synchronization
(i.e., constant phase lag among spike trains), these observations
suggest that the cortical patterns stochastically depend on DBS
and the dependency increases with the stimulation frequency,
thus overriding other existing intrinsic dependencies. A reduc-
tion of the Poisson factor, on the other hand, is consistent with
the reduced variability of the STN under DBS (Gale et al., 2009)
and indicates a regularization of the cortical spiking patterns.
Pattern regularization and pattern overriding have been
speculated as potential therapeutic mechanisms of HF DBS
(Montgomery and Baker, 2000; Johnson et al., 2008;Montgomery
and Gale, 2008; Dorval et al., 2010). It has been shown that HF
regular DBS of both STN and GPi improves the PD motor symp-
toms while bursting or modulated DBS patterns (with the same
frequency and target) worsen the symptoms both in MPTP ani-
mals (Ma and Wichmann, 2004) and PD patients (Montgomery,
2005). Also, simulation studies showed that irregular neuronal
activity is associated with low information processing capacity,
whereas more regular high frequency activity increases the infor-
mation processing (Montgomery and Baker, 2000; Montgomery
and Gale, 2008). Our results, therefore, suggest that therapeu-
tic HF DBS would restore the information processing capacity of
the cortex by masking the misinformation coming from the BG-
thalamic loop with more regular patterns. These considerations,
however, cannot be conclusive as the animals in this study were
resting, so no clear prediction about the physiologic changes dur-
ing movement can be derived from this data (Montgomery and
Gale, 2008).
Our analysis shows that RFPs and FEDs are reduced more
than the long-term patterns and dependencies with 100- and
130-DBS-normal. Also, the point process models for M1 neurons
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show higher sensitivity to short-term histories and dependen-
cies during non-therapeutic DBS, and the incidence of RFPs vs.
long-term patterns increases under MPTP conditions. These facts
suggest that suppressing the RFPs and FEDs could have some
relevance for the therapeutic mechanisms of HF DBS.
The lower sensitivity to long-term patterns vs. RFPs is coun-
terintuitive because exaggerated cortical oscillations in the beta
band (15–35Hz, which is covered by the long-term patterns in
our study) have been found both in PD patients (Marsden et al.,
2001; Silberstein et al., 2005; Brown, 2007; Hammond et al., 2007)
and animal models of Parkinsonism (Goldberg et al., 2004; Mallet
et al., 2008; Degos et al., 2009) at rest, and the reduction of these
oscillations in PD patients has been found proportional to the
improvement of the motor symptoms under HF DBS (Silberstein
et al., 2005). Therefore, higher modulation of the long-term pat-
terns during HF DBS would have been expected. However, the
relationship between motor impairment and beta oscillations
under HF DBS has been determined only for some of the PD
motor symptoms (bradykinesia and rigidity) and has involved
patients with severe PD (Hammond et al., 2007), while the rela-
tionship is not univocal in untreated patients (Silberstein et al.,
2005; Hammond et al., 2007). Therefore, the exaggerated beta
oscillations could be just a manifestation of the severe motor
impairment (which does not happen in any of the conditions in
our study) and their suppression could be a secondary effect of
the overall therapeutic mechanisms of HF DBS. Also, the acti-
vation patterns and ensemble dependencies are more general
than the (stationary) notion of “oscillation.” These patterns and
dependencies, indeed, characterize the neuronal dynamics and
may capture recurrent non-periodic activation sequences in the
ensembles. Finally, differences between our study and the others
may be related to the type of signals analyzed. The studies cited
above, indeed, utilize local field potentials, which reflect aver-
aged synaptic-driven activities in the dendrites (Lopes da Silva,
1991) and represent neuronal input over relatively large tissue
volumes. Our study, instead, uses extracellular action potentials
(spike trains), which reflect highly spatially-restricted neuronal
outputs.
The physiological origins of these sequences, however, remain
unclear. They could be due to orthodromic stimuli from
the cortico-BG-thalamo-cortical loop (Hashimoto et al., 2003;
Nishibayashi et al., 2011) or to patterned synaptic sequences
from cortico-cortical networks [e.g., synfire chains, (Ikegaya et al.,
2004), collective dynamics (Truccolo et al., 2010), etc.].
The abundance of RFPs, however, would be hardly concili-
ated with synfire chains or BG-thalamic projections, as the period
(3–7ms), which roughly indicates the most likely latency between
two consecutive spikes, is close to the time of monosynaptic
activation, whereas both mechanisms are polysynaptic. On the
other hand, it could be possible that the polysynaptic activation is
shortened because of a persistent depolarized state of the neurons,
but our data indicates that, under HF DBS, the discharge rate
is comparable or even higher than before stimulation, while the
RFPs are suppressed. Finally, because we used regular DBS instead
of bursts or randompulses, we cannot rule out the possibility that,
under HF DBS, the latency between each DBS pulse and the cor-
respondent effects is longer than the inter-pulse interval, i.e., we
do not know whether the suppression of an activation pattern is
due to the most recent DBS pulse or the pulse preceding the most
recent one. In the latter case, the suppression of the RFPs under
HF DBS could still be due to the block of polysynaptic mecha-
nisms, although this would be hardly conciliated with the results
under 50-DBS-normal (i.e., suppression of neuronal activity but
mild change in RFPs).
A plausible, although purely speculative, interpretation could
be that these short-term patterns are due to mechanisms intrin-
sic to the neuronal membranes (e.g., post-refractory period
rebound), which are activated by random spikes elicited by mul-
tiple, phase-unlocked synaptic inputs (e.g., distal cortical neuron,
thalamic projections, etc.). In this case, DBS would affect the neu-
ronal membranes by shifting the rebound timing. For example,
according to the PSTHs in Figure 3 and the model parameters
in Figure 5, the likelihood of a spike is significantly high ∼4ms
after a DBS pulse. This means that, if a spike occurred approx-
imately 4ms after a pulse, the rebound would occur 8–11ms
after the pulse and would be covered by the artifact of the next
DBS pulse if the stimulation frequency is above 100Hz, thus
explaining the reduction in RFPs. Also, these changes deal with
non-stationary phenomena and therefore have a minor impact
on average measures.
Another important issue here is whether reinforcement mech-
anisms were evoked byDBS.We reported that 130HzDBS evoked
highly temporally consistent short-latency responses in both cor-
tices, which would rule out intervening synapses or BG-thalamo-
cortical projections, and are most consistent with antidromic
activation (Montgomery, 2006; Johnson et al., 2009). 50–100Hz
DBS, instead, elicited responses with longer latency and more
temporal variability, which suggest monosynaptic orthodromic
activation. Finally, the percentage of spike-evoking pulses was
low for every DBS frequency, but higher during HF DBS in both
animals (<2% with 50Hz DBS; 5–12% with 100–130Hz DBS).
We argue that the antidromic activation elicits a significant
response only in a few neurons, while the monosynaptic ortho-
dromic activation has a stronger impact and may be facilitated
by recurrent patterns from thalamus, which would determine
a depolarized state (Montgomery, 2004). In this case, dur-
ing 130Hz DBS, the antidromic stimulus elicited by a generic
pulse n would overlap with the orthodromic effects of pulse
n-2 and would reinforce the response to pulse n (Montgomery,
2004). This reinforcement, which has been speculated for long
time without cortical evidence (Bar-Gad and Bergman, 2001;
Montgomery, 2004), would represent a systems effect of DBS
(Montgomery and Gale, 2008), is consistent with our frequency-
dependent PSTHs, and would explain both the higher impact of
the DBS history on the spike trains and the suppression of RFPs
and FEDs.
MPTP vs. NORMAL CONDITIONS
Recordings after MPTP treatment were performed in animal A
only and resulted in smaller sets of neurons. Nevertheless, our
study indicates that, at rest, (i) there was a larger fraction of
S1 neurons with recurrent patterns and dependencies, (ii) the
history dependencies had a stronger impact on the spike propen-
sity (Figure 5), (iii) the ratio between the fractions of neurons
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with short- and long-term activation patterns was higher and
the Poisson factor was lower after the MPTP treatment (both
cortices).
These results suggest higher synchronization in S1 cortex and
higher sensitivity to the ensemble activity in M1 cortex at rest
under MPTP conditions. Also, the spiking propensity of the M1
neurons at rest is modulated similarly by short- (last 5–6ms)
and long-term spiking histories, and the fraction of neurons with
long-term activation pattern reduce under MPTP, thus becoming
similar to the fraction of neurons with short-term patterns. This
lack of preferred patterns could be due to the suppression of long-
term dependencies, which could originate from thalamo-cortical
polysynaptic projections.
Finally, the average model parameters correspondent to
short-term patterns and ensemble dependencies (10–15ms
lag) are larger under 130-DBS-MPTP than 130-DBS-normal
(Figures 5D,H,K). This suggests that, under MPTP conditions,
the response to HF DBS likely consists of a burst of a few spikes
(3–4 at least, which covers a window of 10–15ms) that are simul-
taneously fired by all the neurons in the same ensemble. Such
a response could be an effect of the increased cortical synchro-
nization and could involve sub-threshold depolarization mecha-
nisms (e.g., calcium-mediated rebound activation phenomena),
which would be consistent with a decreased MPTP-mediated
cortical activity, as indicated by the lower value of the Poisson
factor.
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