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In a fluid subject to a magnetic field the viscous stress tensor has a dissipationless antisymmetric
component controlled by the so-called Hall viscosity. We here propose an all-electrical scheme that
allows a determination of the Hall viscosity of a two-dimensional electron liquid in a solid-state
device.
I. INTRODUCTION
Electron systems roaming in a crystal where the mean
free path for electron-electron collisions is the shortest
length scale of the problem can be described by conser-
vation laws for macroscopic collective variables1–25. Such
non-perturbative hydrodynamic description relies on the
knowledge of a small number of kinetic coefficients26,
i.e. the bulk ζ and shear η viscosities and the thermal
conductivity κ. In the presence of time-reversal symme-
try, these fully determine the response of the electron
system to slowly-varying external fields. However, when
time-reversal symmetry is broken (for example due to the
presence of an external magnetic field), a dissipationless
term, controlled by the so-called Hall viscosity27–38 ηH,
appears in the viscous stress tensor26 σ′ij . In two spatial
dimensions one has
σ′ij =
∑
k,`
ηij,k`vk` , (1)
where i, j, k and ` denote Cartesian indices, vk` ≡ (∂kv`+
∂`vk)/2, and ηij,k` is a rank-4 tensor, usually called “vis-
cosity” tensor34,
ηij,k` ≡ ζδijδk` + η(δikδj` + δi`δjk − δijδk`)
+ ηH(δjki` − δi`kj) . (2)
In Eq. (2), ηH parametrizes the portion of ηij,k` which is
antisymmetric with respect to the exchange ij ↔ k` and
is non-zero only when time-reversal symmetry is broken.
Recent theoretical and experimental work has at-
tracted interest in the flow of viscous electron liquids. In
particular, two experiments39,40 in high-quality encap-
sulated graphene sheets have demonstrated two unique
qualitative features of viscous electron transport (nega-
tive quasi-local resistance39 and super-ballistic electron
flow40), providing, for the first time, the ability to di-
rectly measure the dissipative shear viscosity η of a two-
dimensional (2D) electron system. A different experi-
ment41 has shown that near charge neutrality, electron-
electron interactions in graphene are strong enough to
yield substantial violations of the Wiedemann-Franz law.
Evidence of hydrodynamic transport has also been re-
ported in quasi-2D channels of palladium cobaltate42. In-
terestingly, also hydrodynamic features of phonon trans-
port have been recently discussed in the literature43,44.
(a)
(b)
FIG. 1. (Color online) A sketch of the non-local transport se-
tups analyzed in this work. All setups have infinite length in
the xˆ direction and finite width W in the yˆ direction. Panel
(a) illustrates the “transverse” geometry22,23. In this setup,
current is injected into (extracted from) the green (blue) elec-
trode located at x = 0, y = 0 (x = 0, y = W ). Panel (b) illus-
trates the “vicinity” geometry17,23,39. In this setup, current
is injected into (extracted from) the green (blue) electrode
located at x = 0 (x = x0 < 0) and y = 0.
In this work, we focus on the role of the Hall viscosity
ηH on the non-local electrical transport characteristics of
2D electron systems subject to a perpendicular magnetic
field. Solving suitable magneto-hydrodynamic equations
for the rectangular geometries sketched in Fig. 1, we
demonstrate how one can directly measure ηH by purely
electrical non-local measurements.
Our Article is organized as follows. In Sect. II we re-
view the theory of magneto-hydrodynamic transport in
viscous 2D electron systems. In Sect. III we present the
solution of the magneto-hydrodynamic equations in the
case of a rectangular setup, with infinite length in the
xˆ direction and finite width in the yˆ direction, in the
presence of a single current injector on one side of the
setup. This solution is then used in Sect. IV as a build-
ing block to construct the solutions for the “transverse”
and “vicinity” geometries, sketched in Figs. 1 (a) and (b),
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2respectively. Finally, in Sect. V we summarize our prin-
cipal findings and draw our main conclusions. Detailed
microscopic derivations of the magneto-hydrodynamic
equations and of the corresponding boundary conditions
are reported in Appendices A and B, respectively. Ap-
pendix C discusses how the solution of Eqs. (3)-(4)
changes due to a change in the boundary conditions.
II. MAGNETO-HYDRODYNAMIC THEORY OF
NON-LOCAL TRANSPORT
In the linear-response and steady-state regimes, elec-
tron transport in the hydrodynamic regime in the pres-
ence of a static magnetic field B = Bzˆ is described by
the continuity equation
∇ · J(r) = 0 , (3)
and the Navier-Stokes equation
−∇P (r)+∇·σ′(r)+en¯∇ϕ(r)− e
c
J(r)×B = m
τ
J(r) .
(4)
Here, J(r) = n¯v(r) is the particle current density, v(r)
is the fluid element velocity, n¯ is the ground-state uni-
form density, P (r) is the pressure, σ′(r) is the viscous
stress tensor whose Cartesian components have been ex-
plicitly reported in Eqs. (1)-(2), ϕ(r) is the 2D electro-
static potential in the plane where electrons move, −e
is the electron charge, m is the electron effective mass,
and τ is a phenomenological transport time describing
momentum-non-conserving collisions17 (e.g. scattering of
electrons against acoustic phonons). The gradient of
the pressure is proportional to the gradient of the den-
sity via ∇P (r) = (B/n¯)∇n(r), where B = n¯2/N0 is
the bulk modulus45 of the homogeneous electron liquid,
N0 being the density of states at the Fermi energy45.
It is useful to define the electrochemical potential as
φ(r) = ϕ(r) + δµ(r)/(−e) where δµ(r) = [n(r)− n¯]/N0
is the chemical potential measured with respect to the
equilibrium value, e.g. µ¯ = ~vF
√
pin¯ for the case of
single-layer graphene46 and µ¯ = ~2pin¯/(2m) for bilayer
graphene46. Since experimental probes are usually sensi-
tive to φ(r), from now on we will focus our attention on
the electrochemical potential rather than on ϕ(r).
We now note that the viscous stress tensor in Eqs. (1)-
(2) can be written in the following compact form
σ′ = (η + iηHτy)[(∂xvx − ∂yvy)τz + (∂xvy + ∂yvx)τx]
+ ζ∇ · v , (5)
where τi with i = x, y, z are standard 2 × 2 Pauli ma-
trices acting on Cartesian indices. As in Eq. (4) above,
in the linear-response and steady-state regimes we can
write v(r) = J(r)/n¯. We then note that the bulk vis-
cosity ζ couples to ∇ · J , which vanishes because of the
continuity equation (3). The bulk viscosity term in the
viscous stress tensor therefore drops out of the problem
at hand. In summary, Eq. (5) simplifies to:
σ′ = m(ν + iνHτy)[(∂xJx − ∂yJy)τz + (∂xJy + ∂yJx)τx] ,
(6)
where ν ≡ η/(mn¯) is the kinetic shear viscosity and νH ≡
ηH/(mn¯) is the kinetic Hall viscosity. Replacing Eq. (6)
into Eq. (4) and introducing the electrochemical potential
φ(r), we can write the Navier-Stokes equation (4) as
σ0
e
∇φ(r) = (1−D2ν∇2)J(r)+ωcτ
(
1 +D2H∇2
)
J(r)×zˆ ,
(7)
where σ0 = ne
2τ/m, Dν ≡
√
ντ has been introduced in
Refs. 17, 23, and 39, DH ≡
√−νH/ωc, and ωc ≡ eB/(mc)
is the usual cyclotron frequency. As we will see below, νH
and ωc have opposite signs so that DH is a well defined
length scale. Notice that the Hall viscosity parametrizes
a correction to the ordinary Lorentz force due to the spa-
tial dependence of the velocity v(r).
We now resort to useful results of semiclassical Boltz-
mann transport theory (see Appendix A), which capture
the dependence of the shear and Hall viscosities on the
magnitude of the applied magnetic field47:
ν = ν0
B20
B20 +B
2
(8)
νH = −ν0 BB0
B20 +B
2
, (9)
where ν0 is the kinematic shear viscosity at zero magnetic
field and B0 ≡ cn¯/(4eN0ν0) is a characteristic magnetic
field. For example, for bilayer graphene46 with carrier
density n¯ = 1012 cm−2, we find B0 ≈ 0.1 Tesla for39,40
ν0 ≈ 0.1 m2/s. For the same set of parameters and |B| 
B0, we find DH ≈ 1 µm. Despite Eq. (9) has been derived
in the weak-field limit, it yields sensible results even for
high magnetic fields. In the limit |B|  B0, indeed, we
find νH ≈ −sgn(B)`2Bn¯/(4~N0), `B =
√
c~/(e|B|) being
the magnetic length, in agreement with the quantum Hall
regime results derived in Ref. 35.
Since all the setups in Fig. 1 are translationally-
invariant in the xˆ direction, it is useful to introduce the
following Fourier Transforms17,23 (FTs) with respect to
the spatial coordinate x: φ˜(k, y) =
∫ +∞
−∞ dx e
−ikxφ(r)
and J˜(k, y) =
∫ +∞
−∞ dx e
−ikxJ(r). The three coupled
partial-differential equations (3)-(4) can be combined
into a 4 × 4 system of first-order ordinary differential
equations:
∂yw(k, y) =M(k)w(k, y) , (10)
where w(k, y) is a four-component vector, i.e. w(k, y) =
[kJ˜x(k, y), kJ˜y(k, y), ∂yJ˜x(k, y), en¯φ˜(k, y)/(mν)]
T, and
3M(k) = k
 0 0 1 0−i 0 0 01 + 1/(kDν)2 νr + ωcτ/(kDν)2 iνr −i
(νr − ωcτ)/(kDν)2 1 + ν2r + (1 + νrωcτ)/(kDν)2 i(1 + ν2r ) −iνr
 , (11)
where νr ≡ νH/ν. The matrix M(k) has four eigenval-
ues: λ1/2(k) = ±|k| and λ3/4(k) = ±q, where we have
introduced the shorthand
q ≡
√
k2 + 1/D2ν . (12)
The corresponding eigenvectors are:
w1/2(k) =

i
±sgn(k)
±isgn(k)
1∓isgn(k)ωcτ
D2νk
2
 , w3/4(k) =

±kq
−ik2q2
1
(νr−ωcτ)
D2νq
2
 .
(13)
Note that the eigenvalues are independent of the cy-
clotron frequency and Hall viscosity, while the eigenvec-
tors explicitly depend on them. The general solution of
Eq. (10) can be therefore written as a linear combination
of exponentials of the form
∑4
j=1 aj(k)wj(k) exp(λjy).
The four coefficients aj(k) can be determined from the
enforcement of suitable boundary conditions (BCs).
III. SINGLE-INJECTOR SETUP
We consider a single current injector in a rectangu-
lar setup with infinite length in the xˆ direction and fi-
nite width W in the yˆ direction. This plays the role
of “building block”, allowing us to solve the magneto-
hydrodynamic problem posed by Eqs. (3)-(4) in more
complicated setups like the ones sketched in Figs. 1(a)
and (b).
A current injector is mathematically described by the
usual point-like BC for the component of the current den-
sity perpendicular to the y = 0 edge:
Jy(x, 0) = −Iδ(x)/e , (14)
where I in the dc drive current48. On the edge opposite
to the injector (i.e. at y = W ), the orthogonal component
of the current density must vanish:
Jy(x,W ) = 0 . (15)
The solution of the viscous problem requires additional
BCs on the tangential components of the current density
at both edges. We impose that the current density on
the boundary Ω of the sample is proportional to the off-
diagonal component of the stress17,23:
[eˆt · (σˆ′ · eˆn) + (mν/`b)eˆt · J ]Ω = 0 , (16)
where eˆn denotes the outer normal unit vector to the
boundary, eˆt = eˆn× zˆ, and `b is the so-called “boundary
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
x/W
−0.2
0.0
0.2
0.4
0.6
0.8
r ±
A
(x
)/
ρ
ν
(a)
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
x/W
−0.015
−0.010
−0.005
0.000
0.005
0.010
0.015
r ±
S
(x
)/
ρ
ν
(b)
FIG. 2. (Color online) Panel (a) [Panel (b)] shows the
inverse Fourier Transform of r˜±A(k) [r˜±S(k)] in units of
ρν = mW
2/(n¯e2ν) and plotted as a function of x/W . Re-
sults in both panels refer to a bilayer graphene sample with
W = 2.5 µm, n¯ = 1012 cm−2, B = 0.1 B0, ν0 = 0.1 m2/s,
and free-surface BCs (`b = ∞). Different colors refer to dif-
ferent values of τ . Black: τ = 2 ps. Red: τ = 200 ps. Solid
lines refer to r˜+A(x) and r˜+S(x). Dashed lines to r˜−A(x) and
r˜−S(x).
slip length”. Using Boltzmann equation and the well-
known Reuter-Sondheimer model of boundary scatter-
ing49, we obtain (Appendix B)
`b =
ν
vF
6pi
9pi2 − 32
(1 + p)
(1− p) , (17)
where 0 ≤ p ≤ 1 is the probability of specular scatter-
ing for an electron at the boundary49. Here, p = 1 for
perfectly specular scattering and p = 0 for completely
diffusive scattering. Eq. (17) shows that `b depends
on both electron-electron scattering, through ν, and
electron-boundary scattering, through p. The bound-
ary slip length diverges for p → 1, recovering the free-
surface BC17,23, while it remains finite in the limit p→ 0,
4i.e. limp→0 `b ' 0.1 `ee, where `ee is the electron-electron
scattering length50. (In deriving the last result we have
used ν ' vF`ee/4, see Appendix A.) For completely diffu-
sive scattering, `b is therefore ten times smaller than the
electron-electron scattering length. Since the latter quan-
tity is much smaller than the macroscopic length scales
of hydrodynamic electron flow, `b is negligibly small for
p → 0 and we obtain the no-slip BC17,22. Although
Eq. (17) has been obtained by using a very simple model
for boundary scattering49, we believe that more refined
models will yield different numerical values for `b but will
likely not change neither the structure of Eq. (16) nor the
qualitative conclusions we just drew.
For the setups in Fig. 1, we have eˆn = yˆ (eˆn = −yˆ) for
the upper (lower) edge at y = W (y = 0), respectively.
In FT with respect to x, the BCs become
∂yJ˜x(k, 0) + ikJ˜y(k, 0) = (2ikνr + `
−1
b )J˜x(k, 0) , (18)
J˜y(k, 0) = −I/e , (19)
∂yJ˜x(k,W ) = (2ikνr − `−1b )J˜x(k,W ) , (20)
J˜y(k,W ) = 0 . (21)
In the remainder of this Section, we consider the case of
free-surface BCs17,23, which are obtained by taking the
limit `b → +∞. This choice is physically justified by the
measured39 monotonic temperature dependence (i.e. no
Gurzhi effect) of the ordinary longitudinal resistance in
the linear-response regime and in the case of a uniform
steady-state flow. For more details, we refer the reader to
Refs. 17, 23, and 39. To study the impact of a boundary
slip length `b < +∞, we have carried out the same cal-
culations described in this Section in the opposite limit,
i.e. for `b = 0 (See Appendix C). The results obtained
for `b → +∞ and `b = 0 are compared in Sect. IV, see
Fig. 3.
The FT of the electrochemical potential along the
edges reads as following:
φ˜+(k) ≡ φ˜(k, 0) =
=
Iρ0
k
{
sinh(q¯)[(1 + 2D2νk
2) cosh(k¯) + iωcτ sinh(k¯)] + i4νHντ
2k2q{q sinh(k¯) sinh(q¯)− k[cosh(k¯) cosh(q¯)− 1]}
+ i2ν2Hτ
2k2
{
2kq(2ωcτ − νr)[1− cosh(k¯) cosh(q¯)]− sinh(q¯){iD−2ν cosh(k¯)− 2 sinh(k¯)[k2(ωcτ − νr) + q2ωcτ ]}
}}
×
{
sinh(k¯) sinh(q¯) + 4ν2Hτ
2k2{(2k2 +D−2ν ) sinh(k¯) sinh(q¯) + 2kq[1− cosh(k¯) cosh(q¯)]}
}−1
,
(22)
φ˜−(k) ≡ φ˜(k,W ) = Iρ0
k
{
(1 + 2D2νk
2) sinh(q¯) + 2νHτk
2{νr sinh(q¯) + 2ikqD2ν(1 + ν2r )[cosh(k¯)− cosh(q¯)]}
}
×
{
sinh(k¯) sinh(q¯) + 4ν2Hτ
2k2{(2k2 +D−2ν ) sinh(k¯) sinh(q¯) + 2kq[1− cosh(k¯) cosh(q¯)]}
}−1
,
(23)
where k¯ = kW , q¯ = qW , ρ0 = σ
−1
0 , and σ0 = n¯e
2τ/m
represents a Drude-like conductivity. It is useful to ex-
press the edge electrochemical potentials (22)-(23) as
φ˜+(k) = I[r˜+(k)−iρH/k+2iρνHkW 2+ r˜+S(k)+ r˜+A(k)] ,
(24)
φ˜−(k) = I[r˜−(k) + r˜−S(k) + r˜−A(k)] , (25)
where ρH = −mωc/(n¯e2) = B/(−en¯c), and ρνH =
mνH/(n¯e
2W 2) = ρHD
2
H/W
2. The former quantity is
the usual Hall resistivity. The resistances r˜±(k) physi-
cally represent the solutions at zero magnetic field17,23
and are given by
r˜+(k) =
ρ0 + 2ρνk
2W 2
k tanh(kW )
(26)
and
r˜−(k) =
ρ0 + 2ρνk
2W 2
sinh(kW )k
, (27)
where ρν = mν/(n¯e
2W 2). The inverse FT of r˜+(k) and
r˜+(−) can be calculated analytically. We find
r+(x) = − ρ0
2pi
ln
[
sinh2
( pix
2W
)]
− piρν
2 sinh2
(
pix
2W
) (28)
and
r−(x) = − ρ0
2pi
ln
[
cosh2
( pix
2W
)]
+
piρν
2 cosh2
(
pix
2W
) . (29)
In Eqs. (24) and (25), the quantity r˜±S(k) (r˜±A(k)) is
a real (imaginary) function and it is non zero only for a
finite value of the kinematic Hall viscosity νH.
5Furthermore, r˜±S(k) (r˜±A(k)) is even (odd) under the
exchange k → −k, implying that the corresponding in-
verse FTs are even (odd) real functions of the coordinate
x. At zero magnetic field, ωc and νH vanish, implying
that r˜±S(k) = 0 and r˜±A(k) = 0.
After straightforward mathematical manipulations, we
find:
φ+(x) = I
{
− ρ0
2pi
ln
[
sinh2
( pix
2W
)]
− piρν
2 sinh2
(
pix
2W
)
+
ρH
2
sgn(x) + 2ρνHδ
′
( x
W
)
+ r+S(x) + r+A(x)
}
(30)
and
φ−(x) = I
{
− ρ0
2pi
ln
[
cosh2
( pix
2W
)]
+
piρν
2 cosh2
(
pix
2W
)
+ r−S(x) + r−A(x)
}
,
(31)
where the third term on the right hand side of Eq. (30)
is the usual contribution due to the Lorentz force, the
fourth term in the same equation is a singular contribu-
tion (proportional to the derivative of the Dirac delta
function) localized at the position of the injector and
due to the Hall viscosity, while r±S(x) and r±A(x) are
the inverse FTs of r˜±S(k) and r˜±A(k), which must be
calculated numerically. Fig. 2(a) (Fig. 2(b)) shows the
resistance r±A(x) (r±S(x)), in units of ρν , plotted as a
function of x/W . These calculations refer to the massive
(m = 0.03 me, where me is the bare electron mass in vac-
uum) chiral 2D electron system46 in a bilayer graphene
sample with W = 2.5 µm, n¯ = 1012 cm−2, B = 0.1 B0,
ν0 = 0.1 m
2/s, with the black lines referring to τ = 2 ps
and the red lines to the ultra-clean limit, τ = 200 ps.
The quantities r+A(x) and r+S(x) are denoted by solid
lines, while r−A(x) and r−S(x) are denoted by dashed
lines. For small magnetic fields and in the ultra-clean
τ → ∞ limit we can linearize r±A(x) with respect to B
and 1/τ , obtaining the following analytical expressions:
r+A(x) ≈ ρνHW
2
4D2ν
[
coth
( pix
2W
)
− sgn(x)−
pix
2W
sinh2
(
pix
2W
)]
(32)
and
r−A(x) ≈ ρνH
[
pi2 tanh
(
pix
2W
)
2 cosh2
(
pix
2W
) − piWx
8D2ν cosh
2
(
pix
2W
)] , (33)
which are in excellent agreement with the numerical re-
sults shown for τ = 200 ps in Fig. 2(a). In the limit
B/B0  1, the quantities r˜±S(k) start at order (B/B0)2.
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FIG. 3. (Color online) Panel (a) The transverse resistance
difference (37), in units of ρν , plotted as a function of x/W .
Panel (b) The vicinity resistance difference (42), in units of ρν ,
plotted as a function of x/W . Results in both panels refer to
a bilayer graphene sample with W = 2.5 µm, n¯ = 1012 cm−2,
B = 0.1 B0, and ν0 = 0.1 m
2/s. Different colors refer to
different values of τ . Black: τ = 2 ps. Red: τ = 200 ps.
Solid lines refer to `b → ∞ (free-surface BCs). Dashed lines
to `b → 0 (no-slip BCs).
IV. NON-LOCAL RESISTANCES AND THE
HALL VISCOSITY
We now turn to discuss explicitly the impact of the Hall
viscosity on non-local electrical transport measurements
carried out in the two setups sketched in Fig. 1(a) and
(b). We start from the setup depicted in Fig. 1(a), where
the current I is injected into the green electrode at x = 0
and y = 0, and extracted from the blue electrode at
x = 0 and y = W . As in the case of the single-injector
setup we just discussed, we treat each electrode with the
usual point-like BC for the component of current density
orthogonal to the edge.
Exploiting the linearity of the problem, it is possible
to write the electrochemical potentials along the edges of
the setup in Fig. 1(a) in terms of the potentials φ+(x)
and φ−(x) along the lower and upper edges of the single-
injector setup, respectively:
φ(x, 0) = φ+(x)− φ−(−x) , (34)
φ(x,W ) = φ−(x)− φ+(−x) . (35)
6We remind the reader that φ+(x) and φ−(x) are the in-
verse FTs of φ˜+(k) and φ˜−(k), respectively. For the case
of the free-surface BCs (`b → +∞), explicit expressions
for the latter quantities have been given in Eqs. (22)
and (23). For the no-slip BCs, we refer the reader to
Eqs. (C1)-(C7) in Appendix C.
We now introduce the “transverse” non-local resis-
tance, which is measured in the setup sketched in
Fig. 1(a), as
RT(x) ≡ φ(x, 0)− φ(−x, 0)
I
= ρHsgn(x) + 4ρνHδ
′
( x
W
)
+ 2[r+A(x) + r−A(x)] .
(36)
We note that RT(x) → ρHsgn(x) for |x|  W , because,
in the same limit, [r+A(x) + r−A(x)]→ 0, independently
of the value of `b. In order to have a clear signature of the
Hall viscosity it is therefore convenient to perform two
measurements of the transverse resistance RT, i.e. one
at position 0 < x . W and a second one at position
x′ W . The difference
∆RT(x) ≡ RT(x)− lim
x′→∞
RT(x
′) = 2[r+A(x) + r−A(x)]
(37)
is independent of ρH and non-zero only in the presence of
a finite Hall viscosity. Results in the transverse geometry
show a weak dependence on the BCs (16). Fig. 3(a)
shows the quantity ∆RT(x) as a function of x/W , as
calculated by using the BCs (16) in the two limiting cases,
`b → +∞ (solid lines) and `b → 0 (dashed lines). For the
calculations we have used two different values of τ : τ =
2 ps (black) and τ = 200 ps (red). From Fig. 3 we clearly
see a weak dependence of ∆RT(x) on `b, independently
of the value of τ .
We now follow similar algebraic steps for the setup in
Fig. 1(b). In this case the current I is injected into the
green electrode at x = 0 and y = 0, and extracted from
the blue electrode at x = x0 < 0 and y = 0. We find
φ(x, 0) = φ+(x)− φ+(x− x0) , (38)
φ(x,W ) = φ−(x)− φ−(x− x0) . (39)
We define the “vicinity” resistance17,23,39 as
RV(x) ≡ φ(x, 0)− φ(x
′ → +∞, 0)
I
. (40)
The mathematical expression of RV(x) notably simplifies
in the limit x0 → −∞, becoming
RV(x) = r+(x) +
ρ∗x
2W
+ r+A(x) + r+S(x)
− [r+A(+∞) + r+S(+∞)] ,
(41)
where x > 0 and the resistance ρ∗ is obtained by the
asymptotic relation ρ∗ = −2W limx→∞ r+(x)/|x|. In the
limit `b → ∞ (i.e. free-surface BCs) and using Eq. (30)
we find ρ∗ = ρ0. In the opposite limit, `b → 0 (i.e. no-
slip BCs), we find ρ∗ = ρ0{1−2Dν/W tanh[W/(2Dν)]}−1
(see Appendix C).
Since we are interested in the impact of the Hall viscos-
ity on hydrodynamic electrical transport, it is useful to
concentrate our attention on the difference between the
vicinity resistance in the presence of an applied magnetic
field and in the absence of it:
∆RV(x) ≡ RV(x)−RV(x)|B=0 . (42)
The vicinity geometry displays a non-trivial dependence
on the BCs (16). In Fig. 3(b) we show the quantity
∆RV(x) as a function of x/W , as calculated by using
the BCs (16) in the two limiting cases, `b → +∞ (solid
lines) and `b → 0 (dashed lines). As in panel (a) of the
same figure, we have carried out calculations for two dif-
ferent values of τ : τ = 2 ps (black) and τ = 200 ps (red).
In the ultra-clean limit (τ = 200 ps) the dependence of
∆RT(x) on `b is large. Indeed, by comparing the so-
lutions with free-surface and no-slip BCs, we note from
Fig. 3(b) that even the sign of ∆RT(x) depends on `b.
Before concluding, in Fig. 4(a) and (b) we illustrate
the dependence of ∆RT(x) and ∆RV(x) on B/B0, re-
spectively. In this case, these quantities have been cal-
culated by using the free-surface BCs and evaluated at a
given position x . W . In the weak-field B  B0 limit,
∆RT is given by the product of ρνH and a function that
depends only on x, τ , and ν(B = 0). A measurement of
∆RT therefore yields immediately the value of the Hall
viscosity, provided that τ is measured from the ordinary
longitudinal resistance39 ρxx and ν(B = 0) from one of
the protocols discussed in Refs. 39 and 40. We emphasize
that this way of accessing νH is insensitive to the classical
Hall resistivity ρH and to ballistic effects like transverse
magnetic focusing51. The latter statement holds true as
long as νH is extracted from a measurement of ∆RT at
values of B that are well below those that are necessary to
focus electron trajectories51,52, for typical sample sizes.
The vicinity geometry is in practice less convenient to
probe νH. This is because—as seen in Fig. 4(b)—the
range of values of B/B0 over which ∆RV depends on
B solely through the Hall viscosity is smaller than in
the highly-symmetric geometry shown in Fig. 1(a). We
also mention once more that the geometry sketched in
Fig. 1(a) is more convenient for accessing νH with re-
spect to the one in Fig. 1(b), because in the former one
the detailed nature of BCs does not influence in a sig-
nificant matter the role played by the Hall viscosity on
non-local electrical measurements. In other words, in the
case of Fig. 1(a) and corresponding ∆RT(x), a precise
estimate of `b is unnecessary. This is at odds with a re-
cently studied geometry38, where the impact of νH on the
electrochemical potential at the boundaries of the setup
exists only for finite values of the boundary slip length
(`b < +∞). In our case, the electrochemical potential
at the boundaries depends non-trivially on νH for both
free-surface (`b = +∞) and no-slip (`b = 0) BCs.
7−0.50 −0.25 0.00 0.25 0.50
B/B0
−8
−6
−4
−2
0
2
4
∆
R
T
/ρ
ν
H
(a)
−0.50 −0.25 0.00 0.25 0.50
B/B0
−10
−8
−6
−4
−2
0
2
4
6
∆
R
V
/ρ
ν
H
(b)
FIG. 4. (Color online) Panel (a) The transverse resistance
difference (37), in units of ρνH and evaluated at x = 0.25 W ,
is plotted as a function of B/B0. Panel (b) The vicinity
resistance difference (42), in units of ρνH and evaluated at
x = 0.25 W , is plotted as a function of B/B0. Results in both
panels refer to a bilayer graphene sample with W = 2.5 µm,
n¯ = 1012 cm−2, and ν0 = 0.1 m2/s. All results shown in
this figure have been evaluated by using the free-surface BCs
(`b = +∞). Solid line: τ = 2 ps. Dash-dotted line: τ = 20 ps.
Dashed line: τ = 200 ps.
V. SUMMARY AND CONCLUSIONS
In summary, we have proposed an all-electrical scheme
that allows a determination of the Hall viscosity νH of
a two-dimensional electron liquid in a solid-state device.
We have carried out extensive calculations for two device
geometries, illustrated in Figs. 1(a) and (b), and a fam-
ily of boundary conditions, reported in Eq. (16), which
depends on one parameter, the so-called boundary slip
length `b. The latter allows to interpolate between the
widely used no-slip (`b = 0) and free-surface (`b = +∞)
boundary conditions.
We have demonstrated that the transverse geometry
in Fig. 1(a) is particularly suitable for extracting νH
from experimental data. Indeed, we have shown that a
measurement of ∆RT(x)—Eq. (37)—yields immediately
the value of the Hall viscosity, provided that τ is mea-
sured from the ordinary longitudinal resistance39 ρxx and
ν(B = 0) from one of the protocols discussed in Refs. 39
and 40. We have also shown that ∆RT(x) is insensitive
to the value of the boundary slip length, a finding that
further enforces the robustness of this quantity as a di-
agnostic tool of the Hall viscosity.
Note added.—While preparing this manuscript we be-
came aware of related work53 where the effect of the Hall
viscosity on the dc flow of an electron fluid was studied
by neglecting the impact of momentum-non-conserving
collisions.
ACKNOWLEDGMENTS
This work was supported by Fondazione Istituto Ital-
iano di Tecnologia and the European Union’s Horizon
2020 research and innovation programme under grant
agreement No. 696656 “GrapheneCore1”.
Appendix A: Derivation of the linearized
hydrodynamic equations from the semiclassical
Boltzmann equation
For sufficiently long-wavelength (λ 2pi/kF) and low-
frequency (ω  2EF/~, where EF is the Fermi energy)
perturbations, the response of a 2D electron system can
be described by using the semiclassical Boltzmann equa-
tion54:
[∂t + vp · ∇p + F (r,p, t) · ∇r]f(r,p, t) =
= S{f}(r,p, t) , (A1)
where vp ≡ ∇pp is the electron velocity, p being the
band energy, F (r,p, t) = −e[E(r, t) + vp × B(r, t)/c]
is the total force acting on electrons, B(r, t) = zˆB(r, t)
being the external magnetic field, and S{f}(r,p, t) is the
collision integral. The latter describes all types of elec-
tron collisions, i.e. electron-electron, electron-phonon,
and electron-impurity collisions.
We solve Eq. (A1) by using the following Ansatz:
f(r,p, t) = f0(p)− f ′0(p)F(r, θp, t) , (A2)
where f0() = {exp[( − µ¯)/(kBT )] + 1}−1 is the equi-
librium Fermi-Dirac distribution function, f ′0() is its
derivative with respect to the energy , and θp is the
polar angle of the vector p.
Retaining only terms that are linear with respect to
F(r, θp, t), assuming a uniform and static magnetic field,
and Fourier transforming with respect to time, we obtain
the following equation for F(r, θp, ω):
− iωF(r, θp, ω) + vp · [∇F(r, θp, ω) + eE(r, ω)] + ωc∂θpF(r, θp, ω) = Sel{F}(r, θp, ω) + See{F}(r, θp, ω) . (A3)
8Here E(r, ω) is the total electric field, i.e. the sum of
the external field and the field generated by the electron
distribution itself (the Hartree self-consistent field), ωc =
eB/(mc) is the cyclotron frequency, m ≡ pF/vF is the
effective mass, pF and vF being the Fermi momentum and
velocity, respectively, Sel{f} describes momentum non-
conserving collision with phonons and impurities, and,
finally, See{f} is the electron-electron collision integral.
We now introduce the Fourier decomposition of the
distribution function F(r, θp, ω) with respect to the polar
angle:
F(r, θp, ω) =
+∞∑
n=−∞
Fn(r, ω)einθp , (A4)
where the Fourier coefficients Fn(r, ω) are given by
Fn(r, ω) =
∫
dθp
2pi
e−inθpF(r, θp, ω) . (A5)
The lowest-order Fourier coefficients are directly related
to simple physical quantities. For example, F0 describes
an isotropic dilatation or contraction of the Fermi circle,
i.e. a density perturbation
n(r, ω) ≡
∫
dp[f(r,p, ω)−f0(p)] = N0F0(r, ω) , (A6)
where N0 is the density of states at the Fermi energy.
The coefficients F±1 describe a rigid translation of the
Fermi surface, which give rise to a finite current:
J(r, ω) ≡
∫
dpvp[f(r,p, ω)− f0(p)]
=
N0vF
2
( F−1(r, ω) + F1(r, ω)
iF1(r, ω)− iF−1(r, ω)
)
.
(A7)
The coefficients F±2 describe an elliptic deformation of
the Fermi surface, and are related to the trace-less part
of the stress tensor:
T (r, ω) ≡
∫
dpp⊗ vp[f(r,p, ω)− f0(p)] =
=
N0v2Fm
2
[
F0(r, ω)1 + F2(r, ω) + F−2(r, ω)
2
τz +
F−2(r, ω)−F2(r, ω)
2i
τx
]
.
(A8)
Here, 1 is the 2×2 identity matrix and τi with i = x, y, z
are ordinary 2 × 2 Pauli matrices acting on Cartesian
indices. Higher-order coefficients describe deformations
of the Fermi surface with a more complicated angular
dependence.
Following Ref. 55, we approximate the collision inte-
grals in Eq. (A3) with the simplest possible expression,
which is linear in the coefficients Fn and respects relevant
conservation laws. The collision integral Sel{F}(r, θp, ω)
respects particle number conservation and is described by
the phenomenological time scale τ . Its form is
Sel{F}(r, θp, ω) = −1
τ
[F(r, θp, ω)−F0(r, ω)] . (A9)
The electron-electron collision integral should instead re-
spect both particle number and momentum conservation
and is described by the parameter τee. It reads as follow-
ing55,56
See {F} (r, θp, ω) = − 1
τee
F(r, θp, ω)+
+
1
τee
[F0(r, ω) + F1(r, ω)eiθp + F−1(r, ω)e−iθp
]
,
(A10)
where we impose a single relaxation rate due to electron-
electron interactions for all non-conserved harmonics,
i.e. Fn(r, ω) with |n| > 1.
Multiplying Eq. (A3) by e−inθp and averaging over the
angle we get a hierarchy of equations for the moments of
the distribution function:
− iωFn(r, ω) + vF
2
{∂x [Fn−1(r, ω) + Fn+1(r, ω)]− i∂y [Fn−1(r, ω)−Fn+1(r, ω)]}
+
evF
2
[Ex(r, ω) (δn,1 + δn,−1)− iEy(r, ω) (δn,1 − δn,−1)] + inωcFn(r, ω) =
− 1
τee
[Fn(r, ω)−F0(r, ω)δn,0 −F1(r, ω)δn,1 −F−1(r, ω)δn,−1]− 1
τ
[Fn(r, ω)−F0(r, ω)δn,0] .
(A11)
Setting n = 0 in Eq. (A11) leads to the continuity equa- tion:
− iωn(r, ω) +∇ · J(r, ω) = 0 . (A12)
9The two equations for n = ±1 can be combined to give
the Navier-Stokes equation
− iωJ(r, ω) + 1
m
∇ · Tˆ (r, ω)
+
ev2FN0
2
E(r, ω) + ωcJ(r, ω)× zˆ = −1
τ
J(r, ω) .
(A13)
To obtain a closed set of equations we truncate the series
of equations (A11) neglecting all the coefficients Fn with
|n| ≥ 3. By doing this we are able to close the equations
for n = ±2 and we obtain
F±2(r, ω) = −vF
2
(∂x ∓ i∂y)F±1(r, ω)
1
τ +
1
τee
− iω ± 2iωc
. (A14)
Replacing this result into the expression for the stress
tensor (A8) leads to
T (r, ω) =
B
n¯
n(r, ω)1 − σ′(r, ω) , (A15)
where
B = n¯mv
2
F
2
=
n¯2
N0 (A16)
is the bulk modulus45 of the electron liquid, while the
viscous stress tensor is given by
σ′(r, ω) =mν(ω)
(
∂xJx − ∂yJy ∂xJy + ∂yJx
∂xJy + ∂yJx −∂xJx + ∂yJy
)
+mνH(ω)
(
∂xJy + ∂yJx −∂xJx + ∂yJy
−∂xJx + ∂yJy −∂xJy − ∂yJx
)
.
(A17)
This coincides with the expression in Eq. (6). Here, the
frequency-dependent viscosities are given by
ν(ω) =
v2F
4
1
τee
+ 1τ − iω(
1
τee
+ 1τ − iω
)2
+ 4ω2c
(A18)
and
νH(ω) = −v
2
F
2
ωc(
1
τee
+ 1τ − iω
)2
+ 4ω2c
. (A19)
Setting ω = 0 and defining ν0 = v
2
Fτeeτ/[4(τee + τ)], one
immediately reaches Eqs. (8) and (9) for the magnetic-
field-dependent dc viscosities.
Appendix B: Derivation of the BCs reported in
Eq. (16)
In this Appendix we present a brief derivation of the
hydrodynamic BCs in Eq. (16) for the components of the
fluid-element current J , starting from simple BCs49 for
the Boltzmann distribution function.
Let us consider a portion of the boundary located at
position r0 and a local “reference system” defined by
the vectors eˆt and eˆn introduced in Sect. III. We denote
by θ0 the angle between the tangent vector eˆt and the
xˆ direction. The distribution F(r0, θ, ω) represents the
density of carriers impinging from the bulk on the bound-
ary if θ0 < θ < θ0 + pi, while it represents the density of
carriers scattered from the boundary into the bulk for
θ0 − pi < θ < θ0. The density of scattered particles is
related to the density of impinging particles by
F(r0, θ+ θ0, ω) =
∫ pi
0
dθ′r(θ, θ′)F(r0, θ′ + θ0, ω) , (B1)
where r(θ, θ′) is the probability for a particle impinging
with an angle θ′ with respect to the boundary to be scat-
tered with an angle θ, and −pi < θ < 0. Making use of
Eqs. (A4) and (B1), we obtain
Fn(r0, ω)einθ0 =
∞∑
m=−∞
eimθ0(un−m + rnm)Fm(r0, ω) ,
(B2)
where
un ≡
∫ pi
0
dθ
2pi
e−inθ =

1/2 if n = 0
0 if n even
−i/(npi) if n odd
(B3)
and
rnm ≡
∫ 0
−pi
dθe−inθ
∫ pi
0
dθ′eimθ
′ r(θ, θ′)
2pi
. (B4)
Since the particle number is conserved in the collisions
with the boundary, we have
∫ 0
−pi r(θ, θ
′)dθ = 1. This
implies
r0m = u−m . (B5)
Consistently with the procedure followed in deriving the
hydrodynamic equations (see Appendix A), we neglect
all the contributions stemming from Fn with |n| > 2.
Setting n = 0 in Eq. (B2) and making use of Eq. (B5)
yields
eiθ0F1(r0, ω)− e−iθ0F−1(r0, ω) = 0 . (B6)
Noting that
eˆn·J(r0, ω) = N0vFi
2
[
eiθ0F1(r0, ω)− e−iθ0F−1(r0, ω)
]
,
(B7)
we can rewrite Eq. (B6) as
eˆn · J(r0, ω) = 0 . (B8)
Setting n = 1, 2 in Eq. (B2) gives instead
10(
i
pi
+ r12
)
e2iθ0F2 +
(
−1
2
+ r11 + r1−1
)
eiθ0F1 +
(
− i
pi
+ r10
)
F0 +
(
− i
3pi
+ r1−2
)
e−2iθ0F2 = 0 (B9)
and (
−1
2
+ r22
)
e2iθ0F2 +
(
− 4i
3pi
+ r21 + r2−1
)
eiθ0F1 + r20F0 + r2−2e−2iθ0F2 = 0 . (B10)
In what follows we use a simple one-parameter model
for the scattering probability49, which consists in the lin-
ear superposition of specular reflection with probability
p and diffuse reflection with probability 1−p. This reads
r(θ, θ′) = pδ(θ + θ′) +
(1− p)
pi
. (B11)
This implies
rmn = pu−n−m + 2(1− p)u−nu−m . (B12)
Replacing Eq. (B12) into Eqs. (B9)-(B10) and using
Eq. (B6) we obtain(
i(3+p)
3pi − i(1+3p)3pi− 12 p2
)( F2e2iθ0
F−2e−2iθ0
)
= eiθ0F1
( 1−p
2
4i(1−p)
3pi
)
.
(B13)
Solving for F±2 gives
F2e2iθ0 = ie
iθ0F1(9pi2p− 48p− 16)
6pi(p+ 1)
(B14)
and
F−2e−2iθ0 = ie
iθ0F1(9pi2 − 48− 16p)
6pi(p+ 1)
. (B15)
Using this solution and noting that
eˆt · [σˆ′(r0, ω) · eˆn] =
= − iN0v
2
Fm
4
[
F2(r0, ω)e2iθ0 −F−2(r0, ω)e−2iθ0
]
(B16)
and
eˆt · J(r0, ω) = N0vFeiθ0F1(r0, ω) , (B17)
finally leads to Eq. (16) with
`b =
6pi
9pi2 − 32
ν
vF
1 + p
1− p ≈ 0.33
ν
vF
1 + p
1− p . (B18)
Appendix C: On the solutions with no-slip BCs
In the main text we have focused on the free-surface
BCs. Here, we discuss how the results for the single-
injector setup depend on the BCs, by analysing the no-
slip—`b = 0 in Eq. (16)—BCs. We start by noting that
Eqs. (24) and (25), i.e.
φ˜+(k) = I[r˜+(k)− iρH/k+ 2iρνHkW 2 + r˜+S(k) + r˜+A(k)]
(C1)
and
φ˜−(k) = I[r˜−(k) + r˜−S(k) + r˜−A(k)] , (C2)
hold true independently of the chosen BCs. In the special
case of the no-slip BCs (`b = 0), we find
r˜+(k) = ρ0
q2 cosh(k¯) sinh(q¯)− kq cosh(q¯) sinh(k¯)
k{2kq[1− cosh(k¯) cosh(q¯)] + (k2 + q2) sinh(k¯) sinh(q¯)} , (C3)
r˜−(k) = ρ0
q[q sinh(q¯)− k sinh(k¯)]
k{2kq[1− cosh(k¯) cosh(q¯)] + (k2 + q2) sinh(k¯) sinh(q¯)} , (C4)
r˜±S(k) = 0 , (C5)
r˜+A(k) = −iρνH
q(3k¯2 + q¯2)[1− cosh(k¯) cosh(q¯)] + k(3q¯2 + k¯2) sinh(k¯) sinh(q¯)
2kq[1− cosh(k¯) cosh(q¯)] + (k2 + q2) sinh(k¯) sinh(q¯) , (C6)
r˜−A(k) = iρνH
q(q¯2 − k¯2)[cosh(k¯)− cosh(q¯)]
2kq[1− cosh(k¯) cosh(q¯)] + (k2 + q2) sinh(k¯) sinh(q¯) . (C7)
Here, k¯ = kW , q¯ = qW , q =
√
k2 + 1/D2ν , Dν =√
ντ , ρ0 = m/(n¯e
2τ), ρH = −mωc/(n¯e2), and ρνH =
mνH/(n¯e
2W 2). The resistance r˜±(k) coincides with that
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in the absence of the external magnetic field. Straightfor-
ward mathematical manipulations lead to the following
asymptotic behavior in the limit k → 0:
r˜±(k)→ ρ0
k2W{1− 2Dν/W tanh[W/(2Dν)]} . (C8)
This means that the asymptotic behavior of the cor-
responding inverse FT for |x|  W is r±(x) →
−ρ0|x|/(2W ){1− 2Dν/W tanh[W/(2Dν)]}−1.
The quantities r˜±A(k) are proportional to the kine-
matic Hall viscosity νH and they are imaginary and odd
with respect to the exchange k → −k. This implies that
the corresponding inverse FTs are odd and real functions
of the spatial coordinate x.
In the clean τ →∞ limit, we find
r˜+(k) = −ρν 2Wk¯[2k¯ + sinh(k¯)]
1 + 2k¯2 − cosh(2k¯) , (C9)
r˜−(k) = −ρν 4Wk¯[k¯ cosh(k¯) + sinh(k¯)]
1 + 2k¯2 − cosh(2k¯) , (C10)
r˜+A(k) = −iρνH
4Wk¯3
1 + 2k¯2 − cosh(2k¯) , (C11)
r˜−A(k) = iρνH
4Wk¯2 sinh(k¯)
1 + 2k¯2 − cosh(2k¯) . (C12)
(C13)
Finally, we consider the case of the half-plane geom-
etry, with a current injector placed at the origin23. We
obtain the solution of the problem for this simple geom-
etry by taking the limit W →∞ in Eqs. (C1)-(C7). We
find
r˜+(k) = ρ0
[
1
|k| +D
2
ν (q + |k|)
]
(C14)
and
r˜+A(k) = iρ0
νH
ν
D2νsgn(k) (q − |k|) , (C15)
while r˜−(k) = r˜−A(k) = 0. Eqs. (C14) and (C15) can be
Fourier-transformed analytically. The result is
r+(x) = −ρ0
[
1
pi
ln
( |x|
Dν
)
+
D2ν
pix2
+
Dν
pi|x|K1
( |x|
Dν
)]
(C16)
and
r+A(x) = ρ0
νH
ν
Dν
2x
[
−I1
( |x|
Dν
)
+ L1
( |x|
Dν
)]
, (C17)
where I1(x) (K1(x)) is the modified Bessel function of
first (second) kind and order one and L1(x) is the modi-
fied Struve function of order one.
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