Abstract-This is Part II of the paper, "Gray-Level Grouping (GLG): an Automatic Method for Optimized Image Contrast Enhancement". Part I of this paper introduced a new automatic contrast enhancement technique: gray-level grouping (GLG). GLG is a general and powerful technique, which can be conveniently applied to a broad variety of low-contrast images and outperforms conventional contrast enhancement techniques. However, the basic GLG method still has limitations and cannot enhance certain classes of low-contrast images well, e.g., images with a noisy background. The basic GLG also cannot fulfill certain special application purposes, e.g., enhancing only part of an image which corresponds to a certain segment of the image histogram. In order to break through these limitations, this paper introduces an extension of the basic GLG algorithm, selective gray-level grouping (SGLG), which groups the histogram components in different segments of the grayscale using different criteria and, hence, is able to enhance different parts of the histogram to various extents. This paper also introduces two new preprocessing methods to eliminate background noise in noisy low-contrast images so that such images can be properly enhanced by the (S)GLG technique. The extension of (S)GLG to color images is also discussed in this paper. SGLG and its variations extend the capability of the basic GLG to a larger variety of low-contrast images, and can fulfill special application requirements. SGLG and its variations not only produce results superior to conventional contrast enhancement techniques, but are also fully automatic under most circumstances, and are applicable to a broad variety of images.
I. INTRODUCTION AND RELATED WORK
T HIS is Part II of the paper, "Gray-Level Grouping (GLG): an Automatic Method for Optimized Image Contrast Enhancement" [1] . Numerous contrast enhancement techniques exist nowadays. A survey on existing techniques has been presented in Part I. A new automatic contrast enhancement technique-gray-level grouping (GLG) was also introduced in Part I. GLG is a general and powerful technique, which can be conveniently applied to a broad variety of low-contrast images and outperforms conventional contrast enhancement techniques. However, the basic GLG method still has limitations and cannot enhance certain classes of low-contrast images very well, e.g., images with a noisy background. The basic GLG also cannot fulfill certain special application requirements, e.g., enhancing only part of an image which corresponds to a certain segment of the image histogrm. Some low-contrast images have noisy backgrounds representing a fairly large percentage of the image area. The high amplitudes of the histogram components corresponding to the noisy image background often prevent the use of conventional histogram equalization techniques and the new basic GLG technique, because they would significantly amplify the background noise, rather than enhance the image foreground. For example, Fig. 1(a) shows an original low-contrast X-ray image of a baggage, and Fig. 2 (a) its histogram. Fig. 1(b) is the result of its histogram equalization, and Fig. 2 (b) the resulting histogram. Due to the high amplitude of the histogram components corresponding to the noisy background in the original image, the background noise in the output image has been significantly amplified. Since the background histogram components are spread out on the grayscale, the space for other histogram components has been compressed, and as a result, the contrast of the contents in the baggage is decreased instead of increased. Fig. 1(c) shows the result of applying the fast GLG method to the X-ray baggage image, and Fig. 2 (c) the resulting histogram. This result is obviously better than the result of histogram equalization because it has less background noise and does result in a contrast increase for the contents of the baggage. However, also due to the large amplitudes of the histogram components corresponding to the noisy background, the background noise has been significantly amplified compared to the original, and the resulting image is not very satisfactory. Therefore, the incapability of enhancing images with a noisy background is a limitation for the basic GLG method. The values of two quality measures, the Tenengrad criterion and the average pixel distance on the grayscale , are listed in the figure captions. They will be discussed in the next section.
Some applications require enhancing part of an image which corresponds to a certain segment of the image histogram, or enhancing different parts of the histogram to different extents. For example, Fig. 3(a) shows an original low-contrast scanning electron microscopy (SEM) image of tungsten filaments, and Fig. 4(a) its histogram. The filament in the center of the image and its support are quite clear and easy to study. There is another filament structure on the right side of the image, but it is much darker and its size and other features are not as easily discernable. Now the application requires enhancing the dark filament structure on the right side. Fig. 3(b) shows the result of performing histogram equalization on the original image, and Fig. 4 (b) the resulting histogram. It can be seen that, after treatment, the brightness of the dark filament structure on the right side of the image is increased only a little; however, its fine details are lost in the treatment. For this image, the histogram component corresponding to the background (the largest peak on the histogram) lies in the middle of the histogram profile corresponding to the dark filament structure at the lower end of the original image histogram. The HE process divided this lower-end histogram profile into two parts, and separated them apart as shown in Fig. 4(b) . This explains why the brightness of some regions of the right filament structure is increased a little. However, some of its fine details are lost due to the compression of the histogram segments corresponding to the dark filament structure. In this case, the result of applying the basic GLG algorithm is not much better than that of HE, as shown in Fig. 3(d) and the corresponding histogram in Fig. 4(d) . Incapability of enhancing different parts of the histogram to different extents is another limitation of the basic GLG method. Fig. 3(c) shows the result of using histogram statistics for contrast enhancement, and Fig. 4 (c) the resulting histogram. This is a local enhancement method, and its transformation function is as follows [2] :
where represents the value of the image pixel at any image coordinates , and represents the corresponding enhanced pixel at these coordinates;
is the global mean of the input image; and is its global standard deviation; is a 3 3 subimage centered at coordinates ; is the local mean in , and is the local standard deviation in . It can be noted that, although this result is much better than the histogram equalization result, some fine details of the rear structure are also lost, with the appearance of some small bright dots in the shadow area where the coil meets the support stem, and false edges and regions around some of the borders between the filament and the background. The artifacts created by this enhancement technique are undesirable in most applications. It also should be pointed out that this statistical enhancement method is neither general nor automatic; the transformation function in (1) must be specified by the user, and its multiple parameters generally need to be determined by the user through a trial-and-error process.
In this paper, our motivation is to break through the limitations of the basic GLG technique and extend its capability, so that it can properly enhance a wider range of low-contrast images including images with noisy backgrounds, and be able to enhance a part of an image corresponding to a certain segment of the image histogram per application requirements.
In the next section, the principle of selective gray-level grouping (SGLG) will be described. Section III introduces two new preprocessing methods which can eliminate background noise in noisy low-contrast images so that such images can be properly enhanced by the (S)GLG technique. Section IV discusses the local approaches of SGLG-adaptive SGLG (A-SGLG) and contrast-limited adaptive SGLG (CLA-SGLG). The extension of GLG to color images is discussed in Section V.
II. SELECTIVE GRAY LEVEL GROUPING (SGLG)
As seen in Fig. 1(c) , the basic GLG algorithm amplified the background noise because the original image has a noisy background representing a fairly large percentage of the image area. This is the situation where we extend the basic GLG to SGLG. In the basic GLG processing, since all histogram components are treated equally, if the histogram amplitudes of the noisy background components are high, the noise is amplified in the resulting image.
Images like the one shown in Fig. 1(a) have high-amplitude histogram components corresponding to a noisy background. The contrast of such images needs to be enhanced without amplifying the background noise. Therefore, the histogram should be cut into two or more segments, and each segment treated differently. It is noted that for this kind of images, the histogram components with the highest amplitudes are those of the noisy background. Since their amplitudes are much larger than the rest of the histogram components, the background and its noise can be considered as separate from the rest of the histogram (although some useful data might be lost in this treatment), and should be treated as one gray-level bin, which will result in the background noise being suppressed instead of amplified. The rest of the histogram should be divided into an optimal number of groups for GLG treatment as discussed in Part I. It should be no problem to automatically find the approximate left and right bottom points of the background on a histogram, given that the noisy background components are much higher than the rest of the histogram, and use these points as breakpoints to cut the histogram. Therefore, the parameters for this scheme can be automatically selected.
The basic algorithm of the SGLG technique is as follows.
1) When necessary (as described below), break the grayscale into two or more segments, and specify the new gray level value(s) at the division point(s). The new gray level values can be determined according to the desired application. Typical circumstances to break the grayscale are as follows. a) In conditions like in Fig. 2(a) , the histogram components corresponding to the background can be easily separated from the histogram components corresponding to the foreground, and the background is noisy. b) In conditions like Fig. 4(a) , the histogram components of the image are concentrated in two or more locations on the grayscale, i.e., the histogram is bimodal or multimodal. The application purpose requires enhancing the part of the image corresponding to the histogram components concentrated in one location on the grayscale. 2) For each grayscale segment, perform the basic GLG as described in Part I.
When using SGLG to treat the X-ray image in Fig. 1 (a), the grayscale is broken into two segments. The breakpoint is at the boundary between the histogram components corresponding to the background and the rest of the image, which is the minimum pointbetweenthebackgroundpeakandtherestofhistogramcomponents, and is gray level 227 in this case. Since the objective is to suppress the background noise and achieve optimum enhancement for the baggage in the image, a single bin is assigned to all gray levels above gray level 227, and the new value assigned to all gray levels in this bin is 255. The optimal group number for the grayscale segment containing the rest of the histogram can be found by using the procedure described in Section II of Part I [1] , and this grayscale segment is mapped to a new gray level interval [0,254]. As comparison, the values of the image contrast criterion that we proposed in Part I-the average pixel distance on the grayscale , are also listed in the corresponding figure captions for all images in this paper. It can be seen that this criterion generally agrees well with the benchmark Tenengrad measure in evaluating image contrast.
As discussed in Part I, it has been found that the quality of the resulting images is not very sensitive to the total number of gray-level bins. Fig. 6 (a) and (b) shows the results of treating the X-ray image by SGLG with the optimal number of gray-level bins and the fast SGLG with the default number, 20, respectively. Fig. 6(a) is obtained by using the optimal number of 149 given by [1, eq. (18) ]. It can be seen that, although the optimal result reveals slightly more fine details in the contents of the baggage, there is not much difference in the two images, which are both satisfactory. It is also worth noting that the Tenengrad criterion indicates that the optimal SGLG result is better than the fast SGLG result. A second example where a SGLG operation would be beneficial is Fig. 3(a) . It is found that the histogram components of the image are concentrated in two locations on the grayscale-the low end and the high end. Therefore, the histogram can be divided into two segments, with a breakpoint at gray level 50, which corresponds to the minimal histogram component between the two histogram profiles. Since the objective is to enhance the dark rear structure in the image, the left grayscale segment containing the histogram components corresponding to the rear structure is mapped to a wider new gray level interval [0, 170] , and the right segment mapped to a narrower new gray level interval [171, 255] . These values for gray-level intervals should be specified by the user according to the application requirements. The optimal number of gray-level bins in each segment can be found by using the procedure described in Section II of Part I [1] . Fig. 5(a) shows the SGLG result of the filament SEM image, and Fig. 5(b) the resulting histogram. It is obvious that this result is better than the HE result in Fig. 3(b) and the basic GLG result in Fig. 3(d) -not only has the brightness of the rear structure been significantly increased, but its fine details have also been revealed. This can be verified by noting that the histogram components corresponding to the dark filament structure have been properly spread out over the grayscale. This result is also better than the local statistical enhancement result in Fig. 3(c) , because in addition to fine details of the rear structure being revealed, there are no undesirable artifacts. Furthermore, the SGLG result is achieved quasi-automatically-the only intervention needed from the user is to specify the grayscale breakpoint and its new location on the grayscale. The Tenengrad value of the SGLG result is lower than those of HE, basic GLG and the statistical enhancement in Fig. 3 , because the contrast of the large-area front filament structure is compressed in the SGLG result, in order to make space on the grayscale for the dark rear structure. In this application-specific processing, it does not make much sense to use a global quality measure.
III. PREPROCESSING METHODS FOR REMOVING IMAGE BACKGROUND NOISE
Low-contrast images with noisy backgrounds like the one in Fig. 1(a) can be conveniently enhanced by SGLG with background noise elimination. Since the histogram components corresponding to the noisy background are located either at the high end of the grayscale or at the low end and their amplitudes are much higher than those of the rest of the image histogram, the background components can be easily separated and SGLG can be conveniently applied to such images. However, for some other low-contrast images with very noisy backgrounds like the thermal image shown in Fig. 7(a) , the amplitudes of the background histogram components are not much higher than those of the rest of the histogram, and they are located neither at the high end of the grayscale nor at the low end, as shown in Fig. 8(a) . It is difficult to separate the background components from the rest of the histogram. Therefore, not only the basic GLG method cannot generate satisfactory contrast-enhancement results if applied directly [e.g., the resulting image in Fig. 7(b) and the corresponding histogram in Fig. 8(b) , with the histogram of the background in the resulting image shown in Fig. 8(d)] , it is also difficult to apply the SGLG method to these images. Since the histogram components corresponding to the noisy background overlap with those of the foreground, it's hard to find the proper breakpoints accurately to separate the noisy background and the useful foreground effectively. Consequently, it is necessary to preprocess such images to reduce or remove the background noise before the GLG technique can be applied. We have developed two methods to basically eliminate background noise from such images.
A. Background Subtraction
In the first approach, a sample patch of the noisy background of the image is cut and its histogram, , is obtained, as shown in Fig. 8(c) . This noisy background histogram is then rescaled and subtracted from the histogram of the original image as described by the following equation: where is the histogram of the original image, is the number of pixels in the original image, is the number of pixels in the sample patch of the noisy background, and is a coefficient which properly adjusts the amplitude of and assumes a value of 0.9 in our experiments. The resulting modified histogram, , is shown in Fig. 8(e) . It can be seen that not only the histogram components corresponding to the noisy background have been eliminated, but also some foreground histogram components once overlapped with the background have been restored- Fig. 8(c) shows that the noisy background histogram spans over a gray-level interval [36, 95] , but the corresponding empty grayscale segment in Fig. 8(e) with background histogram removed spans over a narrower gray-level interval [50, 80] .
The regular basic GLG algorithm can now be directly applied to the preprocessed histogram, . The resulting image is shown in Fig. 7(c) , and its corresponding histogram in Fig. 8(f) . The histogram of the background in the resulting image shown in Fig. 9(a) indicates that the background noise has been substantially removed. It can be noted that the resulting image is quite satisfactory. This result can be further postprocessed with a 3 3 median filter mask to reduce the noise in the foreground, as shown in Fig. 7(d) The application purpose for enhancing the contrast of this thermal face image is to improve the features of the face, so that edge detection algorithms and segmentation algorithms, etc., can be applied to the resulting image for applications such as face recognition, registration and fusion with visual images, and so on. It can be seen that Fig. 7(d) is a good candidate for these applications.
It is also worth noting that this noise-removal technique of background histogram subtraction is not restricted to the GLG method, it can also be used to preprocess images before other contrast enhancement techniques such as histogram equalization are applied.
B. Statistical Averaging
Our second approach is a statistical averaging method, where a sample patch of the noisy image background is also needed and its histogram obtained. The procedure of removing background noise is listed below.
1) The background noise is analyzed and its statistical parameters are obtained. In this image, the background noise is Gaussian, with a mean of 63, and a variance of . Even if the background noise is not Gaussian, it can still be treated as Gaussian in this de-noising process, by selecting the mean to be the central gray level of the noise profile. In our treatment, the width of the discrete background noise profile is considered as based on a number of experiments, where is the standard deviation of the Gaussian distribution. Based on this assumption, the standard deviation and variance of the background noise can then be derived from the noise data. 2) A noiseless background image is generated by creating an artificial image of the same size as the original image and with all pixels having one gray-level value-the Gaussian mean of the background noise.
3) The artificial image is then corrupted by an artificial noise of the same statistical characteristics as the real background noise. 4) This artificial noisy background image is combined with the original image in the following manner. a) If the gray-level value of a pixel in the original image is within the range of the noisy background on the background histogram, its value is added to that of the corresponding pixel in the artificial image. In our treatment, the boundaries of the noisy background are determined by the following equations:
where and are considered the left and right boundaries of the background noise, respectively, and are the gray-level values of the leftmost and rightmost nonzero histogram components of the background noise profile, respectively, is the mean of Gaussian noise, and is a coefficient used to avoid removing too much foreground information in the de-noising process and assumes a value of 0.8 in our treatment. Based on (3) and (4), the range of the noisy background of the histogram shown in Fig. 8(c) is the gray-level interval [39, 87] . b) If the gray-level value of a pixel in the original image falls out of the range , it is considered a foreground pixel and just doubles its value, so the foreground information of the original image can be preserved.
5) Go back to
Step 2), and repeat the process on the resulting image by generating a new artificial noisy background image and combining it with the resulting image from the previous step. This procedure is repeated for a statistically large number of times, , and the final combined image is divided by to generate the de-noised image as shown in Fig. 7(e) . It is worth noting that, even if the background noise in the original image is not Gaussian, an artificial Gaussian noise still can be used in generating the artificial noisy background image in the above procedure, as long as it spans over the same range as the real noise in the original image, since the real noise will still be averaged out after the above process. The range of the background noise in the original image can be easily obtained from the background histogram. Fig. 7(e) shows that the background noise of the preprocessed image has been essentially eliminated by statistical averaging, and the resulting histogram is shown in Fig. 8(g) . The de-noised image can then be fully automatically processed by a modified version of the basic GLG algorithm (mGLG). In this mGLG treatment, the highest histogram component is found and considered the de-noised background, and it is deleted from the histogram profile, then all other histogram components are treated with the regular GLG method to generate the contrast-enhanced image as shown in Fig. 7(f) , which is also quite satisfactory and even a little better than the result of the first approach. The histogram of the resulting image is shown in Fig. 8(h) , and its background histogram in Fig. 9(b) . It can be noted that the de-noising effect of the statistical averaging approach is stronger than that of background subtraction, because the background histogram of the background subtraction result still has a profile and contains a number of components, while that of the statistical averaging result contains only single large spike, which indicates that background noise has been completely eliminated. 
IV. ADAPTIVE SELECTIVE GRAY LEVEL GROUPING (A-SGLG)
Similar to adaptive GLG (A-GLG) and contrast-limited GLG (CLA-GLG) discussed in Part I, SGLG also has its adaptive counterparts-A-SGLG, or CLA-SGLG. Fig. 10(d) shows the A-SGLG result of the X-ray baggage image with comparison to the contrast-limited adaptive histogram equalization (CLAHE) [3] result and global SGLG result. It can be seen that the A-SGLG result is obviously better than CLAHE and global SGLG results. In the A-SGLG result, not only more details in the contents of the baggage have been revealed, but also the handle and edges of the baggage look more distinct. The Tenengrad values of the images also confirm the superiority of the A-SGLG result. Fig. 11(c) shows the A-SGLG result of the SEM image with comparison to the CLAHE result in Fig. 11(b) . It can be seen that the A-SGLG result is better. In A-SGLG, when SGLG is performed on each subimage, the histogram of the resulting subimage spans over the entire grayscale to achieve maximal enhancement. However, if the application requires preserving the relative brightness of a certain part of the image with respect to the rest of the image, then the contrast-limited A-SGLG (CLA-SGLG) should be applied. In CLA-SGLG, the input image is also first divided into an array of subimages, and then each subimage is treated with SGLG, but the histogram of the resulting subimage spans over only certain gray-level intervals specified by the user. After all subimages are treated, they are merged into the resulting whole image using bilinear interpolation. Fig. 11(d) shows the CLA-SGLG result of the SEM image, in which the relative brightness of the front structure with respect to the rear structure has been preserved, at the expense of the contrast enhancement of the rear structure which is not as strong as in the A-SGLG result. In this treatment, the breakpoint was set at gray level 35, all gray levels below 35 in the original subimages are mapped into the gray-level interval [0, 145] , and all gray levels above 35 in the original subimages are mapped into the gray-level interval [146, 255] in the resulting subimages. These values are specified by the user according to specific application requirements.
V. APPLYING GLG TO COLOR IMAGES
In Part I, we have not extended the application of GLG to color images. Nowadays color images play a much more important role than grayscale images in our daily life. Histogram equalization and other conventional contrast enhancement techniques have been extended to color images, but they exhibit the same drawbacks for color images. An interesting new approach Fig. 12 . Flat color image, its tonal correction result and GLG results using HSI and RGB color models. The GLG result using the HSI color model preserves color fidelity. The GLG result using the RGB color model may have certain color distortions, but is more aesthetically pleasing. The GLG method is fully automatic. The gray level transformation function and its parameters in the tonal correction method must be specified by the user. has recently been proposed to perform color histogram equalization [4] . Unlike the conventional approaches, in which histogram equalization is performed on the intensity component of the color image or the RGB color channels, respectively, the new approach treats the colors as three-dimensional (3-D) vectors and equalizes the four-dimensional (4-D) color histogram in a high-dimensional space, by first deforming a uniform mesh (or grid) in the color space to fit the original histogram, then defining a piece-wise linear deformation function to map the deformed mesh back to the uniform one. This technique separates colors further away from each other in the resulting image and generally leads to severe color distortions and, therefore, is more suitable for pseudo-color scientific visualization applications rather than computer vision applications.
In this paper, we extend the GLG technique to enhance lowcontrast color images. The GLG technique is extended to color images, using both the HSI and the RGB color models.
When using the HSI color model, the color image is first decomposed into hue, saturation and intensity components, then the GLG method is applied to the intensity component, without altering the hue and saturation components. After that, the processed intensity component is combined with the hue and saturation components to compose the output color image. Fig. 13 . A high-key color image, its tonal correction result and GLG results using HSI and RGB color models. The GLG result using the HSI color model preserves color fidelity. The GLG result using the RGB color model may have certain color distortions, but is more aesthetically pleasing. The GLG method is fully automatic. The gray level transformation function and its parameters in the tonal correction method must be specified by the user (original image courtesy of Dr. Rafael C. Gonzalez [2] ). When using the RGB color model, the GLG method is first applied to the red, green and blue components, respectively. The maximal average distances between pixels on grayscale of the three channels are compared to determine which color component is most enhanced. The transformation function for the component with the highest enhancement is then used to treat all color components, and combine the treated components to compose the output color image.
Figs. 12-14 show some low-contrast color images and the results of treating them by conventional tonal correction techniques [2] and GLG. Fig. 12(a) is a flat color image, Fig. 13(a) is a light (high key) color image, and Fig. 14(a) is a dark (low key) color image. In conventional tonal correction techniques, different power-law transformation functions are required for these different classes of images. Fig. 12(b) shows the result of treating the flat image in Fig. 12(a) with an "S-shape" gray-level transformation function applied to the RGB channels, respectively. This function is formulated in (5) and depicted in Fig. 15(a) for for (5) Fig. 14. Low-key color image, its tonal correction result and GLG results using HSI and RGB color models. The GLG result using the HSI color model preserves color fidelity. The GLG result using the RGB color model may have certain color distortions, but is more aesthetically pleasing. The GLG method is fully automatic. The gray-level transformation function and its parameters in the tonal correction method must be specified by the user (original image courtesy of Dr. Rafael C. Gonzalez [2] ). Fig. 13(a) with a power-law function which is formulated in (6) and depicted in Fig. 15(b) (6) Fig. 14(b) shows the result of processing the dark image in Fig. 14(a) with a gray-level transformation function which is formulated in (7) and depicted in Fig. 15(c) (7) The results of tonal correction are usually satisfactory. However, when applying this technique, different types of transformation functions are required to process different classes of low-contrast images, as shown in the above examples. Furthermore, in order to generate satisfactory results, the power parameter in the power-law transformation functions often needs to be adjusted by the user. Therefore, the tonal correction technique is basically neither a general method nor an automatic method. Fig. 12(c), Fig. 13(c) , and Fig. 14(c) are the gray-level grouping results using the HSI color model, and Fig. 12(d) , Fig. 13(d) , and Fig. 14(d) are the GLG results using the RGB color model. It can be seen that the gray-level grouping technique is able to enhance different classes of low-contrast color images effectively and fully automatically. It is also noted that, in certain GLG results using the RGB color model, there are some color distortions due to the fact that the hue information is not preserved in the treatment [e.g., Fig. 12(d) and Fig. 13(d) ], but the resulting contrast is often higher and the images are more colorful and usually more aesthetically pleasing. The tonal correction technique usually also causes color distortions. Therefore, for applications requiring color preservation, it is recommended to use GLG with the HSI color model, which will enhance contrast and preserve color fidelity. Fig. 16(a) shows a low-contrast color image of Mars and Phobos. Fig. 16(b) shows the result of histogram equalization. It obviously has a washed-out appearance and undesirable artifacts along the edges of Mars and Phobos. This HE result is not acceptable for most application purposes. Fig. 16(c) shows the result of the most popular image processing software, Photoshop, using its "Auto Contrast" function. The result looks quite satisfactory. The "Auto Contrast" command of Photoshop automatically adjusts highlights and shadows to fix poor image contrast. It adjusts poor image contrast based on pixel luminosity, which it calculates based on a weighted average of the RGB values. It disregards the first 0.5% of the range of white and black pixels to ensure that it is getting representative image areas, and maps the lightest pixels in the clipped range to white and the darkest pixels to black. Highlights then look lighter and shadows darker, for finer overall image contrast [5] . Fig. 16(d) shows the GLG result using the HSI color model, which is much more satisfactory than the HE result and also better than the Photoshop result (e.g., the black regions on Mars surface). Fig. 16(e) shows the GLG result using the RGB color model. It can be noted that, although there are some color distortions, the slight color differences between different regions of Mars have been amplified in this result, and this makes the RGB-color-model result more desirable than that of the HSI color model for certain applications such as scientific visualization. It is also notable that the RGB-color-model result is more aesthetically pleasing. The Tenengrad values of the images also confirm that the GLG results are better than those of the other two methods. 
VI. CONCLUSION AND DISCUSSIONS
We have broken through the limitations of the basic GLG algorithm. The new SGLG technique and its variations can be applied to a wider range of low-contrast images including images with noisy backgrounds, and be able to enhance a part of an image corresponding to a certain segment of the image histogram per application requirements. The (S)GLG technique has also been extended to color images, which in many applications are much more important than grayscale images. Under most circumstances, the (S)GLG technique can be conducted with full automation and outperforms conventional contrast enhancement techniques. Under certain circumstances, minimum user intervention is necessary in order for SGLG to yield the best results for a desired application purpose.
The (S)GLG technique and its variations can be integrated into a GUI application platform to enhance a broad variety of low-contrast images and/or fulfill special application purposes with the user's selection. Table I lists the (S)GLG related techniques and the classes of low-contrast images that can be enhanced by (S)GLG techniques. It is worth noting that, it is possible to develop an algorithm to automatically select a sample patch of background for most low-contrast images with noisy backgrounds by analyzing the histogram profile of the sample patch. Under most circumstances, if the histogram profile is perfectly Gaussian or symmetric, it is very likely that the sample patch contains only the noisy background. Therefore, the (S)GLG variations with background noise removal can also be conducted with full automation.
