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ングとも呼ばれる Exact Graph Matchingであり，ノードの数が同じ二つのグラフ間の厳密な
対応が必要である．二つ目は Inexact Graph Matchingで，多対多マッピングまたはベストグ







ドに対する相対的な方法で表現する．既存研究では，Random Walk [13, 14]および Shortest






習する手法であり既存手法よりも優れている [1, 21–24]．また，最適輸送 [25, 26]に基づく手
法では，グラフデータに確率測度を与える．例えば，最適輸送を用いたGromov– Wasserstein





















Kernel [20]，Fused Gromov-Wasserstein [30]，Hadamard Code Kernel [36]，Neighborhood




























の研究を紹介する．以下では，スカラーを小文字 (a, b, . . .)で表し，ベクトルを太字の小文字
(a, b, . . .)で表し，行列を太字の大文字 (A,B, . . .)で表す．
2.2 用語の定義
本節では，本研究で使用するグラフと関連する用語を定義する．
定義 1 (グラフ). グラフは，n個のノード V = {v1, v2, . . . , vn}とm個のエッジ E ⊆ V × V で
構成される構造 G = (V, E)である．また，グラフGが方向を示さないエッジのみで構成され
えている場合，Gは無向グラフである．
図 2.1に無向グラフの例を示す．ノードの数は |V|，エッジの数は |E|である． Gに含まれ
る二つのノード vi, vj ∈ V がエッジ eで接続されるとき，エッジ eは eij と表記する．ここで，
eij で接続される二つのノード vi, vj は「隣接している」と言う．また本研究では自己ループの
ない無向グラフのみを考慮する． i番目のノードに接続するエッジの数を mi として表すと，
|E| =
∑n





定義 2 (Degree). 無向グラフ G = (V, E) とノード vi ∈ Vがあるとき，vi に接続するエッジ ei
の数 (degree)は，σiで表される．N (vi) を viと隣接するノードのセットとすると，定義は次
の通りである．
σi = |{vi : ei ∈ E}| = |N (vi)|． (2.1)
定義 3 (パス). グラフ G = (V, E)のノード vi ∈ V から vj ∈ V への経路 (walk)はノード
v1, v2, ..., vk+1 のシーケンスである．ここで，1 ≤ i ≤ k + 1 であり，vi, vi+1 ∈ V の場合，
1 ≤ i ≤ kである．walkの長さは，シーケンス内のエッジの数に等しくなる．つまり，上記の
場合は kである． vi ̸= vj ⇔ i ̸= jとなるwalkはパスと呼ばれる．隣接する二つのノード間の
パスは，エッジに相当する．隣接していない二つのノード間のパスのセットはPi,jと示される．
Pi,j 内の一つのパスは pi,j と示される．また，pi,j の長さを |pi,j |と表記する．
定義 4 (Shortest Path). グラフGのノード viから vjまでの Shortest Path(SP) p⋆i,jは， vi か
ら vj へのパスにおいて，最も長さが短いパスである．
定義 5 (ラベル). グラフGのノード viの属性をラベルで分類し，liで表す．
2.3 最適輸送
最適輸送 [25, 26]は，確率分布として有限次元のヒストグラムを使用する．最適輸送は，同





同じ二つの距離空間 n1，n2 上のヒストグラムのシンプレックスを，それぞれ ∆n1 = {p ∈
Rn1+ ;
∑














ここで，δxi は xiに対するKroneckerのデルタを表し，piは xiに対するヒストグラムである．
また，xi ̸= xj (ただし i ̸= j)は，一般性を失うことなく想定される．また，輸送コスト行列
(ground cost matrix) C ∈ Rn1×n2+ についても検討する．C(i, j) は，i番目の要素と j番目の要
素の間の輸送コストを示す．次に，これら二つのヒストグラム間の最適輸送問題を以下のよう
に定義する．






T ∈ Rn1×n2+ : T1n2 = p, TT1n1 = q
}
(2.4)
と表される．Un1n2 は，n1 × n2非負行列の超多面体 (polytope)を表し，行と列の周辺分布が
それぞれ pi と qj に等しくなる．この最小化問題は，線形計画問題と凸最適化問題である．し







j=1T(i, j)(log(T(i, j)) − 1)を追加する．これは，Sinkhornの固
定少数点反復 [40–42]を使用して効率的に解くことができる．空間に関する事前情報が分から










Gromov-Wasserstein距離 (GW距離) [27,28,31]は，最適輸送を ground spaceが事前に整列お
よび登録されていない場合に拡張する．その結果，GW距離問題で得られる輸送行列は，二つ
のドメイン間の緩い結合と解釈できる．GW距離の定義は，以下のように与えられる．
定義 6 (Gromov–Wasserstein distance [27,28,48]). (X, dX , µX)と (Y, dY , µY )を二つのmetric
measure spacesとする．ここで，(X, dX) は compact metric spaceであり， µX は X のBorel










L(xi, yj , xk, yl)dπ(xi, yj)dπ(xk, yl)． (2.5)
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ここで， L(xi, yj , xk, yl) = |dX(xi, xk) − dY (yj , yl)| は損失関数であり，
∏
(µX , µY )は µX と
















































GW discrepancy [29]は，GW距離 [28]を拡張したグラフ類似性測定手法である．二つの測
定された類似度行列間のGW discrepancyは，以下のように定義される．




のGW discrepancyを dGW(C1,C2,p, q)とすると，GW discrepancyは次のように定義される．







L(C1(i, k),C2(j, l))Ti,jTk,l． (3.2)
ここで，L(a, b)は aと bの discrepancyを測定するための損失関数を表す．損失関数には例え
ば，L(a, b) = 12 |a− b|
2 や，Kullback–Leibler divergence L(a, b) = K(a|b) = a log(a/b)− a+ b
がある．図 3.1にGW discrepancyの概念図を示す．GW discrepancyが小さいことは類似度が
高いことを意味する．
10
図 3.1: GW discrepancyの概念図
3.3 Edge-structure-enhanced Gromov–Wasserstein (EGW)距
離
本研究では，グラフのエッジ構造を用いて構造的距離を表した EGW距離を提案する．本手




ソル L(C1(i, k),C2(j, l)) [30]を利用し，以下のように EGWを定義する．
定義 8 (Edge-structure-enhanced Gromov-Wasserstein 距離). 二つのグラフ G1 ， G2を比較




の測定された類似度行列間の EGWである dEGW(D1,D2,p, q)は，次のように定義される．




|D1(i, k)−D2(j, l))|Ti,jTk,l． (3.3)




定理 1. dEGW(D1,D2,p, q)は距離である．
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Proof. dEGW(D1,D2,p, q)は対称的である．つまり，dEGW(D1,D2,p, q) = dEGW(D2,D1, q,p)
である．また，dEGW(D1,D1,p,p) = 0である．そして，3.4節で示されるように， D1 と D2









定義 9 (三角形とエッジ番号). 無向グラフG = (V, E)が与えられた場合，三角形はGで相互
に隣接する三つのノードのセットである．次に，エッジ e ∈ E に着目するとき，エッジ eが成
す三角形のエッジ番号は，eに対応する三角形の数と定義される．m番目のエッジが成す三角
形の数は τ(m)で表される．
図 3.2に三角形とエッジ番号の例を示す．図 3.2において，τ(m) = 2である．
図 3.2: 三角形とエッジ番号の例
次に，i番目と k番目のノード間の距離D(i, k)に，定義 9 で定義された三角形とエッジ番号


























り τmax = max(i,j)∈E τ(ei,j)である．またここでは，オーバーフローとゼロ徐算を避けるため，









提案手法では，式 (3.4) と 式 (3.5)， |p⋆|を加算して一つの式にまとめ， DDT として i番目
のノードと k番目のノードの距離を次のように表す．














ここで，degreeと三角形 (triangle)を使用したEGW距離をEGW-Degree Triangle (EGW-DT)
とする．
さらに， 式 (3.4) と式 (3.5)の二つの距離のうち一つだけを考慮すると，それぞれ EGW-
Triangle (EGW-T) および EGW-Degree (EGW-D) という EGW-DTの特別な変形が得られ
る．この距離を，以下のように定義する．































subject to p ∈ Pi,k．





3.4 DDT 及びDTW の距離の証明
本節では，提案手法が距離の公理を満たすことの証明をする．D(i, k)が最短経路距離であ
る場合，EGWに距離空間を与えることができる．ここでは，DD(i, k) と DT (i, k)の証明が
DDT (i, k) に類似しているため，DDT (i, k)の証明について説明する．ここに，以下の定理を与
える．
定理 2. 式 (3.6) で定義されたDDT (i, k) は距離である．
Proof. DDT (i, j) ≥ 0 と DDT (i, i) = 0 は定義から明らかである．DDT (i, k) は定義から




















































































































= DDT (i, h) +DDT (k, h)．
最初の不等式は，Cauchy–Schwarz不等式を使用した．二番目の不等式は，最短経路の定義に
由来する．したがって，式 (3.6)で定義されたDDT (i, k)は，三角不等式を満たす．これによ
り，距離の公理を満たす．
DTW (i, k)について，ここに以下の定理を与える．
定理 3. 式 (3.9) で定義されたDTW (i, k) は距離である．





問題を行った．比較手法には，最適輸送に基づく最先端のフラームワークである GW [29] と
FGW [30]を用いた．さらに，最先端のグラフカーネルであるShortest Path Kernel（SPK）[15]，





データセット プロパティ ラベル カテゴリ
グラフ数 クラス数 平均 平均 ノード エッジ
ノード数 エッジ数
AIDS 2000 2 15.69 16.20 + + 小分子化合物
MUTAG 188 2 17.93 19.79 + + 小分子化合物
PTC MR 344 2 14.29 14.69 + + 小分子化合物
BZR 405 2 35.75 38.36 + - バイオインフォマティクス
COX2 467 2 41.22 43.45 + - バイオインフォマティクス
ENZYMES 600 6 32.63 62.14 + - バイオインフォマティクス
IMDB-B 1000 2 19.77 96.53 - - ソーシャルネットワーク
IMDB-M 1500 3 13.00 65.94 - - ソーシャルネットワーク
HIGHSCHOOL 180 2 52.32 544.81 + - ソーシャルネットワーク
INFECTIOUS 200 2 50 459.72 + - ソーシャルネットワーク
MIT 97 2 20 1469.15 + - ソーシャルネットワーク
OHSU 79 2 82.01 199.66 + - ブレインネットワーク
PEKING 85 2 39.31 77.35 + - ブレインネットワーク
MSRC-9 221 8 40.58 97.94 + - コンピュータビジョン
































乱数 42 44 51 49 89 45 80 65 5 54
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図 3.3: 実験手順
実装：提案手法の EGWは Pythonで実装された．SVM分類器には scikit-learn toolbox2を使




初めに，式 (3.3)で提案された dEGW 距離の有効性を直接評価するため，k近傍 (k-NN) 分類
器を使用して，比較的小さいサイズのデータセットでグラフ分類の予備実験を行った．この比
較では，ベースライン方法を Shortest Path（SP）を用いた式 (3.1)の GW距離 dGW とする．
k-NN分類器では，k = {1, 3, 5, 7, 9, 11, 13, 15}を使用した．使用するデータセットは，トレー
ニングデータとテストデータにランダムに 50回分割し，標準偏差を使用して平均分類精度を評











(a) MIT (b) INFECTIOUS (c) HIGHSCHOOL










分類を行った．実験では，N ×N カーネル行列を作成し，(p, q)要素は exp(−γ ·dEGW(Dp,Dq))
によって計算される．ここで、γ ∈ R はハイパーパラメータであり， dEGW は二つのグラフ
Gp，Gq 間の式 (3.3) の EGW距離である．γ の値は，{0.1, 1, 10, 100}に設定した．比較手法



















表 3.3: 小分子化合物データセットの分類精度 (±：標準偏差)
メソッド データセット
γ AIDS MUTAG PTC MR
SPK – 99.74±0.15 86.51±4.09 52.37±3.33
RWK – 99.68±0.13 87.94±4.44 52.28±4.61
PMK – 99.76±0.15 83.17±5.73 49.30±4.85
GW (SP) 0.1 93.38±0.85 78.41±4.27 56.58±4.43
1.0 95.86±0.41 81.11±3.79 53.94±5.03
10 84.91±1.75 77.62±3.36 57.28±3.40
100 84.17±1.75 76.19±3.76 57.19±3.37
EGW-DT 0.1 92.36±0.42 78.57±4.83 54.56±3.37
1.0 95.15±0.41 81.26±4.36 51.14±3.84
10 85.24±1.69 76.51±3.31 57.19±2.74
100 84.91±1.66 75.71±3.41 57.19±2.74
EGW-TW 0.1 93.73±0.84 78.41±4.27 56.93±5.12
1.0 95.86±0.63 81.11±3.79 54.12±4.77
10 84.89±1.74 77.62±3.36 56.84±3.57
100 84.33±1.66 76.19±3.76 56.93±3.47
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表 3.4: バイオインフォマティクスデータセットの分類精度 (±：標準偏差)(*：実験ができなかっ
たデータ)
メソッド データセット
γ BZR COX2 ENZYMES
SPK – 80.90±2.34 76.58±3.84 27.53±3.88
RWK – 78.88±2.71 * 17.98±1.88
PMK – 75.87±2.85 71.61±3.55 28.54±2.73
GW (SP) 0.1 78.13±2.69 74.39±3.46 22.83±2.15
1.0 80.07±1.83 73.10±2.72 31.11±2.12
10 78.66±2.06 75.81±4.11 20.96±4.28
100 78.51±2.18 75.81±4.00 14.75±1.76
EGW-DT 0.1 74.93±2.39 71.48±3.45 22.47±2.26
1.0 81.12±2.43 74.06±1.77 31.01±1.58
10 78.66±1.86 75.81±3.92 19.90±3.98
100 78.21±2.08 75.23±3.32 14.29±1.69
EGW-TW 0.1 77.91±2.55 72.65±2.47 20.56±2.06
1.0 80.00±1.73 73.74±3.39 29.44±2.25
10 78.66±2.06 75.81±4.11 30.96±2.75
100 78.51±2.18 75.81±4.00 15.40±1.84
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表 3.5: ソーシャルネットワークデータセットの分類精度 (±：標準偏差)
メソッド データセット
γ IMDB-B IMDB-M
SPK – 50.36±2.06 34.12±2.76
RWK – 48.15±3.38 30.12±1.45
PMK – 64.27±1.99 43.37±1.92


















る．属性情報と構造情報の重みを同等にするため，αに 0.5を設定した．さらに，γ は 1に設
定した．比較手法には，3.5.3項の実験での SPK，RWK，PMKに加えて，Weisfeiler Lehman
Kernel（WLK）[20]，PSCN [24] が使用した．WLK は，height parameter h は {1, 2} で実
験する．PSCNの receptive field size parameter k は {5, 10}に設定し，width parameter w
は 18，batch size は 32である．さらに，FGWと提案手法では，Weisfeiler Lehman labeling
scheme [20] を用いない場合と，h = {2}として適用した場合で実験した．3.5.3項の実験と同
様に，各手法ごとに図 3.3の実験を行い，分類精度の平均値と標準偏差を算出した．データセッ






表 3.6: 属性情報を持つグラフの分類精度 (±：標準偏差)(*：実験ができなかったデータ)
メソッド データセット
(parameter) OHSU PEKING MSRC-21c MSRC-9
SPK 42.59±5.30 52.07±5.66 80.43±3.56 90.55±3.38
RWK * * 6.96±2.23 12.19±4.60
PMK 54.07±6.87 54.48±6.13 81.74±2.17 89.86±2.68
WLK(1) 51.85±6.42 55.86±4.83 4.83±5.10 86.71±4.59
WLK(2) 52.96±8.77 55.17±4.88 73.48±5.02 86.58±4.54
PSCN(5) 45.93±11.01 52.41±12.6 13.33±3.93 12.47±3.80
PSCN(10) 48.52±7.30 47.24±5.98 13.33±3.93 12.47±3.80
FGW 49.63±10.50 53.10±3.84 68.99±4.01 87.81±4.22
FGW(2) 54.07±7.07 52.76±5.78 60.58±6.64 87.95±4.28
EGW-DT 55.19±10.27 58.97±5.66 51.16±5.19 86.85±5.49
EGW-DT(2) 55.56±8.28 59.66±6.91 44.20±7.65 85.89±3.73
EGW-TW 57.78±12.19 52.76±5.98 73.62±3.65 89.32±3.91





































ル [20]を用いない場合と，h = {2}と適用した場合で実験した．データセットはMUTAG [52,53]，
ENZYMES [15]，ER-MD [53,54]を用いた．データセットの詳細を，表 4.1に示す．
表 4.1: 先行研究の検証実験で用いたデータセットの詳細
データセット プロパティ カテゴリ
グラフ数 クラス数 平均 平均 ラベルの種類数
ノード数 エッジ数
MUTAG 188 2 17.93 19.79 7 小分子化合物
ENZYMES 600 6 32.63 62.14 3 バイオインフォマティクス

















表 4.2: ラベルに依る分類精度 (±：標準偏差)
データセット
メソッド MUTAG ENZYMES ER-MD
　 original relabeled original relabeled original relabeled
FGW 84.44±5.21 74.28±4.86 39.34±2.40 23.38±2.60 68.65±5.23 60.00±2.15
FGW(2) 85.87±4.73 78.57±4.61 48.08±3.75 25.91±3.10 67.97±2.72 60.00±2.15
WLK 73.97±7.45 65.87±6.32 27.63±3.00 17.37±3.68 67.70±2.78 61.69±2.79
HCK 85.71±4.54 73.49±14.09 46.66±3.00 27.67±4.31 67.50±2.46 62.70±2.21
NHK 83.92±5.28 71.43±13.26 35.61±2.01 22.83±3.63 65.54±1.93 61.15±2.23
VHK 85.08±5.08 77.62±6.08 21.41±2.64 18.94±2.62 68.24±2.98 62.36±2.64
4.3 Label-invariant Gromov-Wasserstein (LGW)距離
4.2.2項より，既存手法ではトレーニングデータに対してテストデータのラベルを入れ替えた
ときに分類精度が悪くなることが分かった．そこで本研究では，ノードラベルの種類の変化に




ソル L(C1(i, k),C2(j, l)) [30]を利用し，以下のように LGWを定義する．
定義 10 (Label based Gromov-Wasserstein distance). 二つのグラフ G1，G2を比較すること




された類似性行列間の LGW距離 dLGW(F1,F2,p, q)は，次のように定義される．




|F1(i, k)− F2(j, l))|Ti,jTk,l． (4.1)





定理 4. dLGW(F1,F2,p, q)は距離である．









する．定義 3より，i番目のノードと k番目のノード間の全てのパス Pi,k を考慮し，各パス
p ∈ Pi,k上にあるすべてのノードラベルを用いた．ここで，以下の定義を示す．
定義 11 (ラベルの発生頻度). ラベルの発生頻度について定義
i番目のノードに着目するとき，iと隣接するノードがある．iと，それに隣接するノードの
ラベルを一つの集合 giとする．その集合の中で，それぞれのラベルの発生頻度 ψij を調べる．










つまり ψij ̸= ψjiとなる．そこで，以下のように平均化処理を行い重みとする．






用いて次のような最小化問題を解くことにより，新しい FLF (i, k)を導出する．




subject to p ∈ Pi,k．
ここで，(u, v)は，パス pに沿った一つのエッジを表す．これは， i番目のノードと k番目の
ノード間の複数パスPi,kの一つである．式 (4.4)で定義された最小化問題は，一般的な重み付
き最短経路問題である．したがって，ダイクストラのアルゴリズムなどの一般的なアルゴリズ





定義 12 (ラベルの一致度). エッジ eij の両端のノード vi, vj に対して，viと viに隣接にする









ノード viとノード vj に対するラベルの一致度を χij(= χji)として，その逆数を用いた次のよ
うな最小化問題を解くことにより，新しい FLW2(i, k)を導出する．






subject to p ∈ Pi,k．











カーネル行列を作成し，(p, q)要素は exp(−γ · dLGW(Fp,Fq))によって計算される．ここで、
γ ∈ R はハイパーパラメータであり， dLGW は 2つのグラフGp，Gq間の式 (4.1) の LGW距離
である．γは 1に設定した．比較手法は，4.2.1項の実験で用いた，FGW，WLK，HCK，NHK，












　 MUTAG ENZYMES ER-MD
FGW 74.28±4.86 23.38±2.60 60.00±2.15
FGW(2) 78.57±4.61 25.91±3.10 60.00±2.15
WLK 65.87±6.32 17.37±3.68 61.69±2.79
HCK 73.49±14.09 27.67±4.31 62.70±2.21
NHK 71.43±13.26 22.83±3.63 61.15±2.23
VHK 77.62±6.08 18.94±2.62 62.36±2.64
LGW-LF 81.42± 5.81 30.61±2.63 66.89±3.76
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