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INTERIOR AND UP TO THE BOUNDARY REGULARITY FOR
THE FRACTIONAL g-LAPLACIAN: THE CONVEX CASE
JULIA´N FERNA´NDEZ BONDER, ARIEL SALORT, AND HERNA´N VIVAS
Abstract. We establish interior and up to the boundary Ho¨lder regularity esti-
mates for weak solutions of the Dirichlet problem for the fractional g−Laplacian
with bounded right hand side and g convex. These are the first regularity re-
sults available in the literature for integro-differential equations in the context of
fractional Orlicz-Sobolev spaces.
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1. Introduction and main results
The aim of this work is to prove interior and up to the boundary Ho¨lder regularity
for solutions of the Dirichlet problem for the fractional g−Laplacian:{
(−∆g)
su = f in Ω
u = 0 in Rn \ Ω,
(1.1)
where Ω a bounded open subset of Rn with C1,1 boundary, f ∈ L∞(Ω) and (−∆g)
s
is the fractional g−Laplacian defined in [18]:
(−∆g)
su(x) := p.v.
∫
Rn
g
(
u(x)− u(y)
|x− y|s
)
dy
|x− y|n+s
(1.2)
with g = G′ the derivative of a Young function G (see Section 2 for definitions) and
p.v. stands for the principal value.
Fractional (or nonlocal) operators arise naturally in the study of Le´vy processes
with jumps, where the infinitesimal generator of a stable pure jump process is given,
through the Le´vy-Khintchine formula, by a nonlocal operator. These processes have
attracted much interest both in the PDE and Probability communities, as they
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appear to capture accurately the features of a wide range of phenomena in Physics,
Finance, Image processing, or Ecology; see [1, 12, 29, 33] and references therein.
Although the development of some aspects of the theory of nonlocal operators
from the point of view of Analysis can be traced back several decades, either from
a Harmonic Analysis or a potential theoretic approach, it was the seminal program
developed by Caffarelli and Silvestre in [7, 8, 9] that opened up the way for a
(so to speak) modern regularity theory for elliptic nonlocal equations. Indeed, they
developed a regularity theory for fully nonlinear nonlocal uniformly elliptic equations
in a parallel fashion to that of the nowadays classic second order theory, cf. [6]. Since
then, the subject has been and continues to be a very active research area, and is
hardly possible to give a complete account of the developments; the interested reader
is referred to [4, 20, 30] further discussions and references.
The interior regularity results in Caffarelli and Silvestre’s works relied heavily on
a notion of ellipticity that constrains the behavior of the kernels of the operators
to have certain smoothness and/or decay properties. These works were extended
by Kriventsov [26] and Serra [34] to the class of rough kernels, which can be highly
oscillatory and irregular and further developments where made by Chang Lara and
Da´vila [13], where the symmetry assumption on the kernels is dropped. Also, non-
translation invariant operators were considered by Jin and Xiong in [37]. A parallel
line of work was developed by Ros-Oton and Serra, whom in [31] established sharp
interior regularity estimates for general stable operators, i.e. operators in which
the spectral measure is not necessarily absolutely continuous with respect to the
Lebesgue measure but satisfies a natural ellipticity assumption. It is also worth
highlighting the work of Yu [38], where a first step is taken towards the development
of a Caldero´n-Zygmund type theory for nonlinear, nonlocal operators.
Once the interior regularity is understood, the next step is to study the the bound-
ary regularity of solutions, which presents many differences and challenges with
respect to the case of local second order equations. Some of the most important
advances in that direction are Ros-Oton and Serra’s cited paper [31] and its fully
nonlinear counterpart [32]. In these works they study Dirichlet problems of the form{
Lu = f in Ω
u = 0 in Rn\Ω,
(1.3)
with L a stable operator. Their main results are that if Ω is C1,1 and f ∈ L∞(Ω),
then u/ds ∈ Cs−ε(Ω) for all ε > 0 for the linear case and if Ω is C2,γ , a ∈ C1,γ(Sn−1),
then if f ∈ Cγ(Ω) then u/ds ∈ Cγ+s(Ω) for γ ∈ (0, s) whenever γ+s is not an integer
for the nonlinear case. Here d = d(x) is the distance to ∂Ω and a is the spectral
measure of the operator.
On the other hand, using a rather different approach Grubb proved in [21, 22],
for a problem like (1.3), that if Ω is C∞ and a ∈ C∞(Sn−1), then
f ∈ Cγ(Ω) =⇒ u/ds ∈ Cγ+s(Ω) for all γ > 0,
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whenever γ+s /∈ Z for elliptic pseudodifferential operators satisfying the s-transmission
property. In particular, u/ds ∈ C∞(Ω) whenever f ∈ C∞(Ω). Furthermore, when
s + γ is an integer, more information is given in [22] in terms of Ho¨lder-Zygmund
spaces Ck∗ .
An common feature of all of the above cited papers is that they deal with the
uniformly elliptic case, in which, roughly speaking, the operator under study lies
between two multiples of the fractional Laplacian:
(−∆)su(x) ∼= p.v.
∫
Rn
u(x)− u(y)
|x− y|n+2s
dy
arguably the most canonical example of nonlocal operators. The archetypal example
of a degenerate elliptic operator is given by the fractional p−Laplacian:
(−∆)spu(x) = p.v.
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|n+ps
dy, p > 2.
This operator arises, for instance, when studying minimizers of the Gagliardo semi-
norm
[u]s,p :=
∫∫
|u(x)− u(y)|p
|x− y|n+ps
dxdy (1.4)
which are distinctive of the well-known fractional Sobolev spaces, see for instance
[17].
Such scenario has been investigated thoroughly in the last years. Just to cite some
relevant examples, we point out the work by Di Castro, Kuusi and Palatucci, that
proved basic Ho¨lder regularity following the Di Giorgi approach in [15] and a Harnack
inequality in [16]. Higher Ho¨lder estimates were then obtained by Brasco, Lindgren
and Schikorra and higher integrability type results by Brasco and Lindgren [2]. The
eigenvalue problem was also successfully addressed by Lindgren and Lindqvist [28].
All of these papers concern the interior regularity of solutions; regarding global
regularity, the most important work available seems to be the paper by Iannizzotto,
Mosconi and Squassina on global Ho¨lder regularity for the fractional p−Laplacian
[24], which has been a mayor source of inspiration for our manuscript.
A rather natural question of interest is to replace the power growth in (1.4) by
another type of behavior; this immediately gives way to consider the fractional order
Orlicz-Sobolev spaces, introduced by the first and the second author in [18]. These
spaces have received a great amount of attention in the last years, either in the
study of their structural properties [10, 11, 5] or the PDE questions that arise such
as eigenvalue problems [35, 36] and Po´lya-Szego¨ type results [14].
However, to the best of the authors’ knowledge there are no results at all available
in the literature dealing with regularity issues in this context. The main goal of this
paper is, therefore, to fill that gap. The main result we prove is global (i.e. interior
and up to the boundary) Ho¨lder regularity for solutions of (1.1). This is achieved
under a rather natural structural assumption on the smoothness of the boundary of
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Ω and a structural “ellipticity” assumption on g given in terms of two constants λ
and Λ (see equation (2.1) below). The result is stated as follows:
Theorem 1.1. There exist α ∈ (0, s] depending only on n, s, Ω, Λ and λ such that
for any weak solution u ∈ W s,G0 (Ω) of (1.1), u ∈ C
α(Ω) and
‖u‖Cα(Ω) ≤ C (1.5)
where C is a constant depending on s, n, λ,Λ, ‖f‖L∞(Ω) and Ω.
The strategy of the proof of Theorem 1.1 is divided in two steps:
(1) first tackle the interior regularity of solutions. This is done by first proving an
appropriate weak Harnack inequality and then an oscillation decay argument;
(2) the boundary regularity, in turn, is achieved by constructing barrier func-
tions that behave like the distance function close to ∂Ω; such a construction
is possible due to the fact that the one dimensional profile (xn)
s
+ satisfies
(−∆g)
s(xn)
s
+ = 0 so that straightening the boundary gives that (−∆g)
sds is
bounded.
The rest of the paper is organized as follows: in Section 2 we give the preliminary
notions and definitions that will be used throughout the paper. In Section 3 we
prove a weak Harnack inequality, from which an oscillation decay results and the
corresponding interior regularity estimates follow. In Section 4 we investigate the
behavior near the boundary of solutions to (1.1) and in particular we prove that
they are controlled by the distance function in the whole Ω; putting together the
results from Sections 3 and 4, the global Ho¨lder regularity follows and Theorem
1.1 is proven in Section 5. Finally, in the Appendix we gather, for the reader’s
convenience, the proof of some technical results that are used in the main body of
the paper.
2. Preliminaries
2.1. Young functions. An application G : [0,∞) −→ [0,∞) is said to be a Young
function if it admits the integral formulation G(t) =
∫ t
0
g(τ) dτ , where the right
continuous function g defined on [0,∞) has the following properties:
g(0) = 0, g(t) > 0 for t > 0, (g1)
g is nondecreasing on (0,∞) (g2)
lim
t→∞
g(t) =∞. (g3)
From these properties it is easy to see that a Young function G is continuous,
nonnegative, strictly increasing and convex on [0,∞). Further, we recall that we
may extend g to the whole R in an odd fashion: for t < 0 g(t) = −g(−t).
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We will consider the class of Young functions such that g = G′ satisfies the
condition
1 < λ ≤
tg′(t)
g(t)
≤ Λ <∞. (2.1)
This condition was first considered in the seminal work of G. Lieberman [27] and is
the analogous to the ellipticity condition in the linear theory as it will be apparent
later on.
This condition implies that g(t) is bounded between powers. In fact, (2.1) implies
that
c1t
λ ≤ g(t) ≤ c2t
Λ, (2.2)
for t ≥ 0 and some constants c1, c2 > 0.
By a simple integration, it is easy to check that condition (2.1) implies that G
verifies
2 < p− ≤
tg(t)
G(t)
≤ p+ <∞, (2.3)
where p− = λ+ 1 and p+ = Λ + 1. Hence, we readily obtain
c1
tp
−
p−
≤ G(t) ≤ c2
tp
+
p+
for t ≥ 0. (2.4)
In [25, Theorem 4.1] it is shown that the upper bound in (2.1) (or in (2.3)) is
equivalent to the so-called ∆2 condition (or doubling condition), namely
g(2t) ≤ 2Λg(t), G(2t) ≤ 2p
+
G(t) t ≥ 0. (∆2)
Further, since (2.1) implies G′′(t) > 0 we have that G is a convex function. For
for our purposes we will make the further assumption on g:
g is a convex function on (0,∞). (g4)
We point out that this is analogous of dealing with the degenerate case p ≥ 2 for
the fractional p−Laplacian.
Throughout the paper, a constant will be called universal if it depends only on
n, s, λ and Λ. Also, from now on, and until the end of the paper assumption (g4)
will be enforced.
The convexity of G and its derivative in particular gives the following:
Lemma 2.1. When α ∈ [0, 1] and t ≥ 0
G(αt) ≤ αG(t), g(αt) ≤ αg(t)
and for α ≥ 1 and t ≥ 0
G(αt) ≥ αG(t) g(αt) ≥ αg(t).
More generally, for any, α, t ≥ 0
min{αλ, αΛ}g(t) ≤ g(αt) ≤ max{αλ, αΛ}g(t) (2.5)
and
G(t)min{αp
−
, αp
+
} ≤ G(αt) ≤ G(t)max{αp
−
, αp
+
}. (2.6)
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The proof of this lemma is elementary and the reader can see a simple proof in
[19, Lemma 2.1].
2.2. Fractional Orlicz-Sobolev spaces. Recall that for a Young function G the
Orlicz spaces are given by
LG(Ω) :=
{
u : Ω −→ R, measurable :
∫
Ω
G(u(x)) dx <∞
}
.
These are Banach spaces under the assumption that condition (∆2) holds.
Given a fractional parameter s ∈ (0, 1) we will work with the fractional Orlicz-
Sobolev spaces
W s,G(Ω) :=
{
u ∈ LG(Ω) : Dsu ∈ L
G(Ω× Ω, dµ)
}
where
dµ =
dxdy
|x− y|n
and
Dsu(x, y) :=
u(x)− u(y)
|x− y|s
(2.7)
denotes the s−Ho¨lder quotient.
Over the space W s,G(Ω) we define the Luxemburg type norm
‖u‖s,G,Ω := ‖u‖G,Ω + [u]s,G,Ω, (2.8)
where
‖u‖G,Ω := inf
{
λ > 0:
∫
Ω
G
(
u(x)
λ
)
dx ≤ 1
}
[u]s,G,Ω := inf
{
λ > 0:
∫∫
Ω×Ω
G
(
Dsu
λ
)
dµ ≤ 1
}
.
Given Ω ⊂ Rn bounded we define
W˜ s,G(Ω) :=
{
u ∈ LGloc(R
n) : ∃U ⊃⊃ Ω s.t. ‖u‖s,G,U +
∫
Rn
g
(
|u(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
<∞
}
.
If Ω is unbounded
W˜ s,Gloc (Ω) := {u ∈ L
G
loc : u ∈ W˜
s,G(Ω′) for any bounded Ω′ ⊂ Ω}.
Observe that, when u ∈ L∞(Rn)∫
Rn
g
(
|u(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
≤ C(‖u‖∞)
∫ ∞
0
g
(
1
(1 + r)s
)
dr
(1 + r)1+s
≤ C(‖u‖∞)G(1)
∫ ∞
0
(1 + r)−s−1 dr <∞,
where we have used (∆2), (2.1) and (g2). The same occurs when u ∈ C
s(Rn).
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Further, we define the spaces
W s,G0 (Ω) :=
{
u ∈ W s,G(Rn) : u = 0 in Ωc
}
,
W−s,G˜(Ω) :=
(
W s,G0 (Ω)
)∗
where the complementary Young function G˜ of a Young function G is defined as
G˜(t) := sup{tw −G(w) : w > 0}. (2.9)
For all measurable u : Rn → R the nonlocal tail centered at x ∈ Rn is defined as
Tail(u; x, 1) = g−1
(∫
Bc1(x)
g
(
u(y)
|x− y|s
)
dy
|x− y|n+s
)
.
Tail(u; x,R) = g−1
(
Rs
∫
BcR(x)
g
(
Rs
u(y)
|x− y|s
)
dy
|x− y|n+s
)
.
When x = 0 we just write Tail(u; x,R) = Tail(u;R). Moreover, then G(t) = tp
for some p ≥ 2 we write
Tail(u; x,R, p) =
(
Rsp
∫
BcR(x)
|u(y)|p−1
|x− y|n+sp
dy
) 1
p−1
and Tail(u; x,R, p) = Tail(u;R, p) when x = 0.
2.3. Notions of solutions. In this section we give the appropriate notions of so-
lutions that will be used. We start with the definition of weak solution.
Definition 2.2. Let Ω be a domain in Rn, u ∈ W˜ s,G(Ω) and f ∈ W−s,G˜(Ω). We
say that u is a weak subsolution of (−∆g)
su = f in Ω if for any test function
ϕ ∈ W s,G0 (Ω) satisfying ϕ ≥ 0 a.e. in Ω there holds∫∫
Rn×Rn
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dµ ≤
∫
Ω
fϕ dx. (2.10)
We say that u is a supersolution if −u is a subsolution and that u is a solution if it
is both a sub and a supersolution. In particular, if u is a solution∫∫
Rn×Rn
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dµ =
∫
Ω
fϕ dx (2.11)
any test function ϕ ∈ W s,G0 (Ω).
If Ω is unbounded, u ∈ W˜ s,G
loc
(Ω) is a weak subsolution, supersolution or solution
of (−∆g)
su = f if (2.10)-(2.11) hold for any bounded open set Ω˜ ⊂ Ω.
Next, we define pointwise and strong solutions:
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Definition 2.3. Let Ω be a domain in Rn, u ∈ W˜ s,G
loc
(Ω) and f a measurable function
in Ω. We say that u is a pointwise subsolution of (−∆g)
su = f in Ω if the limit
lim
ε→0+
2
∫
Bcε(x)
g
(
u(x)− u(y)
|x− y|s
)
dy
|x− y|n+s
≤ f(x) (2.12)
for almost every Lebesgue point of Ω (in particular, a.e. in Ω). We say that u is a
pointwise supersolution if −u is a subsolution and that u is a solution if it is both a
sub and a supersolution.
Moreover, if f ∈ L1
loc
(Ω) we say that u is a strong subsolution of (−∆g)
su = f if
the limit (2.12) holds in L1
loc
(Ω). Analogous definitions hold for strong supersolution
and solutions.
3. Weak Harnack and Ho¨lder regularity
In this section we prove a weak Harnack inequality and, as a consequence, get
interior Cα estimates for solutions of (1.1) (see Corollary 3.5). We start with the
following technical Lemma, that gives control on the fractional g−Laplacian of a
bounded C2 function:
Lemma 3.1. Let ϕ ∈ C2(Rn) ∩ L∞(Rn), then
|(−∆g)
sϕ(x)| ≤ K,
where K is a (computable) positive constant depending on ‖∇ϕ‖∞, ‖D
sϕ‖∞, n, s,
g and g′.
Proof. Let ϕ ∈ C2(Rn) ∩ L∞(Rn) be fixed. Denote
Dzϕ(x) := ϕ(x)− ϕ(x+ z), D
2
zϕ(x) := ϕ(x+ z)− 2ϕ(x) + ϕ(x− z).
Let us write
(−∆g)
sϕ(x) =
(
lim
ε→0+
∫
ε<|x−y|<1
+
∫
|x−y|≥1
)
g
(
ϕ(x)− ϕ(y)
|x− y|s
)
dy
|x− y|n+s
:= lim
ε→0+
(aε) + (b).
(Notice that the smoothness and boundedness of ϕ already make (−∆g)
sϕ(x) well
defined.)
Taking into account that g is nondecreasing we readily get that
(b) ≤ g(2‖ϕ‖∞)
∫
|x−y|≥1
|x− y|−n−s dy =
nωn
s
g(2‖ϕ‖∞).
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Expression (aε) can be rewritten as
(aε) =
∫
ε<|z|<1
g
(
Dzϕ(x)
|z|s
)
dy
|z|n+s
=
∫
ε<|z|<1
g
(
D−zϕ(x)
|z|s
)
dy
|z|n+s
=
1
2
∫
ε<|z|<1
(
g
(
Dzϕ(x)
|z|s
)
+ g
(
D−zϕ(x)
|z|s
))
dy
|z|n+s
= −
1
2
∫
ε<|z|<1
(ψ(1)− ψ(0))
dz
|z|n+s
= −
1
2
∫
ε<|z|<1
∫ 1
0
ψ′(t) dt
dz
|z|n+s
(3.1)
where we have denoted
ψ(t) = g
(
(1− t)Dzϕ(x)− tD−zϕ(x)
|z|s
)
.
Since the derivative of ψ can be computed to be
ψ′(t) = g′
(
(1− t)Dzϕ(x)− tD−zϕ(x))
|z|s
)
·
D2zϕ(x)
|z|s
,
and since we have |Dzϕ| ≤ ‖∇ϕ‖∞|z| , |D
2
zϕ| ≤ ‖D
2ϕ‖∞|z|
2 we get
|ψ′(t)| ≤ g′(2‖∇ϕ‖∞|z|
1−s)‖Dsϕ‖∞|z|
2−s,
where we have used that g′ increasing due to (g4). Then, expression (3.1) can be
bounded as follows
(aε) ≤
∫
ε<|z|<1
g′(2‖∇ϕ‖∞|z|
1−s)‖D2ϕ‖∞|z|
2−n−2s dz
≤ g′(2‖∇ϕ‖∞)‖D
2ϕ‖∞nωn
∫ 1
ε
r1−2s ds
= g′(2‖∇ϕ‖∞)‖D
2ϕ‖∞nωn
1− ε2(1−s)
2(1− s)
.
Finally, combining the bounds for (aε) and (b) we get that
|(−∆g)
sϕ(x)| ≤
nωn
s
g(2‖ϕ‖∞) +
nωn
2(1− s)
g′(2‖∇ϕ‖∞)‖D
2ϕ‖∞
as desired. 
We are now in position to prove our weak Harnack inequality.
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Theorem 3.2 (Weak Harnack inequality). If u ∈ W˜ s,G(BR/3) satisfies weakly{
(−∆g)
su ≥ −K in BR/3
u ≥ 0 in Rn
(3.2)
for some K ≥ 0, then there exists universal σ ∈ (0, 1), and an explicit constant
C0 > 0 such that
inf
BR/4
u ≥ σRsg−1
(
–
∫
–
BR\BR/2
g(R−s|u|) dx
)
− Rsg−1 (C0K) .
Proof. We prove first the result for R = 1 and then get (3.2) by scaling from Lemma
6.9.
Let ϕ ∈ C∞(Rn) be such that 0 ≤ ϕ ≤ 1 in Rn, ϕ = 1 in B1/4 and ϕ = 0 in B
c
1/3.
It follows that ‖ϕ‖∞ ≤ 1, ‖∇ϕ‖∞ ≤ 2. Then, in light of Lemma 3.1
|(−∆g)
sϕ| ≤ C in B1/3 (3.3)
for some C depending of ‖ϕ‖C2, g
′ and s. We define
L = g−1
(
–
∫
–
B1\B1/2
g(|u|) dx
)
and for any σ > 0 set w = σLϕ + uχB1\B1/2 . Then, in B1/3 we can compute, by
means of Lemma 6.13,
(−∆g)
sw(x) = (a) + (b).
Expression (a) can be bounded by using Lemma 3.1, (∆2) and (2.1) as
(a) = (−∆g)
s(σLϕ)(x)
≤
nωn
s
g(2‖σLϕ‖∞) + g
′(2‖∇σLϕ‖∞)‖D
2σLϕ‖∞
nωn
1− s
≤ C1(n, s,Λ)(g(σL) + g
′(σL)σL)
≤ C1g(σL).
For expression (b) we that, by applying Lemma 6.1,
(b) = 2
∫
B1\B1/2
(
g
(
σLϕ(x)− u(y)
|x− y|s
)
− g
(
σLϕ(x)
|x− y|s
))
dy
|x− y|n+s
≤ −22−Λ
∫
B1\B1/2
g
(
|u(x)|
|x− y|s
)
dy
|x− y|n+s
≤ −21−Λ
∫
B1\B1/2
g (|u(x)|) dy
≤ −22−Λnωn(1−
1
2n
)g(L)
≤ −C2(n, s,Λ)g(L).
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Assume that σ < 1, then from the bounds for (a) and (b) we get
(−∆g)
sw(x) ≤ C1σg(L)− C2g(L).
Then, if we further assume
σ < min
{
1,
C2
2C1
}
,
we get the upper estimate
(−∆g)
sw(x) ≤ −
C2
2
g(L) in B1/3. (3.4)
We distinguish two cases:
• if L ≤ g−1
(
2K
C2
)
, then
inf
B1/4
u ≥ 0 ≥ σL− g−1
(
2K
C2
)
,
• if L > g−1
(
2K
C2
)
, then, from (3.4)
(−∆g)
sw(x) ≤ −K ≤ (−∆g)
su in B1/3,
moreover, by construction w = χB1\B1/3u ≤ u in B
c
1/3. In light of the comparison
principle stated in Proposition 6.12, the last two relations imply that
inf
B1/4
u ≥ σL ≥ σL− g−1
(
2K
C2
)
and the proof concludes. 
Next we extend Theorem 3.2 to supersolutions which are only nonnegative in a
ball.
Lemma 3.3. There exists σ ∈ (0, 1), C > 0, and for all ε > 0 a constant Cε > 0
such that, if u ∈ W˜ s,G(BR/3) satisfies{
(−∆g)
su ≥ −K in BR/3
u ≥ 0 in Rn
for some K ≥ 0, then
inf
BR/4
u ≥ Rsσg−1
(
–
∫
–
BR\BR/2
g(R−su) dx
)
− C˜Rsg−1(K)− CεTail(u−;R)− ε sup
BR
u.
Proof. We prove first the result for R = 1 and then the result follows for any R > 0
by scaling from Lemma 6.9.
12 JULIA´N FERNA´NDEZ BONDER, ARIEL SALORT, AND HERNA´N VIVAS
We apply Lemma 6.13 to v = u−, u + v = u+ and Ω = B1/3. Then, in the weak
sense in B1/3 we have that
(−∆g)
su+(x) = (−∆g)
su(x) + 2
∫
Bc
1/3
[
g
(
u(x)− u+(y)
|x− y|s
)
− g
(
u(x)− u(y)
|x− y|s
)]
dy
|x− y|n+s
≥ −K + 2
∫
u<0
[
g
(
u(x)
|x− y|s
)
− g
(
u(x)− u(y)
|x− y|s
)]
dy
|x− y|n+s
≥ −K + C
∫
u<0
[
g
(
u(x)
|y|s
)
− g
(
u(x)− u(y)
|y|s
)]
dy
|y|n+s
where in the last inequality we have used that |x− y| > 2
3
|y|.
By using Lemma 6.3 we have that, for any θ > 0 there exists Cθ > 0 such that,
given that g is odd
g
(
u(x)
|y|s
)
− g
(
u(x)− u(y)
|y|s
)
≥ cθg
(
u(x)
|y|s
)
+ Cθg
(
u(y)
|y|s
)
with cθ = 1− (1− θ)
Λ < 1. Then
(−∆g)
su+(x) ≥ −K −
∫
u<0
g
(
u(x)
|y|s
)
dy
|y|n+s
− Cθ
∫
u<0
g
(
u(y)
|y|s
)
dy
|y|n+s
≥ −K −
∫
u<0
g
(
supB1 u
|y|s
)
dy
|y|n+s
− Cθg(Tail(u−; 1))
≥ −K − g
(
sup
B1
u
)∫
u<0
dy
|y|n+s(Λ+1)
− Cθg(Tail(u−; 1))
≥ −K − C(Λ)g
(
sup
B1
u
)
− Cθg(Tail(u−; 1))
:= −K˜
Now, we can apply Theorem 3.2 to u+,
inf
B1/4
u ≥ σg−1
(
–
∫
–
B1\B1/2
g(u) dx
)
− g−1
(
C0K˜
)
.
Observe that from Lemma 6.4, for θ < ε
λ
4CC0
≤ 1, we get
g−1
(
C0K˜
)
≤ 2
2
λ
[
g−1(C0K) + g
−1
(
C0Cθg
(
sup
B1
u
))
+ g−1(C0Cθg(Tail(u−; 1)))
]
≤ 2
2
λ
[
max{1, C
1
λ
0 }g
−1(K) + max{1, (C0Cθ)
1
λ} sup
B1
u
+max{1, (C0Cθ)
1
λ}Tail(u−; 1)
]
≤ C˜g−1(K) + Cε Tail(u−; 1) + ε sup
B1
u.
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Therefore
inf
B1/4
u ≥ σg−1
(
–
∫
–
B1\B1/2
g(u) dx
)
− C˜g−1(K)− CεTail(u−; 1)− ε sup
B1
u
as required. 
As a consequence of the weak Harnack inequality, we get the following oscillation
decay result:
Theorem 3.4. There exist α ∈ (0, 1) and a universal constant C > 0 with the
following property: if R0 ∈ (0, 1) and u ∈ W˜
s,G(BR0) ∩ L
∞(BR0) satisfies
|(−∆g)
su| ≤ K
weakly in BR0, then for all r ∈ (0, R0) it holds that
osc
Br
u ≤ C(Rs−α0 g
−1(K) +R−s0 Q(u;R0))r
α
where
Q(u;R0) = (‖u‖L∞(B0) + Tail(u;R0, p
+) + Tail(u;R0, p
−))β
for some β = β(Λ, λ) > 0.
Proof. Given R0 ∈ (0, 1), for any j ∈ N0 set the quantities
Rj =
R0
4j
, Bj = BRj ,
1
2
Bj = BRj/2.
Let us prove that there exists a universal constant α ∈ (0, 1), a number L > 0, a
nondecreasing sequence {mj} and a nonincreasing sequence {Mj} such that, for all
j ≥ 0,
mj ≤ inf
Bj
u ≤ sup
Bj
u ≤Mj , Mj −mj = LR
α
j .
We proceed by induction on j.
Step 1. When j = 0, set M0 = supB0 u and m0 = M0 − LR
α
0 , where L > 0
satisfies that
L ≥
2‖u‖L∞(B0)
Rα0
, (3.5)
which implies that m0 ≤ infB0 u ≤ M0.
Step 2. Inductive step: assume that sequences {mj} and {Mj} are constructed
up to the index j. Then
Mj −mj = –
∫
–
Bj\
1
2
Bj
(Mj − u) dx+ –
∫
–
Bj\
1
2
Bj
(u−mj) dx
by using the convexity of g,
g(R−sj (Mj −mj)) ≤ C –
∫
–
Bj\
1
2
Bj
g(Rj−s(Mj − u)) dx+ C –
∫
–
Bj\
1
2
Bj
g(R−sj (u−mj)) dx
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from where
Mj −mj ≤CR
s
jg
−1
(
–
∫
–
Bj\
1
2
Bj
g(R−sj (Mj − u)) dx
)
+ CRsjg
−1
(
–
∫
–
Bj\
1
2
Bj
g(R−sj (u−mj)) dx
)
.
Let σ ∈ (0, 1), C˜ > 0 be as in Lemma 3.3. From the previous inequality and
Lemma 3.3 we get
Cσ(Mj −mj) ≤ σR
s
jg
−1
(
–
∫
–
Bj\
1
2
Bj
g(R−sj (Mj − u)) dx
)
+ σRsjg
−1
(
R−s –
∫
–
Bj\
1
2
Bj
g(R−sj (u−mj)) dx
)
≤ inf
Bj+1
(Mj − u) + inf
Bj+1
(u−mj) + 2C˜R
s
jg
−1(K)
+ Cε[Tail((Mj − u)−;Rj) + Tail((u−mj)−;Rj)]
+ ε
[
sup
BRj
(Mj − u) + sup
BRj
(u−mj)
]
.
Setting ε = σ/4, C = max{2C˜, Cε} and rearranging terms we get
osc
Bj+1
u ≤
(
1−
σ
2
)
(Mj −mj)
+ C[(Rs0g
−1(K) + Tail((Mj − u)−;Rj) + Tail((u−mj)−;Rj)).
(3.6)
Step 3. Let us estimate the tails. Observe that we can write
R−sj g(Tail((u−mj)−;Rj)) =
j−1∑
k=0
∫
Bk\Bk+1
g
(
Rsj
(u(y)−mj)−
|y|s
)
dy
|y|n+s
+
∫
Bc0
g
(
Rsj
(u(y)−mj)−
|y|s
)
dy
|y|n+s
.
(3.7)
Let us deal with the first term. By inductive hypothesis, for all 0 ≤ k ≤ j − 1 we
have in Bk \Bk+1
(u−mj)− ≤ mj −mk ≤ (mj −Mj) + (Mk −mk) = L(R
α
k −R
α
j ),
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hence
(i) :=
j−1∑
k=0
∫
Bk\Bk+1
g
(
Rsj
(u(y)−mj)−
|y|s
)
dy
|y|n+s
≤
j−1∑
k=0
∫
Bk\Bk+1
g
(
LRα+sj
(4α(j−k) − 1)
|y|s
)
dy
|y|n+s
≤
j−1∑
k=0
g
(
LRα+sj R
−s
k (4
α(j−k) − 1)
) ∫
Bk\Bk+1
dy
|y|n+s
≤ C(s, n)g
(
LRα+sj R
−s
j
)
R−s0
j−1∑
k=0
(4α(j−k) − 1)Λ4sk.
Then, if we choose α < s
Λ
(i) ≤ C(s, n)g
(
LRα+sj R
−s
0 R
−s
k
)
4sj
j−1∑
k=0
(4α(j−k) − 1)Λ4−s(j−k)
≤ C(s, n)g
(
LRαj
)
R−s0 R
−s
j
∞∑
h=1
(4hα − 1)Λ4−sh
≤ C(s, n)g
(
LRαj
)
R−s0 R
−s
j S(α)
where
S(α) :=
∞∑
h=1
(4hα − 1)Λ4−sh ≤
∞∑
h=1
4h[αΛ−s] =
1
1− 4αΛ−s
<∞.
Moreover, observe that S(α)→ 0 as α→ 0+. Therefore
g−1(Rsj · (i)) ≤ CR
− s
Λ
0 S(α)
1
ΛLRαj . (3.8)
Let us deal with the second integral. Since by inductive hypothesis
mj ≤ inf
Bj
u ≤ sup
Bj
u ≤ ‖u‖L∞(B0),
we have
(ii) :=
∫
Bc0
g
(
Rsj
(u(y)−mj)−
|y|s
)
dy
|y|n+s
≤
∫
Bc0
g
(
Rsj
|u(y)|+ ‖u‖L∞(B0)
|y|s
)
dy
|y|n+s
≤ C
∫
Bc0
g
(
Rsj
|u(y)|
|y|s
)
dy
|y|n+s
+ C
∫
Bc0
g
(
Rsj
‖u‖L∞(B0)
Rs0
)
dy
|y|n+s
≤ (a) + (b).
Expression (a) can be bounded by using (∆2) as
16 JULIA´N FERNA´NDEZ BONDER, ARIEL SALORT, AND HERNA´N VIVAS
(a) ≤ g(RsjR
s
0R
−s
0 )
(∫
Bc0∩{y : u(y)|y|
−s≥1}
|u(y)|Λ
|y|n+sp+
dy +
∫
Bc0∩{y : u(y)|y|
−s<1}
|u(y)|λ
|y|n+sp−
dy
)
≤ Cg(RsjR
−s
0 )R
sp+
0
∫
Bc0
|u(y)|Λ
|y|n+sp+
dy + Cg(RsjR
−s
0 )R
s(p+−p−)
0 R
sp−
0
∫
Bc0
|u(y)|λ
|y|n+sp−
dy
≤ g(RsjR
−s
0 )R
−s
0
(
Tail(u;R0, p
+)p
+−1 + Tail(u;R0, p
−)p
−−1
)
.
since R0 < 1. Moreover, it is easy to see that
(b) ≤ Cg(‖u‖L∞(B0)R
s
jR
−s
0 )R
−s
0
Then, form the last two expression we get
(ii) ≤ C(n, s)g(RsjR
−s
0 )R
−s
0 (Tail(u;R0, p
+)Λ) + Tail(u;R0, p
−)λ))
+ C(n, s)g(RsjR
−s
0 )R
−s
0 max{‖u‖
Λ
L∞(B0)
, ‖u‖λL∞(B0)}
≤ C(n, s)Q(u;R0)g(R
s
jR
−s
0 )R
−s
0 ,
where we have denoted
Q(u;R0) = (‖u‖L∞(B0) + Tail(u;R0, p
+) + Tail(u;R0, p
−))β
for some β = β(λ,Λ) > 0.
From the last inequality we get
g−1(Rsj · (ii)) ≤ C(n, s, λ,Λ)Q(u;R0)R
−s
0 R
s
j . (3.9)
Plugging the (3.8) and (3.9) in (3.7) gives that
Tail((u−mj)−;Rj) ≤ C(g
−1(Rsj · (i)) + g
−1(Rsj · (ii)))
≤ C(n, s, λ,Λ)R−s0 R
s
j [S(α)
1
ΛL+Q(u;R0)]
since α < s < sp+. The power β > 0 in the definition of Q(u;R0) may have changed
form line to line but still positive.
A similar estimate holds for Tail((Mj − u)−;Rj).
Step 5. By using the previous computations we bound expression (3.6):
osc
Bj+1
u ≤
(
1−
σ
2
)
LRαj + C[(R
s
0g
−1(K) + Tail((Mj − u)−;Rj) + Tail((u−mj)−;Rj))
≤ 4αLRαj+1
[(
1−
σ
2
)
+ CR−s0 S(α)
1
Λ
]
+ 4αCRαj+1[R
s−α
0 g
−1(K) +R−s0 Q(u,R0)].
We choose α ∈ (0, s) universally such that
4α
[(
1−
σ
2
)
+ CR−s0 S(α)
1
Λ
]
≤ 1−
σ
4
.
Then
osc
Bj+1
u ≤
((
1−
σ
4
)
L+ C[Rs−α0 g
−1(K) +R−s0 Q(u;R0)]
)
Rαj+1.
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Now we choose
L =
4
σ
C(Rs−α0 g
−1(K) +R−s0 Q(u;R0))
which implies (3.5) as 4α+1C/σ > 2 and gives
osc
Bj+1
u ≤ LRαj+1.
Step 6. We may pick mj+1, Mj+1 such that
mj ≤ mj+1 ≤ inf
Bj+1
u ≤ sup
Bj+1
u ≤Mj+1 ≤Mj , Mj+1 −mj+1 = LR
α
j+1,
which completes the induction and proves the claim.
Now fix r ∈ (0, R0) and find an integer j ≥ 0 such that Rj+1 ≤ r < Rj , thus
Rj ≤ 4r. Hence, by the claim and the election of L we have that, for some C =
C(n, s, λ,Λ),
osc
Br
u ≤ osc
Bj
u ≤ LRαj ≤ C(R
s−α
0 g
−1(K) +R−s0 Q(u;R0))r
α
≤ C(Rs−α0 g
−1(K) +R−s0 Q(u;R0))r
α
which concludes the argument. 
An immediate corollary of Theorem 3.4 is the interior Ho¨lder continuity of solu-
tions:
Corollary 3.5. Assume that the hypothesis of Theorem 3.4 are in force. Then,
[u]Cα(BR0/2) ≤ C(n, s, λ,Λ)(R
s−α
0 g
−1(K) +R−s0 Q(u;R0)). (3.10)
4. Boundary behavior
In this section we discuss the boundary behavior of solutions. Throughout this
section, u0 : R −→ R will be defined by
u0(x) := x
s
+. (4.1)
We start by showing that u0 is (s, g)−harmonic in the positive half line:
Lemma 4.1. u0 ∈ W˜
s,G
loc
(R) and (−∆g)
su0 = 0 weakly and strongly in R+.
Proof. First we show that u0 ∈ W˜
s,G
loc (R). This follows rather straightforwardly since
G
(
|u0(x)− u0(y)|
|x− y|s
)
1
|x− y|
≤ C
|u0(x)− u0(y)|
p+
|x− y|1+sp+
and we can apply the homogeneous result [24, Lemma 3.1].
To see that u0 is a solution, let ρ ∈ (0, 1) take any compact set K ⊂ (ρ, ρ
−1) and
let x ∈ K. For any ε > 0 consider the integral
Iε :=
∫
|x−y|>ε
g
(
|u0(x)− u0(y)|
|x− y|s
)
u0(x)− u0(y)
|u0(x)− u0(y)|
dy
|x− y|1+s
.
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We will show that
Iε −→ 0 uniformly as ε→ 0
+. (4.2)
For this, and notice that for ε < x
0 < x− ε < x+ ε <
x2
x− ε
and split
Iε =
∫ 0
−∞
+
∫ x2
x−ε
x+ε
+
∫ x−ε
0
+
∫ ∞
x2
x−ε
= I1 + I2 + I3 + I4.
We will estimate each term separately. For this, we will use the following simple
but useful identities:(
G
(
1
|1− t|s
))′
= g
(
1
|1− t|s
)
s
|1− t|1+s
t 6= 1 (4.3)
(
G
(
1− ts
|1− t|s
))′
= sg
(
1− ts
|1− t|s
)(
1− ts−1
(1− t)1+s
)
t < 1. (4.4)
Notice that u0 vanishes identically in (−∞, 0) so, using the change of variables
t = y
x
and (4.3), we have
I1 =
∫ 0
−∞
g
(
xs
|x− y|s
)
dy
|x− y|1+s
=
∫ 0
−∞
g
(
1
|1− y
x
|s
)
x−1−sdy
|1− y
x
|1+s
= x−s
∫ 0
−∞
g
(
1
|1− t|s
)
dt
|1− t|1+s
=
x−s
s
∫ 0
−∞
(
G
(
1
|1− t|s
))′
dt
=
x−s
s
G(1).
To bound I2 notice that using (2.3) and (2.4) we have
g
(
xs − ys
|x− y|s
)
1
|x− y|1+s
≤
1
(xs − ys)|x− y|
G
(
xs − ys
|x− y|s
)
≤
(xs − ys)p
+−1
|x− y|1+sp+
so, using the Ho¨lder continuity of the power s,
|I2| ≤
∫ x2
x−ε
x+ε
|xs − ys|p
+−1
|x− y|1+sp+
dy ≤ C
∫ x2
x−ε
x+ε
1
|x− y|1+s
dy
= C
x−s
s
(xs − (x− ε)s)
εs
.
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Next, I3 is estimated using the same change of variables as that for I1:
I3 =
∫ x−ε
0
g
(
xs − ys
|x− y|s
)
dy
|x− y|1+s
= x−(1+s)
∫ x−ε
0
g
(
1−
(
y
x
)s
|1−
(
y
x
)
|s
)
dy
|1−
(
y
x
)
|1+s
= x−s
∫ 1− ε
x
0
g
(
1− ts
|1− t|s
)
dt
|1− t|1+s
.
Similarly, recalling that g is odd and making one further change of variables (for
simplicity of notation we do not change the name of the variable),
I4 =
∫ ∞
x2
x−ε
g
(
xs − ys
|x− y|s
)
dy
|x− y|1+s
= −x−(1+s)
∫ ∞
x2
x−ε
g
((
y
x
)s
− 1
| y
x
− 1|s
)
dy
| y
x
− 1|1+s
= −x−s
∫ ∞
(1− ε
x
)−1
g
(
ts − 1
|t− 1|s
)
dt
|t− 1|1+s
= −x−s
∫ 1− ε
x
0
g
(
t−s − 1
|t−1 − 1|s
)
dt
t2|t−1 − 1|1+s
= −x−s
∫ 1− ε
x
0
g
(
t−s − 1
|t−1 − 1|s
)
ts−1dt
|1− t|1+s
therefore, using (4.4)
I3 + I4 = x
−s
∫ 1− ε
x
0
[
g
(
1− ts
|1− t|s
)
− ts−1g
(
t−s − 1
|t−1 − 1|s
)]
dt
|1− t|1+s
= x−s
∫ 1− ε
x
0
g
(
1− ts
|1− t|s
)
(1− ts−1)
|1− t|1+s
dt
=
x−s
s
∫ 1− ε
x
0
(
G
(
1− ts
|1− t|s
))′
dt
=
x−s
s
(
G
(
xs − (x− ε)s
εs
)
−G(1)
)
.
Putting all the estimates together we get
|Iε| ≤
x−s
s
(
C
(xs − (x− ε)s)
εs
+G
(
xs − (x− ε)s
εs
))
(4.5)
and hence the desired convergence. In particular, u0 is a strong (and thanks to
Corollary 6.8 a weak) solution. 
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Next, we want to study the one-dimensional profile u(x) = u0(xn) in the half
space. Recall that GL(n) stands for the general linear group that consists of all
invertible n× n matrices.
Lemma 4.2. Let A ∈ GL(n) and define, for ε > 0 and x ∈ Rn+ := {xn > 0}
hε(x,A) :=
∫
Bcε
g
(
u0(xn)− u0(z + xn)
|Az|s
)
dz
|Az|n+s
and u(x) = u0(xn).
Then hε → 0
+ uniformly in any compact K ⊂ Rn+ × GL(n), u ∈ W˜
s,G(Rn) and
(−∆g)
su = 0 weakly and strongly in Rn+.
Proof. Let A ∈ GL(n) and K = H × H ′ a compact subset of Rn+ × GL(n). By
the singular value decomposition we have that ASn−1 is an ellipse with diameter
bounded by the spectral norm of A (here Sn−1 = ∂B1). The elliptical coordinates
are given for any y ∈ Rn \ {0} by
y = ρω, ρ > 0, ω ∈ ASn−1.
Then dy = ρn−1dρdω with dω the surface element of ASn−1. Let us further call
eA := A
−1en, EA := {x ∈ R
n : x · eA > 0}.
Now, with the change of variables Az = y we compute
hε(x,A) =
∫
Bcε
g
(
u(x)− u(x+ z)
|Az|s
)
dz
|Az|n+s
=
∫
(ABε)c
g
(
u(x)− u(x+ A−1y)
|y|s
)
dy
|detA||y|n+s
=
∫
ASn−1
1
|detA||ω|n+s
∫ ∞
ε
g
(
u0(xn)− u0(xn + ω · eAρ)
|ωρ|s
)
dρ
ρ1+s
dω
=
∫
ASn−1∩EA
1
|detA||ω|n+s
∫
(−ε,ε)c
g
(
u0(xn)− u0(xn + ω · eAρ)
|ωρ|s
)
dρ
|ρ|1+s
dω
=
∫
ASn−1∩EA
|ω · eA|
1+s
|detA||ω|n+s
∫
(−ε,ε)c
g
(
σ(ω)
u0(xn)− u0(xn + ω · eAρ)
|ω · eAρ|s
)
dρ
|ω · eAρ|1+s
dω
where
σ(ω) :=
(
ω
|ω|
· eA
)s
.
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Notice that thanks to the bound (4.5) we have, for ε small enough depending on
the norm of A,∫
(−ε,ε)c
g
(
u0(xn)− u0(xn + ω · eAρ)
|ω · eAρ|s
)
d(ω · eAρ)
|ω · eAρ|1+s
≤
x−sn
s
(
C
(
xsn − (xn − ε)
s
εs
)
+ G
(
xsn − (xn − ε)
s
εs
))
=: Cx−sn ψ(xn, ε).
Therefore, using (2.5) we get
|hε(x,A)| ≤ Cx
−s
n
∫
ASn−1∩EA
|ω · eA|
1+smax{σ(ω)sp
−
, σ(ω)sp
+
}
|detA||ω|n+s
ψ(xn, ω · eAε)dω.
Now for ε > 0
∂
∂ε
ψ(xn, ε) =
s
εs+1
(
ε(xn − ε)
s−1 − xsn + (xn − ε)
s
)
≥ 0.
Also, changing back the variables we have
∫
ASn−1
|ω · eA|
1+smax{σ(ω)sp
−
, σ(ω)sp
+
}
|detA||ω|n+s
dω =
∫
Sn−1
|ω · en|
1+smax
{(
ω·en
|Aω|
)sp−
,
(
ω·en
|Aω|
)sp+}
|Aω|n+s
dω
≤ Hn−1(Sn−1)‖A−1‖n+smax
{
‖A−1‖sp
−
, ‖A−1‖sp
+
}
where Hn−1 is the (n− 1)−dimensional Hausdorff measure and we used that
|ω · eA| ≤ |ω||A
−1en| ≤ ‖A‖‖A
−1‖.
Therefore, we get
|hε(x,A)| ≤ Cx
−s
n ψ(xn, ‖A‖‖A
−1‖ε)
and the result follows by taking ε→ 0. 
Once the 1−d profile is known to be a solution, we wish to straighten the boundary
of Ω. The following lemma asserts that when we do that the fractional g−Laplacian
of the profile remains bounded:
Lemma 4.3. Let Φ be a C1,1 diffeomorphism in Rn such that Φ = Id in Bcr for
some r > 0 and define
v(x) := (Φ−1(x) · en)
s
+. (4.6)
Then v ∈ W˜ s,G
loc
(Rn) and (−∆g)
sv = f weakly in Φ(Rn+) with
‖f‖∞ ≤ C
(
‖DΦ‖∞, ‖DΦ
−1‖∞, r
)
‖D2Φ‖∞. (4.7)
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Proof. We want to show that
hε(x) :=
∫
{|Φ−1(x)−Φ−1(y)|>ε}
g
(
v(x)− v(y)
|x− y|s
)
dy
|x− y|n+s
(4.8)
converges in L1(K) for any compact set K ⊂ Rn+ to some f ∈ L
∞(Rn+) satisfying
(4.7). Once this is proven Lemma 6.7 gives the result.
Let us make the change of variables Φ(x¯) = x, denote J(·) = |detDΦ(·)| and write
(4.8) as
hε(x) =
∫
Bcε(x¯)
g
(
v(Φ(x¯))− v(Φ(y¯))
|Φ(x¯)− Φ(y¯)|s
)
J(y¯)dy¯
|Φ(x¯)− Φ(y¯)|n+s
=
∫
Bcε(x¯)
g
(
u0(x¯)− u0(y¯)
|Φ(x¯)− Φ(y¯)|s
)
ζ(x¯, y¯)dy¯
|DΦ(x¯)(x¯− y¯)|n+s
+
∫
Bcε(x¯)
g
(
u0(x¯)− u0(y¯)
|Φ(x¯)− Φ(y¯)|s
)
J(x¯)dy¯
|DΦ(x¯)(x¯− y¯)|n+s
= I1 + I2
with
ζ(x¯, y¯) :=
|DΦ(x¯)(x¯− y¯)|n+s
|Φ(x¯)− Φ(y¯)|n+s
J(y¯)− J(x¯).
Now, we use ellipticity and the fact that
|DΦ(x¯)(x¯− y¯)|sΛ
|Φ(x¯)− Φ(y¯)|sΛ
≤ C(‖DΦ‖∞, ‖DΦ
−1‖∞).
to get
|I1| ≤
∫
Bcε(x¯)
g
(
u0(x¯)− u0(y¯)
|Φ(x¯)− Φ(y¯)|s
)
|ζ(x¯, y¯)|dy¯
|DΦ(x¯)(x¯− y¯)|n+s
≤
∫
Bcε(x¯)
(u0(x¯)− u0(y¯))
Λ
|Φ(x¯)− Φ(y¯)|sΛ
|ζ(x¯, y¯)|dy¯
|DΦ(x¯)(x¯− y¯)|n+s
≤
∫
Bcε(x¯)
(u0(x¯)− u0(y¯))
Λ
|DΦ(x¯)(x¯− y¯)|n+sp+
|ζ(x¯, y¯)|dy¯.
Therefore I can be bound exactly as the second term of (3.6) in [24].
I2 on the other hand vanishes identically as ε → 0
+ by means of Lemma 4.2;
indeed, since DΦ(Rn) is a compact subset of GL(n) the integral vanishes uniformly
in any compact set Φ−1(K) ⊂ Rn+, therefore in any compact set K ⊂ Φ(R
n
+). 
We will need the following Lemma regarding the geometric properties of a C1,1
domain (cf. [23]). It essentially says that any point on ∂Ω has an interior and an
exterior tangent ball and the distance function behaves like | · | close to such a point
inside Ω. Recall that the distance function to ∂Ω is given by
d(x) := dist(x,Ωc).
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Lemma 4.4. Let Ω be an bounded domain in Rn with C1,1 boundary. Then, there
exists ρ > 0 such that for any x0 ∈ ∂Ω there exist x1, x2 ∈ R
n in the normal line to
∂Ω at x0 such that
(1) Bρ(x1) ⊂ Ω and Bρ(x2) ⊂ Ω
c;
(2) Bρ(x1) ∩ Bρ(x2) = {x0};
(3) d(x) = |x− x0| for any x = (1− t)x0 + tx1 , t ∈ [0, 1].
Now we are in position to show that (−∆g)
sds is bounded in a neighborhood of
∂Ω:
Proposition 4.5. Let Ω be a bounded domain in of Rn with C1,1 boundary. Then
there exists ρ > 0 such that
(−∆g)
sds = f weakly in Ωρ
for some f ∈ L∞(Ωρ) with Ωρ := {x ∈ Ω : d(x) < ρ}.
Proof. By taking a finite covering of Ωρ by balls centered at points in ∂Ω and a
partition of unity, it is enough to show that (−∆g)
sds = f holds weakly in Ω ∩ B2ρ
with ρ small enough, depending only in the geometry of Ω. To that aim, we are going
to flatten the boundary of Ω near the origin: let Φ(x¯) = x be a C1,1 diffeomorphism
such that Φ = Id in Bc4ρ such that
Ω ∩ B2ρ ⊂⊂ Φ(B3ρ ∩ R
n
+), d(Φ(x¯)) = (x¯n)+ for x¯ ∈ B3ρ.
We will show that
hε(x) :=
∫
{|Φ−1(x)−Φ−1(y)|>ε}
g
(
ds(x)− ds(y)
|x− y|s
)
dy
|x− y|n+s
−→ f in L1loc(Ω ∩B2ρ)
for a function f ∈ L∞ and the result will follow from Lemma 6.7.
Setting x¯ = Φ−1(x) and changing variables we can compute (with J defined as in
Lemma 4.3) we can write
hε(x) =
∫
Bcε(x)
g
(
ds(Φ(x¯))− ds(Φ(y¯))
|Φ(x¯)− Φ(y¯)|s
)
J(y¯)dy¯
|Φ(x¯)− Φ(y¯)|n+s
=
∫
Bcε(x)∩B3ρ
g
(
ds(Φ(x¯))− ds(Φ(y¯))
|Φ(x¯)− Φ(y¯)|s
)
J(y¯)dy¯
|Φ(x¯)− Φ(y¯)|n+s
+
∫
Bc3ρ
g
(
ds(Φ(x¯))− ds(Φ(y¯))
|Φ(x¯)− Φ(y¯)|s
)
J(y¯)dy¯
|Φ(x¯)− Φ(y¯)|n+s
=
∫
Bcε(x¯)
g
(
u0(x¯n)− u0(y¯n)
|Φ(x¯)− Φ(y¯)|s
)
J(x¯)dy¯
|Φ(x¯)(x¯− y¯)|n+s
+
∫
Bc3ρ
(
g
(
ds(Φ(x¯))− ds(Φ(y¯))
|Φ(x¯)− Φ(y¯)|s
)
− g
(
u0(x¯n)− u0(y¯n)
|Φ(x¯)− Φ(y¯)|s
))
J(y¯)dy¯
|Φ(x¯)− Φ(y¯)|n+s
= f1,ε(x¯) + f2(x¯).
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As in Lemma 4.3 (and using Lemma 4.2) we have that
lim
ε→0+
f1,ε = f1 in L
1
loc(Ω ∩B2ρ)
with f1 ∈ L
∞
loc(R
n
+).
It remains to bound f2. To do that, we note that
dist(Φ−1(Ω ∩ B2ρ),Φ(B
c
3ρ) ≥ θ > 0
for some θ depending only on ρ and Φ. Now using that ds ◦Φ is s-Ho¨lder continuous
(and so is u0) and the properties of Φ we have∣∣∣∣g(ds(Φ(x¯))− ds(Φ(y¯))|Φ(x¯)− Φ(y¯)|s
)
− g
(
u0(x¯n)− u0(y¯n)
|Φ(x¯)− Φ(y¯)|s
)∣∣∣∣ ≤ C
so that
|f2(x¯)| ≤ C
∫
Bc3ρ
dy¯
|Φ(x¯)− Φ(y¯)|n+s
≤ C
and we get the result. 
Next, we want to construct the appropriate barriers to get bounds on our solu-
tions in terms if the distance function ds. We start by considering functions whose
fractional g−Laplacian is constant in the unit ball.
Lemma 4.6. The equation {
(−∆g)
sv = 1 in B1
v = 0 in Bc1
(4.9)
has a unique solution v0 ∈ W
s,G
0 (Ω). Moreover, v0 ∈ L
∞(Rn), is radially symmetric,
nonincreasing and for any r ∈ (0, 1) it holds that infBr v0 > 0.
Proof. First, weak solutions of (4.9) are constructed as minimizers in W s,G0 (B1) of
the functional
J(v) :=
∫∫
G
(
v(x)− v(y)
|x− y|s
)
dxdy
|x− y|n
−
∫
B1
v dx
so existence and uniqueness follow from the direct method of the Calculus of Varia-
tions. Thanks to the rotational invariance of the equation given in Lemma 6.11 we
also have v0(x) = ψ(|x|) for some ψ : R+ −→ R+. Further, by the Po´lya-Szego¨ prin-
ciple proved in [14] we have that ψ is nonincreasing.
Now let
r0 := inf{r ∈ R+ : ψ(r) = 0}
and let us show the last assertion by proving that r0 = 1. It is clear that r0 ∈ (0, 1],
as ψ vanishes for r > 1. Let us then assume by contradiction that r0 ∈ (0, 1). Then,{
(−∆g)
sv0 = 1 in Br0
v0 = 0 in B
c
r0 .
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Next denote v˜0(x) := v0(r0x) and notice that Lemma 6.9 gives that{
(−∆gr0 )
sv˜0 = 1 in B1
v˜0 = 0 in B
c
1
which implies {
(−∆g)
sv˜0 ≤ r
s
0 < 1 in B1
v˜0 = 0 in B
c
1
and the comparison principle implies that v0(x) ≥ v0(r0x), or ψ(r) ≥ ψ(r0r) for any
r ∈ (0, r0). In particular,
0 ≤ ψ(r20) ≤ ψ(r0) = 0
so that ψ(r20) = 0 which is a contradiction with the definition of r0.
It remains to show that v0 ∈ L
∞(Rn). Let
w(x) := min{(2− xn)
s
+, 5
s} ∈ Cs(Rn) ∩ W˜ s,G(B1)
and notice that, for x ∈ B2, w(x) = u0(2 − xn) with u0 as defined in (4.1). Then,
we can apply Lemma 6.13 in B3/2 with
u(x) = u0(2− xn), f ≡ 0 and v(x) = (u0(2− xn)− 5
s)+
to get, using Lemma 4.2,
(−∆g)
sw(x) = 2
∫
{yn≤−3}
[
g
(
(2− xn)
s
+ − 5
s
|x− y|s
)
− g
(
(2− xn)
s
+ − (2− yn)
s
+
|x− y|s
)]
1
|x− y|n+s
dy
weakly in B1. The right hand side of this expression is a positive continuous function
of x and hence bounded below in B1 by some positive constant η, i.e.
(−∆g)
sw ≥ η > 0
weakly in B1. Now, choose c > 0 so that min{c
λ, cΛ} = η−1 and use (2.5) to get
(−∆g)
s(cw) ≥ 1
which means that
(−∆g)
s(cw) ≥ (−∆g)
sv0.
This, together with the fact that
v0 = 0 ≤ cw in B
c
1
gives, through Proposition 6.12,
0 ≤ v0 ≤ cw in R
n
and hence
0 ≤ v0 ≤
5s
c
in Rn
as desired. 
As a consequence of the previous lemma we obtain that function with bounded
fractional g−Laplacian are themselves bounded.
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Proposition 4.7. Let u ∈ W s,G0 (Ω) be a weak solution of
|(−∆g)
su| ≤ K in Ω
for some K > 0.
Then
‖u‖L∞(B1) ≤ C (4.10)
where C is a positive constant depending only on s, n, λ,Λ, K and diam(Ω).
Proof. Let d >diam(Ω) and take x0 ∈ Ω such that Ω ⊂⊂ Bd(x0). Consider v0 as in
the previous Lemma and notice that thanks the translation invariance, the scaling
from Lemma 6.9 and (2.5)
(−∆g)
sv0
(
x− x0
d
)
≥
1
max{dsλ, dsΛ}
weakly in Bd(x0).
As in the previous theorem, multiplying v0 by a constant C (which will depend only
on universal parameters and d)
(−∆g)
sCv0
(
x− x0
d
)
≥ K weakly in Ω
and since u = 0 ≤ Cv0 in Ω
c, the comparison principle gives u ≤ Cv0 in R
n. We
analogously bound −u to get (4.10) and the proof concludes. 
In the next lemma we construct the barrier that we need to compare u with ds:
Lemma 4.8. There exist w ∈ Cs(Rn), R > 0, η ∈ (0, 1) and c > 1 such that
(−∆g)
sw ≥ η weakly in BR(en) \B1
and
c−1(|x| − 1)s+ ≤ w ≤ c(|x| − 1)
s
+ in R
n.
Proof. Since the fractional g−Laplacian is translation invariant (and also rotation
invariant, recall Lemma 6.11) by using a similar scaling argument as the one of
Lemma 4.6 it suffices to prove the result for any ball of radius R > 2 and any point
x¯R on its boundary. Let us set x˜R := (0,−(R
2 − 4)1/2) and x¯R = x˜R + Ren. In
this way, BR(x¯R) intersects the hyperplane {xn = 0} at the n− 1 dimensional ball
{|x′| < 2} where we denote as usual (x′, xn) ∈ R
n−1 × R.
For R > 2 there exists ϕ ∈ C1,1(Rn−1) with ‖ϕ‖C1,1(Rn−1) ≤ C/R and
ϕ(x′) = ((R2 − |x′|)1/2 − (R2 − 4)1/2)+, for all |x
′| ∈ [0, 1] ∪ [3,∞)
and set
U+ := {x ∈ R
n−1 : ϕ(x′) < xn}.
Further, by the same construction as in [24, Lemma 4.3] we have a diffeomorphism
Φ ∈ C1,1(Rn,Rn) such that Φ(0) = x¯R, Φ = Id in B
c
4,
‖Φ− Id‖C1,1(Rn,Rn) + ‖Φ
−1 − Id‖C1,1(Rn,Rn) ≤
C
R
, Φ(Rn+) = U+.
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Next, let v be defined as in (4.6), so that Lemma 4.3 gives that
(−∆g)
sv = f weakly in U+ and ‖f‖∞ ≤
C
R
.
and note that, by the properties of Φ,
v(x) = u0(xn) in B
c
4, v ≤ 4
s in B4.
Let us further truncate vˆ := min{v, 5s} and observe that
v(x)− vˆ(x) = (xn)
s
+ − 5
s in {xn ≥ 5}, v − vˆ = 0 in {xn < 5}
and in particular v − vˆ vanishes identically in B4 so that, using Lemma 6.13
(−∆g)
svˆ = (−∆g)
s(v + (vˆ − v)) = f + h weakly in B4
with
h(x) = 2
∫
Bc4
[
g
(
v(x)− vˆ(y)
|x− y|s
)
− g
(
v(x)− v(y)
|x− y|s
)]
1
|x− y|n+s
dy
≥ 2
∫
{yn≥5}
[
g
(
(xn)
s
+ − 5
s
|x− y|s
)
− g
(
(xn)
s
+ − (yn)
s
+
|x− y|s
)]
1
|x− y|n+s
dy
for x ∈ B4. Choosing an appropriate constant η as in the proof of Lemma 4.6 we
have
(−∆g)
svˆ = f + g ≥ −
C
R
+ η weakly in U+ ∩ B4
and taking R large enough we get that
(−∆g)
svˆ ≥
η
2
weakly in U+ ∩ B2(x¯R). (4.11)
We are ready to estimate vˆ. To do that, let us define
dR(x) := (|x− x˜R| − R)+
and notice that we can immediately find c˜ > 1 such that
vˆ(x) ≤ c˜dsR(x) for any x ∈ R
n. (4.12)
In fact, no equation is used here since vˆ vanishes in U c+ ⊃ BR(x˜R) and it is s−Ho¨lder
continuous in Rn.
To get the lower bound, notice that if x ∈ B1(x¯R) then either
x ∈ B1(x¯R) ∩ U
c
+ ⊂ BR(x˜R)
and dsR(x) = c˜vˆ(x) = 0 or
x ∈ B1(x¯R) ∩ U+ ⊂ B
c
R(x˜R).
In the latter case, we can let (X ′, Xn) be such that x = Φ(X), Z = (X
′, 0) and
z = Φ(Z). Then |X ′| < 1 and z ∈ ∂BR(x˜R) so that
dsR(x) ≤ |x− z|
s ≤ c˜|X − Z|s = c˜Xsn = c˜vˆ(x)
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so, taking c˜ > 1 bigger if needed
vˆ ≥
1
c˜
dsR in BR(x˜R). (4.13)
We want to extend (4.13) but keeping (4.11) and (4.12). Take ε ∈ (0, 1/c˜) and
set
vε := max{vˆ, εd
s
R}.
We have that vε satisfies the corresponding estimates (4.12) and (4.13) with a con-
stant cε = max{c˜+ ε, ε
−1} and further
vˆ ≤ vε ≤ vˆ + εd
s
R in R
n, vε − vˆ = 0 in B1(x¯R).
Therefore, using again Lemma 6.13 together with (4.11) and Lemma 6.2 we have
(−∆g)
svε = (−∆g)
svˆ − 2
∫
Bc
1/2
(x¯R)
[
g
(
vˆ(x)− vˆ(y)
|x− y|s
)
− g
(
vˆ(x)− vε(y)
|x− y|s
)]
1
|x− y|n+s
dy
≥
η
2
− C
∫
Bc1(x¯R)
max{εdsR(x), g(εd
s
R(x))}
|x− y|n+2s
dy.
Noticing that the second term is finite and vanishes as ε→ 0+ independently of x,
we can choose ε small enough so that
(−∆g)
svε ≥
η
4
weakly in B1/2(x¯R) \BR(x˜R).
Finally, up to proceeding as in the proof of Lemma 4.6 if needed, the function
w(x) := vε(x˜R +Rx) fulfills the desired properties. 
Now we can prove the main result of this section:
Theorem 4.9. Let u ∈ W s,G0 (Ω) be a weak solution of
|(−∆g)
su| ≤ K in Ω
for some K > 0.
Then
|u| ≤ Cds a.e. in Ω (4.14)
where C is a positive constant depending only on s, n, λ,Λ, K, g and Ω.
Proof. Thanks to Proposition 4.7, and by taking a larger constant C if needed, it is
enough to show (4.14) in a neighborhood of ∂Ω. Let
U :=
{
x ∈ Ω : d(x) <
Rρ
2
}
where R is given in Lemma 4.8 and ρ is given in Lemma 4.4. Let x¯ ∈ U and x0 ∈ ∂Ω
at minimal distance from x¯.
According to the referred lemmata, there exist two balls Bρ/2(x1) and Bρ(x2)
which are tangent to ∂Ω and a function in Cs(Rn) such that
(−∆g)
sw ≥ η weakly in BRρ/2(x0) \Bρ/2(x1) (4.15)
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and
c−1δs ≤ w ≤ cδs in Rn (4.16)
where δ(x) =dist(x,Bcρ/2(x1)). Recall that from Lemma 4.4 we also have
δ(x¯) = d(x¯) = |x¯− x0| (4.17)
and that further
δ(x) ≥ θ > 0 in Bcρ(x2) \BRρ/2(x0)
for a constant θ depending only on Ω. This inequality, together with(4.16) and the
fact that Ω ⊂ Bcρ(x2) gives
w(x) ≥ c−1θs in Ω \BRρ/2(x0)
and we may assume without loss of generality that c−1θs < 1.
We want to apply the comparison principle in the open set V := Ω ∩ BRρ/2(x0);
set
M :=
c
θs
g−1
(
C
η
)
and w¯ =Mw
where C is the constant from (4.10).
Recall again that we can increase the constants if needed and get
(−∆g)
sw¯ ≥ (−∆g)
s weakly in V
and since, by construction, w¯ ≥ u in V c the comparison principle and (4.16) give
u(x) ≤ w¯(x) ≤ cMδs(x) a.e. in Rn
so recalling (4.17) we have
u(x¯) ≤ cMδs(x¯) = cMds(x¯) for any x¯ = x0 − tνx0 , t ∈
[
0,
Rρ
2
]
where νx0 is the exterior unit normal to ∂Ω at x0. A similar argument applied to
−u gives the other bound and the result is proven. 
5. Proof of Theorem 1.1
In this section we give the proof of our main result:
Proof of Theorem 1.1. We set K = ‖f‖L∞(Ω). By Proposition 4.7 we have that
‖u‖L∞(Ω) ≤ C
where C is a positive constant depending only on s, n, λ,Λ, K and diam(Ω).
Let us deal with the Ho¨lder seminorm. Let α ∈ (0, s] be the exponent given in
Corollary 3.5. Through a covering argument, inequality (3.10) implies that u ∈
Cαloc(Ω
′) for all Ω′ compactly contained in Ω, with a bound of the form
‖u‖Cα(Ω′) ≤ CΩ′g
−1(K), CΩ′ = C(n, s, λ,Λ,Ω,Ω
′).
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Therefore, it suffices to prove (1.5) in the closure of a fixed ρ−neighborhood of ∂Ω.
Assume that ρ = ρ(Ω) > 0 is small enough such that Lemma 4.4 holds, and thus
the metric projection
Π: V → ∂Ω, Π(x) = Argmin
y∈Ωc
|x− y|
is well defined on V := {x ∈ Ω: d(x) ≤ ρ}. We claim that
[u]Cα(Br/2) ≤ CΩ for all x ∈ V and r = d(x) (5.1)
for some constant CΩ = C(n, s, λ,Λ,Ω, K), independent on x ∈ V . Recall that
Corollary 3.5 states that
[u]Cα(Br/2(x)) ≤ C(r
s−αg−1(K)+r−s‖u‖βL∞(Br(x))+r
−sTail(u; x, r, p+)β+r−sTail(u; x, r, p−)β).
where C is a constant depending on n, s, λ, Λ, Ω. The first term in the right hand
side of the previous inequality can be bounded as
g−1(K)rs−α ≤ g−1(K)ρs−α ≤ C(K, λ,Λ)ρs−α.
For the second one we use Theorem 4.9 and the fact that α ≤ s to obtain
‖u‖L∞(Br(x)) ≤ C(d(x) + r)
s ≤ Cρs−αrα.
The third term can be bounded by using again Theorem 4.9 together with
d(x) ≤ |y − Π(x)| ≤ |y − x|+ |x−Π(x)| ≤ |y − x|+ r ≤ 2|x− y|, ∀y ∈ Bcr(x),
to obtain
Tail(u; x, r, p+)(p
+−1)β ≤ rsp
+
Cp
+−1
∫
Bcr
ds(p
+−1)(y)
|x− y|n+sp+
dy
≤ rsp
+
Cp
+−1
∫
Bcr
|x− y|s(p
+−1)(y)
|x− y|n+sp+
dy
≤ rsp
+
Cp
+−1rs(p
+−1)
and the desired bound follows. The last term can be bounded analogously, and the
proof of claim (5.1) is completed.
To prove the theorem, pick x, y ∈ V and suppose without loss of generality that
|x − Π(x)| ≥ |y − Π(y)|. Two situations are possible: either 2|x− y| < |x − Π(x)|,
in which case we set r = d(x) and apply (5.1) in Br/2(x) to get
|u(x)− u(y)| ≤ C|x− y|α;
or 2|x− y| ≥ |x− Π(x)| ≥ |y −Π(y)|, in which case Theorem 4.9 ensures that
|u(x)− u(y)| ≤ |u(x)|+ |u(y)| ≤ C(ds(x) + ds(y))
≤ C(|x− Π(x)|s + |y −Π(y)|s)
≤ C(|x− y|s)
≤ Cρs−α(|x− y|α).
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Therefore, the α−Ho¨lder seminorm is bounded in V , which concludes the proof. 
6. Appendix
In this appendix we gather for the reader’s convenience some technical results that
were used throughout the paper whose proofs are either simple or straightforward
but we include for completeness.
6.1. Some inequalities for Young functions.
Lemma 6.1. For every a, b > 0 it holds that
g(a− b)− g(a) ≤ −21−Λg(b).
Proof. By using (∆2) and (g4) we get
g(b) = g
(
2
b− a + a
2
)
≤ 2Λg
(
b− a + a
2
)
≤ 2Λ−1(g(b− a) + g(a)) = 2Λ−1(g(a)− g(a− b))
where in the last inequality we have used that g can be extended as an odd function.

Lemma 6.2. Fix M > 0. There exists C = CM > 0 such that for every |a| ≤ M
and b > 0 it holds that
g(a)− g(a− b) ≤ CM max{b, g(b)}.
Proof. We separate two cases: if b ≤M we have
g(a)− g(a− b) ≤ |g′(M)||b|
while if b ≥M using (2.5) we get
g(a)− g(a− b) ≤ g(M) + g(2M) ≤ CMg(b).

Lemma 6.3. For any a, b ≥ 0 and θ ∈ (0, 1)
g(a+ b) ≤ (1 + θ)Λg(a) + Cθg(b)
where Cθ →∞ as θ → 1
+.
Proof. Given θ > 0 and a, b > 0 (if either is equal to 0 the result is trivial).
If b > θa, due to the monotonicity of g and (∆2) we have, for jθ ∈ N large enough
g(a+ b) ≤ g
((
1
θ
+ 1
)
b
)
≤ g(2jθb) ≤ 2jθΛg(b).
On the other hand, if b ≤ θa
g(a+ b) ≤ g ((1 + θ)a) ≤ (1 + θ)Λg(a)
and the lemma is proved. 
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Lemma 6.4. For all a, b ≥ 0
g−1(a + b) ≤ 2
1
λ (g−1(a) + g−1(b)).
Proof. It follows since it can be seen that
1
Λ
≤
t(g−1)′(t)
g−1(t)
≤
1
λ
.

Aside from the previous inequalities regarding Young functions, we will use a
simple property of sets which are at positive distance from each other; recall that
given A,B ⊂ Rn we define the distance between them as
dist(A,B) := inf
x∈A,y∈B
|x− y|.
Lemma 6.5. If A,B ⊂ Rn, with A bounded and dist(A,Bc) = d > 0, then
|x− y| ≥ C(A,B)(1 + |y|), x ∈ A, y ∈ Bc.
Proof. Assume A ⊂ BR for some R > 0 and set
C = C(A,B) :=
1 +R
d
.
Now just compute
1 + |y| ≤ 1 + |x|+ |y − x| ≤ 1 +R + |x− y| = Cd+ |x− y| ≤ (1 + C)|x− y|
which gives the result. 
6.2. Relation between weak, pointwise and strong solutions. In this section
show the (expected) relation between weak, pointwise and strong solutions. The
following lemma ensures that the definition of weak solution (Definition 2.2) makes
sense:
Lemma 6.6. Let Ω be a bounded domain in Rn and u ∈ W˜ s,G(Ω). Define
〈(−∆g)
su, ϕ〉 :=
∫∫
Rn×Rn
g
(
u(x)− u(y)
|x− y|s
)
(ϕ(x)− ϕ(y))
|x− y|s
dµ
for ϕ ∈ W s,G0 (Ω). Then the 〈(−∆g)
su, ·〉 ∈ W−s,G˜(Ω).
Proof. Let U ⊃⊃ Ω such that
‖u‖W s,G(U) +
∫
Rn
g
(
|u(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
<∞.
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Now, for ϕ ∈ W s,G0 (Ω) we can write
〈(−∆g)
su, ϕ〉 =
∫ ∫
U×U
g
(
u(x)− u(y)
|x− y|s
|
)
(ϕ(x)− ϕ(y))
|x− y|n+s
dxdy
+ 2
∫ ∫
Ω×Uc
g
(
u(x)− u(y)
|x− y|s
|
)
ϕ(x)
1
|x− y|n+s
dxdy
= I1 + I2.
First, for I1 we have
I1 ≤
∫ ∫
U×U
G˜
(
g
(
u(x)− u(y)
|x− y|s
))
dxdy
|x− y|n
+
∫ ∫
U×U
G
(
ϕ(x)− ϕ(y)
|x− y|s
)
dxdy
|x− y|n
≤ (p− 1)
∫ ∫
U×U
G
(
u(x)− u(y)
|x− y|s
)
dxdy
|x− y|n
+
∫ ∫
U×U
G
(
ϕ(x)− ϕ(y)
|x− y|s
)
dxdy
|x− y|n
where in the last line we used Lemma 2.9 in [18]. Then, I1 is finite and continuous
with respect to the strong convergence.
As for I2, we compute, using Lemmas 6.3 and 6.5 and the fact that g is increasing,∫
Uc
g
(
u(x)− u(y)
|x− y|s
)
1
|x− y|n+s
dy ≤
(
3
2
)Λ ∫
Uc
g
(
|u(x)|
|x− y|s
)
1
|x− y|n+s
dy
+ C
∫
Uc
g
(
|u(y)|
|x− y|s
)
1
|x− y|n+s
dy
≤ C
(
g(|u(x)|)
∫
Uc
max{|x− y|−sλ, |x− y|−sΛ}
|x− y|n+s
dy
+
∫
Rn
g
(
|u(y)|
(1 + |y|)s
)
1
(1 + |y|)n+s
dy
)
.
Notice that |x − y| on the first integral of the last term is bounded from below by
dist(U c,Ω) > 0, so both integrals are finite and we conclude the proof. 
The next lemma will be used to show that strong solutions are also weak solutions,
but it will also be useful as stated below. First we need to recall the notion of
Hausdorff distance between sets:
dH(A,B) = max
{
sup
x∈A
dist(x,B), sup
y∈B
dist(A, y)
}
.
Lemma 6.7. Let u ∈ W˜ s,G
loc
(Ω) and let Aε ⊂ R
n × Rn be a neighborhood of
D := {x = y}
such that
(i) (x, y) ∈ Aε then (y, x) ∈ Aε;
(ii) dH(Aε,D) −→ 0 as ε→ 0
+.
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Consider for any x ∈ Rn
hε(x) :=
∫
Acε(x)
g
(
u(x)− u(y)
|x− y|s
)
dy
|x− y|n+s
where
Acε(x) := {y ∈ R
n : (x, y) ∈ Aε}.
If 2hε −→ f in L
1
loc
(Ω) as ε→ 0+ then (−∆g)
su = f weakly in Ω.
Proof. We may assume Ω is bounded and that U ⊃⊃ Ω is such that
‖u‖W s,G(U) +
∫
Rn
g
(
|u(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
<∞.
Further, by density it is enough to show that∫ ∫
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dµ =
∫
Ω
fϕ dx
holds for any ϕ ∈ C∞c (Ω). Let ϕ be such and denote its support by K.
Let us show first that hε ∈ L
1(K). Notice that given x ∈ K there exists ρ > 0
such that Bρ(x) ⊂ Aε(x) and that such ρ can be taken independently of x (but not
necessarily of ε) via a covering argument. We can compute, similarly to Lemma 6.6,∫
K
|hε(x)| dx =
∫
K
∫
Acε(x)
g
(
u(x)− u(y)
|x− y|s
)
dy
|x− y|n+s
≤ C
(∫
K
∫
Acε(x)
g
(
|u(x)|
|x− y|s
)
dy
|x− y|n+s
dx
+
∫
K
∫
Acε(x)
g
(
|u(y)|
|x− y|s
)
dy
|x− y|n+s
dx
)
≤ C
(∫
K
∫
Bcρ
g
(
|u(x)|
|x− y|s
)
dy
|x− y|n+s
dx
+ |K|
∫
Rn
g
(
|u(y)|
(1 + |y|)s
)
dy
(1 + |y|)n+s
dx
)
<∞.
On the other hand, Lemma 6.6 shows that
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
∈ L1(Rn × Rn, dµ)
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and therefore, by using our hypothesis we get that∫∫
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dxdy
|x− y|n
= lim
ε→0+
∫∫
Acε
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dxdy
|x− y|n
= lim
ε→0+
2
∫
K
∫
Acε(x)
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)
dydx
|x− y|n+s
= lim
ε→0+
2
∫
K
hε(x)ϕ(x) dx
and the result follows since 2hε(x) −→ f in L
1(K). 
Corollary 6.8. Let u ∈ W˜ s,G
loc
(Ω) be a strong solution to (−∆g)
su = f in Ω with
f ∈ L1
loc
(Ω). Then u is also a weak solution.
Proof. The proof is a direct application of Lemma 6.7 with
Aε = {(x, y) ∈ R
n × Rn : |x− y| < ε}.

6.3. Properties of (−∆g)
s. In this last section we prove some properties of the
operator (−∆g)
s that are used repeatedly in the paper. We start with two lemmata
regarding the behavior under scaling and rotation:
Lemma 6.9. Let u be solution of{
(−∆g)
su = f in BR
u = 0 in BcR.
If we define, for x ∈ Rn and t ≥ 0
uR(x) = u (Rx) , f˜(x) = f (Rx) , gR(t) = g
(
R−st
)
,
then uR solves {
(−∆gR)
suR = f˜ in B1
uR = 0 in Bc1.
In particular, if |(−∆g)
su| ≤ K in BR, then |(−∆gR)
suR| ≤ K in B1.
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Proof. The proof that uR solves the equation is a straightforward change of variables
(x˜, y˜) = (Rx,Rx) (recall the definition of µ)〈
(−∆g)
suR, ϕ
〉
=
∫ ∫
g
(
R−s
|u (Rx)− u (Rx) |
|x− y|s
)
u (Rx)− u (Rx)
|u (Rx)− u (Rx) |
ϕ(x)− ϕ(y)
|x− y|s
dµ
= R−n
∫ ∫
g
(
|u(x˜)− u(y˜)|
|x˜− y˜|s
)
u(x˜)− u(y˜)
|u(x˜)− u(y˜)|
ϕ
(
x˜
R
)
− ϕ
(
y˜
R
)
|x˜− y˜|s
dµ
= R−n
〈
(−∆g)
su, ϕ
( ·
R
)〉
.
On the other hand∫
f˜ϕ dx =
∫
f(Rx)ϕ(x) dx = R−n
∫
f(x˜)ϕ
(
x˜
R
)
dx˜
and we conclude. 
Remark 6.10. Observe that our scaling preserves ellipticity; given g satisfying (2.1)
and R > 0, the function gR(t) = g(R
−st), t ≥ 0 satisfies also (2.1). Indeed,
t(gR(t))
′
gR(t)
=
τg′(τ)
g(τ)
where τ = R−st. This simple remark is of paramount importance as it allows us to
prove our estimates in, say, B1 and obtain the general results by scaling.
Lemma 6.11. Let u ∈ W˜ s,G(Ω) be a weak solution of (−∆g)
su = f in Ω for some
f ∈ L1
loc
(Ω).
Then for any orthogonal matrix O ∈ Rn×n, uO(x) := u(Ox) ∈ W˜
s,G(O−1Ω) and
(−∆g)
suO = fO weakly in O
−1Ω.
Proof. Let (x˜, y˜) = (Ox,Ox) and change variables (recall orthogonal matrices pre-
serve norms)
〈(−∆g)
suO, ϕ〉 =
∫ ∫
g
(
|u (Ox)− u (Ox) |
|x− y|s
)
u (Ox)− u (Ox)
|u (Ox)− u (Ox) |
ϕ(x)− ϕ(y)
|x− y|s
dµ
=
∫ ∫
g
(
|u(x˜)− u(y˜)|
|x˜− y˜|s
)
u(x˜)− u(y˜)
|u(x˜)− u(y˜)|
ϕ (O−1x˜)− ϕ (O−1y˜)
|O−1x˜− O−1y˜|s
dµ
=
〈
(−∆g)
su, ϕ
(
O−1·
)〉
.
On the other hand∫
Ω
fOϕ dx =
∫
f(Ox)ϕ(x) dx =
∫
O−1Ω
f(x˜)ϕ
(
O−1x˜
)
dx˜
and we conclude. 
Next, we prove a comparison principle for weak solutions, its proof follows the
one given in [28]:
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Proposition 6.12 (Comparison principle). Let Ω be bounded, u, v ∈ W˜ s,G(Ω) such
that u ≤ v in Ωc and
〈u, ϕ〉 ≤ 〈v, ϕ〉 ∀ϕ ∈ W s,p0 (Ω), ϕ ≥ 0 in Ω,
Then u ≤ v in Ω.
Proof. By hypothesis we have∫∫
Rn×Rn
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dµ ≤
∫∫
Rn×Rn
g
(
v(x)− v(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dµ
for any ϕ ∈ W s,G0 (Ω).
Subtracting the left hand side of the previous inequality to the right hand side
and using
g(b)− g(a) = (b− a)
∫ 1
0
g′(a + t(b− a)) dt = (b− a)Q(x, y)
for b = v(x)−v(y)
|x−y|s
and a = u(x)−u(y)
|x−y|s∫∫
Rn×Rn
Q(x, y)
((u(y)− v(y)− (u(x)− v(x))(ϕ(x)− ϕ(y))
|x− y|2s
dµ ≥ 0
with
Q(x, y) :=
∫ 1
0
g′
(
u(x)− u(y)
|x− y|s
+ t
(
v(x)− v(y)
|x− y|s
−
u(x)− u(y)
|x− y|s
))
dt.
Notice that Q is nonnegative.
Now use ϕ = (u− v)+ as a test function and note that, calling w = u− v,
((u(y)− v(y)− (u(x)− v(x))(ϕ(x)− ϕ(y)) = −(w(x)− w(y))(w+(x)− w+(y))
= −(w+(x)− w+(y))
2
− w−(x)w+(y)− w−(y)w+(x)
≤ 0.
Therefore
Q(x, y)(w(x)− w(y))(ϕ(x)− ϕ(y)) = 0 ∀x, y ∈ Rn.
This can only happen if either of the terms vanishes, but in all three cases we get
(u − v)+(x) = (u − v)+(y), so this equality holds identically. Since outside Ω this
gives 0 we must have (u− v)+ ≡ 0 in Ω as desired. 
Finally, the next Lemma is instrumental in several parts of the rest of the paper
and it is strongly nonlocal in character:
Lemma 6.13. Let u ∈ W˜ s,Gloc (Ω) such that solves (−∆g)
su = f (weakly, strongly,
pointwisely) in Ω for some f ∈ L1loc(Ω). Let v ∈ L
1
loc(R
n) be such that
dist(supp(v),Ω) > 0, Hg,Ωc(u) <∞,
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and define for a.e. Lebesgue point x ∈ Ω of u
h(x) = 2
∫
supp(v)
[
g
(
u(x)− u(y)− v(y)
|x− y|s
)
− g
(
u(x)− u(y)
|x− y|s
)]
1
|x− y|n+s
dy.
Then u + v ∈ W˜ s,Gloc (Ω) and it solves (−∆g)
s(u + v) = f + h (weakly, strongly,
pointwisely) in Ω.
Proof. It suffices to consider Ω bounded. Let us see that u+ v ∈ W˜ s,Gloc (Ω). Denote
K = supp(v) and U such that
‖u‖s,G,U +
∫
Rn
g
(
|u(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
<∞,
and without loss of generality that Ω ⊂⊂ U ⊂⊂ Kc. It follows that u+ v = u in U
and it belongs to W s,G(U). Moreover, in light of (∆2)∫
Rn
g
(
|u(x) + v(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
≤ 2Λ
(∫
Rn
g
(
|u(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
+
∫
K
g
(
|v(x)|
(1 + |x|)s
)
dx
(1 + |x|)n+s
)
,
which is finite due to the assumptions on u and v. Similarly, by using Lemma 6.5
and the assumptions on u and v we get
h(x) ≤ C((−∆g)
su(x) +Hg,K(v)) <∞
for some constant C > 0 independent of u and v.
Assume that (−∆g)
su = f weakly. Let ϕ ∈ C∞c (Ω). Then
〈(−∆g)
s(u+ v), ϕ〉 =
∫∫
Ω×Ω
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dµ
+
∫∫
Ω×Ωc
g
(
u(x)− u(y)− v(y)
|x− y|s
)
ϕ(x)
|x− y|s
dµ
−
∫∫
Ωc×Ω
Φg
(
|u(x) + v(x)− u(y)|
|x− y|s
)
ϕ(y)
|x− y|s
dµ.
The last expression can be written as∫∫
Rn×Rn
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)− ϕ(y)
|x− y|s
dµ−
∫∫
Ω×Ωc
g
(
u(x)− u(y)
|x− y|s
)
ϕ(x)
|x− y|s
dµ
−
∫∫
Ωc×Ω
g
(
u(x)− u(y)
|x− y|s
)
ϕ(y)
|x− y|s
dµ+ 2
∫∫
Ω×Ωc
g
(
u(x)− u(y)− v(y)
|x− y|s
)
ϕ(x)
|x− y|s
dµ,
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and we obtain that
〈(−∆g)
s(u+ v), ϕ〉 =
∫
Ω
fϕ dx +
+ 2
∫∫
Ω×Ωc
[
g
(
u(x)− u(y)− v(y)
|x− y|s
)
− g
(
u(x)− u(y)
|x− y|s
)]
ϕ(x)
|x− y|s
dµ
=
∫
Ω
(f + h)ϕdx
where we have used Fubini’s Theorem. Therefore, the result follows by a density
argument.
If we have now (−∆g)
su = f strongly or pointwisely in Ω. Let x ∈ V ⊂⊂ Ω and
ε <dist(V,Ωc), and consider
Iε =
∫
Bcε(x)
g
(
u(x) + v(x)− u(y)− v(y)
|x− y|s
)
dy
|x− y|n+s
.
We want to take limε→0+ Iε to get the pointwise result. Since v vanishes inside Ω we
have
Iε =
∫
Ω\Bε(x)
g
(
u(x)− u(y)
|x− y|s
)
dy
|x− y|n+s
+
∫
Ωc
g
(
u(x)− u(y)− v(y)
|x− y|s
)
dy
|x− y|n+s
=
∫
Bε(x)
g
(
u(x)− u(y)
|x− y|s
)
dy
|x− y|n+s
+
∫
K
(
g
(
u(x)− u(y)− v(y)
|x− y|s
)
− g
(
u(x)− u(y)
|x− y|s
))
dy
|x− y|n+s
so taking the limit gives the pointwise result. For the strong solution, we just need
to be able to use Dominated Convergence Theorem; for that simply notice that∫
K
(
g
(
u(x)− u(y)− v(y)
|x− y|s
)
− g
(
u(x)− u(y)
|x− y|s
))
dy
|x− y|n+s
∈ L1(K)
by a similar reasoning to that of the proof of Lemma 6.6. 
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