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ABSTRACT 
It is shown how the power method can be used to estimate Hadamard operator norms. 
Its application to the problem of finding the norm of the triangular truncation operator is 
considered. 
1. INTRODUCTION 
The Hadamard product of two m x n matrices A, B is the m x n matrix whose 
(i, j) entry is the product of the (i, j) entries of A and B, and is denoted by A 0 B. 
The Hadamard operator norm of A is given by 
(1.1) 
where ~~-~~ is a given norm on m x n matrices. We are primarily concerned with the 
application of a generalization of the power method to the maximization problem 
on the right hand side of (1.1). The results given can easily be generalized to 
complex matrices in Cmxn in an obvious way, but attention here will be restricted 
to the real case. 
It is possible to give an explicit expression for the norm in a few cases. For 
example, when the norm II.II is the Frobenius norm, then it is readily established 
that 
lIlAIll = y l4iL 
where AG denotes the (i, j) entry of A. Most attention has been paid to (1.1) 
when the norm ~~~~~ is the spectral norm, and then explicit expressions for the 
Hadamard operator norm are available only in some very special cases (for example 
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Mathias [7]). In general, therefore, the calculation of (1.1) defined by norms other 
than the Frobenius norm is nontrivial, and one possibility is to try to solve the 
underlying optimization problem. Because this problem is nonconvex, there are 
likely to be many stationary points (for example, the Frobenius norm calculation 
has n2), and so, unless very good starting values are available, the best that can 
normally be expected is an estimate of the value of the norm, with local optimality 
conditions satisfied. The situation is precisely analogous to that which occurs in 
the calculation of conventional operator or subordinate matrix norms. 
Now for the calculation of these, a generalization of the power method for 
computing the largest eigenvalue of a matrix has been suggested. Details are given 
in the next section of how this can be applied to Hadamard norms, and then an 
application to the calculation of the Hadamard norm of a-triangular truncation 
operator is considered, with the spectral norm occuring on the right hand side 
of (1.1). Because of the relationship between the norms of truncation operators 
of successive higher dimension, good starting values are available which increase 
the chances of global maxima being obtained. However, true verification is an 
extremely complex problem of global optimization, and we can only properly claim 
that estimates have been calculated, which give a lower bound, and which satisfy 
local optimality conditions. Other methods are available for the spectral norm case, 
and some comments are made finally on the possibility of using these. Although 
these other methods are mathematically attractive, there would again appear to be 
major computational issues which have yet to be fully resolved in using them. 
An important role in what follows is played by the subdifferential (or set of 
subgradients) of (IA 11, defined by 
d[lAll = {G E lRmx” : IlBll 2 l/All + trace[(B - A)TG], all B E Rmx”} 
(see, for example, Rockafellar [9]). An analogous definition holds for vectors. 
This concept can be interpreted as a generalization to convex functions of the 
gradient of a smooth function, and for example if the norm is differentiable at A, 
then G is just a singleton whose (i, j) entry is the partial derivative of llAl/ with 
respect to AQ. A useful characterization of the subdifferential of a norm is given 
by the well-known (and readily established) fact that G E allAll is equivalent to 
the statements 
(i) [[All = trace(GrA), 
(ii) IIGII* 5 1, 
where 
/IGIl* = max trace(BrG), 
llsllll 
and ~~~~~* is the polar or dual norm to 11.11. Unless the matrix A has all entries zero, 
in fact equality will hold in (ii). 
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2. THE POWER METHOD 
The usual power method applied to finding the largest eigenvalue of ArA enables 
the spectral norm of the m x n matrix A to be obtained. The method can be 
generalized to other operator norms of matrices. This was first shown by Boyd [3] 
for Zp operator norms, and later by Tao [ 121 for norms defined by 
(2.1) 
where x E Iw” and the vector norms are arbitrary. The numerical performance of 
the power method for lp norms is investigated by Higham [6]; see also Bartels [2]. 
The power method applied to the calculation of (2.1) can be stated as follows: 
1. Given x, l]xlln = 1. 
2. Set Ax = CXU, ll~llR = 1. 
3. Choose g E 8ll~ll~. 
4. Set Arg = ,L3w, ]]w]]~ = 1. If p = Q, then stop. 
5. Choose z E allwIll;. 
6. Setx=zandgoto2. 
In the special case when both the vector norms occurring in (2.1) are 12 norms, 
then in steps 3 and 5, g = u and z = w. Thus the calculation is just the application 
of the usual power method to find the largest eigenvalue of ATA. Convergence 
is guaranteed to the largest eigenvalue provided that the starting vector has a 
component in the direction of the corresponding eigenvector. For other norms, 
convergence may be obtained to a local maximum of the optimization problem, 
and can only be guaranteed to the global maximum in (2.1) for some very special 
matrices A. 
The analogous process applied to (1.1) is as follows: 
1. Given B, llBl[ = 1. 
2. SetAoB=crU, IlUll = 1. 
3. Choose G E allUll. 
4. Set A 0 G = PW, IlWll* = 1. If p = CX, then stop. 
5. Choose Z E dll WII”. 
6. SetB=Zandgoto2. 
In order to analyze the convergence properties of this method, we require to 
give conditions for a matrix B to be such that the maximum is attained in (1.1). 
THEOREM 2.1. Let B solve the problem 
maximize [IA o BJ( subject to IllIll = 1. (2.2) 
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Thenfor all G E allA o B(I there exists W E 6’llBll such that 
A o G = IIA o BII W. (2.3) 
PROOF. Let B be a solution, but suppose there is a G E dl[A o BIJ such that 
no W E alIBII exists satisfying (2.3). Define the convex cone 
K = {Y(A 0 G), Y > O}, 
and the closed convex set 
C = {II 0 BIIW, W E WI). 
If it is assumed that K and C have a common element, then 
y(A o G) = [IA o BII W 
for some y 2 0 and W E alIBII. P remultiplying by BT and taking the trace of 
both sides leads to the conclusion that y = 1, which contradicts the supposition in 
the first line of the proof. Thus the intersection of K and C is empty, and so by a 
standard separation result there exists an m x n matrix S such that 
trace(STR) > 0 for all ?? E K, (2.4) 
trace(ST7?) < 0 for all Z E C. (2.5) 
Now a well-known expression for the directional derivative is given by 
lim IIB + “11 - llBll = max trace(wT~) 
7-w Y WEWll 
(for example Rockafellar [9]), so that from (2.5), 
IIB + YSII < Pll for all y > 0 small enough. 
Further, for y > 0, 
IIA 0 @ + rW 2 
= 
= 
2 
trace{GT [A o (B + +)I} 
trace[GT(A 0 B)] + y trace[GT(A o S)] 
[IA 0 BII + ytrace[ST(A o G)] 
IIA 0 WI > using (2.4). 
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Thus for y > 0 small enough, B + yS, correctly normalized, gives a larger value 
of the objective function in (2.2), the fact that B is a maximum is contradicted, and 
the proof is completed. ??
When the norm is differentiable, then this result corresponds to the usual Kuhn- 
Tucker conditions. Otherwise, it is slightly stronger than would be obtained by a 
direct application of convex analysis. 
THEOREM 2.2. Consider an iteration of the power method as above applied 
to (1.1). Then: 
(1) IIA 0 Zll > IIA 0 BII. 
(2) If equality holds, then 
AoG= IIAoBIIW, 
where G E 8ljA o B/I and W E alIBII. 
PROOF. 
[IA o BII = trace[Gr(A o B)] 
= trace[Br(A o G)] 
I IIA 0 G/l* 
= trace[Zr(A o G)] 
= trace[Gr(A o Z)] 
I IIAo-4, 
which gives (1). Now assume equality holds in (1). Then G E allA o Z/l, and 
B E 6’llGoAll ( an d 1 a so Q = p = IIA o Bll). The result will follow from step 4 of 
the method if W E alIBII. But 
trace( WTB) = 
trace[Br(A o G)] ]]A o BII =----z 
D 
1 
7 ff 
and the proof is completed. ??
The matrix B of the previous theorem need not of course satisfy the conditions 
of Theorem 1, unless we know that allA o BII is a singleton. This will automatically 
be the case if the normed space is strictly convex. For other cases the situation 
is more complicated, and establishing satisfaction of the conditions of Theorem 
1 from a fixed point of the power method is not straightforward. The situation is 
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not too serious, however, as failure of G to be unique at a fixed point is unlikely to 
occur naturally, and would correspond to a form of degeneracy. 
The power method, therefore, operates in such a way that the scalars Q (or ,f3) 
form an increasing sequence which is bounded above and so convergent. It does 
not follow that the sequence of matrices B converges, but certainly a subsequence 
must converge to a limit B, say, which will satisfy the conditions of Theorem 1 
provided that allA o Bll is a singleton. Of course, this need not mean that the value 
of the norm lj\Alll h as b een attained, because this may only be a local maximum 
of the problem (2.2) which defines the norm. Thus normally we can only regard 
the limiting value of a as an estimate of the norm value. 
For effective use of the method, therefore, it is clearly important to have as good 
a starting approximation as possible. The following result gives a lower bound on 
the norm which also suggests a possible initial approximation when the norm on 
the right hand side of (1.1) is separable. 
DEFINITION. A matrix norm on m x n matrices is said to be separable if 
there exist vector norms j[.ll~ and 11.11 D on R”’ and R” respectively such that for all 
u E lRm, v E B”, 
(i) lbTII = II~IRII%~ 
(ii> IWII* = Il4l~llvll~. 
As for matrix norms, the asterisk * indicates the dual norm. It is readily es- 
tablished that most commonly occurring matrix norms are separable. For example 
all the usual operator or subordinate norms (2.1) are separable (with ~~~~~~ and llVll~ 
in (2.1) reappearing in the above definition); also all unitarily invariant norms are 
separable, with both norms 11. II R and 11.11~ the least squares norm. We will require 
the following property of separable norms. 
LEMMA 2.1 (Osborne and Watson [8, Lemma 2.11). Let ~~~~~ be a separable 
norm on m x n matrices. Then 
II4 2 ,,$y, llAXll~- (2.6) 
The following theorem is a generalization of Lemma 2.4 of Mathias [7]. 
THEOREM 2.3. Let II.11 b e a separable norm on m x n matrices. Then 
(2.7) 
where E is an m x n matrix each of whose entries is unity. 
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PROOF. Let B E d//All*. Then [IBll 5 1 and so lllAlll L I/A o BI(. Let e(“) 
denote a vector in KY’ each of whose entries is unity. Then 
IIPIII 2 1164 0 B)e(")ll~ lIe(fl ’ 
using (2.6), 
ecrnf (A o B)e(“) 
’ Il~(~)ll&@ll~ 
trace[(A o B)E] trace(BrA) 
IHI* = llEll* 
llAll* 
= IIEll*’ ??
COROLLARY 2.1. Let ~~~~~ be uniturily invariant. Then 
lIlAIll 2 $!!i. (2.8) mn 
The proof of Theorem 3 suggests that, in the absence of other information, a 
matrix B E al/All* could be a useful initial approximation for the application of 
the power method. For the special case when ]I. II is the spectral norm, Mathias [7] 
in fact shows that equality holds in (2.8) when A is a generalized circulant matrix. 
Other lower bounds are available. For example, it is readily seen, by taking B 
to be a matrix all of whose entries are zero except one which is set to one, that 
lIlAIll 2 ygx l4jl~ 
Equality is obtained in this expression when (1.1) is defined using the Frobenius 
norm on the right hand side. 
3. TRIANGULAR TRUNCATION 
To illustrate the application of the power method, we will consider the problem 
of computing the Hadamard operator norm of the triangular truncation operator 
(3.1) 
where (and throughout this section) the norm on the right hand side is the spectral 
norm, and where T, is the n x n matrix with entries 
Tii = 
0, i<j, 
1, i Zj, 
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foralli,j= l,..., n. The problem of evaluating (3.1) is considered by Angelos 
et al. [ 11, who show that if K,, denotes the value of the norm, then for n > 2 
and 
K,,_I < K,,. 
Bounds on K,, are also given in [7]. Now the maximum in (3.1) will be attained at 
an extreme point of the unit ball. Since matrices in the unit ball with any singular 
value less than one cannot be extreme points, it follows that the set of extreme 
points is the set of matrices all of whose singular values are unity, that is, the 
set of orthogonal matrices. Using this fact and results of Haagerup [5], explicit 
expressions are given in [l] for Kz, K3, and K4 and the corresponding (orthogonal) 
matrices where the norm is attained. However, the increasing complexity of the 
calculations limits the technique to small values of n. 
The norm dual to the spectral norm is the trace or nuclear norm, defined by 
the sum of the singular values, and for the application of the power method it is 
necessary to identify a]].ll and ~3]].]]*. F or a g iven n x n matrix A, let the singular 
value decomposition of A be 
A = ZJCVT, 
where U and V are n x n orthogonal matrices, and C is a diagonal matrix with the 
singular values 
f_71 = . . . = Uf > . . . > a,_,~ > u”_s+l = . . . = 6, = 0, 
down the diagonal. The grouping of singular values is designed to specifically 
reflect the multiplicity t of the largest singular value 01 and also the number s of 
zero singular values (of course s may be zero). Now consider the partitioning of 
singular vectors defined by 
,rJ = [U(‘) gp] = [fl’: @o], 
v = [V’Ug$‘)] = p: V’“‘], 
where U(r) and V(l) have t columns, and UC”) and V(“) have s columns and are only 
defined ifs > 0: Then (see for example Watson [ 131) 
dl[All = {U”‘HV”)TforallH E lRfx’ H > 0 IIHII* = I}, > -, (3.2) 
djjAl(* = {??%@)r + I!/“)TV”“~ for all T E Wx”, IJTI( 5 l}, (3.3) 
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where the notation H 2 0 means that H is positive semidefinite. These sets are 
singletons if t = 1 and s = 0 respectively. 
Using these results, the power method can readily be applied to the calculation of 
I] (T,, 111 in this case. The implementation is a simple programming exercise provided 
that a subroutine is available to compute singular values and singular vectors of 
a matrix, or using MATLAB. If successive matrices W generated in step 4 of the 
method are not rank deficient, then this means, in particular, that the computed 
matrices Z in step 5 are given by a product of two orthogonal matrices (see (3.3)), 
and so are always orthogonal. (Indeed, it follows from the comments above that a 
solution will always occur at an orthogonal matrix.) Suppose that on termination 
of the method for a particular n such an orthogonal matrix Z is available, and we 
assume that 
K, = IIT, 0ZII. 
Then let the initial approximation for the calculation with n increased by 1 be given 
by the matrix product, &,+I = XY, say, of the pair of (n + 1) x (n + 1) matrices 
I”-, 0 0 
x= 
[ 1 OT c -s , OT s c 
and 
zo 
Y= 
[ 1 or1 ’ 
where I,,-* is the unit matrix of dimension n - 1 and s = sin 8, c = cos .9 for 
some 8,O < B < r/2. Clearly B,+i is an orthogonal matrix. In addition, it is a 
consequence of the proof of Theorem 2 of [l] that 
K, < I/T,+1 o&+III. 
Thus the power method for calculating K,+I can be started with an initial approx- 
imation which exceeds the value terminating the iteration for K,. 
The results of some numerical calculations are now described, taking initially 
for n = 2 r -I 
B= 
and subsequently, for successively higher values of n, the above matrix product. 
The choice of matrix G in step 3 was based on the assumption that A o B had a 
simple largest singular value irrespective of the true multiplicity (this of course 
always gives a proper subgradient matrix, corresponding to a particular choice of H 
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in (3.2)). In fact, this condition was satisfied on termination in all cases, so that the 
conditions of Theorem 1 were always satisfied. An assumption of nondegeneracy 
was also made in choosing Z, so that this was always on orthogonal matrix. The 
actual value of 8 used was 6’ = 7r/4, and the power method was terminated when 
successive values of o and p differed by less than 0.0001. Clearly, greater accuracy 
can be obtained simply by allowing the method to continue. Table 1 shows the 
estimates of K,, reached on termination (i,,), together with the number of iterations 
for convergence (k), and also the value of g,,/ log n for values of n up to 50. The 
values of g,, were always within the known bounds for K, given in [ 11. The table 
shows that convergence of K,,/ log n to 1 /X is extremely slow. 
4. OTHER METHODS FOR THE SPECTRAL NORM CASE 
The power method may be used for (1.1) without restriction on the underlying 
matrix norm. However, in the important special case of the spectral norm other 
methods are available. For example, it may be shown that when m = n 
where X,, denotes the largest eigenvalue of the matrix in square brackets, and 
where the matrices P and Q are symmetric matrices with zeros on the diagonal. 
The underlying problem is just the minimization of the largest eigenvalue of a 
linear combination of symmetric matrices, with n(n - 1) unknowns, and so is a 
convex optimization problem. Methods due to Overton [ 10, 111, for example, 
apply to problems of this kind. An alternative to (4.1) is suggested in [4], where 
it is shown that the problem may be posed as either of two different forms of 
nonlinear minimax problem. All local minima are also global. 
It would be premature to conclude from this, however, that the power method is 
redundant in the spectral norm case, because it is necessary to draw a distinction 
between what is possible mathematically and what is possible numerically. To 
produce good software which firstly applies to the optimization problem arising in 
(4.1) for reasonably large values of n, and secondly includes a guarantee of conver- 
gence to the optimal solution, is not straightforward. Although little information 
is available about the performance of the method recommended in [4], the limited 
numerical experience mentioned there suggests that even for small problems there 
can be difficulty with convergence, and the indications are that the points made in 
the previous sentence are equally valid. 
In an attempt to permit some comparisons, an implementation of the method 
described in [lo] was used to carry out some experiments for the problems of the 
previous section. The method is a trust region method involving the solution of a 
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k K,/logn 
2 1.1547 4 1.6658 
3 1.2532 4 1.1407 
4 1.3261 3 0.9565 
5 1.3842 3 0.8600 
6 1.4326 3 0.7995 
7 1.4741 3 0.7575 
8 1.5104 3 0.7264 
9 1.5428 3 0.7022 
10 1.5720 3 0.6827 
11 1.5985 3 0.6666 
12 1.6229 3 0.6531 
13 1.6454 3 0.6415 
14 1.6664 3 0.6314 
15 1.6860 3 0.6226 
16 1.7044 3 0.6147 
17 1.7217 3 0.6077 
18 1.7381 3 0.6013 
19 1.7537 3 0.5956 
20 1.7684 3 0.5903 
21 1.7826 4 0.5855 
22 1.7959 3 0.5810 
23 1.8089 4 0.5769 
24 1.8213 4 0.5731 
25 1.8332 4 0.5695 
26 1.8446 4 0.5661 
27 1.8556 4 0.5630 
28 1.8662 4 0.5601 
29 1.8765 4 0.5573 
30 1.8864 4 0.5546 
31 1.8960 4 0.5521 
32 1.9054 4 0.5498 
33 1.9144 4 0.5475 
34 1.9232 4 0.5454 
35 1.9317 4 0.5433 
36 1.9401 4 0.5414 
37 1.9481 4 0.5395 
38 1.9560 4 0.5377 
39 1.9637 4 0.5360 
40 1.9712 4 0.5344 
41 1.9785 4 0.5328 
(continued) 
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TABLE 1. 
(contd.) 
n K” k En/ logn 
42 1.9856 4 0.5312 
43 1.9926 4 0.5298 
44 1.9994 4 0.5284 
45 2.0061 4 0.5270 
46 2.0126 4 0.5257 
47 2.0190 4 0.5244 
48 2.0253 4 0.5232 
49 2.0314 4 0.5220 
50 2.0375 4 0.5208 
quadratic programming problem at each iteration, which can converge at a second 
order rate to the optimal parameter values in (4. l), provided that the trust region 
radius becomes inactive, and the correct multiplicity of the largest eigenvalue is 
eventually identified. For the case IE = 2 (two unknowns), the method converged 
with no difficulty from an initial approximation P = Q = 0 in four iterations (at 
a second order rate) to the minimum value shown in Table 1, and with 
p=Q= 
0 -0.577350 
-0.577350 0 1 .
The multiplicity of the largest eigenvalue of the matrix on the right hand side of 
(4.1) is 2 at the solution. For the case when IZ = 3, convergence is slow, as the 
trust region radius stays active, although the estimated multiplicity of the largest 
eigenvalue appears to be correctly identified as 3. For n = 4 (12 unknowns), the 
method exprienced similar difficulties. The largest eigenvalue appeared to have 
multiplicity 4. The highest value of n tried was a = 5 (20 unknowns). Progress 
was slow (iterations took in excess of 2 minutes on a Sun 3150 programmed in 
FORTRAN), and difficulties were experienced with the quadratic programming 
solver (claiming no feasible solution on occasions). The multiplicity of the largest 
eigenvalue appeared to be 5. 
For large problems, the linear programming based variant of the method pre- 
sented in [ 1 l] is clearly preferable, where the potential quadratic convergence is 
traded off for savings in the computational cost of solving the subproblems. How- 
ever, even then it would seem that very careful implementation would be required if 
useful results are to be obtained for problems with even reasonably large values of 
n. When n = 50 the problem (4.1) will have 2450 unknowns, and a possible multi- 
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plicity of 50 of the largest eigenvalue: if this assumption is correct, each iteration of 
the method of [ 1 l] will involve the solution (or partial solution) of a linearprogram- 
ming problem with up to 1245 equality constraints, and 50 inequality constraints. 
To solve the number of such problems which would be required to gain even mod- 
est accuracy in the norm could be prohibitively expensive unless an extremely 
good initial approximation is available. A final point is that there is no theoretical 
guarantee that the algorithm given in [ 1 l] will converge to an optimal solution. 
The power method appears to have enormous advantages in efficiency: to obtain 
the complete set of results in Table 1 took 67 minutes computing time using a 
FORTRAN program run on a Sun 3150, with the bulk of this being taken for the 
higher values of n. Of course, a key point is the quality of the initial approximations. 
To provide a comparison when the special structure of the triangular truncation 
matrix is not being exploited, the power method was used for n = 5 starting from 
a randomly generated 5 x 5 matrix B. The FORTRAN random number generator 
RAND was used to provide the elements of a matrix of the correct size, which 
was then correctly normalized by dividing through by its largest singular value. 
The same stopping criterion as used before was satisfied after 6 iterations, with the 
value of ,B the same as that shown in Table 1; the computing time was 1.28 seconds. 
For the case 12 = 50, and a similar randomly generated starting matrix, the stopping 
criterion was satisfied after 12 iterations with p = 2.0374. The computing time 
was approximately 16 minutes. 
In summary, then, all approaches considered appear to have advantages and 
disadvantages. The power method is computationally attractive, applies for any 
underlying matrix norm, and may obtain an accurate value of the Hadamard norm. 
However, it does not guarantee finding the value of the norm, and may in practice 
only find a lower bound at which local optimality conditions would normally be sat- 
isfied. For the spectral norm case, the methods mentioned earlier in this section are 
mathematically attractive, but appear to provide major computational challenges 
for larger values of 12, and therefore in practice may only provide an upper bound. 
What would be extremely useful would be to identify a relationship between the 
optimal matrix B obtained from the power method and, for example, a correspond- 
ing pair of matrices P and Q solving (4.1): the correctness of the norm value (or 
otherwise) could then be readily verified. However, whether or not this can be done 
without actually solving (4.1) or an equivalent problem remains an open question. 
It is hoped to consider this particular point further at a later date, and also to 
consider in detail some of the other computational issues which have been raised. 
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