This paper deals with a problem of dimensionality reduction for hyperspectral images using principal component analysis. Hyperspectral image reduction is improved by adding structural/spatial information to the spectral information, by means of mathematical morphology tools. It can be then useful for instance in supervised classification. The key element of the approach is the computation of a covariance matrix which integrates simultaneously both spatial and spectral information.
INTRODUCTION
Conventionally, hyperspectral images which allow us to reconstruct the spectral profiles of objects imaged by the acquisition of several tens or several hundred of narrow spectral bands are often reduced in dimension before any treatment. Many hyperspectral reduction methods are linear and do not care of the multiple sources of nonlinearity presented in [1] . However lately, nonlinear reduction techniques have been developed, and some of them have been used in hyperspectral images [2] . Nevertheless, most of these techniques present disadvantages [3] in comparison to the principal component analysis (PCA) that is why we choose to work with the PCA and to add structural/spatial information, which involves a nonlinear embedding of the original hyperspectral image. Since mathematical morphology is a nonlinear image processing methodology based on the application of complete lattice theory to spatial structures, we choose to explore this kind of methodology [4, 5] . However, with respect to previous approaches, in our case we use mathematical morphology to improve the reduction of the dimension by integrating its tools in the computation of the covariance matrix.
BASICS ON MATHEMATICAL MORPHOLOGY
Let E be a subset of the discrete space Z 2 , which represents the support space of a 2D image and F ⊆ R D be a set of pixels values in dimension D. Hence, in our case the value of a pixel x ∈ E is represented by a vector v ∈ F of dimension D. Discrete space E has size n 1 × n 2 pixels. We can also associate a tensor to the hyperspectral image F ∈ R n1×n2×D .
Nonlinear scale-spaces and morphological decomposition
Let f : E → Z be a grey-scale image. Area openings (resp. area closings) are morphological filters that remove from an image the bright (resp. dark) connected components having a surface area smaller than the parameter
where γ B (f ) and ϕ B (f ) represent respectively the morphological flat opening and closing according to structuring element B.
Let us consider {γ a s l }, 1 ≤ l ≤ S and {ϕ a s l }, 1 ≤ l ≤ S, two indexed families of openings and closings respectively. Typically, the index l is associated to the size of the structuring element, or in our case to the surface area. The notion of morphological decomposition is related to granulometric axiomatic [7] . Namely, based on [8] we have:
Therefore we have a decomposition of the initial image into S scales, together with the average last opening and closing. We remark that residue (γ a s l−1 (f ) − γ a s l (f )) represents bright details between levels s l and s l−1 . Identically (ϕ a s l (f ) − ϕ a s l−1 (f )) stands for dark details between levels s l and s l−1 . There are however some issues to be taken into account. First, by decomposing an image into scales, we have now to deal with an object of bigger dimensionality. Second, the decomposition may not be optimal since it depends on the discretization of the S scales, size of each scale, etc. These points are discussed in next paragraph.
Pattern Spectrum
The pattern spectrum (PS) corresponds to the probability density function (pdf) of the granulometric decomposition [7] . The area-based PS of f at size s l is given by
where Mes represents the integral of the image. Based on the analogy between the scale-size pdf and the PS, we can calculate the characteristic function of pattern spectrum for both sides l ≥ 0 and l ≤ 0. Afterwards, in order to select the appropriate scales, one samples these characteristic functions where the number of sample is fixed and is equal to S, under the constrain that the sampled function must be as much as possible similar to the original function. Since in probability, the characteristic function is a way to describe a distribution such as the pdf then, thanks to this property, we can be expect that our discretization represents properly the original size distribution of the image.
Gray-scale distance function
Let us consider X as the closed set associated to a binary image. The distance function corresponding to X gives at each point x ∈ X a positive number that depends on the position of x with respect to X such as: dist(X)(x) = min{ρ(x, y) : y ∈ X c }, where ρ(x, y) is the Euclidean distance between x and y, and where X c is the complement of set X. Let us consider now a gray-scale image f , and let us denote by {X s (f )} s its upper level set representation. Then, according to [9] , the gray-scale distance transform of f is is defined as dist(f )(x) = (b − a)
, where a = min{f (x), x ∈ E}, and b = max{f (x), x ∈ E}.
MORPHOLOGICAL PRINCIPAL COMPONENT ANALYSIS (MPCA)
3.1. Classical PCA Principal Component Analysis (PCA) starts with a set of vec-
where n represents the number of vectors, in our case it corresponds to the number of image pixels, i.e., n = n 1 n 2 . The goal of the PCA is to reduce the dimension of this vector space, namely
In our case, F ∈ M n,D (R) represents the hyperspectral image F , where each column F k ∈ R n , 1 ≤ k ≤ D corresponds to a vectorized spectral band. PCA maximizes the objective function:
, is the covariance of F . This reduction can be done by projecting the data on d eigenvectors of V corresponding to the d higher eigenvalues of V .
MPCA and its variants
The fundamental idea of Morphological Principal Component Analysis (MPCA) consists in replacing the covariance matrix V of PCA, which represents the statistical interaction of spectral bands, by a covariance matrix V Morpho computed from a morphological representation of the bands. Therefore, mathematical morphology is fully integrated in the dimensionality reduction problem by standard SVD computation to solve V Morpho w j = λ j w j . The corresponding principal components w j provides the projection space for the hyperspectral image F .
Scale-space Decomposition MPCA. Using the surface areabased nonlinear scale-space discussed in previous section, the grey-scale image of each spectral band F :,:,k is decomposed into residues of area openings and area closings according to the discretization into S scales for each operator, i.e.,
Thus we have increased the dimensionality of the initial dataset from a tensor (n 1 , n 2 , D) to a tensor (n 1 , n 2 , D, 2S + 1). As discussed in [8] , this tensor can be reduced using high order-SVD techniques. We propose here to simply compute a covariance matrix as the sum of the covariance matrices from the various scales. More precisely, we introduce
) where the covariance matrices at each scale l is obtained as V (l) k,k = Covar (r l (F :,:,k ), r l (F :,:,k )), 1 ≤ k, k ≤ D. We note that it involves an assumption of independence of the various scales. We remark also that this technique is different of classical approaches of differential profiles as [4] where the morphological decomposition is applied after computing the spectral PCA (i.e., morphology plays a role for spatial/spectral classification but not for spatial/spectral dimensionality reduction as in our case).
Pattern Spectrum MPCA. In fact, we can consider a much compact representation of the morphological information associated to area-based nonlinear scale-space of each spectral band. It simple involves to consider the area-based pattern spectrum of spectral bands as the variable to be used to find statistical redundancy on the data. In other words, the corresponding covariance matrix V Morpho-2 ∈ M D,D (R) is defined as : V Morpho-2 k,k = Covar (P S a (F :,:,k , l), P S a (F :,:,k , l)) , with 1 ≤ k, k ≤ D and where P S a (F :,:,k , l), −S ≤ l ≤ S, is the area-based pattern spectrum obtained by area-openings and area-closings. We note that the pattern spectrum can be seen a size a pdf of image structures and consequently the MPCA associated to it explores intrinsic dimensionality of sets of distributions instead of sets of vectors. Distance Function MPCA. Classical PCA for hyperspectral images is based on exploring covariances between spectral intensities. The previous MPCA involves to change the covariance to a morphological scale-space representation of the images. An alternative is founded on transforming each spectral band from an intensity based map to a metric based map where at each pixel the value is associated to both the initial intensity and the spatial relationships between the image structures. This objective can be achieved using the Molchanov gray-scale distance function for each spectral band dist(F :,:,k ). The new co-
Spatial/Spectral MPCA. As we have discussed, V Morpho-2 represents a compact morphological representation of the image, however the spectral intensity information is also important for dimensionality reduction. Let us write X and Y two random variables such as X represents the spectral information of the data, and Y the morphological/spatial information. To come with a new variant of MPCA we assume the independence of the spectral and spatial information so of X and Y . This imply that var ((1 − β) Pr(X) + β Pr(Y )) = (1 − β) 2 var Pr(X) + β 2 var Pr(Y ), with β ∈ [0, 1]. More concretely, that means that we can build another covariance matrix V Morpho-4 that would represent the spectral and spatial information without increasing the dimensionality by :
, where obviously V k,k = Covar (F :,:,k , F :,:,k ) and β stands for a regularization term that balances the spatial over the spectral information.
MPCA APPLIED TO HYPERSPECTRAL IMAGES

Criteria to evaluate PCA vs. MPCA
We can now use PCA and the four variant of MPCA to dimensionality reduction of hyperspectral images. In order to evaluate the interest for such purpose, it is necessary to establish quantitative criteria that should be assessed. We want to show the improvement of classical PCA with respect to the following criteria.
Criterion 1. (C1)
The reconstructed hyperspectral image F using the first d principal components should be regularized in order to be more spatially/spectrally homogeneous; Criterion 2. (C2) Hyperspectral image F should preserve the edges of the main image structures; Criterion 3. (C3) Separability of spectral classes should be improved in the dimensionality reduced space. That involves in particular a better pixel classification.
In order to assess C2, we compute for initial image F the gradient of each band k, denoted ∇F k , and compare it to the gradient of the reconstructed image F , by measuring the Euclidean distance. In order to have an estimator of the error, we integrate for all the bands, i.e.,
To assess C1, which involves image homogeneity, we propose an approach based on a partition of the image into regions. First, working on the d eigenvectors, we compute the image partition associated to the α-flat zones, the partition is denoted π α . We remind that two neighboring pixels belong to the same α-flat zones if their distance is lower or equal to α [10] . In our case, the pixel distance corresponds to the Euclidean distance of vector values in the eigenimages and the choice of α is done in order to have a number C of α-flat zones similar for all the approaches of PCA and MPCA to be compared. By fixing the number of zones in the partition, we guarantee that the difference between a partition and another one depends exclusively on the homogeneity of the image. We note that C1 and C2 are balance criteria similar to Mumford-Shah functional.
Then, using the partition π α , we compute the spectral mean value of pixels from original image F in each zone, in order to produce a simplified hyperspectral image denoted F πα . Finally, we assess how pixels of the original image from each α-flat zone are far from their mean by computing the following error
Finally, C3 is related to supervised classification of hyperspectral image. We have considered SVM with a linear kernel as learning technique, where the classifier is validated using 5-fold cross validation. Sensitivity and specificity of classification are then computed.
Evaluation on Pavia hyperspectral image
The assessment of the performance of PC and MPCA was carried out using the well known University of Pavia hyperspectral image, which has dimensions (n 1 = 1610) × (n 2 = 340) pixels, D = 103 spectral bands and its geometrical resolution is of 1.3 m. We have applied classical PCA and the different variants of MPCA to Pavia image. Fig. 4.2 shows the first three eigenimages, visualized as a RGB false color. We note that the PS MPCA requires d = 5 to represent 90% of the variance whereas the other approaches only imposes d = 3. An interesting aspect observed on the projection of the 103 spectral bands into the first two eigenvectors is how PCA and the scale-space decomposition MPCA cluster the bands linearly, since bands close in the projection are also near in the spectral domain, whereas the patter spectrum MPCA and distance function MPCA tends to cluster spectral bands which are not necessary spectrally contiguous. Therefore the nonlinear embedding from V Morpho-2 and V Morpho-3 is clearly illustrated. Obviously, a similar behavior is observed for V Morpho-4 β . From a quantitative viewpoint, one can see in Table 1 
CONCLUSION
We have introduced in the paper the notion of MPCA which has been declined into four different approaches. MPCA allows to deal with a spatial/spectral representation of the im- age based on mathematical morphology tools for SVD-based dimensionality reduction. It is important to note that it involves only to change the covariance matrix used in the SVD to obtain the eigenvectors where the spectral bands are then projected. We have shown that the best results results are obtained when we combine spatial and spectral information.
