Abstract Background: Despite potential concerns regarding their validity, physician-rating websites continue to grow in number and utilization and feature prominently on major search engines, potentially affecting patient decision-making regarding physician selection. Questions/Purposes: We sought to determine whether patient ratings on public physician-rating websites correlate with surgeon-specific outcomes for high-volume total knee replacement (TKR) surgeons in New York State (NYS) from 2010 to 2012. Methods: Online patient ratings were compared to surgeon-specific outcomes from the Statewide Planning and Research Cooperative System (SPARCS) database from the NYS Department of Health. For each surgeon, we determined the infection rate, re-admission rate, and revision surgery rate within the study period, as well as the mean inpatient length of stay, for TKR from the SPARCS database. Online ratings were collected from two physicianrating websites (Vitals.com and HealthGrades.com). Results: One hundred seventy-four high-volume TKR surgeons were identified in NYS from 2010 to 2012. The mean rates of in-hospital infection, 90-day infection, 30-day re-admission, 90-day re-admission, and revision surgery were 0.25, 1.00, 4.89, 8.43, and 1.31%, respectively. The mean number of ratings for individual surgeons on HealthGrades.com and Vitals.com were 24.0 (range: 0 to 109) and 19.3 (range: 0 to 114), respectively, and mean overall ratings were 4.2 and 4.1 (out of 5) stars, respectively. As with online patient ratings of individual surgeons, variability was observed in the total adverse event rate distribution for individual surgeons. Despite sufficient variability in both online patient rating and surgeonspecific outcomes for high-volume TKR surgeons in NYS, no correlation was observed. Conclusion: There was no correlation between surgeon-specific TKR outcome measures and online patient ratings. We therefore advise that patients exert caution when interpreting ratings on these websites.
Introduction
Increased focus on patient satisfaction, consumer-driver healthcare, and the rise of social media have contributed to a growing industry surrounding quality-of-care metrics, hospital rankings, and online physician ratings. While several studies have attempted to correlate oncologic, orthopedic, and cardiovascular surgical outcomes with publicly available hospital rankings, the potential correlation between online physician ratings and physician-specific outcomes remains unknown [1, 9, 10] . Despite potential concerns regarding the validity of physician-rating websites, they continue to grow in number and utilization and feature prominently on major search engines, potentially affecting patient decision-making regarding physician selection [6, 7] . Twenty-five to 28% of patients visit these websites and 11% actively post ratings and/or comments [3, 6] . Thus, determining whether online patient ratings on publicly available websites correlate with physician-specific outcomes would be of great value to patients and physicians.
The purpose of this study was to determine whether patient ratings on public physician-rating websites correlate with surgeon-specific outcomes. Total knee replacement (TKR) was chosen given the high procedure volume, uniform procedural coding, and relative incidence of relevant outcome measures.
Materials and Methods
The Statewide Planning and Research Cooperative System (SPARCS) database from the New York State (NYS) Department of Health was queried to identify all surgeons who had performed TKR in NYS from 2010 to 2012. The SPARCS database is a census of all non-federal acute care hospital admissions and ambulatory surgical procedures in NYS. TKR procedures were identified by ICD-9-CM (International Classification of Diseases, 9th Revision, Clinical Modification) code 81.54. Only high-volume TKR surgeons, defined as having performed 180 procedures or more during the study period, were included to maximize the likelihood that online ratings reflected patient experience as related to TKR. One hundred seventy-four surgeons were identified using these criteria.
The SPARCS database allows identification of patient demographic and admission information with an individual physician's NYS Physician License Number, as well as unique anonymous patient identifiers to track outcomes after discharge. As a result, surgeon-specific patient outcomes can be obtained by querying all subsequent records after the index admission for TKR. Specifically, for each surgeon, we calculated the infection rate (in-hospital and within 90 days), readmission rate (within 30 and 90 days), and revision surgery rate within the study period. These values were analyzed individually, as well as collectively (i.e., total adverse event rate), for each surgeon. In addition, we calculated the mean inpatient TKR length of stay for each surgeon. ICD-9 CM codes were used to identify surgical infections (996.66, 996.67, 998.3x, 998.5x, 998.6, and 998.83) and revision surgeries (81.55, 00.80, 00.81, 00.82, 00.83, and 00.84).
Individual surgeon profiles were then reviewed on the two most commonly visited, publicly available physician-rating websites: HealthGrades.com and Vitals.com [8] . All online data were collected between August 25, 2014, and February 24, 2015. Information recorded from HealthGrades.com and Vitals.com included physician age, years in practice, gender, number of ratings, and overall rating (out of five stars). Surgeons with no online ratings on Vitals.com (4) and HealthGrades.com (1) were excluded from the respective analyses, yielding 170 surgeons with Vitals.com and 173 with Healthgrades.com data.
Assessment of normality for the surgeon-specific patient outcomes from the SPARCS database were evaluated using Shapiro-Wilk test, results of which showed that all outcome data were not from a normally distributed population. Spearman's rank correlation coefficients (r s ) were calculated to determine whether surgeon-specific outcomes were correlated with mean overall surgeon ratings from each website. Mean overall surgeon ratings were then converted to ordinal categories for each website. Non-parametric Kruskal-Wallis tests were conducted to evaluate differences in outcomes between the ordered categories. Statistical significance was defined as p < 0.05, and all analyses were performed using SPSS version 22.0 (IBM Corporation, Armonk, NY, USA).
Results
One hundred seventy-four high-volume surgeons each performed 180 or more TKRs from 2010 to 2012 in NYS. The median number of TKRs performed by these surgeons from 2010 to 2012 was 295 (interquartile range: 228 to 471). The mean number of years in practice was 24.6 (range: 6 to 50). The mean numbers of ratings for individual surgeons on HealthGrades.com and Vitals.com were 24.0 (range: 0 to 109) and 19.3 (range: 0 to 114), respectively. The mean overall ratings for individual surgeons on HealthGrades.com and Vitals.com were 4.2 and 4.1 (out of five) stars, respectively. Figure 1a demonstrates the distribution of mean overall ratings for individual surgeons on Vitals.com and HealthGrades.com.
Surgeon-specific TKR outcome measures calculated from the SPARCS database included the rate of infection (in-hospital and 90 days), re-admission (30 and 90 days), and revision surgery from 2010 to 2012 (Fig. 1b) . The mean in-hospital infection, 90-day infection, 30-day re-admission, 90-day readmission, and revision surgery rates from 2010 to 2012 were 0.25, 1.00, 4.89, 8.43, and 1.31%, respectively. Collectively, these outcome measures contributed to the total adverse event rate for individual surgeons from 2010 to 2012 (Fig. 1c) . As with online patient ratings of individual surgeons, variability is observed in the total adverse event rate distribution for individual surgeons. The mean inpatient length of stay for TKR surgery was 3.6 (range: 2.3 to 6.2) days.
There was no significant correlation between individual surgeon online ratings on Vitals.com or HealthGrades.com with surgeon-specific total adverse event rate, inpatient length of stay, or any individual TKR outcome measure, except for the revision surgery rate from 2011 to 2012 with Vitals.com scores (p = 0.049). It should be noted that the surgeon-specific revision surgery rates during the entire study period (2010 to 2012) and/ or from 2010 to 2011 were not correlated with Vitals.com scores.
Discussion
We found no correlation between online physician ratings and TKR surgeon-specific outcomes. There was a significant correlation between the surgeon-specific revision surgery rate from 2011 to 2012 with Vitals.com scores, but this correlation was not observed from 2010 to 2011 and/or during the study period, as a whole. These findings suggest that patients should use caution when interpreting physicianrating websites, thus supporting other, previously cited limitations and concerns regarding these websites. For example, there is no mechanism to confirm that online users are patients of the physician whom they have reviewed, and physician ratings are frequently based on a very small number of reviews. In addition, previous authors have noted that negative online written reviews more frequently cite factors independent of physician competence (e.g., wait times, cost, office staff), thus highlighting differences in how patients and physicians may assess care quality [11] . Presumably, physician assessment of care quality is more closely linked to clinical outcome, while patient assessment can be impacted by other factors such as wait time, interaction with office staff, and subjective qualities of the interpersonal interaction with the physician.
Our study has several important limitations. First, the generalizability of our findings is limited by the narrow scope-i.e., physicians from one medical specialty in one state over a three-year time period. With regard to limitations in the geographic and chronologic scope, it should be noted that the TKR outcome measures presented-i.e., 30-day readmission rate (4.89%) and length of stay (3.6 days)-are consistent with recent literature [2] . Furthermore, we intentionally studied a specific subspecialty with objective, clinically relevant short-term outcome measures. A second study limitation is that there is no mechanism to confirm that the users posting online ratings actually were patients who underwent TKRs. We attempted to minimize this variable by limiting our study population to only high-volume TKR surgeons (i.e., minimizing the chance that another procedure was performed). A third study limitation is that the SPARCS database does not contain important surgical outcome measures such as pain, range of motion, and/or validated functional outcome scores.
Previous studies have attempted to correlate online physician ratings with various surrogates of care quality. Gao et al. examined over 386,000 online ratings and determined that patients gave Bslightly higher^(but statistically significant) online ratings to physicians who were board-certified and graduated from a highly ranked medical school (top 50 according to U.S. News & World Report) but found no association with malpractice claims [4] . However, none of these variables have been associated with the quality of care provided by an individual physician. Greaves et al. examined over 16,000 family physician ratings in the UK on the English National Health Service Choices website and determined that the association with clinical outcome measures documented by the National Health Service was weak [5] .
A unique advantage of this study is that we isolated a homogenous group of physicians (high-volume TKR surgeons) performing an elective surgical procedure with relevant short-term outcomes and have access to a robust database (SPARCS), which tracks patients longitudinally and allows assessment of surgeon-specific outcomes. Interestingly, Cram et al. concluded that there were no significant differences in outcomes (i.e., postoperative complication rate, readmission rate, or inpatient length of stay) in Medicare patients undergoing TKR at Btop ranked^versus Bnon-topranked^hospitals according to U.S. News & World Report [1] .
In conclusion, this study provides evidence, at a provider level, that online patient ratings do not correlate with physician-specific outcomes. The strength of this study's conclusions is rooted in the relative homogeneity of our study population, clinically relevant short-term outcome measures following TKR, and robust database that tracks individual patients and physicians. Given these conclusions, patients should exert a high degree of caution when interpreting data from physician-rating websites.
