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Abstract
Sufficient conditions are established which ensure that a generalization of the Liénard equation is uniformly oscillatory.
The evaluation of the uniform oscillatory time is given.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
On établit conditions suffisantes pour assurer l’uniforme oscillation d’une équation généralisant l’équation de Liénard.
L’évaluation du temps uniforme d’oscillation est donnée.
© 2008 Elsevier Masson SAS. All rights reserved.
MSC: 34C10; 34C15
Keywords: Oscillation; Uniform oscillatory time; Nonlinear vibration; Liénard equations
1. Introduction
We consider the equation from the theory of damped nonlinear vibration:
u¨ + f (t, u)u˙ + g(t, u) = 0, t ∈ J0, (1)
where J0 = [t0,+∞) for some t0 ∈ R, the functions f and g are continuous on J0 ×R, g(·,0) ≡ 0 in J0, and ensure the
existence and uniqueness of solutions of the corresponding initial-value problem. We shall study oscillatory properties
at +∞ of non-zero global (defined on J0) solutions. In what follows, let u = ∗u be such a solution which belongs to
DJ0 = W 1∞(J0) (or W 1r,loc(J0) for some r  1).
We start with the definition of a measurable oscillatory function and the oscillatory time. This rather general
definition goes back to [7,8,13] and [28]. We introduce some notions and results from [15] (summit function, general
comparison function) that we need for the study of oscillatory properties, in particular, for estimating the dissipative
term in the equation. Then conditions on the functions f and g are imposed under which the solution
∗
u is oscillatory.
As the main result we formulate conditions which guarantee that all non-zero solutions of (1) are oscillatory with the
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in terms of the summit function. We conclude with two examples.
The present theory can be applied to equations of form (1) with the functions f and g independent of t , the so-called
generalized Liénard equations,
u¨ + f (u)u˙ + g(u) = 0, t ∈ J0. (2)
Both important cases of the behavior of the damping term are covered: in the first, f (u) 0 for all u, in the second
f (u) < 0 for |u| small (see Examples in Section 8).
A large number of results exists concerning properties, such as boundedness, stability, oscillation, periodicity, etc.
of solutions of generalized Liénard equation, e.g. [10,21] and [23] (with extensive reference lists), [1–6,9,11,12,14,
17–20,22,24–27].
The method of our investigation has been inspired by [28] and it is quite different from those used in the papers
mentioned above.
2. Oscillatory function
A (Lebesgue) measurable function,
t → u(t), u :J0 → R, (3)
is called oscillatory (about zero at +∞) if there exists (the so-called oscillatory time) Θ > 0 such that for any interval
J ⊂ J0, the length |J | of which is greater than Θ , the function u changes the sign on J , more precisely, we have
simultaneously:
meas
{
t ∈ J ; u(t) > 0}> 0 and meas{t ∈ J ; u(t) < 0}> 0. (4)
Provided u possesses the (pseudo-analyticity) property:
u = 0 a.e. in J ⊂ J0, J compact (nondegenerate) interval 	⇒ u = 0 a.e. in J0, (5)
an alternate definition is available. A function u :J0 → R, u = 0 almost everywhere in J0, is oscillatory if and only if
there exists Θ > 0 such that for any interval J ⊂ J0 the implication holds true:
u(t) 0
(
u(t) 0
)
a.e. in J 	⇒ |J |Θ. (6)
For u a solution of a differential equation the property (5) is fulfilled whenever the uniqueness of solutions of the
initial-value problem takes place.
3. The summit function
Let us denote:
O = {(q,p) ∈ R2; q > 0, p > −√q}. (7)
The set O is the set of couples (q,p) ∈ R2 for which solutions of the equation u¨ + 2pu˙+ + qu = 0, t ∈ R, admit
positive local maxima. Here u˙+(t) = max{u˙(t),0}.
The so-called summit function is a function (q,p) → ϑqp , ϑqp :O→ R, that to any (q,p) assigns the first positive t
where the maximum of the solution satisfying u(0) = 0, u˙(0) = c (> 0) is attained (the value of ϑ is independent
of c). The summit function is continuous on O and monotonically decreasing in each variable while the other is fixed.
Its explicit form is:
ϑ
q
p =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
π√
q−p2 +
1√
q−p2 arctan
√
q−p2
p
, −√q < p < 0,
π
2√q , p = 0,
1√
q−p2 arctan
√
q−p2
p
, 0 < p < √q,
1√
q
, p = √q,
1√
p2−q argtanh
√
p2−q
p
, p >
√
q.
(8)
For more details see [15].
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4. The universal comparison function
The so-called universal comparison function C is a real function (t, q,p,n) → C(t, q,p,n) defined for t ∈ R,
(q,p) ∈ O, (q,n) ∈ O, and possessing, as a function t → c(t) = C(t, q,p,n) with q,p,n fixed, the following
properties (see Fig. 1):
• c ∈ C2([0, ϑqp + ϑqn ]),
• c¨ + 2(pc˙+ + nc˙−) + qc = 0, t ∈ [0, ϑqp + ϑqn ],
• c(0) = c(ϑqp + ϑqn ) = 0, c(t) > 0, t ∈ (0, ϑqp + ϑqn ),
• c˙(0) = 1, c˙(t) > 0, t ∈ [0, ϑqp), c˙(ϑqp) = 0,
• c˙(t) < 0, t ∈ (ϑqp,ϑqp + ϑqn ], c˙(ϑqp + ϑqn ) = − exp(−pϑqp + nϑqn ).
Its explicit form can be found again in [15]. Recall that c˙±(t) = max{±c˙(t),0}.
5. Cone sets in the plane
The assumptions ensuring the oscillatory character of solutions are given in terms of the (uniform with respect to t)
inclusion of graphs of certain functions of variable u into a union of two cones in the (u, y)-plane with a common
vertex at the origin. In order to formulate such assumptions we adopt appropriate notation for this union (see [16]).
Let now p, n, P , N be arbitrary constants in R, p  P , nN . The symbol Nn XPp stands for the set (see Fig. 2):
N
n X
P
p =
{
(u, y) ∈ R2; pu+ − nu−  y  Pu+ − Nu−} (9)
(since u± = max{±u,0} it holds u = u+ − u− and |u| = u+ + u−).
In particular, for any P > 0,
−P
P X
P−P =
{
(u, y) ∈ R2; |y| P |u|}, (10a)
0
PX
P
0 =
{
(u, y) ∈ R2; |y| P |u|, uy  0}. (10b)
Further, for p and N fixed we denote (see Fig. 3),
N∞X∞p =
⋃
pP<∞,
Nn<∞
N
n X
P
p . (11)
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6. Oscillatoriness assumptions
Denote:
F(t, u) =
u∫
0
f (t, u¯) du¯. (12)
Let us assume that there exist constants (dependent on ∗u in general, ∗u is a solution from DJ0 the existence of which
has been assumed) q+, q−, m+, m−, M+ and M− such that
q+ > 0, −√q+ < m+ M+ < √q+, (13a)
q− > 0, −√q− < m− M− < √q− (13b)
and for all u ∈ ∗u(J0):
graph
(
g(t, u) − Ft (t, u)
)⊆ q−∞X∞q+ , (14)
graph
(
F(t, u)
)⊆ 2m−2M−X2M+2m+ (15)
uniformly with respect to t ∈ J0. Alternately written,⋃
t∈J0,
u∈∗u(J0)
(
u,g(t, u) − Ft (t, u)
)⊆ q−∞X∞q+ ,
⋃
t∈J0,
u∈∗u(J0)
(
u,F (t, u)
)⊆ 2m−2M−X2M+2m+ . (16)
7. Oscillatory solution
Theorem 1. Let conditions (13)–(15) be satisfied. Then the solution ∗u is oscillatory and the oscillatory time is given
by formula:
Θ = max{ϑq+−M+ + ϑq+m+ , ϑq−−M− + ϑq−m−
}
. (17)
Proof. Let J ⊂ J0, |J | > ϑq±−M± + ϑ
q±
m± , and u is of fixed sign in J (here we write simply u instead of
∗
u), that is,
either u 0 (or u 0) in J . In the former case sgnu = +1, in the latter case sgnu = −1 and the lower indices at q ,
m and M are + or − in accordance with the sign of u. We prove that u = 0 in J0.
Because of (13) we have (q±,−M±) ∈ O and (q±,m±) ∈ O where O is given in (7). Since the function
(q,p) → ϑqp is monotonically decreasing in q while p is fixed, there exists ε > 0 such that
(q± − ε,−M±), (q± − ε,m±) ∈O,
and
|J | ϑq±−ε + ϑq±−εm± > ϑq± + ϑq±m± .−M± −M±
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q±−ε
m± and denote its end points by τ1 and τ2.
We define the test function in the form γ (t) = C(t − τ1, q± − ε,−M±,m±) where C is the universal comparison
function the properties of which are stated in Section 4. In particular,
γ¨ + 2(−M±γ˙+ + m±γ˙−)+ (q± − ε)γ = 0.
Multiplying Eq. (1) by γ and integrating over the interval (τ1, τ2) we get:
0 = γ˙ (τ1)u(τ1) − γ˙ (τ2)u(τ2) +
τ2∫
τ1
[
γ¨ u − F(t, u)(γ˙+ − γ˙−)+ (g(t, u) − Ft(t, u))γ ]dt
 sgnu
τ2∫
τ1
[
γ¨ + 2(−M±γ˙+ + m±γ˙−)+ q±γ ]udt = ε sgnu
τ2∫
τ1
γ udt.
Since ε > 0 and γ > 0 in (τ1, τ2) we obtain |u| 0 in (τ1, τ2) and consequently u = 0 in J since (τ1, τ2) is arbitrary.
But this means (with regard to the uniqueness of solutions of initial-value problem) that u = 0 in J0.
8. Uniformly oscillatory equation
If the constants in (13) are independent of a particular solution, i.e. inclusions (14) and (15) hold uniformly not
only with respect to t but also with respect to u ∈ I ⊆ R where I is known to be an interval containing the ranges of
all possible global solutions, then these non-zero global solutions are oscillatory with the same oscillatory time.
A particular case deserves special definition. Let us assume that the existence and uniqueness of solutions u ∈DJ0
(global solutions) of the corresponding initial-value problem for Eq. (1) is guaranteed. Eq. (1) is called uniformly
oscillatory (about zero at +∞) if there exists (the so-called uniform) oscillatory time Θ such that any non-zero
solution is oscillatory with the same oscillatory time Θ .
The following main result is then a consequence of Theorem 1.
Theorem 2. Let there exist constants q+, q−, m+, m−, M+ and M− such that (13) is true and inclusions in (14)
and (15) hold for u ∈ R and t ∈ J0. Then Eq. (1) is uniformly oscillatory and the uniform oscillatory time is given by
formula (17).
Examples. Let f,g ∈ C1(R). By LaSalle’s invariance principle the assumptions f (u) > 0, u ∈ R, ug(u) > 0,
u ∈ R \ {0}, G(u) := ∫ u0 g(u¯) du¯ → +∞ for |u| → +∞ are sufficient for the zero solution of Eq. (2) to be glob-
ally asymptotically stable. Imposing more stringent assumptions on g and f , namely, ug(u) qu2, u ∈ R, for some
q > 0, and 0 < f (u) 2M , u ∈ R (this implies (14) with q− = q+ = q and (15) with M+ = M− = M , m+ = m− = 0)
the above theory yields the convergence of solutions to the zero equilibrium position in an oscillatory manner and the
uniform oscillatory time is:
Θ = ϑq−M + ϑq0 .
The theory can be applied also to Eq. (2) with negative damping, for example, f (u) = − cos πu
δ
, u ∈ (−δ, δ) for some
δ > 0, f (u) = 1 otherwise. More generally, let for some m and M , 2m  f (u)  2M , u ∈ R (this means that (15)
is fulfilled with M+ = M− = M , m+ = m− = m). Then, if ug(u)  qu2, u ∈ R, for some q > 0, we get that all
solutions are oscillatory (in accordance with [10] where f (0) < 0 and the sign condition uF(u) > 0 for |u| δ0 > 0
is assumed) and the uniform oscillatory time is given by:
Θ = ϑq−M + ϑqm.
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