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THE ALGEBRAIC CONSTRUCTION OF THE NOVIKOV
COMPLEX OF A CIRCLE-VALUED MORSE FUNCTION
Andrew Ranicki
Abstract. The Novikov complex of a circle-valued Morse function f : M → S1
is constructed algebraically from the Morse-Smale complex of the restriction of the
real-valued Morse function f : M → R to a fundamental domain of the pullback
infinite cyclic cover M = f∗R of M .
Introduction.
The relationship between real-valued Morse functions and chain complexes is
well understood. The Morse-Smale complex of a Morse function f : M → R
on a compact m-dimensional manifold M is defined using a choice of gradient-
like vector field v satisfying the transversality condition, to be a based f. g. free
Z[π1(M)]-module chain complex C
MS(M, f, v) with
rankZ[π1(M)]C
MS
i (M, f, v) = ci(f)
the number of critical points of f with index i, and the differentials defined by
counting the downward v-gradient flow lines in the universal cover M˜ of M . The
pair (f, v) determines a handlebody decomposition onM with one i-handle for each
critical point of index i
M =
m⋃
i=0
⋃
ci(f)
Di ×Dm−i ,
and the Morse-Smale complex is the cellular chain complex of M˜
CMS(M, f, v) = C(M˜) .
The relationship between circle-valued Morse functions f : M → S1 and chain
complexes is more complicated, and not so well understood. A lift of f to the
pullback infinite cyclic cover M = f∗R is a real-valued Morse function f : M → R
on a non-compact manifold, so traditional Morse theory does not apply directly.
The methods developed (by Novikov, Farber, Pajitnov, the author and others)
to count the critical points of f use the structure of the fundamental group ring
Z[π1(M)] as a Laurent polynomial extension of Z[π1(M)], as well as a completion
and a localization of Z[π1(M)]. For any map f : M → S
1 withM andM connected
the ring Z[π1(M)] is the α-twisted Laurent polynomial extension
Z[π1(M)] = Z[π1(M)]α[z, z
−1] = Z[π1(M)]α[z][z
−1]
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2with α : π1(M)→ π1(M) the monodromy automorphism and
az = zα(a) (a ∈ Z[π1(M)]) .
The completion
̂Z[π1(M)] = Z[π1(M)]α((z)) = Z[π1(M)]α[[z]][z
−1]
is called the Novikov ring of Z[π1(M)]. Let Σ be the set of square matrices in
Z[π1(M)]α[z] ⊂ Z[π1(M)] which become invertible in Z[π1(M)] under the aug-
mentation z 7→ 0. The noncommutative localization Σ−1Z[π1(M)] of Z[π1(M)]
(in the sense of Cohn [C]) is a ring with a morphism Z[π1(M)] → Σ
−1Z[π1(M)]
such that any ring morphism Z[π1(M)] → R which sends Σ to invertible matrices
in R has a unique factorization Z[π1(M)] → Σ
−1Z[π1(M)] → R. The inclusion
Z[π1(M)] → ̂Z[π1(M)] sends Σ to invertible matrices in ̂Z[π1(M)], so there is a
natural ring morphism Σ−1Z[π1(M)]→ ̂Z[π1(M)].
A vector field on a manifold M is a section of the tangent bundle of M
v : M → τM .
The gradient of a Morse function f :M → R is a section of the cotangent bundle
∇f = (∂f/∂xi) : M → τ
∗
M =
⋃
x∈M
HomR(τM (x),R)
with zeros the critical points of f . A vector field v : M → τM is ’gradient-like’ for
f if there exists a Riemannian metric β : τM ∼= τ
∗
M on M such that
β ◦ v = ∇f : M → τ∗M .
A v-gradient flow line γ : R→M satisfies
γ′(t) = −v(γ(t)) ∈ τM (γ(t)) .
The limits
lim
t→−∞
γ(t) = p , lim
t→∞
γ(t) = q ∈M
are critical points of f . For every non-critical point x ∈ M there is a v-gradient
flow line γx : R → M (which is unique up to scaling) such that γx(0) = x ∈ M .
The unstable and stable manifolds of a critical point p ∈M of index i are the open
manifolds
Wu(p, v) = {x ∈M | lim
t→−∞
γx(t) = p} ,
W s(p, v) = {x ∈M | lim
t→∞
γx(t) = p}
which are diffeomorphic to Ri, Rm−i respectively. Let GT (f) denote the space
of all gradient-like vector fields v for f which satisfy the Morse-Smale transver-
sality condition that for any distinct critical points p, q ∈ M the submanifolds
Wu(p, v),W s(q, v) ⊂ M intersect transversely. For v ∈ GT (f) and critical points
p, q ∈ M of index i, i − 1 there is only a finite number of v-gradient flow lines
3γ : R→M which start at p and terminate at q, and choosing orientations there is
obtained an algebraic number n(p, q) ∈ Z.
A circle-valued Morse function f :M → S1 lifts to a real-valued Morse function
f : M → R on the infinite cyclic cover M = f∗R. Let GT (f) be the space of all
vector fields v on M which lift to a gradient-like vector field v on M satisfying the
transversality condition, so that v ∈ GT (f).
Novikov [N] and Pajitnov [P1] used the completion ̂Z[π1(M)] to construct geo-
metrically for any circle-valued Morse function f : M → S1 and v ∈ GT (f) a based
f. g. free ̂Z[π1(M)]-module chain complex C
Nov(M, f, v) such that
rank ̂Z[π1(M)]
CNovi (M, f, v) = ci(f)
with ci(f) the number of critical points of f with index i. As in the real-valued case
the differentials are defined by counting the v˜-gradient flow lines in the universal
cover M˜ . Moreover, there is a chain equivalence
CNov(M, f, v) ≃ C(M˜ ; ̂Z[π1(M)])
with
C(M˜ ; ̂Z[π1(M)]) = ̂Z[π1(M)]⊗Z[π1(M)] C(M˜)
the ̂Z[π1(M)]-coefficient cellular chain complex of M˜ , for any CW structure on M .
Pajitnov [P2,P3,P4] constructed for any Morse function f :M → S1 a C0-dense
subspace GCCT (f) ⊂ GT (f), such that for v ∈ GCCT (f) the coefficients in the
corresponding Novikov complex CNov(M, f, v) are rational, in the sense that
CNov(M, f, v) = ̂Z[π1(M)]⊗Σ−1Z[π1(M)] C
Paj(M, f, v)
for a based f. g. free Σ−1Z[π1(M)]-module chain complex C
Paj(M, f, v), with a
chain equivalence
CPaj(M, f, v) ≃ C(M˜ ; Σ−1Z[π1(M)]) .
(Strictly speaking, CPaj(M, f, v) was only defined for abelian π1(M), when the
natural ring morphism Σ−1Z[π1(M)] → ̂Z[π1(M)] is injective, but this was for
algebraic convenience rather than out of geometric necessity.)
For a Morse function f : M → S1 which is transverse regular at 0 ∈ S1 the lift
f : M → R is transverse regular at Z ⊂ R, and the restriction to a fundamental
domain is a Morse function
fN = f | : (MN ;N,N1) = f
−1
(I; {0}, {1})→ (I; {0}, {1})
with ci(fN ) = ci(f) critical points of index i, and N1 a copy of N . Every v ∈ GT (f)
lifts to v ∈ GT (f), and vN = v| ∈ GT (fN ) determines a handlebody decomposition
MN = N × I ∪
m⋃
i=0
⋃
ci(f)
Di ×Dm−i
4with one i-handle for each index i critical point of f . Given a CW structure on N
with ci(N) i-cells use the handlebody structure on MN to define a CW structure
on MN with ci(N) + ci(f) i-cells. (In practice, the CW structure will be the one
determined by a Morse function N → R). The inclusion g : N → MN induces an
inclusion of based f.g. free Z[π1(M)]-module chain complexes
g : C(N˜)→ C(M˜N )
with N˜ , M˜N the covers of N,MN induced from the universal cover M˜ of M . Write
the inclusion of N1 in MN as h : N →MN , and note that in general N1 = h(N) is
not a CW subcomplex of MN . A chain approximation for h is a Z[π1(M)]-module
chain map
h : C(N˜1) = αC(N˜)→ C(M˜N )
in the chain homotopy class induced by the map h : N → MN as given by the
cellular approximation theorem. For any choice of chain approximation h Farber
and Ranicki [FR] defined algebraically a based f. g. free Σ−1Z[π1(M)]-module chain
complex CFR(M, f, v, h) such that
rankΣ−1Z[π1(M)]C
FR
i (M, f, v, h) = ci(f)
as a deformation of the Σ−1Z[π1(M)]-coefficient Morse-Smale complex
CMS(MN , fN , vN ; Σ
−1
Z[π1(M)]) = Σ
−1
Z[π1(M)]⊗Z[π1(M)] C
MS(MN , fN , vN )
with a chain equivalence
CFR(M, f, v, h) ≃ Σ−1Z[π1(M)]⊗Z[π1(M)] C(M˜) .
There is also a ̂Z[π1(M)]-coefficient version
CFR(M, f, v, h; ̂Z[π1(M)]) = ̂Z[π1(M)]⊗Σ−1Z[π1(M)] C
FR(M, f, v, h) .
Cokernel Theorem 6.6. The chain complex of [FR] is isomorphic to the cokernel
CFR(M, f, v, h) ∼= coker(φ)
of the morphism of based f.g. free Σ−1Z[π1(M)]-module chain complexes
φ = g − zh : Σ−1C(N˜)α[z, z
−1]→ Σ−1C(M˜N )α[z, z
−1]
which is a split injection in each degree. 
The expression CFR(M, f, v, h) as a cokernel makes it possible to prove invari-
ance results such as :
5Invariance Theorem 6.7. Let f : M → S1 be a Morse function, and let v ∈
GT (f). For any regular values 0, 0′ ∈ S1, CW structures on N = f−1(0), N ′ =
f−1(0′) and chain approximations
h : αC(N˜)→ C(M˜N ) , h
′ : αC(N˜ ′)→ C(M˜N ′)
there is defined a simple isomorphism of based f. g. free Σ−1Z[π1(M)]-module chain
complexes
CFR(M, f, v, h) ∼= CFR(M, f, v, h′) . 
Here, simple means that the torsion of the isomorphism is in the image of
{±π1(M)} ⊆ K1(Σ
−1Z[π1(M)]).
Given f : M → S1, v ∈ GT (f) and a CW structure on N = f−1(0) ⊂ M we
shall say that a chain approximation
hgra : αC(N˜)→ C(M˜N )
is gradient-like if it counts the v-gradient flow lines in the universal cover M˜ . (The
precise definition is given in 6.8).
Isomorphism Theorem 6.10 For v ∈ GT (f) with a gradient-like chain approxi-
mation hgra there are basis-preserving isomorphisms
CNov(M, f, v) ∼= CFR(M, f, v, hgra; ̂Z[π1(M)]) ,
CPaj(M, f, v) ∼= CFR(M, f, v, hgra) . 
Pajitnov [P3] (Theorem 7.2) showed that every v ∈ GT (f) is C0-close to vgra ∈
GCCT (f) with a gradient-like chain approximation hgra : C(N˜) → C(M˜N ). A
similar construction was obtained by Hutchings and Lee [HL]. In fact, Cornea and
Ranicki [CR] prove that every v ∈ GT (f) admits a gradient-like chain approxima-
tion hgra.
The plan of the paper is as follows. §1 is purely algebraic in nature, concerning
the chain homotopy properties of the algebraic mapping cones and cokernels of
chain maps. The glueing properties of the Morse-Smale complex CMS(M, f, v) are
described in §2 for finite unions, and in §3 for infinite unions. §4 gives a brief
account of the Cohn localization. §5 deals with the cokernel and infinite union
construction of chain complexes over a twisted polynomial extension Aα[z, z
−1] for
any ring A with automorphism α : A→ A, the localization Σ−1Aα[z, z
−1] and the
Novikov ring Aα((z)) = Aα[[z]][z
−1]. The Cokernel, Invariance and Isomorphism
Theorems are proved in §6.
The remainder of the Introduction is an outline of the proof of the Cokernel,
Invariance and Isomorphism Theorems in the special case when f∗ : π1(M) →
π1(S
1) is an isomorphism, so that
π1(M) = {1} , Z[π1(M)] = Z[z, z
−1] ,
Σ−1Z[π1(M)] = (1 + zZ[z])
−1
Z[z, z−1] ,
̂Z[π1(M)] = Z((z)) .
6The Novikov complex of a Morse function f :M → S1 with respect to v ∈ GT (f)
is the based f. g. free Z((z))-module chain complex
C = CNov(M, f, v)
with
dC : Ci = Z((z))
ci(f) → Ci−1 = Z((z))
ci−1(f) ; p 7→
∑
q
n(p, q)q
where n(p, zjq) is the algebraic number of v-gradient flow lines in M from a critical
point p ∈M of index i to a critical point q ∈M of index i− 1, using the transver-
sality property of v to ensure that these numbers are finite. Here z : M → M is
the generating covering translation parallel to the v-gradient flow of f .
M
f

R
zMN MN z−1MNzN N z−1N z−2N
−1 0 1 2
• • • •
fN

z−1fN

zfN

zoo
If 0 ∈ S1 is a regular value of f the Morse function
fN = f | : (MN ;N, z
−1N) = f
−1
(I; {0}, {1})→ (I; {0}, {1})
has ci(fN ) = ci(f) critical points of index i. Each critical point p ∈ M of f can
be regarded as a critical point p ∈ MN of fN . For v ∈ GT (f) the Morse-Smale
complex of fN with respect to vN ∈ GT (fN ) is the based f. g. free Z-module chain
complex
CMS(MN , fN , vN ) = F
with
dF : Fi = Z
ci(f) → Fi−1 = Z
ci−1(f) ; p 7→
∑
q
n(p, q)
where n(p, q) is the algebraic number of vN -gradient flow lines inMN from a critical
point p ∈MN of index i to a critical point q ∈MN of index i− 1.
The Novikov complex CNov(M, f, v) = C counts the v-gradient flow lines which
start at a critical point p ∈ zjMN ⊂ M and terminate at a critical point q ∈
zkMN ⊂ M with k ≤ j. The Morse-Smale complex C
MS(MN , fN , vN ) = F only
counts such flow lines with j = k = 0. In order to construct C from F we glue
together an infinite number of copies of an ’algebraic fundamental domain’ which
gives an algebraic picture of the way the vN -flow lines enterMN at z
−1N and either
die at a critical point of fN in MN or exit at N .
7As above, given an arbitrary CW structure on N = f−1(0) with ci(N) i-cells
use the handlebody decomposition
MN = N × I ∪
m⋃
i=0
⋃
ci(f)
Di ×Dm−i ,
to give MN a CW structure with ci(N) + ci(f) i-cells, one for each i-cell of N and
one for each i-handle of (MN ;N, z
−1N). The cellular chain complex of MN is of
the form C(MN ) = E with
dE =
(
dD c
0 dF
)
: Ei = Di ⊕ Fi → Ei−1 = Di−1 ⊕ Fi−1 ,
where
D = C(N) , F = C(MN , N × I) = C
MS(MN , fN , vN ) ,
Di = Z
ci(N) , Ei = Z
ci(N)+ci(f) , Fi = Z
ci(f) ,
g =
(
1
0
)
: Di → Ei = Di ⊕ Fi .
Let h : αD → E be a chain approximation for the inclusion h : z−1N → M , with
components
h =
(
hD
hF
)
: αDi → Ei = Di ⊕ Fi .
The cellular Z[z, z−1]-module chain complex of M is the algebraic mapping cone
C(M) = C(g − zh : D[z, z−1]→ E[z, z−1]) .
The chain complex of Farber and Ranicki [FR] was defined to be the based f. g. free
Σ−1Z[z, z−1]-module chain complex
CFR(M, f, v, h) = F̂
with
d
F̂
= dF + zhF (1− zhD)
−1c : F̂i = Σ
−1Fi[z, z
−1]→ F̂i−1 = Σ
−1Fi−1[z, z
−1]
a deformation of Σ−1F [z, z−1]. The inverse of 1− zhD is defined over the Novikov
ring Z((z)) by
(1− zhD)
−1 = 1 + zhD + z
2(hD)
2 + z3(hD)
3 + . . .
so the induced Z((z))-module chain complex is
CFR
(
M, f, v, h;Z((z))
)
= Z((z))⊗Σ−1Z[z,z−1] C
FR(M, f, v, h) = F
with
d
F
= dF +
∞∑
j=1
zjhF (hD)
j−1c : F i = Fi((z))→ F i−1 = Fi−1((z)) .
8The chain approximation h is an algebraic model for the v-gradient flow across a
fundamental domain (MN ;N, z
−1N) of M . The formula for d
F̂
is interpreted in §5
as the generating function for the number of flow lines in M of prescribed length,
with hF (hD)
j−1c counting the flow lines which start inMN and terminate in z
jMN ,
crossing the j walls N, zN, . . . , zj−1N between the adjacent fundamental domains
MN , zMN , . . . , z
jMN .
The algebraic treatment in §1 of cokernels of chain maps will be used in §6
to prove that the inclusions F̂i → Σ
−1Ei[z, z
−1] induce the isomorphism of the
Cokernel Theorem 6.6
CFR(M, f, v, h) ∼= coker(φ)
with
φ = g − zh : Σ−1D[z, z−1]→ Σ−1E[z, z−1] .
A chain homotopy k : h ≃ h′ : αD → E determines an isomorphism of Σ−1Z[z, z−1]-
module chain complexes
coker(φ) ∼= coker(φ′)
(Proposition 5.3) giving the isomorphism of the Invariance Theorem 6.7
CFR(M, f, v, h) ∼= coker(φ) ∼= coker(φ′) ∼= CFR(M, f, v, h′)
in the special case N = N ′. The general case is proved by an algebraic treatment
of handle exchanges (Proposition 5.4).
For a gradient-like chain approximation
hgra =
(
hgraD
hgraF
)
: αDi → Ei = Di ⊕ Fi
the algebraic numbers of v-gradient flow lines between critical points of f :M → R
are given by
n(p, zjq) =


(p, q)-coefficient of dF : Fi → Fi−1 if j = 0
(p, q)-coefficient of hgraF (h
gra
D )
j−1c : Fi → Fi−1 if j > 0
0 if j < 0
for any critical points p, q ∈ MN of fN with index i, i − 1 respectively. It follows
that for any −∞ < j < k <∞ the Morse-Smale complex of the real-valued Morse
function
fN [j, k] = f | :
(MN [j, k]; z
−jN, z−kN) = f
−1
([j, k]; {j}, {k}) = (
−j⋃
ℓ=−k
zℓMN ; z
−jN, z−kN)
→ ([j, k]; {j}, {k})
is
CMS(MN [j, k], fN [j, k], vN [j, k])
= (
−j∑
ℓ=−k
zℓFi, dF + zh
gra
F (1 + zh
gra
D + · · ·+ z
k−j−1(hgraD )
k−j−1)c)
∼= coker
(
g − zhgra :
−j∑
ℓ=−k+1
zℓD →
−j∑
ℓ=−k
zℓE
)
.
9Passing to the direct limit as k →∞ gives the Morse-Smale complex of the proper
real-valued Morse function
fN [j,∞) = f | : (MN [j,∞), ∂MN [j,∞)) = f
−1
([j,∞), {j})
= (
−j⋃
ℓ=−∞
zℓMN , z
−jN)→ ([j,∞), {j})
to be
CMS(MN [j,∞), fN [j,∞), vN [j,∞)) = lim−→
k
CMS(MN [j, k], fN [j, k], vN [j, k])
∼= coker
(
g − zhgra :
−j∑
ℓ=−∞
zℓD →
−j∑
ℓ=∞
zℓE
)
.
Passing to the inverse limit as j → −∞ gives the Isomorphism Theorem 6.10 for
the Novikov complex, with a basis-preserving Z((z))-module isomorphism
CNov(M, f, v) = lim←−
j
CMS
(
MN [j,∞), fN [j,∞), vN [j,∞)
)
∼= coker
(
g − zhgra : D((z))→ E((z))
)
∼= CFR
(
M, f, v, hgra;Z((z))
)
.
The geometric differential in C = CNov(M, f, v) is just the algebraic differential in
F = CFR
(
M, f, v, hgra;Z((z))), with
dC(p) =
∑
q
∑
j∈Z
n(p, zjq)zjq
= (dF +
∞∑
j=1
zjhgraF (h
gra
D )
j−1c)(p)
= (dF + zh
gra
F (1− zh
gra
D )
−1c)(p)
= d
F
(p) ∈ F i−1 = Z
ci−1(f) ,
so that there is also a basis-preserving Σ−1Z[z, z−1]-module isomorphism
CPaj(M, f, v) ∼= CFR(M, f, v, hgra) .
The projection
p : C
(
M ;Z((z))
)
= C
(
g − zhgra : D((z))→ E((z))
)
→ coker
(
g − zhgra : D((z))→ E((z))
)
= CNov(M, f, v)
pieces together v-gradient flow lines inM from their intersections with the translates
zjMN ⊂M (j ∈ Z) of the fundamental domain MN ; p is a chain equivalence with
torsion
τ(p) =
∞∑
i=0
(−)i+1τ
(
1− zhgraD : Di((z))→ Di((z))
)
=
∞∏
i=0
det
(
1− zhgraD : Di((z))→ Di((z))
)(−)i+1
∈ Ŵ (Z) ⊂ K1
(
Z((z))
)
= K1(Z)⊕K0(Z)⊕ Ŵ (Z)
10
with Ŵ (Z) = 1 + zZ[[z]] under multiplication. The kernel of p corresponds to the
closed orbits of the v-gradient flow lines in M , which avoid the critical points of f
and so do not contribute to the Novikov complex, and which are counted by the
torsion of p.
I am grateful to Andrei Pajitnov for valuable suggestions for improving the
preprint version of the paper.
1. Cones and cokernels.
The Novikov complex of a circle-valued Morse function f :M → S1 will be shown
in §6 to be isomorphic to the cokernel of a chain map constructed from the Morse-
Smale complex of a fundamental domain for the infinite cyclic coverM = f∗R ofM ;
the algebraic mapping cone of the chain map is a cellular chain complex ofM . This
section is accordingly devoted to the relationship between the algebraic mapping
cone and the cokernel of a chain map. The algebraic mapping cone is a chain
homotopy invariant. The cokernel is not a chain homotopy invariant, although
it is a homology invariant. The main novelty of this section is the introduction
of an equivalence relation on chain maps called ‘chain isotopy’, which is stronger
than chain homotopy, and is such that the cokernels of chain isotopic maps are
isomorphic. The chain map with cokernel the Novikov complex depends on a choice
of chain map in a chain homotopy class ; a different choice will give a chain isotopic
chain map, with isomorphic cokernel.
Let A be a ring. The algebraic mapping cone of an A-module chain map
φ : D → E
is the A-module chain complex C(φ) defined by
dC(φ) =
(
dE (−)
i−1φ
0 dD
)
: C(φ)i = Ei ⊕Di−1 → C(φ)i−1 = Ei−1 ⊕Di−2 .
The natural projections
p : C(φ)i = Ei ⊕Di−1 → coker(φ : Di → Ei) ; (x, y) 7→ [x]
define a chain map
p : C(φ)→ coker(φ) .
Proposition 1.1. For an injective chain map φ : D → E the natural projection
p : C(φ)→ coker(φ) induces isomorphisms in homology
p∗ : H∗
(
C(φ)
)
∼= H∗
(
coker(φ)
)
.
Proof. The short exact sequences of A-module chain complexes
0→ E → C(φ)→ D∗−1 → 0
0→ D
φ
−→ E → coker(φ)→ 0
11
induce long exact sequences in homology, which are related by a natural transfor-
mation
. . . // Hi(D)
1

φ∗ // Hi(E)
1

// Hi(C(φ))
p∗

// Hi−1(D)
1

// . . .
. . . // Hi(D)
φ∗ // Hi(E) // Hi
(
coker(φ)
)
// Hi−1(D) // . . .
It now follows from the 5-lemma that the induced morphisms p∗ are isomorphisms. 
As usual, a chain homotopy between chain maps φ, φ′ : D → E
θ : φ ≃ φ′ : D → E
is a collection of A-module morphisms θ : Di → Ei+1 such that for each i
φ′ − φ = dEθ + θdD : Di → Ei .
Chain homotopic chain maps have isomorphic algebraic mapping cones :
Proposition 1.2. A chain homotopy θ : φ ≃ φ′ : D → E determines an isomor-
phism of the algebraic mapping cones
I =
(
1 ±θ
0 1
)
: C(φ)→ C(φ′) .
If D,E are based f. g. free then I is a simple isomorphism.
Proof. By construction. 
In general, the cokernels of chain homotopic chain maps are not isomorphic (or
even chain equivalent). The following relation will be convenient in dealing with
cokernels of chain maps, in order to avoid this problem.
Definition 1.3 A chain isotopy between chain maps φ, φ′ : D → E
ψ : φ ∼ φ′ : D → E
is a collection of A-module morphisms ψ : Ei → Ei+1 such that
(i) for each i
φ′ = (1 + dEψ + ψdE)φ : Di → Ei ,
defining a chain homotopy
ψφ : φ ≃ φ′ : D → E ,
(ii) each
1 + dEψ + ψdE : Ei → Ei
is an automorphism. 
12
Proposition 1.4. Chain isotopy is an equivalence relation on chain maps.
Proof. Reflexivity: every chain map φ : D → E is isotopic to itself by 0 : φ ∼ φ.
Symmetry: for any chain isotopy ψ : φ ∼ φ′ : D → E define a chain isotopy
ψ− : φ′ ∼ φ by
ψ− = −(1 + dEψ + ψdE)
−1ψ : Ei → Ei+1 ,
with
1 + dEψ
− + ψ−dE = (1 + dEψ + ψdE)
−1 : Ei → Ei .
Transitivity: for any chain isotopies ψ : φ ∼ φ′, ψ′ : φ′ ∼ φ′′ : D → E define a
chain isotopy ψ′′ : φ ∼ φ′′ by
ψ′′ = ψ + ψ′(1 + dEψ + ψdE) : Ei → Ei+1
with
1 + dEψ
′′ + ψ′′dE = (1 + dEψ
′ + ψ′dE)(1 + dEψ + ψdE) : Ei → Ei . 
Isotopic chain maps have isomorphic cokernels :
Proposition 1.5. A chain isotopy ψ : φ ∼ φ′ : D → E determines isomorphisms
of chain complexes
q =
(
1 ±ψφ
0 1
)
: C(φ)→ C(φ′) ,
r = [1 + dEψ + ψdE ] : coker(φ)→ coker(φ
′)
and a chain homotopy
s : rp ≃ p′q : C(φ)→ coker(φ′)
with p : C(φ)→ coker(φ), p′ : C(φ′)→ coker(φ′) the projections.
Proof. The isomorphism q is a special case of 1.2.
The isomorphism r is given by the morphism of exact sequences
D
φ
// E
∼= 1 + dEψ + ψdE

// coker(φ)
r∼=

D
φ′
// E // coker(φ′)
// 0
// 0
The A-module morphisms
s : C(φ)i = Ei ⊕Di−1 → coker(φ
′ : Di+1 → Ei+1) ; (x, y) 7→ [ψ(x)]
define a chain homotopy
s : rp ≃ p′q : C(φ)→ coker(φ′)
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in the diagram
C(φ)
q

p
//
s
$$$d
$d
$d
$d
$d
$d
$d
$d
coker(φ)
r

C(φ′)
p′
// coker(φ′) . 
Definition 1.6 An embedding of chain complexes is a chain map φ : D → E such
that each φ : Di → Ei is a split injection. 
Proposition 1.7. Let φ : D → E be an embedding of A-module chain complexes.
(i) The natural projection p : C(φ)→ coker(φ) is a chain equivalence.
(ii) If each Di, Ei, coker(φ : Di → Ei) is a based f. g. free A-module, then p is a
chain equivalence with torsion
τ(p) =
∞∑
i=0
(−)iτ(Ei) ∈ K1(A)
where τ(Ei) ∈ K1(A) is the torsion of the short exact sequence of based f. g. free
A-modules
Ei : 0 // Di
φ
// Ei // coker(φ : Di → Ei) // 0 .
(iii) If ψ : φ ∼ φ′ : D→ E is a chain isotopy then φ′ : D → E is also an embedding.
With bases as in (ii), and the isomorphism given by 1.5
r = [1 + dEψ + ψdE] : coker(φ) ∼= coker(φ
′)
has torsion
τ(r) =
∞∑
i=0
(−)i(τ(E ′i)− τ(Ei)) ∈ K1(A) .
Proof. (i) Extend each φ : Di → Ei to a direct sum system
Di
φ
−−−→←−−−
e
Ei
j
−−−→←−−−
k
Fi
with Fi = coker(φ : Di → Ei). Let
c = edEk : Fi → Di−1 , dF = jdEk : Fi → Fi−1 ,
so that there is defined an isomorphism of chain complexes (φ k) : E′ → E with
dE′ =
(
dD c
0 dF
)
: E′i = Di ⊕ Fi → E
′
i−1 = Di−1 ⊕ Fi−1 .
The chain map p : C(φ)→ F = coker(φ) is given by
p = ( j 0 ) : C(φ)i = Ei ⊕Di−1 → Fi .
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The chain map g : F → C(φ) defined by
g =
(
k
−c
)
: Fi → C(φ)i = Ei ⊕Di−1
is such that
pg = 1 : F → F , h : gp ≃ 1 : C(φ)→ C(φ)
with h the chain homotopy
h =
(
0 0
e 0
)
: C(φ)i = Ei ⊕Di−1 → C(φ)i+1 = Ei+1 ⊕Di.
Thus p : C(φ)→ F , g : F → C(φ) are inverse chain equivalences.
(ii) Immediate from the 0-dimensional case, which follows from the sum formula
τ(fg) = τ(f) + τ(g).
(iii) By the chain homotopy invariance of torsion, the sum formula, the identity
τ(q) = 0 with q as in 1.5 and (ii)
τ(r) = τ(p′)− τ(p) + τ(q)
= τ(p′)− τ(p)
=
∞∑
i=0
(−)iτ(E ′i)−
∞∑
i=0
(−)iτ(Ei) ∈ K1(A) . 
Proposition 1.8. Let E be an A-module chain complex of the form
dE =
(
dD c
0 dD
)
: Ei = Di ⊕ Fi → Ei−1 = Di−1 ⊕ Fi−1 .
Let φ : D → E be a chain map, with
φ =
(
φD
φF
)
: Di → Ei = Di ⊕ Fi .
(i) If each φD : Di → Di is an automorphism then
(a) φ is an embedding of chain complexes.
(b) The chain complex F̂ defined by
d
F̂
= dF − φF (φD)
−1c : F̂i = Fi → F̂i−1 = Fi−1
is such that the inclusions Fi → Ei induce an isomorphism of chain com-
plexes
F̂ ∼= coker(φ) .
(c) The natural projection p : C(φ) → coker(φ) is a chain equivalence. The
chain complex K defined by
dK =
(
dD 0
(−1)iφD φDdD(φD)
−1
)
:
Ki = Di−1 ⊕Di → Ki−1 = Di−2 ⊕Di−1
15
(i.e. the algebraic mapping cone of the isomorphism of chain complexes
φD : D = (Di, dD) → (Di, φDdD(φD)
−1)) is contractible, and fits into an
exact sequence
0→ K → C(φ)
p
// coker(φ)→ 0
with
Ki = Di−1 ⊕Di → C(φ)i = Di−1 ⊕Di ⊕ Ei ;
(x, y) 7→ (x, y, φF (φD)
−1(y)) .
(d) If D,F are based f. g. free the natural projection
p : C(φ)→ coker(φ) ∼= F̂
is a chain equivalence of based f. g. free A-module chain complexes with
torsion
τ(p : C(φ)→ F̂ ) = −τ(K) = −
∞∑
i=0
(−)iτ(φD : Di → Di) ∈ K1(A) .
(ii) Given a chain homotopy of chain maps
θ : φ ≃ φ′ : D → E
with φD, φ
′
D : Di → Di automorphisms write
θ =
(
θD
θF
)
: Di → Ei+1 = Di+1 ⊕ Fi+1 .
The morphisms defined by
ψ =
(
θD(φD)
−1 0
θF (φD)
−1 0
)
: Ei = Di ⊕ Fi → Ei = Di ⊕ Fi
are such that
φ′ = (1 + dEψ + ψdE)φ : Di → Ei .
Thus if each 1+ dEψ+ψdE : Ei → Ei is an automorphism there is defined a chain
isotopy of embeddings
ψ : φ ∼ φ′ : D → E
and as in 1.5 there is defined an isomorphism
r = [1 + dEψ + ψdE ] : coker(φ) ∼= coker(φ
′) .
Moreover, if D,F are based f.g. free the isomorphism
r : F̂ ∼= coker(φ) ∼= coker(φ′) ∼= F̂ ′
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is simple, with
τ(r) =
∞∑
i=0
(−)i(τ(φD : Di → Di)− τ(φ
′
D : D
′
i → D
′
i))
= 0 ∈ K1(A) .
Proof. (i) (a) Each φ : Di → Ei is a split injection.
(b) It is clear that the inclusion F → E induces a chain map F̂ → coker(φ). The
A-module morphisms
(−φF (φD)
−1 1 ) : Ei = Di ⊕ Fi → F̂i = Fi
induce the inverse chain isomorphism coker(φ)→ F̂ .
(c) Immediate from 1.7 (i).
(d) Apply 1.7 (ii), noting that the short exact sequence
Ei : 0 // Di
(
φD
φF
)
// Di ⊕ Fi
(−φF (φD)
−1 1)
// Fi // 0
has torsion
τ(Ei) = −τ(φD : Di → Di) ∈ K1(A) .
(ii) It follows from(
dD c
0 dF
)(
φD
φE
)
=
(
φD
φE
)
dD : Di → Ei−1 = Di−1 ⊕ Fi−1 ,(
φ′D
φ′F
)
−
(
φD
φF
)
=
(
dD c
0 dF
)(
θD
θE
)
+
(
θD
θE
)
dD : Di → Ei = Di ⊕ Fi
that
(1 + dEψ + ψdE)φ =
((
1 0
0 1
)
+
(
dD c
0 dF
)(
θD(φD)
−1 0
θF (φD)
−1 0
)
+
(
θD(φD)
−1 0
θF (φD)
−1 0
)(
dD c
0 dF
))(
φD
φE
)
=
(
φ′D
φ′F
)
= φ′ : Di → Ei = Di ⊕ Fi .
If 1+dEψ+ψdE : Ei → Ei is an automorphism then ψ : φ ≃ φ
′ : D → E is a chain
isotopy, and by 1.7 (iii)
τ(r : F̂ ∼= F̂ ′) =
∞∑
i=0
(−)i(τ(E ′i)− τ(Ei))
=
∞∑
i=0
(−)i(τ(φD : Di → Di)− τ(φ
′
D : D
′
i → D
′
i)) ∈ K1(A) .
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Now there is defined an isomorphism of short exact sequences
Ei : 0 //
E ′i : 0
//
Di
(
φD
φF
)
//
Di
(
φ′D
φ′F
)
//
Di ⊕ Fi
1 + dEψ + ψdE

(−φF (φD)
−1 1)
//
Di ⊕ Fi
(−φ′F (φ
′
D)
−1 1)
//
F̂ i
r

// 0
F̂ ′i
// 0
so that
τ(r : F̂i → F̂
′
i ) = τ(1 + dEψ + ψdE : Ei → Ei) ∈ K1(A) .
The chain complex automorphism 1 + dEψ + ψdE : E → E is chain homotopic to
1 : E → E, so
τ(r : F̂ → F̂ ′) =
∞∑
i=0
(−1)iτ(r : F̂i → F̂
′
i )
=
∞∑
i=0
(−1)iτ(1 + dEψ + ψdE : Ei → Ei)
= τ(1 + dEψ + ψdE : E → E)
= τ(1 : E → E) = 0 ∈ K1(A) . 
The formula d
F̂
= dF − φF (φD)
−1c : Fi → Fi−1 was first obtained in [FR,2.3].
2. The Morse-Smale complex CMS(M, f, v).
This section recalls the properties of the Morse-Smale complex CMS(M, f, v) of
a real-valued Morse function on an m-dimensional cobordism
f : (M ;N,N ′)→ (I; {0}, {1})
with respect to any v ∈ GT (f).
•q • p
MN N ′
0 1
• •
f

oo
Definition 2.1 The Morse-Smale complex of f :M → R with respect to v ∈ GT (f)
is the based f. g. free Z[π1(M)]-module chain complex C
MS(M, f, v) with
(i) rankZ[π1(M)]C
MS
i (M, f, v) = ci(f), with one basis element p˜ for each critical
point p ∈M of index i, corresponding to a choice of lift p˜ ∈ M˜ ,
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(ii) the boundary Z[π1(M)]-module morphisms
d : CMSi (M, f, v) = Z[π1(M)]
ci(f) → CMSi−1 (M, f, v) = Z[π1(M)]
ci−1(f) ;
p˜ 7→
∑
q˜
n(p˜, q˜)q˜
with n(p˜, q˜) ∈ Z the algebraic number of v˜-gradient flow lines in M˜ joining
p˜ to q˜. 
A Morse function on a cobordism
f : (M ;N,N ′)→ (I; {0}, {1})
and v ∈ GT (f) determine a handlebody decomposition
M = N × I ∪
m⋃
i=0
⋃
ci(f)
hi
with ci(f) i-handles h
i = Di × Dm−i. Given a CW structure on N with ci(N)
i-cells ei ⊂ N let M have the CW structure with
ci(M) = ci(N) + ci(f)
i-cells : there is one i-cell ei × I ⊂M for each i-cell ei ⊂ N , and one i-cell hi ⊂M
for each critical point of index i. Let M˜ be the universal cover of M , and let N˜, N˜ ′
be the corresponding covers of N,N ′.
Proposition 2.2. The Morse-Smale complex CMS(M, f, v) is the relative cellular
chain complex of (M˜, N˜ × I)
CMS(M, f, v) = C(M˜, N˜ × I) .
Proof. See Franks [Fr]. 
Definition 2.3 Given a Morse function f : (M ;N,N ′)→ (I; {0}, {1}), v ∈ GT (f)
and CW structures on N and N ′ write
D = C(N˜) , D′ = C(N˜ ′) , E = C(M˜) , F = CMS(M, f, v) = C(M˜, N˜×I) .
(i) The cellular chain complex of M˜ is of the form
dE =
(
dD c
0 dF
)
: Ei = Di ⊕ Fi → Ei−1 = Di−1 ⊕ Fi−1
for a birth chain map c : F∗+1 → D, that is
E = C(M˜) = C(c) .
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(ii) The natural map g : N → M is the inclusion of a CW subcomplex, inducing
the embedding
g =
(
1
0
)
: C(N˜) = D→ C(M˜) = E .
A crossing chain approximation
h : C(N˜ ′) = D′ → C(M˜) = E
is a chain map induced by the inclusion h : N ′ → M – in general this is not the
inclusion of a CW subcomplex, so the construction requires the cellular approxi-
mation theorem, and the CW structures only determine a chain map h up to chain
homotopy. The components of
h =
(
hD
hF
)
: D′i → Ei = Di ⊕ Fi
are such that
dDhD + chF = hDdD′ : D
′
i → Di−1 ,
dFhF = hF dD′ : D
′
i → Fi−1
defining a death chain map
hF : D
′ → F
and a survival chain homotopy
hD : chF ≃ 0 : D
′ → D∗−1 . 
Remark 2.4 For a Morse function
f : (M ;N,N ′)→ (I; {0}, {1})
with v ∈ GT (f) there are 4 types of v-gradient flow lines, which we shall call
α, β, γ, δ, corresponding to the 4 morphisms
dF : Fi → Fi−1 , c : Fi → Di−1 , hF : D
′
i → Fi , hD : D
′
i → Di ,
as follows :
(a) complete: α starts at an index i critical point p ∈M and terminates at an
index i− 1 critical point q ∈M .
(b) birth: β starts at an index i critical point p ∈M and terminates in N .
(c) death: γ starts in N ′ and terminates at an index i critical point p ∈M .
(d) survival: δ starts in N ′ and terminates in N .
D = C(N˜) D′ = C(N˜ ′)
δ
hDoo
γ
hF
uujjj
jj
jj
jj
jj
jj
jj
j
F = CMS(M, f, v)
β
c
iiTTTTTTTTTTTTTTTT
α
dF
wwooo
oo
oo
oo
oo
o
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A crossing chain approximation h : D′ → E corresponds to the flow lines which
start in N ′, i.e. those of death and survival type. Pajitnov [P4,§4] obtained an
analogue of the cellular approximation theorem for the gradient flow : for any
Morse function f : M → S1 with regular value 0 ∈ S1 it is possible to choose
v ∈ GT (f) and handlebody structures on N and N ′ such that
(i) every survival v-gradient flow line in M which starts in an i′-handle of N ′
ends in an i-handle of N with i ≤ i′,
(ii) there is a finite number of rel ∂ homology classes of survival flow lines as in
(i) with i = i′ − 1,
(iii) there exist dF , c, hF as in 2.3 which actually count the flow lines of type
α, β, γ, and hD counts the rel ∂ homology classes of survival flow lines δ as
in (ii),
(iv) the function which sends y ∈M\Crit(f) to the endpoint Φ(y) ∈ N∪Crit(f)
of the flow line of f which starts at y
Φ : M\Crit(f)→ N ∪ Crit(f) ; y 7→ Φ(y)
restricts to a function
N ′ ∩ Φ−1(N)→ N ∩ Φ(N ′) ; x′ 7→ Φ(x′)
which is a partially defined map N ′ → N inducing the ’partial chain map’
hD : D
′ = C(N˜ ′)→ D = C(N˜) .
(See also Hutchings and Lee [HL]). 
We shall now express the Morse-Smale complex CMS(M, f, v) of a Morse function
f : (M ;N,N ′′)→ ([0, 2]; 0, 2) (v ∈ GT (f))
which is transverse regular at 1 ∈ [0, 2] in terms of the Morse-Smale complexes
CMS(M ′, f ′, v′), CMS(M ′′, f ′′, v′′) of the restrictions
f ′ = f | : (M ′;N,N ′) = f−1([0, 1]; {0}, {1})→ ([0, 1]; {0}, {1}) ,
f ′′ = f | : (M ′′;N ′, N ′′) = f−1([1, 2]; {1}, {2})→ ([1, 2]; {1}, {2})
using choices of CW structures for N,N ′, N ′′ and crossing chain approximations
h′ : C(N˜ ′)→ C(M˜ ′) , h′′ : C(N˜ ′′)→ C(M˜ ′′) .
M ′
N N ′
M ′′
N ′′
0 1 2
• • •
f ′

f ′′

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If f ′ (resp. f ′′) has ci(f
′) (resp. ci(f
′′)) critical points of index i then f has
ci(f) = ci(f
′) + ci(f
′′)
critical points of index i.
Terminology 2.5 Write the various chain complexes, birth, death, survival and
crossing chain approximations for (f ′, v′) and (f ′′, v′′) as
D = C(N˜) , D′ = C(N˜ ′) , D′′ = C(N˜ ′′) ,
E′ = C(M˜ ′) , E′′ = C(M˜ ′′) ,
F ′ = CMS(M ′, f ′, v′) , F ′′ = CMS(M ′′, f ′′, v′′) ,
dE′ =
(
dD c
′
0 dF ′
)
: E′i = Di ⊕ F
′
i → Ei−1 = Di−1 ⊕ F
′
i−1 ,
dE′′ =
(
dD′ c
′′
0 dF ′′
)
: E′′i = D
′
i ⊕ F
′′
i → E
′′
i−1 = D
′
i−1 ⊕ F
′′
i−1 ,
h′ =
(
h′D
h′F ′
)
: D′i → E
′
i = Di ⊕ F
′
i ,
h′′ =
(
h′′D′
h′′F ′′
)
: D′′i → E
′′
i = D
′
i ⊕ F
′′
i .
Define the chain complexes F,E by
dF =
(
dF ′ h
′
F ′c
′′
0 dF ′′
)
: Fi = F
′
i ⊕ F
′′
i → Fi−1 = F
′
i−1 ⊕ F
′′
i−1 ,
dE =

 dD c′ h′Dc′′0 dF ′ h′F ′c′′
0 0 dF ′′

 :
Ei = Di ⊕ F
′
i ⊕ F
′′
i → Ei−1 = Di−1 ⊕ F
′
i−1 ⊕ F
′′
i−1 ,
and let
c : F → D∗−1 , h =
(
hD
hF
)
: D′′ → E
be the chain maps defined by
c = ( c′ h′Dc
′′ ) : Fi = F
′
i ⊕ F
′′
i → Di−1 ,
hD = h
′
Dh
′′
D′ : D
′′
i → Di ,
hF =
(
h′F ′h
′′
D′
h′′F ′′
)
: D′′i → Fi = F
′
i ⊕ F
′′
i . 
Proposition 2.6. (i) The Morse-Smale complex of
f = f ′ ∪ f ′′ : (M ;N,N ′′) = (M ′;N,N ′) ∪ (M ′′;N ′, N ′′)→ ([0, 2]; {0}, {2})
with respect to v = v′ ∪ v′′ ∈ GT (f) is the algebraic mapping cone
CMS(M, f, v) = C(a : F ′′∗+1 → F
′)
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of the chain map a : F ′′∗+1 → F
′ defined by
a : F ′′i+1 = Z[π1(M)]
ci+1(f
′′) → F ′i = Z[π1(M)]
ci(f
′) ; p˜ 7→
∑
q˜
∑
u∈π1(M)
n(p˜, uq˜)uq˜
with n(p˜, uq˜) ∈ Z the algebraic number of v˜-gradient flow lines in M˜ joining p˜ ∈ M˜ ′′
to uq˜ ∈ M˜ ′.
(ii) For any death chain map h′F ′ : D
′ → F ′ of (f ′, v′) and any birth chain map
c′′ : F ′′∗+1 → D
′ of (f ′′, v′′) there exists a chain homotopy
b : a ≃ h′F ′c
′′ : F ′′∗+1 → F
′
such that
(a) b determines a simple isomorphism
I =
(
1 ±b
0 1
)
: C(a) = CMS(M, f, v)→ F = C(h′F ′c
′′) ,
(b) cI : CMS(M, f, v)∗+1 → D = C(N˜) is a birth chain map of (f, v),
(c) the cellular chain complex of M˜ is
C(M˜) = C(cI)
and there is defined a simple isomorphism
1⊕ I : E → C(M˜) ,
(d) (1⊕I)h : D′′ = C(N˜)→ C(M˜) is a crossing chain approximation for (f, v),
with components a death chain map
((1⊕ I)h)F = IhF =
(
h′F ′h
′′
D′ ± bh
′′
F ′′
h′′F ′′
)
:
D′′i → C
MS(M, f, v)i = F
′
i ⊕ F
′′
i
and a survival chain map
((1⊕ I)h′′)D = hD = h
′
Dh
′′
D′ : D
′′
i → Di .
Proof. (i) This is a direct consequence of the construction of the Morse-Smale
complex (2.1).
(ii) Use the handlebody decomposition of M (resp. M ′, M ′′) determined by (f, v)
(resp. (f ′, v′), (f ′′, v′′)) to extend the CW structure on N (resp. N , N ′) to a CW
structure on M (resp. M ′, M ′′). The existence of a chain homotopy b : a ≃ hF c
′ is
immediate from the observation that a and h′F ′c
′′ are both connecting chain maps
for the triad of CW subcomplexes M ⊃M ′ ⊃ N
∂ : F ′′∗+1 = C(M˜, M˜
′)∗+1 → C(M˜
′, N˜) = F ′ ,
23
which is unique up to chain homotopy. Property (a) is just an application of 1.2.
The composite of cellular approximations to the inclusions N ′′ → M ′′, M ′′ → M
is a cellular approximation to the inclusion N ′′ →M , giving (b),(c) and (d). 
Remark 2.7 Cornea and Ranicki [CR] obtain a sharper version of 2.6 : for any
Morse map
f = f ′ ∪ f ′′ : (M ;N,N ′′) = (M ;N,N ′) ∪ (M ′;N ′, N ′′)→ ([0, 2]; {0}, {2})
and v = v′ ∪ v′′ ∈ GT (f) there exist Morse maps
f̂ : M → R , g : N ′ = f−1(1)→ R
and v̂ ∈ GT (f̂), w ∈ GT (g) such that
(a) (f̂ , v̂) agrees with (f, v) outside a tubular neighbourhood of N ′
f−1[1− ǫ, 1 + ǫ] = N ′ × [1− ǫ, 1 + ǫ] ⊂M
for some small ǫ > 0.
(b) (f̂ , v̂) restricts to translates of (g, w)
(f̂ , v̂)| = (g+, w+) : N
′ × {1 + ǫ/2} → R ,
(f̂ , v̂)| = (g−, w−) : N
′ × {1− ǫ/2} → R
with
Criti(g+) = Criti(g)× {1 + ǫ/2} ,
Criti(g−) = Criti(g)× {−ǫ/2} ,
Criti(f̂) = Criti−1(g+) ∪ Criti(g−) ∪ Criti(f) .
(c) The v-gradient flow lines are in one-one correspondence with the broken
v̂-gradient flow lines i.e. joined up sequences of v̂-gradient flow lines which
start at critical points of f ′′ and terminate at critical points of f ′.
(d) The Morse-Smale complex of (f̂ , v̂) is of the form
d
CMS(M,f̂ ,̂v)
=


dF ′ h
′
F ′ 0 0
0 −dD′ 0 0
0 1 dD′ c
′′
0 0 0 dF ′′

 :
CMSi (M, f̂, v̂) = F
′
i ⊕D
′
i−1 ⊕D
′
i ⊕ F
′′
i
→ CMSi−1 (M, f̂, v̂) = F
′
i−1 ⊕D
′
i−2 ⊕D
′
i−1 ⊕ F
′′
i−1
with D′ = C(N ′, g, w), giving choices of ’gradient-like’ crossing chain ap-
proximations h′, h′′ such that the chain homotopy in 2.6 (ii) is
b = 0 : a ≃ h′F ′c
′′ :
F ′′ = CMS(M ′′, f ′′, v′′)→ F ′∗−1 = C
MS(M ′, f ′, v′)∗−1
(i.e. a = h′F ′c
′′) and the simple isomorphism
I : CMS(M, f, v) = C(a)→ F = C(h′F ′c
′′)
is the identity. 
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3. The proper Morse-Smale complex.
The construction of CMS(M, f, v) applies just as well to a proper real-valued
Morse function on a non-compact manifold :
Definition 3.1 Let (M, ∂M) be a non-compact manifold with compact boundary
and a proper real-valued Morse function
f : (M, ∂M)→ ([0,∞), {0}) ,
and let v ∈ GT (f). The proper Morse-Smale complex CMS(M, f, v) is defined
exactly as in the compact case, with
(i) CMSi (M, f, v) the based free Z[π1(M)]-module generated by γi(f), the set
of critical points of f with index i,
(ii) the boundary Z[π1(M)]-module morphisms are given by
d : CMSi (M, f, v) = Z[π1(M)]
γi(f) → CMSi−1 (M, f, v) = Z[π1(M)]
γi−1(f) ;
p˜ 7→
∑
q˜
∑
u∈π1(M)
n(p˜, uq˜)uq˜
with n(p˜, uq˜) ∈ Z the algebraic number of v-gradient flow lines in M˜ joining
p˜ to uq˜.

Given a proper Morse function f : (M, ∂M)→ ([0,∞), {0}) and a gradient-like
vector field for f and a CW structure for ∂M let M have the CW structure given
by the handle decomposition
M = ∂M × I ∪
m⋃
i=0
⋃
γi(f)
hi .
The expression of 2.6 for the Morse-Smale complex of the union of two Morse
functions on adjoining compact cobordisms will now be applied to obtain an iso-
morphism between the Morse-Smale complex CMS(M, f, v) and the relative cellular
chain complex of (M˜, ∂M˜)
I : CMS(M, f, v) ∼= C(M˜, ∂M˜) .
Terminology 3.2 For j = 0, 1, 2, . . . let
f [j] = f | :
(M [j];N [j], N [j + 1]) = f−1([j, j + 1]; {j}, {j + 1})→ ([j, j + 1]; {j}, {j + 1})
be the Morse functions on compact cobordisms given by the restriction of f .
M [0] M [1] M [2]
∂M = N [0] N [1] N [2] N [3]
0 1 2 3
• • • •
M
[0,∞)
f

f [0]

f [1]

f [2]

. . .
. . .
. . .
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The inclusions
g[j] : N [j]→M [j] , h[j] : N [j + 1]→M [j]
induce embeddings of based f. g. free Z[π1(M)]-module chain complexes
g[j] : C(N˜ [j])→ C(M˜ [j])
and chain maps
h[j] : C(N˜ [j + 1])→ C(M˜ [j]) .
Write
D[j] = C(N˜ [j]) , E[j] = C(M˜ [j]) , F [j] = C(M˜ [j], N˜ [j]) ,
dE[j] =
(
dD[j] c[j]
0 dF [j]
)
:
Ei[j] = Di[j]⊕ Fi[j]→ Ei−1[j] = Di−1[j]⊕ Fi−1[j] ,
g[j] =
(
1
0
)
: Di[j]→ Ei[j] = Di[j]⊕ Fi[j] ,
h[j + 1] =
(
hD[j+1]
hF [j+1]
)
: Di[j + 1]→ Ei[j] = Di[j]⊕ Fi[j] . 
Proposition 3.3. Let f : (M, ∂M) → ([0,∞), {0}) be a proper Morse function,
and let v ∈ GT (f).
(i) The cellular chain complex of (M, ∂M) is of the form
C(M˜, ∂M˜) = coker
(
g − h :
∞∑
j=0
C(N˜ [j])→
∞∑
j=0
C(M˜ [j])
)
,
a based free Z[π1(M)]-module complex with basis the images of the basis elements
in
∞∑
j=0
C(M˜ [j], N˜ [j]), and may be expressed as
d
C(M˜,∂M˜)
=


dF [0] hF [0]c[1] hF [0]hD[1]c[2] hF [0]hD[1]hD[2]c[3] . . .
0 dF [1] hF [1]c[2] hF [1]hD[2]c[3] . . .
0 0 dF [2] hF [2]c[3] . . .
...
...
...
...
. . .


: Ci(M˜, ∂M˜) =
∞∑
k=0
Fi[k]→ Ci−1(M˜, ∂M˜) =
∞∑
j=0
Fi−1[j] .
26
(ii) The Morse-Smale complex of (f, v) is of the form
dCMS(M,f,v) =

dCMS(M [0],f [0],v[0]) c
MS [0, 1] cMS [0, 2] cMS [0, 3] . . .
0 dCMS(M [1],f [1],v[1]) c
MS [1, 2] cMS [1, 3] . . .
0 0 dCMS(M [2],f [2],v[2]) c
MS [2, 3] . . .
...
...
...
...
. . .


: CMSi (M, f, v) =
∞∑
k=0
CMSi (M [k], f [k], v[k])
→ CMSi−1 (M, f, v) =
∞∑
j=0
CMSi−1 (M [j], f [j], v[j])
with
cMS [j, k] : CMSi (M [k], f [k], v[k])→ C
MS
i−1 (M [j], f [j], v[j]) (j < k)
counting the v˜-gradient flow lines in the universal cover M˜ which start at an index
i critical point of f˜ [k] and terminate at an index i− 1 critical point of f˜ [j].
(iii) There exists an isomorphism of chain complexes
I : CMS(M, f, v) ∼= C(M˜, ∂M˜)
of the form
I = 1 +
∑
j′<j
b[j′, j] : CMSi (M, f, v) =
∞∑
j=0
Fi[j]→ Ci(M˜, ∂M˜) =
∞∑
j′=0
Fi[j
′] .
Proof. (i) The exact sequence
0→
∞∑
j=0
C(N˜ [j])
g − h
//
∞∑
j=0
C(M˜ [j])→ C(M˜, ∂M˜)→ 0
is just the chain level Mayer-Vietoris sequence for the union
M = M [even] ∪M [odd]
with
M [even] =
⋃
j even
M [j] , M [odd] =
⋃
j odd
M [j] .
The matrix formula for coker(g − h) is a direct application of 1.8 (i) (b) with
φ = g − h =
(
1− hD
−hF
)
: Di → Ei = Di ⊕ Fi ,
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noting that each
1− hD =


1 −hD[0] 0 . . .
0 1 −hD[1] . . .
0 0 1 . . .
...
...
...
. . .

 : Ei =
∞∑
j=0
Fi[j]→ Ei =
∞∑
j=0
Fi[j]
is an automorphism, with inverse
(1− hD)
−1 =


1 hD[0] hD[0]hD[1] . . .
0 1 hD[1] . . .
0 0 1 . . .
...
...
...
. . .

 :
Ei =
∞∑
j=0
Fi[j]→ Ei =
∞∑
j=0
Fi[j] .
(ii) By construction.
(iii) For k = 1, 2, . . . define the Morse function
f [0, k] =
k⋃
j=1
f [j] = f | : M [0, k] =
k⋃
j=1
M [j] = f−1[0, k]→ [0, k] ,
and assume inductively that there is given an isomorphism
I[0, k] : CMS(M [0, k], f [0, k], v[0, k]) ∼= C(M˜ [0, k], ∂M˜)
of the form
I[0, k] = 1 +
∑
j′<j
b[j′, j] :
CMSi (M [0, k], f [0, k], v[0, k]) =
k∑
j=0
Fi[j]→ Ci(M˜ [0, k], ∂M˜) =
k∑
j′=0
Fi[j
′] .
Now apply 2.6 (i) to the Morse function
f [0, k + 1] = f [0, k] ∪ f [k] :
M [0, k + 1] = M [0, k] ∪M [k]→ [0, k + 1] = [0, k] ∪ [k, k + 1] ,
extending I[0, k] to an isomorphism I[0, k + 1] of the same form, and pass to the
direct limit to obtain an isomorphism
I = lim−→
k
I[0, k] : CMS(M, f, v) = lim−→
k
CMS(M [0, k], f [0, k], v[0, k])
→ C(M˜, ∂M˜) = lim−→
k
C(M˜ [0, k], ∂M˜) .
of the form
I = 1 +
∑
j′<j
b[j′, j] . 
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4. The Cohn noncommutative localization.
We refer to Cohn [C] and Schofield [Scho] for general accounts of the localization
Σ−1R of a ring R inverting a set Σ of square matrices. The natural morphism
R → Σ−1R has the universal property that a morphism of rings R → A which
sends Σ to invertible matrices in A has a unique factorization
R→ Σ−1R→ A .
The Gerasimov-Malcolmson normal form expresses every morphism of f. g. free
Σ−1R-modules
φ : Σ−1Rn → Σ−1Rp
as a composite
φ = fσ−1g : Σ−1Rn → Σ−1Rm → Σ−1Rm → Σ−1Rp
(nonuniquely) for some R-module morphisms
f : Rm → Rp , σ : Rm → Rm , g : Rn → Rm
such that σ is Σ−1R-invertible.
Proposition 4.1. (Sheiham [Sh,3.1]) Given a ring morphism ǫ : R → A let Σ be
the set of all square matrices in R which become invertible in A.
(i) The ring morphism ǫ extends to a ring morphism
ǫ : Σ−1R→ A .
(ii) An endomorphism of a f. g. free Σ−1R-module
φ : Σ−1Rn → Σ−1Rn
is an automorphism if and only if ǫ(φ) : An → An is an A-module automorphism.
Proof. (i) By the universal property of R→ Σ−1R.
(ii) It is clear that if φ is an automorphism then so is ǫ(φ).
Conversely, suppose that ǫ(φ) is an automorphism. Express φ in the Gerasimov-
Malcolmson normal form
φ = fσ−1g : Σ−1Rn → Σ−1Rn
for some R-module morphisms
f : Rm → Rn , σ : Rm → Rm , g : Rn → Rm
such that ǫ(σ) : Am → Am is an automorphism. The R-module endomorphism
defined by
θ =
(
0 −f
g σ
)
: Rn ⊕Rm → Rn ⊕Rm
is A-invertible, since the induced Σ−1R-module endomorphism
θ =
(
φ −f
0 σ
)(
1 0
σ−1g 1
)
: Σ−1(Rn ⊕Rm)→ Σ−1(Rn ⊕Rm)
is A-invertible. Thus θ : Σ−1(Rn ⊕ Rm) → Σ−1(Rn ⊕ Rm) is a Σ−1R-module
automorphism, and hence so is φ. 
In the application of Cohn localization in §5 below
ǫ : R = Aα[z]→ A ; z 7→ 0 .
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5. Polynomial extensions.
The relationship between the algebraic mapping cone and cokernel worked out
in §1 will now be applied to the algebraic situation arising from a circle-valued
Morse function f : M → S1. The actual application to the Novikov complex
CNov(M, f, v) will be carried out in §6.
Definition 5.1 Let A be a ring with an automorphism α : A→ A, and let z be an
indeterminate over A such that
az = zα(a) (a ∈ A) .
(i) The α-twisted Laurent polynomial extension of A
Aα[z, z
−1] =
∞∑
j=−∞
zjA = Aα[z, z
−1]
is the ring of polynomials
∞∑
j=−∞
ajz
j (aj ∈ A) such that {j ∈ Z | aj 6= 0} is finite.
(ii) The α-twisted Novikov completion of Aα[z, z
−1]
Aα((z)) = lim←−
k
k∑
j=−∞
zjA = Aα[[z]][z
−1]
is the ring of formal power series
∞∑
j=−∞
ajz
j (aj ∈ A) such that {j ≤ 0 | aj 6= 0} is
finite. 
Given an A-module B and j ∈ Z let zjB be the A-module with elements zjx
(x ∈ B) and
a(zjx) = zjαj(a)x , zjx+ zjx′ = zj(x+ x′) (a ∈ A, x, x′ ∈ B) .
The induced Aα[z, z
−1]-module is then given by
Aα[z, z
−1]⊗A B = Bα[z, z
−1] =
∞∑
j=−∞
zjB .
For any A-module C and k ∈ Z the A-module morphisms zjB → zkC are given by
zk−jθ : zjB → zkC ; zjx 7→ zkθ(x)
with θ : B → C a morphism of the additive groups such that
θ(ax) = αk−j(a)θ(x) ∈ C (a ∈ A, x ∈ B) .
We shall write z−1B as αB.
For a f. g. free A-module B and any A-module C every Aα[z, z
−1]-module mor-
phism
ψ : Bα[z, z
−1]→ Cα[z, z
−1]
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is given by
ψ =
∞∑
j=−∞
zjψj :
∞∑
k=−∞
zkxk 7→
∞∑
j=−∞
∞∑
k=−∞
zj+kψj(xk)
with ψj : B → z
jC A-module morphisms such that {j ∈ Z |ψj 6= 0} is finite.
Similarly, every Aα((z))-module morphism
ψ̂ : Bα((z))→ Cα((z))
is given by
ψ̂ =
∞∑
j=−∞
zjψ̂j :
∞∑
k=−∞
zkxk 7→
∞∑
j=−∞
∞∑
k=−∞
zj+kψ̂j(xk)
with ψ̂j : B → z
jC A-module morphisms such that {j ≤ 0 | ψ̂j 6= 0} is finite.
Definition 5.2 Let Σ−1Aα[z, z
−1] be the localization of Aα[z, z
−1] inverting the
set Σ of square matrices in Aα[z] ⊂ Aα[z, z
−1] which become invertible in A under
the augmentation
ǫ : Aα[z]→ A ; z 7→ 0 . 
zE E z−1E
zD D z−1D = αD z−2D
. . .
. . .
. . .
. . .
Proposition 5.3. Let D,E be f. g. free A-module chain complexes, and let g :
D → E, h : αD → E be A-module chain maps such that
g =
(
1
0
)
: Di → Ei = Di ⊕ Fi ,
h =
(
hD
hF
)
: αDi → Ei = Di ⊕ Fi ,
dE =
(
dD c
0 dF
)
: Ei = Di ⊕ Fi → Ei−1 = Di−1 ⊕ Fi−1 .
Given bases for D,F let E have the corresponding basis.
(i) The Σ−1Dα[z, z
−1]-module morphism
φ = g − zh : Σ−1Dα[z, z
−1]→ Σ−1Eα[z, z
−1]
is an embedding, the natural projection
p : C = C(φ)→ Ĉ = coker(φ)
is a chain equivalence, and the inclusions Fi → Ei induce an isomorphism
F̂ ∼= Ĉ
31
with F̂ the Σ−1Aα[z, z
−1]-module chain complex given by
d
F̂
= dF + zhF (1− zhD)
−1c :
F̂i = Σ
−1(Fi)α[z, z
−1]→ F̂i−1 = Σ
−1(Fi−1)α[z, z
−1] .
If Ĉ is given the basis determined by the bases of D,F and the isomorphism F̂ ∼= Ĉ
then
τ(p : C ≃ Ĉ) = −
∞∑
i=0
(−)iτ(1− zhD : Σ
−1(Di)α[z, z
−1]→ Σ−1(Di)α[z, z
−1])
∈ K1(Σ
−1Aα[z, z
−1]) .
(ii) An A-module chain homotopy
k : h ≃ h′ : αD → E
determines a Σ−1Aα[z, z
−1]-module chain isotopy
ψ : φ = g − zh ∼ φ′ = g − zh′ : Σ−1Dα[z, z
−1]→ Σ−1Eα[z, z
−1]
and simple isomorphisms of Σ−1Aα[z, z
−1]-module chain complexes
C ∼= C′ , F̂ ∼= F̂ ′ , Ĉ ∼= Ĉ′
where C = C(φ), C′ = C(φ′) etc., with
τ(C ∼= C′) = 0 ∈ K1(Σ
−1Aα[z, z
−1]) ,
τ(Ĉ ∼= Ĉ′) =
∞∑
i=0
(−)iτ(1− zhD : Σ
−1(Di)α[z, z
−1]→ Σ−1(Di)α[z, z
−1])
−
∞∑
i=0
(−)iτ(1− zh′D : Σ
−1(Di)α[z, z
−1]→ Σ−1(Di)α[z, z
−1])
= 0 ∈ K1(Σ
−1Aα[z, z
−1]) .
(iii) Let {D(k)}, {E(k)}, {F (k)} be the inverse systems of A-module chain com-
plexes defined by
D(k) = Dα[z, z
−1]/
∞∑
j=k+1
zjD =
k∑
j=−∞
zjD ,
E(k) = Eα[z, z
−1]/
∞∑
j=k+1
zjE =
k∑
j=−∞
zjE ,
F (k) = coker
(
g − zh : D(k)→ E(k)
)
with structure maps the natural projections
D(k)→ D(k − 1) , E(k)→ E(k − 1) , F (k)→ F (k − 1) .
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The short exact sequence of inverse systems of A-module chain complexes
0→ D(k)
g−zh
→ E(k)→ F (k)→ 0
induces a short exact sequence of the inverse limit Aα((z))-module chain complexes
0→ lim←−
k
D(k)
g−zh
→ lim←−
k
E(k)→ lim←−
k
F (k)→ 0
with
lim←−
k
D(k) = Dα((z)) , lim←−
k
E(k) = Eα((z)) .
Moreover, the inclusions Fi → Ei induce isomorphisms
Aα((z))⊗Σ−1Aα[z,z−1] F̂
∼= lim←−
k
F (k) .
Proof. (i) Immediate from 1.8 (i), since
φ =
(
φD
φF
)
=
(
1− zhD
−zhF
)
:
Σ−1(Di)α[z, z
−1]→ Σ−1(Ei)α[z, z
−1] = Σ−1(Di ⊕ Fi)α[z, z
−1]
with
φD = 1− zhD : Σ
−1(Di)α[z, z
−1]→ Σ−1(Di)α[z, z
−1]
a Σ−1Aα[z, z
−1]-module automorphism.
(ii) Write the A-module chain homotopy k : h ≃ h′ : αD → E as
k =
(
kD
kF
)
: αDi → Ei+1 = Di+1 ⊕ Fi+1 ,
so that(
h′D
h′F
)
−
(
hD
hF
)
=
(
dD c
0 dF
)(
kD
kF
)
+
(
kD
kF
)
dD : αDi → Ei = Di ⊕ Fi .
Define a Σ−1Aα[z, z
−1] chain homotopy
θ : φ ≃ φ′ : Σ−1Dα[z, z
−1]→ Σ−1Eα[z, z
−1]
by
θ =
(
θD
θF
)
=
(
−zkD
−zkF
)
:
Σ−1(Di)α[z, z
−1]→ Σ−1(Ei+1)α[z, z
−1] = Σ−1(Di+1 ⊕ Fi+1)α[z, z
−1] .
As in 1.8 (ii) the Σ−1Aα[z]-module morphisms
ψ =
(
θD(φD)
−1 0
θF (φD)
−1 0
)
=
(
−zkD(1− zhD)
−1 0
−zkF (1− zhD)
−1 0
)
:
Σ−1(Ei)α[z] = Σ
−1(Di ⊕ Fi)α[z]→ Σ
−1(Ei)α[z] = Σ
−1(Di ⊕ Fi)α[z]
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are such that
φ′ = (1 + dEψ + ψdE)φ : D → E .
The Σ−1Aα[z]-module endomorphism
1 + dEψ + ψdE =
(
1 0
0 1
)
+
(
dD c
0 dF
)(
−zkD(1− zhD)
−1 0
−zkF (1− zhD)
−1 0
)
+
(
−zkD(1− zhD)
−1 0
−zkF (1− zhD)
−1 0
)(
dD c
0 dF
)
: Σ−1(Ei)α[z]→ Σ
−1(Ei)α[z]
has augmentation an A-module automorphism
ǫ(1 + dEψ + ψdE) = 1 : Ei → Ei ,
so that
1 + dEψ + ψdE : Σ
−1(Ei)α[z]→ Σ
−1(Ei)α[z]
is a Σ−1Aα[z]-module automorphism by 4.1, and ψ defines a chain isotopy
ψ : φ ∼ φ′ : Σ−1Dα[z]→ Σ
−1Eα[z] .
Define the isomorphisms
q =
(
1 ±ψφ
0 1
)
: C = C(φ)→ C′ = C(φ′) ,
r = [1 + dEψ + ψdE ] : Ĉ = coker(φ)→ Ĉ
′ = coker(φ′)
as in 1.5, with q simple. By 1.8 (ii) and (i)
τ(r) = τ(p : C ≃ Ĉ)− τ(p′ : C′ ≃ Ĉ′)
=
∞∑
i=0
(−)iτ(1− zhD : Σ
−1(Di)α[z, z
−1]→ Σ−1(Di)α[z, z
−1])
−
∞∑
i=0
(−)iτ(1− zh′D : Σ
−1(Di)α[z, z
−1]→ Σ−1(Di)α[z, z
−1])
= 0 ∈ K1(Σ
−1Aα[z, z
−1]) .
(iii) The A-module chain map
φ(k) = g − zh : D(k)→ E(k)
is of the type considered in 1.8, with the components of
φ(k) =
(
φD(k)
φF (k)
)
: D(k)i → E(k)i = D(k)i ⊕ F (k)i
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given by
φD(k) =


1 −zhD 0 . . .
0 1 −zhD . . .
0 0 1 . . .
...
...
...
. . .

 :
D(k)i =
k∑
j=−∞
zjD → D(k)i =
k∑
j=−∞
zjDi ,
φF (k) =


0 −zhF 0 . . .
0 0 −zhF . . .
0 0 0 . . .
...
...
...
. . .

 :
D(k)i =
k∑
j=−∞
zjD → E(k)i =
k∑
j=−∞
zjEi .
As in 1.8 φD(k) is an automorphism, with inverse
φD(k)
−1 =


1 zhD z
2(hD)
2 . . .
0 1 zhD . . .
0 0 1 . . .
...
...
...
. . .

 :
D(k)i =
k∑
j=−∞
zjDi → D(k)i =
k∑
j=−∞
zjDi ,
and the chain complex F (k) defined by
d
F (k) = dF − φF (k)φD(k)
−1c =


dF zhF c z
2hFhDc . . .
0 dF zhF c . . .
0 0 dF . . .
...
...
...
. . .

 :
F (k)i =
k∑
j=−∞
zjFi → F (k)i =
k∑
j=−∞
zjFi
is such that the inclusions F (k)i → E(k)i induce isomorphisms
F (k) ∼= F (k) , lim←−
k
F (k) ∼= lim←−
k
F (k) .
The identification lim←−
k
D(k) = Dα((z)) is immediate from the identifications
D(k) =
k∑
j=−∞
zjD → D(k − 1) =
k−1∑
j=−∞
zjD ;
k∑
j=−∞
zjxj 7→
k−1∑
j=−∞
zjxj .
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Similarly for
lim←−
k
E(k) = Eα((z)) , lim←−
k
F (k) = F .
The short exact sequence of inverse systems
0→ D(k)
φ
→E(k)→ F (k)→ 0
determines an exact sequence of the inverse and derived limits
0→ lim←−
k
D(k)
g−zh
→ lim←−
k
E(k)→ lim←−
k
F (k)→ lim←−
k
1D(k)→ . . . .
Since the structure maps D(k)→ D(k − 1) are onto the derived limit is
lim←−
k
1D(k) = 0
and the inverse limits actually fit into a short exact sequence
0→ lim←−
k
D(k)
φ
→ lim←−
k
E(k)→ lim←−
k
F (k)→ 0
as required, with φ = g − zh. Alternatively, identify coker(φ) = F by a direct
application of 1.8 (i). 
The following result on algebraic handle exchanges will be required in §6.
E+ E− αE+
D D′ αD αD′
. . .
. . .
. . .
. . .
Proposition 5.4 Let D,D′, E+, E− be f.g. free A-module chain complexes, and let
g+ : D→ E+ , g− : D′ → E− , h+ : D′ → E+ , h− : αD → E−
be A-module chain maps such that
g+ =
(
1
0
)
: Di → E
+
i = Di ⊕ F
+
i ,
g− =
(
1
0
)
: D′i → E
−
i = D
′
i ⊕ F
−
i ,
h+ =
(
h+D
h+F
)
: D′i → E
+
i = Di ⊕ F
+
i ,
h− =
(
h−D
h−F
)
: αDi → E
−
i = D
′
i ⊕ F
−
i ,
dE+ =
(
dD c
+
0 dF+
)
: E+i = Di ⊕ F
+
i → Ei−1 = Di−1 ⊕ F
+
i−1 ,
dE− =
(
dD′ c
−
0 dF−
)
: E−i = D
′
i ⊕ F
−
i → E
−
i−1 = D
′
i−1 ⊕ F
−
i−1 .
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Given bases for D,D′, F+, F− there are now defined two collections of data as in
5.3
(g : D → E, h : αD → E, F ) , (g′ : D′ → E′, h′ : αD′ → E′, F ′)
with
dE =
(
dD c
0 dF
)
: Ei = Di ⊕ Fi → Ei−1 = Di−1 ⊕ Fi−1 ,
dF =
(
dF+ h
+
F c
−
0 dF−
)
: Fi = F
+
i ⊕ F
−
i → Fi−1 = F
+
i−1 ⊕ F
−
i−1 ,
c = ( c+ h+F c
− ) : Fi = F
+
i ⊕ F
−
i → Di−1 ,
g =
(
1
0
)
: Di → Ei = Di ⊕ Fi ,
hD = h
+
Dh
−
D : αDi → Di ,
hF =
(
h+Fh
−
D
h−F
)
: αDi → Fi = F
+
i ⊕ F
−
i
and
dE′ =
(
dD′ c
′
0 dF ′
)
: E′i = D
′
i ⊕ F
′
i → E
′
i−1 = D
′
i−1 ⊕ F
′
i−1 ,
dF ′ =
(
dF+ 0
h−F c
+ dF−
)
: F ′i = F
+
i ⊕ F
−
i → F
′
i−1 = F
+
i−1 ⊕ F
−
i−1 ,
c′ = ( h−Dc
+ c− ) : F ′i = F
+
i ⊕ F
−
i → D
′
i−1 ,
g′ =
(
1
0
)
: D′i → E
′
i = D
′
i ⊕ F
′
i ,
h′D = h
−
Dh
+
D : αD
′
i → D
′
i ,
h′F =
(
h+F
h−Fh
+
D
)
: αD′i → F
′
i = F
+
i ⊕ F
−
i .
The cokernels of the corresponding embeddings of the based f.g. free Σ−1Aα[z, z
−1]-
module chain complexes
φ = g − zh : Σ−1Dα[z, z
−1]→ Σ−1Eα[z, z
−1] ,
φ′ = g′ − zh′ : Σ−1D′α[z, z
−1]→ Σ−1E′α[z, z
−1]
are related by an isomorphism of the based f.g. free Σ−1Aα[z, z
−1]-module chain
complexes
I : coker(φ) ∼= coker(φ′)
which sends basis elements to zδ(basis elements), with δ = 0 or 1.
Proof. Use 5.3 to identify
coker(φ) = F̂ , coker(φ′) = F̂ ′
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with F̂ , F̂ ′ the based f.g. free Σ−1Aα[z, z
−1]-module chain complexes defined by
d
F̂
= dF + zhF (1− zhD)
−1c :
F̂i = Σ
−1(Fi)α[z, z
−1]→ F̂i−1 = Σ
−1(Fi−1)α[z, z
−1] ,
d
F̂ ′
= dF ′ + zh
′
F (1− zh
′
D)
−1c′ :
F̂ ′i = Σ
−1(F ′i )α[z, z
−1]→ F̂ ′i−1 = Σ
−1(F ′i−1)α[z, z
−1] .
Define an isomorphism of based f.g. free Σ−1Aα[z, z
−1]-module chain complexes
I : F̂ ∼= F̂ ′
by
I : F̂i = Σ
−1(F+i ⊕ F
−
i )α[z, z
−1]→ F̂ ′i = Σ
−1(F+i ⊕ F
−
i )α[z, z
−1] ;
(x+, x−)→ (x+, zx−) . 
6. The Novikov complexes CNov(M, f, v), CPaj(M, f, v), CFR(M, f, v, h).
This section starts with a review of the geometric constructions of the Novikov
complex CNov(M, f, v) and the Pajitnov complex CPaj(M, f, v) of a circle-valued
Morse function f :M → S1 with respect to v ∈ GT (f). Then the proper real-valued
Morse function
f : M = f∗R→ R
is used to identify the Novikov complex with the inverse limit of the proper Morse-
Smale complexes
CNov(M, f, v) = lim←−
k
CMS(M(k), f(k), v(k))
of the proper real-valued Morse functions
f(k) = f | : M(k) = f
−1
[−k,∞)→ [−k,∞) (k ≥ 0)
with v(k) = v|. This is followed by a review of the algebraic construction of the
chain complex CFR(M, f, v, h) of Farber and Ranicki [FR]. Finally, all this is put
together to prove the Cokernel, Invariance and Isomorphism Theorems already
stated in the Introduction. In particular, for v ∈ GT (f) with a gradient-like chain
approximation hgra there exist basis-preserving isomorphisms
CNov(M, f, v) ∼= CFR(M, f, v, hgra; ̂Z[π1(M)]) ,
CPaj(M, f, v) ∼= CFR(M, f, v, hgra) .
The infinite cyclic cover of M determined by f :M → S1 is
M = f∗R = {(x, y) ∈M × R | f(x) = [y] ∈ S1} ,
with
f : M → R ; (x, y) 7→ y .
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The generating covering translation
z : M →M ; (x, y) 7→ (x, y − 1) .
is parallel to the downward v-gradient flow (and so acts from right to left, or rather
from top to bottom). Assume that M and M = f∗R are connected, so that
π1(M) = π1(M)×α Z
with
α = z∗ : π1(M)→ π1(M)
the monodromy automorphism. The group ring of π1(M) is the α-twisted Laurent
polynomial extension of Z[π1(M)]
Z[π1(M)] = Z[π1(M)]α[z, z
−1] .
Write the Novikov ring of Z[π1(M)] as
̂Z[π1(M)] = Z[π1(M)]α((z)) = Z[π1(M)]α[[z]][z
−1] .
Definition 6.1 ([N], [P1]) The Novikov complex CNov(M, f, v) of a Morse function
f : M → S1 with respect to v ∈ GT (f) is the based f. g. free ̂Z[π1(M)]-module
chain complex with
(i) rank ̂Z[π1(M)]
CNovi (M, f, v) = ci(f), with one basis element p˜ for each critical
point p ∈M of index i, corresponding to a choice of lift p˜ ∈ M˜
(ii) the boundary ̂Z[π1(M)]-module morphisms are given by
d : CNovi (M, f, v) =
̂Z[π1(M)]
ci(f)
→ CNovi−1 (M, f, v) =
̂Z[π1(M)]
ci−1(f)
;
p˜ 7→
∑
q˜
∑
u∈π1(M)
n(p˜, uq˜)uq˜
with n(p˜, uq˜) ∈ Z the algebraic number of v˜-gradient flow lines in M˜ from
p˜ to uq˜. 
Let Σ−1Z[π1(M)] be the localization of Z[π1(M)] defined in 5.2.
Definition 6.2 (Pajitnov [P2,P3,P4])
For a Morse function f :M → S1 and v ∈ GCCT (f) the Novikov complex is of the
form
CNov(M, f, v) = ̂Z[π1(M)]⊗Σ−1Z[π1(M)] C
Paj(M, f, v)
with the Pajitnov complex CPaj(M, f, v) a based f. g. free Σ−1Z[π1(M)]-module
chain such that
rankΣ−1Z[π1(M)]C
Paj
i (M, f, v) = ci(f) . 
From now on it will be assumed that 0 ∈ S1 is a regular value of f , with inverse
image a codimension 1 framed submanifold
Nm−1 = f−1(0) ⊂Mm .
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Thus f : M → R is transverse regular at Z ⊂ R, and cutting M along N gives a
cobordism
(MN ;N, z
−1N) = f
−1
(I; {0}, {1})
which is a fundamental domain for M
M =
∞⋃
j=−∞
zjMN
with a Morse function
fN = f | : (MN ;N, z
−1N)→ (I; {0}, {1}) .
zMN MN z−1MN
zN N z−1N z−2N
−1 0 1 2
• • • •
M
R
f

zfN

fN

z−1fN

zoo
. . .
. . .
. . .
. . .
. . .
. . .
Proposition 6.3 The Novikov complex of a Morse function f : M → S1 with
respect to any v ∈ GT (f) is the inverse limit
CNov(M, f, v) = lim←−
k
CMS(M(k), f(k), v(k))
of the Morse-Smale complexes of the proper real-valued Morse functions
f(k) = f | : M(k) = f
−1
[−k,∞) =
k⋃
j=−∞
zjMN → [−k,∞)
on the non-compact manifolds with boundary
(M(k), ∂M(k)) = f
−1
([−k,∞), {−k}) = (
k⋃
j=−∞
zjMN , z
kN)
with respect to the projections
CMS(M(k + 1), f(k+ 1), v(k+ 1)) = C(
k+1⋃
j=−∞
zjMN , z
k+1N)
→ C(
k+1⋃
j=−∞
zjMN , z
k+1MN ) = C(
k⋃
j=−∞
zjMN , z
kN) = CMS(M(k), f(k), v(k)) .
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Proof. Identify
CNov(M, f, v) = lim←−
k
CMS(M(k), f(k), v(k))
using the expression of the Novikov ring as the inverse limit
̂Z[π1(M)] = lim←−
k
Z[π1(M)]α(k)
of the Z[π1(M)]-modules
Z[π1(M)]α(k) =
k∑
j=−∞
zjZ[π1(M)] ⊂ Z[π1(M)] = Z[π1(M)]α[z, z
−1]
with respect to the natural projections
Z[π1(M)]α(k + 1)→ Z[π1(M)]α(k) ;
k∑
j=−∞
ajz
j 7→
k−1∑
j=−∞
ajz
j . 
As before, let f : M → S1 have ci(f) critical points of index i. The real-valued
Morse function
fN = f | : (MN ;N, z
−1N)→ (I; {0}, {1})
has ci(fN ) = ci(f) critical points of index i, and as in §2 there is a handle decom-
position
MN = N × I ∪
m⋃
i=0
⋃
ci(f)
hi .
Let N have a CW structure with ci(N) i-cells e
i ⊂ N and let MN have the
corresponding CW structure with ci(N) i-cells of type e
i × I ⊂ MN and ci(f)
i-cells of type hi ⊂MN . Let M˜ be the universal cover of M , and let M˜N , N˜ be the
corresponding covers of MN , N . The inclusion g : N →MN induces an inclusion of
the cellular Z[π1(M)]-module chain complexes g : C(N˜)→ C(M˜N ). The inclusion
h : z−1N →MN induces a Z[π1(M)]-module chain map h : αC(N˜)→ C(M˜N ).
MNN z−1N
g
// hoo
Now M =MN/(N = z
−1N) has a CW structure with
ci(M) = ci(f) + ci(N) + ci−1(N)
i-cells.
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The following terminology will be used in dealing with the cellular chain com-
plexes associated to the fundamental domain (MN ;N, z
−1N) of M .
Terminology 6.4 As in 2.3 write
D = C(N˜) , E = C(M˜N ) , F = C
MS(MN , fN , vN ) = C(M˜N , N˜ × I) ,
dE =
(
dD c
0 dF
)
: Ei = Di ⊕ Fi → Ei−1 = Di−1 ⊕ Fi−1 .
The inclusions
g : N →M , h : z−1N →M
induce chain maps
g =
(
1
0
)
: Di → Ei = Di ⊕ Fi ,
h =
(
hD
hF
)
: αDi → Ei = Di ⊕ Fi . 
Definition 6.5 ([FR]) Given a Morse function f : M → S1 with regular value
0 ∈ S1, v ∈ GT (f), a choice of CW structure for N = f−1(0) ⊂ M , and a choice
of chain approximation h : αC(N˜)→ C(M˜N )
CFR(M, f, v, h) = F̂
be the based f. g. free Σ−1Z[π1(M)]-module chain complex given by
F̂i = Σ
−1Ci(M˜N , N˜)α[z, z
−1] = Σ−1Z[π1(M)]
ci(f) ,
d
F̂
= d
C(M˜N ,N˜)
+ zhF (1− zhD)
−1c : F̂i → F̂i−1 . 
Cokernel Theorem 6.6. (i) The inclusions F̂i → Σ
−1Ci(M˜N)α[z, z
−1] induce a
basis-preserving (and a fortiori simple) isomorphism of based f. g. free Σ−1Z[π1(M)]-
module chain complexes
CFR(M, f, v, h) ∼= coker
(
g − zh : Σ−1C(N˜)α[z, z
−1]→ Σ−1C(M˜N )α[z, z
−1]
)
.
(ii) The natural projection
p : C(M˜ ; Σ−1Z[π1(M)]) = C
(
g − zh : Σ−1C(N˜)α[z, z
−1]→ Σ−1C(M˜N )α[z, z
−1]
)
→ CFR(M, f, v, h)
is a chain equivalence of based f. g. free Σ−1Z[π1(M)]-module chain complexes with
torsion
τ(p) = −
∞∑
i=0
(−)iτ
(
1− zhD : Σ
−1Ci(N˜)α[z, z
−1]→ Σ−1Ci(N˜)α[z, z
−1]
)
∈ K1(Σ
−1
Z[π1(M)]) .
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Proof. This is a direct application of 5.3 (i). 
Invariance Theorem 6.7 Let f :M → S1 be a Morse function, and let v ∈ GT (f).
For any regular values 0, 0′ ∈ S1, CW structures on N = f−1(0), N ′ = f−1(0′)
and chain approximations
h : αC(N˜)→ C(M˜N ) , h
′ : αC(N˜ ′)→ C(M˜N ′)
there is defined a simple isomorphism of based f. g. free Σ−1Z[π1(M)]-module chain
complexes
CFR(M, f, v, h) ∼= CFR(M, f, v, h′) .
Proof. The case 0 = 0′, N = N ′ is given by 5.3 (ii). So assume 0 6= 0′ ∈ S1, and
let I+, I− ⊂ S1 be the two arcs joining 0 and 0′. The restrictions of (f, v)
(f+, v+) = (f, v)| : (M+;N,N ′) = f−1(I+; {0}, {0′})→ (I+; {0}, {0′}) ,
(f−, v−) = (f, v)| : (M−;N ′, N) = f−1(I−; {0′}, {0})→ (I−; {0′}, {0})
are Morse functions with gradient-like vector fields such that
(fN , vN ) = (f
+, v+) ∪ (f−, v−) :
(MN ;N, z
−1N) = (M+;N,N ′) ∪ (M−;N ′, N)→ ([0, 1]; {0}, {1}) ,
(fN ′ , vN ′) = (f
−, v−) ∪ (f+, v+) :
(MN ′ ;N
′, z−1N ′) = (M−;N ′, N) ∪ (M+;N,N ′)→ ([0, 1]; {0}, {1}) .
Use the handlebody structure on (M+;N,N ′) (resp. (M−;N ′, N)) determined by
(f+, v+) (resp. (f−, v−)) to extend the CW structure on N (resp. N ′) to a CW
structure on M+ (resp. M−). The inclusions of CW subcomplexes g+ : N →M+,
g− : N ′ →M− induce inclusions of subcomplexes
g+ : D = C(N˜)→ E+ = C(M˜+) , g− : D′ = C(N˜ ′)→ E+ = C(M˜−) .
Cellular approximations to the inclusions h+ : N ′ →M+, h− : z−1N →M− induce
chain maps
h+ : D′ = C(N˜ ′)→ E+ = C(M˜+) , h− : αD = αC(N˜)→ E− = C(M˜−) .
A direct application of 5.4 gives a simple isomorphism of based f.g. free Σ−1Z[π1(M)]-
module chain complexes
CFR(M, f, v, h) = coker(g − zh) ∼= CFR(M, f, v, h′) = coker(g′ − zh′) . 
Definition 6.8 A crossing chain approximation h : αC(N˜)→ C(M˜N ) is gradient-
like if for any critical points p˜, q˜ ∈ M˜N of f˜N : M˜N → R with index i, i − 1 the
algebraic number of v˜-gradient flow lines in M˜ joining p˜ to zj q˜ is
n(p˜, zj q˜) =


(p˜, q˜)-coefficient of dF : Fi → Fi−1 if j = 0
(p˜, q˜)-coefficient of hF (hD)
j−1c : Fi → Fi−1 if j > 0
0 if j < 0 .
43
A gradient-like chain approximation h will be denoted by hgra. 
Remark 6.9 (i) Pajitnov [P4] proved that for any Morse function f : M → S1 and
v ∈ GCCT (f) there exists a handlebody structure on N with a gradient-like chain
approximation hgra : αC(N˜)→ C(M˜N ) (cf. Remark 2.4).
(ii) Cornea and Ranicki [CR] prove that for any Morse function f : M → S1 and
v ∈ GT (f) there exists a CW structure on N = f−1(0) with a gradient-like chain
approximation hgra by showing that there exist Morse functions f ′ : M → S1,
g : N → R with v′ ∈ GT (f ′), w ∈ GT (g) such that
(a) (f ′, v′) agrees with (f, v) outside a tubular neighbourhood of N
f−1[−ǫ, ǫ] = N × [−ǫ, ǫ] ⊂M
for some small ǫ > 0.
(b) (f ′, v′) restricts to translates of (g, w)
(f ′, v′)| = (g+, w+) : N × {ǫ/2} → S
1\{0} ,
(f ′, v′)| = (g−, w−) : N × {−ǫ/2} → S
1\{0}
with
Criti(g+) = Criti(g)× {ǫ/2} ,
Criti(g−) = Criti(g)× {−ǫ/2} ,
Criti(f
′) = Criti−1(g+) ∪ Criti(g−) ∪ Criti(f) .
(c) The v-gradient flow lines are in one-one correspondence with the broken
v′-gradient flow lines i.e. joined up sequences of v′-gradient flow lines which
start and terminate at critical points of f .
(d) The Morse-Smale complex of (f
′
, v′) is of the form
CMS(M, f
′
, v′) = ((Di−1 ⊕Di ⊕ Fi)α[z, z
−1],

 −dD 0 01− zhgraD dD c
−zhgraF 0 dF

)
for a gradient-like chain approximation hgra, with
D = CMS(N, g, w) , F = CMS(MN , fN , vN ) etc.
(e) The cellular chain complex of the universal cover M˜N (or rather the cover
of MN induced from the universal cover M˜ of M) is
E = C(M˜N ) = (Di ⊕ Fi,
(
dD c
0 dF
)
) .
(This is the circle-valued analogue of Remark 2.7). Thus the algebraic mapping
cone of the Z[π1(M)]-module chain map
φ =
(
1− zhgraD
−zhgraF
)
: Dα[z, z
−1]→ Eα[z, z
−1]
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is the Morse-Smale complex of (f
′
, v′) : M → R
C(φ) = CMS(M, f
′
, v′)
and the cokernel of the induced Σ−1Z[π1(M)]-module chain map is
coker(Σ−1φ : Σ−1Dα[z, z
−1]→ Σ−1Eα[z, z
−1]) = CFR(M, f, v, hgra) .
The kernel of the projection
K = ker(p : Σ−1C(φ)→ coker(Σ−1φ))
is an algebraic model for the closed orbits of the v-gradient flow. As in 1.8 (i) (c)
identify
dK =
(
dD 0
(−1)i(1− zhgraD ) (1− zh
gra
D )
−1dD(1− zh
gra
D )
)
:
Ki = Σ
−1(Di−1 ⊕Di)α[z, z
−1]→ Ki−1 = Σ
−1(Di−2 ⊕Di−1)α[z, z
−1] .
(iii) In applying 2.6 and 3.3 to f : M → S1, v ∈ GT (f) with a gradient-like chain
approximation hgra, the Morse-Smale complexes of unions of copies of a Morse
function
fN : (MN ;N ; z
−1N)→ (I; {0}, {1})
and vN ∈ GT (fN ), the chain homotopy b in 2.6 and the higher chain homotopies
b[j, j′] in 3.3 are 0. In particular, the Morse-Smale complex of the proper real-valued
Morse function
f
+
=
0⋃
k=−∞
zkfN = f | : M
+
=
0⋃
k=−∞
zkMN = f
−1
[0,∞)→ [0,∞)
is given as a based free Z[π1(M)]-module chain complex by
CMS(M
+
, f
+
, v+) = (
0∑
k=−∞
zkFi, dF +
∞∑
j=1
zjhgraF (h
gra
D )
j−1c) .
The coefficients of hgraF (h
gra
D )
j−1c count the v˜-gradient flow lines which start at an
index i critical point of M˜ , cross j translates of N˜ ⊂ M˜ , and terminate at an index
i− 1 critical point of M˜ . 
Isomorphism Theorem 6.10. Given a Morse function f : M → S1 with regular
value 0 ∈ S1, v ∈ GT (f), a choice of CW structure for N = f−1(0) ⊂ M , and
a choice of chain approximation h : αC(N˜) → C(M˜N ) there is defined a simple
isomorphism of based f. g. free R-module chain complexes with R = ̂Z[π1(M)]
(resp. Σ−1Z[π1(M)])
Ih : C
Nov(M, f, v) ∼= CFR(M, f, v, h; ̂Z[π1(M)])
(resp. Ih : C
Paj(M, f, v) ∼= CFR(M, f, v, h)) .
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For a gradient-like chain approximation hgra : αC(N˜) → C(M˜N ) the simple iso-
morphisms Ihgra are basis-preserving.
Proof. By 6.3 the Novikov complex is the inverse limit
CNov(M, f, v) = lim←−
k
F (k)
of the inverse system
F (k) = CMS(M(k), f(k), v(k))
of the Morse-Smale Z[π1(M)]-module chain complexes of the proper real-valued
Morse functions
f(k) = f | : (M(k), ∂M(k)) = (
k⋃
j=−∞
zjMN , z
kN)→ ([−k,∞), {−k}) .
By 3.3 there is defined an isomorphism of inverse systems
Ih(k) : F (k)→ coker
(
g − zh : D(k)→ E(k)
)
with
D(k) =
k∑
j=−∞
zjC(N˜) , E(k) =
k∑
j=−∞
zjC(M˜N ) .
The inverse limits are given by 5.3 (iii) and 6.3
lim←−
k
D(k) = C(N˜)α((z)) , lim←−
k
E(k) = C(M˜N )α((z))
with
lim←−
k
coker
(
g − zh : D(k)→ E(k)
)
= coker
(
g − zh : lim←−
k
D(k)→ lim←−
k
E(k)
)
= coker
(
g − zh : C(N˜)α((z))→ C(M˜N )α((z))
)
∼= CFR(M, f, v, h; ̂Z[π1(M)]) .
Define Ih to be the induced isomorphism of inverse limits
Ih = lim←−
k
Ih(k) : C
Nov(M, f, v) = lim←−
k
F (k)
→ lim←−
k
coker
(
g − zh : D(k)→ E(k)
)
∼= CFR(M, f, v, h; ̂Z[π1(M)]) .
For a gradient-like chain approximation hgra 3.3 gives basis-preserving identifica-
tions
dF (k) = dC(M˜N ,N˜)
+
∞∑
j=1
zjhF (h
gra
D )
j−1c :
F (k)i =
k∑
j=−∞
zjCi(M˜N , N˜)→ F (k)i−1 =
k∑
j=−∞
zjCi−1(M˜N , N˜)
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(as in 6.9 (iii)). Passing to the inverse limit as k →∞ gives
dCNov(M,f,v) = dC(M˜N ,N˜)
+
∞∑
j=1
zjhgraF (h
gra
D )
j−1c :
CNovi (M, f, v) = Ci(M˜N , N˜)α((z))→ C
Nov
i−1 (M, f, v) = Ci−1(M˜N , N˜)α((z))
so that
Ihgra : C
Nov(M, f, v) ∼= CFR(M, f, v, hgra; ̂Z[π1(M)])
is a basis-preserving isomorphism, with zero torsion. There exists a chain homotopy
h ≃ hgra : αC(N˜ )→ C(M˜N )
so that by 5.3 (ii)
τ(Ih) = τ(Ihgra) = 0 ∈ K1( ̂Z[π1(M)]) .
Similarly for Σ−1Z[π1(M)]-coefficients. 
Remark 6.11 (i) The formulae given by 6.7 and 6.10
τ
(
p : C(M˜ ; Σ−1Z[π1(M)])→ C
Paj(M, f, v)
)
= −
∞∑
i=0
(−)iτ
(
1− zhgraD : Σ
−1Ci(N˜)α[z, z
−1]→ Σ−1Ci(N˜)α[z, z
−1]
)
∈ K1(Σ
−1
Z[π1(M)]) ,
τ
(
p̂ : C(M˜ ; ̂Z[π1(M)])→ C
Nov(M, f, v)
)
= −
∞∑
i=0
(−)iτ
(
1− zhgraD : Ci(N˜ ;
̂Z[π1(M)])→ Ci(N˜ ; ̂Z[π1(M)])
)
∈ K1( ̂Z[π1(M)])
are generalizations of the formulae of Hutchings and Lee [HL] and Pajitnov [P5],[P6]
counting the critical points of f :M → S1, the ζ-function of the closed orbits of the
gradient flow (corresponding to hgraD ) and the Reidemeister torsion of M . Schu¨tz
[Sch1],[Sch2] extended these formulae to the closed orbits of a generic gradient flow
of a closed 1-form using Hochschild homology and a chain equivalence of the type
p̂ : C(M˜ ; ̂Z[π1(M)])→ C
Nov(M, f, v).
(ii) See Chapters 10,14,15 of [R] for the splitting theorems for the torsion groups
K1( ̂Z[π1(M)]), K1(Σ
−1Z[π1(M)]) in the case α = 1 (which extend to the case of
arbitrary α, Pajitnov and Ranicki [PR]) and for the expressions of the torsions
τ(1− zhD) in terms of (noncommutative) characteristic polynomials. For any ring
A the classical Bass-Heller-Swan splitting
K1(A[z, z
−1]) = K1(A)⊕K0(A)⊕ N˜il0(A)⊕ N˜il0(A)
generalizes to splittings
K1(Σ
−1A[z, z−1]) = K1(A)⊕K0(A)⊕ N˜il0(A)⊕ V (A) ,
K1
(
A((z))
)
= K1(A)⊕K0(A)⊕ N˜il0(A)⊕ V̂ (A)
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with V̂ (A) ⊆ K1
(
A((z))
)
the image of the multiplicative group of noncommutative
Witt vectors Ŵ (A) = 1 + zA[[z]], and V (A) ⊆ K1(Σ
−1A[z, z−1]) the image of the
subgroup of the noncommutative rational Witt vectors W (A) ⊆ Ŵ (A) generated
by 1 + zA[z]. (In [R] it was claimed that the natural surjections W (A)ab → V (A),
Ŵ (A)ab → V̂ (A) are isomorphisms, but an explicit counterexample was constructed
in [PR]). The torsions of the chain equivalences p, p̂ are such that
τ(p) ∈ V (A) ⊆ K1(Σ
−1A[z, α]) , τ(p̂) ∈ V̂ (A) ⊆ K1
(
A((z))
)
respectively, with A = Z[π1(M)].
(iii) The natural map Σ−1A[z, z−1] → A((z)) is injective for a commutative ring
A, since in this case Σ−1A[z, z−1] is just the localization of A[z, z−1] inverting all
the elements of type 1 + az ∈ A[z, z−1] (a ∈ A). Sheiham [Sh] has constructed
an example of a noncommutative ring A such that Σ−1A[z, z−1] → A((z)) is not
injective.
(iv) Farber [F] extended the construction of Farber and Ranicki [FR] to obtain an
algebraic Novikov complex for a closed 1-form, but did not relate it to the geometric
Novikov complex. 
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