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GENERALIZED DPW METHOD AND AN APPLICATION TO
ISOMETRIC IMMERSIONS OF SPACE FORMS
DAVID BRANDER AND JOSEF DORFMEISTER
Abstract. Let G be a complex Lie group and ΛG denote the group of maps
from the unit circle S1 into G, of a suitable class. A differentiable map F from
a manifold M into ΛG, is said to be of connection order (ba) if the Fourier
expansion in the loop parameter λ of the S1-family of Maurer-Cartan forms
for F , namely F−1
λ
dFλ, is of the form
P
b
i=a
αiλ
i. Most integrable systems in
geometry are associated to such a map. Roughly speaking, the DPW method
used a Birkhoff type splitting to reduce a harmonic map into a symmetric
space, which can be represented by a certain order (1
−1
) map, into a pair of
simpler maps of order (−1
−1
) and (1
1
) respectively. Conversely, one could con-
struct such a harmonic map from any pair of (−1
−1
) and (1
1
) maps. This allowed
a Weierstrass type description of harmonic maps into symmetric spaces. We
extend this method to show that, for a large class of loop groups, a connec-
tion order (ba) map, for a < 0 < b, splits uniquely into a pair of (
−1
a ) and (
b
1
)
maps. As an application, we show that constant non-zero sectional curvature
submanifolds with flat normal bundle of a sphere or hyperbolic space split into
pairs of flat submanifolds, reducing the problem (at least locally) to the flat
case. To extend the DPW method sufficiently to handle this problem requires
a more general Iwasawa type splitting of the loop group, which we prove always
holds at least locally.
1. Introduction
Over the past two or three decades, various techniques based on the Birkhoff
and Iwasawa loop group factorizations have been used successfully to study inte-
grable systems in geometry. This paper may be viewed as an attempt to clarify
generally the class of problems to which they apply, in addition to considering a
new application.
1.1. Limited connection order maps into loop groups. Let G be a complex
Lie group, with Lie algebra g, and ΛG the group of maps from the unit circle
S
1 into G, with a topology that makes ΛG a Banach Lie group which has some
additional properties needed for the purposes of this paper. For a matrix group
G, the Wiener topology has all these properties, and includes all applications the
authors are aware of.
Let M be a smooth manifold and F a smooth function fromM into ΛG. Denote
the group of such maps by ΛG(M). F is often regarded as a family of smooth maps
Fλ from M into G, parameterized by λ ∈ S
1. In this sense “the Maurer-Cartan
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form for F” is the family Aλ := F
−1
λ dFλ of Maurer-Cartan forms for Fλ. The
integrability condition for Aλ is the Maurer-Cartan equation
(1) dAλ +Aλ ∧ Aλ = 0,
and this is satisfied for all λ in S1. Conversely, consider a family Aλ of 1-forms
on M , with values in g, such that the map from M to the Banach Lie algebra
LieΛG =: Λg, associating to p ∈ M the S1−family Aλ(p), is smooth and which
satisfies, in addition, (1) for all λ. Then, on any simply connected domain in M ,
there exists a family Fλ ∈ ΛG(M) whose Maurer-Cartan form is Aλ.
If we expand Aλ as a Fourier series in λ,
Aλ =
∑
i
aiλ
i,
where each ai is a g-valued 1-form on M , then the equation (1) is equivalent to the
system of equations
(2) dak +
∑
i+j=k
ai ∧ aj = 0.
By assuming that F is a map into a particular subgroup H of ΛG, for some partic-
ular group G, and that only a few ai are non-zero, it has been found that certain
maps of interest in geometry - such as harmonic maps into symmetric spaces, [26],
[32], [21], [39], [11], [10], isometric immersions of space forms into space forms [20],
[19], [8], Hamiltonian stationary Lagrangian surfaces in C2 [25] - can be character-
ized by such an F , where the the special equations defining the particular type of
map are precisely (2). A recent survey which catalogues most of the known exam-
ples is given by Terng [34]. More specific information concerning the construction
of surface classes can be found in [14].
We will say that an element F ∈ ΛG(M) is of connection order (ba), where a and
b are extended integers and a ≤ b, if the Maurer-Cartan form of F is a Laurent
series of top and bottom degree b and a respectively,
F−1dF =
b∑
a
aiλ
i,
and denote the subset of such maps by ΛG(M)ba. These are the basic objects of
study in this article.
Let Λ+G and Λ−G denote the subgroups of ΛG consisting of loops which extend
to holomorphic maps into G from the unit disc and its complement in the Riemann
sphere respectively. Involutions of the loop group ΛG can be divided into two
basic types, those of the first and those of the second kind. These are essentially
characterized by the property that they map Λ±G to Λ±G for the first kind, and
Λ±G to Λ∓G for the second kind. An important subclass of limited connection
order maps are the connection order (b−b) maps with involution of the second kind
τ , or (b−b)τ maps, where b ≥ 0. These are maps into a subgroup ΛGτ , the fixed point
set of an involution of the second kind τ . In most applications that the authors
are aware of, one seeks to construct maps into a real form GR of the complex Lie
group G, and this leads to consideration of loops (actually maps from from C∗ into
G) which are real along either a line through the origin or along S1. The S1 reality
condition is of the second kind, and so leads to type (b−b)τ maps; a different example
of a (b−b)τ map will be discussed below, in Section 6.
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For reasons which will become clear, we distinguish between two types of loop
group problems: those with and those without an involution of the second kind.
1.2. Examples without an involution of the second kind. The (b, j)’th flow
of the G-hierarchy [34] originating in the well known ZS-AKNS construction [40],
[1], is associated to an order (j0) map. The −1-flow and the hyperbolic U -system
[34] are (1−1) maps. Some known examples of geometrical problems of such type
are pseudospherical surfaces in R3 [36], [37], [38], and affine spheres [15], both of
order (1−1), and curved flats [19], which are of order (
1
0). Particular examples of
curved flats are flat isometric immersions into a sphere or hyperbolic space [8] and
isothermic surfaces [12].
1.3. Examples with an involution of the second kind. Harmonic maps into
symmetric spaces are of connection order (1−1)τ , and, more generally, the m’th
elliptic (G, τ) and (G, τ, σ) systems defined by Terng [34] are of order (m−m)τ . Some
concrete examples are Hamiltonian stationary Lagrangian surfaces in C2, which are
of order (2−2)τ [25], and isometric immersions with flat normal bundle of non-flat
space forms into a sphere or hyperbolic space, which are of order (1−1)τ [20] (see
also Section 6 below).
1.4. The Birkhoff factorization theorem. The basis of the DPW method is
the Birkhoff factorization theorem for ΛG (Theorem 2.1), which states that: each
element of ΛG can be written in the form g = g−wg+, where g± ∈ Λ
±G and w is in
a specific set (which is in most of the cases of interest to us the Weyl group of the
Lie algebra Λg). Moreover, the left big cell, LBΛG = ΛG− · ΛG+ is an open and
dense subset of (ΛG)I , where (X)I denotes the identity component of a group X .
By definition, LBΛG consists exactly of those elements of g ∈ ΛG, which can be
written in the form g = g−g+, where g± ∈ ΛG
±. We note that such a decomposition
can be normalized in various ways. Usually we use g+(0) = I or g−(∞) = I to
make the decomposition unique. In this case, g+ and g− are analytic functions of g.
There is obviously an analogous statement with ± interchanged. The corresponding
right big cell will be denoted RBΛG. The intersection BΛG = LBΛG∩RBΛG will
be of particular importance. It will be called the (central) big cell.
For certain purposes it will also turn out to be useful to consider groups more
general than the loop groups discussed above. In particular, if such a group is a
subgroup H of ΛG, we define subgroups H± = H ∩ Λ±G.
We will call a subgroup H of ΛG Birkhoff decomposable if the (central) big cell
BH := ((H+)I · (H
−)I) ∩ ((H
−)I · (H
+)I) is open and dense in (H)I . Well known
examples of Birkhoff decomposable groups are the σ−twisted subgroups ΛGσ, which
denotes a fixed point subgroup of ΛG, with respect to an involution of the first kind.
But we will also present, for example in Section 2.2, Birkhoff decomposable groups
different from those just mentioned.
In most cases, as considered in this paper, the loop groups which have arisen in
integrable systems are either Birkhoff decomposable or a fixed point subgroup Hτ ,
where H is Birkhoff decomposable and τ is an involution of H of the second kind.
1.5. The generalized DPW method. The theme of this paper is to use Birkhoff
decompositions to break down connection order (ba) maps (where a < 0 < b) into
pairs of (−1a ) and (
b
1) maps. This generalizes the DPW method [17], where the
idea was applied to harmonic maps, an order (1−1)τ example. In fact the pair of
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(11) and (
−1
−1) maps obtained in that example were related by the involution τ , so
the solution could be described by a single order (11) map, whose Maurer-Cartan
form turned out to be a meromorphic Lie algebra valued function of one complex
variable.
We first prove (Propositions 3.1 and 3.2) that if a < 0 < b, and H is any Birkhoff
decomposable subgroup, then connection order (ba) maps into H are in one to one
correspondence with pairs of connection order (−1a ) and (
b
1) maps. More accurately,
the converse part, Proposition 3.2, allows one to construct an order (ba) map from
a pair of (xa) and (
b
y) maps, where x ≥ a and y ≤ b are arbitrary extended integers.
Propositions 3.1 and 3.2 are a straightforward generalization of similar results in
[36], where they were proved for a loop group associated to pseudospherical surfaces
in R3. In that case, the resulting pair of (−1−1) and (
1
1) maps were each a Lie algebra
valued function of one variable only, in asymptotic coordinates, which enabled a
simplified “Weierstrass-type” characterization of pseudospherical surfaces. A simi-
lar outcome was obtained in [15] for affine spheres. Essentially the same idea had
been used by Krichever in [29], before the introduction of the loop group point of
view.
As noted above, many of the known applications are of order (b−b)τ , that is
they map into a subgroup Hτ , where H is Birkhoff decomposable and where τ is
an involution of H of the second kind. It is easy to see that Hτ is not Birkhoff
decomposable: this makes the converse part of the splitting tricky. We will show
that the problem can be overcome when H is τ-Iwasawa decomposable, that is, if a
neighbourhood of the identity of H has a unique factorization
Fτg+,
where Fτ is an element of Hτ and g+ is in H
+. For such a situation, we prove
(Proposition 3.4) that, in fact, there is a correspondence between connection order
(b−b)τ maps and single order (
b
1) maps.
It turns out (Theorem 2.11) that H is always τ -Iwasawa decomposable, for any
Birkhoff decomposable subgroup H, and we can make more precise statements in
the case that the subgroup of constant loops, H◦, is compact.
We note here (see Remark 2.13), that, by considering the double loop group of
[18], one can recast these results so that one only need consider involutions of the
first kind.
In Section 5 we include a short discussion on how dressing defines a natural local
action by H− on H(M)b1, and similarly an action by H
− ×H+ on H(M)ba.
In the last sections, we apply the splitting results to the cases of isometric im-
mersions with flat normal bundle of space forms Mc → M˜c˜, where c and c˜ are the
respective constant sectional curvatures. This problem had earlier been studied in
the loop group framework, in [20], for non-flat immersions, and in [8] and [34] for
the flat case.
We show that, given a choice of base point for the manifold, the DPW splitting
produces (at least at a local level) a 1-1-relation between all non-flat immersions
and all flat immersions, in accordance with Table 1.
As another application of the generalized DPW method described here, the tech-
nique is used, in the article [6], to relate isometric immersions of space forms to
pluriharmonic maps, and that particular setup is generalized further to constant
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Table 1. Local correspondence between non-flat and flat immer-
sions, Mc → M˜c˜
c ∈ (−∞, 0) c˜ = 1 ↔ c = 0 c˜ = 1
c ∈ (0, 1) c˜ = 1 ↔ c = 0 c˜ = 1
c ∈ (1,∞) c˜ = 1 ↔ c = 0 c˜ = −1
c ∈ (−∞,−1) c˜ = −1 ↔ c = 0 c˜ = 1
c ∈ (−1, 0) c˜ = −1 ↔ c = 0 c˜ = −1
c ∈ (0,∞) c˜ = −1 ↔ c = 0 c˜ = −1
1.6. Further directions. Certain special connection order (ba) maps of interest
are not treated here. For example, so-called “finite type” solutions, a description
of which can be found in [13]. It is not difficult to show that for a finite type
connection order (ba) map, for a < 0 < b, the corresponding pair of (
−1
a ) and (
b
1)
maps are also of finite type. Another interesting class of maps which may merit
investigation are solutions with “finite uniton number”, studied by Uhlenbeck [39]
- see also Guest and Ohnita [23].
2. Birkhoff and τ-Iwasawa decompositions for subgroups of ΛG
In the next few sections, we discuss some general theory of (loop) group decom-
positions and their applications to connection order (ba) maps. Throughout this
discussion, ΛG will generally denote a loop group, and H some Birkhoff decompos-
able subgroup of ΛG.
2.1. Definitions and terminology. For convenience, we gather together here
some definitions.
2.1.1. The loop group. All groups of interest to us can be realized as matrix groups,
so we proceed as follows: letG be a connected complex semisimple matrix Lie group,
with some matrix norm ‖ · ‖, satisfying ‖AB‖ ≤ ‖A‖‖B‖ and ‖I‖ = 1, and with
Lie algebra g. Define the loop group
ΛG := {g : S1 → G | g =
∞∑
i=−∞
giλ
i,
∑
‖gi‖ <∞}.
Equipped with the topology induced by the norm ‖g‖ :=
∑
‖gi‖, ΛG is a Banach
Lie group whose Lie algebra, Λg, consists of Laurent series in λ with coefficients
in the Lie algebra of G, and the corresponding convergence condition. For more
details see [2] or [33].
2.1.2. Subgroups. All subgroups of ΛG are assumed to be Banach Lie subgroups
in the sense of [5]. In particular, subgroups are closed submanifolds and carry the
induced topology. Let Ĉ be the extended plane, D+ the open unit disc, and D−
the complement of its closure in Ĉ. For any group G as above, define the following
subgroups of ΛG:
Λ±G := {g ∈ ΛG | g has a holomorphic extension gˆ : D± → G}.
These have the subgroups Λ+1 G and Λ
−
1 G whose elements have the respective nor-
malizations g(0) = I and g(∞) = I.
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For a subgroup H of ΛG, we define H± and H±1 to be the intersection of H
with the notationally corresponding subgroups of ΛG. In all concrete examples we
consider, all these groups will be Banach lie groups and subgroups respectively.
If σ and ρ are automorphisms of H, then Hσρ denotes the subgroup of H con-
sisting of elements fixed by both automorphisms, and similar notation is used for
any number of automorphisms. In particular, ΛGσ means (ΛG)σ .
2.2. Birkhoff factorization. The Birkhoff factorization theorem, as stated here,
is proved, for the case of C∞ loops in [33] for GL(n,C) as well as for any complex
semisimple Lie group. In [2], a similar result is shown to hold, working with the
Wiener topology, for the complexification of any connected Lie group which admits
a faithful finite dimensional continuous representation.
Theorem 2.1. (1) Any loop g ∈ ΛG has a right Birkhoff factorization
(3) g = g+Dg−,
where g+ ∈ Λ
+G, g− ∈ Λ
−G and D is a homomorphism from S1 into a
maximal torus of G. Similarly a left Birkhoff factorization,
(4) g = g−Dg+,
exists, where g− ∈ Λ
−G and g+ ∈ Λ
+G.
(2) The left big cell, LBΛG, defined to be the subset on which the left factoriza-
tions have D = I as the center term, is open and dense in (ΛG)I . In fact
it is given as the complement of the zero set of a non-constant holomorphic
section fL, of a holomorphic line bundle over (ΛG)I (see [17]). The right
big cell has the analogous definition and properties.
(3) The maps Λ+1 G×Λ
−G→RBΛG, and Λ−1 G×Λ
+G→ LBΛG are analytic
diffeomorphisms as are the maps Λ+G×Λ−1 G→ RBΛG and Λ
−G×Λ+1 G→
LBΛG. In particular, on the big cells the factorization is unique, if one
requires g+ ∈ Λ
+
1 G or g− ∈ Λ
−
1 G.
The intersection, BΛG := LBΛG ∩RBΛG, we will call the (central) big cell.
More generally, a Banach Lie group H together with connected Banach Lie
subgroups subgroups H±1 and H
◦ will be called Birkhoff decomposable, if RBH :=
H+1 · H
◦ · H−1 and LBH := H
−
1 · H
◦ · H+1 are open and dense in (H)I and the maps
H+1 ×H
◦×H−1 →RBH and H
−
1 ×H
◦×H+1 → LBH are analytic diffeomorphisms.
In this case every element h ∈ RBH has a unique decomposition h = h+1 · h
◦ · h−1
with h±1 ∈ H
±
1 and h
◦ ∈ H◦. The analogous statement for elements h ∈ LBH also
holds. Setting H+ = H+1 · H
◦ and H− = H−1 · H
◦ we obtain the properties listed in
the last part of Theorem 2.1.
If H is a subgroup of ΛG, then usually the subgroup H◦ referred to above is
just the constant subgroup H ∩G; in the general case, we allow other possibilities
a priori. In this article, however, all examples of Birkhoff decomposable subgroups
considered will be related in one way or another to subgroups of loop groups.
Let H ⊂ ΛG be a Banach Lie subgroup.
Definition 2.2. We will call H a Birkhoff decomposable subgroup of ΛG if the
identity components ofH+1 := H∩ΛG
+
1 ,H
−
1 := H∩ΛG
−
1 andH
◦ := H∩Λ+G∩Λ−G
are closed Banach Lie subgroups and make H into a Birkhoff decomposable group.
Example 1 The groups ΛG are Birkhoff decomposable groups relative to ΛG+1 ,
ΛG−1 and ΛG
◦ = ΛG+ ∩ ΛG− = G.
DPW METHOD AND AN APPLICATION TO SPACE FORMS 7
Example 2 Let (H,H+1 ,H
◦,H−1 ) and (K, K
+
1 , K
◦, K−1 ) be Birkhoff decomposable
groups. Then the product group, together with the obvious subgroups is also a
Birkhoff decomposable group.
Example 3 Let (H, H+1 , H
◦, H−1 ) be a Birkhoff decomposable subgroup of some
loop group ΛG.
Theorem 2.3. Set
K := H×H, K◦ = H◦ ×H◦,
K+1 = H
+
1 ×H
−
1 K
−
1 = {(x, x); x ∈ H, x|λ=1 = I}.
Then K with the corresponding subgroups is a Birkhoff decomposable group.
Proof. We note first that K is a Banach Lie group and the remaining three groups
are Banach Lie subgroups of K. For K−1 one uses the fact that for loop groups
with the Wiener topology, the evaluation map is an analytic homomorphism of Lie
groups, such that its kernel is a Banach Lie subgroup (actually a normal subgroup,
of course). The decisive object now is the map: Ψ : K−1 × K
◦ × K+1 → K given by
((h, h), (a, b), (g+, g−)) 7→ (hag+, hbg−). It is straightforward to prove that it is ana-
lytic and injective. Considering the inverse map we start from (p, q) = (hag+, hbg−).
Then p−1q = g−1+ a
−1bg−. Therefore, using that H is a Birkhoff decomposable
group, g+ and g− are analytic in p and q as well as a
−1b. But then the equation
pg−1+ = ha shows, by evaluating at λ = 1, that a ∈ G is analytic in p and q. Simi-
larly one sees that b is analytic in p and q. Thus, finally, also h is analytic in p and
q.
It remains to check that the image ImΨ of Ψ is open and dense in (K)I . This
can be verified by observing that (p, q) lies in ImΨ if and only if we can write
p = hf+ and q = hf−, for some h ∈ H and f± ∈ H
±. This is equivalent to solving
pf−1+ = qf
−1
− , or q
−1p = f−1− f+, which has a solution if and only if q
−1p ∈ LBH.
Therefore, the image of Ψ is φ−1(LBH), where φ(p, q) := q−1p is a real analytic
map, and (p, q) ∈ ImΨ if and only if φ∗fL(p, q) 6= 0, where fL is the holomorphic
section given in Theorem 2.1. But φ∗fL is real analytic, and so the complement of
its zero set is either empty or open and dense. It cannot be empty, as it contains
the identity.  
We will give more examples of Birkhoff decomposable groups in the following
sections.
2.3. Automorphisms and Birkhoff decomposable subgroups. Let σ : ΛG→
ΛG be a real analytic automorphism, with fixed point subgroup ΛGσ. Clearly, we
can Birkhoff factorize elements in ΛGσ with factors in the larger group ΛG. We
would like the factors to be in ΛGσ themselves, more strongly even, the subgroup
to be Birkhoff decomposable. More generally, if H is any Birkhoff decomposable
subgroup we ask the same question for fixed point subgroups Hσ of H.
Finite order automorphisms of ΛG have been classified [30], [27], [3]. See also
[24]. After passing to an isomorphic loop group, one can assume, for a complex
linear automorphism φ, of finite order n, that it can be expressed as
(5) (φx)(λ) = φ0(x(e
2kpii
n λj)),
where φ0 is a finite order automorphism of G, k is an integer, and j = ±1. If j is
positive, the automorphism is said to be of the first kind. If negative, of the second
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kind. In the latter case one can even assume that the factor e
2kpii
n is not present.
However, for simplicity of presentation we will not use this possibility in general.
Complex anti-linear automorphisms of finite order can be classified similarly. In
particular, if ρ is an anti-linear involution then one can assume it is of the form
(6) (ρx)(λ) := ρ0(x(ε(λ¯)
j)), ε, j ∈ {1,−1},
for some anti-linear involution ρ0 of G. These are also said to be of the first and
second kind if j is positive or negative respectively. As above, for involutions of the
second kind the factor ε can be removed, but it is convenient not to do this.
Remark 2.4. In fact there are applications where one is also interested in automor-
phisms which are not in standard form, such as the n×n KdV reality condition used
in [35]. In this article, however, all automorphisms are assumed to be of the forms
given by (5) and (6). We note that all the automorphisms of finite order used in
this paper are analytic and their fixed point subgroups are Banach Lie subgroups.
A real form of ΛG is defined to be the fixed point set of an anti-linear involution.
At the level of Lie algebras, one also has expressions of the form (5) and (6),
replacing φ0 and ρ0 with the corresponding Lie algebra automorphisms.
Note that an automorphism of the first kind takes Λ±G → Λ±G, while one of
the second kind takes Λ±G→ Λ∓G.
Proposition 2.5. Let H be a Birkhoff decomposable subgroup of ΛG, and suppose
φ is a finite order automorphism of ΛG which restricts to an automorphism of H.
Then:
(1) If φ is of the first kind, then Hφ is Birkhoff decomposable.
(2) If φ is of the second kind, and Hφ does not consist entirely of constant
loops, then Hφ is not Birkhoff decomposable.
Proof. (1) We give the proof for the right factorization here, the left being
analogous. Suppose x ∈ RBH∩Hφ. Since x is fixed by φ, we have x = φx.
Since x ∈ RBH, x has a unique decomposition x = x+x
◦x− with x± ∈ H
±
1
and x◦ ∈ H◦. First we show that these factors are already contained in
Hφ and that the required density and analyticity properties hold. First we
note
(7) x+x
◦x− = φx+φx
◦φx−.
Now φ takes H± → H± and H◦ to H◦. As a consequence of this and
the uniqueness of the factorization (7), φ fixes each of the three factors, so
x± ∈ H
±
φ and x
◦ ∈ H◦φ.
Next we consider the map Σ : H+φ ×H
◦
φ ×H
−
φ → RBHφ. We note that
our argument above shows RBHφ = Hφ ∩ RBΛG. Since Hφ carries the
induced topology, RBHφ is open in Hφ. Moreover, since the map Σ is
the restriction of the corresponding map for ΛG and since Hφ is a Banach
submanifold, it follows that Σ is an analytic diffeomorphism. Finally, to
prove that the image of the map under investigation is dense in (Hφ)I ,
we use the fact that, according to Theorem 2.1, RBΛG is given as the
complement of the zero set of a holomorphic section, fR, on (ΛG)I . Hence
RBHφ is the complement of the zero set of fR
∣∣
Hφ
, and this section is real
analytic. Therefore,RBHφ is either empty or dense, and must be the latter,
as it contains the identity.
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(2) If x is a non-constant loop in Hφ, then, again, we have the equation (7).
Either x+ or x− is a non-constant loop. Since φ is of the second kind, and
takes H±1 to H
∓
1 , it is impossible that such a non-constant factor be fixed
by φ. That is, the factors cannot both be in Hφ.
 
Remark 2.6. Many of the subgroups explicitly referred to in this article (such as the
σ-twisted subgroup ΛGσ, where σ is a complex linear involution of the first kind,
induced from an inner involution of G) are in fact isomorphic to ΛG. However, it is
important to note that the Birkhoff and Iwasawa decompositions we prove for these
are not the same decompositions which would be obtained via this isomorphism and
the standard decompositions for ΛG. For example, with ΛGσ, the three relevant
subgroups, namely the constant subgroup and Λ±Gσ, do not correspond exactly to
the corresponding subgroups G and Λ±G under the isomorphism.
2.4. τ-Iwasawa factorization. We saw that fixed point subgroups of automor-
phisms of the second kind are not Birkhoff decomposable. What we will later use
in this situation, for the case that τ is of order 2, is a more general version of the
Iwasawa factorization, which states that if U is a compact real form of G, then any
element of ΛG can be written as a product ug+, where u ∈ ΛU and g+ ∈ Λ
+G.
It turns out that the discussion of (generalized) Iwasawa decomposable groups
is much more complicated than the case of Birkhoff decomposable groups. The
reason for this will become clear, when we discuss examples below.
To keep the presentation as simple and short as possible we start from a very
basic definition:
Definition 2.7. Let H be some Banach Lie group, τ some real analytic involu-
tion and H• some Banach Lie subgroup. Then H together with the Banach Lie
subgroups Hτ and H
• is called τ-Iwasawa decomposable if Hτ · H
• is open in H.
This definition even permits τ = id and H• = H. However, we will apply this
notion below exclusively in situations where τ is non-trivial, H is a subgroup of ΛG
and H• is H+ (or, equivalently, H−).
Remark 2.8. 1. As in the case of Birkhoff decomposable groups one obtains a
representation
(8) H =
⋃
ι∈J
Hτ · ι · H
•
where J is a set of representatives for the orbits of the group action by Hτ ×H
•
on H given by (hτ , h+) · h = hτ · hh
−1
+ .
2. Kellersch [28], has investigated extensively Iwasawa decomposability in fi-
nite dimensional groups as well as in loop groups. He has given many examples
illustrating what can happen.
3. If H is a Birkhoff decomposable subgroup of some loop group ΛG and τ an
involution of the second kind, then Hτ ∩ H
• ⊂ G and the question of obtaining a
unique τ -Iwasawa decomposition reduces to finding a subgroup H• such that this
intersection is actually trivial. This is a question for the finite dimensional group
G, where it is known that one can in some cases find complementary subgroups
and in other cases one can not.
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4. Kellersch [28] has given an example of a Birkhoff decomposable subgroup
and an antilinear involution such that there are two disjoint open orbits. Thus, in
general, one cannot assume that Hτ ·H
• is open and dense in H. In many examples
this will be possible though.
To complete this round of definitions:
Definition 2.9. Let H, τ and H• be as in Definition 2.7. An element x ∈ H is
called τ-Iwasawa decomposable if it can be factorized
(9) x = zτy+,
with zτ ∈ Hτ and y+ ∈ H
•.
Remark 2.10. a) If H is Iwasawa decomposable, then every element in some open
neighbourhood of I is Iwasawa decomposable.
b) A τ -Iwasawa decomposition x = zτy+ as above, can be written as xy
−1
+ =
zτ = τzτ = τx(τy+)
−1, and the factorization (9) is equivalent to the problem of
finding y+ ∈ H
• such that
(10) x−1τx = y−1+ τy+.
Theorem 2.11. Suppose H is any Birkhoff decomposable subgroup of an arbitrary
loop group ΛG, and τ is an involution of the second kind of H. Set H• := H+.
Then
(1) H is τ-Iwasawa decomposable.
(2) Assume x−1τx ∈ RBH and Birkhoff decompose x−1τx = v+ · a v−, where
v± ∈ H
±
1 and a ∈ H
◦. Then x is τ-Iwasawa decomposable if and only if
a = k−1 τk for some k ∈ H◦.
(3) If the constant subgroup H◦ is connected and compact then every element,
x ∈ H, satisfying the requirement that x−1τx is in the identity component
of RBH, is τ-Iwasawa decomposable.
(4) The left factor, zτ , in a τ-Iwasawa decomposition (9) of x ∈ H, is unique
up to right multiplication by a constant element of Hτ .
(5) If x is τ-Iwasawa decomposable, then the factors zτ and y+, in the decom-
position x = zτy+, can, in a neighbourhood of x, be chosen to depend real
analytically on x.
Proof. (1) We need to show that Hτ · H
+ is open. We apply example 3 of section
2.2. Thus there exists an open subset Ω of K = H×H such that every element of
Ω can be written uniquely in the form
(11) (h, f) = (u, u) · (a, b) · (v+, v−) ∈ K
−
1 ×K
◦ ×K+1 .
Now we consider the extension of the given involution, τ(f, g) := (τg, τf). Then
Kτ = {(h, τh), h ∈ H}, and so we can identify H with Kτ . If x = (h, τh) ∈ Kτ ,
then the two components of (11) are h = uav+ and τh = ubv−. Applying τ to both
of these expressions, we also have τh = τu τa τv+ and h = τu τb τv−, to give the
two decompositions
(h, τh) = (u, u) · (a, b) · (v+, v−)
= (τu, τu) · (τb, τa) · (τv−, τv+) ∈ K
−
1 ×K
◦ ×K+1 .
Now the uniqueness of the factors in this Birkhoff decomposition implies that τu =
u, and so Ω∩Kτ is just the set {(h, τh) = (uav+, τ(uav+))|τu = u} ⊂ Kτ . Since Kτ
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carries the induced topology, Ω∩Kτ is open in Kτ . Finally, under our identification
of H with Kτ , this open set is nothing but the set Hτ · H
+.
(2) Since x−1τx ∈ RBH, we can write x−1 τx = v+ a v−, where v± ∈ H
±
1 and
a ∈ H◦. Now the fact that τ(x−1 τx) = (x−1 τx)−1 is then equivalent to
v−1− a
−1 v−1+ = τv+ τa τv−.
By uniqueness of the factors in the Birkhoff decomposition, one has v−1− = τv+ and
τa = a−1. Hence
(12) x−1 τx = v+ a (τv+)
−1,
and so the claim follows from Remark 2.10.
(3) Follows, in view of (2), from Proposition 2.12 below.
(4) Assume we have two decompositions zy+ = hv+. Then
h−1z = v+y
−1
+ .
Clearly, the left element is fixed by τ and the right one is mapped to H−. Thus
h−1z is in the intersection of H+ and H−, and is contained in Hτ ∩G. This is the
claim.
(5) Also follows from Proposition 2.12, since the factors v+ and a in (12) both
depend real analytically on x.  
To complete the proof of the Theorem above we show:
Proposition 2.12. Let H be a semisimple Lie group and τ an involution of H.
Define
H∗ := {x ∈ H ; τx = x−1},
BH∗ := {x ∈ H∗; ∃ k ∈ H : x = k (τk)−1}.
(1) BH∗ is open, and, locally, the element k can always be chosen to depend
real analytically on x.
(2) If H is compact then BH∗ is both open and closed.
Proof. Let Hτ denote the fixed point subgroup of τ . Consider the map f : H/Hτ →
H∗, given by f(kHτ ) = k(τk)
−1. To prove both (1) and (2), we show that f is a
one to one immersion with open image. Then, for a family x(t) ∈ BH∗, there is a
real analytic family f−1(x(t)) ∈ H/Hτ , and, on any contractible set in H/Hτ , this
lifts to a real analytic family k(t).
Firstly, a(τa)−1 = b(τb)−1 ⇔ b−1a = τ(b−1a) ⇔ b−1a ∈ Hτ ⇔ aHτ = bHτ ,
which shows that f is one to one.
Secondly, f is an immersion, which can be seen as follows: the tangent space
to H/Hτ at [k] := kHτ can be written in the form T[k](H/Hτ ) = {rV ; r ∈
R, V ∈ Lie(H), τV = −V }, where we think of all groups as matrix groups and
τ is a linear map. To compute the differential of f at [k], it is enough to con-
sider curves of the form γ(t) = [k exp(tV )], where τV = −V . Then f(γ(t)) =
k exp(tV ) exp(tV )(τk)−1 = k exp(2tV )(τk)−1 = k(τk)−1 + 2tkV (τk)−1 + o(t2).
Hence df |[k](V ) = 2kV (τk)
−1. The map [V 7→ 2kV (τk)−1] has zero kernel, so
df |[k] is injective.
Thirdly, the spaces have the same dimension, because the tangent space at the
identity of H/Hτ is equal to the −1 eigenspace of τ , which is the tangent space at
the identity of H∗. Thus the image of f , namely BH∗, is open.  
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Remark 2.13. Analysing the proof of the Theorem above one sees that an involution
of the second kind becomes an involution of the first kind, in the double loop group,
for which we have already proven some properties. Therefore, in some sense, only
involutions of the first kind are of interest to us. The double loop group set up is
also appropriate for handling situations where two loops are necessary, rather than
one.
3. Connection order (ba) maps and their splittings
In this section, we make the same assumptions on G and the topology of ΛG as
in the previous sections. Let U be a manifold and define ΛG(U) to be the set of
smooth maps F : U → ΛG. Sometimes one wants to normalize F to assume the
value I at some preassigned point t0 ∈ U . In this case one says that f is based (at
t0). For any extended integers a and b in Z ∪ {±∞}, with a ≤ b, define ΛG(U)
b
a
to be the subset of such maps which are of connection order (ba), that is, whose
Maurer-Cartan forms have the Fourier expansion
F−1dF = Aaλ
a + ...+Abλ
b,
for any t ∈ U . Define BΛG(U) to be the subset of ΛG(U) consisting of elements F
such that F (t) ∈ BΛG for any t in U , and BΛG(U)ba analogously. Similar notation
applies to subgroups and quotients of ΛG in the obvious way.
3.1. Splitting without an involution of the second kind.
Proposition 3.1. Let H be any Birkhoff decomposable subgroup of ΛG, and a and
b extended integers with a < 0 < b. To every
F ∈ BH(U)ba,
there corresponds a unique pair
G− ∈ H(U)
−1
a , F+ ∈ H(U)
b
1,
such that
F = F+F− = G−G+
for some F− and G+ in H
−(U) and H+(U) respectively. If F is assumed to be
based at t0, then F+, F−, G+, and G− are also based at t0.
Proof. G− and F+ are just the left factors given by the left and right Birkhoff
decompositions respectively for F , with F+ ∈ Λ
+
1 G and G− ∈ Λ
−
1 G.
Let us check that F+ ∈ H(U)
b
1: For fixed t ∈ U , the Birkhoff factorization
theorem states that the map (F+, F−) 7→ F is a diffeomorphism. So we can deduce
that the map t 7→ F (t) 7→ F+(t) is also differentiable. Hence F+ ∈ H(U). Now by
definition, F+ has the Fourier expansion
(13) F+ = I + a1λ+ a2λ
2 + ...
valid on D+, so
F−1+ dF+ = b1λ+ b2λ
2 + ...
is of bottom degree 1 in λ. For the top degree, note that F+ also has the expression
(14) F+ = FF
−1
− ,
and we are given that
F−1dF = Aaλ
a + ...+A0 + ...+Abλ
b.
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Now comparing the Maurer-Cartan forms of both sides of (14),
b1λ+ b2λ
2 + ... = F−[Aaλ
a + ...+A0 + ...+Abλ
b]F−1− + F− d(F
−1
− ),
and using the fact that both F− and F
−1
− are in Λ
−G, the conclusion is that both
sides are of top degree b in λ.
The proof that G− ∈ H(U)
−1
a is similar.
Finally, assume that F is based at t0 ∈ U . Then I = F (t0, λ) = F+(t0, λ)G−(t0, λ)
for all λ. Hence F+(t0, λ) = F0 and G−(t0, λ) = G0 are constant loops, and inverse
to each other. By the expression (13) for F+, it follows that F0 = G0 = I.  
The following result is a little stronger than a converse to the last proposition:
Proposition 3.2. Let H be any Birkhoff decomposable subgroup of ΛG. Suppose
a and b are extended integers with a < 0 < b. To every pair
G− ∈ H(U)
∞
a , F+ ∈ H(U)
b
−∞,
such that F−1+ G− ∈ BH(U), there corresponds a unique element
F ∈ BH(U)ba,
which satisfies the equations
F = F+F−(15)
= G−G+,(16)
for some F− and G+ in H
−(U) and H+(U) respectively. Moreover, if F+ and G−
are based at t0, then F is also based at t0.
Proof. By assumption, for each t ∈ U there is a unique Birkhoff factorization
(17) F−1+ G− = F−G
−1
+ ,
where F− and G+ are maps from U toH
− andH+ respectively and F− has constant
term I. Rearranging this, we see that F is well-defined by the equations (15) and
(16).
Now calculate the Maurer-Cartan form for F , using (15):
F−1dF = F−1− (F
−1
+ dF+)F− + F
−1
− dF−.
Because F+ ∈ H(U)
b
−∞ and F− has only powers of 1/λ, this expression has top
degree at most b in λ, and, using (16), we similarly deduce that F−1dF also has
bottom degree a in λ. In other words, F ∈ H(U)ba. Assume now that F+ and G−
are based at t = t0, then we have
F (t0, λ) = F−(t0, λ) = G+(t0, λ),
and this is a constant function of λ by holomorphicity. Since F−(t,∞) = I, this
constant is the identity, and so F is also based at t0.  
3.2. Splitting with an involution of the second kind. If H is Birkhoff de-
composable, then, clearly, Proposition 3.1 applies to the case F ∈ BHτ (U)
b
a, where
τ is an involution of the second kind, although G− and F+ will not be fixed by τ
themselves. In fact, if τF = F , we have
τF+ τF− = G−G+.
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Since τ interchanges ±, this presents two representations of an element in H− ·H+.
As the constant terms in the expansions of both F+ and G− are taken to be the
identity, uniqueness of the left Birkhoff factorization implies that G− = τF+.
With this in mind, we can state the analogue of Proposition 3.2 for a loop
group with an involution, τ , of the second kind. This depends on the τ -Iwasawa
factorization result, Theorem 2.11, and for this reason we define the Iwasawa big
cells,
Bτ+H = Hτ · H
+, Bτ−H = Hτ · H
−,
and Bτ±H(U)
b
a to be the set of connection order (
b
a) maps from U which take values
in Bτ±H. This is the exact analogue to the Birkhoff case, except that in general the
Iwasawa cells are not dense. For many cases, they have been investigated in [28].
Further, if τ is an anti-linear involution defining a compact real form, then one can
use the standard Iwasawa decomposition to obtain the result without restrictions
on F globally, as in [17].
Remark 3.3. The map x(λ) 7→ x(λ−1) is an analytic isomorphism of ΛG. It follows
that all the earlier definitions and results about Iwasawa decompositions are also
valid if we switch + and − and λ = 0 with λ =∞.
Proposition 3.4. Let H be any Birkhoff decomposable subgroup of ΛG, and τ an
involution of the second kind of H. Suppose b is an extended integer greater than
zero. Given an element
F+ ∈ B
τ
−H(U)
b
−∞
there exists a unique element
[F ] ∈
Hτ
H◦τ
(U)b−b
such that for any local frame for [F ], that is, an element F ∈ Hτ (W )
b
−b, which
represents [F ](t) for all t in W ⊂ U , one has the decomposition
F = F+ F−(18)
= τF+ τF−,(19)
for some F− in H
−(W ). Moreover, if F+ is based at t0, then F and F− can be
chosen to be based at t0 also.
Proof. By the definition of the Iwasawa big cell Bτ−H, one has, for each t ∈ U the
Iwasawa decomposition
F+ = FF
−1
− ,
where F (t) ∈ Hτ . By Theorem 2.11 (combined with Remark 3.3), F (t) is unique
up to right multiplication by H◦τ , which makes [F ](t) unique. By Item (5) of the
same theorem, F can locally be chosen as a smooth function of t, and therefore
the equivalence class [F ] ∈ Hτ/H
◦
τ (U) is smooth. Since F is fixed by τ , we have
F = F+F− = τF+τF−. To check that F is of connection order (
b
−b), note that it
follows from the expression F = F+F−, where F
−1
+ dF+ is of top degree b and F−
takes values in H−, that F−1dF = ... + αbλ
b is of top degree b. Then F−1dF =
τ(F−1dF ) = β−bλ
−b + ... is of bottom degree −b, due to the assumption that τ is
an involution of the second kind. Finally, if F+(t0) = I, then I = I · I is a valid
Iwasawa decomposition, so one can choose F (t0) = F−(t0) = I.  
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3.3. Splitting with more than one involution of the second kind. If we
need to deal with the fixed point set of several (mutually commuting) involutions
of the second kind, then we can always reduce this to the case of one involution of
the second kind, together with one or more additional involutions of the first kind.
It is straightforward to check the following facts:
Lemma 3.5. Let H be any subgroup of ΛG, and suppose τ and τˆ are a pair of
commuting involutions of the second kind of H. Define an involution
ρ := τ ◦ τˆ .
Then
(1) ρ is an involution of the first kind.
(2) If τˆ is complex anti-linear and τ is complex linear then ρ is complex anti-
linear.
(3) Hτ τˆ = Hρτˆ = Hρτ .
4. Potentials
In many applications of geometric interest one wants to use the method presented
in this paper to construct examples with specific properties. In the context of the
previous section one could say that one tries to find appropriate pairs of maps F+
and G− as in Proposition 3.2 or one map F+ as in Proposition 3.4. The results
just quoted then produce an “extended frame F”, from which the geometric object
is derived (more or less directly: see, for example, [17] and also Sections 6 and 7
below). While, in general, the basic maps mentioned above are simpler than the
frame F constructed from them, it is not trivial at all to write down those basic
maps either. But one can simplify the situation by one more step: one can consider
the infinitesimal versions of the basic maps.
Definition 4.1. Let H be any Birkhoff decomposable subgroup of ΛG, and a and
b extended integers with a < 0 < b. Let F ∈ BH(U)ba and G− ∈ H(U)
−1
a and
F+ ∈ H(U)
b
1, such that F = F+F− = G−G+, and F+|λ=0 = G−|λ=∞ = I. Then
the pair (G−, F+) will be called a basic pair for F , and the pair of Maurer-Cartan
forms
(20) η = (G−1− dG−, F
−1
+ dF+) = (η−, η+)
will be called a potential or a pair of potentials for F . Similarly, for Hτ , where τ
is an involution of the second kind, and η− = τ(η+), as in Proposition 3.4, we call
F+ a basic map, and its Maurer-Cartan form η+ a potential.
Remark 4.2. (1) Of course, η satisfies the obvious integrability condition. In
some cases, such as [17], the integrability for η is trivial, while the integra-
bility condition for F−1dF is highly non-trivial.
(2) In most cases one starts from some frame F which is smooth on the manifold
U . The Birkhoff splitting used to derive the basic maps is not global and
thus frequently introduces singularities. In some cases, such as in [17], one
can modify the construction of the basic pairs so that one obtains smooth
basic pairs. In general it is not known, whether for a smooth F one can
always find modified smooth basic pairs.
(3) One should consider η as a global object on U which has singularities.
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(4) What, in the case of harmonic maps, has been called the DPW method is
as follows: start conversely, from some potential η which has the proper ex-
pansion relative to λ and satisfies the required integrability condition. Next
one will integrate the equations dG− = G−η− and dF+ = F+η+, with some
initial condition. If η is free of singularities and if U is simply connected,
these differential equations have global solutions. The corresponding frame
constructed in Section 3, will, in general, still have singularities, but, wher-
ever it is smooth, it will have the right properties. At any rate, starting
from some potentials with singularities one obtains geometric frames with
singularities and vice versa.
(5) In some geometric cases it is necessary that singularities occur, such as the
case of constant negative Gauss curvature surfaces in Euclidean 3-space,
where Hilbert proved that there are no complete immersions. For the case
of Hτ , when the underlying Lie group is not compact, so that the Iwasawa
decomposition is not global, one can start with a potential which is smooth
everywhere, and such that the basic map F+ is everywhere regular, but the
extended frame F has singularities at points where the Iwasawa decomposi-
tion breaks down. This is investigated for constant mean curvature surfaces
in Minkowski space in [9].
(6) Clearly, the question of whether singularities can be removed or appear
necessarily is a major problem that needs to be discussed.
(7) Sometimes creating frames from potentials is confused with dressing (see
the corresponding section below). We would therefore like to point out that
knowing all potentials is (on a theoretical level) equivalent with knowing
all frames. Dressing only creates new surfaces from old ones. It is a group
action on the space of frames. In all known cases, the dressing action has
many different orbits, and one usually does not know representatives for all
these orbits. On the other hand finding potentials which reflect, to some
extent, the properties one is looking for and dressing the corresponding
frames has frequently lead to good results.
5. Dressing solutions
One of the methods for producing new solutions of connection order (ba) maps
from given solutions has been the dressing action of Zakharov and Shabat [40]. It
was first discussed in terms of harmonic maps into Lie groups by Uhlenbeck [39].
See [22] and [34] for more details and references. In the case of Harmonic maps, a
more general dressing action by subgroups of ΛGL(n,C) is treated in [4].
5.1. Dressing for connection order (b1) maps. If H is Birkhoff decomposable,
there is a natural local action of H− on H(U)b1, where U is some manifold, (and
analogously of H+ on H(U)−1a ) defined as follows: if F+ ∈ H(U)
b
1 and g− ∈ H
−,
then set U∗ = {t ∈ U | g−F+(t) ∈ RBH}. Then, for each t ∈ U
∗, define a new
element Fˆ+(t) in H
+
1 by the Birkhoff factorization
g−(λ)F+(t, λ) = Fˆ+(t, λ)h−(t, λ),
Applying Proposition 3.1 to the map F = g−F+, which is clearly of type (
b
−∞),
it follows that Fˆ+ is an element of H(U)
b
1. It is straightforward to check that this
defines a left action by H− on H(U)b1, or more precisely a local action as one has
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to replace U with U∗, which is, in general, some large open subset of U . Moreover,
if F+ is based at t0, then Fˆ+ is also based at t0.
5.2. Dressing for general order (ba) maps. The above dressing action extends
in a natural way to a left action of H− × H+ on H(U)ba, where a < 0 < b. If
(g−, g+) ∈ H
−×H+ and F ∈ H(U)ba, then Fˆ := (g−, g+) ⋄ (F ) is obtained on some
subset U∗ of U by first solving the pair of equations
g−F = Fˆ+h−,
g+F = Gˆ−h+,
where the right hand sides are right and left Birkhoff factorizations respectively. If
F is of order (ba) then Fˆ+ and Gˆ− are of order (
b
1) and (
−1
a ) respectively, so, applying
Proposition 3.2 we can find a new element Fˆ ∈ H(U)ba which satisfies
Fˆ = Fˆ+Fˆ−
= Gˆ−Gˆ+,
for some Fˆ− and Gˆ+.
Bearing in mind the principle that F is associated to a pair F+ ∈ H(U)
b
1 and
G− ∈ H(U)
−1
a via Propositions 3.1 and 3.2, it is unsurprising that this is the same
action which one obtains by applying the action described above of g− to F+ and
g+ to G− separately, as the reader may easily verify.
The action can also be rephrased simply by using Example 3 of Section 2.2: what
was described above simply is the dressing action of K+ on (F, F ) ∈ K−1 :
(21) (h+, h−)(F, F ) = (Fˆ , Fˆ )(v+, v−).
6. Isometric immersions of space forms into a sphere
Here we introduce the loop group formulation for the problem of isometric im-
mersions of space forms into a sphere. The formulation for immersions into hyper-
bolic space is analogous, replacing the group SO(n+ k+1) with the Lorentz group
SO−1(n+ k+ 1), and we describe that in Section 7.1 below. In this section we are
primarily summarizing results from [20] and [8]; the key result is Proposition 6.16.
6.1. Extended frames and connections. As pointed out just above, we are
interested in all immersions f : Mc → S
n, where Mc denotes some space form of
curvature c and Sn denotes the unit sphere in Rn+1. Wherever we say “immersion”,
the map is assumed to be of class C∞. Since such immersions do not exist in all
cases globally, but on large submanifolds which one obtains by removing “singular
points of f” from Mc, we consider submanifolds U ⊂ Mc, where one can think of
U as being almost all of Mc. For convenience we can even assume U to be simply
connected without changing the point of view above. In the discussion of adapted
frames below, one considers maps into a homogeneous space for which a global
frame need not necessarily exist. If one is interested in global problems, then this
can be handled in the present setting by considering maps into the the homogeneous
space H/H◦, as in [6]. For convenience, we instead assume that U is a contractible
open subset of Rn, with basepoint t0.
Let now f : U → Sn+k be an immersion. Then we will say F : U → SO(n+k+1)
is an adapted frame for f if the (n+1)’st column of F is f and if the derivative df
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has no component in the directions given by the last k + 1 columns. This means
that if f is an immersion and
F = [e1, ..., en, ξ1, ..., ξk+1],
(where ξ1 = f), then {ei} and {ξi} are orthonormal bases for the tangent and
normal spaces respectively of f(U) ⊂ Rn+k+1. Note that an adapted frame always
exists on a contractible set U .
In general, there is no canonical choice of adapted frame for a given map f .
The freedom is characterized as follows: consider the order two automorphisms of
SO(n+ k + 1,C) given by
σ2 = AdP ,(22)
τ2 = AdQ,(23)
for the matrices
P :=
[
In×n 0
0 −I(k+1)×(k+1)
]
, Q :=
[
I(n+1)×(n+1) 0
0 −Ik×k
]
.
Here Ir denotes an r×r identity matrix. Let SO(n+k+1,R)στ denote the elements
of SO(n+ k + 1,R) fixed by both σ2 and τ2.
Lemma 6.1. If F : U → SO(n+ k + 1,R) is an adapted frame for f : U → Sn+k,
then any other adapted frame for f is given by
(24) Fˆ = FT,
where T : U → SO(n+ k + 1,R)στ .
Proof. A change of oriented orthonormal bases for the tangent and normal frames,
keeping the (n+ 1)’st column (which is the map f) fixed, amounts to right multi-
plication by a matrix of the form
T =

 T1 0 00 1 0
0 0 T2

 ,
with T1 ∈ SO(n,R) and T2 ∈ SO(k,R). But these are precisely the elements of
SO(n+ k + 1,R) which are fixed by both σ2 and τ2.  
Let Ω1(U) be the space of real-valued one-forms on U and denote by A =
F−1dF ∈ so(n + k + 1) ⊗ Ω1(U) the pull-back by F of the left Maurer-Cartan
form of SO(n+ k + 1). More explicitly,
A =
[
ω βˆ
−βˆT η
]
,(25)
where ω ∈ so(n) ⊗ Ω1(U) and η ∈ so(k + 1) ⊗ Ω1(U). If f is an immersion,
then ω, η and βˆ are the Levi-Civita connection form, the normal connection form
and the second fundamental form respectively of the immersion f , considered as a
submanifold of Rn+k+1. The requirement that df has no component in the direction
of any of the last k + 1 columns is equivalent to the statement that the first row
and first column of η consist of zeros.
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If g is the Lie algebra of a Lie group G, and A is any 1-form in g ⊗ Ω1(U) on
the simply connected manifold U , then the condition for the (global) existence of
a map F into G with connection 1-form A is the Maurer-Cartan equation
dA+A ∧A = 0.
Thus adapted frames are in one-to-one correspondence with 1-forms A ∈ so(n+k+
1)⊗ Ω1(U) which satisfy the Maurer-Cartan equation and have the property that
the first row and column of η in (25) are zero. We will call such one-forms adapted
connection forms.
If we write
βˆ =
[
θ β
]
,
where θ is the column vector [θi := e
T
i df ] and β is the second fundamental form of
the map into Sn+k, then f being immersive is equivalent with the 1-forms θi being
linearly independent. In a neighbourhood of such a point, the induced sectional
curvatures on the immersed submanifold are of constant value c if and only if
(26) dω + ω ∧ ω = cθ ∧ θT .
Remark 6.2. 1. For the case c < 1, the smallest possible codimension for even the
local existence of such an immersion is k = n− 1, and in this case it is known [31]
that the normal bundle is flat:
(27) dη + η ∧ η = 0.
Therefore, in the rest of this paper, we will impose the condition (27) for all cases,
as it comes naturally with the integrable system described below and thus allows
us to apply integrable systems methods.
2. Since we are going to discuss methods to produce adapted frames (without
necessarily satisfying the immersion condition), we define a slight generalization
of an isometric immersion with flat normal bundle of a space form into Sn+k;
generically, and in the appropriate codimension, these will be isometric immersions.
Definition 6.3. A constant curvature c map with flat normal bundle into Sn+k is
a map f : U → Sn+k corresponding to an adapted frame as described above, and
where the equations (26) and (27) hold.
It was shown, in [20] for the case c 6= 0 and [8] for the case c = 0, that one
can insert an (appropriate complex or real) auxiliary parameter λ into the 1-form
A, such that the assumption that the Maurer-Cartan equation holds for all λ is
equivalent not only to the global existence of F on the simply connected manifold
U mentioned above, but also to the equations (26) and (27), where c will depend
on λ in general. The relevant facts are outlined below.
6.2. Extended frames for flat immersions.
Lemma 6.4. Suppose that
(28) Aλ =
[
ω λβˆ
−λβˆT η
]
is a family of complex matrix-valued one-forms, where ω, η and βˆ are independent
of λ. Then Aλ satisfies the Maurer-Cartan equation for all λ if and only if
(1) Aλ0 satisfies the Maurer-Cartan equation for some λ0 ∈ C
∗,
(2) dω + ω ∧ ω = 0 and
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(3) dη + η ∧ η = 0.
Remark 6.5. Lemma 6.4 is verified by writing out the Maurer-Cartan equation for
Aλ and comparing coefficients of like powers of λ, and the same comment applies
to Lemma 6.8 below.
Definition 6.6. A type A extended connection on U is a family of so(n+k+1,R)-
valued 1-forms Aλ of the form (28), where
(1) Aλ is real valued for real values of λ,
(2) ω is n× n,
(3) ω = 0 and η = 0,
(4) Aλ satisfies the Maurer-Cartan equation for all λ.
Note that a type A extended connection yields a family of adapted connection
forms parameterized by λ ∈ R∗. These integrate to give adapted frames whose
(n+ 1)’st columns are constant curvature 0 maps with flat normal bundle, or flat
maps. Assuming the initial condition
F (t0, λ) = I,
at some base point t0 ∈ U , the family of adapted frames F (λ, t) corresponding to
the extended connection Aλ is unique.
Conversely, given a flat map f into Sn+k, one can choose an adapted frame F
for f and obtains the Maurer Cartan form A = F−1dF , which is of the form
(29) A =
[
ω βˆ
−βˆT η
]
Introducing λ as in (28) above verifies that this connection form is integrable for
all λ.
On the other hand, it is known that for a given flat immersion f into Sn+k, one
can choose an adapted frame F for f such that both the tangent and the normal
bundles are parallel, so that ω = 0 and η = 0. Given an initial condition F (t0) = I,
this parallel frame is unique. Multiplying the corresponding connection form by a
parameter λ gives a unique type A extended connection.
It is worth noting here that the transition from any adapted frame for a flat map
to one with parallel bundles can be done independently of λ, and this argument
applies to any connection order (b0) map, gauging it to an order (
b
1) map:
Lemma 6.7. If F (λ, t) is a family of adapted frames whose Maurer-Cartan forms
satisfy all the conditions of Definition 6.6 with the exception of (3), then there is a
unique map G : U → SO(n+k+1) with G(t0) = I such that F (λ, t)G(t) is parallel,
that is, its Maurer-Cartan form satisfies all the conditions of Definition 6.6.
Proof. If A = A0 +A1λ then the Maurer-Cartan equation for A is
dA0 +A0 ∧ A0 + (dA1 +A0 ∧ A1 +A1 ∧ A0)λ +A1 ∧A1λ
2 = 0.
Since this holds for all λ, the 1-form A0 itself satisfies the Maurer-Cartan equation
and there exists a map H : U → SO(n+ k + 1) such that
A0 = H
−1dH.
Now set G = H−1 and we have
(FG)−1d(FG) = H(F−1dF )H−1 +Hd(H−1)
= HA1H
−1λ.
DPW METHOD AND AN APPLICATION TO SPACE FORMS 21
Since A0 is of the form
[
ω 0
0 η
]
, H has the form
[
G1 0
0 G2
]
, and therefore
(FG)−1d(FG) =
[
0 λG1βˆG
T
2
−λG2βˆ
TGT1 0
]
which is a type A extended connection.  
6.3. Extended frames for immersions of non-flat space forms. Here we
summarize results from [20].
Lemma 6.8. Suppose that
(30)
Bλ =
[
ω
[
(λ+ λ−1)θ (λ − λ−1)β
]
−
[
(λ+ λ−1)θ (λ− λ−1)β
]T
η
]
is a family of complex matrix-valued one-forms, where ω, θ, η and β are independent
of λ. Then Bλ satisfies the Maurer-Cartan equation for all λ if and only if
(1) Bλ0 satisfies the Maurer-Cartan equation for some λ0 ∈ C
∗,
(2) dω + ω ∧ ω = 4 θ ∧ θT .
(3) dη + η ∧ η = 0.
Remark 6.9. In the case of isometric immersions, θ is an n× 1 column matrix and
the coframe for the immersion f will be
θˆ = (λ+ λ−1)θ,
so we will need that λ 6= ±i (for an immersion) and the condition at item 2 of the
lemma means constant sectional curvature
cλ =
4
(λ+ λ−1)2
.
Definition 6.10. A type Bj extended connection on R
n is a family of so(n + k +
1,C)-valued 1-forms Bλ of the form (30), where
(1) ω is n× n,
(2) θ is n× 1,
(3) the first row and column of η are zero,
(4) Bλ satisfies the Maurer-Cartan equation for all λ and
(5) the matrix coefficients of Bλ satisfy the reality condition Rj , chosen from
the following three possibilities:
R1 : (ρ1X)(λ) := X(−λ¯) = X(λ) ⇐⇒ X(λ)real for λ ∈ iR
∗,
R2 : (ρ2X)(λ) := X(λ¯) = X(λ) ⇐⇒ X(λ)real forλ ∈ R
∗,
R−1 : (ρ−1X)(λ) := X(1/λ¯) = X(λ) ⇐⇒ X(λ)real forλ ∈ S
1,
Remark 6.11. As in the flat case, type B1, B2 and B−1 extended connections
correspond to families of adapted connection forms parameterised this time by λ
in iR∗, R∗ and S1 respectively. Lemma 6.8 implies that the corresponding maps
fλ are constant curvature cλ maps, with flat normal bundle, where cλ = 4(λ+λ−1)2 .
Further, one has the following ranges for cλ:
λ ∈ iR∗ ⇒ cλ ∈ (−∞, 0),
λ ∈ R∗ ⇒ cλ ∈ (0, 1],
λ ∈ S1 ⇒ cλ ∈ (1,∞).
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Definition 6.12. Type A and type Bj extended frames are the families of adapted
frames obtained from the type A and type Bj extended connections defined above,
by integrating them with the initial condition F (t0, λ) = I for each λ.
Also as in the flat case, any constant curvature c map, for c 6= 0, corresponds
to a type B1, B2 or B−1 extended frame depending on the value of c. Unlike the
flat case, where we could choose a parallel frame, here, even with the normalization
F (t0, λ) = I, the extended frame is only determined up to a right multiplication by
a matrix in SO(n+ k + 1,R)στ .
6.4. Type A extended frames with the reality condition R1. We defined
extended frames of type A as certain families of maps into the Lie group with
reality condition R2. However we could also have used the first reality condition
as follows: if Aλ = A0 +A1λ, with Ai real and dA+A ∧ A = 0, define
(31) Aˆλ := A0 + iA1λ.
Then Aˆ also satisfies the Maurer-Cartan equation and, for λ = r0 ∈ R, one has
Ar0 = Aˆ−ir0 .
So Aˆλ integrates to a family of adapted frames of flat maps for λ ∈ iR∗. We therefore
define extended frames of type A1 and A2 accordingly. Note that extended frames
of type A with reality condition R3 do not exist.
Let {ek} be the standard basis for R
n+k+1. If I is one of the intervals
I1 = (−∞, 0), I2 = (0, 1), I−1 = (1,∞),
let SI(U, t0) be the set of families of constant curvature c ∈ I maps with flat normal
bundle f : U → Sn+k such that f(t0) = en+1, and S0(U, t0) the analogous set for
flat maps.
We summarize the preceding discussion as:
Proposition 6.13. (1) The elements of S0(U, t0) are in one to one correspon-
dence with type Aj extended frames, where j can be chosen to be either 1
or 2.
(2) The elements of SIj (U, t0) are in one to one correspondence with equivalence
classes of type Bj extended frames, where j is 1, 2, or -1. The equivalence
is up to right multiplication by a map T : U → SO(n+ k + 1,R)στ .
Remark 6.14. The statement in the second part of the proposition above is fre-
quently rephrased as “The elements of SIj (U, t0) are in one to one correspondence
with the gauge orbits of the λ−independent gauge group on the space of frames.”
6.5. Loop group formulation. The above extended connections can be defined
fairly naturally as 1-forms with values in subspaces of certain loop algebras as
follows: if g is any Lie algebra, let g˜ := g[λ, λ−1], the Lie algebra of Laurent
polynomials with coefficients in g, which is given the Lie bracket
[
β∑
i=α
Xiλ
i,
δ∑
i=γ
Yiλ
i] :=
∑
i,j
[Xi, Yj ]λ
i+j .
If H˜ is any algebra of Laurent series in λ, then let us define H˜ba to be the vector
subspace consisting of elements whose lowest power of λ is a and highest power of
λ is b.
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Suppose we are given commuting Lie algebra automorphisms σk and τ2 of g of
order k and 2 respectively, where k ≥ 2. Using these, define commuting automor-
phisms σ and τ of the same order on g˜ as follows:
(σX)(λ) := σk(X((ζk)
−1λ)),(32)
(τX)(λ) := τ2(X(1/λ)),(33)
where ζk is a primitive k’th root of unity. Let g˜σ be the subalgebra of g˜ consisting
of elements fixed by σ, and define g˜στ to be the subalgebra whose elements are fixed
by both automorphisms. Assuming σ and τ also commute with the involutions ρi,
we further define g˜
Rj
σ and g˜
Rj
στ to be the corresponding real subalgebras with the
reality condition Rj.
Now consider the case g = so(n + k + 1,C) and the inner automorphisms σ2 =
AdP and τ2 = AdQ defined earlier by (22) and (23).
It is straightforward to verify the following:
Lemma 6.15. (1) For j = 1, 2, type Aj extended connections are precisely the
one-forms which satisfy the Maurer-Cartan equation and whose coefficients
are in (g˜
Rj
σ )11.
(2) For j = 1, 2, 3 type Bj extended connections are precisely the one-forms
which satisfy the Maurer-Cartan equation and whose coefficients are in
(g˜
Rj
στ )1−1.
Suppose σk and τ2 are commuting automorphisms of G, of order k and 2 re-
spectively, and denote the corresponding Lie algebra automorphisms with the same
notation. Extend σk and τ2 to automorphisms σ and τ of ΛG by (32) and (33), and
define ΛGσ and ΛGστ to be the subgroups of ΛG consisting of elements which are
fixed, respectively, by σ, and by both σ and τ . Similarly we have the real subgroups
ΛGRσ and ΛG
R
στ where R is one of the reality conditions defined previously, with
Lie algebras ΛgRσ and Λg
R
στ respectively. Thus Lemma 6.15 and Proposition 6.13
can be rephrased as:
Proposition 6.16. (1) For j = 1, 2, the elements of S0(U, t0) are in one to
one correspondence with the elements of ΛG
Rj
σ (U)11 that are based at t0.
(2) Let H = ΛG
Rj
στ . For j = 1, 2 and −1, the elements of SIj (U, t0) are in one
to one correspondence with the elements of H
H◦
(U)1−1 that are based at t0.
7. Correspondence between constant positive, negative and zero
curvature maps into a sphere or hyperbolic space
We now show how the above loop group splitting results can be used to reduce
the local problem of constant curvature immersions with flat normal bundle into
Sm and Hm to the flat case.
7.1. Constant curvature immersions into hyperbolic space. It turns out
that the splitting results for connection order (ba) maps applied to immersions of
space forms into the sphere lead naturally to immersions into hyperbolic space, in
the case of the reality condition of the second kind, R−1. We need the following
discussion to explain this. Define the Lie group SO−1(n + k + 1,C) to be the
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subgroup of GL(n+ k + 1,C) consisting of matrices satisfying the equation
XTJX = J,
J := diag(In×n,−1, Ik×k).
Extended frames for constant curvature isometric immersions into hyperbolic space
Hn+k are defined analogously to those for the sphere in Section 6.2, replacing the
Lie group SO(n+k+1) with SO−1(n+k+1). See [20] for a discussion of this in the
non-flat case. Define H0(U, t0) and HI(U, t0) analogously to their S counterparts,
replacing the sphere with hyperbolic space. The analogues of the results in Section
6 hold, replacing S with H and G = SO(n+k+1,C) with H = SO−1(n+k+1,C);
in addition, the formula for the induced curvature cλ is changed by a minus sign,
so that one must also replace Ij with its reflection −Ij , for statements involving
curvature in the interval Ij . Thus the analogue to Proposition 6.16 is:
Proposition 7.1. (1) For j = 1, 2, the elements of H0(U, t0) are in one to
one correspondence with the elements of ΛH
Rj
σ (U)11 that are based at t0.
(2) Let H = ΛH
Rj
στ . For j = 1, 2, or −1, the elements of H−Ij (U, t0) are in
one to one correspondence with the elements of H
H◦
(U)1−1 that are based at
t0.
Moreover, maps into ΛGσ with a particular reality condition can be interpreted
as maps into ΛHσ with a different reality condition via the next proposition. In
order to state the result more symmetrically, we introduce one further reality con-
dition of the second kind:
R−2 : (ρ−2X)(λ) := X(−1/λ¯) = X(λ).
Proposition 7.2. Consider the involutions of the first kind, defined by:
(ρˆ1X)(λ) := τ ◦ ρ−1X(λ)(34)
= QX(λ¯)Q−1.(35)
(ρˆ2X)(λ) := τ ◦ ρ−2X(λ)(36)
= QX(−λ¯)Q−1,(37)
Define φ : GL(n+ k + 1,C)→ GL(n+ k + 1,C) by
φX := AdTX,
T := diag(iIn×n, 1, iIk×k).
Then
(1) φ is an isomorphism between the subgroups G := SO(n + k + 1,C) and
H := SO−1(n+ k + 1,C).
(2) φ defines a bijection
ΛGσρˆj (U)
1
1 ↔ ΛH
Rj
σ (U)
1
1,
for j = 1, 2.
(3) φ defines a bijection
ΛGRjστ (U)
1
−1 ↔ ΛH
R−j
στ (U)
1
−1,
for j = 1, 2.
Proof. Let Fˆ := φF .
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(1) Since AdT is a homomorphism, and clearly bijective, it is enough to verify
that FTF = I is equivalent to FˆTJFˆ = J which is straightforward.
(2) Let F be an element of ΛGσρˆj (U)
1
1. To show that Fˆ is an element of
ΛH
Rj
σ (U)11, we need to show
(a) Fˆ is of connection order (11),
(b) (ρjFˆ )(λ) = Fˆ (λ), and
(c) (σFˆ )(λ) = PFˆ (−λ)P−1 = Fˆ (λ).
All of these follow in a straightforward manner from the corresponding
properties of F . We verify the reality conditions here using the fact that F
is fixed by both τ and ρˆj, that is:
F (λ) = PF (−λ)P,
F (λ) = QF ((−1)j+1λ¯)Q,
as well as the readily verified identities
PQT = −T¯
= −T−1.
Thus we have
(ρjFˆ )(λ) := Fˆ ((−1)j λ¯)
= T−1F ((−1)j λ¯)T
= T−1QF (−λ)QT
= T−1QPF (λ)PQT
= (−T )F (λ)(−T−1)
= Fˆ (λ)
(3) This is also straightforward, the main work being to check that if F ∈ ΛG
Rj
στ
then Fˆ := TFT−1 is fixed by both σ and ρ−j .
 
Item (3) of Proposition 7.2 has the following immediate corollary:
Proposition 7.3. There are natural identifications
S(−∞,0)(U, t0) ←→ H(−∞,−1)(U, t0)
S(1,∞)(U, t0) ←→ H(0,∞)(U, t0)
7.2. Applying the splitting results to isometric immersions. We state the
results locally, although similar statements would hold globally, away from some
singular set.
Definition 7.4. Let k ≥ n− 1. The set of germs of constant curvature zero maps
into Sn+k, at t0 ∈ U is defined by
S0(t0) :=
(⋃
U
S0(U, t0)
)
/ ∼,
where the union is over all neighbourhoods U of t0, and two maps are equivalent if
they agree on some neighbourhood of t0.
For j = 1, 2 or −1, let SIj (t0) be the analogous set of germs corresponding to
families of constant curvature c maps, with c ∈ Ij .
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Theorem 7.5. (1) There are canonical bijections
S(−∞,0)(t0)←→ S0(t0)←→ S(0,1)(t0).
(2) There is a canonical bijection
S(1,∞)(t0)←→ H0(t0).
Proof. (1) An element of S(−∞,0)(t0) or S(0,1)(t0) corresponds by Proposition
6.16 to an element [F ] ∈
ΛGRστ
(ΛGRστ )
◦
(W )1−1, based at t0, and where W is some
neighbourhood of t0, and R is R1 or R2 respectively. By Proposition 3.1,
this corresponds to a unique element F+ ∈ ΛG
R
σ (W )
1
1, also based at t0, and
which, according to Proposition 6.16, gives an element of S0(t0).
Conversely, given a based element F+ ∈ ΛGσR(W )
1
1, using Proposition
6.16 again and Proposition 3.4, there is a unique element of
ΛGRστ
(ΛGRστ )
◦
(W )1−1,
based at t0.
(2) For the case c ∈ (1,∞), recall that constant curvature c maps are repre-
sented by maps into the loop group with the reality condition R−1, which
is of the second kind and commutes with τ .
Using Lemma 3.5, the analogue of part (1) of this theorem gives local cor-
respondences between these constant curvature maps and based elements
of ΛGσρˆ1(U)
1
1, where ρˆ1 is the anti-linear involution of the first kind given
by (35).
Using the bijection at item (2) of Proposition 7.2,
ΛGσρˆ1(U)
1
1 ↔ ΛH
R1
σ (U)
1
1,
we obtain the required correspondence.
 
Finally, the analogue of Theorem 7.5 for immersions into hyperbolic space, whose
proof is essentially the same is:
Theorem 7.6. (1) There are canonical bijections
H(0,∞)(t0)←→ H0(t0)←→ H(−1,0)(t0).
(2) There is a canonical bijection
H(−∞,−1)(t0)←→ S0(t0).
7.3. Example. It is difficult to exhibit examples with explicit formulae: given an
isometric immersion, there is a recipe for inserting the parameter λ into the Maurer-
Cartan form of an adapted frame, but then one can generally only integrate this
Maurer-Cartan form numerically. Further, the Birkhoff and Iwasawa splittings must
generally be computed numerically. In the case of constant mean curvature surfaces,
software has been written which can produce images of the surface corresponding
to any “potential” used in the DPW method.
Here we consider one simple example, from [6], of a family of 2-dimensional
spheres, of constant curvature cλ ∈ (1,∞), isometrically embedded in S
3, and we
compute the corresponding flat immersion. Consider the family of maps Fλ : R
2 →
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G = SO(4,C) which takes (u, v) ∈ R2 to the matrix

cosu − sinu sin v a sinu cos v b sinu cos v
0 cos v a sin v b sin v
−a sinu −a cosu sin v a2 cosu cos v + b2 ab(cosu cos v − 1)
−b sinu −b cosu sin v ab(cosu cos v − 1) b2 cosu cos v + a2

 ,
where
a =
1
2
(λ+ λ−1), b =
i
2
(λ− λ−1).
The Maurer-Cartan form of Fλ is
F−1λ dFλ =


0 − sin v du a cos v du b cos v du
sin v du 0 a dv b dv
−a cos v du −a dv 0 0
−b cos v du −b dv 0 0

 .
It is easy to check that F−1λ dFλ is fixed by σ, τ and ρ−1, so it takes values in the
Lie algebra of H := ΛG
R−1
στ . Because Fλ(0, 0) = I ∈ H, it follows that Fλ is a
map into H, and, since its Maurer-Cartan form has top and bottom degree 1 and
-1 respectively, it represents an element of H
H◦
(R2)1−1. Thus, according to Section
6, if the the third column fλ of Fλ is an immersion, then, for a value of λ in S
1, it
is an immersion into S3 with constant Gauss curvature greater or equal to 1. The
coframe for fλ is given by
(38) θ =
[
1
2 (λ+ λ
−1) cos v du
1
2 (λ + λ
−1) dv
]
,
and so, if λ 6= ±i, then fλ is immersive away from the degenerate coordinate
lines cos v = 0. In fact fλ is a deformation, through a family of isometrically
embedded spheres, of the totally geodesic embedding of S2 into S3 given by f(u, v) =[
sinu cos v, sin v, cosu cos v, 0
]T
, which is achieved at λ = 1.
To understand the corresponding flat immersion f+ into H
3, given by the second
part of Theorem 7.5, let
F = F+F−
represent the right Birkhoff splitting of the frame F , valid on some open set U ⊂ R2.
Then F+ is an adapted frame for f+. Expressing F
−1
+ dF+ in terms of F
−1dF and
the function F−, we deduce that
F−1+ dF+ = Kα+K
−1λ,
where F−1dF = α−λ
−1 + α0 + α+λ and K is a map into H
◦ = SO(2) × SO(2),
represented by diagonal matrices whose components are 2× 2 blocks.
Thus we have
α+ =
[
0 A
−AT 0
]
, A =
1
2
[
cos v du i cos v du
dv i dv
]
,
K =


cos θ sin θ 0 0
− sin θ cos θ 0 0
0 0 cosφ sinφ
0 0 − sinφ cosφ

 ,
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where θ and φ are functions U → R. Putting these together, we have
F−1+ dF+ =
[
0 B
−BT 0
]
λ =: η+λ,
B =
1
2
[
eiφ(cos θ cos v du+ sin θ dv) ieiφ(cos θ cos v du+ sin θ dv)
eiφ(− sin θ cos v du+ cos θ dv) ieiφ(− sin θ cos v du+ cos θ dv)
]
.
Now F−1+ dF+ must satisfy the Maurer-Cartan equation for all values of λ, which
is equivalent, in this case, to the pair of equations η+ ∧ η+ = 0 and dη+ = 0. In
particular, all the components of the matrix B can be integrated, and we can write
B =
[
dx i dx
dy i dy
]
,
for a pair of functions x and y which map U → R (we take U to be simply con-
nected). It follows that, for a fixed value of λ in iR, F+ is a part of the torus in
SO(4,C) given by exponentiating the Abelian subalgebra, m of so(4,C), given by
the span over R of the two matrices
X =


0 0 1 i
0 0 0 0
−1 0 0 0
−i 0 0 0

 , Y =


0 0 0 0
0 0 1 i
0 −1 0 0
0 −i 0 0

 .
The surface in H3 which corresponds to the third column of F+, is the analogue
in H3 of the Clifford torus in S3. Explicitly, F+ = exp(xXλ) exp(yY λ)), and the
third column of this matrix is [xλ, yλ, 12 (2− x
2λ2− y2λ2), − 12 i(x
2λ2+ y2λ2) ]T .
After applying AdT , as given in the proof of Proposition 7.2, this becomes:
f+ = [ ixλ, iyλ,
1
2
(2− x2λ2 − y2λ2),
1
2
(x2λ2 + y2λ2) ]T .
which indeed takes values in H3 for λ ∈ iR.
Remark 7.7. In the application of the DPW method to harmonic maps from a
Riemann surface to a symmetric space [17], the basic map (corresponding to F+
here) is a holomorphic map into the complex loop group ΛG. The same construction
works for pluriharmonic maps [16]. Note that in our application to space forms,
F+ maps into some real form of ΛG, and is of course not holomorphic. However, as
shown in [6], after complexifying the source manifold, F+ can easily be extended to
a holomorphic map into ΛG, provided F+ is real analytic. Taking this as the basic
map in the reverse direction of the DPW method, one then obtains an extended
frame for a pluriharmonic map. For the example exhibited here, this pluriharmonic
map would be from some open subset in C2 into the symmetric space SO(4)
SO(2)×SO(2) .
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