In this paper a method for shape estimation and structure extension of a surface using information from specularities is proposed. 
Introduction
The problem of estimating both structure and motion from image sequences taken by hand-held video cameras has been treated by many researchers during the past years [4] . Significant achievements have been obtained for both feature extraction algorithms, tracking methods and reconstruction methods, but also related methods to display the result as dense depth maps [9] , mesh generation and texture mapping [5] . The standard assumption when determining the structure of the scene and motion of the camera is that the surfaces in the scene are Lambertian, i.e. that locally they look the same from all directions. For the parts of the scene where the surfaces fulfill the Lambertian assumption, standard structure from motion techniques usually give a good reconstruction of the scene [4] . With known structure we mean the parts of the scene which are successfully reconstructed. This paper deals with estimating surface shape in the parts of the scene that cannot be adequately reconstructed usually due to lack of texture or presence of specular reflections. The goal is then to extend the known structure into these regions using information inherent in specular reflections. The camera motion and light source position can be determined from the image sequence. Detecting specularities in images then give constraints on the surface normal that can be used to estimate the shape of the surface using an iterative approach.
An early paper examining the information available from the motion of specularities under known camera motion is [13] . In the area of reconstructing surfaces from specularities some work has been done on recovering surfaces by illuminating them with circular light sources [12] or extended light sources [6] . Some work has also been done on reconstructing perfect mirror surfaces by studying reflections of calibrated scenes [10] . In [3] the surface is illuminated with a light pattern and a spline model fitted to the data using a laboratory setup. In [1] surfaces are reconstructed from reflections of a calibrated scene using a space carving approach. The methods above all require some form of laboratory setup. They use extended light sources, calibrated scenes, controlled camera motion or other constraints. The method proposed in this paper is valid for general camera motion, general light source positions and general specular scenes and is a direct extension of the simpler approach taken in [11] .
The main contribution of this paper is to propose an algorithm for extending the known structure of specular surfaces using data from an image sequence taken by an uncalibrated hand-held video camera. This paper also extends previous approaches to arbitrary light source positions. The proposed method works for both distant light sources, nearby light sources and light sources moving with the camera. The methods in this paper can also be used (without modification) for reflections of 3D points, not only light sources.
Background Camera Model
We use the standard pin-hole camera model [4] . The object points X are then related to the image points x, both in homogeneous coordinates, by a matrix multiplication,
Given the camera matrix P , the line of sight corresponding to the image point x is given by
where c = N (P ) denote the focal point, λ the depth parameter and P + denote the pseudo-inverse of P . Hence if a specularity is observed at point x in an image, (2) denotes the possible locations of the point on the surface reflecting the light.
Structure and Motion Estimation
To determine the shape of a surface with the method we propose it is necessary to know the motion of the camera. This is obtained using structure from motion techniques by extracting and tracking feature points through the image sequence. An initial affine reconstruction is obtained from the cheriality constraints [7] . Finally an initial Euclidean reconstruction is obtained. The Euclidean structure and camera motion is then refined using bundle adjustment [4] . After auto-calibration the cameras are calibrated and the camera matrices can be written
where R i and t i are the rotation and translation of camera i and the first camera is
Constraints from Reflections
We use the following notation: x i are the image coordinates for specularity i, c i is the focal point for the corresponding image and r i is the ray from c i through x i . It is possible to have more than one specularity in each image, and in that case they are treated separately. The condition for specular reflection is that the surface normal bisects the viewing direction and the incident light direction. This means that at the intersection of the ray r i (2) from the focal point c i through x i and the surface, the normal N i is known. This relation is shown in Figure 1 . Solving for N i we get
wherer i is the directional vector for each ray, normalized so that |r i | = 1. It is important to note that the depths of the points where these constraints apply are unknown.
Proposed Solution
The natural way to use the constraints in (4) is to parameterize the surface in some way and then impose constraints on the surface normal. However, the solution is not unique. There is a whole family of surfaces that fulfill the normal constraints [13] . To solve this ambiguity, we propose to use a smoothness constraint. A natural way to do this is to minimize the integral of the Gaussian curvature over the surface. We have chosen to represent the surface using a cubic spline representation [2] . 
Determining the Light Source Position
Nearby light source To estimate the position of the light source, a triangulation scheme is used. Using the points of reflection for the specularities and the normal direction on the known surface, a least squares estimation of the light position X l is obtained. The intersection of each ray r i with the surface is
where λ i is known for the parts of the surface that can be reconstructed.
To give a reflection, the vectorsr i , L i and N i must satisfy (4) . From the normals and the rays r i , the directions L i from each point p i to the light source X l can then be determined as L i =r i − 2(N i ·r i )N i . This leads to a triangulation scheme which is shown in Figure 2 .
Ideally, the light source is then found a distance µ i along each direction L i , according to,
However, the lines may not intersect due to errors in the structure, the normals or in the camera motion. Instead a least squares solution is found for an over-determined system of equations. The equations can be written as M v = 0, where the elements in M and v are 
The solution is found as the nullspace of the matrix M . This is obtained using a singular value decomposition (SVD).
Distant light source
Using distant light source, the light source direction L is a constant vector. This means that the constraints on the surface normals are given by (4) everywhere. To determine the light source direction, it suffices to have one image where the camera shadow is visible. The unit vector from the shadow towards the camera center is then L. If no such image is available, the triangulation technique above can be used.
Light source moving with the camera
This is the case for many practical set-ups such as the light source being the camera flash or when the objects are on a turn-table. The light source position will then be fixed with respect to the camera. For the first image, let X l 1 = c 1 + w. This gives the location corresponding to image i as
where c i and R i are focal point and rotation for the cameras.
Optimization Problem
The gaussian curvature K is independent of surface parametrization and if the surface is parameterized as
Since f (u, v) depend on the depths λ i , the derivatives and K also depend on λ i . We are looking for a smooth surface, so we obtain the following optimization problem
under the constraints
The surface needs to be positioned in R 3 using extra constraints. This is because, in contrast to real features, there is no depth information in specular reflections. Fortunately, in the case of extending known structure the surface that needs to be estimated can be positioned since the boundary or parts of the boundary of the surface are known.
The Algorithm
The proposed algorithm for any of the light source positions in Section 3.1 can be summarized as follows:
1. Compute camera motion and structure where possible using techniques from Section 2. 2. Identify specularities in the images and determine the rays r i . 3. Solve the optimization problem (8) , including the smoothness conditions and (4) If the light source can not be approximated as distant, i.e. parallel light, the constraints (4) on the surface normal are dependent on the depths λ i . Therefore, the light source directions must be recomputed as the surface evolves. The direction from a surface point p i to the light source is then,
where
The dependence on λ i also affects the normal constraints. From (4) the normals are then
where, as above,r i is the directional vector for each ray, normalized so that |r i | = 1.
Experiments
Experiments were performed for both distant and nearby, moving light sources. In both cases the sequences were captured with hand-held video cameras and the direction or position of the light source computed with the methods described in Section 2. In both experiments, specularities were hand-tracked through the sequence.
Distant light source
An image sequence of a car window was taken with a camcorder. The sequence consisted of 38 images containing specularities and one image of the camera shadow used to determine the light direction, see Figure 3 . The known structure was sparse since the car had to few features to give anything but a sparse point cloud. The results are shown in Figure 3 . Light source moving with the camera The proposed method was tested on data from an image sequence of a wine bottle. The sequence contained 11 images where a specular reflection moved over an untextured region (the glass between the labels) of the bottle. The light source was in this case the camera flash. Sample images are shown in Figure 4 together with the estimated surface structure.
Summary and Conclusions
In this paper a method for estimating the shape of specular surfaces and extending known structure over textureless regions using specular reflections is proposed. Using information inherent in the reflections together with a smoothness condition a spline model is used to estimate the specular surface. The proposed method is valid for both distant and nearby light sources as well as light sources moving with the camera. The results of experiments with real data are convincing and demonstrate the reliability of the method. Future work will include developing methods for detecting and tracking specular reflections.
