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Abstract
Large N matrix models play an important role in modern theoretical physics, ranging
from quantum chromodynamics to string theory and holography. However, they remain
a difficult technical challenge because in most cases it is not known how to perform the
sum over planar graphs, which dominate the models at large N .
In this thesis, we study large D matrix models as they provide a framework to build
new limits for matrix models in which the sum over planar graphs simplifies when D is
large. The basic degrees of freedom are real matrices of size N × N with r additional
indices of range D and with symmetry group O(N)2 × O(D)r. These matrices can be
interpreted as a real tensor of rank R = r + 2 with indices of different ranges, making a
compelling connection with tensor models.
We define a new large D limit for the sum over Feynman graphs of fixed genus in
matrix models, based on an enhanced large D scaling of the coupling constants. Using
the combinatorial techniques developed in tensor models, we show that the resulting large
D expansion is well-defined and organized according to a half-integer called the index.
When N = D, the result also provides a new large N limit for general O(N)R invariant
tensor models.
In the large D limit, the sum over planar graphs of large N matrix models simplifies
to a non-trivial sum over generalized melonic graphs. This class of graphs extends the one
obtained in tensor models with standard scaling and allows for a wider class of interactions,
including all the maximally single-trace terms.
The general classification of generalized melonic graphs remains an open problem.
However, in the case of the complete interaction of order R+ 1 for R a prime number, we
identify them in detail and demonstrate that they exhibit the same important features
as the SYK model with q = (R + 1)-fold random interactions, including the emergent
conformal symmetry in the infrared regime and maximal chaos.
The advantage of large D matrix models over the SYK model and its variants is that
they correspond to genuine quantum field theories. In addition, for r = 1, they have
a natural interpretation in terms of D-brane constructions in string theory, making a
possible relation with holography clearer.
Another part of this thesis applies the tools developed in tensor models to study non-
linear resonant flows in many variables. By averaging over both the tensor coupling and
the initial conditions, we prove that in some regime of perturbation theory, melonic graphs
dominate the dynamics and are responsible for turbulent energy cascades.
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Introduction
Context and motivation
During the twentieth century, theoretical physics has been marked by the development
of two important pillars in the understanding of the fundamental laws of nature. On
the one hand, there is the theory of General Relativity, which describes the gravitational
interaction, and on the other hand, the Standard Model of particle physics, which explains
the other three fundamental interactions, namely the electromagnetic, the weak and the
strong interactions. During the past decades, a significant research interest has been
focused on the construction of a unified theory that consistently accounts for the four
types of interactions at all energy scales. However, in spite of many efforts, the basic
principles underlying such a theory remain to a large extent elusive. The reason is deeply
rooted in the incompatibility of General Relativity with the quantum world.
The Standard Model is described in the realm of quantum field theory (QFT). It
accounts for all the non-gravitational interactions in a fully relativistic framework which
is consistent with quantum mechanics. The particle content is described in terms of
dynamical fields that spread over spacetime. The Standard Model provides theoretical
predictions that match with experimental observations to a high precision. In particular,
the Brout-Englert-Higgs scalar particle, which is an essential ingredient of this theory,
was detected in 2013 at the Large Hadron Collider (LHC).
Einstein’s theory of General Relativity (GR) describes the gravitational force at the
classical level. It is a theory of spacetime itself where gravitation is elegantly understood
as a consequence of the curvature of the spacetime manifold. The field content includes
the metric on this manifold, whose dynamics satisfies Einstein’s equations. Importantly,
the classical description of GR is only reliable at low energy scales, that is, at energy
scales much lower than the Planck scale. Indeed, when viewed as a QFT, GR is non-
renormalizable, which means that it becomes strongly coupled in the ultraviolet regime.
Thus, GR cannot be a complete theory; a more fundamental one, often referred to as a
theory of quantum gravity, must come into play at high energy scales. However, it does
not mean that GR is wrong. Rather, it should be interpreted as a low-energy effective
field theory that flows from this still unknown theory of quantum gravity. In fact, many
predictions of GR have been confirmed experimentally at moderate energy scales. This
includes the detection of gravitational waves emitted after the collision of two black holes
by the Laser Interferometer Gravitational-Wave Observatory (LIGO) in 2016 and the first
photo of a black hole by the Event Horizon Telescope (EHT) in 2019.
The incompatibility of GR as a quantum theory can also be understood from the study
of black holes. These objects were predicted long ago in the context of GR. However, their
classical description cannot be complete because it predicts the existence of singularities
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inside their horizon, where spacetime curvature is infinite, which is inconsistent.
Other paradoxes related to black holes result from their thermodynamical description.
It was realized in the 1970s that the laws of black hole mechanics are strikingly similar to
the laws of thermodynamics. For instance, the second law of black hole mechanics, which
states that the total area of the event horizon can never decrease, is analogous to the
second law of thermodynamics, which says that the total entropy of a system can never
decrease. This led Bekenstein [4] to propose that black holes should have an entropy and
that it should be proportional to the horizon area, in Planck units. Further evidence
for the thermodynamical interpretation of black holes was then obtained by Hawking [5],
who proved that at the semi-classical level, black holes evaporate by emitting thermal
radiation at a constant temperature.
Black holes thus seem to behave like thermodynamical objects with a temperature
and an entropy. However, this raises important puzzles on the nature of spacetime and
unitarity. For instance, the suggestion that black holes have an entropy proportional to
their horizon area cannot be accounted for in classical GR. It also begs the question of
what the microscopic degrees of freedom counted by this entropy are and where they
come from. Besides, the thermal radiation emitted by an evaporating black hole stands
in sharp contradiction with the unitarity of quantum mechanics, because any initial pure
quantum state would evolve into a mixed state, destroying the initial information. These
so-called black hole entropy problem [6] and information paradox [7] are key questions
that cannot be answered in the realm of classical GR. They provide two challenges to any
putative theory of quantum gravity.
Over the years, different approaches to define quantum gravity have been developed,
the most notable being string theory. In the framework of string theory, the point particles
of usual QFT are replaced by one-dimensional extended objects called strings. Interest-
ingly, the low-energy description of strings gives rise to classical GR, together with all the
non-gravitational interactions present in the Standard Model. Moreover, it is well-defined
in the ultraviolet regime. Hence, string theory is a good candidate for a unified theory
of all the fundamental interactions at all energy scales. However, it also has some limita-
tions. For instance, string theory does not have a fully non-perturbative definition, unlike
ordinary QFTs. In addition, it seems to lack predictive power because of the many differ-
ent possibilities of compactifying the extra spatial dimensions, leading to a huge number
of different possible vacuum states. Finally, solving the black hole entropy problem and
information paradox in the most interesting cases remains a big challenge in the direct
context of string theory.
Gauge/gravity correspondence and holography
In spite of these various drawbacks, string theory still offers a framework in which one
can begin to explore issues that were not accessible before. In particular, it provides a
powerful tool to study quantum gauge theories from a totally new perspective, called
the gauge/gravity correspondence [8, 9]. This correspondence conjectures an equivalence
between a quantum gravitational theory in a bulk spacetime and an ordinary quantum
gauge theory, with no gravity, on the boundary of the bulk spacetime. It is compelling
that two totally different theories, living in different dimensions, are claimed to be dual
to each other, meaning that they describe the same physics in two different languages.
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Historically, the first setup of the gauge/gravity correspondence was proposed by Mal-
dacena [8], where a type IIB superstring theory on a bulk AdS5×S5 was related to N = 4
super-Yang-Mills theory on the four-dimensional boundary. This is the celebrated Anti-de
Sitter/Conformal Field Theory (AdS/CFT) correspondence. Various consistency checks
of this setup have been completed; however, there is currently no complete proof that
these two theories are strictly equivalent.
A generic setup of the gauge/gravity correspondence can be summarized as follows
[10], where the relationships between the parameters of the two theories are indicated.
(
Quantum gravity in an asymptotically
AdS spacetime in d dimensions
)
↔
(
Conformal quantum gauge field theory
SU(N) in d− 1 dimensions
)
(
`Pl
L
)d−2
↔ 1N
(
`s
L
)2
↔ 1
λ
On the bulk side, `Pl corresponds to the Planck length, which governs the quantum effects,
`s is the string length, which governs the stringy effects, and L is the characteristic length
associated with the geometry of the bulk, which is typically the AdS radius. On the
boundary side, N corresponds to the rank of the gauge group SU(N), N denotes the
number of degrees of freedom, which is of order N2 in typical setups, and λ is some
coupling constant.
The correspondence between the two theories is conjectured for any value of N and
λ. However, for moderate values of N and λ, it is difficult to do any calculations on
both sides: the boundary theory is complicated because the perturbative regime is not
accessible whereas the bulk theory corresponds to a full string theory with important
quantum corrections. Thus, it is of interest to consider specific regimes of parameters
for which computations can be made on at least one side of the correspondence. One
such regime is associated with classical, Einstein-like gravity in the bulk. It is obtained
in the thermodynamical limit N → ∞, which typically corresponds to the limit of a
gauge group of large rank N , so that the bulk string theory becomes classical. Then,
one needs to take the strong coupling limit λ → ∞, so that the stringy corrections
become negligible. From the bulk perspective, it allows one to access a regime where
computations are feasible. At the same time, it corresponds to the most inaccessible
regime on the quantum field theory side, namely the strong coupling regime. In other
words, the gauge/gravity correspondence may in principle deal with difficult questions in
strongly coupled field theories by answering simpler questions in classical, Einstein-like
gravity. This is one of the attractive features of the gauge/gravity correspondence.
In fact, the gauge/gravity correspondence is a realization of the holographic principle,
initiated by ’t Hooft [11] and Susskind [12]. This principle is inspired from the behavior
of black hole entropy, which is proportional to the horizon area while in usual statistical
systems, entropy scales like a volume. This property seems to imply that the microscopic
information about black holes is actually contained on the boundary horizon and not in the
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interior bulk. By extension, the holographic principle states that a theory with gravity
in a bulk spacetime is dual to a non-gravitational theory with less dimensions, which
accounts for the microscopic degrees of freedom. From the perspective of holography,
the bulk gravitational description is thus an emergent phenomenon, that is, it emerges
from the strongly coupled dynamics of a fundamental quantum gauge theory with less
dimensions.
Quantum models of black holes
An important application of the gauge/gravity correspondence is the study of black holes.
According to this correspondence, black holes in the bulk spacetime are mapped to thermal
states in the dual gauge theory. This framework thus provides an interesting description
of black holes, which are interpreted as emerging from some quantum states in the dual
theory. In principle, this holographic description of black holes offers a solution to the
entropy problem and the information paradox discussed earlier. The entropy of the black
hole is interpreted as the entropy of the dual gauge theory, which counts the microscopic
states in the corresponding Hilbert space. On the other hand, since any quantum field
theory is consistent with unitarity, it means that the thermal properties of black holes
also become manifestly consistent with unitarity in this picture.
However, in practice, the gauge/gravity correspondence is unable to provide at the
moment a satisfactory solution to these two problems. One of the difficulties comes from
the necessity to tackle strongly coupled gauge theories to recover an ordinary bulk gravita-
tion description. Secondly, holography is only reasonably well-understood when the dual
gauge theory corresponds to a conformal field theory. In the emergent gravity picture, it
is equivalent to the fact that the bulk spacetime is asymptotically AdS. Thirdly, super-
symmetry is often assumed. In contrast, real-world black holes are not supersymmetric
and they are not likely to be associated with a dual conformal field theory nor AdS.
It is currently an active field of research to look for possible extensions of the original
gauge/gravity correspondence to non-conformal or non-supersymmetric setups.
Besides these limitations, not any strongly coupled gauge theory can describe a black
hole. In the framework of the gauge/gravity correspondence, prime candidates are quan-
tum gauge theories of N×N matrices in the large N limit and at strong coupling. Indeed,
as explained below, such models naturally arise from Dp-brane constructions in string the-
ory. Explicit examples include the AdS5 Schwarzschild black hole [13] and the D0-brane
black hole [14]. A comprehensive overview of the importance of matrix models in the
study of holographic quantum black holes can be found in [15].
We now briefly comment on these “quantum gauge theories of N ×N matrices in the
large N limit and at strong coupling”. Firstly, the models must be studied at strong
coupling. As already emphasized, this regime is difficult to analyze and inaccessible to
conventional methods. There exists however a class of interesting quantum field theories
that greatly simplify in the limit of a large number of degrees of freedom, which usually
corresponds to a gauge group of large rank N . They simplify because their solution admits
a perturbative expansion in powers of 1/N . In the large N limit, only a small number
of terms survive in the expansion, which can then be sometimes evaluated analytically.
In addition, the large N solution obtained by this method is in several cases a good
approximation of the original model and it allows one to access physics at strong coupling
by analytical continuation. Theories that become solvable at large N hold a crucial role
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in the context of this thesis. In particular, large N matrix models belong to this class
of theories. Their large N solution is computed by summing over planar graphs, as first
realized by ’t Hooft in the context of Quantum Chromodynamics (QCD) [16].
Secondly, matrix degrees of freedom naturally arise in the context of holography from
Dp-brane constructions. The matrix indices correspond to the Chan-Paton associated
with the two end points of open strings attached on stacks of N Dp-branes. This is
illustrated in Figure 0.1. The p + 1 fields (Aα)ab correspond to excitations of the strings
parallel to the branes while the D fields (Xµ)ab correspond to transverse excitations. The
gauge group associated with the matrix indices is typically U(N). As for the global
symmetry transverse to the branes, it is given by the rotation group O(D), under which
the matrices Xµ transform like a vector.
Figure 0.1: Two stacks of N Dp-branes in spacetime on which open strings can attach.
The excitations of the open strings are then described microscopically by N ×N matrix
degrees of freedom, the matrix indices corresponding to the Chan-Paton factors associated
with the two end points of the open strings. The fields Aα correspond to longitudinal
excitations whereas the fields Xµ correspond to transverse excitations.
In general, large N matrix quantum gauge theories still remain a difficult challenge at
the technical level, because in the most interesting cases, it is not known how to perform
the sum over planar graphs. It is therefore natural to look for new strategies that can lead
to amenable simplifications of the sum over planar graphs. This is one of the motivations
of this thesis, as further explained below.
Discretized spacetime and random tensors
Besides string theory and the gauge/gravity correspondence, there exist other approaches
in the ongoing quest for a theory of quantum gravity. A natural, geometrical approach
is based on a discretized version of the Einstein-Hilbert action. As mentioned above, GR
is a classical field theory of dynamical spacetime, whose field content includes the metric
g and whose dynamics is governed by the Einstein-Hilbert action SEH. On the other
hand, the other three fundamental interactions are unified within the Standard Model
of particle physics with action SSM, which contains the typical matter fields Φ of our
universe. Following the standard Feynman path integral quantization for field theories, a
possible starting point for a theory of quantum gravity is a “sum over histories” of the
form [17] ∫
M
[dg][dΦ]e−SEH−SSM . (0.1)
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It corresponds to a full path integral over spacetime manifolds M, including all possible
topologies and metrics, as well as over the matter fields. However, such an integral is too
complicated and it cannot be mathematically defined in a rigorous way.
One way to make better sense of the above path integral is to replace the integration
over continuous geometries with a summation over discretized versions thereof, that is,∫
M
[dg]→
∑
discretized versions ofM
. (0.2)
In this approach, the actions SEH and SSM are also replaced by their discretized versions.
In fact, the idea of approximating the spacetime manifold with a discretized version,
obtained by gluing together elementary building blocks such as simplices (the discretized
version is then a triangulation), comes back to Regge [18] in the context of classical GR.
Once working in the discrete setup, one first needs to decide the weights that should be
used in the sum over triangulations. Then, one needs to understand the combinatorial
properties of these different triangulations. Finally, one needs to define a “continuum
limit” to go back to continuous geometries from the discrete ones.
The discrete approach is expected to be difficult. For instance, geometry and topology
become more and more complicated as the number of dimensions increase. In particular,
there is no simple classification of topological manifolds in dimensions higher than two.
Nevertheless, as we now put forward, impressive results have been observed in dimension
two with the help of matrix models and progress has been made in higher dimensions
with tensor models.
Random matrix models offer an elegant definition of quantum gravity in dimension
two within the discrete approach [19]. The Feynman perturbative expansion of these
models can indeed be interpreted as a sum over graphs embedded on surfaces (or ribbon
graphs), which precisely provide the required notion of discretized surfaces. In addition,
the weight of each Feynman embedded graph is fixed by the Feynman rules, which depend
on the details of the models. Matrix models therefore correspond to canonical theories of
discretized surfaces.
As usual in QFT, perturbative expansions are by nature divergent: there are too many
Feynman graphs to sum over. However, matrix models simplify in the large N limit. In
this limit, the perturbative expansion can be rearranged as an expansion in powers of 1/N ,
indexed by the genus [16], which is a topological invariant for connected closed surfaces.
In the large N limit, the Feynman embedded graphs that dominate are the planar graphs,
which have genus zero. In the context of two-dimensional quantum gravity, the family
of planar graphs can be moreover studied analytically [20]. The perturbative expansion
restricted to planar graphs becomes convergent and one can then define a consistent
continuum limit by tuning the coupling constants to some critical value.
The success of matrix models for two-dimensional quantum gravity consequently led
to an extension of the results to higher dimensions, including the physically relevant
case of dimension four. To this effect, random tensor models are natural candidates [21]
because they generalize the Feynman perturbative expansion of matrix models to a sum
over higher dimensional discretized geometries. The lack of any power counting argument
similar to the 1/N expansion of matrix models however prevented any further progress.
This was until new graph theoretical tools were invented, which led Gurau to discover
the first 1/N expansion [22] for colored tensor models [23], which was later extended to the
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more general uncolored tensor models [24]. In the case of tensor models, N corresponds
to the range of the indices of the tensors. The original 1/N expansion of tensor models is
governed by a new quantity, called the Gurau degree, which plays the role of the genus
in higher dimensions, although it is not a topological invariant. In the large N limit, the
Feynman graphs that dominate have Gurau degree zero and are called melonic graphs [25].
The family of melonic graphs can be evaluated analytically. Just like matrix models, the
perturbative expansion restricted to melonic graphs is convergent and one can therefore
define a continuum limit to continuous higher-dimensional geometries.
When going from matrix models to tensor models, one would a priori expect the
complexity of the large N limit to increase. However, surprisingly, the family of melonic
graphs is more restricted than the family of planar graphs. In particular, the continuous
geometries generated by the melonic graphs in the continuum limit are more akin to tree-
like geometries. From the point of view of quantum gravity, this does not seem satisfying.
An important current research topic is to find extensions of the original 1/N expansion
that include more Feynman graphs in the large N limit, as initiated in [26]. In this way,
one can hope to describe more elaborate geometries in the continuum limit and ultimately
uncover some aspects of quantum gravity; a programme which has been nicknamed the
tensor track [27].
Recent developments: SYK model
In a series of interesting recent developments, a quantum mechanical model of fermions
has been shown to reproduce some important features expected for quantum models of
black holes in holography. Inspired by the Sachdev-Ye model [28], originally introduced
in the context of condensed matter physics to study spin glass phase transitions, and
by related studies [29], Kitaev proposed a quantum mechanical model of N Majorana
fermions coupled through quartic all-to-all random interactions [30]. The Hamiltonian of
the so-called Sachdev-Ye-Kitaev (SYK) model is given by
HSYK =
∑
1≤i<j<k<l≤N
Jijkl ψiψjψkψl , (0.3)
where the ψi, i = 1, . . . , N , are N Majorana fermionic operators satisfying {ψi, ψj} = δij
and the interaction coupling constants are arranged in a real antisymmetric tensor Jijkl
with indices ranging from 1 to N . Moreover, the coupling constants are chosen to be
random variables drawn from a Gaussian distribution with properties
µ =
〈
Jijkl
〉
= 0 , σ2 =
〈
J2ijkl
〉
=
3!J2
N3
, (0.4)
for some parameter J , where µ denotes the mean value of the distribution and σ2 its
variance. We note that such a model in fact originally appeared in the context of nuclear
physics under the name of fermionic Gaussian embedded ensemble [31, 32].
The random couplings Jijkl are chosen to be time-independent, a case known as
quenched disorder in the condensed matter literature [33] (more generally, the couplings
must be constant on the timescale over which the fields ψi fluctuate). This has important
consequences on the way one must average over the disorder, that is to say, over the ran-
dom couplings with distribution (0.4). More precisely, in models with quenched disorder,
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each observable a priori depends on the random couplings, including the free energy F
given by
F (N, Jijkl) = − log
∫
Dψi e−S(ψi,N,Jijkl) , (0.5)
where S is the (Euclidean) action. However, in the large N limit, which corresponds to
the limit of a large system, some physical quantities, called self-averaging, do not depend
on the disorder. Thus, averaging these quantities over the disorder leads to a result that
agrees with their disorder-independent value. From the point of view of distributions, it
is equivalent to say that in the large N limit, self-averaging quantities are peaked around
their disorder-averaged value with a variance tending to zero. An example of self-averaging
quantity is the free energy (0.5) [33]; hence, we are interested in evaluating the following,
quenched averaged quantity in the large N limit〈
F
〉
=
∫
dJijkl√
2piσ2
e−
J2ijkl
2σ2 F (N, Jijkl) . (0.6)
Furthermore, since the free energy is a self-averaging quantity, the same holds for all the
connected correlation functions.
Before discussing the relevant properties of the SYK model, we describe two possible
generalizations. A first generalization consists in promoting the Majorana fermions to
complex fermions ψi, ψ
†
i satisfying the creation-annihilation anti-commutation relations
{ψi, ψ†j} = δij. The resulting model, called complex SYK [34], has Hamiltonian given by
HSYK,complex =
∑
1≤i<j<k<l≤N
Jijkl ψ
†
iψ
†
jψkψl , (0.7)
where the real random interaction couplings Jijkl satisfy Jijkl = −Jjikl = Jklij to ensure
that the Hamiltonian is Hermitian. We remark that working with complex fermions
allows one to add a non-trivial mass term of the form m
∑
1≤i≤N ψ
†
iψi in the Hamiltonian,
yielding an extra parameter m in the model. This approach has been studied in detail in
[35], though in a different but related framework introduced below.
A second generalization corresponds to enlarging the quartic interactions of the SYK
model to interactions between an even number q of Majorana fermions at a time [36].
The Hamiltonian of such models writes
HSYK,q = i
q/2
∑
1≤i1<i2<···<iq≤N
Ji1i2···iqψi1ψi2 · · ·ψiq , (0.8)
where the interaction couplings are now arranged in a real antisymmetric Gaussian ran-
dom tensor Ji1i2···iq with statistics
µ =
〈
Ji1i2···iq
〉
= 0 , σ2 =
〈
J2i1i2···iq
〉
=
(q − 1)!J2
N q−1
. (0.9)
As for the factor iq/2, it ensures that the Hamiltonian is Hermitian when q/2 is odd. In
these models, the parameter q allows for the study of two interesting limits where the
models simplify, namely the q = 2 and the q →∞ limits [36].
For the sake of completeness, we mention that other generalizations of the SYK model
have also appeared in the literature, including two-dimensional [37], colored [38] and
supersymmetric [39] versions.
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Properties of the SYK model
One of the most important features of the SYK model and its generalizations lies in the
structure of the large N leading order Feynman diagrams, obtained in perturbation theory
after averaging over the disorder. These leading order Feynman diagrams are similar to
the family of melonic graphs found in tensor models. In particular, like in tensor models,
they can be resummed explicitly and thus, the model becomes solvable at any value of the
coupling, including in the strong coupling regime. It is interesting to point out that even
though the fundamental degrees of freedom of the SYK model are fermionic vectors, the
structure of the melonic graphs departs from the structure of the large N leading order
Feynman diagrams found in usual vector models, which correspond to bubble or tadpole
graphs. The difference comes from the type of interactions used in the SYK model, which
consist in four fermionic vectors ψi contracted with a Gaussian random tensor Jijkl. Then,
averaging over the disorder results in a pairing of the vertices in Feynman diagrams and
leads to the melonic dominance when N →∞ [30, 36, 40].1
The large N melonic dominance of the SYK model is responsible for many of its
remarkable properties. In particular, the summability of the melonic graphs allows one to
compute, in principle, all the (disorder averaged) connected correlation functions with the
help of Schwinger-Dyson equations. In the following, we briefly review those properties,
how they are obtained and their interpretation in the context of holography. More details
can be found in [30, 36, 41, 15].
Firstly, in the case of the connected Euclidean 2-point function, analytical progress
can be made in the strong coupling regime, or equivalently, in the infrared (IR) regime
J |τ |  1, where |τ | is the (Euclidean) time interval between the two insertions. In
this limit, the corresponding Schwinger-Dyson equation becomes invariant under time
reparameterizations. Furthermore, it is solved by a power-law ansatz of the form
G(τ) =
b
|τ |2∆ sgn(τ) , ∆ =
1
4
, (0.10)
for some constant b, where sgn(τ) denotes the sign function. It means that the SYK
model flows to a conformal IR fixed point where the fermions acquire a scaling dimension
∆ = 1/4. It also means that the time reparameterization symmetry is spontaneously bro-
ken down to SL(2,R) by the solution (0.10), and the associated pseudo-Goldstone modes
can be shown to be governed at low energy by a Schwarzian action [36]. Interestingly,
a similar situation arises in gravity when one considers the near-horizon geometry of
near-extremal black holes. The relevant gravitational effects can be described by Jackiw-
Teitelboim dilaton gravity [42, 43], which displays the same symmetry breaking pattern
and the same low energy effective action [44]. Hence, the SYK model seems to provide a
setup for a holographic duality of the type NAdS2/NCFT1, where N stands for “nearly”
because of the symmetry breaking pattern [36].
Secondly, one can obtain the finite temperature IR 2-point function from (0.10) by
mapping the real line to the thermal circle using the time reparameterization symmetry.
1We remark that even though the structure of the melonic graphs found in the SYK model differs from
the structure of bubble graphs obtained in usual large N vector models, the former can also be described
effectively by bubble graphs with bi-local interaction vertices. This bi-local structure is essential for
the derivation of the interesting properties of the SYK model and stands in contrast to the tadpole-like
structure of the bubble graphs.
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In one dimension, there is however an infinite number of such maps so that a prescription
needs to be found. In [15], it is shown that if one requires (0.10) to remain invariant under
time translations after a time reparameterization, as expected for a time independent
Hamiltonian, then there exists a unique map from the real line to the thermal circle,
namely the tangent map τ → tan τpi
β
, where β = 1/T is the inverse temperature. The
resulting finite temperature IR 2-point function is then given by
Gβ(τ) = b
[
pi
β sin τpi
β
]2∆
sgn(τ) , (0.11)
where τ ∼ τ + β. One can then access the real Lorentzian version of the above 2-point
function by analytic continuation τ → −it, which turns the sin τpi
β
factor into sinh τpi
β
,
yielding an exponential decay at late times. This behavior for the thermal 2-point function
corresponds to a thermalization process. In the context of holography, it is the expected
behavior for the quantum dual of a black hole. Indeed, any small perturbation in a black
hole geometry eventually decays with damped oscillations, a phenomenon known as quasi-
normal behavior [45, 46]. According to the gauge/gravity correspondence, a black hole
in AdS corresponds to a thermal state in the dual gauge theory. Hence, the decay of a
perturbation of a black hole is interpreted as a return to thermal equilibrium for the dual
thermal state, which is what is observed in (0.11) for the SYK model.
Thirdly, one can evaluate the thermal entropy of the SYK model in the low temper-
ature (or infrared) regime Jβ  1 by plugging the finite temperature solution (0.11)
into the free energy. This is usually done by first rewriting the free energy as an effec-
tive functional integral over bi-local fields and then by evaluating the saddle point in the
large N limit [36, 47]. As a result, one observes that the SYK model displays a non-zero
zero-temperature entropy:
lim
β→∞
lim
N→∞
S(β) ∼ N . (0.12)
In particular, the entropy is of order N . This is rather atypical for usual quantum mechan-
ical models, which have a small number of grounds states; hence, a small zero-temperature
entropy. In contrast, the SYK model exhibits a macroscopically large ground state degen-
eracy, which is possible because we take the large N limit first at fixed temperature [41].
This property is in fact in good agreement with the expected properties for the quantum
dual of a black hole in holography, since extremal black holes have a large finite entropy
at zero temperature, proportional to the area of their event horizon.
Finally, an analytical treatment of the connected 4-point function can be made in the
IR or strong coupling regime. In this case, the melonic dominance implies that one has
to sum over ladder diagrams [36, 41]. The careful evaluation of the 4-point function can
then be used fruitfully as a probe for “quantum chaos”, in a way that we now briefly
sketch.
In classical dynamical systems, chaos is characterized by the sensitive dependence of
the solutions on small changes in the initial conditions. More precisely, in classical chaotic
systems, the separation δx(t) between two trajectories, initially separated by δx(0), grows
exponentially in time [48]
δx(t) ∼ δx(0) eλLt , (0.13)
where λL > 0 is called the Lyapunov exponent and describes the exponential rate of
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expansion. This chaotic behavior can also be written in terms of the Poisson bracket as
∂x(t)
∂x(0)
= {x(t), p(0)} ∼ eλLt , (0.14)
where x and p are the position and the momentum respectively.
On the other hand, a similar approach fails in quantum systems because there is no
well-defined notion of trajectory, due to the uncertainty principle. Hence, one is led to
look for purely quantum mechanical criteria that can distinguish between two types of
dynamics, regular or chaotic, and which match the classical notion of chaos as ~ → 0.
Such criteria in fact exist, some of them being based on the statistics of the energy spectra
and its relation with random matrix theories [49]. In the context of the SYK model, the
relevant notion of “quantum chaos” is however different. Recently, another diagnostic for
the presence of chaos in thermal quantum systems has been proposed [50, 51], based on
its resemblance, in the semiclassical limit ~→ 0, with the classical definition of chaos in
terms of the Lyapunov exponent. This diagnostic relies on two related quantities, called
the commutator squared (CS) and the out-of-time-ordered correlator (OTOC).
The CS is obtained from the quantum counterpart of (0.14) with the usual replacement
{·, ·} → 1
i~ [·, ·], then by squaring the commutator (to avoid phase cancellations) and finally
by averaging over the thermal ensemble:
− 〈[x(t), p(0)]2〉
β
, (0.15)
where
〈·〉
β
= Z−1 tr(e−βH ·) is the thermal expectation value, Z the partition function
and H the Hamiltonian. This quantity was first introduced in [52], though in a different
context related to superconductivity. The discussion can be generalized to any pair of
Hermitian operators V and W , so that one is led to study the following quantity
C(t) = −〈[W (t), V (0)]2〉
β
. (0.16)
A quantum system is said to be chaotic if this quantity grows exponentially in time [50]:
C(t) ∼ 1
N2
e2λLt , (0.17)
where the factor 2 comes from squaring (0.14) and N corresponds to the number of degrees
of freedom in the system. This behavior is expected for times td  t t?, where td ∼ β
is the dissipation time (i.e. the characteristic time of the exponential decay of the thermal
2-point function) and t? ∼ λ−1L logN is the scrambling time (i.e. the characteristic time
of the spreading of quantum information across the whole system [53]). We remark that
the exponential growth of the CS is usually well-defined when there is a large separation
between the dissipation time and the scrambling time.
Besides, the OTOC is defined as
F (t) =
〈
V (0)W (t)V (0)W (t)
〉
β
, (0.18)
and is related to the CS (0.16) by expanding the commutator squared. For td  t t?, it
can be argued that the growth (0.17) of the CS is due to a decrease of the OTOC (0.18).
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More precisely, in chaotic thermal quantum systems, one expects the OTOC to behave
as [50]
F (t) ∼ f0 − f1
N2
e2λLt , (0.19)
where f0 and f1 are constants of order one. This behavior thus provides an equivalent
diagnostic for chaos in thermal quantum systems.2
In the context of holography, recent progress has been made in evaluating the CS
and the OTOC for thermal states in large N conformal gauge theories and for their
holographic dual, black holes in AdS [54]. In both cases, a chaotic behavior has been
observed with a Lyapunov exponent given by λL = 2pi/β. Based on these results, it was
then conjectured in [51] that thermal states with holographic duals are the most chaotic
systems. In other words, there exists a maximal bound (hereafter called MSS bound) on
the Lyapunov exponent in any thermal quantum systems with many degrees of freedom:
λL ≤ 2pi
β
, (0.20)
which is saturated by thermal states in CFTs dual to AdS black holes. Arguments, based
on reasonable physical assumptions, are provided in [51] to establish the MSS bound. It
is also argued that the saturation of the MSS bound is a strong indication of the presence
of a graviational dual.
Returning to the evaluation of the connected 4-point function in the SYK model, the
results of [30, 36] reveal that in fact, the OTOC exactly behaves, at large real time, as
(0.19) with a Lyapunov exponent that saturates the MSS bound (0.20). In this sense,
the SYK model (and its generalizations) is “maximally chaotic”. This very non-trivial
property, together with the previous ones, therefore suggest that the SYK model may
provide a quantum description of the near-horizon, low energy limit of near-extremal
black holes in the context of holography.
The interesting gravitational features of the SYK model came however as a surprise
from the point of view of usual setups in holography and string theory. Indeed, the
SYK model is non-standard because it does not correspond to a genuine quantum model,
but rather to a statistical ensemble of such models. For that reason, the emergent bulk
gravitational theory of the SYK model, if it exists, is likely to be unconventional.
We emphasized at the beginning of the discussion that the key element responsible
for the gravitational features of the SYK model is the melonic dominance at large N .
It is quite fascinating to observe that the melonic graphs, which initially appeared in a
different context with random tensor models, end up being crucial for the SYK model and
holography. On the other hand, this also suggests that one can construct genuine tensor
quantum mechanical models with the same holographic properties as the SYK model. We
now describe this program, nicknamed “holographic tensors” in [55].
2We note that for regularization concerns in quantum field theories, a convenient prescription is to
consider the following CS, −〈y2[W (t), V (0)]y2[W (t), V (0)]〉
β
, where y = Z−1/4e−βH/4, and the following
OTOC,
〈
yV (0)yW (t)yV (0)yW (t)
〉
β
, which corresponds to displacing the operator insertions around the
thermal circle [50]. We do not enter into these details as they go beyond the scope of this introduction.
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Link between the SYK model and tensor models
The similarity between the melonic graphs of the SYK model and the melonic graphs of
tensor models was first pointed out by Witten [56]. He proposed to eliminate the quenched
disorder of the SYK model by considering a quantum mechanical model based on colored
tensor models. This model is often referred to as the Gurau-Witten (GW) model. It was
shown in [57], using the graph theoretical tools of tensor models, that the GW model
admits a 1/N expansion governed by the Gurau degree and dominated by melonic graphs
in the large N limit. The large N solution of the GW model is then almost identical
to the one obtained in the SYK model; in particular, it captures the same gravitational
features.
A version of the GW model based on uncolored tensor models was then later developed
by Klebanov and Tarnopolski [58], using results from the work of Carrozza and Tanasa
[59] in the context of tensor models. The so-called CTKT model is based on a Hamiltonian
of the form
HCTKT =
N∑
a1,a2,a3
b1,b2,b3=1
λ
4N3/2
ψa1a2a3ψa1b2b3ψb1a2b3ψb1b2a3 , (0.21)
where ψa1a2a3 is a real fermionic random tensor of rank three, with indices ranging from
1 to N , and λ is the coupling constant.
We turn our attention to an important remark which is at the root of many results
presented in this thesis. It was explained earlier that melonic graphs generically dominate
the 1/N expansion of tensor models. However, no distinction was made at this point
between the melonic graphs of colored tensor models and the ones of uncolored tensor
models. The leading Feynman graphs of the SYK model and the ones of the GW model
both correspond to melonic graphs of colored tensor models, but they do not correspond
to melonic graphs of uncolored tensor models. A crucial difference can be seen at the level
of the 2-point function of the models: in the first case, the 2-point function is bi-local
in time while in the second case, it corresponds to a tadpole. In the CTKT model, the
1/N expansion of the original uncolored tensor models is in fact extended to include more
Feynman graphs in the large N limit. For instance, the interaction used in the model,
called the tetrahedric interaction, can contribute at large N in the CTKT models but it
cannot in the original models. Because of this extension, the leading Feynman graphs of
the CTKT model, called generalized melonic graphs, also yield the SYK physics.
The use of random tensors to build quantum mechanical models a` la SYK, which are
referred to as SYK-like tensor models, has led to many results in the literature [60, 61]
(see also the reviews [55, 62]). These models correspond to genuine quantum mechanical
models, since a random coupling is not necessary anymore in order to achieve the large N
melonic dominance. This is an advantage over the SYK model because it may make the
holographic interpretation clearer. Besides, tensor models have a much richer structure
than the SYK model, for which the interaction consists in a single tensor saturated with
vectors. Indeed, even though the large N melonic dominance is achieved in both models,
the richness lies in the structure of the subleading terms [63].
The connection between random tensor models and quantum models of black holes in
holography opens up a promising research direction [55]. In this context, one important
issue is how to relate the initial motivation for tensor models, which is concerned with
random higher dimensional geometries, with holography where the bulk gravitational dual
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is fixed and emerges from the boundary dual theory. A step towards this direction was
proposed in [64] where QFTs are studied on random trees, the latter providing a natural
way to randomize the fixed time of the SYK-type models.
Large D limit of matrix models
From the point of view of usual setups in string theory and holography, the SYK model
with quenched disorder and SYK-like tensor models still remain rather unconventional.
As mentioned earlier, quantum gauged theories based on matrices are singled out in this
framework. It was then realized by Ferrari [65] that the large N melonic dominance can
also be relevant in matrix quantum mechanics.
The models introduced in [65] are based on D matrices of size N ×N , which can be
interpreted as transverse excitations of strings (Xµ)ab. The symmetry group associated
with the matrix indices is then U(N) and the one associated with the transverse directions
to the branes is O(D). In the large N limit, the models correspond to the usual planar
limit of matrix models, which is too difficult in general. But now, the additional parameter
D in the models allows one to consider the large D limit of the sum over planar graphs.
Until recently, the large D limit had not been able to reproduce the typical properties
of black holes because it suppresses too many planar Feynman graphs, yielding a physics
similar to vector models [66]. It was then shown in [65] that the large D limit can actually
be enhanced in such a way that the generalized melonic graphs of the CTKT model also
dominate the sum over planar graphs. This class of Feynman graphs is much larger than
the one for vector models and in particular, it yields the SYK physics, as explained above.
From the dual gravitational point of view, the large D limit of the models in [65] can
be interpreted as the limit of large spacetime dimension d in GR (see Figure 0.1). Such
limit has been actively studied by Emparan et al. [67]. Interestingly, the large d limit of
GR greatly simplifies the analytical treatment and at the same time keeps the important
features of classical black holes, in the same spirit as the large D limit of matrix models.
The precise connection between the two limits is however not known at present.
The study of melonic large D matrix models provide an interesting framework to build
new, analytically tractable limits in matrix models, which might capture the relevant
physics associated with the full sum over planar graphs. Furthermore, these models
make an interesting link with usual tensor models because the basic variables can be
equivalently interpreted as tensors with three indices having different ranges. Also, their
natural interpretation in the context of string theory and holography means that their
corresponding emergent gravitational bulk theories could be in principle derived following
the lines of [68, 69]. Finally, they display many interesting new features such as a line
of first order phase transitions terminating at a critical point with asymmetric critical
exponents [35].
Non-linear random flows
As we put forward previously, large N melonic dominance has recently played an im-
portant role in different approaches to quantum gravity, from random tensor models to
toy models of quantum black holes in holography. Interestingly, it was also realized that
melonic graphs can be useful in a totally different context, namely the study of energy
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cascades in classical non-linear resonant systems [3]. Such models often emerge from non-
linear wave equations with weak non-linearities and with highly resonant energy spectra of
linearized perturbations. Examples include non-linear Schro¨dinger equations in harmonic
potentials [70] and non-linear dynamics in AdS spacetime [71].
A generic Hamiltonian for resonant systems with cubic non-linearities can be written
as
H =
1
2
∞∑
j,j′,k,k′=0
j+j′=k+k′
Cjj′kk′α¯j(t)α¯j′(t)αk(t)αk′(t) . (0.22)
In this expression, the αj(t), with j ≥ 0, correspond to an infinite set of complex-value
functions of time. They can be interpreted as the Fourier amplitudes of linearized nor-
mal modes of a weakly non-linear system, which possesses a (linearized) energy spectrum
given in terms of non-negative integers, Ej ∼ j. Such an energy spectrum is called
highly resonant in the sense that the difference between any two energies is an integer.
Besides, the condition j + j′ = k + k′ corresponds to a resonance condition and results
from a time-averaging procedure to discard fast oscillatory terms [72]. Finally, the in-
teraction coefficients are encoded in a real tensor with four indices and with symmetries
Cjj′kk′ = Cj′jkk′ = Ckk′jj′ . These coefficients encode the physics of the original problem.
In particular, they depend on the structure of the linearized normal modes and the specific
form of the non-linearity.
The classical dynamics within the class of systems described by (0.22) can be very
rich in general, ranging from integrability to chaotic behavior depending on the value of
the interaction coefficients [73, 74]. From a statistical point of view, it is also instructive
to consider a generic system of the form (0.22) whose interaction coefficients and initial
conditions are drawn from some random distribution, as it would provide a picture of the
expected properties that hold on average for realizations of this generic system.
An interesting connection can be made between the non-linear resonant classical sys-
tem (0.22) and the complex SYK quantum mechanical model (0.7) (or more generally
fermionic embedded Gaussian ensembles). When quantizing (0.22), the complex modes
α¯j, αj become creation and annihilation operators a
†
j, aj, which can be chosen as fermionic
operators satisfying the standard commutation relation {ai, a†j} = δij. Then, by discard-
ing the resonance condition, one obtains a quantum Hamiltonian similar to (0.22), where
the random interaction coefficients in (0.22) translate into the quenched disorder of (0.7).
Note also that since the indices of (0.22) range from 0 to ∞, the quantized version is
related to the complex SYK model with N → ∞. A study of quantized versions of
(0.22), albeit with the resonance condition, has been carried out in [73]. In particular,
it is shown that the corresponding quantum resonant systems are solvable in terms of
diagonalizing finite-sized numerical matrices, which is then used to study numerically the
spectral statistics of the Hamiltonian and its connections to integrability and chaos.
Returning to the non-linear resonant system (0.22), a natural question to investigate
is the presence of energy transfers between modes with different energy scales, especially
energy transfers from modes of low energies to modes of higher energies. The latter
phenomenon is called forward or direct cascade and is directly related to the notion of
weak turbulence [75], which often takes place in non-linear wave equation driven by weak
non-linearities. In particular, this notion is typical of studies of conservative deterministic
systems and has to be contrasted with the distinct notion of dissipative hydrodynamic
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turbulence. In this setting, weak turbulence is quantified by the growth of Sobolev norms,
defined as
Sγ(t) =
∞∑
r=0
rγα¯r(t)αr(t) , (0.23)
where γ ∈ N. In the cases of γ = 0 and γ = 1, the Sobolev norms S0(t) and S1(t)
correspond to known conserved quantities, which can be interpreted as the particle number
and the total energy of the linearized normal modes respectively. On the other hand, the
Sobolev norms Sγ(t) for γ > 1 are generically not conserved and can be used to quantify
energy transfers between modes. In particular, the growth of these quantities provides
evidence of direct energy cascade and thus weak turbulence.
Recent progress has been made in evaluating the Sobolev norms (0.23) for perturba-
tive solutions of the non-linear resonant system (0.22), when averaged over the random
interaction coefficients and the random initial conditions [3]. More precisely, the averaged
Sobolev norms admit a perturbative series which can represented in terms of Feynman-
like diagrams. Then, in the limit of many initially excited modes of low energy, which
plays the role of the large N limit in usual QFTs, this perturbative series is dominated
by a specific class of melonic graphs similar to the ones in random tensor models and
SYK-type models. In particular, by restricting the perturbative series to these melonic
graphs only, one is able to show that the averaged Sobolev norms grow at least within
a certain initial time interval, proving the onset of weak turbulence. Once again, it is
fascinating to discover that melonic graphs are present in a different context, where they
can be used to investigate important physical phenomena.
About the thesis
The bulk of this thesis lies at the cross section of random tensor models and the large D
limit of matrix models. It focuses on finding new limits for both types of models, which
extend the ones already existing in the literature and which yield interesting results from
the point of view of physics, in the context presented above, and also from the point
of view of combinatorics. In particular, it investigates in detail the melonic dominance
observed in both types of models. The principal techniques used throughout this thesis
are large N techniques, based on a resummation of the Feynman graphs in perturbation
theory, and graph theory, which is crucial in order to study the structure of Feynman
graphs. The outline of this thesis is as follows:
Chapter 1 is devoted to reviewing one of the simplest models that simplify in the large
N limit, namely the vector models. These models are a perfect playground to introduce
many of the necessary tools for the rest of the thesis. In particular, we explain the basic
notions underlying a 1/N expansion.
In Chapter 2, we describe large N matrix models, as they hold a prominent role in
the context of this thesis. In addition, working out their 1/N expansion and the related
combinatorial tools proves to be important in the following chapters.
We then move on to large N tensor models in Chapter 3, which are the natural
generalization of vector and matrix models. This chapter is mainly based on Ref. [1]
and corresponds to an important original contribution of this thesis. We first review the
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original 1/N expansion of uncolored tensor models, suitably generalized to the symmetry
group O(N)R and to multiply-connected interactions. This requires to generalize the
notions introduced in the original models based on the symmetry group U(N)R and on
connected interactions. Then, we extend this 1/N expansion in a non-trivial way by
enhancing the large N scaling of the coupling constants, so that more Feynman graphs
are included in the large N limit. This extension generalizes the works of [59] and [65]
for tensors of any rank R and for any interaction term. Moreover, it necessitates new
graph-theoretical tools that make an interesting link between matrix models and tensor
models.
Next, we introduce in Chapter 4 matrix-tensor models, which naturally extend the
models of [65] to matrices (Xµ1···µr)ab with r indices having the same range D. This
chapter is also based on Ref. [1]. It constitutes an important piece of research from
the point of view of the large D limit of matrix models, with interesting applications
to quantum models that display the SYK/black hole physics. In these models, the two
parameters N and D allow one to consider the large N and the large D limits. When
one uses an equivalent of the enhanced scaling for tensor models, the two limits no longer
commute and one must take the large N limit first, which corresponds to the usual planar
limit of matrix models. Then, the large D limits provides a way to simplify the sum over
planar graphs while keeping some of its non-trivial features.
In the complete version of the Ph.D. thesis manuscript, two additional chapters are
included, which correspond to the published version of Ref. [2] and to the accepted version
of Ref. [3]. In Ref. [2], the models of [65] are extended to multi-trace interactions terms
and to arbitrary correlation functions. In addition, the case of reducing the symmetry
of the matrices is discussed. Then, melonic large D matrix models based on bosons
and on supersymmetry are considered. In Ref. [3], the question of weak turbulence in
non-linear resonant systems, averaged over the interaction coefficients and the initial
conditions, is investigated. In particular, the graph-theoretical tools of tensor models
are used in order to deduce information about direct energy cascades via the growth of
Sobolev norms. Then, it is proved that in the limit of many initially low-lying modes, the
melonic dominance implies that at least during a finite time interval, there is a turbulent
cascade of energy.
The work in this thesis requires some knowledge on graph theory. A self-contained
account of the notions used throughout the thesis can be found in Appendix A, which
provides general definitions for abstract graphs and reviews the basic concepts of graphs
embedded on surfaces. Besides, Appendix B provides the technical details for the charac-
terization of the leading order graphs in models based on the prime-complete interaction
(see Chapter 3), and Appendix C gives additional details on maximally-single trace in-
teractions (see Chapter 3 as well).
Concluding remarks and research perspectives are provided at the end of Chapters 3
and 4.
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Chapter 1
Large N vector models
In this chapter, we describe a first class of models that become solvable in the limit of a
large number of degrees of freedom: the O(N) vector models. As the name suggests, these
models are based on a field that transforms in the vector or fundamental representation
of the symmetry group O(N). Hence, the number of degrees of freedom N corresponds
to the number of components of the field: N = N .
Historically, vector models were the first models for which a large N limit was applied.
It was in the context of statistical mechanics for the study of a N -component spin-model
known as the spherical model [76], and it was later extended to quantum field theory with
the important idea of 1/N expansion [77].
The 1/N expansion of vector models can be understood as a resummation of the Feyn-
man graphs that appear in perturbation theory. By choosing appropriately the coupling
constants in the action, there is a simple class of graphs that dominate when N is large,
which can be evaluated analytically. In this sense, the large N limit of vector models is
solvable. Equivalently, the large N solution corresponds to a saddle-point approximation
in the path integral formalism by introducing an auxiliary field, which is possible because
N is large and N = N .
In this chapter, we focus on the first approach based on Feynman graphs. In other
words, we mainly use combinatorial techniques to study the 1/N expansion. This requires
some general knowledge of graph theory, which can be found in Appendix A.1 Standard
references on vector models are, for instance, [78, 79, 80]. In particular, the second
approach based on the saddle-point approximation is studied in details in these references.
The general structure of the 1/N expansion is the same for all vector models. It does not
depend on the dimension d of spacetime nor on the statistics of the fields, i.e. whether they
are bosonic or fermionic. Unless otherwise stated, we therefore deal for simplicity with a
zero-dimensional QFT based on a real, bosonic vector field. A similar analysis could be
applied for, e.g., Dirac fields (such as the Gross-Neveu model in d = 2), non-linear sigma
models and U(N) vector models, see [78, 79, 80].
We begin this chapter with a general description of the O(N) vector models. Then,
we move on to the study of the Feynman graphs obtained in perturbation theory. In
particular, we explain the useful stranded representation to depict the Feynman graphs.
Afterwards, we introduce the concept of 1/N expansion. A pedagogical effort is being
1The tools reviewed in Appendix A are self-contained. They are used to some extent in this chapter,
but they really come into play from Chapter 2 onwards.
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made to present the related large N techniques because they are of prime importance in
this thesis and they are used repeatedly in the upcoming chapters. The leading sector,
which dominates the 1/N expansion when N is large, is then studied and the correspond-
ing large N solution is computed explicitly. Finally, we close this chapter with further
remarks regarding the O(N) vector models, in particular in relation with physics.
1.1 Definition of the models
The basic degrees of freedom of the O(N) vector models are the N components of a
real vector ~φ = (φi)1≤i≤N , which transforms in the fundamental representation of the
symmetry group O(N). The transformation law in terms of the field components φi is
given by
φi → φ′i = Oii′φi′ , (1.1)
where O ∈ O(N) is a N × N orthogonal matrix and the sum over repeated indices is
implied (which is always the case throughout this thesis).
An invariant action S(~φ) for the O(N) vector models is naturally constructed from
powers of ~φ 2 = φiφi, that is,
S(~φ) =
1
2
~φ 2 +
∑
p≥2
gp
(
~φ 2
)p
=
1
2
~φ 2 + V (~φ 2) , (1.2)
where {gp}p≥2 are the coupling constants. The first term in this power series corresponds
to the usual quadratic mass term (the mass can be set to one by a rescaling of the fields)
whereas higher order terms correspond to interaction terms, which we regroup in the
interaction potential V (~φ 2). For the sake of clarity, we restrict ourselves to a model based
on the
(
~φ 2
)2
interaction only, that is, we set gp = 0 for p ≥ 3 and we write g2 = g. Note
however that the logic and many results obtained in this chapter hold in the general case.
The partition function Z and the free energy F associated with the action (1.2) are
given by the usual expressions
Z = exp(−F ) =
∫
[d~φ] e−S(
~φ) =
∫
[d~φ] e−
1
2
~φ 2−g
(
~φ 2
)2
, (1.3)
where [d~φ] is the appropriate path integral measure with respect to ~φ, which reduces in
zero dimension to the product of N simple integral measures on R: [d~φ] =
∏N
i=1
1√
2pi
dφi.
Similarly, general n-point functions are evaluated by the integral〈
φi1 . . . φin
〉
=
∫
[d~φ]φi1 . . . φin e
− 1
2
~φ 2−g
(
~φ 2
)2
, (1.4)
and the free n-point functions
〈
φi1 . . . φin
〉
0
are obtained for g = 0. In particular, the free
2-point function or free propagator is given by the inverse of the quadratic part, that is,〈
φiφj
〉
0
= δij . (1.5)
In order to define a 1/N expansion for vector models, we work in perturbation theory.
Hence, we are interested in the perturbative expansion of the partition function (or the
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Figure 1.1: Feynman rules for the vertex and the propagator of the O(N) vector models.
The coupling parameter λ is defined in Eq. (1.9).
free energy) in powers of the coupling constant g (which is assumed to be small). As
usual, it is obtained by first Taylor expanding the interaction part of the integrand in
(1.3), then by commuting the sum with the integral2, that is,
Z = exp(−F ) =
∑
k≥0
(−g)k
k!
∫
[d~φ] e−
1
2
~φ 2
((
~φ 2
)2)k
, (1.6)
and finally by evaluating the Gaussian integral using Wick’s theorem.
1.2 Feynman graphs
The perturbative expansion (1.6) admits a graphical representation in terms of Feynman
graphs. We briefly recall how it is obtained. From (1.6), we observe that at fixed order
k, we need to evaluate the product of k factors
(
~φ 2
)2
via a Gaussian integral. According
to Wick’s theorem, this is given by the sum over all pairings (or Wick’s contractions) of
the 4k copies of the field components φi. We then represent the k copies of
(
~φ 2
)2
in (1.6)
as k vertices of degree four and each pairing between φi and φj as an edge that connects
the two vertices associated with the entries φi and φj. Finally, to each vertex we assign
a factor −g and to each edge (or propagator) between φi and φj we assign a factor δij,
which corresponds to the free 2-point function or free propagator (1.5). These Feynman
rules are illustrated in Figure 1.1. As a result, the perturbative expansion (1.6) can be
rewritten as an expansion onto Feynman graphs.3 If we further restrict ourselves to the
study of the free energy F , the perturbative expansion is onto connected Feynman graphs.
We denote by G a connected Feynman graph and by {Gk} the set of connected Feynman
2This step is actually delicate because the original integral diverges for g < 0 and we Taylor expand
around g = 0, which belongs to the boundary of the analyticity domain. However, we do not attend to
cope with this (important) feature here, see for instance [81, 82].
3We remark that the terminology “Feynman graph” is actually misleading because Feynman graphs
are not abstract graphs but in fact embedded graphs [81]. Indeed, when we use Wick’s theorem, the field
components φi in (1.6) are distinguished, i.e. we can tell them apart. Thus, when we perform the Wick’s
contractions, the cyclic ordering around each vertex matters. This consideration becomes important when
one is involved with the combinatorial problem of counting the number of Feynman graphs. However,
for studying the 1/N expansion of vector models, it has no relevance (but it does for matrix models, see
Section 2.2).
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Figure 1.2: Examples of Feynman graphs with their factor of g and N in the perturbative
expansion (1.7). Their scaling is also given in terms of the coupling parameter λ defined
in Eq. (1.9).
graphs with k vertices. Then, the perturbative expansion of F can be written as
F =
∑
k≥0
gkFk , (1.7)
where Fk corresponds to a sum over connected Feynman graphs G with k vertices (i.e.
G ∈ {Gk}) weighted by some amplitude A(G) that includes the contracted deltas, the sign
and the combinatorial factors:
Fk =
∑
G∈{Gk}
A(G) . (1.8)
Note that the amplitude A(G) of a Feynman graph G necessarily depends on N to some
positive integer power because it involves products of contracted deltas. Thus, Fk also
depends on N . Examples of Feynman graphs are given in Figure 1.2 together with their
factor of g and N in the perturbative expansion.
There is actually an equivalent way of representing the Feynman graphs G, which
facilitates the study of the dependence on N of their amplitude. In the standard repre-
sentation, vertices and edges carry information about the contraction pattern of the field
components φi. A more convenient representation consists in drawing vertices and edges
according to the contraction pattern of the corresponding O(N) indices. This is called
the stranded representation. In this representation, a vertex consists in four strands,
one for each field component, such that each strand is assigned the O(N) index of the
corresponding field component and the two strands carrying the same O(N) index are
connected together. The link between two paired strands is called a corner. Thus, a
vertex in the stranded representation is of degree four and is made of four strands and
two corners. As for the edges, they each identify the O(N) indices i and j of the strands
they connect with a factor δij. The stranded representation is illustrated in Figure 1.3.
The Feynman graphs of Figure 1.2 are also given in this representation in Figure 1.4. We
stress that even though the vertices now look “disconnected”, they each correspond to a
single vertex in G; in particular, G is still connected.
One can check that the two representations are equivalent. From now on, we will
essentially work in the stranded representation and we will keep the notation G for the
connected Feynman graphs. The advantage of working in the stranded representation is
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Figure 1.3: Feynman rules for the vertex and the propagator in the stranded representa-
tion. A corner in a vertex corresponds to the link between two paired strands.
Figure 1.4: Feynman graphs of Figure 1.2 in the stranded representation. When the
coupling constant g is used, the power of N corresponds to the number of closed stranded
loops.
that the power of N in the amplitude of G corresponds to the number of closed stranded
loops (or just loops) in G, see Figure 1.4.
Given a connected Feynman graph G in the stranded representation, we denote by p
its number of edges or propagators, by v its number of interaction vertices and by ϕ its
number of loops. The amplitude A(G) of G thus scales with respect to N as Nϕ.
1.3 Large N expansion
The perturbative expansion (1.7) of the free energy F organizes the Feynman graphs
according to their power of g. As we have seen, these Feynman graphs also depend on N .
The purpose of the 1/N expansion is then to rearrange them according to their power of
N rather than their power of g. The new expansion parameter is in this case 1/N . We
say that the 1/N expansion resums the perturbative expansion. Because the end goal is
to take the large N limit, i.e. N → ∞, we need to make sure that the 1/N expansion
makes sense in this limit. As of now, we noted that the amplitude of a Feynman graph
scales like Nϕ, where ϕ is the number of loops. Clearly, this cannot lead to a well-defined
result when N → ∞ since ϕ > 0. We can however find a way out if we use the other
parameter of the model, namely the coupling constant g, and scale it appropriately with
N .
Hence, the first step in constructing a 1/N expansion is to decide how the coupling
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constant g in the action (1.2) scales with N when N → ∞. Equivalently, we need to
decide which coupling parameter we keep fixed in this limit. In general, this is a fine-
tuning problem: if the coupling constant is not scaled enough, the perturbative becomes
trivial when N → ∞; whereas if it is scaled too strongly, the perturbative expansion
blows up when N →∞, as in the case of g.
The first requirement for an appropriate scaling of a coupling constant is that it should
lead to a well-defined 1/N expansion, in the sense that there exists an upper bound on the
power of N associated with any Feynman graph. The second requirement is that it should
yield a non-trivial 1/N expansion, meaning that there is a sufficient number of leading
order Feynman graphs, i.e. the ones with the highest power of N . Typically, we wish to
obtain an infinite family of such graphs. A scaling that fulfils these two requirements is
called optimal.
The optimal scaling associated with a given coupling constant is unique. Indeed, since
an optimal scaling yields a non-trivial 1/N expansion, the corresponding interaction vertex
can appear an arbitrary number of times in leading order Feynman graphs. But then,
any further enhancement of this scaling would produce Feynman graphs with amplitude
proportional to an arbitrarily high power of N . As a result, it is impossible to enhance
an optimal scaling and still have a well-defined 1/N expansion. This ultimately implies
that an optimal scaling is unique.
In vector models, the optimal scaling of g turns out to be g ∼ 1/N .4 We thus define
a new coupling parameter λ in the action (1.2) by
g ≡ λ
N
, (1.9)
and we decide to keep λ fixed when N →∞. The action rewrites in terms of λ as
S(~φ) =
1
2
~φ 2 +
λ
N
(
~φ 2
)2
. (1.10)
Regarding a Feynman graph G, there is now a factor −λ/N assigned to each vertex.
As a result, the amplitude A(G) of G scales like N−v+ϕ (see Figures 1.3 and 1.4). The
following theorem confirms that the new scaling (1.9) yields a well-defined 1/N expansion
by analyzing the Feynman graphs.
Theorem 1. Let G be a connected Feynman graph of the O(N) vector models. Then,
−v + ϕ ≤ 1. In other words, the power of N associated with any connected Feynman
graph G is bounded above by 1.
We provide two versions of the proof for this theorem. The first one is based on
connectivity arguments, which will be useful in later chapters. The second one relies on
a redrawing of the Feynman graphs and provides a nice combinatorial interpretation for
the 1/N expansion.
Proof. (First version) G is connected. If we break down the degree-four vertices of G into
their two corners, this yields an effective graph with exactly ϕ connected components. In
this process, breaking down a given degree-four vertex into two corners can increase the
number of connected components by at most one. Hence, the total number of connected
component generated after the whole process is at most v, that is, ϕ− 1 ≤ v.
4In fact, if we had kept all the coupling constants {gp}p≥2 in the action, the optimal scaling would
have been the same for all of them: gp ∼ 1/N . This is a special feature of vector models.
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Figure 1.5: Redrawing of the Feynman graphs G of Figure 1.4 into equivalent graphs
G˜, whose vertices (represented by boxes) correspond to the loops in G and whose edges
(represented by dashed edges) correspond to the vertices of G.
Proof. (Second version) We redraw G as follows. First, at each vertex of G, we draw a
(dashed) edge between the two corners. Then, we replace each loop passing through c
corners in G by a new vertex of degree c whose external (dashed) edges attach to these
corners (one external (dashed) edge per corner). This gives rise to a new connected graph
G˜ made of V (G˜) = ϕ vertices of arbitrary degree and E(G˜) = v (dashed) edges. The re-
drawing is illustrated in Figure 1.5 for the Feynman graphs of Figure 1.4. It is clear that
the two ways of drawing the Feynman graphs are in bijection. In the new description, the
number of loops (more precisely independent cycles) in any Feynman graph G˜ is given by
the relation L(G˜) = E(G˜)−V (G˜)+1. In particular, L(G˜) is non-negative. Translated into
the original description in terms of the corresponding G, it implies that v−ϕ+ 1 ≥ 0.
We first remark that the two versions of the proof are purely combinatorial. Actually,
the second version can also be understood from a path integral point of view. It relies
on the introduction of an auxiliary field σ ∼ φiφi that allows one to integrate out the ~φ
field in the path integral and obtain an effective action for σ only. The redrawing used
in the proof corresponds to the Feynman rules associated with this effective action. For
clear reasons, we thus refer to the redrawing of the Feynman graphs as their effective
description. Further details regarding the path integral approach can be found in [78, 79,
80].
Second, we emphasize that the number of loops L in the effective description of the
Feynman graphs should not be confused with the number of loops ϕ in the original one.
Since the two descriptions are in bijection, we will however use the slight abuse of notation
L(G).
We denote by {GL} the set of connected Feynman graph with L loops (in the effective
description). Then, the 1/N expansion of the O(N) vector models with scaling (1.9) can
be written as
F =
∑
L≥0
N1−LFL(λ) , (1.11)
where FL(λ) corresponds to a sum over connected Feynman graphs G in {GL} weighted
by some amplitude A˜(G) that includes the factors λ, the combinatorial factors and the
sign:
FL(λ) =
∑
G∈{GL}
A˜(G) . (1.12)
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In particular, the 1/N expansion is well-defined in an explicit way.5 Also, the 1/N ex-
pansion (1.11) can be nicely interpreted in the effective description as a standard QFT
loop expansion. In other words, the N →∞ can be interpreted as a classical limit ~→ 0
that isolates graphs with L = 0, that is, trees. Finally, it remains to show that the 1/N
expansion is non-trivial for the scaling (1.9) to be optimal. This is a straightforward
consequence of the next section.
1.4 Leading sector: bubble graphs
In the previous section, we established the 1/N expansion for the O(N) vector models.
In the large N limit, the leading order Feynman graphs dominate the 1/N expansion.
The large N solution of the vector models is then obtained by restricting the perturbative
expansion to the leading sector only, which is the object of study of this section.
From Eq. (1.11), we deduce that the leading order (LO) Feynman graphs are char-
acterized by L = 0 in the effective description, that is, they correspond to trees. In the
original description, the LO Feynman graphs are called bubble graphs6. They form a
simple class of graphs, which is tractable analytically in the sense that it can be evaluated
explicitly. Examples of LO Feynman graphs include the graph on the left and the one on
the right of Figure 1.5. We emphasize that this is a strong result, as very few solvable
models are known in QFT. In the following, we describe more precisely the large N so-
lution of the O(N) vector models. Unless otherwise stated, we remain in zero dimension
and we work with bosonic variables.
First of all, it is important to realize that the bubble graphs can all be constructed
recursively. To see how, we define the elementary bubble graph to be the bubble graph
with one vertex, i.e. the graph on the left of Figure 1.4. If we cut one of the two edges in
the elementary bubble graph, we obtain a graph with two external (half-)edges. We call
the two possible graphs obtained this way elementary 2-point bubble graphs. Then, we
define a bubble insertion in a Feynman graph G as the replacement of an edge in G by one
of the two elementary 2-point bubble graphs. This is illustrated in Figure 1.6. Inserting
a bubble in a Feynman graph does not change its power of N . Indeed, it increases the
number v of vertices by one and the number ϕ of loops by one. Now, one can check that
any bubble graph can be obtained by starting with the Feynman graph with no vertices
and then inserting recursively an arbitrary number of bubbles. In the effective description,
the equivalent statement is that any tree can be obtained by starting with the tree with
no edge and then connecting recursively via an edge an arbitrary number of leaves.7
We now describe the large N solution of the O(N) vector models. The full connected
5Formally, for the 1/N expansion to be well-defined, each coefficient FL(λ) for fixed L should also
be a convergent perturbative series in λ with a finite radius of convergence. It is fortunatly the case for
vector models. It will be made explicit for F0 in the next section.
6A recursive definition of bubble graphs is given in the next paragraph. One way of interpreting bubble
graphs is as follows. According to Theorem 1, leading order Feynman graphs G are such that v = ϕ− 1.
Using the argument in the first version of the proof, it means that the two corners of each vertex in G
belong to two distinct loops in G. We say that G is effectively “maximally disconnected” with respect to
its vertices.
7The leaves of a tree correspond to its vertices of degree one.
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Figure 1.6: Bubble insertion, which consists in the replacement of an edge in a Feynman
graph by an elementary 2-point bubble graph. This operation leaves the power of N
unchanged. Bubble graphs can be obtained by recursively applying this operation starting
from the Feynman graph with no vertices, which corresponds to a single stranded loop.
2-point function can be written as〈
φiφj
〉
c
= δijG(N, λ) , (1.13)
which follows from the conservation of the O(N) indices along the strands of the Feynman
graphs. We explain below that G(N, λ) is directly related to the free energy of the models,
see Eq. (1.19). In particular, it admits a 1/N perturbative expansion onto connected
Feynman graphs with two external edges, which can be obtained by cutting one edge
in a connected Feynman graph that contributes to the free energy. On the other hand,
G(N, λ) is related to the connected one-particle irreducible (1PI) 2-point function Σ(N, λ)
(or self-energy) by the usual relation
G(N, λ) =
1
1− Σ(N, λ) , (1.14)
where the free propagator is 1 in the models at hand. We write the full connected 2-
point function and the self-energy restricted to the leading sector as GLO(λ) and ΣLO(λ)
respectively.
Thanks to the recursive structure of the bubble graphs, one can check that ΣLO(λ)
necessarily has the structure represented in Figure 1.7. Equivalently, by taking into
account the combinatorial factors, it is given by
ΣLO(λ) = −4λGLO(λ) . (1.15)
The above relation is often referred to as a Schwinger-Dyson equation. As a result,
Eq. (1.14) restricted to the leading sector together with Eq. (1.15) provide a closed equa-
tion for GLO(λ), which can be written as
GLO(λ) = 1− 4λGLO(λ)2 . (1.16)
This type of equation is often encountered in combinatorics (see, for instance, [83]).
The “physical” solution, which goes to one when λ goes to zero (see Eq. (1.16)), can be
written as a power series in λ with the Catalan numbers [84] as coefficients:
GLO(λ) =
∞∑
k=0
Ck(−4λ)k with Ck = 1
2k + 1
(
2k + 1
k
)
. (1.17)
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Figure 1.7: Diagrammatic equation for the LO self-energy ΣLO in terms of the LO full
connected 2-point function GLO. It is equivalent to Eq. (1.15).
In other words, GLO(λ) is a generating function for the Catalan numbers. In fact, this
was expected. Indeed, Catalan numbers appear in many enumeration problems related
to trees and we know that GLO(λ) is also related to trees because it corresponds to a sum
over connected Feynman graphs with two external edges, obtained by cutting one edge in
bubble graphs, which are themselves in bijection with trees.
Since Eq. (1.16) is quadratic in GLO(λ), two explicit solutions can actually be found.
The physical solution with behavior GLO(λ)→ 1 when λ→ 0 is given by
GLO(λ) =
2
1 +
√
1 + 16λ
=
√
1 + 16λ− 1
8λ
. (1.18)
Remark that the large N solution GLO(λ) makes sense even for negative λ, as long as
λ > λc = −1/16. It can be shown (see Eq. (1.19)) that the same holds for F0(λ), which is
thus a convergent series in λ with a non-zero radius of convergence |λc|. This remarkable
fact stands in contrast with the initial path integral, which is divergent for λ < 0. It
is one of the nice features of the large N limit. In particular, it means that the models
exhibit a critical behavior when the coupling constant λ approaches the critical value λc.
We now give more details on the critical behavior of the LO free energy F0(λ) when
λ→ λc. First, G(N, λ) can be related to the free energy F (N, λ) as follows
G(N, λ) = 1− 4λ d
dλ
F (N, λ)
N
, (1.19)
which is obtained by starting from the trivial identity
1
Z
∫
[d~φ]
1
N
d
dφi
[
φi e
−S(~φ)
]
= 0 ,
and then by computing each term and using Eq. (1.13) and F = − logZ. Second, from
Eq. (1.18), we observe that when λ→ λc, GLO exhibits the critical behavior
GLO,sing(λ) ∼ (λc − λ) 12 , (1.20)
where GLO,sing denotes the leading singular part of GLO. Finally, using Eq. (1.19), we
deduce that the critical behavior of the LO free energy is
F0,sing(λ) ∼ (λc − λ)2−γ with γ = 1
2
, (1.21)
where F0,sing corresponds to the leading singular part of F0. The exponent γ is known
as the susceptibility critical exponent or entropy exponent. The critical behavior of the
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LO free energy can be interpreted as follows. When λ approaches its critical value, F0(λ)
loses its summability due to the Feynman graphs with a large number of vertices, that
is, with a large power of λ. These Feynman graphs then dominate the behavior of F0(λ)
close to criticality and the susceptibility critical exponent γ characterizes this behavior.
The regime where Feynman graphs with a large number of vertices dominate is com-
monly called the continuum limit. It provides an interesting way to define continuous
random geometries from discrete ones, whose size can become arbitrarily large. In an
appropriate scaling limit, discrete objects can indeed converge, in the sense of Gromov-
Hausdorff-Prokhorov (GHP) [85], to a continuous space of a certain universality class.
The various universality classes that can be achieved are then classified by the value of
the susceptibly critical exponent.
In the case of vector models, the leading sector consists in trees in the effective de-
scription. Such discrete objects admit a GHP limit to the continuum random tree [86],
also known as the universality class of branched polymers [87]. The typical value of the
susceptibility critical exponent associated with this universality class is γ = 1/2, which is
consistent with the result (1.21). In the next chapters for matrix and tensor models, we
also study the corresponding critical behaviors and continuum limits.
1.5 Discussion
The study of O(N) vector models presented in this chapter is far for complete. We focused
on the study of the 1/N expansion from a combinatorial perspective using Feynman graphs
and we briefly examined the large N solution. One could go further and study for instance
phase transition phenomena, beta functions, renormalization in higher dimensions, 1/N
corrections, etc. We refer the interested reader to [78, 79, 80] for more details on these
topics.
Finally, we briefly mention where vector models stand in the context of the gauge/gravity
correspondence. There is evidence that quantum gauge theories based on vector models
are holographically dual to higher spin “quantum gravity” theories in AdS [88]. How-
ever, it is unlikely that standard vector models capture the SYK/black hole physics. This
can be seen from the Schwinger-Dyson equation in Figure 1.7, which corresponds to a
tadpole-like behavior. Such behavior is typical of mass renormalization and it does not
lead to black holes features such as a continuous spectrum.
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Chapter 2
Large N matrix models
In this chapter, we continue on the study of models that become solvable in the limit
of a large number of degrees of freedom with matrix models. In these models, the field
usually corresponds to a N ×N matrix so that the number of degrees of freedom is given
by N ∼ N2.
Matrix models appear in countless areas of physics and also hold a prominent role
in mathematics, especially in probability theory where they correspond to random dis-
tributions for ensembles whose elements are matrices. The first appearance of so-called
random matrices is due to Wishart [89], who studied random distributions for rectangular
matrices. They were then used in the context of nuclear physics by Wigner [90], who was
interested in the energy spectrums of heavy nuclei in the realm of quantum mechanics.
Wigner realized that complicated Hamiltonians could in fact be accurately modelled by
random Hermitian matrices. An important development was then achieved by ’t Hooft
[16], who constructed the 1/N expansion of interacting matrix models for the general-
ization of quantum chromodynamics (QCD) from gauge group SU(3) to SU(N). In this
theory, the gauge fields, which describe gluons, transform in the adjoint representation of
the gauge group; hence, they correspond to traceless Hermitian matrices of size N × N .
’t Hooft realized that in the large N limit where an appropriate coupling parameter is hold
fixed, the perturbative expansion is dominated by the planar graphs. Even though his
approach didn’t solve QCD, it was an inspiration for the study of the resulting connection
between matrix models and discretized surfaces. This was initiated by Bre´zin, Itzykson,
Parisi and Zuber [20], who computed explicitly the large N solution of matrix models
for cubic and quartic interactions by counting the dominant planar graphs.1 Later, Di
Francesco, Ginsparg and Zinn-Justin [19] built a crucial bridge between two-dimensional
quantum gravity and random matrices. Finally, the large N limit a` la ’t Hooft has been of
prime importance for the discovery and exploration of the gauge/gravity correspondence
[8, 9] in the context of string theory. In particular, as emphasized in the introduction,
quantum gauge theories of N × N matrices in the large N limit are good candidates to
describe quantum black holes in this framework.
In this chapter, we modestly focus on the study of the 1/N expansion of matrix models
in the case of a real N ×N matrix that transforms in the bi-fundamental representation
of the symmetry group O(N)×O(N). The reason is twofold. On the one hand, the 1/N
expansions of most matrix models have the same generic structure; for instance, planar
1Previous work on the enumeration of planar graphs includes [91].
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graphs generically dominate in the large N limit. Hence, studying this particular class of
matrix models is sufficient to describe this structure. On the other hand, these models
play an important role in the next chapters so they are a perfect playground to introduce
notions and notations that are useful later.
Like in the previous chapter for vector models, we use a Feynman graph approach to
establish the 1/N expansion of matrix models; the steps are thus identical. Notions on
embedded graphs are handy, see Section A.2. We stop the discussion after the construction
of the 1/N expansion and the description of the leading sector but the full story of matrix
models is far from ending there. A pedagogical overview of matrix models can be found in
[92], which mainly studies matrix models from the point of view of random distributions.
Descriptions of matrix models from the point of view of physics can be found, for instance,
in [78, 80, 93, 62]. Unless otherwise stated, we deal with zero-dimensional models based
on real bosonic variables.
We begin this chapter with a general description of the O(N)×O(N) matrix models
and the construction of a general invariant action. We then present the corresponding
Feynman graphs obtained in perturbation theory using two useful representations, namely
the stranded and the colored representations. Next, we construct the 1/N expansion by
scaling appropriately the coupling constants in the action. We then briefly study the
leading order Feynman graphs when N is large. Finally, we close the chapter with further
comments on other types of matrix models, including models with complex matrices and
models with Hermitian or symmetric matrices.
2.1 Definition of the models
We focus on matrix models whose basic degrees of freedom are the components of a single,
real matrix X = (Xa1a2)1≤a1,a2≤N , which transforms in the bi-fundamental representation
of the symmetry group O(N)×O(N). The number of degrees of freedom is thus N = N2.
As for the transformation law, it is given in terms of the matrix components Xa1a2 by
Xa1a2 → X ′a1a2 = O(1)a1a′1O
(2)
a2a′2
Xa′1a′2 , (2.1)
where O(1) and O(2) are independent N × N orthogonal matrices, each in a different
O(N) group. The two matrix indices are thus distinguishable because they transform
with respect to two distinct O(N) groups, say, the first index with the first group in
O(N) × O(N) and the second index with the second group. This explains the notation
a1 and a2 for the matrix indices.
An invariant action S(X) for these matrix models is constructed from trace invariants
of the form tr(XXT)p, for some p ≥ 1, and products thereof; where XT denotes the
transpose matrix: XTa2a1 = Xa1a2 . This is a direct consequence of the O(N) × O(N)
invariance. Invariants that only involve one trace are called single-trace whereas the
others are called multi-trace. Here, we allow for multi-trace invariants in full generality.
They only slightly complicate the combinatorics but it is important to take them into
account with regard to next chapters.
We denote by Ia(X) an invariant, where a is some label in a discrete set S, by ta
the number of traces in Ia(X) and by sa the number of entries X in Ia(X), which is
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necessarily even. Thus, a generic invariant Ia(X) writes
Ia(X) =
ta∏
i=1
tr(XXT)pi(a) , (2.2)
for some positive integers {pi(a)}i=1,...,ta satisfying
∑ta
i=1 2pi(a) = sa. Examples of invari-
ants are
• tr(XXT) = Xa1a2XTa2a1 = Xa1a2Xa1a2 (t = 1, s = 2);
• tr(XXT)2 = Xa1a2XTa2b1Xb1b2XTb2a1 = Xa1a2Xb1a2Xb1b2Xa1b2 (t = 1, s = 4);
• tr(XXT) tr(XXT) = Xa1a2XTa2a1Xb1b2XTb2b1 = Xa1a2Xa1a2Xb1b2Xb1b2 (t = 2, s = 4);
• tr(XXT)3 = Xa1a2XTa2b1Xb1b2XTb2c1Xc1c2XTc2a1 = Xa1a2Xb1a2Xb1b2Xc1b2Xc1c2Xa1c2 (t = 1,
s = 6);
• etc.
This concise notation allows us to write an invariant action S(X) as
S(X) =
N
2
tr(XXT) +
∑
a∈S
ga Ia(X) = N
2
tr(XXT) + V (X) , (2.3)
where ga is the coupling constant associated with Ia(X). As usual, we isolated the
quadratic mass term, we set the mass to one and we regrouped higher order interaction
terms in the interaction potential V (X). Besides, the factor of N in front of the mass
term is set for further convenience.
The partition function Z and the free energy F associated with the action (2.3) are
given by
Z = exp(−F ) =
∫
[dX] e−S(X) =
∫
[dX] e−
N
2
tr(XXT)−∑a∈S ga Ia(X) , (2.4)
where the path integral measure [dX] reduces in zero dimension to the product of N2
simple integral measures on R: [dX] =
∏N
a1,a2=1
√
N
2pi
dXa1a2 . Similar expressions hold for
general n-point functions. In particular, the free 2-point function or free propagator reads〈
Xa1a2Xb1b2
〉
0
=
1
N
δa1b1δa2b2 . (2.5)
As for vector models, we want to define a 1/N expansion for matrix models. To do
so, we go to perturbation theory and expand the partition function (or the free energy)
in powers of the coupling constants ga in the action (which are assumed to be small) and
we make contact with Feynman graphs.
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Figure 2.1: Feynman rules for some vertices and the propagator of the O(N) × O(N)
matrix models. The coupling parameters λa are defined in Eq. (2.10).
2.2 Feynman graphs
We focus on the perturbative expansion of the free energy F . By a similar argument
to the one of Section 1.2, it can be written in the form of an expansion onto connected
Feynman graphs constructed according to the Feynman rules illustrated in Figure 2.1.
An interaction term Ia(X) is represented by a vertex of degree sa. In Figure 2.1, we
show the two vertices of degree four and the vertex of degree six mentioned above. To
each interaction vertex of type Ia(X) in a Feynman graph, we assign a factor −ga and to
each edge (or propagator) that connects the field components Xa1a2 and Xb1b2 , we assign
a factor 1
N
δa1b1δa2b2 , which corresponds to (2.5).
In the perturbative expansion of F , each connected Feynman graph G is weighted by
some amplitude A(G) that depends on N . The power of N associated with a Feynman
graph is however not easy to interpret in the current representation so that it is useful to
introduce equivalent representations.
2.2.1 Stranded representation
As for vector models, there is an equivalent stranded representation that accounts for the
contraction pattern of the O(N) indices associated with the field components Xa1a2 , with
the crucial difference that there are now two indices for each field component; hence, two
strands. Furthermore, because the matrix indices are distinguishable, we can assign two
distinct colors to them, say, color 1 for the first index and color 2 for the second index,
and we do the same for the corresponding strands.
The Feynman rules in the stranded representation are presented in Figure 2.2 for the
vertices and the propagator of Figure 2.1. The interaction vertex of type Ia(X) consists
in sa pairs of strands, one pair with two distinct colors for each field component, such
that the strands are connected two by two via a corner if they carry the same O(N)
index. Note that corners necessarily connect strands with the same color. Besides, an
edge or propagator consists in two strands of distinct colors 1 and 2 representing the
two δ’s coming from the corresponding Wick’s contraction. It is important that when a
propagator connects two vertices, the strands are linked in agreement with their color.
This can result in a twist in the propagator. More precisely, if we keep the distinction
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Figure 2.2: Stranded representation for the vertices and the propagator of Figure 2.1.
Strands associated with the first (resp. second) matrix index are labeled with the color 1
(resp. 2). Besides, the propagator must link strands in a consistent way with color.
Figure 2.3: Examples of Feynman graphs in the stranded representation. They correspond
to orientable or non-orientable embedded graphs in the ribbon graph representation. Their
scaling in ga and N in the perturbative expansion are indicated, as well as their scaling
in terms of the coupling parameter λa defined in Eq. (2.10).
between X and XT in the interaction vertices, a propagator is untwisted when it connects
a X and a XT while it is twisted when it connects two X’s or two XT’s.
Examples of connected Feynman graphs in the stranded representation are given in
Figure 2.3. As one can notice, they look the same as embedded graphs in the ribbon graph
representation (without the internal structure), see Figure A.2c. In fact, the Feynman
graphs of matrix models correspond to embedded graphs. They can be orientable or
non-orientable because of the possibility of a twist in a propagator, which corresponds to
a twisted ribbon edge. As we shall see, the embedded graph structure of the Feynman
graphs plays an important role in defining the 1/N expansion of matrix models. Also,
it makes the important connection between matrix models and discretized surfaces, as
advertized at the beginning of the chapter.
Given a connected Feynman graph G in the stranded representation, we denote by p
its number of edges or propagators, by v its number of interaction vertices and by f its
number of closed stranded loops, which correspond to the boundary components or faces
of the corresponding ribbon graph (see Appendix A).
We remark that there are different types of interaction vertices in G, one type for each
interaction term Ia in the action. To account for this, we introduce a discrete set SG
associated with G such that each element a ∈ SG is also an element of S and the number
of times an element a appears in SG corresponds to the number of interaction vertices of
type Ia in G. Hence, v = |SG|.
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Figure 2.4: 2-bubbles corresponding to the vertices of Figure 2.2 and representation of
the propagator in the colored representation.
Secondly, because we deal with multi-trace interaction terms, G may correspond to
a disconnected ribbon graph, which we denote by G˜ (see for example the third graph
of Figure 2.3). Each multi-trace vertex of type Ia in G effectively yields ta distinct
(single-trace) disk vertices in G˜. The total number of effective disk vertices in G˜ is thus
v˜ =
∑
a∈SG ta. As for the number p˜ of edges and the number f˜ of faces in G˜, they are the
same as in G, i.e. p˜ = p and f˜ = f .
Finally, the ribbon graph G˜ corresponding to G is characterized by a genus g(G˜) ∈ 1
2
N,
which can be computed using Euler’s formula (A.16):
2c(G˜)− 2g(G˜) = v˜ − p˜+ f˜ =
∑
a∈SG
ta − p+ f , (2.6)
where c(G˜) is the number of connected components of G˜. Note that the RHS of this
equation is expressed only in terms of quantities defined for G. In the following, we use
the notation g to denote the genus g(G˜) of the ribbon graph associated with G.
2.2.2 Colored representation
Even though the stranded representation already makes things transparent to define a 1/N
expansion, we introduce yet another equivalent representation that plays an important role
in the next chapters, namely the colored representation. This representation is based on
a one-to-one correspondence between the Feynman graphs and a certain class of colored
graphs, called 3-bubbles (see Appendix A.1.2 for the definition and the properties of
bubbles).
On the one hand, there is a bijection between the interaction terms Ia entering the
action (2.3) and 2-bubbles Ba, which is constructed as follows. To each matrix entry
X in an interaction term Ia(X), we associate a vertex in Ba. Then, we use the color
1 for the first matrix index and the color 2 for the second one, like in the stranded
representation. Finally, we draw an edge of color i ∈ {1, 2} between two vertices of Ba if
the corresponding matrix entries X have their ith index contracted together in Ia. The
fact that Ba corresponds to a 2-bubble follows from the O(N)×O(N) invariance. This is
illustrated in Figure 2.4 for the vertices of Figure 2.2.
One can check that the above construction defines a bijection between the set of
interaction terms Ia and the set of 2-bubbles Ba (with V (Ba) > 2), which explains the
use of the same label a ∈ S. To stick with the notations of [1, 2], we label the interaction
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Figure 2.5: Feynman graphs of Figure 2.3 in the colored representation. The interaction
vertices are now interaction bubbles and the faces correspond to (0i)-faces for i ∈ {1, 2}.
terms Ia by their corresponding 2-bubble Ba, that is, Ia ≡ IBa , and we use the notations
IBa and Ba interchangeably, referring to them as interaction terms or interaction bubbles.
Note that an interaction bubble Ba may be disconnected. The number c(Ba) of connected
components of Ba is given by the number ta of traces in Ia (written as t(Ba) in [1, 2]), which
also corresponds to the number F12(Ba) of (12)-faces in Ba: c(Ba) = t(Ba) = F12(Ba).
Besides, the number V (Ba) of vertices in Ba corresponds to the number sa of entries X
in IBa .
On the other hand, a moment of reflection reveals that the Feynman graphs G can
themselves be represented as 3-bubbles. Indeed, we can represent the interaction ver-
tices of G as interaction bubbles, whose vertices correspond to entries X. Then, we can
represent the propagators, which correspond to Wick’s contractions between two distinct
entries X, as a new set of edges, each connecting two distinct vertices in interaction
bubbles. To distinguish the propagators from the edges in interaction bubbles, we label
them with the fictitious color 0 and we draw them as dashed edges (see Figure 2.4). The
Feynman rules in the colored representation directly follow from the above construction:
to each interaction bubble Ba in G is assigned a factor −ga and to each propagator in
G is assigned a factor 1
N
δa1b1δa2b2 , that it, each propagator identifies all the indices of
the two vertices it connects. The Feynman graphs of Figure 2.3 are given in the colored
representation in Figure 2.5.
We use the notation B to denote a given connected Feynman graph G in the colored
representation [1, 2]. The data associated with each representation is related as follows.
First, the number p of propagators in G corresponds to the number E0(B) of edges of color
0 in B, which is equal to half the number V (B) of vertices in B (cf. Eq. (A.14)). Second,
the number v of interaction vertices in G corresponds to the number v(B) of interaction
bubbles in B. Third, each face in G correspond to a (0i)-faces in B for i ∈ {1, 2}. Fourth,
the number v˜ of effective disk vertices in the ribbon graph G˜ corresponds to the number
F12(B) of (12)-faces in B, which is equal to the number c(B(0)) ≡ B(0) of connected
components of B(ij) = B(0) (see Section A.1.2). Finally, the number c(G˜) of connected
components of G˜ matches the number c(B) ≡ B of connected components of B.2 The
2We stress that G corresponds to a connected Feynman graph in the perturbative expansion; the fact
that it looks disconnected in the stranded and colored representations is an artefact.
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relations between the data of the two representations is summarized below.
p = E0(B) = 1
2
V (B) , f = F01(B)+F02(B) , v˜ =
∑
a∈SG
t(Ba) = F12(B) = B(0) , c(G˜) = B .
(2.7)
From the above, we see that 3-bubbles are equivalent to ribbon graphs. It is thus
natural to assign to each 3-bubble B a genus g(B) through an equivalent of Euler’s formula
(A.16):
2B − 2g(B) = V (B)− E(B) + F (B)
= −1
2
V (B) + F01(B) + F02(B) + F12(B) ,
(2.8)
where we used the properties of 3-bubbles (see Section A.1.2). By using the identities
(2.7) between the data of the stranded and the colored representations and comparing
with Euler’s formula (2.6) for the ribbon graphs, it is straightforward to check that the
genus of a 3-bubble naturally coincides with the genus of the corresponding ribbon graph,
i.e.
g(B) = g . (2.9)
In particular, it implies that g(B) ∈ 1
2
N.
2.3 Large N expansion
As explained in Section 1.3, the first step in constructing a 1/N expansion for matrix
models is to define how the coupling constants ga in the action (2.3) scale with N when
N → ∞. In matrix models, it turns out that the optimal scaling of ga is ga ∼ N2−t(Ba),
which is commonly called ’t Hooft scaling for historical reasons. As a result, we define a
new coupling parameter λa for each interaction term IBa by
ga ≡ N2−t(Ba)λa , (2.10)
and we decide to keep the λa’s fixed when N → ∞. The action rewrites in terms of the
’t Hooft scalings as
S(X) = N
(
1
2
tr(XXT) +
∑
a∈S
N1−t(Ba)λa Ia(X)
)
. (2.11)
Note that in matrix models, there exists an optimal scaling for all the coupling constants
in the action, similarly to vector models. In particular, the optimal scaling is the same for
the couplings of all interaction terms with the same number of traces. This is a special
feature of matrix models. As a consequence, the interaction vertex associated with any
interaction term contributes to the leading sector, by definition of optimal scaling.
Let us compute the power of N associated with a given connected Feynman graph G.
From the action (2.11), we deduce that there is a factor 1/N associated to each propagator
in G, a factor N2−t(Ba) to each interaction vertex of type Ia in G and a factor N to each
face (or closed stranded loop) in G. Overall, the amplitude A(G) of G thus scales with N
like
A(G) ∼ N−p+
∑
a∈SG (2−t(Ba))+f ≡ N2−h , (2.12)
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where we introduced the parameter h defined as
h = 2 + p−
∑
a∈SG
(
2− t(Ba)
)− f . (2.13)
The fact that the ’t Hooft scalings (2.10) yield a well-defined 1/N expansion is ensured
by the following theorem.
Theorem 2. Let G be a connected Feynman graph of the O(N) × O(N) matrix model.
Then, h ≥ 0. In other words, the power of N associated with any connected Feynman
graph G is bounded above by 2.
Proof. Using Eq. (2.6), the parameter h can be rewritten as
h = 2g + 2
[
1 +
∑
a∈SG
(
t(Ba)− 1
)− c(G˜)] . (2.14)
The first term on the RHS of this expression is non-negative since g ∈ 1
2
N. Let us show
that the second term in brackets is also non-negative. The argument is similar to the one
used in the first version of the proof for Theorem 1 in the case of vector models.3 Breaking
down the multi-trace interaction vertices of type Ba in G into their t(Ba) single-trace parts
yields the ribbon graph G˜, which has c(G˜) connected components. In this process, breaking
down a given interaction vertex with t(Ba) traces can increase the number of connected
components by at most t(Ba)− 1. The total number of connected components generated
after the whole process is thus at most
∑
a∈SG(t(Ba)− 1). Since G is connected, it implies
c(G˜)− 1 ≤∑a∈SG(t(Ba)− 1). Finally, since h corresponds to a sum of two non-negative
terms, it is also non-negative.
For later purposes, it is useful to write the parameter h given in Eq. (2.14) in terms
of the Feynman data in the colored representation. Using the identities (2.7), this yields
h = 2g(B) + 2
[
1 + F12(B)− v(B)−B
]
, (2.15)
where v(B) corresponds to the number of interaction bubbles in B. From Eq. (2.14) or
(2.15), one can remark that h is a non-negative integer, i.e. h ∈ N.
If we denote by {Gh} the set of connected Feynman graph of fixed h, then the 1/N
expansion of the O(N)×O(N) matrix models with scaling (2.10) can be written as
F =
∑
h∈N
N2−hFh , (2.16)
where Fh corresponds to a sum over connected Feynman graphs G in {Gh} weighted by
some amplitude A˜(G) that includes the factors λa for a ∈ SG and the combinatorial
factors:
Fh =
∑
G∈{Gh}
A˜(G) . (2.17)
3It can also be seen as a special case of the connectivity inequality (A.2), see Ref. [1]. Moreover, it
can be interpreted as the number of loops (in the sense of independent cycles) in a connected abstract
graph whose vertices are the connected components of the ribbon graph G˜ and the multi-trace interaction
vertices in G, and whose edges join each multi-trace interaction vertex to all the connected components
it belongs to.
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In particular, the 1/N expansion is well-defined. Similar results also hold for expectation
values of invariants, which are obtained from the free energy by taking partial derivatives
with respect to the coupling constants λa.
Case of single-trace interactions
A particular case of interest is obtained by including only single-trace interaction terms
in the action (2.3), that is, t(Ba) = 1 ∀a ∈ S. As a result, t(Ba) = 1 ∀a ∈ SG and c(G˜) = 1
for any connected Feynman graph G that appears in the perturbative expansion of the
free energy, so that Eq. (2.14) reduces to
h = 2g , (2.18)
and the 1/N expansion (2.16) becomes
F =
∑
g∈ 1
2
N
N2−2gFg . (2.19)
The 1/N expansion for single-trace interactions can be nicely interpreted as a genus
expansion. Since the genus is a topological invariant for connected surfaces, it is therefore
a topological expansion. In particular, Fg corresponds to a weighted sum over embedded
graphs of genus g, or equivalently, over discretized surfaces of genus g. In many cases, it
can be shown that for any fixed g, Fg is a convergent series in λa with a finite radius of
convergence [94].
For general multi-trace interactions, the discretized surfaces associated with the Feyn-
man graphs can have several connected components. Hence, the parameter h combines
topological information as well as connectivity information. This is further clarified in
the next section for the leading sector.
2.4 Leading sector: planar graphs
According to Eq. (2.16), the leading order Feynman graphs satisfy h = 0. Using Eq. (2.14),
it is equivalent to the conditions∑
a∈SG
(
t(Ba)− 1
)
= c(G˜)− 1 , (2.20)
g = 0 . (2.21)
The first condition is similar to the interpretation of bubble graphs for vector models, as
explained in Section 1.4. It implies that a leading order Feynman graph G is effectively
“maximally disconnected” with respect to its interaction vertices. More precisely, using
the argument in the proof of Theorem 2, the single-trace parts of each multi-trace vertex
must belong to distinct connected components of the ribbon graph G˜ associated with G.
Note that this is automatically satisfied for single-trace interaction bubbles. As for the
second condition, it says that each connected component of G˜ must be planar, that is,
they must correspond to graphs embedded on the sphere S2. Examples of leading order
Feynman graphs are the graph on the left and the two on the right of Figure 2.3 or 2.5.
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A geometrical interpretation of the LO Feynman can also be given using the footnote
2 in the proof of Theorem 2. In terms of the connected abstract graph described in
the footnote, being maximally disconnected means that it corresponds to a tree. Then,
since planar graphs correspond to discretized spheres, a LO Feynman graph can thus be
interpreted geometrically as a tree of discretized spheres.
If we restrict the action to single-trace interactions only, the large N limit is then
governed by planar graphs. We already stressed the importance played by planar graphs
in theoretical physics, from QCD to holography. Many nice properties of matrix models
result from planar graphs. For instance, they can be precisely counted through algebraic
equations and their number is exponentially bounded at fixed number of vertices [20].4
The last point implies that the LO free energy F0 is convergent with a non-zero radius
of convergence and therefore exhibits a critical behavior. There are different methods to
compute the corresponding susceptibility critical exponent, including purely combinatorial
approaches and the saddle-point approximation approach. The interested reader can find
more details on these types of computations in [20, 62, 92, 93]. Here, we only describe
the critical properties.
In the case of matrix models based on a single generic single-trace interaction with
coupling constant λ and with ’t Hooft scaling, the LO free energy exhibits a critical
behavior of the form
F0,sing(λ) ∼ (λc − λ)2−γ with γ = −1
2
, (2.22)
where λc is some critical value. The value γ = −12 of the susceptibility critical expo-
nent means that generically, matrix models fall into the universality class of pure two-
dimensional gravity [19]. As random objects, planar graphs converge in the continuum
limit to a random continuous space called the Brownian map [97]. This is a strong evi-
dence that matrix models are intimately connected to two-dimensional quantum gravity.
More information on this connection can be found in [19] and references therein.
Results for multi-trace matrix models can also be found in the literature [95]. In this
case, several critical behaviors can be achieved depending on the values of the different
coupling constants. As explained above, the LO Feynman graphs correspond to trees
of planar graphs. Thus, there is a competition between the tree-like structure of the
graphs and their surface-like structure. When the tree-like structure dominates over
the surface-like structure, the continuum limit corresponds to the universality class of
branched polymers (γ = 1
2
); while in the reverse situation, it falls into the universality
class of pure two-dimensional gravity (γ = −1
2
). Interestingly, when the two structures
are both competitive, a new continuous phase can be reached with γ = 1
3
, which describes
baby universes [96]. Finally, tuning more couplings to criticality leads to more phases
with various (positive) susceptibility critical exponents.
The above critical behaviors are all obtained for large N matrix models in zero di-
mension. In this special case, the sum over planar graphs can be thoroughly analyzed
with various techniques. In contrast, if one is interested in large N matrix models in one
dimension, i.e. matrix quantum mechanics, the sum over planar graphs becomes much
more involved and it is not known how to evaluate it analytically. This situation happens
4We note that contrary to the bubble graphs of vector models, planar graphs cannot be obtained
through a recursive procedure of 2-point graph insertions.
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for instance in the case of holographic quantum models of black holes. Of course, the same
observation holds in higher dimensions, for instance in QCD. It is therefore natural to
look for strategies that simplify the sum over planar graphs but also captures its physics.
One possibility, initiated in [65] and further discussed in Chapter 4, is to introduce a new
parameter D in the models that allows for the study of the large D limit of the planar
graphs. For an appropriate large D scaling of the coupling constants, a subset of the
planar graphs dominates when D →∞, which is simple enough to be summed explicitly
and studied analytically and yet relevant because it reproduces some important aspects
of the physics associated with the full sum over planar graphs. In particular, these models
display in the large D limit the same properties observed in the SYK model and SYK-like
tensor models.
2.5 Discussion
In this section, we regroup further comments on matrix models. We first discuss the case
of matrix models based on a complex matrix with symmetry group U(N) × U(N). We
then describe what happens when we reduce the symmetry to a single group O(N) or
U(N) for a real symmetric matrix or a complex Hermitian matrix respectively.
2.5.1 Case of complex matrices
The O(N) × O(N) matrix models can be straightforwardly modified to matrix models
with symmetry U(N)×U(N) based on a complex matrix X = (Xa1a2) and its Hermitian
conjugate X† = (X†a2a1) = (X¯a1a2), where X¯ denotes the complex conjugate matrix. The
transformation laws in terms of the matrix components are
Xa1a2 → X ′a1a2 = U (1)a1a′1U
(2)
a2a′2
Xa′1a′2 , X
†
a2a1
→ X† ′a2a1 = U¯ (2)a2a′2U¯
(1)
a1a′1
X†a′2a′1 , (2.23)
where U (1) and U (2) are independent N × N unitary matrices. In particular, the two
matrix indices are again distinguishable; hence, we can assign two distinct colors to them.
Invariant interaction terms are now of the form
Ia(X,X†) =
ta∏
i=1
tr(XX†)pi(a) , (2.24)
and the action can be written in terms of the ’t Hooft scalings as
S(X,X†) = N
(
tr(XX†) +
∑
a∈S
N1−t(Ba)λa Ia(X,X†)
)
. (2.25)
Note that the t’Hooft scalings are the same as earlier. From there, a reasoning similar
to the one used it the previous sections can be applied. We point out a few interesting
remarks. First, there are two distinct variables X and X† and to be consistent with the
U(N) × U(N) symmetry, an index of X is always contracted with an index of X† in an
invariant interaction term Ia. As a consequence, the interaction bubbles Ba are manifestly
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Figure 2.6: Examples of interaction bubbles and propagator of the U(N)×U(N) matrix
models in the colored representation. In particular, the interaction bubbles are manifestly
bipartite and the propagator always connects a black vertex with a white vertex in a
Feynman graph.
bipartite.5 A few examples are illustrated in Figure 2.6, where the vertices associated with
a X are drawn as black vertices and the ones associated with a X† as white vertices.
Second, the free propagator deduced from the action (2.25) is given by〈
Xa1a2X
†
b2b1
〉
0
=
1
N
δa1b1δa2b2 . (2.26)
It implies that the propagators in the stranded representation always correspond to un-
twisted ribbon edges. The Feynman graphs of the U(N) × U(N) matrix models thus
correspond to orientable embedded graphs and form a strict subset of the ones for the
O(N)×O(N) matrix models. This observation follows a general trend: larger the symme-
try group, smaller the set of Feynman graphs. In the colored representation, the equivalent
statement is that dashed edges of color 0 only connect a black vertex with a white vertex
(see Figure 2.6); hence, the Feynman graphs are bipartite.
Finally, in the large N limit, the leading sector of U(N)×U(N) matrix models is the
same as the one for O(N) × O(N) matrix models (up to combinatorial factors), that is,
it contains all the “maximally disconnected” planar graphs.
2.5.2 Case of reduced symmetry
A natural question to ask is whether similar results can be obtained if we reduce the sym-
metry group down to a single group O(N) or U(N). For instance, the case of O(N) would
correspond to models based on a real symmetric matrix X = XT with transformation law
X → X ′ = OXOT, where O ∈ O(N). In the terminology of random matrices, X would
be in the Gaussian Orthogonal Ensemble (GOE) [92]. As for the case of U(N), it would
correspond to models based on a complex Hermitian matrix X = X† with transformation
law X → X ′ = UXU †, where U ∈ U(N); X would then be in the Gaussian Unitary
Ensemble (GUE) [92].
Such models differ from the ones studied above in an important aspect: the matrix
indices transform with respect to the same symmetry group and thus cannot be dis-
tinguished, that is, they cannot be assigned distinct colors. The colored representation
5Note that the interaction bubbles in the O(N) × O(N) models are also bipartite because of the
symmetry group, even though there is a single real matrix X.
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therefore breaks down because there is no well-defined notion of bubble anymore. How-
ever, the stranded representation can still be used with the difference that there are no
colors assigned to the strands. As a consequence, there are many more Feynman graphs
that appear in perturbation theory, which is consistent with the general trend mentioned
above because the size of the symmetry group has been reduced. From the point of view of
embedded graphs in the ribbon graph representation, not having colors is not a problem.
The Feynman graphs of the models with reduced symmetry still correspond to embed-
ded graphs and the free energy still admits a well-defined 1/N expansion onto embedded
graphs, governed by the genus. More details can be found in [92, 93, 62]. We emphasize
that this result is rather specific to matrix models. In particular, it does not directly hold
for tensor models (see next chapter).
42
Chapter 3
Large N tensor models
After vector and matrix models, it is natural to study theories based on tensor degrees of
freedom. In this case, the field corresponds to a tensor of rank R whose R indices take
values from 1 to N . The number of degrees of freedom is thus N ∼ NR. In the previous
chapters, we observed that for vectors and matrices, which can be viewed as tensors of
rank 1 and 2 respectively, the models become solvable in the limit of a large number of
degrees of freedom. This was made possible by constructing a well-defined and non-trivial
1/N expansion for the models and by restricting the expansion to the Feynman graphs
that dominate when N is large. The question for tensor models is therefore whether one
can define a 1/N expansion in the same spirit and whether the set of Feynman graphs that
dominate in the large N limit is analytically tractable. Because the complexity of taking
the large N limit increases from R = 1 to R = 2, one would a priori expect that tensor
models for R > 2 are more difficult than matrix models. As we shall see, it is nevertheless
possible to find tensor models that become solvable and tractable in the large N limit.
Initially, tensor models were introduced as a generalization of random matrix models
to higher dimensions. More precisely, we remarked in Chapter 2 that the perturbative
expansion of matrix models performs a sum over discretized surfaces. By extension, tensor
models are the natural generalization that implement in a consistent way a sum over
higher dimensional discretized geometries. This idea can be related to quantum gravity
above two dimensions [21] in the same way as for matrix models in two dimensions.
As explained in the introduction, this approach is based on a discretized version of the
path integral for gravity, which can be described in R dimension by a weighted sum over
discretized R-dimensional geometries and topologies. As a result, having complete control
over tensor models may in principle lead to advances in the understanding of quantum
gravity. However, no progress could be made at first because one could not construct a
1/N expansion that simplifies the models when N is large.
The situation changed with the discovery of the 1/N expansion [22] for colored tensor
models [23]. These models are based on R+1 different complex tensors of rank R, T ja1a2···aR
with j = 0, 1, . . . , R and ai = 1, 2, . . . , N for i = 1, 2, . . . , R. Their symmetry group is
U(N)R(R+1)/2 and they include a single type of interaction term. The perturbation ex-
pansion of these models supports a well-defined and non-trivial 1/N expansion indexed
by a new integer, the Gurau degree, hereafter called degree, which plays in higher dimen-
sions the role of the genus. However, it is no longer a topological invariant for R ≥ 3.
The Feynman graphs that dominate in the large N limit have degree zero and are called
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melons. Their structure was first identified in [25] and it was shown that they correspond
to discretized spheres in R dimensions [22]. Surprisingly, for R ≥ 3, melons are more re-
stricted than planar graphs. In particular, the leading sector of the colored tensor models
is less complex that the one for matrix models. It is more similar to vector models in
the sense that it is characterized by a recursive structure, it can be summed explicitly by
mapping the melons to (decorated) trees [25, 98] and it behaves like branched polymers
[87]. Colored tensor models provided the first analytically tractable theory of random dis-
cretized geometries in dimensions higher than two. It opened interesting perspectives on
quantum gravity in arbitrary dimensions, nicknamed the tensor track [27]. An exhaustive
review of colored tensor models can be found in [99].
It was later discovered that a second class of tensor models admits 1/N expansions, the
so-called uncolored tensor models [24]. These models differ from their colored counterpart
in the number of tensor fields, in the symmetry group and in the allowed interactions.1
More precisely, they are based on a single, uncolored complex tensor of rank R, Ta1a2···aR
with ai = 1, 2, . . . , N for i = 1, 2 . . . , R, the symmetry group is reduced to U(N)
R and
any interaction invariant under the action of this symmetry group can be considered (see
below for more details). For R ≥ 3, there is a much larger class of possible interactions
than in the case of vector, matrix or colored tensor models. To define a large N expansion
for uncolored tensor models, Bonzom, Gurau and Rivasseau (BGR) introduce in [24] a
particular scaling of the coupling constants that yields a well-defined and non-trivial 1/N
expansion. Remarkably, this expansion is indexed by the degree of the Feynman graphs,
as in colored tensor models.
In this chapter, we focus on the study of uncolored tensor models or tensor models
for short. The first objective is to generalize the analysis of [24] to the symmetry group
O(N)R based on a single real tensor, which was first done in Ref. [1]. Note that the first
instance of models based on a real tensor was [59] for R = 3. However, the authors do not
use the BGR scaling in the large N limit and the general approach is distinct from the one
in [24] (see below). Here, we follow the approach of [24] and we generalize the associated
tools to establish the 1/N expansion, which includes the jackets and the degree.
The second objective of this chapter concerns enhanced scalings. As explained in
Section 1.3, a large N scaling for a particular coupling constant is optimal if it yields a
well-defined and non-trivial 1/N expansion. In particular, it means that it is impossible
to enhance an optimal scaling and when an optimal scaling is found for a given coupling
constant, the corresponding interaction vertex can appear an arbitrary number of times in
leading order Feynman graphs. As we shall review, the BGR scaling is optimal for melonic
interactions, but is not optimal in general. For a given interaction, the corresponding
optimal scaling, if it exists at all, can be very complicated to compute in tensor models.
In fact, optimal scalings are understood only for a small subset of all possible interactions.
This is drastically different from what happens in vector and matrix models, where the
optimal scaling is known for any interaction.
Finding optimal scalings for non-melonic interactions is an important and active re-
search topic, first initiated in [26]. It allows one to define new large N expansions for
tensor models for which the class of leading order Feynman graphs is larger than the class
of melons. In terms of physics, a larger leading sector means that more physical phenom-
1In fact, uncolored tensor models can be obtained from colored ones by integrating out all the colored
tensors but one, which leads to an effective action for a single uncolored tensor, see [98].
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ena can be a priori described when N is large. Up to now, the study of optimal scaling
has been mainly conducted on a case-by-case basis for specific interactions or specific
ranks. An interesting instance of non-BGR scaling was introduced in [100] for a mixture
of melonic and non-melonic quartic interactions at rank four. The leading sector inter-
polates between the usual expansion of tensor models dominated by melonic graphs and
the topological expansion of matrix models dominated by planar graphs. Other examples
treated in the literature can be found in [101].
An important example of non-BGR scaling was studied in [59] for the O(N)3 tensor
models. The relevance of the non-BGR scaling can be understood at the level of the
two quartic interactions, called the pillow and the tetrahedric interactions. If the BGR
scaling is used, the pillow interaction, which is melonic, always dominates the tetrahedric
interaction, which is non-melonic. Instead, the authors use the optimal scaling for the
tetrahedric interaction obtained by enhancing the BGR scaling. As a result, both inter-
actions contribute to the leading sector, which is therefore much larger than for the BGR
scaling. The remarkable point is that in spite of the non-trivial enhancement, the large N
limit still exists and the leading order Feynman graphs can be identified for the quartic
interactions. In particular, they are no longer melonic in the traditional BGR sense.
The approach of [59] is inspired from another class of tensor models, called multi-
orientable (MO) [102]. These models are based on a mixed symmetry group U(N)2×O(N)
and a single interaction term identical to the tetrahedric interaction. Because of the mixed
symmetry, they yield in perturbation theory a class of Feynman graphs strictly larger than
the class of Feynman graphs of standard models. It was proven in [103] that MO tensor
models admit a well-defined 1/N expansion and that in the large N limit, melonic graphs
(in the sense of colored models) dominate the expansion. More details on MO tensor
models can be found in the review [104] and references therein.
The non-BGR scaling used in [59] was an important inspiration for the new scaling
introduced in [65] and extended in Ref. [2], both in the context of O(D)-invariant matrix
models. These models correspond to matrix-tensor models with R = 3 (see Chapter 4)
and for N = D, they reduce to usual tensor models with symmetry group U(N)2×O(N).
In [65], the new scaling enhances the BGR scaling for all non-planar interactions. It also
enhances the scaling of [59] for infinitely many interactions, except when it is already
optimal, as for the tetrahedric interaction. Then, it is shown that the new scaling leads
to a well-defined large N limit. We will come back to [65, 2] in the next chapters.
In the three types of models described above–namely, the O(N)3 tensor models, MO
tensor models and O(D)-invariant matrix models–the approach seems to rely heavily on
the particular case of rank three. In Ref. [1], it was generalized to O(N)R tensor models
of any rank R and to all interactions. This is an important part of this thesis. In
this reference, a new large N scaling is defined and studied, which enhances the BGR
scaling for all non-melonic interactions and which coincides with the scaling of [65] for
R = 3. Tensor models with U(N)R symmetry group can be treated as special cases. This
enhanced scaling yields a well-defined and non-trivial large N expansion with expansion
parameter 1/N
1
R−1 . This is in contrast with the BGR scaling, for which the expansion
parameter is 1/N . Moreover, the large N expansion is indexed by a new quantity called
the index of the Feynman graphs, which plays in higher dimensions the role of the genus
but is not a topological invariant for R ≥ 3, similarly to the degree. This index has a very
natural interpretation in terms of all the possible matrix models one can embed in the
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tensor model. The leading Feynman graphs, called generalized melons, have index zero
and form a larger class than the standard melons, which have degree zero. Their general
classification remains a difficult open problem. Interestingly, the construction of Ref. [1]
singles out a new interesting family of models based on maximally single-trace (MST)
interactions, which generalize to tensor models the single-trace interactions of matrix
models. The enhanced scaling can be shown to be optimal for all MST interactions.
Finally, another important result of Ref. [1] is the classification of the leading order
Feynman graphs in the particular case of the complete interaction of order R + 1, when
R is a prime number.
We emphasize that in Ref. [1], most of the results are obtained in the context of matrix-
tensor models, which are introduced in Chapter 4. Tensor models can be straightforwardly
obtained from matrix-tensor models by setting N = D. For the sake of clarity, we decided
to present in this chapter the results of Ref. [1] in the language of tensor models so that
they are easily accessible. In Chapter 4, we will give the results a second time for matrix-
tensor models, which means that there are necessarily many overlaps between this chapter
and the chapter on matrix-tensor models. Also, many parts of this chapter are taken from
Ref. [1], with slight adaptations and additional details.
The structure and the approach used in this chapter are the same as in the previous
chapters. First, we start with a general description of the O(N)R tensor models and
we define the invariant interactions. We then describe the Feynman graphs obtained
in perturbation theory using the stranded and the colored representations. In the case
of tensor models, the colored representation is particularly well-suited. In Section 3.3,
we introduce important graph-theoretical tools in this representation, which include d-
bubbles, jackets, degree, 3-bubble subgraphs and index. In Section 3.4, we review the
BGR scaling and the corresponding large N expansion suitably generalized to O(N)R
tensor models with multiply-connected interaction bubbles. We also describe the leading
sector which involves the melonic graphs. In Section 3.5, we introduce the new enhanced
scaling, we work out the corresponding large N expansion and we discuss the leading
sector made of generalized melons. Moreover, we show that the enhanced scaling is
optimal for MST interactions and we give a few details on the classification of the leading
order Feynman graphs for models based on the complete interaction (the full proof can
be found in Appendix B).
3.1 Definition of the models
We consider in this chapter models based on a real tensor of rank R, T = (Ta1a2···aR) with
ai = 1, 2, . . . , N for i = 1, 2 . . . , R, which transforms under the external tensor product
of fundamental representations of the direct product of R copies of O(N), denoted as
O(N)R. The number of degrees of freedom is thus N = NR and the transformation law
in terms of the tensor components Ta1···aR is given by
Ta1a2···aR → T ′a1a2···aR = O
(1)
a1a′1
O
(2)
a2a′2
· · ·O(R)aRa′RTa′1a′2···a′R , (3.1)
where O(i), i = 1, 2, . . . , R, are R independent N×N orthogonal matrices. In other words,
each O(N) group of O(N)R acts independently on one of the tensor index of T , say, the
first group on the first tensor index a1, the second group on the second tensor index a2
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and so on. The R tensor indices are thus distinguishable. Remark that for R = 2, we
naturally recover the matrix models studied in Section 2.1.
To construct an invariant action, we need to understand the invariants that can be
built from the tensor T . We usually deal with trace invariants [24], which are polynomials
in the tensor components Ta1···aR such that the indices that transform under the same
group are all contracted two by two. This ensures the O(N)R invariance. We denote by
Ia(T ) a trace invariant, where a is some label in a discrete set S, and by sa the number
of entries T in Ia(T ). A generic invariant can thus be formally written as
Ia(T ) = Ta1,1···aR,1Ta1,2···aR,2 · · ·Ta1,sa ···aR,sa , (3.2)
where the O(N) indices transforming under the same group are contracted pairwise and
summed over. In particular, it means that the number sa of entries is necessarily even.
As we shall see in Sec 3.2.2, these trace invariants Ia(T ) are mapped to R-bubbles Ba;
hence, we label them as Ia(T ) ≡ IBa(T ). Note that this is again consistent with O(N)2
matrix models (see Section 2.1). Examples of trace invariants are:
• T · T ≡ Ta1a2···aRTa1a2···aR (s = 2);
• IB1 = Ta1a2a3Ta1b2a3Tb1b2b3Tb1a2b3 (R = 3, s1 = 4);
• IB2 = Ta1a2a3Ta1b2b3Tb1b2a3Tb1a2b3 (R = 3, s2 = 4);
• IB3 = Ta1a2a3Ta1a2a3Tb1b2b3Tb1b2b3 (R = 3, s3 = 4);
• IB4 = Ta1a2a3a4Ta1b2a3a4Tb1b2b3b4Tb1a2b3b4 (R = 4, s4 = 4);
• etc.
In these examples, we singled out the unique invariant with two entries T , which corre-
sponds to the mass term in the action. Remark that since tensors have more indices than
matrices, many more interaction terms can be built.
An invariant action S(T ) for the O(N)R tensor models can thus be written as
S(T ) =
NR−1
2
T · T +
∑
a∈S
ga IBa(T ) =
NR−1
2
T · T + V (T ) , (3.3)
where ga is the coupling constant associated with IBa(T ). Again, we isolated the quadratic
mass term, we set the mass to one and we regrouped higher order interaction terms IBa
in the interaction potential V (T ). The factor of NR−1 in front of the mass term is set for
further convenience.
The partition function Z and the free energy F associated with the action (3.3) are
given by
Z = exp(−F ) =
∫
[dT ] e−S(T ) =
∫
[dT ] e−
NR−1
2
T ·T−∑a∈S ga IBa (T ) , (3.4)
where the path integral measure [dT ] reduces in zero dimension to the product of NR
simple integral measures on R: [dT ] =
∏N
a1,a2,...,aR=1
√
NR−1
2pi
dTa1a2···aR . Similar expres-
sions hold for general n-point functions. In particular, the free 2-point function or free
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propagator is given by〈
Ta1a2···aRTb1b2···bR
〉
0
=
1
NR−1
δa1b1δa2b2 . . . δaRbR . (3.5)
In order to define a 1/N expansion for tensor models, we go to perturbation theory
and expand the partition function (or the free energy) in powers of the coupling constants
ga in the action (which are assumed to be small) so as to make contact with Feynman
graphs.
3.2 Feynman graphs
As usual, we focus on the perturbative expansion of the free energy F , which can be
written in the form of an expansion onto connected Feynman graphs. The Feynman rules
for tensor models can be constructed in the same way as in Section 1.2 for vector models or
Section 2.2 for matrix models. On the one hand, an interaction term IBa is represented as
a vertex of degree sa with factor −ga and with sa external field components Ta1a2···aR . On
the other hand, each edge or propagator between field components Ta1a2···aR and Tb1b2···bR
corresponds to a Wick’s contraction with assignment (3.5). We denote by G a connected
Feynman graph that appears in the perturbative expansion of F . We write its amplitude
A(G), which is N -dependent. As for O(N)2 matrix models, it is useful to describe the
Feynman graphs using equivalent representations.
3.2.1 Stranded representation
The stranded representation for tensor models is constructed similarly as for vector and
matrix models. Since the field components Ta1a2···aR have R distinguished indices, we
represent them as R strands with R distinct colors, say, color 1 for the first index, color
2 for the second index, etc. The Feynman rules for the vertices associated with IB1 , IB2 ,
IB3 and IB4 defined above and for the propagator are given in the stranded representation
in Figure 3.1. The vertex associated with Ia(T ) consists in sa R-tuples of strands, one
R-tuple with R distinct colors for each field component, and strands are linked two by
two via a corner if they carry the same O(N) index. As for the propagator, it corresponds
to R strands of distinct colors i ∈ {1, 2, . . . , R}, which connects two R-tuples of strands
in vertices, respecting the colors.
Given a connected Feynman graph G in the stranded representation, we denote by
p its number of propagators, by v its number of interaction vertices, by f its number
of closed stranded loops and by SG the discrete set that accounts for the different types
of interaction vertices appearing in G. Note that G may effectively correspond to a dis-
connected stranded graph, denoted as G˜, because nothing restricts an interaction vertex
to be effectively disconnected (see Figure 3.1). We denote by v˜ the number of effective
“connected” interaction vertex in G˜.
In fact, the stranded representation for tensor models is rather cumbersome to use so
that we generally rely on the colored representation.
48
Figure 3.1: Feynman rules in the stranded representation for some vertices and for the
propagator of the O(N)R tensor models. Strands associated with the first (resp. second,
third, etc.) tensor index are labeled with the color 1 (resp. 2, 3, etc.). For clarity, the
colors of the strands have not been indicated. The coupling parameters τa are defined in
Eq. (3.24) and correspond to the BGR scaling whereas the coupling parameters λa are
defined in Eq. (3.49) and correspond to the enhanced scaling.
Figure 3.2: Interaction bubbles corresponding to the vertices of Figure 3.1 and repre-
sentation of the propagator in the colored representation. The first graph on the left is
commonly called the pillow interaction and the second one the tetrahedric interaction.
They both have four vertices and correspond to tensors of rank three. Their scaling with
N is the same as in Figure 3.1.
3.2.2 Colored representation
The usefulness of the colored representation becomes manifest for tensor models. It is
constructed in a similar way as for O(N)2 matrix models (see Section 2.2.2).
First, we represent the interaction terms IBa entering the action (3.3) as R-bubbles
Ba. To each tensor field T in IBa , we associate a vertex in Ba and then we draw an edge of
color i ∈ {1, 2, . . . , R} between two vertices of Ba if the corresponding tensor fields have
their ith index contracted together in IBa . This construction yields a R-bubble thanks to
the O(N)R invariance. This is illustrated in Figure 3.2 for the vertices of Figure 3.1. The
first interaction bubble on the left is often referred to as the pillow interaction (of order
four with three colors) and the second one on the left as the tetrahedric interaction (of
order four with three colors), which is based on the complete graph K4 on four vertices.
Similarly to O(N)2 matrix models, we use the notations IBa and Ba interchangeably,
referring to them as interaction terms or interaction bubbles. An interaction bubble Ba
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Figure 3.3: Example of Feynman graphs in the colored representation for the O(N)3
tensor models, constructed from the vertices of Figure 3.2. Their scaling in ga and N in
the perturbative expansion are indicated, as well as their scaling in terms of the coupling
parameters τa (see Eq. (3.24)) and λa (see Eq. (3.49)). Feynman graphs that scale like
N3 are part of the leading sector.
for tensor models may be disconnected; we denote by c(Ba) the number of connected
components of Ba. Unlike O(N)2 matrix models, the number of connected components is
however not related to the number of traces as there is no notion of “trace” for tensors
of rank R > 2.
If we restrict ourselves to bipartite interaction bubbles Ba, then we obtain interaction
terms for U(N)R tensor models based on a complex tensor, in the same spirit as in Section
2.5.1. For instance, the interaction bubbles presented in Figure 3.2 are all bipartite except
the tetrahedric interaction, which therefore does not exist in U(N)R tensor models.
On the other hand, the Feynman graphs G in the colored representation are mapped
to (R + 1)-bubbles; the interaction vertices being represented as interaction R-bubbles
and the propagators as dashed edges of color 0 between vertices of interaction bubbles.
Examples of Feynman graphs are shown in Figure 3.3. If we only consider bipartite
(R+ 1)-bubbles, then we recover the Feynman graphs of U(N)R tensor models. However,
we stress that any (R + 1)-bubble can be considered in the case of a real tensor.
We use once more the notation B to denote a given connected Feynman graph G in
the colored representation [1, 2]. We can relate the data associated with the stranded and
colored representations in a similar way as in Section 2.2.2. The number p of propagators
in G corresponds to the number E0(B) = 12V (B) of edges of color 0 in B. Then, the number
v of interaction vertices in G corresponds to the number v(B) of interaction bubbles in B.
Third, each closed stranded loop in G corresponds to a (0i)-face in B for i ∈ {1, 2, . . . , R}.
Fourth, the number v˜ of effective vertices in G˜ correspond to the number B(0) of connected
components of B(0). Finally, the number c(G˜) of connected components of G˜ again matches
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the number B of connected components of B. To sum up,
p = E0(B) = 1
2
V (B) , f =
R∑
i=1
F0i(B) , v˜ =
∑
a∈SG
c(Ba) = B(0) , c(G˜) = B . (3.6)
For R = 2, we explained in Section 2.2.2 that the Feynman graphs in the colored
representation, which correspond to 3-bubbles, are equivalently described in terms of
ribbon graphs in the stranded representation. For R ≥ 3, we emphasize that the Feynman
graphs in the stranded representation are not ribbon graphs. In particular, they cannot
be assigned a genus. There exist however “generalizations” of the genus for R-bubbles
with R ≥ 3, which we introduce in the next section.
3.3 Results on d-bubbles
In this section, we define different notions associated with general d-bubbles (see Section
A.1.2 for the definition). The basic idea is to find different types of embedded graphs
associated with a given d-bubble. Then, we can define new quantities for d-bubbles
constructed from quantities for these embedded graphs, such as the genus. It turns out
that this plays a crucial role in establishing 1/N expansions for tensor models. We stress
however that the notions introduced in this section hold in full generality for any d-bubble
(with d > 2, unless otherwise indicated). In particular, it does not depend on the models
where these bubbles may appear.
First, we review the concept of jackets associated with a d-bubble, which give rise
to the degree. Then, we introduce another quantity called the index with respect to a
color, which is based on identifying 3-bubble subgraphs in a d-bubble. Finally, we prove
addition formulas that hold for the degree and the index of d-bubbles.
3.3.1 Jackets and degree
The jackets of a d-bubble B were introduced in [105, 22] as a class of ribbon graphs
associated with B. In the case of uncolored tensor models [24], they were defined for
complex tensor models with symmetry U(N)R; hence, for bipartite d-bubbles. In Ref. [1],
the definition of jackets was extended to the case of O(N)R tensor models, which is more
general in the sense that d-bubbles are not necessarily bipartite. This part corresponds
to Sections 2.2.2 and 2.2.3 in Ref. [1].
As explained in Appendix A.2, there are in general many ways of embedding a given
abstract graph on a surface. Each such embedding can be described using different equiv-
alent representations. Here, we mainly use the signed rotation system representation
explained in Section A.2.3, in which distinct embedded graphs are labeled by a choice of
cyclic ordering of the edges incident to each vertex together with a choice of signature
+1 or −1 on each edge. The connection with the ribbon graph representation is straight-
forward. We use the terms embedded graphs and ribbon graphs interchangeably in the
following.
There is a natural set of embedded graphs associated to any d-bubble B. We pick
a cycle σ ∈ Sd and a partition pi of the set of vertices of the graph into two disjoint
subsets V+(B) and V−(B). The vertices in V+(B) and V−(B) are called filled and unfilled,
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respectively. The embedded graph associated with the pair (σ, pi) is then defined as
follows. The colored edges are cyclically ordered clockwise according to σ around each
unfilled vertex and anticlockwise around each filled vertex. Then, the signature of an
edge joining two vertices of the same type (filled or unfilled) is chosen to be −1 and the
signature of an edge joining two vertices of different types is chosen to be +1. The resulting
embedded graph is called a jacket associated with B and is denoted as J (B;σ, pi). As any
jacket of B contains all the vertices and edges of B, it has the same connectivity as B. In
addition, since any jacket of B corresponds to an embedded graph, it is characterized by
a genus g(J (B;σ, pi)) ≡ g(B;σ, pi), which can be computed using Euler’s formula (A.16).
Jackets have the following properties.
Proposition 3.3.1. i) A jacket J (B;σ, pi) does not depend on the choice of the partition
pi. ii) J (B;σ) = J (B;σ−1). We can thus associate 1
2
(d− 1)! distinct jackets to a given
d-bubble. iii) If one jacket J (B;σ) is orientable, then all the jackets J (B;σ′), for any σ′,
are orientable. We then say that the bubble B itself is orientable. iv) A bubble is orientable
if and only if the underlying graph is bipartite. In particular, planar jackets J (B;σ) can
exist only if B is bipartite.
Proof. i) If one changes the type of a given vertex, then, by definition, the new jacket
is obtained from the old one by a local switch. We can thus denote the jackets simply
by J (B;σ), even though, in practice, when one draws the graph, one chooses a partition
pi. ii) This is a consequence of i), because changing σ to σ−1 is equivalent to flipping the
type of all the vertices of the graph. iii) If J (B;σ) is orientable, then it is well-known
that, modulo local switches, it has a representation with untwisted ribbons only. The
underlying graph is thus manifestly bipartite. We can then use the partition pi associated
with the bipartite structure to find a manifestly orientable embedding for any jacket
J (B;σ′). iv) Immediately follows from the proof of iii).
At this stage, one has in principle two distinct notions of faces. On the one hand, we
have the (αβ)-faces of the d-bubble B, as defined in Section A.1.2. On the other hand, we
have the usual faces associated with the ribbon graphs J (B;σ). There is a fundamental
relation between the two notions given by the following proposition.
Proposition 3.3.2. The faces of the ribbon graph J (B;σ) are in one-to-one correspon-
dence with the subset of (αβ)-faces of B satisfying β = σ(α) or α = σ(β).
Proof. This is a direct consequence of the precise definition of the jackets. In particular, it
relies on the link between the signed rotation system representation and the ribbon graph
representation of embedded graphs, where an edge of signature +1 and −1 corresponds
to an untwisted and twisted ribbon edge respectively (see Section A.2.3).
The jackets of d-bubbles as defined above naturally generalize the definition of [22]. In
particular, one can check that the two definitions match for bipartite d-bubbles, in which
case they correspond to orientable embedded graphs by Proposition 3.3.1. In contrast, we
emphasize that in the general case, jackets may correspond to non-orientable embedded
graphs; hence, g(B;σ, pi) ∈ 1
2
N.
The case of 3-bubbles is particularly simple because there is only one jacket modulo
the orientation of the cycle σ. Furthermore, the genus of the jacket, which follows from
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Eq. (A.16), coincides with the genus of the 3-bubble defined in Eq. (2.8). Indeed, given
a 3-bubble B and its jacket J (B;σ) = J (B;σ−1) with σ = (123), we naturally have
c(B) = c(J (B;σ)), V (B) = V (J (B;σ)), E(B) = E(J (B;σ)). Then, Proposition 3.3.2
implies that F (B) = F (J (B;σ)). As a result,
g(B) = g(J (B;σ)) for a 3-bubble B . (3.7)
In this sense, 3-bubbles are equivalent to embedded graphs.
Based on the notion of jackets, we then define the degree of a d-bubble B, for d ≥ 3,
as the sum of the genera of its jackets [22]
degB = 1
2
∑
cycles σ∈Sd
g(B;σ) . (3.8)
The factor 1
2
simply takes into account that J (B;σ) = J (B;σ−1). By construction,
the degree is a non-negative half-integer; a stronger result can actually be proven, see
Eq. (3.10). Note that the degree of a multiply-connected bubble is the sum of the degrees
of its connected components. In the case of 3-bubbles, since there is only one jacket
modulo the orientation of the cycle, the degree coincides with the genus of the jacket, or
equivalently using Eq. (3.7), with the genus of the 3-bubble.
One can derive a useful generalization of Euler’s formula for d-bubbles, which relates
the degree to the number of faces, vertices and edges.
Proposition 3.3.3. The degree satisfies
(d− 1)c(B)− 2
(d− 2)! degB = F (B)−
1
4
(d− 1)(d− 2)V (B) , (3.9)
and in particular
2
(d− 2)! degB ∈ N . (3.10)
Proof. Eq. (3.9) follows from a simple counting of the faces using Proposition 3.3.2 and
Euler’s formula (A.16) for the jackets. Taking into account the fact that V (B) is always
even (see Eq. (A.14)), Eq. (3.9) implies (3.10).
One can check that in the case of a 3-bubble, Eq. (3.9) reduces to Euler’s formula
(2.8) as expected. In this sense, the degree provides a generalization of the genus for
d-bubbles. We will come back to this point later when we establish 1/N expansions for
tensor models.
Finally, we shall need the following crucial lemma, which is a direct generalization of
Lemma 7 in [98].
Lemma 3.3.1. For any d ≥ 4 and any choice of color α,
degB ≥ (d− 1) degB(α) . (3.11)
Proof. To any jacket J (B;σ) is associated the jacket J (B(α);σ(α)), where σ(α) is the
cycle obtained from σ by deleting the color α. The jacket J (B(α);σ(α)) is obtained from
J (B;σ) by deleting the ribbon edges associated with the edges of color α in B. It is well-
known that this operation cannot increase the genus of the ribbon graph; hence, g(B;σ) ≥
g(B(α);σ(α)). Summing this inequality over all cycles σ yields the inequality (3.11).
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3.3.2 3-bubble subgraphs and index
We now move on to the definition of the index of a d-bubble, which plays a prominent role
in this thesis and in [1, 2]. There are two equivalent ways of defining the index. The first
one relies on the degree defined previously and Lemma 3.3.1; whereas the second one is
based on identifying another class of embedded graphs associated with a d-bubble, namely
its 3-bubble subgraphs.2 To stick with the presentation of Ref. [1], we use the first way to
define the index and we deduce the second one as a proposition. This part corresponds to
Sections 2.3.1 and 2.3.2 in Ref. [1]. We use the set of colors C = {0, 1, . . . , d−1}, singling
out the color 0 for convenience and using latin indices i, j, etc., to label the colors from
1 to d− 1, but not 0.
The index of a d-bubble B, d ≥ 4, with respect to the color 0 is defined by
ind0 B = 1
(d− 3)!
(
degB − (d− 1) degB(0)
)
. (3.12)
From (3.10) and (3.11), we deduce that the index is a non-negative half-integer,
ind0 B ∈ 1
2
N . (3.13)
If B is bipartite, the decomposition formula (3.15) below actually shows that ind0 B is
an integer. If the bubble is multiply-connected, its index is the sum of the indices of the
connected components. For d = 3, the index of a 3-bubble coincides with its degree and
its genus.
Consider a d-bubble with d ≥ 4. As explained in Section A.1.2, removing all the edges
of some colors in B yields another bubble. A particular case of interest is to consider the
set of all 3-bubbles B(0ij), i, j ∈ C = {0, 1, . . . , d − 1}, obtained from B by keeping the
edges of colors 0, i, j and deleting all the others. We call these 3-bubbles the 3-bubble
subgraphs of B (with respect to the color 0). In particular, there are 1
2
(d − 1)(d − 2)
distinct 3-bubble subgraphs associated with a d-bubble B. Note that the connectivity of
the 3-bubble subgraphs associated with B is not necessarily the same as the connectivity
of B itself, since we removed edges.
The 3-bubble subgraphs B(0ij) of a d-bubble B are natural objects to consider because
they are equivalent to ribbon graphs (in the sense of Eq. (3.7)). Hence, they provide a
class of embedded graphs associated with any d-bubble, similarly to the jackets. Each
3-bubble subgraph B(0ij) is characterized by a genus g(B(0ij)) ∈ 12N, given by a Euler’s
formula of the form (2.8),
2B(0ij) − 2g(B(0ij)) = V (B(0ij))− E(B(0ij)) + F (B(0ij))
= −1
2
V (B(0ij)) + F0i(B(0ij)) + F0j(B(0ij)) + Fij(B(0ij)) .
(3.14)
Additionally, there is yet another non-negative quantity associated with each B(0ij), given
in Eq. (A.13), which results from the connectivity inequalities, see Section A.1.2.
The following proposition, called the decomposition formula, relates the index of a
d-bubble B with the two above non-negative quantities associated with its 3-bubble sub-
graphs B(0ij).
2The idea of 3-bubble subgraph of a d-bubble was introduced in [22] under the name of bubble in the
context of colored tensor models.
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Proposition 3.3.4. (First form of the decomposition formula) The index can be expressed
as a sum of manifestly non-negative contributions as
ind0 B =
∑
i<j
(
g(B(0ij)) + Fij(B)−B(0ij) −B(0) +B
)
. (3.15)
Equivalently, using (A.13), the decomposition formula (3.15) can be rewritten as
ind0 B =
∑
i<j
g(B(0ij)) + δ0;d−3(B) . (3.16)
For d = 3, there is only one 3-bubble subgraph of B, which is B itself. In addition, the
second term on the RHS of the above equation vanishes so that the index of B coincides
with its genus, as expected. For d > 3, one can also use Eq. (A.9) to obtain an alternative
expression. For example, for d = 4, we get
ind0 B =
3∑
i=1
g(B(i)) +
3∑
i=1
(
B(0i) −B(i) −B(0) +B) , (3.17)
and for d = 5,
ind0 B =
∑
1≤i<j≤4
g(B(ij)) + 3
2
4∑
i=1
(
B(0i) −B(i) −B(0) +B)
+
∑
1≤i<j≤4
(
B(0ij) −B(ij) −B(0i) +B(i)) . (3.18)
Proposition 3.3.4 provides a first form of the decomposition formula. In Section 3.5,
a second form will be derived (see Proposition 3.5.1), which has a natural physical in-
terpretation. Remark that an equally valid presentation for the index of a d-bubble
would consist in using the decomposition formula (3.15) as a definition and then derive
Eq. (3.12), instead of the other way around.
Proof. The proof uses the following lemma, which is the analogue of Eq. (3.9) for the
index.
Lemma 3.3.2. The index can be expressed as
ind0 B = 1
2
(d− 1)(d− 2)(B −B(0))+ 1
8
(d− 1)(d− 2)V (B)
+
1
2
∑
i<j
Fij(B)− 1
2
(d− 2)
∑
i
F0i(B) . (3.19)
The expression (3.19) is obtained by using Eq. (3.9) for the d-bubble B and the (d−1)-
bubble B(0) and decomposing
F (B) =
d−1∑
i=1
F0i(B) +
∑
i<j
Fij(B) , F (B(0)) =
∑
i<j
Fij(B) . (3.20)
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Figure 3.4: Construction of a new bubble B from bubbles B1 and B2, such that degB =
degB1 +degB2 and ind0 B = ind0 B1 +ind0 B2 (Proposition 3.3.5). Dashed edges represent
edges of color 0.
To proceed further, we use Euler’s formula (3.14) for all the 3-bubble subgraphs B(0ij).
Summing the resulting 1
2
(d− 1)(d− 2) equations yields∑
i<j
(
2B(0ij)− 2g(B(0ij))
)
= (d− 2)
∑
i
F0i(B) +
∑
i<j
Fij(B)− 1
4
(d− 1)(d− 2)V (B) . (3.21)
We then use this result to eliminate V (B) from Eq. (3.19) to get Eq. (3.15).
One can check that Eq. (3.19) reduces to Euler’s formula (2.8) in the case of a 3-
bubble, as expected. As a result, the index can also be regarded as a generalization of
the genus for d-bubbles, at the same level as the degree. For a given d-bubble B, the two
notions are related by Eq. (3.12).
3.3.3 Addition formulas
We finish this section with useful formulas for the degree and the index of d-bubbles.
Proposition 3.3.5. (Addition formulas) Consider two d-bubbles B1 and B2 and the so-
called 2-point graphs B˜1 and B˜2 obtained by cutting open any edge of color 0 in B1 and
B2 respectively. Build a new d-bubble B by gluing the open edges of color 0 in B˜1 and B˜2
as depicted in Figure 3.4 (note that there are in general two inequivalent ways to perform
this gluing). Then
degB = degB1 + degB2 (3.22)
ind0 B = ind0 B1 + ind0 B2 . (3.23)
Proof. By construction, c(B) = c(B1) + c(B2) − 1, V (B) = V (B1) + V (B2) and Fij(B) =
Fij(B1)+Fij(B2). Moreover, the two (0i)-faces, for some color i, in B1 and B2 going through
the edges of color 0 that are cut open are joined in a unique (0i)-face in B, whereas the
other (0i)-faces remain unchanged. This yields F0i(B) = F0i(B1) + F0i(B2) − 1. Overall,
we thus get F (B) = F (B1) + F (B2) − (d − 1). Eq. (3.22) then follows using Eq. (3.9)
for the bubbles B, B1 and B2. Eq. (3.23) can be proven by a similar reasoning using
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=Figure 3.5: Bubble B′ insertion (from left to right) and contraction (from right to left) on
an edge of color 0 in a bubble B. According to Proposition 3.3.5, the insertion (contrac-
tion) increases (decreases) the degree and the index of B by degB′ and ind0 B′ respectively.
Eq. (3.19) or from the definition (3.12) using Eq. (3.22) and the trivial result degB(0) =
degB(0)1 + degB(0)2 .
We define the operation of bubble insertion of a d-bubble B′ as the replacement of
an edge of color 0 in a given d-bubble B by the 2-point graph B˜′ obtained from B′,
as depicted in Figure 3.5. Proposition 3.3.5 implies that degB 7→ degB + degB′ and
ind0 B 7→ ind0 B + ind0 B′ under this operation. The inverse operation is called a bubble
contraction.
3.4 Large N expansion (1): BGR scaling
To define a large N expansion for tensor models, we need to specify how the coupling
constants ga in the action (3.3) scale with N when N →∞. The scaling must be such that
the associated 1/N expansion is well-defined and non-trivial. We observed in Section 1.3
for vector models and in Section 2.3 for matrix models that the optimal scaling is known
for the coupling constant associated with any interaction term that enters the action. As
explained in the introduction of this chapter, the situation is completely different in the
case of tensor models, as optimal scalings are understood only for a small subset of all
possible interactions.
In this section, we review the BGR scaling and the associated 1/N expansion, suitably
generalized to O(N)R tensor models for multiply-connected interaction bubbles. This part
corresponds to bits of Sections 3.2 and 3.3.4 in Ref. [1].
3.4.1 Large N expansion
The BGR scaling introduced in [24] can be generalized to the symmetry group O(N)R
instead of U(N)R and to the case of multiply-connected interaction bubbles Ba. One
defines new coupling parameters τa in terms of the couplings ga associated with the
interaction terms IBa in the action (3.3) by
ga = N
R−c(Ba)− 2(R−2)! degBaτa , (3.24)
where Ba is the R-bubble associated with IBa , which has c(Ba) connected components
and degree degBa. To formulate a large N limit, we keep the τa’s fixed when N → ∞.
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The action rewrites in terms of the BGR scaling as
S(T ) = NR−1
(
1
2
T · T +
∑
a∈S
N1−c(Ba)−
2
(R−2)! degBaτa IBa(T )
)
. (3.25)
The BGR scaling scales the coupling constants according to the degree of the associated
interaction bubbles. Since the degree is non-negative, it corresponds to a suppression
of some interaction terms. As remarked in [24], the scaling according to the degree is
however not required, the associated large N expansion can also be derived in its absence.
As in [24], we keep this scaling to simplify the computations. On the other hand, the
scaling according to the number of connected components is required. The BGR scaling
is illustrated in Figure 3.2 for some interaction bubbles.
The power of N associated with a given connected Feynman graph G in the per-
turbative expansion of the free energy can be deduced from the action (3.25): to each
propagator is associated a factor 1/NR−1, to each interaction vertex of type IBa a factor
NR−c(Ba)−
2
(R−2)! degBa ,
and to each closed stranded loop a factor N . Overall, the amplitude A(G) of G thus scales
with N as
A(G) ∼ N−(R−1)p+
∑
a∈SG
(
R−c(Ba)− 2(R−2)! degBa
)
+f ≡ NR−L , (3.26)
where we introduced the parameter L defined as
L = R + (R− 1)p−
∑
a∈SG
(
R− c(Ba)− 2
(R− 2)! degBa
)
− f ,
= R + (R− 1)p−Rv +
∑
a∈SG
c(Ba) + 2
(R− 2)!
∑
a∈SG
degBa − f ,
(3.27)
where we used the relation v = |SG|. The power of N associated with the Feynman graphs
of Figure 3.3 is indicated below the graphs in terms of the coupling parameters τa.
As emphasized earlier, it is more convenient to work with the (R+ 1)-bubble B asso-
ciated with G in the colored representation. Using the identities (3.6), the parameter L
can be rewritten as
L = R +
1
2
(R− 1)V (B)−Rv(B) +B(0) + 2
(R− 2)! degB0 −
R∑
i=1
F0i(B) , (3.28)
where we also used the definition of the degree for a multiply-connected bubble,∑
a∈SG
degBa = degB(0) . (3.29)
The following theorem ensures that the BGR scaling (3.24) yields a well-defined 1/N
expansion.
Theorem 3. Let G be a connected Feynman graph of the O(N)R tensor model with BGR
scaling and let B be the corresponding (R+ 1)-bubble in the colored representation. Then,
L ≥ 0. In other words, the power of N associated with any connected Feynman graph G
is bounded above by R.
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Proof. We apply the formula (3.9) for the degree of the bubbles B(0) and B,
(R− 1)B(0) − 2
(R− 2)! degB
(0) = F (B(0))− 1
4
(R− 1)(R− 2)V (B(0)) ,
RB − 2
(R− 1)! degB = F (B)−
1
4
R(R− 1)V (B) .
Now, we subtract these two equations, we plug the result into Eq. (3.28) and we use the
face decomposition formulas (3.20) as well as V (B(0)) = V (B). This yields
L =
2
(R− 1)! degB +R
[
1 +
∑
a∈SG
(c(Ba)− 1)−B
]
. (3.30)
The first term on the RHS of this expression is non-negative according to (3.10). As for
the second term within brackets, it is also non-negative using the same argument as in
the proofs for Theorem 1 or Theorem 2. In details, if we break down the interaction
vertices of type Ba in B into their c(Ba) connected components, it increases the number of
effective connected components of G by at most ∑a∈SG(c(Ba)− 1). Since G is connected,
the total number of connected components generated in the process is B − 1; hence,
B − 1 ≤∑a∈SG(c(B − a) − 1). As a result, L is non-negative because it is a sum of two
non-negative terms. Furthermore, (3.10) implies that L ∈ N.
If we denote by {GL} the set of connected Feynman graph of fixed L, then the 1/N
expansion of the O(N)R tensor models with BGR scaling (3.24) can be written as
F =
∑
L∈N
NR−LFL , (3.31)
where FL corresponds to a sum over connected Feynman graphs G in {GL} weighted by
some amplitude A˜(G),
FL =
∑
G∈{GL}
A˜(G) . (3.32)
In particular, the 1/N expansion is well-defined. Similar results also hold for expectation
values of invariants, as usual.
Case of connected interaction bubbles
In the special case of connected interaction bubbles, one has c(Ba) = 1 ∀a ∈ S and
B = 1, which implies that
L =
2
(R− 1)! degB . (3.33)
Thus, we obtain a 1/N expansion (3.31) indexed by the degree of the Feynman graphs. In
particular, it reduces to the result obtained in [24] for U(N)R tensor models if we further
restrict the expansion to bipartite Feynman graphs only.
Before moving on to the study of the leading sector, let us make a few remarks. First,
the 1/N expansion (3.31) reduces for R = 2 to the one (2.16) obtained in Section 2.3 for
O(N)2 matrix models. This follows from comparing the parameter L defined in Eq. (3.30)
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for tensor models with the parameter h defined in Eq. (2.15) for matrix models and using
degB = g(B) and ∑a∈SG c(Ba) = ∑a∈SG t(Ba) = F12(B).
Second, we note that in the case of a 3-bubble B, we have two distinct notions of
embedded graph: on the one hand, the ribbon graph G˜ introduced in Section 2.2.1 for
matrix models and on the other hand, the unique (up to orientation of the cycle σ) jacket
J (B;σ) defined in Section 3.3. These two ribbon graphs have the same genus, which
match the genus g(B) of the 3-bubble. In fact, they can be related from one to another by
contracting/resolving the ribbon graph vertices associated with the interaction vertices.
Finally, for R ≥ 3, the degree is not a topological invariant likewise the genus for
R = 2. It is in some sense expected because topology is complicated in dimensions R ≥ 3.
Rather, the degree of a R-bubble combines topological and combinatorial information
about the R-dimensional discretized geometry described by the bubble. Bubbles of fixed
degree have been fully classified and enumerated [106]. In particular, they yield convergent
series, that is, FL is convergent for fixed L for connected interaction bubbles.
3.4.2 Leading sector: melonic graphs
We now study the leading order (LO) Feynman graphs for the 1/N expansion (3.31)
obtained with the BGR scaling. They satisfy L = 0, which is equivalent, using Eq. (3.30),
to the conditions ∑
a∈SG
(
c(Ba)− 1
)
= B − 1 , (3.34)
degB = 0 . (3.35)
As usual, the first condition implies that a LO Feynman graph B is effectively “maximally
disconnected” with respect to its interaction bubbles (see for instance Section 2.4) and it
is automatically satisfied for connected interaction bubbles. As for the second condition,
it means that each connected component of B must have degree zero. One can verify that
the Feynman graphs (a), (d) and (e) in Figure 3.3 are all LO while the others are not.
In the following, we focus on the second condition, which concerns the degree. In other
words, we look at each connected component of a LO Feynman graph or we restrict the
action to connected interaction bubbles only.
For R = 2, Feynman graphs are 3-bubbles and the degree coincide with the genus.
Therefore, the LO Feynman graphs of degree zero are the planar graphs. In particular,
they correspond to discretized two-dimensional spheres. For R ≥ 3, the LO Feynman
graphs of degree zero have been classified in [25]; they belong to a family called melons
or melonic graphs. It was shown in [22] that they correspond to some discretized spheres
in R dimensions (more precisely, they correspond to some colored triangulations of the
R-sphere SR). The goal of this section is to describe to some extent the family of melons
and to present the large N solution of the O(N)R tensor models for specific interactions
included in the action. More details and rigorous proofs can be found in [22, 25, 24].
Melons
A (R+1)-bubble B of degree zero is called melon or melonic graph. Formally, melons form
a larger family than the LO Feynman graphs described above because they may contain
R-dipoles with external color 0, which correspond to “fictitious” interaction bubbles with
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Figure 3.6: Melons are constructed by recursive melonic insertions. Left: elementary
melon. Right: examples of melonic insertions, which consist in replacing an edge of color
0 or i = 1, 2, . . . , R in a (R + 1)-bubble by the elementary 2-point melon with external
color 0 or i respectively.
two vertices. By Lemma 3.3.1, the fact that degB = 0 has strong implications on the class
of subgraphs that can appear in B. In particular, this lemma implies that the subgraphs
of colors 1 to R in B, which correspond to interaction bubbles for Feynman graphs, must
all have degree zero. In other words, they must also be melons as R-bubbles. As a result,
in the large N limit, only melonic interaction bubbles can contribute to the leading sector.
This explains why the BGR scaling is optimal for melonic interactions but not optimal in
general, as mentioned in the introduction of this chapter.
Interestingly, melonic graphs are more restricted than planar graphs. From the defini-
tion (3.8) of the degree, all their jackets must be planar so that melons can be interpreted
as being “super planar”. They also form a simple class of graphs that can be constructed
in a recursive way and summed explicitly, similarly to the bubble graphs of the O(N)
vector models. In the following, we describe the recursive structure of the melonic graphs
in a combinatorial way. For more details, see [25, 24].
We define the elementary melon to be the (unique) (R + 1)-bubble made of two ver-
tices. This bubble necessarily has R(R+1)
2
faces and a single connected component; hence,
Eq. (3.9) implies that the elementary melon has degree zero. If we cut one of the R + 1
edges in the elementary melon, we obtain a graph with two external (half-)edges, which
can have color 0 to R. We call the R + 1 possible resulting graphs elementary 2-point
melons (with external color 0 or i = 1, 2, . . . , R). Next, we define a melonic insertion in
a (R + 1)-bubble B as the replacement of an edge of color 0 or i in B by the elementary
2-point melon with external color 0 or i respectively. This is illustrated in Figure 3.6. This
operation leaves the degree of the bubble unchanged because the number V of vertices
increases by two and the number F of faces increases by R(R−1)
2
(see Eq. (3.9)). Then, one
can show that any melon can be obtained by starting from the elementary melon and then
applying recursively an arbitrary number of melonic insertions on any edge. For instance,
in Figure 3.3, the melons (a) and (e) can both be obtained by this recursive procedure.
The connection between this combinatorial definition of melons and the LO Feynman
graphs of the models is as follows. Any melonic insertion on an edge of color i in a LO
Feynman graph B corresponds to a modification of one of its interaction bubbles (which
remains melonic afterwards). As for a melonic insertion on an edge of color 0 in B, it does
not generate another Feynman graph strictly speaking because there is no interaction
bubble with two vertices, as explained previously. However, the resulting graph can be
61
Figure 3.7: Illustration of the melonic structure of the LO Feynman graphs for the O(N)R
tensor models with BGR scaling. Left: melonic interaction bubbles Bma with R = 3.
Middle: elementary melons of type Bma . Right: melonic insertion of type Bma .
regarded as a temporary step to create other LO Feynman graphs after further melonic
insertions.
There is actually another way of understanding the melonic structure of the LO Feyn-
man graphs, which is based on the addition formula in Section 3.3.3. Consider the set
of interaction terms IBma that correspond to melonic interaction bubbles Bma . We know
that these interaction bubbles are the only ones that can appear in a LO Feynman graph.
For each interaction bubble Bma , we construct the LO Feynman graph that has Bma as
the only interaction bubble. Due to the melonic structure, one can check that this LO
Feynman graph is uniquely obtained by appropriately adding edges of color 0 to Bma . We
call this unique Feynman graph associated with Bma the elementary melon of type Bma ,
which has degree zero by construction. Then, we define a melonic insertion of type Bma
as the bubble insertion of the elementary melon of type Bma in a Feynman graphs B.
This is illustrated in Figure 3.7 for two melonic interaction bubbles with R = 3. From
Proposition 3.3.5, any such insertion leaves the degree unchanged. Finally, one can verify
that any LO Feynman graph can be obtained by recursively inserting melons of any type
starting from the elementary melon of a given type. We note that this recursive procedure
can be naturally understood in terms of multiple successive melonic insertions, as defined
above for melons.
Large N universality
The melonic structure of the LO Feynman graphs has interesting consequences. Firstly,
melons can be mapped to (R+1)-ary trees [25]. Hence, they can be enumerated and their
number at fixed number of vertices is exponentially bounded, which is necessary for F0
to be a convergent series. Note that this is reminiscent of vector models, see Section 1.4.
Secondly, the melonic structure implies that tensor models with BGR scaling become
Gaussian in the large N limit, which means that they are entirely determined by the
full connected 2-point function. This universality theorem, initially proven in [108], puts
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Figure 3.8: Large N expectation values
〈IBma 〉c for the melonic interaction bubbles Bma of
Figure 3.7. GLO corresponds to the LO full connected 2-point function.
strong constraints on the type of random continuous geometries that can be generated
from the leading sector in the continuum limit. On the other hand, it allows one to
derive a closed equation for the full connected 2-point function at large N , which can be
explicitly solved in some particular cases. We first discuss the large N universality.
Consider an invariant interaction IBa in the action (3.25), with coupling constant
τa and with connected interaction bubble Ba. The connected expectation value of this
invariant, denoted as
〈IBa〉c, can be obtained from the free energy by taking a partial
derivative with respect to τa. Since the free energy admits a 1/N expansion onto connected
Feynman graphs, see Eq. (3.31), this connected expectation value admits a 1/N expansion
onto connected Feynman graphs having Ba as a marked subgraph.
In the large N limit, only melonic interaction bubbles can appear in LO Feynman
graphs; hence, only expectation values
〈IBma 〉c of melonic invariants IBma survive. Fur-
thermore, due to the melonic structure, there is only one way of building LO Feynman
graphs that contain the interaction bubble Bma : they are all obtained by starting from the
elementary melon of type Bma and by recursively inserting melons of any type on the edges
of color 0. The large N full expectation value
〈IBma 〉c is therefore obtained by replacing
the edges of color 0 in the elementary melon of type Bma by the LO full connected 2-point
function. Let us write the full connected 2-point function as〈
Ta1a2···aRTb1b2···bR
〉
c
=
1
NR−1
δa1b1δa2b2 . . . δaRbRG(N, τa) , (3.36)
and denote by GLO(τa) the restriction of G(N, τa) to the leading sector. Then, the large
N expectation value of melonic invariants can be pictured as in Figure 3.8.
The above large N universal behavior is usually expressed as
1
N
〈IBma 〉c = (GLO)V (Bma )/2 , (3.37)
where V (Bma )/2 corresponds to the number of GLO’s that can be attached to the interac-
tion bubble Bma . This so-called universality theorem implies that in the large N limit, the
expectation value of any observable is fully determined by the LO full connected 2-point
function.3 In other words, the models become Gaussian. Remark however that the large
N limit still depends on the details of the model, as it is the case for GLO(τa).
3We remark that this universality theorem can also be obtained using Schwinger-Dyson equations
[107].
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Figure 3.9: Diagrammatic equation for the LO self-energy ΣLO in terms of the LO con-
nected 2-point function GLO.
The universality theorem for tensor models with BGR scaling is a strong outcome.
In particular, there is no such behavior for matrix models, which have non-Gaussian
large N limits. In this sense, Gaussian tensor models are closer to vector models, which
also become Gaussian in the large N limit. In the next subsection, we explain that the
universal large N behavior allows one to obtain the large N solution for specific models
and it typically leads to the susceptibility critical exponents of branched polymers.
Large N solution and critical behavior
Let us compute the large N solution for a specific O(N)3 tensor model based on the pillow
interaction B1 (see Figure 3.2). We denote by τ the corresponding coupling constant with
BGR scaling. As usual, G(N, τ) is related to the connected 1PI 2-point function Σ(N, τ)
(or self-energy) by
G(N, τ) =
1
1− Σ(N, τ) , (3.38)
where the free propagator is 1 in the models at hand (see Eq. (3.5)). Because of the
melonic structure of the LO Feynman graphs, the LO self-energy ΣLO(τ) necessarily
has the structure represented in Figure 3.9, which is equivalent to the Schwinger-Dyson
equation
ΣLO(τ) = −4τGLO(τ) . (3.39)
Then, Eq. (3.38) together with Eq. (3.39) provide the following closed equation for
GLO(τ) in the large N limit,
GLO(τ) = 1− 4τGLO(τ)2 . (3.40)
This is in fact the same equation as the one obtained in Section 1.4 for O(N) vector
models with quartic interactions, see Eq. (1.16). Hence, the solution (1.17) in terms of
Catalan numbers or the explicit solution (1.18) are also valid for the tensor model at
hand. This emphasizes once more the similarity between tensor models with BGR scaling
and vector models.
One can generalize the above solution to any O(N)R tensor models with BGR scal-
ing based on a single melonic interaction bubble Bma with coupling constant τ and with
V (Bma ) = V vertices. The corresponding Schwinger-Dyson equation would write
ΣLO(τ) = −V τGLO(τ)V/2−1 , (3.41)
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yielding the following large N closed equation for GLO(τ)
GLO(τ) = 1− V τGLO(τ)V/2 . (3.42)
This type of equation is known in the literature [83] and the “physical” solution, which
goes to one when τ goes to zero, can be written as a power series in τ with coefficients
given by the order-V/2 Fuss-Catalan numbers [109]:
GLO(τ) =
∞∑
k=0
C
(V/2)
k (−V τ)k with C(V/2)k =
1
V
2
k + 1
(
V
2
k + 1
k
)
. (3.43)
For V = 4, the solution coincides with the one in terms of the Catalan numbers. There
are many combinatorial interpretations for the order-V/2 Fuss-Catalan numbers [83]. The
one relevant in the present context is that they enumerate V/2-ary trees, which can be
obtained by the recursive procedure of Figure 3.7 to construct the LO Feynman graphs.
We remark that Eq. (3.42) can be solved explicitly for specific values of V [25].
Let us now work out the summability of GLO and the corresponding critical behavior.
We can assume that τ < 0 as GLO is generically singular for negative values of τ . In this
case, the series (3.43) have positive coefficients and it can be shown that GLO is singular
on the boundary of its domain of convergence [59]. It is useful to look at the asymptotic
behavior k → ∞ of the coefficients of GLO in the perturbative series (3.43). Using the
definition of the order-V/2 Fuss-Catalan numbers and Stirling’s formula k! ∼ √2pie−kkk+ 12
for k →∞, one finds that
GLO(τ) ∼
k→∞
A |τc|−k k−α , (3.44)
where A is a constant independent of k and
τc = −1
2
(V
2
− 1)(V2 −1)
V
2
(V
2
+1)
and α =
3
2
. (3.45)
This proves the summability of GLO, whose radius of convergence is given by |τc|. Note
that the critical value τc depends on V and thus on the interaction term used in the model.
The summability of GLO then implies the existence of a critical regime when τ → τc.
The associated critical behavior can also be deduced from the above asymptotic be-
havior. Using Appell’s comparison theorem [110], one can show that the leading singular
part of GLO behaves close to the critical point as
GLO,sing ∼ (τc − τ)α−1 = (τc − τ) 12 . (3.46)
In other words, the critical behavior is controlled by the polynomial part of the asymp-
totics (3.44). Remark that the leading singular part of GLO has a similar behavior as the
one for vector models (see Eq. (1.20)). In fact, this can be traced back to the fact that
in both cases, GLO is a generating function of tree-like objects, which generically leads to
square-root singularities [59].
Finally, to compute the susceptibility critical exponent of the models, we need an
expression that relates the full connected two-point function G(N, τ) to the free energy
F (N, τ). This can be obtained in the same way as for Eq. (1.19) for vector models. The
final result is
G(N, τ) = 1− V τ d
dτ
F (N, τ)
NR
. (3.47)
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Hence, we deduce that the most singular part of the LO free energy F0(τ) when τ → τc is
F0,sing(τ) ∼ (τc − τ)2−γ with γ = 2− α = 1
2
. (3.48)
It indicates that tensor models with BGR scaling fall into the universality class of branched
polymers, likewise vector models. This was first observed in [25] and the connection
between tensor models and branched polymers was made more precise in [111]. Besides,
multi-critical behaviors can also be observed in tensor models with BGR scaling, leading
to the universality class of multi-critical branched polymers (see [24] for more details).
3.4.3 Discussion
In the previous sections, we derived the 1/N expansion of O(N)R tensor models with
BGR scaling, generalizing the one initially derived in [24]. In the large N limit, melonic
graphs dominate the expansion and lead to interesting results, such as Gaussianity and
the universality class of branched polymers. The study of tensor models described in
this section is far from exhaustive. In parallel developments, tensor field theories, with
Laplacian-based propagator, have been studied and renormalized [112], and their renor-
malization group flows have been investigated [113]. Non-perturbative or constructive
aspects are also actively studied [114].
Finally, we make a brief comment on the use of tensor models with BGR scaling in
the context of quantum black holes in holography. There is another important similarity
between the LO graphs of these models and the bubble graphs of vector models: they
both generate a tadpole at leading order in the two-point function. This can be directly
related to the melonic structure of the LO self-energy (see Figure 3.9), which involves a
single interaction vertex at a given time insertion. Therefore, it is unlikely that tensor
models with BGR scaling capture the physics associated with black holes. In some sense,
the family of melons is not large enough; more Feynman graphs need to be kept at large
N . This is the precise motivation for enhancing the scaling associated with non-melonic
interaction bubbles.
3.5 Large N expansion (2): enhanced scaling
Now that we have reviewed the BGR scaling, we move on to describing the new large N
scaling of Ref. [1]. This scaling enhances all the non-melonic interactions compared to the
BGR scaling. In spite of this non-trivial enhancement, we show that the models still admit
a well-defined 1/N expansion, which is governed by a new non-negative integer related to
the index of the Feynman graphs. In particular, the results coincide with [59] in the case
of R = 3 for the pillow and the tetrahedric interactions. We then analyse the leading order
Feynman graphs, called generalized melons. Next, we prove that the enhanced scaling
is optimal for a class of interactions larger than the melonic ones. Finally, we explain
the classification of all leading order Feynman graphs for models based on the complete
interaction. This section corresponds to Sections 3.3, 3.4 and 4 in Ref. [1].
66
3.5.1 Large N expansion
The enhanced scaling of Ref. [1] is defined as follows. We introduce new coupling param-
eters λa in terms of the coupling constants ga in the action (3.3),
ga = N
R−c(Ba)+ 2(R−1)! degBaλa , (3.49)
and we define a new large N limit by keeping the λa’s fixed when N → ∞. The action
rewrites in terms of the enhanced scaling as
S(T ) = NR−1
(
1
2
T · T +
∑
a∈S
N1−c(Ba)+
2
(R−1)! degBaλa IBa(T )
)
. (3.50)
Similarly to the BGR scaling (3.24), the coupling constants are scaled with respect to N
according to the degree of the corresponding interaction bubbles. However, the crucial
difference is the sign of the scaling: the enhanced scaling corresponds to an enhancement
of all the non-melonic interactions (degBa > 0). In other words, the limit N →∞ at fixed
λa amounts to an infinite amplification of all the non-melonic interactions compared to the
BGR scaling. For the melonic interactions (degBa = 0), the two scalings coincide, which
is consistent with the fact that the BGR scaling is already optimal for these interactions
and therefore cannot be further enhanced. Besides, the scaling according to the number
of connected components is the same for the two scalings.
The enhanced scaling associated with some interaction bubbles is given in Figure 3.2.
Remark that since B1, B3 and B4 are melonic, the enhanced scaling matches the BGR
scalings. On the other hand, the tetrahedric bubble B2 is enhanced by a factor of N3/2.
The enhanced scaling for B2 turns out to be the optimal one (see below), as first realized
in [59].
As usual, the power of N associated with a given connected Feynman graph G can be
deduced from the above action. The only difference with the BGR scaling is the factor
associated with the interaction vertices, which is now
NR−c(Ba)+
2
(R−1)! degBa ,
for each interaction vertex of type IBa . Overall, the amplitude A(G) of G thus scales with
N as
A(G) ∼ N−(R−1)p+
∑
a∈SG
(
R−c(Ba)+ 2(R−1)! degBa
)
+f ≡ NR− `R−1 , (3.51)
where we introduced the parameter ` defined as
`
R− 1 = R + (R− 1)p−Rv +
∑
a∈SG
c(Ba)− 2
(R− 1)!
∑
a∈SG
degBa − f . (3.52)
The scaling in N of the amplitude is illustrated in Figure 3.3, where the power of N
associated with the Feynman graphs is indicated below the graphs in terms of the coupling
parameters λa. It is convenient to rewrite the parameter ` in terms of the Feynman data
in the colored representation using the identities (3.6), which yields
`
R− 1 = R +
1
2
(R− 1)V (B)−Rv(B) +B(0) − 2
(R− 1)! degB0 −
R∑
i=1
F0i(B) , (3.53)
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where B is the (R + 1)-bubble associated with G.
Importantly, the following theorem ensures that the 1/N expansion associated with
the enhanced scaling (3.49) is well-defined.
Theorem 4. Let G be a connected Feynman graph of the O(N)R tensor models with en-
hanced scaling and let B be the corresponding (R+1)-bubble in the colored representation.
Then, ` ≥ 0. In other words, the power of N associated with any connected Feynman
graph G is bounded above by R.
Proof. We can rewrite the parameter ` in terms of the parameter L in Eq. (3.28) as
` = (R− 1)L− 2R
(R− 2)! degB0 .
Using Eq. (3.30) and the definition (3.12) of the index of B, we then obtain
` = 2 ind0 B +R(R− 1)
[
1 +
∑
a∈SG
(c(Ba)− 1)−B
]
. (3.54)
The first term on the RHS is non-negative according to (3.13) and the same holds for the
second term within brackets, as explained in the proof of Theorem 3. Hence, ` is also
non-negative because it is a sum of two non-negative terms. In addition, (3.13) implies
that ` ∈ N.
If we denote by {G`} the set of connected Feynman graph of fixed `, then the 1/N
expansion of the O(N)R tensor models with enhanced scaling (3.24) can be written as
F =
∑
`∈N
NR−
`
R−1F` , (3.55)
where F` corresponds to a sum over connected Feynman graphs G in {G`} weighted by
some amplitude A˜(G),
F` =
∑
G∈{G`}
A˜(G) . (3.56)
The enhanced scaling therefore leads to a well-defined 1/N expansion. The expansion
parameter is now 1/N
1
R−1 , in contrast with 1/N for the BGR scaling. Moreover, the
expansion is governed by a new non-negative integer `. This parameter has a totally
different combinatorial interpretation than the parameter L for the BGR scaling because
it depends on the index of the Feynman graphs. The corresponding 1/N expansion is new
in the sense that the Feynman graphs are rearranged in a new way. As we explain in the
next section, it has important consequences on the leading sector of the models.
One can check that the 1/N expansion (3.55) reduces for R = 2 to the one (2.16)
obtained in Section 2.3 for O(N)2 matrix models. Besides, likewise the degree, the index
is not a topological invariant for R ≥ 3.
Case of connected interaction bubbles
In the special case of connected interaction bubbles, one has c(Ba) = 1 ∀a ∈ S and
B = 1, which implies that
` = 2 ind0 B . (3.57)
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Thus, we obtain a 1/N expansion (3.55) governed by the index of the Feynman graphs.
Second form of the decomposition formula for the index
The 1/N expansion for the enhanced scaling suggests an interesting rewriting of the
important decomposition formula (3.15) for the index. The basic idea is that any 3-bubble
subgraph of a Feynman graph can also be regarded as a Feynman graph of a matrix model.
In particular, it is characterized by a parameter h that governs the 1/N expansion of this
matrix model, as explained in Section 2.3. Then, the following proposition relates the
index of a Feynman graph B to the parameters h associated to all the possible 3-bubble
subgraphs of B.
Proposition 3.5.1. (Second form of the decomposition formula) The index of a connected
d-bubble B, interpreted as the Feynman graph of a tensor model with connected interaction
bubbles, is the sum of the quantities 1
2
hij that govern the 1/N expansions of all the possible
(ij) matrix models one can build from the tensor model by singling out any two distinct
colors 1 ≤ i < j ≤ d− 1,
ind0 B = 1
2
∑
i<j
hij . (3.58)
Proof. Note that one can always interpret a connected d-bubble B as being a connected
Feynman graph in a tensor model with connected interaction bubbles, by setting the rank
of the tensor to R = d− 1 and considering that the connected components of B(0) are the
interaction bubbles of the model. Consider the 3-bubble subgraph B(0ij) of B. We can
view this 3-bubble as a Feynman graph of the (ij) matrix model constructed from the
tensor model by singling out the two indices i and j and deleting all the other indices. In
this (ij) matrix model, the amplitude of B(0ij) is proportional to N2−hij (see Eq. (2.16)),
where hij is given by (see Eq. (2.15))
hij
2
= g(B(0ij)) + 1 + Fij(B(0ij))− v(B(0ij))−B(0ij) . (3.59)
Since B only has connected interaction bubbles, we have B = 1 and B(0) = v(B). We
further have the trivial equalities Fij(B) = Fij(B(0ij)) and v(B) = v(B(0ij)). As a result,
Eq. (3.58) follows from the decomposition formula (3.15) and Eq. (3.59).
Recall that the term 1 + Fij(B(0ij))− v(B(0ij))−B(0ij) in Eq. (3.59) is required because
the (ij) matrix model may be multi-trace. This happens when Fij(Ba) > 1, where Ba is
an interaction bubble in B. Note that this is not in contradiction with the fact that the
interaction bubbles Ba of the tensor model are connected.
These considerations suggest to consider an interesting class of O(N)R tensor models,
which contain only interaction terms Ba such that Fij(Ba) = 1 for all choices of colors i
and j. Interaction bubbles with this property are called maximally single-trace (MST).4
The index of a Feynman graph B of any model in this particular class is given by the
simpler formula
ind0 B =
∑
i<j
g(B(0ij)) . (3.60)
4In the mathematical literature, a MST d-bubble is a d-regular graph whose edge-coloring corresponds
to a perfect one-factorization of the graph [115].
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This family of interactions is further studied in Section 3.5.3 below and in Appendix C.
Before moving on to the description of the leading sector, we point out that unlike the
degree, the index has not been studied extensively in the literature. In particular, there
is no existing classification of graphs of fixed index and the entire class of interactions for
which the enhanced scaling is optimal is not known. It opens interesting research routes
both for tensor models and physics.
3.5.2 Leading sector: generalized melonic graphs
In this section, we describe the LO Feynman graphs in the 1/N expansion (3.55) for the
enhanced scaling. They satisfy ` = 0 or equivalently∑
a∈SG
(
c(Ba)− 1
)
= B − 1 , (3.61)
ind0 B = 0 , (3.62)
using Eq. (3.54). The first condition is the same as the one obtained for the LO Feynman
graphs with the BGR scaling (see Eq. (3.34)); it implies that B is effectively “maximally
disconnected” with respect to its interaction bubbles. On the other hand, the second
condition says that the connected components of the LO Feynman graphs must all have
index zero.
As we explain below, melons, i.e. graphs of degree zero, necessarily have index zero.
Thus, the melonic Feynman graphs (a), (d) and (e) in Figure 3.3 are LO with the en-
hanced scaling, as expected. Importantly, the Feynman graph (f) is also LO when one
uses the enhanced scaling. This is a hint that the leading sector of tensor models with
enhanced scaling is actually larger than the one for the BGR scaling. In particular, non-
melonic interaction vertices can now contribute to the leading sector. As explained in the
introduction of this thesis, the Feynman graph (f) based on the tetrahedric interaction
has played a crucial role in the recent developments of the SYK-like tensor models. It was
first studied in [59] and then in [58] and many other works. In the following, we focus on
Feynman graphs of index zero.
For R = 2, the story is the same as before: Feynman graphs are 3-bubbles, their index
matches their genus and thus the LO Feynman graphs are the planar ones. However, the
story is completely different for R ≥ 3, as the study of graphs of index zero remains an
open problem. In Ref. [1], they are called generalized melons. Up to now, there exists no
general classification for this class of graphs. In particular, we do not know all the types of
interaction bubble that can appear in generalized melons, in contrast with melons whose
interaction bubbles are necessarily melonic. In this section, we describe several properties
of generalized melons. It corresponds to Sections 2.3.4 and 3.3.3 in Ref. [1]. Then, we
show in the next section that the enhanced scaling is optimal for all MST interactions.
In other words, any MST interaction bubble can appear an arbitrary number of times in
a generalized melon. Finally, we explain the full classification of the LO Feynman graphs
for models based on the complete interaction on R + 1 vertices, where R ≥ 3 is a prime
number.
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Generalized melons and generalized melonic moves
A (R + 1)-bubble of index zero is called generalized melon or generalized melonic graph.
Since the index of a bubble is the sum of the indices of its connected components, a
bubble is of index zero if and only if all its connected components have index zero. For
a connected (R+ 1)-bubble B, the first form of the decomposition formula (3.15) implies
that ind0 B = 0 is equivalent to the conditions
g(B(0ij)) = 0 , (3.63)
Fij(B)−B(0ij) = B(0) − 1 , (3.64)
for all choices of pairs of colors (i, j) with i, j ∈ {1, 2, . . . , R}. The first condition simply
says that the 3-bubble subgraphs B(0ij) of B must all be planar. As for the second
condition, it can also be written as
∆0B
(i1···iR−2) = B(0i1···iR−2) −B(i1···iR−2) = ∆0B = B(0) − 1 , (3.65)
for all choices of indices i1, . . . , iR−2, or, as explained in Appendix A.1.2, as
∆0B
(i1···ip) = B(0i1···ip) −B(i1···ip) = ∆0B(i1···ip−1) = B(0i1···ip−1) −B(i1···ip−1) , (3.66)
for all choices of indices and 1 ≤ p ≤ R − 2. A convenient way to understand these
conditions is to consider a graph for which the set of B(0) connected components of B(0)
are given. The edges of color 0 must then be adjusted in such a way that B(0ij) takes
its maximum possible value, that is to say, the 3-bubble subgraphs B(0ij) must all be
“maximally disconnected”.
Generalized melons can also be understood from the point of view of the second form
of the decomposition formula (3.58). For a connected (R + 1) bubble B, it implies that
hij = 0 (3.67)
for all choices of pairs of colors (i, j). In other words, the 3-bubble subgraphs B(0ij) of
B must all correspond to LO Feynman graphs in their respective (ij) matrix model, i.e.
they must be “maximally disconnected” planar graphs.
Using the definition (3.12) of the index and the inequality (3.11), it is straightforward
to see that ordinary melons, i.e. graphs of degree zero, are also generalized melons. How-
ever, the converse is not true: the class of generalized melons is a priori much larger. In
particular, the connected components of B(0) can be non-melonic interaction bubbles.
Finally, we mention an important property regarding the structure of the generalized
melons. Recall that in the description of melons in Section 3.4.2, the addition formula
(3.22) for the degree was used in combination with the melonic structure in order to
construct recursively all the LO Feynman graphs of the models. In the case of the in-
dex, Proposition 3.3.5 also provides an addition formula, which implies that inserting or
contracting a generalized melon on an edge of color 0 in an arbitrary Feynman graph B
does not change its index. We call such operations generalized melonic moves. A useful
consequence is that, from any given generalized melon, one can immediately construct an
infinite family of generalized melons by repeated generalized melonic insertions.
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3.5.3 Optimal scalings, MST interactions and mirror melons
Proving that a scaling is optimal for the coupling associated with a given interaction
term and identifying the LO Feynman graphs are two different and difficult problems in
general. In this section, we give a simple criterion that allows one to conclude for the
first problem in the context of tensor models with enhanced scaling. Then, we apply the
criterion to MST interaction terms by constructing specific generalized melons based on
MST interaction bubbles.
Lemma 3.5.1. If a given interaction bubble Ba can contribute to the leading sector, then
the enhanced scaling (3.49) is optimal for the associated coupling constant.
Proof. Suppose that an interaction bubble Ba, with associated coupling constant λa and
with enhanced scaling (3.49), contributes to the leading sector. Then, it is necessarily
part of a generalized melon. We can use this generalized melon and the corresponding
generalized melonic moves to build new generalized melons containing an arbitrary number
of interaction bubbles Ba. As a result, the enhanced scaling is necessarily optimal for the
coupling constant associated with Ba.
As a simple application, we study the case of MST interaction bubbles. As explained
earlier, these interaction bubbles, denoted as BMSTa , satisfy Fij(BMSTa ) = 1 for all choices
of colors i, j ∈ {1, 2, . . . , R}. Suppose that BMSTa has V (BMSTa ) = V vertices. Such a
bubble is automatically connected and has 1
2
R(R − 1) faces. Its degree, which follows
from Eq. (3.9) with d = R, is thus given by degBMSTa = 18(R− 2)(R− 1)!(V − 2). As for
the associated enhanced scaling in the action, it is given by (3.49), that is,
gMSTa = N
R−1+ 1
4
(R−2)(V−2)λMSTa . (3.68)
Proposition 3.5.2. The enhanced scaling (3.68) is optimal for all MST interaction terms.
The proof of this result relies on a specific type of Feynman graphs, called mirror
melons, which we define now. Let Ba be any interaction bubble with labeled vertices.
Consider the Feynman graph obtained by connecting with an edge of color 0 vertices with
identical labels in two copies of Ba. We call this unique Feynman graph associated with
Ba the elementary mirror melon of type Ba. This is illustrated in Figure 3.10 for a given
interaction bubble. Note that it is convenient to picture the second interaction bubble
as the mirror reverse image of the first one; hence the name. Then, we construct an
infinite family of Feynman graphs by recursively inserting elementary mirror melons of
type Ba, in the spirit of Section 3.3.3, starting from the elementary mirror melon of type
Ba. We call this infinite family of Feynman graphs the mirror melons associated with Ba.
Proposition 3.5.2 follows from the fact that mirror melons are generalized melons if Ba is
MST.
Proof. Consider a MST interaction bubble BMSTa with V vertices. In order to prove that
the scaling (3.68) is optimal, it is sufficient to find, according to Lemma 3.5.1, a generalized
melon that contains BMSTa . Let us show that the elementary mirror melon of type BMSTa ,
which we denote by B in the proof, is a generalized melon. By construction, all the
(0i)-faces of B contain one edge of color i in each copy of BMSTa . Their total number thus
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Figure 3.10: An elementary mirror melon built from two identical interaction bubbles.
matches the number of edges in BMSTa :
∑
i F0i(B) = E(BMSTa ) = 12RV . On the other hand,
using the MST property, we have
∑
i<j Fij(B) = 2
∑
i<j Fij(BMST) = R(R− 1). Finally,
since B = 1 and B(0) = 2, Eq. (3.19) then yields ind0 B = 0. In other words, the
elementary mirror melon of type BMSTa is a generalized melon.
One can also show that the elementary mirror melon of type Ba corresponds to a
generalized melon if and only if Ba is MST. A natural but much more difficult question
to ask is whether the mirror melons yield all the possible generalized melons. In the next
section, we explain that it is indeed the case for the complete interaction on R+1 vertices,
when R ≥ 3 is a prime number.
3.5.4 Case of the complete interaction
In this section, we give a few details on the O(N)R tensor models based on the complete
interaction on R + 1 vertices. This is an important result as it provides a full classification
of the LO Feynman graphs when R is a prime number. The proof, although interesting, is
rather long and technical, the details of which can be found in Appendix B. It corresponds
to Section 4 in Ref. [1]. Here, we focus on describing the main results.
The case R = 3 was first solved in [59], where the complete interaction on four vertices
corresponds to the tetrahedric interaction. Interestingly, the cases R > 3 turn out to be
qualitatively different and their analysis requires to introduce several new ingredients.
Models based on the complete interaction on R+ 1 vertices play an important role in
the development of quantum models with the SYK/black hole physics, as they correspond
to tensor versions of the SYK model with q = (R+ 1)-fold random interactions [116]. We
defer the discussion of such models to Section 4.5 in the context of matrix-tensor models.
Finally, the recent paper [61] also studies the case of the complete interaction on R+1
vertices, in the context of SYK-like tensor models. In particular, they provide a sketch
of a proof for the classification of the LO Feynman graphs for any R odd, based on the
existence of MST colorings of the complete graph KR+1 for any R odd (see below).
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Figure 3.11: Edge-coloring for the complete graph K6. Left: rule for the coloring of the
edges of a particular color, here green. Center: full edge-coloring and standard vertex
labeling, here 1 = green, 2 = red, 3 = blue, 4 = orange and 5 = purple. Right: the
equivalent (green, red)-polygonal representation in the shape of a six-sided polygon whose
boundary is the face of colors green and red. This polygonal representation is natural
when R is prime.
Definition of the complete interaction bubble
For R odd, the complete graph KR+1 with R + 1 vertices and 12R(R + 1) edges is edge-
colorable with R colors. The explicit R-regular edge-coloring that we shall use can be
described as follows [117]. We consider a regular R-sided polygon plus its center. The
center is labeled as [C] and the vertices of the polygon are cyclically numbered as [1] to
[R]. For each color 1 ≤ i ≤ R, we draw an edge of color i from the center [C] to the vertex
[i] of the polygon. Then, we use the same color for all edges between polygon vertices
that are perpendicular to the edge [C][i]. If we identify the polygon vertices with Z/RZ,
it means that the polygon vertices [n] and [n′] 6= [n] are joined by an edge of color i if and
only if n + n′ = 2i mod R. Equivalently, the edges of color i join the polygon vertices
[i+p] and [i−p] for all 1 ≤ p ≤ 1
2
(R−1). The R-bubble obtained in this way will also be
denoted as KR+15 and the above color and vertex labeling will be called the “standard”
coloring. The construction is illustrated in Figure 3.11 for K6, where we distinguish the
colored edges with real colors instead of positive integers.
We shall say that two edge-colorings for the complete graph are equivalent if there exist
a permutation σ of the R + 1 vertices and a permutation τ of the R colors that change
one edge-coloring into the other. It is easy to check directly that all the possible colorings
for R = 3 and R = 5 are equivalent to the standard one. More generally, the number of
non-equivalent edge-colorings for the complete graph is counted by the sequence A000474
in OEIS [118]. For example, there are 6 non-equivalent edge-colorings for K8, 396 for
K10, etc. If we also impose the MST condition, there remains only one possibility for K8,
which is the standard coloring, and also one possibility for K10, which is not the standard
coloring (as explained below, the standard coloring for KR+1 is MST if and only if R is
a prime number; the standard coloring for K8 is thus MST but the one for K10 is not).
The non-standard MST coloring for K10 is depicted in Figure 3.12.
We focus on the complete interaction bubble with the standard coloring. All the
results strongly depend on this choice and it is an open question as to whether similar
5Depending on the context, KR+1 can thus mean either the complete graph on R + 1 vertices or the
corresponding R-bubble with standard coloring.
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Figure 3.12: MST coloring of K10.
results can be derived for edge-colorings that are not equivalent to the standard one. For
instance, we do not know the classification of the generalized melons in the case of the
non-standard MST coloring for K10 depicted in Figure 3.12 (see however [61] for a sketch
of a proof).
The MST condition
From the above discussion, the cases R prime and R not prime seem to be qualitatively
different with respect to the standard coloring. This is confirmed by Proposition B.1.1
in Appendix B, which states that the R-bubble KR+1 is MST if and only if R is a prime
number. The interaction bubbles KR+1 with R prime are called prime-complete. These
bubbles have convenient (ij)-polygonal representations in the shape of a (R + 1)-sided
polygon whose boundary is the unique (ij)-face. This is illustrated on the right of Figure
3.11 for K6.
A simple application of Proposition B.1.1 is the computation of the degree of the
prime-complete bubbles. Indeed, since we know that there is exactly one face per pair
of colors, the total number of faces is simply F (KR+1) = 12R(R − 1). Together with
c(KR+1) = 1 and V (KR+1) = R + 1, Eq. (3.9) yields
2
(R− 1)! degKR+1 =
1
4
(R− 1)(R− 2) . (3.69)
In contrast, for R not a prime, we have by Proposition B.1.1 that F (KR+1) > 12R(R− 1)
so that
2
(R− 1)! degKR+1 <
1
4
(R− 1)(R− 2) . (3.70)
Distinguishing edges and vertices
One can check that all the edges of a given color in K4 are equivalent and that all the
vertices of K4 are equivalent too. The situation is drastically different at higher rank. It
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turns out that the 1
2
(R + 1) edges of any given color in the prime-complete bubble KR+1
are all inequivalent, for all primes R > 3. The same is true for the R + 1 vertices of the
prime-complete bubble as well. This major difference between R = 3 and R > 3 goes
a long way in explaining why a new proof of the classification theorem for the leading
graphs must be provided. We give here an intuitive understanding of equivalent edges in
the present context. The full details can be found in Appendix B.
Consider an edge of a given color k that joins two vertices in KR+1, say [ν1] and [ν2].
Then, for any pair of distinct colors i and j, we follow the (ij)-path, i.e. the path of
alternating colors i and j, which starts at [ν1] with an edge of color i and ends at [ν2].
In the case of K4, one can convince himself that the (ij)-paths obtained by the above
procedure are essentially the same for two edges of the same color. However, for R > 3,
this is not the case anymore for all pairs of distinct colors i and j. In other words, two
edges of the same color can be unambiguously distinguished from one another using the
coloring of the graph.
Action and index
The interaction term associated with the complete interaction bubble KR+1 is given ex-
plicitly by
IKR+1(T ) =
R∏
ν=0
Taν,1··· aν,R . (3.71)
In this expression, we set a0,i = ai,i and an,i = an′,i for 1 ≤ n, n′ ≤ R, n′ 6= n and
n + n′ = 2i mod R, so that we reproduce the standard edge-coloring of KR+1 explained
above.
The action for models based on the complete interaction with enhanced scaling is given
by (see Eq. (3.50) and Eq. (3.69))
S = NR−1
(1
2
T · T +N 14 (R−1)(R−2)λ IKR+1(T )
)
, (3.72)
for R prime.6
As explained in Section 3.5.1, when one takes the large N limit at fixed λ, one gets
a well-defined expansion in powers of 1/N
1
R−1 . The Eqs. (3.55) and (3.57) show that the
connected Feynman graphs B contributing at a given order NR− `R−1 have a fixed index
ind0 B = `2 . Since the prime-complete interaction bubble is MST, the index is given by
formula (3.60). A more explicit expression for the index can be obtained from Eq. (3.19).
Indeed, since the interaction bubbles of the Feynman graphs are all prime-complete, we
have B = 1, B(0) = v, V = (R+ 1)v and
∑
i<j Fij =
1
2
R(R− 1)v so that Eq. (3.19) yields
ind0 B = 1
2
R(R− 1) + 1
8
R(R− 1)2v − 1
2
(R− 1)
∑
i
F0i . (3.73)
The LO Feynman graphs that dominate the large N expansion are the generalized melons,
which are, by definition, of index zero. For the present models, we call them prime-
complete generalized melons, or PCGMs for short. They maximize the total number of
6As usual, instead of a zero-dimensional action, we could consider quantum mechanical or field-
theoretic generalizations; the discussion would remain unchanged.
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Figure 3.13: Elementary mirror melons of type K4 (on the left) and K6 (on the right). The
PCGMs are constructed by recursively inserting these Feynman bubbles onto themselves.
The colors are explained in Figure 3.11.
(0i)-faces for a fixed number of vertices. The condition for a Feynman graph to be a
PCGM is equivalent to ∑
i
F0i =
1
4
R(R− 1)v +R , (3.74)
which, using formula (3.60), is itself equivalent to
g(B(0ij)) = 0 for all pairs of distinct colors (i, j). (3.75)
Description of the PCGMs
In Appendix B or in Ref. [1], it is shown in details that for R prime, the PCGMs exactly
coincide with the mirror melons associated with KR+1, as defined in Section 3.5.3. Recall
that these Feynman graphs are obtained by recursively inserting elementary mirror melons
of type KR+1 onto themselves. As an illustration, the elementary mirror melons of type
K4 and K6 are shown in Figure 3.13.
We now make a remark for R not prime. In this case, the complete interaction
bubble KR+1 is no longer MST. As a result, the elementary mirror melon of type KR+1
does not correspond to a generalized melon for the enhanced scaling. However, we can
still construct a model with action (3.72) where the large N scaling is strictly enhanced
compared to the enhanced scaling (see Eq. (3.70)). One can check that it is the right
scaling for the elementary mirror melon of type KR+1 and the corresponding mirror melons
to scale like NR. However we do not know if the leading sector is made solely of the mirror
melons in this case, or even if the large N limit makes sense.
Application: Schwinger-Dyson equations and large N solution
Finally, we can use the description of the leading sector for models with action (3.72)
and R prime to derive a Schwinger-Dyson equation for the LO self-energy ΣLO and then
a closed equation for the LO full connected 2-point function GLO, in the same spirit as
in Section 3.4.2. We first focus on K4, which was initially treated in [59], and then we
generalize the result to KR+1.
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Figure 3.14: Diagrammatic equation for the LO self-energy ΣLO for models based the
prime-complete interaction bubble K4 (or tetrahedric interaction).
Because of the recursive structure of the mirror melons, ΣLO(λ) necessarily has the
structure represented in Figure 3.14, which is equivalent to the Schwinger-Dyson equation
ΣLO(λ) = 16λ
2GLO(λ)
3 . (3.76)
Remark the important factor λ2, which results from having two distinct interaction bub-
bles in the elementary mirror melon. This is in contrast with melons, whose recursive
structure is based on elementary melons containing a single interaction bubble (see Fig-
ure 3.7 or Figure 3.9). This has important physical consequences (see below). As for the
combinatorial factor, it follows from the fact that for R = 3, the elementary mirror melon
is obtained from four distinct sets of Wick contractions (see Appendix B).
The Schwinger-Dyson equation (3.76) for K4 generalized to KR+1 and R prime as
ΣLO(λ) = (R + 1)λ
2GLO(λ)
R . (3.77)
The combinatorial factor 16 when R = 3 does not generalize to (R+1)2 for larger values of
R because of the lack of symmetry between the edges and vertices of KR+1 for R > 3. In
particular, the elementary mirror melon is obtained from a unique set of Wick contractions
in this case.
The two above Schwinger-Dyson equations together with Eq. (3.38) yield the following
two closed equations for GLO(λ) in the large N limit
GLO(λ) = 1 + 16λ
2GLO(λ)
4 if R = 3 , (3.78)
GLO(λ) = 1 + (R + 1)λ
2GLO(λ)
R+1 if R ≥ 3 and R prime . (3.79)
These equations are polynomial in GLO, as in the case of melons (see Eq. (3.40)). Similarly,
the physical solution can be written as a power series in λ with the order-(R + 1) Fuss-
Catalan number as coefficients. In particular, it means that the PCGMs can be mapped
to (R+1)-ary trees and therefore look similar to the LO Feynman graphs of colored tensor
models [22, 25].
One can compute the critical behaviors of GLO and the LO free energy F0, and then
deduce the susceptibility critical exponent, as in Section 3.4.2. Since GLO(λ) corresponds
to a generating function of (R+ 1)-ary trees, it exhibits a critical behavior with a square-
root singularity, that is, if we set µ = λ2,
GLO,sing ∼ (µc − µ) 12 . (3.80)
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for some critical value µc. Then, the critical behavior of F0 can be deduced from Eq. (3.47)
with τ = λ and V = R + 1. The most singular part of F0(µ) when µ→ µc thus writes
F0,sing(µ) ∼ (µc − µ)2−γ with γ = 1
2
. (3.81)
As a result, tensor models based on the prime-complete interaction KR+1 with enhanced
scaling are part of the universality class of branched polymers. This was first observed for
R = 3 in [59]. In fact, this is typical of Schwinger-Dyson equations which are polynomials
in GLO.
3.5.5 Discussion and outlook
In the previous sections, we described the large N expansion of O(N)R tensor models
with enhanced scaling. In spite of all non-melonic interactions being enhanced compared
to the BGR scaling, the expansion is still well-defined. It is governed by the index of
the Feynman graphs, which offers a new combinatorial interpretation of the perturbative
expansion. In the large N limit, generalized melonic graphs dominate and form a larger
class of Feynman graphs than the standard melons. In particular, non-melonic interaction
bubbles can contribute to the leading sector, such as the MST interaction bubbles.
Unlike tensor models with BGR scaling, little is known about tensor models with
enhanced scaling. The latter provide interesting research directions, from the point of
view of both combinatorics and physics. We present some of them in the following.
Optimal scalings
As explained in the introduction, random tensor models play a special role in two different
approaches to quantum gravity: on the one hand in the discretized approach where the
Feynman graphs generate, in the continuum limit, random higher dimensional geometries,
and on the other hand in the holographic approach with the SYK-like tensor models. In
both cases, finding optimal scalings for non-melonic interactions is an important issue
because it allows one to extend the class of leading order Feynman graphs, which means
that in principle, more types of random geometries could be generated and more types of
physics could be described.
With this motivation in mind, we observed in this chapter that for the known cases of
interaction bubbles for which the enhanced scaling is optimal and for which the associated
leading order Feynman graphs are classified, namely the melonic interactions and the
complete interactions KR+1 for R prime, the models give rise, in the continuum limit, to
a branched polymer phase. It would be interesting to investigate whether the enhanced
scaling can allow one to escape this branched polymer phase and probe new universality
classes with more attractive physical features. A first step in this direction would be to
characterize the full set of interaction bubbles for which the enhanced scaling is optimal,
then to classify the corresponding leading order Feynman graphs and finally to study the
possible critical behaviors.
There exist many results in the literature regarding optimal scalings (see second to
last reference in [101] for a good account). In particular, there are known examples of
interactions bubbles whose optimal scaling has been found and which reproduce the uni-
versality class of two-dimensional pure gravity, like random matrix models. In fact, these
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interaction bubbles often correspond to modified versions of matrix models interactions,
the necklaces being an example [101]. A straightforward check shows that the enhanced
scaling introduced in this chapter is not optimal for these interaction bubbles. Hence the
question: can we also achieve the universality class of two-dimensional pure gravity with
the enhanced scaling for particular interaction bubbles? Within the framework provided
by the index, one should be in principle able to check whether this is true or not.
Of course, the questions of optimal scalings and new universality classes extend far
beyond the present work. A main motivation is quantum gravity in four dimensions;
however, being able to generate random four-dimensional geometries in the continuum
limit has not been possible in the realm of random tensor models up to now. It remains
an exciting research avenue, which may require new, unknown inputs (see [119] for a
recent development, though unrelated to random tensor models).
On the other hand, the enhanced scaling has been shown to be crucial for constructing
SYK-like tensor models in the context of holography. An important example is the CTKT
model with action (0.21), which is based on the tetrahedric interaction K4 [59]. This
model can be generalized to the complete interaction KR+1 for R prime. In the large N
limit, the leading order Feynman graphs then correspond to the PCGMs and the resulting
Schwinger-Dyson equations are similar to the ones in the SYK model with q = (R+1)-fold
random interactions [36]. As a result, the physics described in both models is the same
at leading order. It is worth emphasizing why the structure of the PCGMs is important
in comparison with the structure of standard melons. The latter generate a tadpole at
leading order in the two-point-function, likewise bubbles graphs in vector models. On
the other hand, the PCGMs allow for a leading order two-point function which is bi-local
in time, like in the SYK model. This can be seen from the Schwinger-Dyson equation
in Figure 3.14, which involves two interactions bubbles at two distinct time insertions.
This bi-local structure is a key element for the SYK physics [47, 15]. In this context,
characterizing the full set of interaction bubbles for which the enhanced scaling is optimal
and classifying the corresponding leading order Feynman graphs is interesting as it may
enlarge the class of known SYK-like tensor models.
Beyond leading order
In random tensor models with enhanced scaling, the large N expansion is governed by
the index of the Feynman graphs. Up to now, only the leading sector of this expansion,
corresponding to generalized melonic graphs which have index zero, is relatively well
understood for some particular interaction bubbles. However, it is important to have a
better analytical control over the perturbative expansion. This requires a detailed study
of the subleading contributions in 1/N
1
R−1 , which is equivalent to studying the sets of
Feynman graphs of fixed index. This program is similar to the one initiated in [106] for
U(N)R random tensor models with BGR scaling, where the structure of the Feynman
graphs of fixed degree is analyzed in detail. In particular, it is shown using enumeration
techniques that the generating series of the family of Feynman graphs of fixed degree
has a finite radius of convergence. The work of [106] was then extended to MO tensor
models in [120], whose perturbative expansion includes more Feynman graphs compared
to their U(N)3 tensor model counterparts. In the same line, a similar analysis could be
performed for O(N)R tensor models with enhanced scaling, at least for some interaction
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bubbles such as the tetrahedric interaction K4. We note that such an analysis might
be more involved than the one in [106, 120] because the perturbative expansion includes
more Feynman graphs than both MO tensor models and U(N)R tensor models with BGR
scaling. Besides, we remark that the subleading contributions for the O(N)3 tensor models
with tetrahedric interaction has already been investigated in [121] up to next-to-next-to-
next-to-leading order.
An important motivation for the analysis of the subleading contributions is the imple-
mentation of a double scaling limit for O(N)R tensor models with enhanced scaling, in the
same spirit as in matrix models [19], U(N)R tensor models with BGR scaling [106, 122]
and MO tensor models [123]. The idea of the double scaling limit is to take, in a correlated
way, both the large N limit and the limit to criticality so that Feynman graphs of arbi-
trary order in the large N expansion can contribute. One can then study the summability
of the double scaling series, check whether new universality classes can be achieved and
possibly reiterate the double scaling procedure. In the case of matrix models, the double
scaling series corresponds to a sum over all genera, which is divergent. In contrast, the
double scaling series of U(N)R tensor models with BGR scaling is convergent for R ≤ 5
while it becomes divergent for R ≥ 6, as in matrix models [106, 122]. Finally, the case of
MO orientable tensor models is similar to the previous one for R = 3. In this context, an
interesting question for the doubling scaling limit of O(N)R tensor models with enhanced
scaling is whether the double scaling series has a behavior similar to U(N)R tensor models
with BGR scaling, and whether genuinely new universality classes can be achieved.
Another important motivation for understanding the structure of the subleading con-
tributions is the connection between random tensor models and the SYK physics. As
explained in the introduction, even though the leading order Feynman graphs of the SYK
model and the ones of the SYK-like tensor models are similar, there is a clear distinction
between the subleading contributions. Indeed, the SYK model remains a vector model
in disguise whereas the SYK-like tensor models correspond to genuine tensor models. In
particular, the subleading contributions are dual to random discretized geometries in di-
mension R. The difference between the subleading contributions was first pointed out in
[63]; however, the corresponding physics still needs further investigations.
Case of reduced symmetry
The results of this chapter and most of the literature on tensor models rely on the fact that
each index of the tensors is associated with a distinct symmetry group and thus a distinct
color. This property is lost if some symmetry properties on the indices are imposed, as
explained in Section 2.5.2 for matrix models. In particular, the colored representation is
not available anymore, as well as the results on the degree and the index. The situation
for tensor models with reduced symmetry is more complicated than the one for matrix
models. It has recently attracted some particular attention.
To our knowledge, the first instance of reduced symmetry was considered in [65] for the
planar limit of matrix-tensor models based on Hermitian matrices, for which the U(N)2
symmetry associated with the two indices of the matrices is broken down to a single U(N).
In particular, the result holds for any interaction term included in the action.
It was later conjectured in [124], based on numerical computations, that tensor models
with tetrahedric interaction and with totally symmetric tensors of rank three also admit
a well-defined 1/N expansion, with the important additional requirement that the tensors
81
must be traceless. Without the tracelessness condition, it is in fact straightforward to con-
struct Feynman graphs whose power of N is not bounded from above. They are obtained
by recursively inserting an arbitrary number of tadpoles (see Ref. [2]). Interestingly, these
problematic graphs all disappear when one imposes the tracelessness condition, because
of non-trivial cancellations between Feynman graphs. We remark that the conjecture of
[124] also applies to tensor models with totally antisymmetric tensors, in which case the
undesired tadpoles do not appear in the Feynman perturbative expansion.
Another way of eliminating the undesired tadpoles was then put forward in [125],
who considers a bipartite model with the complete interaction KR+1 and two symmetric
tensors of rank R. In this case, the Feynman graphs are bipartite and therefore do not
allow for self-contractions. It was then proved that such models support a well-defined
1/N expansion. The combinatorial approach of [125], based on stranded Feynman graphs,
then allowed for a full proof in [126] of the above conjecture for both totally symmetric
traceless and totally antisymmetric tensors of rank three. This proof relies on a detailed
but tedious case-by-case analysis of the Feynman graphs. One of the key ingredients of
[126] is that the tensors are in an irreducible representation of the symmetry group O(N).
Interestingly, the generalized melonic graphs still dominate the expansion at large N .
Finally, another irreducible representation of O(N) at rank three, based on tensors with
mixed permutation symmetry, was solved in [127].
The extension of the above results to tensors of rank R > 3 is an exciting research
avenue. A full understanding of a method that avoids a case-by-case analysis is still
missing, partly because of the cancellations that result from the tracelessness condition,
which do not have a straightforward interpretation in terms of graphs.
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Chapter 4
Large N and large D matrix-tensor
models
In the matrix models of Chapter 2 and in the tensor models of Chapter 3, we assumed
that the independent indices of the matrix and the tensor have the same size N , that
is, their indices correspond to spaces with the same dimension N . Of course, this is not
required in general. In fact, the study of random matrices started with Wishart’s theory
of random rectangular matrices. On the other hand, it was also noticed in [24] that the
indices of the tensor can have different sizes. In the case of tensor models, the symmetry
group O(N)R becomes the direct product of R orthogonal groups of different sizes, O(Ni)
with i = 1, 2, . . . , R, and the field corresponds to a “rectangular” real tensor of rank
R, Ta1a2···aR , of size N1 × N2 × · · · × NR, where Ni is the range of the index ai. Many
ingredients of the previous chapter for “hypercubic” tensors, i.e. tensors with Ni = N for
all i, can be applied to the case of rectangular ones, such as the transformation law and
the bijection between trace invariants and R-bubbles. A new important feature is however
the presence of R parameters Ni instead of a single one N . In particular, it means that
one can take several large Ni limits and check if they lead to well-defined expansions.
The first instance of interesting expansions for rectangular tensors was in [26], where
the author scales the coupling constants differently with respect to the parameters Ni.
It is then shown that the models admit well-defined large Ni expansions, whose leading
sector is larger than the class of melons.
An interesting application of rectangular tensor models consists in rewriting the tensor
T in terms of a N ×N matrix X with additional indices having the same size D. In other
words, we single out two indices of T out of the R = r+2, (a1a2 · · · aR) = (a1a2µ1µ2 · · ·µr),
and we rewrite T as
Ta1a2···aR = (Xa1a2)µ1µ2···µr , (4.1)
with a1, a2 = 1, 2, . . . , N and µi = 1, 2 . . . , D for i = 1, 2, . . . , r. The field X can then be
interpreted as a special case of rectangular tensor of rank R = r + 2 or as a set of Dr
matrices. This simple rewriting builds an appealing connection between matrix models
and tensor models. Results from one type of models may in principle be translated into
the other type. The natural symmetry group associated with (4.1) is O(N)2 ×O(D)r, or
similar groups (see below). This class of models were studied in Ref. [1] under the name of
matrix-tensor models. Of course, one can always consider the case D = N , for which the
theory reduces to that of a hypercubic tensor of rank R = r + 2. However, as explained
83
below, some non-trivial aspects of matrix-tensor models require a hierarchy between the
two parameters N and D.
The program of connecting matrix models and tensor models was first initiated in
[128, 129]. In [128], models similar to matrix-tensor models with R = 3 and unitary
groups are studied. From the point of view of matrix models, the perturbative expansion
of these models can be nicely interpreted in terms of loops drawn on random surfaces.
More precisely, when N → ∞, the perturbative expansion can be rearranged as a 1/N
expansion onto orientable discretized surfaces, indexed by the genus (see Chapter 2).
Then, whenD →∞, the perturbative expansion further admits a 1/D expansion governed
by the number of oriented loops drawn on these discretized surfaces. From the point of
view of tensor models, the perturbative expansion corresponds to a sum over 4-bubbles,
as explained in Chapter 3. To define the large D limit, the authors use an equivalent of
the BGR scaling. Then, they show using the combinatorial techniques of tensor models
that the number of loops is directly related to the degree of the 4-bubbles, which provides
a new combinatorial interpretation of the degree. In particular, the leading sector is given
by the usual melonic graphs, which correspond to the configurations that maximize the
number of loops.
One of the main motivations for matrix-tensor models is to find new interesting limits
for matrix models using the technology of tensor models. Indeed, by taking the large N
limit at fixed D, one obtains the usual sum over planar graphs of matrix models. In the
most interesting cases for physics, including matrix QFTs in dimension d > 0, computing
the sum over planar graphs remains a difficult technical challenge. But with the additional
parameter D at hand, one can now study the large D limit of the planar graphs.
This program was initiated in [65] in the case of r = 1 and was extended in Ref. [2].
The models studied in these references are based on a set of D matrices of size N × N .
These matrices can be complex, in which case the symmetry group is U(N)2 × O(D),
or Hermitian, in which case the symmetry group reduces to U(N) × O(D), where the
Hermitian matrices transform in the adjoint representation of U(N). As explained in the
introduction of this thesis, such models have a natural interpretation in the context of
D-branes and string theory. An important feature of these models is that the large D
limit is of different nature whether one uses an equivalent of the BGR scaling, as in [128],
or an equivalent of the enhanced scaling. With the BGR scaling, one can show that the
large N and large D limits commute, whereas with the enhanced scaling, it is essential
to take N →∞ first and D →∞ second for the limits to make sense. Thus, in the case
of the enhanced scaling, there is a natural hierarchy between the two parameters N and
D and one typically assumes N >> D. This point also applies in the general case of
matrix-tensors of rank R = r+ 2 and turns out to have important physical consequences.
A simple intuitive explanation of why the difference between the two scalings is crucial
for physics can be given in the case of r = 1, i.e. for vectors of matrices [65, 2]. If the
large N and large D limits commute, one can take the limit D → ∞ at fixed N first,
which corresponds to a standard large D limit of vector models (see Chapter 1). This
limit selects a very restrictive class of Feynman graphs–that is, the bubble graphs–and
the resulting physics is the same as in standard vector models. This is true already at
fixed N and remains of course true when N goes to infinity, which eliminates even more
Feynman graphs. However, vector models are much simpler than matrix models. The
large D approximation of the planar graphs obtained in this way is thus bound to be a
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very poor approximation and it does not reproduce the most crucial physical properties
of the full sum over planar graphs.
On the other hand, the situation is very different with the enhanced scaling, for which
large N and large D do not commute [65]. The large D expansion with enhanced scaling is
totally different from the large D expansion of vector models, because it includes a much
wider class of Feynman graphs. The remarkable point, emphasized in [65], is that the
main physical properties expected for the full sum over planar graphs seem to be captured
already at leading order. This property highlights the importance of the enhanced scaling.
It also provides another perspective on the deep relationship between matrix and tensor
models and a new and reliable way to study physically relevant planar matrix models
which were thought to be intractable before.
In this context, the objective of this chapter is to describe the large N and large D
limits of general matrix-tensor models with enhanced scaling, as derived in Ref. [1]. We
use real matrix-tensors with symmetry group O(N)2×O(D)r, since this is the most general
case. Indeed, as explained in the previous chapters, the use of other symmetry groups,
like unitary groups, amounts to consider a complex matrix-tensor X and its conjugate
X†. The corresponding study is then typically easier since the Feynman graphs in the
complex case are bipartite and therefore consist in a strict subset of the ones in the
real case. Besides, as usual, the large N and large D expansions do not depend on the
dimension d of spacetime nor on the statistics of the fields. Unless otherwise stated, we
thus set ourselves in d = 0 with a real, bosonic matrix-tensor.
Many parts of this chapter correspond to (slightly modified) parts of Ref. [1]. The
results are directly based on the graph-theoretic tools developed in Chapter 3 for tensor
models, which also apply to matrix-tensor models. We emphasize that there are impor-
tant differences, both conceptual and technical, between matrix-tensor models and tensor
models. First, the presence of two parameters N and D in matrix-tensor models makes
the connection with higher dimensional discretized geometries less direct. Second, matrix-
tensor models with r = 1 have a natural interpretation in the context of D-branes and
string theory, whereas it is difficult to find a similar interpretation for tensors of rank
three or higher. Third, the large D expansion of matrix-tensor models does not coincide
with the large N expansion of tensor models because it is made at fixed genus. This being
said, the results for matrix-tensor models naturally reduce to the ones for tensor models
by setting N = D.
The results presented in this chapter connects with the ongoing effort to understand
quantum models of black holes via holography, following ideas first put forwards in the
SYK model. This model is non-standard because it uses quenched disorder, but it was
pointed out that an ordinary quantum mechanics based on tensor models shares the same
basic properties. It was then realized in [65] that the basic structure of the Feynman
graphs responsible for the properties of the SYK model is also relevant to planar matrix
quantum mechanics, through the large D limit for r = 1 explained above. This makes
the link with holography and string theory clearer, since planar matrix models are singled
out in this framework, the two indices of the matrices being the Chan-Paton factors
associated with the two end points of open strings. The presence of the additional O(D)
index on the matrices corresponds to the rotation group transverse to D-branes. The limit
D → ∞ is then physically similar to the large dimension limit of gravity. The results
of this chapter provide a general framework to build a large class of solvable models
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with relevant properties to describe quantum black holes which have many interesting
properties yet to be discovered.
We start this chapter by describing the O(N)2×O(D)r matrix-tensor models and the
corresponding invariant interactions. We then explain the stranded and colored repre-
sentations for the Feynman graphs. Next, we define a large N and two large D scalings
for the coupling constants, which allow for well-defined large N and large D expansions.
The two large D scalings are the equivalents of the BGR and the enhanced scalings for
tensor models. We then focus on the large D expansion for the enhanced scaling and
we discuss its properties. As an application, we study two types of quantum mechanical
matrix-tensor models based on the complete interaction, which reproduce in the large N
and large D limit the SYK/black hole physics. Finally, we conclude the chapter with
open questions and perspectives.
4.1 Definition of the models
The basic degrees of freedom of matrix-tensor models are a set of Dr real matrices
Xµ1µ2···µr = (Xa1a2)µ1µ2···µr of size N ×N , where a1, a2 = 1, 2, . . . , N and µi = 1, 2, . . . , D
for i = 1, 2 . . . , r. The symmetry group is O(N)2×O(D)r, whose action is defined by the
following transformation law
(Xa1a2)µ1µ2···µr → (X ′a1a2)µ1µ2···µr = O(1)a1a′1O
(2)
a2a′2
O
(3)
µ1µ′1
. . . O
(r+2)
µrµ′r
(Xa′1a′2)µ′1µ′2···µ′r , (4.2)
where O(1), O(2) and O(i), i = 1, 2, . . . , r, are independent N × N and D ×D orthogonal
matrices respectively. The number of degrees of freedom is N = N2Dr. Similarly to the
tensor models of Chapter 3, each orthogonal group acts independently on its corresponding
index; hence, the R indices are distinguishable.
The invariants of matrix-tensor models can be constructed in a similar way as in
tensor models. Their interpretation is however different because we now have matrix
indices; therefore, there is an associated notion of trace. An invariant thus corresponds to
a product of traces with respect to the matrix indices a1, a2 such that the O(D) indices
transforming under the same group are all contracted two by two. We denote by Ia(X)
an invariant, where a is some label in a discrete set S, by ta the number of traces in Ia(X)
and by sa the number of entries X in Ia(X). An invariant of matrix-tensor models can
thus be formally written as
Ia(X) =
ta∏
i=1
tr(Xµ1,i···µr,iX
T
ν1,i···νr,i · · ·Xρ1,i···ρr,iXTσ1,i···σr,i) , (4.3)
where the O(D) indices are properly contracted pairwise and summed over. Note that
O(D) indices belonging to distinct traces can be contracted together. Also, the number sa
of entries is always even, in agreement with the transformation law (4.2). Like in tensor
models, the invariants are in bijection with R-bubbles Ba, with R = r+ 2. We thus write
Ia(X) ≡ IBa(X) and ta ≡ t(Ba). Examples of invariants include:
• X ·X ≡ tr(Xµ1µ2···µrXTµ1µ2···µr) = (Xa1a2)µ1µ2···µr(Xa1a2)µ1µ2···µr (t = 1, s = 2);
• IB1 = tr(XµXTµXνXTν ) = (Xa1a2)µ(Xb1a2)µ(Xb1b2)ν(Xa1b2)ν (r = 1, t1 = 1, s1 = 4);
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• IB2 = tr(XµXTν XµXTν ) = (Xa1a2)µ(Xb1a2)ν(Xb1b2)µ(Xa1b2)ν (r = 1, t2 = 1, s2 = 4);
• IB3 = tr(XµXTµ ) tr(XνXTν ) = (Xa1a2)µ(Xa1a2)µ(Xb1b2)ν(Xb1b2)ν (r = 1, t3 = 2, s3 = 4);
• IB4 = tr(Xµ1µ2XTµ1µ2Xν1ν2XTν1ν2) = (Xa1a2)µ1µ2(Xb1a2)µ1µ2(Xb1b2)ν1ν2(Xa1b2)ν1ν2 (r = 2,
t4 = 1, s4 = 4);
• etc.
In these examples, the first invariant corresponds to the mass term in the action whereas
the other invariants correspond to the ones in Section 3.1 translated into the language of
matrix-tensors.
An invariant action S(X) for the matrix-tensor models can be written as
S(X) =
NDr
2
X ·X +
∑
a∈S
ga IBa(X) =
NDr
2
X ·X + V (X) , (4.4)
where ga is the coupling constant associated with IBa(X). The factor of NDr in front of
the mass term is set for further convenience. Note that in the case N = D, the action
reduces to the one (3.3) of tensor models.
The partition function Z and the free energy F associated with the action (4.4) are
given by the usual expressions
Z = exp(−F ) =
∫
[dX] e−S(X) =
∫
[dX] e−
NDr
2
X·X−∑a∈S ga IBa (X) , (4.5)
where the path integral measure is given in d = 0 by the product of N2Dr simple integral
measures on R. As usual, similar expressions hold for general n-point functions and the
free 2-point function or free propagator is given by〈
(Xa1a2)µ1µ2···µr(Xb1b2)ν1ν2···νr
〉
0
=
1
NDr
δa1b1δa2b2δµ1ν1 · · · δµrνr . (4.6)
We now define a large N and a large D expansions for matrix-tensor models. To do
so, we go to perturbation theory and study the resulting Feynman graphs.
4.2 Feynman graphs
We focus on the perturbative expansion of the free energy F onto connected Feynman
graphs. The Feynman rules for matrix-tensor models are found in the usual way. We
denote by G a connected Feynman graph appearing in the perturbative expansion of F
and we write its amplitude A(G), which depends on N and D. Like in the previous
chapter, it is useful to describe the Feynman graphs using the stranded or the colored
representations. These representations for matrix-tensor models are the same as for tensor
models. The only difference is their interpretation, which we highlight in this section.
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Figure 4.1: Stranded representation for some vertices and the propagator of matrix-tensor
models in the special case r = 1. They can be interpreted as being ribbon graph vertices
and edge with an additional internal line corresponding to the O(D) index. The resulting
Feynman graph thus describe loops, made by connecting internal lines together, drawn
on discretized surfaces.
4.2.1 Stranded representation
Like in tensor models, the field components (Xa1a2)µ1µ2···µr have R = r + 2 distinguished
indices, which we label with R distinct colors. We use again the color 1 for the first
index, the color 2 for the second index, etc. In the case of matrix-tensor models, the
colors 1 and 2 have a “special” status because they correspond to the matrix indices of
X. To emphasize this, we draw the interaction vertices and the propagator like in a
usual ribbon graph (see Section 2.2.1), whose strands correspond to the matrix indices,
supplemented by additional “internal” strands for the additional O(D) indices.1 This is
illustrated in Figure 4.1 for the interaction terms IB1 , IB2 and IB3 defined above and for
the propagator. The resulting Feynman graphs can then be interpreted as ribbon graphs
with internal loops made by connecting the internal strands together. This makes the
link between matrix-tensor models and loops drawn on discretized surfaces.
Given a connected Feynman graph G in the stranded representation, we denote by p its
number of propagators, by v its number of interaction vertices, by f its number of closed
stranded loops made of U(N) matrix indices (which correspond to the number of faces of
the matrix ribbon graph), by ϕ its number of closed stranded loops made of O(D) indices
and by SG the discrete set that accounts for the different types of interaction vertices in
G. As usual, G may effectively correspond to a disconnected stranded graph, denoted as
G˜, because nothing restricts an interaction vertex to be effectively disconnected (see IB3
in Figure 3.1). We denote by v˜ the number of effective “connected” interaction vertices
in G˜.
Even though the stranded representation of matrix-tensor models makes an interesting
connection with matrix models ribbon graphs, it is more practical to work with the colored
representation and the corresponding graph-theoretical tools.
4.2.2 Colored representation
The colored representation of matrix-tensor models is constructed in the same way as for
tensor models. The interaction terms IBa entering the action (4.4) are in bijection with R-
1Note that these “internal” strands may connect distinct ribbon vertices at a given interaction vertex.
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Figure 4.2: Interaction bubbles of Figure 3.2 for matrix-tensor models. The coupling
parameters τa for the BGR scaling are defined in Eq. (4.9) and the coupling parameters
λa for the enhanced scaling in Eq. (4.11).
bubbles Ba. The R-bubbles associated with IB1 , IB2 , IB3 and IB4 are presented in Figure
4.2. As expected, they look the same as in Figure 3.2 but the scalings of the coupling
constants are different (see below). Remark that if we restrict the interaction bubbles to
the edges of colors 1 and 2 only, we obtain interaction bubbles for the associated O(N)2
matrix models. In particular, the number t(Ba) of traces in IBa corresponds to the number
of (12)-faces in the R-bubble Ba.
Each interaction R-bubble Ba is thus characterized by:
• its number of vertices V (Ba) = sa;
• its number of traces t(Ba) = F12(Ba);
• its number of connected components c(Ba), which satisfies t(Ba) ≥ c(Ba);
• its degree degBa.
A particular case of interest is given by models with only single-trace interactions, for
which t(Ba) = 1 and thus c(Ba) = 1. In the following, we denote the colors 1 to R by
lower case latin indices i, j, etc., and the r colors 3 to R by upper case latin indices I, J ,
etc.
Regarding the Feynman graphs, like in tensor models, they are mapped to (R + 1)-
bubbles, the color 0 being associated with the propagators. In particular, the Feynman
graphs of Figure 3.3 remain valid in the context of matrix-tensor models. We present
them again in Figure 4.3 with the correct scalings with respect to N and D (see below).
We use the notation B to denote a given connected Feynman graph G in the colored
representation. Most of the relations (3.6) between the data associated with the stranded
and the colored representations remain valid for matrix-tensor models. Only the ones
associated with the faces of the bubbles must be adapted:
f = F01(B) + F02(B) , ϕ =
∑
I
F0I(B) ,
∑
a∈SG
t(Ba) = F12(B) . (4.7)
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Figure 4.3: Feynman graphs of Figure 3.3 for matrix-tensor models. The coupling param-
eters τa (BGR scaling) are defined in Eq. (4.9) and the coupling parameters λa (enhanced
scaling) in Eq. (4.11). LO Feynman graphs scale like N2D.
4.3 Large N and large D expansions
In the context of matrix-tensor models, we need to prescribe how the coupling constants
ga in the action (4.4) scale with both N and D to define a large N and a large D limits. In
particular, we want to obtain well-defined and non-trivial expansions when both N →∞
and D → ∞. In this section, we first review the large N scaling directly imported from
matrix models. Then, we introduce the equivalents of the BGR scaling (see Section 3.4)
and the enhanced scaling (see Section 3.5) for the large D scaling. Finally, we focus on
the enhanced scaling and we derive the associated large N and large D expansions. This
part corresponds to Sections 3.2 and 3.3 of Ref. [1].
4.3.1 Large N and large D scalings
Large N ’t Hooft scaling
Because the large N limit of matrix-tensor models corresponds to the large N limit of
O(N)2 matrix models, we use ’t Hooft scaling for the large N scaling of the coupling
constants (see Eq. (2.10)). In other words, we introduce new coupling parameters µa
related to the couplings ga as
ga = N
2−t(Ba)µa , (4.8)
and we keep the µa’s fixed when N → ∞. In this way, we reproduce the usual large N
limit of matrix models.
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Large D BGR scaling
The BGR scaling of tensor models can be generalized to matrix-tensor models as follows.
We define new coupling parameters τa in terms of the couplings µa by
µa = D
r+t(Ba)−c(Ba)− 2r! degBaτa . (4.9)
Then, the limits N → ∞ and D → ∞ are formulated by keeping the τa’s fixed. The
large D BGR scaling is illustrated in Figure 4.2. The action (4.4) rewrites in terms of the
couplings τa as
S(X) = NDr
(
1
2
X ·X +
∑
a∈S
N1−t(Ba)Dt(Ba)−c(Ba)−
2
r!
degBaτa IBa(X)
)
. (4.10)
One can show (see below) that the limits N → ∞ and D → ∞ commute in this case.
When D = N , the large N and large D scalings reduce together to the BGR scaling
(3.24). One then obtains the 1/N expansion described in Section 3.4.1, which is organized
according to the degree of the Feynman graphs. The leading order Feynman graphs are
the melons, which have degree zero.
As emphasized in the previous chapter, the class of melons is quite restricted. In
particular, only melonic interaction bubbles can contribute to the leading sector. From
the point of view of matrix-tensor models, the scarcity of the melonic family implies that
the BGR scaling (4.9) yields a physics similar to the large D limit of vector models.
This is why enhancing non-melonic interactions is important, so that the large D limit
includes many more Feynman graphs and hopefully captures the essential aspects of the
full sum over planar graphs. A natural candidate is the enhanced scaling introduced in the
previous chapter. Indeed, it is optimal for a large class of interactions and in particular
for the tetrahedric interaction, which plays a crucial role in reproducing the SYK/black
hole physics.
Large D enhanced scaling
The enhanced scaling of tensor models can be generalized to matrix-tensor models in a
similar way. We introduce new couplings parameters λa as
µa = D
r+t(Ba)−c(Ba)+ 2(r+1)! degBaλa , (4.11)
and we define the associated large N and large D limits by keeping the λa’s fixed. Exam-
ples of enhanced scalings are given in Figure 4.2. In terms of the enhanced scaling, the
action (4.4) rewrites as
S(X) = NDr
(
1
2
X ·X +
∑
a∈S
N1−t(Ba)Dt(Ba)−c(Ba)+
2
(r+1)!
degBaλa IBa(X)
)
. (4.12)
Note that
τa = D
2(r+2)
(r+1)!
degBaλa , (4.13)
which means that similarly to the case of tensor models, taking D → ∞ at fixed λa
amounts to an infinite amplification of all the non-melonic (degBa > 0) interactions with
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respect to the BGR scaling. In spite of this enhancement, the large N and large D
expansions are both still well-defined, with the important feature that the two limits no
longer commute (see below). One should first take N → ∞ and then D → ∞ at each
order in the 1/N expansion. Moreover, the large D expansion is governed by the index of
the Feynman graphs, as expected from the results for tensor models.
4.3.2 Case of the enhanced scaling
The powers of N and D associated with a given connected Feynman graphs G follows from
the action (4.12). To each propagator is associated a factor 1/(NDr), to each interaction
bubble of type Ba a factor
N2−t(Ba)Dr+t(Ba)−c(Ba)+
2
(r+1)!
degBa ,
to each closed stranded loop made of O(N) indices a factor N and to each closed stranded
loop made O(D) indices a factor D. Overall, the amplitude A(G) of G thus scales with
N and D as
A(G) ∼ N−p+
∑
a∈SG
(
2−t(Ba)
)
+f
D
−rp+∑a∈SG(r+t(Ba)−c(Ba)+ 2(r+1)! degBa)+ϕ ≡ N2−hDr+h− `r+1 ,
(4.14)
where we introduced the parameters h and ` defined as
h = 2 + p−
∑
a∈SG
(
2− t(Ba)
)
− f ,
= 2 + p− 2v +
∑
a∈SG
t(Ba)− f ,
(4.15)
and
`
r + 1
= r + h+ rp−
∑
a∈SG
(
r + t(Ba)− c(Ba) + 2
(r + 1)!
degBa
)
− ϕ ,
= r + 2 + (r + 1)p− (r + 2)v +
∑
a∈SG
(
c(Ba)− 2
(r + 1)!
degBa
)
− f − ϕ .
(4.16)
The powers of N and D associated with the Feynman graphs of Figure 4.3 are indicated
in terms of the couplings λa for the enhanced scaling.
It is convenient to rewrite the parameters h and ` with the colored representation
data. Using the identities (3.6), (3.29) and (4.7), this yields
h = 2 +
1
2
V (B)− 2v(B) + F12(B)− F01(B)− F02(B) , (4.17)
and
`
r + 1
= r + 2 +
1
2
(r + 1)V (B)− (r + 2)v(B) +B(0) − 2
(r + 1)!
degB(0) −
r+2∑
i=1
F0i . (4.18)
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Factor of N
The factor of N in Eq. (4.14) is similar to the one for O(N)2 matrix models, as expected.
We can actually use the results of Chapter 2 to prove that the large N limit of matrix-
tensor models is well-defined.
Theorem 5. Let G be a connected Feynman graph of the matrix-tensor models with en-
hanced scaling and let B be the corresponding (R+1)-bubble in the colored representation,
with R = r + 2. Then, h ≥ 0. In other words, the power of N associated with any
connected Feynman graph G is bounded above by 2.
Proof. Consider the 3-bubble subgraph B(012) obtained from B by deleting all the edges of
colors 3 to r+2. This 3-bubble corresponds to the matrix part of B and can be equivalently
described as a ribbon graph. The expression (4.17) for the parameter h straightforwardly
holds if we replace B by the 3-bubble B(012). Since B(012) is a 3-bubble, we can then use
the Euler’s formula (2.8) to rewrite h as
h = 2g(B(012)) + 2
[
1 + F12(B(012))− v(B(012))−B(012)
]
, (4.19)
which is similar to the expression (2.15) for the parameter h of matrix models. Finally, by
following the proof of Theorem 2, we deduce that h is non-negative and also h ∈ N.
Case of connected interaction bubbles
A first particular case of interest is obtained by including in the models only connected
interaction bubbles, that is, c(Ba) = 1 ∀a ∈ S. Then, B = 1 and B(0) = v(B) so that
Eq. (4.19) takes the form
h = 2g(B(012)) + 2
[
1 + F12(B(012))−B(0) −B(012)
]
, (4.20)
Note that the second term on the RHS of this expression is of the form (A.4) for G = B,
p = r and the colors (i1 . . . ip) = (3 . . . r + 2).
Case of single-trace interaction bubbles
A second interesting case corresponds to models with only single-trace interactions,
i.e. t(Ba) = 1 ∀a ∈ S. Note that this case implies the previous one because t(Ba) ≥ c(Ba).
It further implies B(012) = 1 so that Eq. (4.19) reduces to
h = 2g(B(012)) . (4.21)
This is consistent with the case of matrix models with single-trace interactions, see Eq.
(2.18).
Factor of D
We now discuss the factor of D in Eq. (4.14) and prove that the large D of matrix-tensor
models is well-defined. We remark that the arguments are similar to the ones in the proofs
for Theorems 3 and 4.
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Theorem 6. Let G be a connected Feynman graph of the matrix-tensor models with en-
hanced scaling and let B be the corresponding (R+1)-bubble in the colored representation,
with R = r+2. Then, ` ≥ 0. In other words, the power of D associated with any connected
Feynman graph G is bounded above by r + h.
Proof. We apply the formula (3.9) for the degree of the bubbles B(0) and B,
(r + 1)B(0) − 2
r!
degB(0) = F (B(0))− 1
4
r(r + 1)V (B(0)) ,
(r + 2)B − 2
(r + 1)!
degB = F (B)− 1
4
(r + 1)(r + 2)V (B) .
Subtracting these two equations, plugging the result into Eq. (4.18) and using the face
decomposition formulas (3.20) as well as V (B(0)) = V (B) then yields
` = 2 ind0 B + (r + 1)(r + 2)
[
1 +
∑
a∈SG
(c(Ba)− 1)−B
]
. (4.22)
This expression is similar to the one (3.54) for the parameter ` of tensor models with
enhanced scaling, as expected. Then, by following the proof of Theorem 4, we conclude
that ` is non-negative and ` ∈ N.
Case of connected interaction bubbles
For connected interaction bubbles, the parameter ` reduces to twice the index of B:
` = 2 ind0 B . (4.23)
In this case, the second form of the decomposition formula applies (see Proposition 3.5.1)
so that the index of B can be interpreted as the sum of the parameters 1
2
hij that govern
the 1/N expansions of all the possible (ij) matrix models embedded in the matrix-tensor
model. This interpretation is particularly relevant in the present context as singling out
two distinct colors is equivalent to singling out two indices of a tensor to rewrite it in
terms of matrices.
Besides, the notion of maximally single-trace (MST) interaction bubbles, introduced
at the end of Section 3.5.1, is also perfectly defined for matrix-tensor models. For this
particular class of interactions, the index of a Feynman graph B reduces to Eq. (3.60).
Form of the expansions
Theorems 5 and 6 imply that the free energy F admits well-defined large N and large D
expansions for the enhanced scaling (4.11). More precisely, if we denote by {Gh} the set
of connected Feynman graphs of fixed h and by {Gh,`} the one for fixed h and `, then we
first expand F at large N ,
F =
∑
h∈N
N2−hFh , (4.24)
where Fh corresponds to a N -independent weighted sum over connected Feynman graphs
G in {Gh}. Then, we expand each Fh at large D,
Fh =
∑
`∈N
Dr+h−
`
r+1Fh,` , (4.25)
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where Fh,` corresponds to a N - and D-independent weighted sum over connected Feynman
graphs G in {Gh,`}.
One can observe that both the large N and the large D expansions are well-defined.
For the latter, it follows from the fact that at fixed h, the power of D associated with any
Feynman graph is bounded above. Note that it crucially implies that the limits N →∞
and D → ∞ do not commute, as first realized in [65]. Indeed, at fixed N , the power
of D grows linearly with h so that the limit D → ∞ does not exist. One must always
consider the limit N →∞ first and then the limit D →∞ next, at each order in the 1/N
expansion.
On the other hand, the large D expansion is governed by the integer `, which is directly
related to the index of the Feynman graphs, and the expansion parameter is 1/D
1
r+1 . This
is very similar to the large N expansion of tensor models with enhanced scaling. In fact,
by setting N = D and taking the limit N →∞, the above expansions reduce to the large
N expansion (3.55).
Leading sector
Let us briefly study the leading order (LO) Feynman graphs of matrix-tensor models with
enhanced scaling. According to Eqs. (4.24) and (4.25), they satisfy h = 0 and ` = 0 and
they scale like N2Dr. Since the parameters h and ` only depend on the structure of the
Feynman bubbles, they have the same combinatorial interpretation as the parameters h
in matrix models and ` in tensor models with enhanced scaling, respectively. It means
that the description of the leading sector in Section 2.4 for matrix models and in Section
3.5.2 for tensor models hold for matrix-tensor models.
The condition h = 0 means that the LO Feynman graphs B are such that their 3-
bubble subgraph B(012) is maximally disconnected and its connected components are all
planar. As for the condition ` = 0, it says that B is itself maximally disconnected and all
of its connected components have index zero, that is, they are generalized melons.
As mentioned in the previous chapter, the class of generalized melons obtained with
the enhanced scaling is much larger than the class of ordinary melons obtained with the
BGR scaling. In particular, non-melonic interaction bubbles can contribute at leading
order.
Finally, to emphasize the point of view of the large D limit of matrix models, let us
restrict the models to single-trace interaction bubbles. Then, the usual sum over planar
graphs truncates to a sum over generalized melons. In the previous chapter, we explained
that the classification of generalized melons is not known in general but it is the case for
the physically relevant complete interaction KR+1 for R prime. In this particular case,
the truncation of the full sum over planar graphs is tractable and yet non-trivial. This
result is central in the context of the SYK/black hole physics; we come back to this point
in Section 4.5.
Upper bound on the power of D at fixed h
From the large D expansion (4.25), it is clear that, at fixed h, the highest possible power
of D in a Feynman graph is r+h. For models with single-trace interactions, this is r+ 2g
where g ≡ g(B(012)). This upper bound can actually be improved as follows. From the
95
decomposition formula (3.15), we have
ind0 B ≥ g + F12 −B(012) −B(0) +B . (4.26)
Using Eq. (4.19) and the identities (3.6) and (4.7), we obtain
ind0 B ≥ h
2
−
∑
a∈SG
(
c(Ba)− 1
)
+B − 1 . (4.27)
Together with Eq. (4.22), this yields
` ≥ h+ r(r + 3)
[∑
a∈SG
(
c(Ba)− 1
)−B + 1] . (4.28)
Finally, using the large D expansion (4.25), we see that the highest possible power of D
is actually
r +
r
r + 1
h− r(r + 3)
r + 1
[∑
a∈SG
(
c(Ba)− 1
)−B + 1] . (4.29)
For models with single-trace interactions, this reduces to r+ 2r
r+1
g, generalizing the bound
1 + g obtained in the case r = 1 in [65].
Other scalings and expansions
We finally mention two other natural scalings that yield non-trivial large D and/or large
N expansions, albeit keeping less Feynman graphs at leading order.
Large D BGR scaling
This scaling is defined by (4.9). Straightforward modifications of the above derivations
show that a Feynman bubble B is proportional to N2−hDr+h−L, where the parameter h
is given by Eq. (4.19) and the parameter L by
L =
2
(r + 1)!
degB + (r + 2)
[
1 +
∑
a
(
c(Ba)− 1
)−B] . (4.30)
Note that this expression is similar to the one (3.30) obtained for tensor models with
BGR scaling, as expected. In particular, L ∈ N. We thus get an expansion in powers of
1/D governed by the degree.
Using the bubble inequalities (3.11) successively for the colors 3 to R, together with
degB(012) = g, one finds that
degB ≥ 1
2
(r + 2)! g . (4.31)
Then, one can show using this bound that the combination h−L is non-positive, so that
the power of D of any Feynman graph is bounded above by r, independently of h. As a
result, the large N and large D limits commute with the BGR scaling.
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Splitted scaling
Another natural procedure is to define a scaling by treating the matrix and tensor
parts of the matrix-tensor separately.2 For the matrix part, we use the standard ’t Hooft
scaling (4.8). For r = 1, we further scale the corresponding couplings as µa → Dµa,
so that they correspond to the large D scaling of vector models. For r = 2, which is a
bi-matrix model, we use an action of the form
S = ND
(1
2
X ·X +
∑
a∈S
N1−t(Ba)D1−t˜(Ba)κaIBa(X)
)
, (4.32)
where we have defined t˜(Ba) = F34(Ba) and we keep the couplings κa fixed. For r ≥ 3,
we choose to use the enhanced scaling for the tensor part of the matrix-tensor, which
amounts to keeping the κa defined by
S = NDr−1
(1
2
X ·X +
∑
a∈S
N1−t(Ba)D1−c(B
(12)
a )+
2
(r−1)! degB
(12)
a κaIBa(X)
)
, (4.33)
fixed. One can check that these scalings are less optimal than (4.11), in the sense that
the ratios κa/λa are always proportional to a positive power of D. The large N and large
D limits always commute in the splitted scalings, because the highest power of D of any
Feynman diagram is Dr.
4.4 Application: quantum models and SYK physics
Matrix-tensor models can be used to build interesting quantum mechanical (and field
theoretic) models based on the prime-complete interaction KR+1, which reproduce the
important features of the SYK model with q = (R + 1)-fold random interactions [36].
Such models are natural candidates to describe quantum black holes in the context of
holography and string theory. This part corresponds to Section 4.4 in Ref. [1].
Prime-complete Majorana fermion model
We consider real fermionic matrix-tensor operators
(ψa1a2)µ1···µr = (ψa1a2)
†
µ1···µr , 1 ≤ a, b ≤ N , 1 ≤ µi ≤ D ,
satisfying the quantization conditions{
(ψa1a2)µ1···µr , (ψb1b2)ν1···νr
}
=
1
NDr
δa1b1δa2b2δµ1ν1 · · · δµrνr . (4.34)
The O(N)2 ×O(D)r symmetric Hamiltonian is
H = −1
2
i
1
2
(r+2)(r+3)NDr+
1
4
r(r+1)λ tr
(
ψ[C]ψ
T
[2]
r+1
2∏
p=1
ψ[2−2p]ψT[2+2p]
)
+ H. c. (4.35)
2Even more generally, we could consider splitted scalings for which we separate the R indices of the
tensor into several groups, R = r1 + · · ·+ rs. This approach was first proposed in [26] under the name of
color slice scaling.
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We use here the matrix notation associated with the colors 1 and 2, the trace in the
Hamiltonian being associated with the (12)-face of the prime-complete interaction bubble
Kr+3. We have indexed the variables according to which vertex they are associated to in
Kr+3. The appropriate contractions of the O(D) indices are assumed. For example,
H = ND
3
2λ1 tr
(
ψµψ
T
ν ψµψ
T
ν
)
for r = 1 , (4.36)
H =
i
2
ND6λ tr
(
ψαµθψ
T
βνφψγρθψ
T
βµξψαρφψ
T
γνξ
)
+ H. c. for r = 3 . (4.37)
Note that for r = 1, only λ1 = Reλ contributes, whereas for r ≥ 3, it is essential to add
the Hermitian conjugate term to get a unitary theory. This is related to the fact that the
vertices are all inequivalent in Kr+3 for r ≥ 3, as discussed in Section B.1.2. However, the
difference between the two terms in the Hamiltonian is a subleading effect at large N and
large D. The factor of i in Eq. (4.37) has been chosen so that only λ1 = Reλ contributes
at leading order, for any r.
The basic quantity in the model is the Euclidean two-point function at finite temper-
ature
G(t) =
1
N
〈
tr
(
ψµ1···µr(t)ψ
T
µ1···µr
)〉
β
. (4.38)
It is a real and odd function of the Euclidean time t satisfying G(t+β) = −G(t). From the
classification Theorem 7 in Appendix B, we can write down a Schwinger-Dyson equation
that determines G at leading order. We introduce the Fourier transform
G(t) =
1
β
∑
k∈Z+ 1
2
Gk e
− 2ipikt
β (4.39)
and the self-energy Σ,
1
Gk
= −2ipik
β
+ Σk , Σ(t) =
1
β
∑
k∈Z+ 1
2
Σk e
− 2ipikt
β . (4.40)
The Schwinger-Dyson equation then reads
ΣLO(t) =
{
−16λ21GLO(t)3 if r = 1,
−(r + 3)λ21GLO(t)r+2 if r ≥ 3 and r + 2 is prime.
(4.41)
Remark that it looks similar to the Schwinger-Dyson equation obtained for tensor models
(cf. Eqs. (3.76) and (3.77)), but with the crucial difference that we now work in one
dimension with fermionic variables. Again, the fact that the combinatorial factor 16
when r = 1 does not generalize to (r + 3)2 for larger values of r is an effect of the lack of
symmetry between the vertices in the prime-complete interaction bubble for r ≥ 3.
We now make several comments:
• We have obtained a matrix-tensor version of the SYK model with q-fold interactions
[36] and we can in particular study the limit q = r+3→∞. Note, however, that the
result holds in principle only when r + 2 = q − 1 is a prime number. As mentioned
in Section 3.5.4, we do not know the form of the leading order graphs and thus we
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cannot write down the Schwinger-Dyson equation if r+2 is not prime. It is a logical
possibility that (4.41) is still correct, but the proof would have to be generalized
non-trivially, since the relation with the index is then lost.
• In the case of the SYK model, a straightforward and purely algebraic derivation
of the leading order Schwinger-Dyson equation from standard manipulations of the
path integral with an auxiliary field is possible, without any study of the Feynman
diagrams themselves [47]. An analogue of such a derivation is not known for matrix-
tensor models and most probably does not exist. The reason is that when there is
a formulation in terms of an auxiliary field, the large N expansion at all orders and
for all the correlation functions can be obtained straightforwardly from the loop
expansion generated by the effective action for the auxiliary field. In matrix-tensor
models such as (4.35), the study of subleading contributions is typically much more
difficult and cannot be reduced to a simple loopwise expansion. For a discussion of
subleading contributions in related models, see e.g. [57, 63].
• In spite of the lack of an auxiliary field formulation, all the thermodynamical func-
tions (free energy, etc.) in our model can be expressed at leading order in terms of
the two-point function (4.38) only, see [35].
• The fact that a tensor model mimicking the q-fold random SYK interaction can be
built has been mentioned in the literature [116]. These papers seem to have assumed
that the analysis of the simplest case in [59] could be immediately generalized. As
we explained, this is incorrect. Still, it might be that the Schwinger-Dyson equation
(4.41) remains valid (plausibly modulo appropriate combinatorial factors) beyond
the case R prime which is fully solved in the present paper. For R prime, the
particular combinatorial factors in (4.41) are related to the fact that the vertices of
the prime-complete bubble are distinguishable when r ≥ 3. These factors are not
correctly written down in [116]. This is however irrelevant for the bulk of the results
in these references.
Prime-complete Dirac fermion model
The SYK model has an interesting complex version [34]; hence, it is natural to also
consider a complex version of the matrix-tensor model (4.35). An important physical
motivation to do so is to be able to add a non-trivial mass term. The resulting phase
diagram when r = 1 has been shown to display many surprising features, the most notable
being the existence of a non-trivial critical point [35]. The generalization of the model to
any prime R = r+ 2 opens the way to a detailed analytical study of this critical point in
the large r limit.
The model is built from complex matrix-tensor operators satisfying the quantization
conditions {
(ψa1a2)µ1···µr , (ψ
†
b2b1
)ν1···νr
}
=
1
NDr
δa1b1δa2b2δµ1ν1 · · · δµrνr , (4.42)
where we use the convention
(ψa1a2)
†
µ1···µr = (ψ
†
a2a1
)µ1···µr , 1 ≤ a, b ≤ N , 1 ≤ µi ≤ D.
99
The U(N)2 ×O(D)r symmetric Hamiltonian is
H = NDr tr
[
mψ†µ1···µrψµ1···µr +D
1
4
r(r+1)
(
λψ[C]ψ
†
[2]
r+1
2∏
p=1
ψ[2−2p]ψ
†
[2+2p] + H. c.
)]
, (4.43)
with notations similar to what we used in the model (4.35). When r = 1, the model
reduces to the one studied in the first reference in [35]. When r ≥ 3, the addition of
the Hermitian conjugate term is essential for unitarity. Unlike in the model (4.35), this
is crucial even at leading order. Actually, with only one term in the Hamiltonian, no
generalized melon respecting the U(N)2 symmetry could be built.
We introduce the Euclidean two-point function at finite temperature
G(t) =
1
N
〈
trψµ1···µr(t)ψ
†
µ1···µr
〉
β
. (4.44)
It is real, satisfies G(t + β) = −G(t), but it is not odd as in the Majorana case, except
when m = 0. In terms of the Fourier transform defined as in Eq. (4.39) and the self-energy
1
Gk
= m− 2ipik
β
+ Σk , Σ(t) =
1
β
∑
k∈Z+ 1
2
Σk e
− 2ipikt
β , (4.45)
the Schwinger-Dyson equation reads
ΣLO(t) =
{
16|λ|2GLO(t)2GLO(−t) if r = 1,
(−1) r+32 (r + 3)|λ|2GLO(t) r+32 GLO(−t) r+12 if r ≥ 3, r + 2 prime.
(4.46)
Following [35], a rich physics for this model is expected to be found in the (T,m)-plane,
with small and large black hole phases, a line of first order phase transition between them,
terminating at a non-trivial critical point.
The physics of the quantum mechanical versions of matrix-tensor models in the large
N and large D limits remains, to a large extent, to be uncovered. The above results,
in particular the possibility to study the large r limit, might open the way to a better
analytical understanding of the phase transition and the non-trivial critical point discussed
in [35]. More generally, matrix-tensor models seem to capture basic qualitative properties
associated with quantum black holes (emergence of a reparameterization symmetry in the
IR, quasi-normal behavior, non-zero zero-temperature entropy and maximal chaos), but
a detailed and satisfactory picture of the relationship with black holes has not emerged
yet. In particular, a model with a genuine gravity-like holographic dual has not been
constructed and it is unclear how the black hole geometry can be seen directly from the
quantum models. These are interesting research directions for the future.
4.5 Discussion and outlook
In this chapter, we described the large N and large D expansions for general matrix-
tensor models with enhanced scaling. In particular, we stressed that the large N limit
must always be taken first, yielding a matrix model-like large N expansion governed by
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the genus for single-trace interactions. Then, the large D limit is taken at each order in
the 1/N expansion, that is, at fixed genus. The resulting large D expansion is governed
by the index of the Feynman graphs, similarly to the case of O(N)R tensor models with
enhanced scaling introduced in the previous chapter. Finally, in the large N and large
D limits, the leading order Feynman graphs again correspond to the generalized melonic
graphs of index zero.
Matrix-tensor models provide an interesting connection between matrix models and
tensor models. Indeed, from the point of view of large N matrix models, the large D
expansion provides a new way of understanding the sum over planar graphs, which is in
many cases too difficult to compute. In particular, in the large D limit, the sum over
planar graphs truncates to a sum over generalized melons, which becomes tractable and yet
non-trivial for some particular interaction bubbles such as the complete interaction KR+1
for R prime. This result is key in the context of holography where string-inspired matrix
quantum mechanical models based on KR+1 can be constructed with all the relevant
features of the SYK physics.
Some interesting questions however remain open within the framework of matrix-tensor
models, in particular with regards to their connections with matrix and tensor models and
with quantum mechanical models in holography. They provide several research directions,
which we describe in the following.
Optimal scalings
The problem of optimal scaling in matrix-tensor models is equivalently formulated as
in usual tensor models, whose case is presented in Section 3.5.5, because it boils down
to studying Feynman graphs of index zero. Since the connection between matrix-tensor
models and random higher dimensional geometries is not direct, a main motivation for
finding optimal scalings in this framework is to enlarge the set of interesting quantum
mechanical models for holography. The reader may refer to Section 4.4 for a discussion
of some remaining open questions regarding the physics associated with such models in
holography.
Beyond leading order
Likewise tensor models, whose case is described in Section 3.5.5, the analysis of the
subleading contributions in the large N and large D expansions of matrix-tensor models
is particularly interesting. In these models, there are two parameters N and D; hence,
there are two types of subleading contributions: the ones with respect to the large N
expansion and the ones with respect to the large D expansion at fixed order in the 1/N
expansion. This stands in contrast with usual tensor models where there is only one type
of subleading contributions. In particular, a given subleading Feynman graphs in tensor
models can correspond to one of the two types of subleading contributions in matrix-tensor
models.
Beyond gaining analytical control over the perturbative expansion of matrix-tensor
models, the description of the subleading contributions is also appealing from the point
of view of matrix models via double scaling limits. As an illustration, we rewrite below
the large N and large D expansions of matrix-tensor models for r = 1 and for single-trace
101
interaction bubbles (cf. Eqs. (4.24) and (4.25) together with Eq. (4.21))
F =
∑
g∈ 1
2
N
N2−2g
∑
`∈N
D1+2g−
`
2Fg,` , (4.47)
where it is understood that the limit N → ∞ is taken first and the limit D → ∞ next.
At large N and large D, the sum over planar graphs (g = 0) truncates to a sum over
generalized melonic graphs (` = 0). A natural follow-up would be to study the subleading
contributions in 1/
√
D to the sum over planar graphs. More precisely, one could analyse
the set of Feynman graphs characterized by g = 0 and fixed ` and evaluate their generating
series. We note that such an analysis should be in principle simpler that studying the set
Feynman graphs of fixed index, as proposed in Section 3.5.5, due to the reduced number
of Feynman graphs. As a second step, one could then work out a double scaling analysis
by sending both D →∞ and the coupling constant to criticality in a correlated way.
On the other hand, another interesting question is whether the framework of matrix-
tensor models can provide a simplification of the sum over all graphs of arbitrary genus,
in the same way as it does for the sum over planar graphs. Such a sum corresponds to
the full perturbative expansion of matrix models, which is known to be divergent. In
the present framework, the additional parameter D might allow, in some limit, to reduce
the number of graphs at fixed genus and then study the reduced sum over all genera.
However, a direct answer can not be obtained from (4.47) because the large N limit is
taken first and suppresses the higher genus contributions. Fortunately, there is a way out
which consists in two steps.
The first step consists in defining a new parameter α for the large D expansion, based
on the lower bound (4.28) for the parameter `, as follows: α = ` − 2g ∈ N (recall that
h = 2g for single-trace interactions). The reason behind this redefinition is that we
want to look for a limit that selects the Feynman graphs of arbitrary genus g, but with
` = 0. However, the second form of the decomposition formula (3.58) implies that ` = 0
constrains g = 0. In contrast, the new parameter α can be set to zero without constraining
the genus g.
Then, the second step consists in reorganizing the resulting perturbative expansion as
F =
∑
g∈ 1
2
N
(
N√
D
)2−2g∑
α∈N
D2−
α
2 F˜g,α , (4.48)
where F˜g,α ≡ Fg,`−2g. This expression suggests that, by taking the limits N → ∞ and
D → ∞ while keeping the ratio M = N/√D fixed, one obtains a reduced sum over all
genera,
lim
D→∞
M<∞
1
D2
F =
∑
g∈ 1
2
N
M2−2gF˜g,0 , (4.49)
in the sense that only Feynman graphs of arbitrarily genus g and with α = 0 are kept in
this limit. Because the number of such Feynman graphs is much lower that all the possible
graphs, one may hope that the reduced sum over all genera is convergent. This could be
checked, for instance, by first analyzing the set of Feynman graphs characterized by α = 0
and fixed g and evaluating their generating series, and then by initiating a double scaling
limit by sending M →∞ and the coupling constant to criticality in a correlated way.
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It is worth emphasizing that the two double scaling limits introduced above are based
on the study of strict subsets of the set of all Feynman graphs of fixed index. In particular,
their analysis may be considerably simpler than the general case and new structures may
emerge. These two limits offer interesting research directions that we hope to address in
future work.
Case of reduced symmetry
Finally, we mention a possible research direction concerning reduced symmetry in matrix-
tensor models, in relation with the discussion of Section 3.5.5 for usual tensor models. In
the present framework, one can impose symmetry or antisymmetry on the O(N) matrix
indices or on the additional O(D) indices.
As already mentioned in Section 3.5.5, it was proved in [65] that in the case of U(N)2×
O(D) matrix-tensor models based on complex matrices, the symmetry can be broken
down to U(N)×O(D) at the planar level by imposing Hermiticity on the matrices. More
precisely, it is shown that at leading order in the 1/N expansion, which corresponds to
the planar limit, the large D expansion remains well-defined. The argument of [65] can
be extended to general matrix-tensor models: the large D limit of matrix-tensor models
for which the O(N)2 × O(D)r symmetry is broken down to O(N) × O(D)r by imposing
symmetry or antisymmetry on the real matrices still makes sense at the planar level.
An interesting open problem is to generalize this result beyond the planar limit. As
explained in Ref. [2] (see next chapter), the consistency of the large D limit is lost at
higher genera if no further constraint is imposed on the Hermitian or symmetric matrices.
The problematic Feynman graphs displayed in Ref. [2] however disappear in the case of
traceless matrices, yielding to the natural conjecture that the large D limit is consistent
at all genera in this case.
The question of reduced symmetry in matrix-tensor models is of course directly related
to the one in usual tensor models. In particular, it can be seen as a special case because
the symmetry or antisymmetry is imposed on a subset of the indices of the matrix-tensor.
As a result, the arguments of [126] may be useful for proving the conjecture, though
they would need some adaptation. Another important tool might be the existing results
in matrix models and topology because of their natural connection with matrix-tensor
models.
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Appendix A
Graphs embedded on surfaces
Graphs are mathematical structures that appear in many areas of sciences. They are the
theoretical backbone of the work realized in this thesis, as Feynman diagrams obtained
in perturbative QFT are in fact graphs.
The aim of this section is to provide a short introduction to various elements of graph
theory that are used in this thesis and in the related Refs. [1, 2, 3]. This section is far for
being an exhaustive exposition of graph theory; it rather focuses on giving the reader who
is unfamiliar with this broad topic the necessary tools to appreciate the combinatorial as-
pects of this thesis. For a complete and rigorous treatment of graph theory, the interested
reader is referred to, for example, [130, 131, 132]. Most of the following is inspired from
[131, 132].
In Section A.1, we introduce useful notions on abstract graphs, where abstract is used
to emphasize that the graph is not embedded [132]. We then describe abstract graphs
whose edges are assigned a color and we discuss the related concept of bubble. In Section
A.2, we move on to defining graphs embedded on surfaces. In particular, we detail three
possible representations for embedded graphs and we explain the notion of genus.
A.1 Abstract graphs
A.1.1 General definitions
A graph G = (V(G), E(G)) is a set V(G) of vertices together with a set E(G) of edges, each
given by the data of two (not necessarily distinct) elements in V(G). An edge e ∈ E(G)
is denoted as ν1ν2 with ν1, ν2 ∈ V(G). We say that it joins or connects the vertices ν1
and ν2, which are called the endvertices of e. Two vertices ν1 and ν2 of G are adjacent if
there exists an edge e = ν1ν2 ∈ E(G) that connects them. An edge e of G is incident to
a vertex ν of G if ν is an endvertex of this edge. Finally, the number of vertices and the
number of edges of G are denoted by V (G) = |V(G)| and E(G) = |E(G)| respectively.
In the context of QFT, we allow for graphs with multiple edges, that is, distinct
elements in E(G) having the same pair of endvertices, as well as self-loops, that is, edges
with only one endvertex. In the terminology of QFT, edges are often called propagators
and self-loops tadpoles. We use these names interchangeably in this thesis.
The degree of a vertex ν ∈ V(G) is defined as the number of incident edges to this
vertex (with each self-loop counted twice). If all the vertices of G have the same degree
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Figure A.1: Different drawings of the graph K4, with vertex set V(K4) = {ν1, ν2, ν3, ν4}
and edge set E(K4) = {ν1ν2, ν1ν3, ν1ν4, ν2ν3, ν2ν4, ν3ν4}, in the plane.
k, the graph is k-regular.
In some instances, we may want to describe graphs contained within other graphs. A
graph H is a subgraph of G, written as H ⊆ G, if V(H) ⊆ V(G) and E(H) ⊆ E(G). A
class of subgraphs of particular interest in this thesis are spanning subgraphs, which are
subgraphs H such that V(H) = V(G). Note that spanning subgraphs of G can always be
obtained from G by deleting edges in E(G).
A sequence W = ν1e1ν2e2 . . . ek−1νk (k ≥ 1) of vertices and edges of G, such that for
1 ≤ i ≤ k − 1, the edge ei connects the vertices νi and νi+1, is called a walk in G. The
vertices ν1 and νk are the endvertices of the walk. If ν1 = νk, the walk W is closed. When
there is no confusion about the edges used in the sequence, they can be omitted and the
walk through the consecutive vertices ν1, ν2, . . . , νk is written as W = ν1ν2 . . . νk. Remark
that a walk allows for repeated vertices and edges. A walk together with the constraint
that it contains no repeated vertices and edges is called a path P in G. If we add to P
the edge νkν1, the resulting sequence is called a cycle C in G. A path or a cycle passing
through k vertices is said to be of length k.
We can now define precisely what we mean by a graph being connected. A graph G is
connected if any pair of vertices of G are connected by a path in G. Naturally, a connected
component of G is defined to be a maximal connected subgraph of G. A general graph
G can thus be seen as the disjoint union of its connected components. We denote the
number of connected components of G by G or more explicitly by c(G).
We now introduce two classes of graphs used in this thesis. First, the complete graph
Kn on n vertices is the graph with n vertices and no self-loops such that any two vertices
is joined by exactly one edge. It is straightforward to check that E(Kn) = n(n − 1)/2.
Second, a tree Tn on n vertices is a connected graph with n vertices and no cycles. One
can check that E(Tn) = n − 1 and for n ≥ 2, trees necessarily have at least two vertices
of degree one.
By definition, graphs are abstract mathematical structures made of vertices and edges.
At some point, one may want to represent them, say in the plane. To do so, we represent
vertices as points (or dots) in the plane and edges as simple curves joining the vertices
that correspond to their endvertices. Edges are allowed to cross each other, but they
should touch no other vertices of the graph than their endvertices. This representation of
a graph G is called a drawing of G in the plane. We emphasize that in general, there are
many ways of drawing a given graph G in the plane. This is illustrated in Figure A.1 for
K4.
Finally, the following notion is also useful in the context of this thesis. A graph G is
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bipartite if we can partition the set of vertices into two sets V+(G) and V−(G) such that
edges of G connect vertices in V+(G) to vertices in V−(G) only. An important theorem
that characterizes bipartite graphs was proved by Ko¨nig [133]: a graph is bipartite if and
only if it contains no cycle of odd length.
A.1.2 Edge-colored graphs and bubbles
From Chapter 2 onwards, we use the notion of edge-colored graphs, that is, graphs whose
edges are assigned a given color. This part corresponds to Sections 2.1.1, 2.1.2 and 2.2.1
of Ref. [1]. Formally, an edge-coloring of a graph G with d colors is a surjective map
E(G)→ C where the set of colors C is isomorphic to {1, . . . , d}. Unless explicitly stated
otherwise, we assume that C = {1, . . . , d}, in which case the colors are typically denoted
by greek letters α, β, etc., or that C = {0, . . . , d−1}, in which case the color 0 is singled out
and the colors 1, 2, . . . , d−1 are denoted by latin indices i, j, etc. The number of edges of
color α is Eα(G). The graph G(α1···αp) is obtained from G by deleting all the edges of colors
α1, . . . , αp, whereas the graph G(α1···αp) is obtained from G by keeping the edges of colors
α1, . . . , αp and deleting all the others. The number of connected components of a graph
G is denoted by G or more explicitly by c(G). Similarly, we write c(G(α1···αp)) = G(α1···αp)
and c(G(α1···αp)) = G(α1···αp). The number of loops (more precisely independent cycles) of
a graph G is given by L(G) = E(G)− V (G) +G.
Connectivity inequalities and identities
The following inequality is useful.
Lemma A.1.1.
G(αβ) −G(α) −G(β) +G ≥ 0 . (A.1)
A straightforward generalization is obtained by replacing the colors α and β by many
colors α1, . . . , αp and β1, . . . , βq and by substituting G
(γ1···γr) to G in (A.1),
G(α1···αpβ1···βqγ1···γr) −G(α1···αpγ1···γr) −G(β1···βqγ1···γr) +G(γ1···γr) ≥ 0 . (A.2)
These inequalities are valid in full generality, without putting any constraint on the col-
oring of the graph.
Proof. When one removes the edges of color α from G and G(β), one creates G(α)−G and
G(αβ) − G(β) new connected components, respectively. But a graph that splits when the
edges of colors β are not taken into account may remain connected otherwise. This implies
that G(α) −G ≤ G(αβ) −G(β), which is (A.1). Another argument amounts to noting that
the left-hand side of (A.1) matches with the number of loops in the abstract bipartite
graph Gα,β built as follows: the + and − vertices of Gα,β are the connected components
of G(α) and G(β) respectively and an edge joins a + to a − vertex for each connected
component of G(αβ) included in both vertices. One can check that Gα,β has G connected
components. Moreover, by construction, V (Gα,β) = G(α) +G(β) and E(Gα,β) = G(αβ); thus
L(Gα,β) = G(αβ) −G(α) −G(β) +G ≥ 0.
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In some instances, it is convenient to use the above inequalities in the following form.
We single out the color 0 and label the other colors with latin indices. The quantity
∆0G
(i1···ip) = G(0i1···ip) −G(i1···ip) (A.3)
represents the number of new connected components that are created when one removes
the lines of color 0 from G(i1···ip). One can decompose
∆0G
(i1···ip) −∆0G = G(0i1···ip) −G(i1···ip) −G(0) +G
=
(
∆0G
(i1···ip) −∆0G(i1···ip−1)
)
+
(
∆0G
(i1···ip−1) −∆0G(i1···ip−2)
)
+ · · ·+ (∆0G(i1) −∆0G) (A.4)
as a sum of terms that are all positive according to (A.2). In particular, the condition
∆0G
(i1···ip) = ∆0G (A.5)
is equivalent to the conditions
∆0G
(i1···ik) = ∆0G(i1···ik−1) (A.6)
for all 1 ≤ k ≤ p. It is useful to sum the decomposition (A.4) over all the possible indices
i1, . . . , ip. If we introduce the positive integers
δ0;p(G) =
∑
i1<i2<···<ip
(
∆0G
(i1···ip)−∆0G
)
=
∑
i1<i2<···<ip
(
G(0i1···ip)−G(i1···ip)−G(0) +G) (A.7)
and
δ˜0;p(G) =
∑
i1<i2<···<ip
(
∆0G
(i1···ip) −∆0G(i1···ip−1)
)
=
∑
i1<i2<···<ip
(
G(0i1···ip) −G(i1···ip) −G(0i1···ip−1) +G(i1···ip−1)) , (A.8)
then (A.4) yields
δ0;p(G) = 1
p!(d− p− 1)!
p∑
k=1
k!(d− k − 1)! δ˜0;k(G) . (A.9)
The condition δ0;p = 0 is equivalent to (A.5) for all possible indices i1, . . . , ip, which is
also equivalent to δ˜0;k = 0 and to (A.6) for all possible indices i1, . . . , ik and 1 ≤ k ≤ p.
Finally, we note that the formula (A.7) for δ0;p can also be written as
δ0;d−1−p(G) =
∑
i1<i2<···<ip
(
G(i1···ip) −G(0i1···ip) −G(0) +G
)
. (A.10)
For example, we obtain
δ0;d−1(G) = V (G)− E0(G)−G(0) +G , (A.11)
δ0;d−2(G) =
∑
i
(
Ei(G)−G(0i) −G(0) +G
)
, (A.12)
δ0;d−3(G) =
∑
i<j
(
G(ij) −G(0ij) −G(0) +G
)
. (A.13)
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Bubbles
We define a d-bubble B as a d-regular graph B = (V(B), E(B)) which is edge-colored with
d colors such that each color is incident exactly once at each vertex of B. In particular,
one can check that
2E(B) = d V (B) = 2dEα(B) . (A.14)
Note that, if B is a d-bubble, B(α1···αp) and B(α1···αp) are (d−p) and p-bubbles, respectively,
for any p ≤ d. Given two distinct colors α and β, a face of colors α and β, also called
an (αβ)-face, is defined to be a cycle of B made of edges of alternating colors α and β.
Equivalently, the (αβ)-faces are the connected components of B(αβ). The total number of
(αβ)-faces is Fαβ(B) = B(αβ). The total number of faces is F (B) =
∑
α<β Fαβ(B).
For the matrix models studied in Chapter 2, we deal with 2-bubbles and 3-bubbles
whereas in Chapter 3 for tensor models and Chapter 4 for matrix-tensor models, we use
general d-bubbles.
A.2 Embedded graphs
As explained in the previous section, graphs are abstract mathematical objects made of
vertices and edges. When one is lead to draw a given graph on the plane or on a general
surface, we pointed out that there are in general many ways to do so. Thus, additional
data is required to distinguish the drawings of a graph on a surface. This is part of the
subject of graphs embedded on surfaces. This broad and rich topic provides an important
interplay between discrete mathematics, which includes graph theory and combinatorics,
and continuous mathematics, which includes the theory of Riemann surfaces. In the
context of this thesis, graphs embedded on surfaces play an important role, especially in
matrix models and in (matrix-)tensor models.
The aim of this section is to provide an overview of graphs embedded on surfaces.
Many results and equivalences are stated with intuitive explanations and pedagogical
examples rather than with rigorous proofs, which can be found in, for example, [131, 132].
The important concepts that are used throughout this thesis are clearly explained. The
emphasis is on the combinatorial properties of surfaces through the use of embedded
graphs. The section is divided in four parts. The first three outline three equivalent
methods for describing graphs embedded on surfaces. The fourth part defines the notion
of genus for graphs embedded on surfaces.
For the sake of clarity, we deal in this section with compact, closed 2-dimensional
surfaces.1 Surfaces are considered up to homeomorphism, which is why we can say “the
sphere” instead of “a sphere”. Unless otherwise stated, the surfaces are connected and can
be orientable or non-orientable. An important topological invariant of a surface S is its
genus g(S), which is in N for orientable surfaces and in 1
2
N for non-orientable surfaces.2
Genus together with orientability provides a complete classification of closed compact
surfaces. Examples of such surfaces include the sphere S2 (genus 0) and the torus T2
1The results can be extended to surfaces with boundary, see [131, 132]
2In this thesis, we use a different convention for the definition of the genus of non-orientable surfaces
than most references on the subject. Usually, non-orientable surfaces are given a non-orientable genus
which is in N. However, the factor two between the two conventions is not relevant.
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(genus 1), which are orientable, as well as the real projective plane RP2 (genus 1
2
) and the
Klein bottle K2 (genus 1), which are non-orientable.
A.2.1 Cellularly embedded graphs
The main idea of graphs embedded on surfaces is that we want to decompose a surface
into fundamental pieces that can be seen as the faces of a graph drawn in a given way
on the surface. A cellularly embedded graph G = (V(G), E(G)) ⊂ S is a graph drawn on a
surface S such that the vertices correspond to distinct points in S, the edges are simple
curves in S joining their endvertices, the edges can only cross each other at vertices and
each connected component of S \ G is homeomorphic to an open disk. The connected
components of S \ G are called the faces of the cellularly embedded graph G.3
An illustration of an embedded graph on the torus T2 is given in Figure A.2a. The
complement of the graph in the surface corresponds to a disjoint union of disks. Thus, it
means that embedding a graph on a surface amounts to describing a combinatorial way
to obtain this surface by gluing disks together. In other words, it provides a notion of
discretized surface. We emphasize that the additional data associated with an embedded
graph compared to an abstract graph is the notion of faces.
If a graph is embedded on an orientable (resp. non-orientable) surface, we refer to it
as an orientable (resp. non-orientable) embedded graph.
A.2.2 Ribbon graphs
An equivalent description of graphs embedded on surfaces is given by ribbon graphs. This
is the representation that is mostly used in the theoretical physics literature.
A straightforward way to describe a ribbon graph is by starting with a cellularly
embedded graph G ⊂ S and taking a small neighbourhood of G in S. More explicitly,
we attach disjoint disks on the vertices of G ⊂ S, one for each vertex, then we attach
rectangular strips (or ribbons) to the disks, with one strip for each edge. Finally, we cut
off the remaining of S. This is illustrated in Figure A.2b.
Hence, a ribbon graph G = (V(G), E(G)) is a surface with boundary, seen as the
union of disks representing the vertices, connected together with ribbons representing the
edges. Note that ribbons only intersect the disks that correspond to their endvertices. In
particular, they do not intersect each other (i.e. they should be viewed in R3). Finally,
nothing restricts ribbons to be twisted, see for instance Figure A.2f.
To obtain a cellularly embedded graph from a ribbon graph, we perform the reverse
operation. We first sew disks into each boundary component of the ribbon graph and
then we contract the disks into points, which correspond to the vertices, and the ribbons
into simple curves, which correspond to the edges.
From the above, it is clear that the faces of a cellularly embedded graph correspond to
the boundary components of the ribbon graph, which are therefore also called the faces
of the ribbon graph. If we forget the internal structure of the disks and the ribbons, the
faces can also be viewed as closed curves, see Figure A.2c.
3In this thesis, we follow the terminology of [132] and we will loosely use the term embedded graph
to mean cellularly embedded graph, whereas the former formally does not require the faces to be disks.
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Ribbon graphs constitute a useful representation of graphs embedded on surfaces in
some instances. In particular, it is easy to visualize the faces of a ribbon graph. Further,
the connection between ribbon graphs and the Feynman graphs of matrix models in the
stranded representation is straightforward (see Section 2.2.1). It is one of the reasons why
the ribbon graph representation is often used in theoretical physics.
A.2.3 Signed rotation system
A third equivalent description of graphs embedded on surfaces involves purely combina-
torial data without direct reference to the surfaces. It is based on signed rotation systems,
which can be traced back to works of Heffter [134] and Edmonds [135]. This description
is useful in some instances such as counting the number of graphs that can be embedded
on a given surface.
We focus for a moment on graphs embedded on orientable surfaces. In this case, one
can convince himself that the combinatorial data required to distinguish between distinct
embedded graphs correspond to the cyclic ordering of the edges incident to each vertex. In
other words, an orientable embedded graph is equivalent to an abstract graph G together
with a cyclic permutation σν of the edges incident to each vertex ν ∈ V(G). In particular,
if an edge e of G is incident to ν, σν(e) is the successor of e in the clockwise ordering
around ν. The set σ = {σν |ν ∈ V(G)} is called the rotation system of the embedded
graph G.
Now, if we return to graphs embedded on general surfaces, the distinct embedded
graphs are labeled by a choice of cyclic ordering of the edges incident to each vertex
together with a choice of signature +1 or −1 on each edge. The signature defines a map
λ : E(G) → {+1,−1} and the pair Π = (σ, λ) is called the signed rotation system of the
embedded graph.
The notion of signed rotation system is best understood by making the link with the
ribbon graph representation. Given a ribbon graph, we choose an orientation for each
vertex disk. This defines a cyclic ordering of the edges incident to each vertex for the
underlying abstract graph (obtained by contracting the vertex disks and the edge ribbons).
Then, we assign a signature +1 to each edge that corresponds to an untwisted edge ribbon
and −1 to each edge corresponding to a twisted edge ribbon. This is illustrated in Figure
A.2d.
Two signed rotation systems are equivalent, in the sense that they describe the same
embedded graph, if they can be obtained from one another by reversing the cyclic ordering
of the incident edges at a given vertex and at the same time by flipping the signatures of
all these incident edges. This operation is called a local switch. Signed rotation systems
are defined up to a sequence of local switches. This is illustrated in Figure A.2e, where
a local switch has been implemented on the vertex on the right. We also give the corre-
sponding ribbon graph in Figure A.2f to make explicit the equivalence between the two
representations.
Finally, we state two important results that make a distinction between orientable
and non-orientable embedded graphs in the signed rotation system representation. These
results can be easily translated into the ribbon graph representation. First, an orientable
embedded graph can always be represented, using a sequence of local switches, with a
signed rotation system which gives a signature +1 on all the edges. In the ribbon graph
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(a) Graph G embedded on the torus
T2 in the cellularly embedded graph
representation. The two faces of G are
open disks.
(b) Same embedded graph G in the ribbon
graph representation, made of vertex disks
and edge ribbons. The two faces of G cor-
respond to its two boundary components.
(c) Embedded graph G in the ribbon
graph representation without the in-
ternal structure. The faces of G can
be viewed as closed curves.
(d) Embedded graph G in the signed rota-
tion system representation. To each vertex
is assigned a cyclic ordering and to each
edge a signature.
(e) Illustration of a local switch on the
vertex on the right. This corresponds
to reversing the cyclic ordering around
the vertex and flipping the signature of
the incident edges.
(f) Ribbon graph associated to the embed-
ded graph in (e) (which is equivalent to
G). Edges with signature −1 correspond
to twisted ribbons in the ribbon graph rep-
resentation.
Figure A.2: Illustration of a graph G embedded on the torus T2 in different representations.
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language, it means with untwisted edge ribbons only. Second, if an embedded graph has at
least one cycle with an odd number of edges with signature −1, then it is non-orientable.
A.2.4 Genus of embedded graphs
In the previous parts, we defined three equivalent ways of describing graphs embedded on
surfaces. We also pointed out how to go from one representation to another. Hence, in
the following and throughout this thesis, we use the three representations interchangeably
and we refer to them collectively as embedded graphs.
The genus g(G) of an embedded graph G ⊂ S with V vertices, E edges and F faces
corresponds to the genus g(S) of the surface S on which it is embedded. For instance, an
orientable embedded graph G ⊂ S has genus zero if S = S2 (in this case, we say that G
is a planar graph), genus one if S = T2, etc. The same holds for non-orientable surfaces.
The genus of an embedded graph G can be readily computed using the well-known Euler’s
formula
2− 2g(G) = V (G)− E(G) + F (G) . (A.15)
Up to now, we only dealt with connected surfaces and connected graphs (connected
graphs are embedded on connected surfaces). All the results generalize straightforwardly
to graphs and surfaces with several connected components, by studying each connected
component separately. In this case, we define the genus (of an embedded graph or of a
surface) to be the sum of the genera of the connected components. If we use this definition
for the genus, Euler’s formula must be modified to
2c(G)− 2g(G) = V (G)− E(G) + F (G) , (A.16)
where c(G) is the number of connected components of G.
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Appendix B
Classification of PCGMs
In this appendix, we provide the proof of the classification of the prime-complete gener-
alized melons (PCGMs), which are the generalized melons for the tensor model based on
the prime-complete interaction bubble KR+1 with R prime. The model is described in
Section 3.5.4 and this part corresponds to Section 4 in Ref. [1].
Notations
Labeled vertices belonging to an interaction bubble are denoted in brackets, like [ν1], [ν2],
etc. When several interaction bubbles are present, an upper index may be added to
distinguish between the bubbles, like [ν1]
I , [ν1]
II , etc. A path going successively through
the vertices [ν1], [ν2], . . . , [νq] is denoted as [ν1][ν2] · · · [νq]. This is unambiguous inside
interaction bubbles, which have at most one edge joining two given vertices. In other
cases, a possible ambiguity is waived by specifying the edge colors. The path is oriented
if we distinguish between [ν1][ν2] · · · [νq] and [νq][νq−1] · · · [ν1]. A path [ν1][ν2] is an edge.
Equality in Z/RZ, i.e. equality modulo R, is denoted as ≡. When R is prime, Z/RZ
is a field in the algebraic sense and the inverse of an element x is denoted by x−1; for
example, 2−1 ≡ 1
2
(R + 1).
B.1 Properties of the complete graph and its edge-
coloring
B.1.1 The MST condition
The complete interaction bubble KR+1 is obtained from the complete graph on R + 1
vertices together with the standard coloring described in Section 3.5.4. The following
proposition shows that the cases R prime and R not prime are qualitatively different.
Proposition B.1.1. The R-bubble KR+1 is maximally single-trace (MST) if and only if
R is a prime number.
Proof. For any pair of two colors (i, j), let us consider the (ij)-face that goes through
the center vertex [C]. Let us denote its length as 2q, which is the even integer defined
to be the number of its edges of colors i and j. Using the rule for the edge-coloring of
the complete bubble, we can explicitly write this face, starting from the center vertex [C]
with the edge of color j, as [C][k1 ≡ j][k2] · · · [k2q−1 ≡ i][C] and check inductively that
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k2p ≡ 2pi− (2p− 1)j and k2p+1 ≡ (2p+ 1)j − 2pi for 1 ≤ p ≤ q − 1. Therefore, k2q−1 ≡ i
is equivalent to (2q − 1)(j − i) ≡ 0.
If R is a prime number, this implies 2q − 1 ≡ 0 because j − i 6≡ 0. The length is
the smallest possible solution, that is, 2q = R + 1. Our (ij)-face must then visit all the
vertices of KR+1 and is thus unique: Fij = 1 for all pairs (i, j) and the bubble is MST.
If R is not prime, write R = R1R2 where R1 and R2 are odd integers with 1 < R1 < R
and 1 < R2 < R. Moreover, set j − i = R2. The smallest solution to (2q − 1)(j − i) ≡ 0
is then 2q = R1 + 1 < R + 1. This implies that there are vertices in KR+1 that are not
visited by our (ij)-face, which therefore cannot be unique: Fij > 1 and the bubble is not
MST.
For instance, when R = 9, there are two (14)-faces, namely [C][1][7][4][C] of length
four going through the center and [2][6][5][3][8][9][2] of length six.
The bubbles KR+1 with R prime are called prime-complete. These bubbles have con-
venient (ij)-polygonal representations in the shape of an (R + 1)-sided polygon whose
boundary is the unique (ij)-face. This is illustrated on the right of Figure 3.11 for K6.
B.1.2 Distinguishing edges and vertices
As explained in Section 3.5.4, when R > 3, the edges of a given color in the prime-complete
interaction bubble KR+1 are all inequivalent and the same holds for the vertices. In this
section, we introduce an elegant way to distinguish between these edges and vertices.
Consider an oriented edge [ν1][ν2] of color k. For any ordered pair of distinct colors
(i, j), there exists a unique (ij)-path, i.e. a path of alternating colors i and j, that starts
at [ν1] with an edge of color i and ends at [ν2]. The existence of this path is ensured by
the fact that the unique (ij)-face visits all the vertices of the prime-complete bubble. If
` is the length of the path, defined to be the number of its edges of colors i and j, we
then say that the ordered pair of colors (i, j) indexes the oriented edge [ν1][ν2] at length `.
Unoriented edges can also be indexed by unordered pairs in an obvious way. The indexing
enjoys the following properties.
Lemma B.1.1. The edge [ν1][ν2] is indexed by (i, j) at length ` if and only if is it indexed
by (j, i) at length `′ = R + 1 − `. The edge [ν1][ν2] is indexed by (i, j) at even length `
if and only if the edge [ν2][ν1] is indexed by (j, i) at even length `. The edge [ν1][ν2] is
indexed by (i, j) at odd length ` if and only if the edge [ν2][ν1] is indexed by (i, j) at odd
length `.
Proof. Trivial by following the (ij)-face.
We say that two oriented edges of the same color are weakly equivalent if they are
indexed by the same set of pairs of colors at length two. Otherwise, they are strongly
inequivalent.
At length one, any edge of color k is obviously indexed by the R − 1 pairs (k, i) for
all i 6= k. For R = 3, any edge of color k is indexed at length two by the two ordered
pairs (i, j) and (j, i) of complementary colors. For R > 3, the computation of the pairs of
colors indexing an arbitrary edge at any length ` ≥ 2 is a straightforward exercise. The
results at lengths two and three are summarized by the following lemma.
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Lemma B.1.2. Consider the bubble KR+1 for R prime and R > 3. We use the standard
vertex labeling and we name the colors by integers modulo R.
The edge [C][k], of color k, is indexed at length two by the pairs of colors (i, j) with
j ≡ 1
2
(R+ 1)(k+ i), for all i 6≡ k. This yields R− 1 distinct pairs. It is indexed at length
three by the pairs of colors (i, j) with j ≡ 1
2
(R+1)(3i−k), for all i 6≡ k. This yields R−1
distinct ordered pairs.
The edge [k− p][k + p], for any 1 ≤ p ≤ 1
2
(R− 1), of color k, is indexed at length two
by the pairs of colors (k− p, k+ p) and (i, i+ p) for all i different from k and k− p. This
yields a total of R − 1 distinct pairs. It is indexed at length three by the pairs of colors
(k − p, k − 3p), (k + p, k + 3p) and (i, 2i− k) for all i different from k, k − p and k + p.
This yields R− 1 distinct ordered pairs.
Proof. The results follow from a direct computation using the rule of the edge-coloring.
For example, the edge of color i 6≡ k attached to [C] is [C][i]. The edge [i][k] is then
of color j with i + k ≡ 2j, which proves the first statement since 2−1 ≡ 1
2
(R + 1) in
Z/RZ. At length three, one again considers the edge [C][i] of any color i 6≡ k and the
edge of color i starting from [k], which is [k][2i − k]. The color of the edge [i][2i − k]
is then j ≡ 2−1(3i − k), which proves the second statement. The results for the edges
[k − p][k + p] follow from a similar analysis.
From Lemma B.1.2, we can prove two useful results.
Proposition B.1.2. For R prime and R > 3, two distinct oriented edges of the same
color in KR+1 are always strongly inequivalent. Equivalently, two weakly equivalent edges
necessarily coincide.
Proof. Colors are defined modulo R. Lemma B.1.1 implies that if (i, j) indexes an edge
[ν1][ν2] at length two, then (j, i) indexes [ν2][ν1] at lenght two but does not index [ν1][ν2] at
length two as soon as R > 3. Thus [ν1][ν2] and [ν2][ν1] are strongly inequivalent. Moreover,
using Lemma B.1.2, one can check that, for any k, the pair of colors (k− p, k+ p) indexes
the edge [k − p][k + p] at length two for all p 6≡ 0 but does not index the edge [C][k] at
length two; and for all p′ 6≡ p, p 6≡ 0, p′ 6≡ 0, the pair of colors (k + 1
2
(R + 1)(p′ − p), k +
1
2
(R+ 1)(p′+ p)) indexes the edge [k− p][k+ p] at length two but does not index the edge
[k − p′][k + p′] at length two.
We thus see that two distinct oriented edges of a given color in the prime-complete
bubble can be unambiguously distinguished from one another using the coloring of the
graph. The same is then automatically true for the vertices, since two distinct vertices
[ν1] and [ν2] are the endpoints of two distinct oriented edges [ν1][ν2] and [ν2][ν1].
Lemma B.1.3. For R prime and R > 3, choose two distinct unoriented edges [ν1][ν2]
and [ν3][ν4] (i.e. such that [ν1][ν2] 6= [ν3][ν4] and [ν1][ν2] 6= [ν4][ν3]) of the same color k.
One can then always find a pair of colors (i, j) indexing one of the edge at length two and
the other at length three. Note that, of course, i 6= k and j 6= k.
Proof. If the two distinct edges of color k are [C][k] and [k − p][k + p] for some 1 ≤ p ≤
1
2
(R−1), one considers the pair of colors (k+ 2p, k+ 3p). Using Lemmas B.1.1 and B.1.2,
it is straightforward to check that it indexes [k − p][k + p] at length two and both [C][k]
and [k][C] at length three. Similarly, (k − 2p, k − 3p) indexes [k + p][k − p] at length
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two and both [C][k] and [k][C] at length three. If the two distinct edges of color k are
[k − p][k + p] and [k − p′][k + p′] for some 1 ≤ p, p′ ≤ 1
2
(R − 1), p 6= p′, one considers the
pair of colors (k+p′, k+2p′). Using again Lemmas B.1.1 and B.1.2, we see that it indexes
[k − p′][k + p′] at length two and both [k − p][k + p] and [k + p][k − p] at length three.
Similarly, (k− p′, k− 2p′) indexes [k+ p′][k− p′] at length two and both [k− p][k+ p] and
[k + p][k − p] at length three.
B.2 Action and index
See Section 3.5.4.
B.3 The classification theorem
In this section, we explicitly solve the condition (3.74), or equivalently (3.75), for a Feyn-
man graph to be a PCGM and we provide a full description of all the PCGMs.
B.3.1 Useful tools
The lemma below is used repeatedly in the following.
Lemma B.3.1. A planar 3-bubble cannot have cycles of odd length.
Proof. This is a direct consequence of a more general result, explained in Section 3.3,
which states that the underlying graph of an orientable bubble is bipartite, together with
the well-known facts that a planar graph is orientable and that a graph is bipartite if and
only if it does not contain cycles of odd length.
We shall also need standard results on the deletion of edges and vertices from a planar
ribbon graph. The edge deletion is defined in the trivial way, maintaining the cyclic
ordering of the remaining edges around vertices. The vertex deletion is defined only for
vertices of valency two. It simply amounts to replacing the two ribbons attached to the
vertex by a unique ribbon, twisted if precisely one of the two original ribbons is twisted or
untwisted otherwise. It is useful to introduce the following terminology [131]: an edge of
a ribbon graph is called regular if it belongs to two distinct faces and it is called singular
otherwise; in other words, the borders of the ribbon associated with a regular edge are on
two distinct faces, whereas they are on the same face in the case of a singular edge.
Lemma B.3.2. i) (Edge deletion) If one deletes a regular edge from a connected planar
ribbon graph, one gets another connected planar ribbon graph. If one deletes a singular
edge from a connected planar ribbon graph, one gets a ribbon graph with two planar con-
nected components.
ii) (Vertex deletion) If one deletes a vertex of valency two from a connected planar ribbon
graph, one gets a connected planar ribbon graph.
The claims i) are special cases of standard results on edge deletions for ribbon graphs
of arbitrary genus. The proof, which is elementary, will not be included here, see e.g.
[131]. The claim ii) is trivial to check.
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B.3.2 Results on faces
Lemma B.3.3. A (0i)-face in a PCGM cannot visit a given interaction bubble more than
once. Equivalently, two distinct edges of color i of a (0i)-face in a PCGM belong to two
distinct interaction bubbles.
Proof. Let B be a PCGM and assume that there exists a (0i)-face
[ν1][ν2][ν3] · · · [ν2p−1][ν2p] · · · [ν2q][ν1]
such that [ν1][ν2] and [ν2p−1][ν2p] are two edges of color i belonging to the same interaction
bubble. Since this bubble is a complete graph, there exists an edge [ν2p−1][ν1] of color
j 6= i. The path [ν1][ν2] · · · [ν2p−1][ν1] is then a cycle of odd length in B(0ij). Using Lemma
B.3.1, this contradicts the PCGM condition (3.75).
We denote by F`/2 the number of (0i)-faces of length `, for any color i, where the
length of a (0i)-face is defined as usual to be the total number of its edges, which is twice
the number of edges of color 0. A self-contraction is an edge of color 0 attached to two
vertices of the same interaction bubble.
Lemma B.3.4. A PCGM does not have self-contractions. In particular, F1 = 0.
Proof. Let us assume that the PCGM B has a self-contraction and denote by [ν1] and [ν2]
the two endpoints of the corresponding edge of color 0. Since [ν1] and [ν2] belong to the
same interaction bubble, there is an edge [ν1][ν2] of some color k in this interaction bubble.
Choose a pair of colors (i, j) that indexes [ν1][ν2] at length two and thus forms a triangle
with that edge and a third vertex, say [ν3]. The three-bubble B(0ij) then has a cycle of
length three, namely [ν1][ν3][ν2][ν1], which, using Lemma B.3.1, contradicts (3.75). The
result F1 = 0 immediately follows because the edge of color 0 in a (0i)-face of length two
is automatically a self-contraction.
Note that the result can also be obtained immediately from Lemma B.3.3, by consid-
ering, for any color i 6= k, the (0i)-face passing through the vertices [ν1] and [ν2].
Lemma B.3.5. A PCGM has F2 ≥ 12R(R + 1).
Proof. By definition, we have ∑
i
F0i =
∑
n≥1
Fn . (B.1)
Moreover, each edge of color 0 belongs to R different (0i)-faces, one for each color i. The
number of edges of color 0 is the number of propagators p and thus we have∑
n≥1
nFn = Rp =
R(R + 1)
2
v , (B.2)
where we have used 2p = (R + 1)v since our Feynman graphs are (R + 1)-regular. Using
(3.74), (B.1) and (B.2) combined with F1 = 0 from Lemma B.3.4, we get
F2 =
1
2
R(R + 1) +
1
4
∑
n≥3
[
(R− 1)n− 2R− 2
]
Fn . (B.3)
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If R ≥ 5, the second term on the right-hand side is non-negative, which yields the in-
equality F2 ≥ 12R(R + 1). If R = 3 we further show that F3 = 0 (see also [59] for this
case). Indeed, assume that one has a face of length six, say of colors 0 and 3. Since
there is no self-contraction, this face must visit three distinct interaction bubbles and is
thus of the form [ν1]
I [ν2]
I [ν3]
II [ν4]
II [ν5]
III ][ν6]
III [ν1]
I , where the edges of color 3, namely
[ν1]
I ][ν2]
I , [ν3]
II [ν4]
II and [ν5]
III [ν6]
III , belong to three distinct interaction bubbles. Since
R = 3, these three edges are all indexed by the same pair of colors (1, 2) at length
two, which forms a triangle with each of the edges and third vertices that we call [ν3/2]
I ,
[ν7/2]
II and [ν11/2]
III respectively. The three-colored graph B(012) then has a cycle of length
nine [ν1]
I ][ν3/2]
I [ν2]
I [ν3]
II [ν7/2]
II [ν4]
II [ν5]
III [ν11/2]
III [ν6]
III [ν1]
I , contradicting (3.75) by us-
ing Lemma B.3.1.
As a result, our generalized melons always have several (0i)-faces of length four. The
following fundamental lemma fixes the structure of these faces.
Lemma B.3.6. The (0k)-faces of length four in a PCGM are of the form
[ν1]
I [ν2]
I [ν2]
II [ν1]
II [ν1]
I ,
where [ν1]
I [ν2]
I and [ν1]
II [ν2]
II are two equivalent oriented edges of color k in two distinct
interaction bubbles.
Proof. In the proof, we use the standard labels for the vertices and in particular, vertices
[ν]I and [ν]II that have the same label ν are equivalent vertices in two distinct interaction
bubbles I and II.
There is nothing to prove if R = 3. We thus assume that R > 3 and we consider
a (0k)-face of length four [ν1][ν2][ν3][ν4][ν1] in a PCGM, choosing the edges [ν1][ν2] and
[ν3][ν4] to be of color k and thus the edges [ν2][ν3] and [ν4][ν1] to be of color 0. From
Lemma B.3.3, we know that the edges of color k are in two distinct interaction bubbles;
we can thus write [ν1] = [ν1]
I , [ν2] = [ν2]
I , [ν3] = [ν3]
II and [ν4] = [ν4]
II .
Let us first assume that [ν1][ν2] and [ν3][ν4] are inequivalent unoriented edges. Using
Lemma B.1.3, we can find (i, j) indexing, e.g., [ν1][ν2] at length two and [ν3][ν4] at length
three. Following the (ij)-path of length two joining [ν1]
I to [ν2]
I , then the edge of color
0 joining [ν2]
I to [ν3]
II , then the (ij)-path of length three joining [ν3]
II to [ν4]
II and
finally the edge of color 0 joining [ν4]
II to [ν1]
I , we get a cycle of length seven in B(0ij),
contradicting planarity by Lemma B.3.1 and thus the PCGM condition (3.75).
There remains two possibilities: [ν1][ν2] = [ν4][ν3], which is what we want to prove, or
[ν1][ν2] = [ν3][ν4]. Let us assume that the second possibility is realized, which means that
[ν1]
I and [ν2]
I are contracted with [ν2]
II and [ν1]
II respectively. The resulting configuration
is depicted in Figure B.1. The important features are as follows. We have indexed the
edge [ν1][ν2] at length two by the pair of colors (i, j), with associated triangles [ν1][ν2][ν3]
in the two interaction bubbles. We have depicted part of the (ij)-face in both interaction
bubbles, introducing in particular the vertices [ν4] and [ν5] and the edge [ν2][ν4]. The color
of this edge is denoted by l. Note that i, j, k and l must be four distinct colors. We have
also explicitly depicted the (0i)-face that contains the edges [ν1]
I [ν3]
I and [ν2]
II [ν5]
II .
From Lemma B.3.3, we know that the (0i)-path joining [ν3]
I to [ν5]
II along this face,
which we call P, visits distinct interaction bubbles at each intermediate edge of color i
(so, for example, the edge [ν2]
I [ν1]
II of color 0 cannot belong to this path). We have
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Figure B.1: Configuration for which [ν1][ν2] = [ν3][ν4] and thus [ν1]
I and [ν2]
I are con-
tracted with [ν2]
II and [ν1]
II respectively. Dashed lines represent edges of color 0. Only
the relevant parts of the graph are depicted. The (0i)-path P joining [ν3]
I and [ν5]
II is
stylized as a grey disk attached to two edges of color 0. This path is represented in more
details in Figure B.2.
=
Figure B.2: (0i)-path P joining [ν3]
I to [ν5]
II , together with the (jl)-faces in the various
distinct interaction bubbles visited by the path.
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Figure B.3: Three-bubble B(0jl), deduced from the graphs depicted in Figures B.1 and
B.2, drawn with a convenient choice of embedding. The type (filled or unfilled) of the
vertices indicated with a cross is a priori unknown.
represented in more details the path P in Figure B.2, indicating as well the (jl)-faces in
each intermediate interaction bubble visited by the path.
Consider now the three-bubble B(0jl). A convenient representation, obtained starting
from the graphs in Figures B.1 and B.2, is given in Figure B.3. Without loss of generality,
the embedding is chosen such that the edges of color 0 attached to the polygonal (jl)-faces
always point outwards. This implies that the ribbons [ν1]
I [ν2]
II and [ν2]
I [ν1]
II are twisted.
Because we are in a PCGM, we know that B(0jl) must be planar. Let us then use the
edge and vertex deletion operations described in Lemma B.3.2 in the following way: we
first delete all the edges of color 0, except for [ν1]
I [ν2]
II , [ν2]
I [ν1]
II and the edges in the
path P that join the distinct interaction bubbles within this path; we then delete pieces of
each (jl)-faces in P (the upper or lower parts in each interaction bubble when the path is
depicted as in Figure B.3) so that the path is reduced to a succession of ribbons attached
to vertices of valency two; finally, we delete all the vertices of valency two. Taking into
account the fact that the type of some vertices is a priori unknown in the embedding,
these operations can produce one of the two ribbon graphs depicted in Figure B.4. From
Lemma B.3.2, at least one of these graphs must be planar. However, it is easy to check
that they both have genus one. Our initial hypothesis, that [ν1][ν2] = [ν3][ν4], is thus
impossible. This concludes the proof.
B.3.3 The PCGM with two bubbles
A PCGM with v = 1 cannot exist, because it would necessarily have self-contractions. The
simplest PCGMs thus have v = 2, which is the case considered in the present subsection.
We use the standard vertex labeling, with vertices [C]I , [k]I and [C]II , [k]II , 1 ≤ k ≤ R,
for the interaction bubbles number one and two respectively.
Lemma B.3.7. There exists a unique PCGM with v = 2, called the elementary general-
ized melon, corresponding to the symmetric configuration (i.e. elementary mirror melon,
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Figure B.4: The two possible ribbon graphs obtained from the three-bubble B(0jl) depicted
in Figure B.3 after performing the edge and vertex deletion operations described in the
main text. Both have genus one, contradicting planarity.
Figure B.5: Configurations used in the elementary proof of Lemma B.3.7. Consistency
of the left picture requires i = 1, whereas the right picture is impossible.
see Section 3.5.3) where edges of color 0 join [C]I to [C]II and [k]I to [k]II for all
1 ≤ k ≤ R. In the case R = 3, this elementary generalized melon is obtained from four
distinct Wick contractions between the two prime-complete interaction bubbles, whereas
for R > 3 it is obtained from a unique Wick contraction.
Proof. Lemmas B.3.3, B.3.4 and B.3.6 immediately fix the PCGM with v = 2 to the sym-
metric configuration. Note that this is of course consistent with (3.74) and the inequality
F2 ≥ 12R(R + 1), which predict that a PCGM with v = 2 has precisely F2 = 12R(R + 1)
and Fn = 0 if n 6= 2.
When R > 3, since all the vertices of the prime-complete bubble are inequivalent, there
is clearly a unique Wick-contraction that yields this symmetric configuration. When R =
3, since all the vertices are equivalent, one can start by Wick-contracting any given vertex
of the first bubble with any vertex of the second bubble, yielding four possibilities. One
can check that, after this initial choice is made, the other contractions are automatically
fixed by the requirement that all the (0i)-faces have length four. Because of the special
symmetry properties of K4, the four graphs we get in this way are actually four copies of
the same elementary generalized melon.
The resulting elementary generalized melon is depicted in Figure 3.13 in the cases
R = 3 (on the left) and R = 5 (on the right).
For completeness, let us also mention a completely elementary proof of Lemma B.3.7
that does not use the non-trivial Lemma B.3.6 but only the fact that all the (0i)-faces
must be of length four. It goes as follows (see Figure B.5).
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Figure B.6: Example of a generalized melonic insertion, in the case R = 5. This operation
does not change the index of a Feynman graph, see the discussion in Section 3.5.2.
Let us first assume that [1]I is Wick-contracted with [i]II . We then consider two
distinct edges [1]I [2j − 1]I and [1]I [2k − 1]I , which have respectively colors j and k both
different from i and 1. This is always possible because R > 3. The (0j)-face containing
[1]I [2j − 1]I is then of length four if and only if [2j − 1]I is contracted with the vertex
[2j− i]II , so that [1]I [2j− 1]I and [i]II [2j− i]II have the same color j (note that [2j− 1]I
cannot be contracted with the vertex [C]II , because by choice j 6= i). Similarly, [2k − 1]I
must be contracted with [2k− i]II . The face of colors 0 and j+ k− 1 containing the edge
[2j− 1]I [2k− 1]I is then of length four if and only if the edge [2j− i]II [2k− i]II is of color
j + k − 1, which yields i ≡ 1.
Let us second assume that [1]I is Wick-contracted with [C]II . The face containing
[C]I [1]I is of length four if and only if [C]I is contracted with [1]II . Let us also consider
the (0i)-face, i 6= 1, containing the edge [1]I [2i − 1]I . It is of length four if and only if
[2i−1]I is Wick-contracted with [i]II . But then, the face of colors 0 and 2i−1 containing
the edge [C]I [2i−1]I is of length four if and only if the color of the edge [1]II [i]II is 2i−1,
which yields 3i ≡ 3. For R > 3, this implies i ≡ 1, which is impossible.
We thus conclude that, for R > 3, [1]I must be contracted with [1]II . Exactly the
same reasoning shows that [k]I must be contracted with [k]II for all 1 ≤ k ≤ R. The two
center vertices [C]I and [C]II are then also automatically contracted.
In the following, it will also be useful to consider “elementary generalized two-point
melons,” which are obtained from the elementary generalized melon by cutting open an
edge of color 0. Note that, since such an edge belongs to exactly one face of colors 0 and i,
for a given i, and the original elementary generalized melon contains 1
2
(R+1) faces of colors
0 and i, an elementary generalized two-point melon itself contains 1
2
(R+1)−1 = 1
2
(R−1)
faces of colors 0 and i, for any given i.
B.3.4 The most general PCGMs
By combining the results of Lemmas B.3.7 and the generalized melonic moves depicted in
Figure B.6 (see Section 3.5.2), we can build an infinite family of PCGMs, starting from
the elementary generalized melon and using an arbitrary number of melonic insertions.
We are now going to prove that the most general PCGMs can be obtained in this way.
A prime-complete generalized two-point melon, or PCG2M for short, is defined to
be the graph obtained from a PCGM by cutting open any edge of color 0. The trivial
PCG2M is simply a single edge of color 0.
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Figure B.7: General structure of a PCGM in the form of R+1 PCG2Ms B˜a, 1 ≤ a ≤ R+1,
each attached to equivalent vertices [νa]
I and [νa]
II in two distinct interaction bubbles.
The bubbles KR+1 are depicted sketchily in an arbitrary (ij)-polygonal representation for
which only the boundary of the polygon is drawn. The PCG2Ms are stylized as light grey
squares attached to two edges of color 0. At least one of the B˜a, 2 ≤ a ≤ R+ 1, is trivial.
Lemma B.3.8. Any PCGM can be represented in the form of R+1 PCG2Ms, with at least
two of them being trivial, each attached to equivalent vertices in two distinct interaction
bubbles KR+1, see Figure B.7.
Proof. Let B be a PCGM. We start by using a (0k)-face of length four, whose existence
is ensured by Lemma B.3.5. The structure of this face is given by Lemma B.3.6. This
provides our two interaction bubbles I and II. We then pick any vertex [νa] in KR+1
different from [ν1] and [ν2]. The edges [ν1][νa] and [νa][ν2] have colors i and j respectively.
We call eI and eII the edges of color 0 attached to the equivalent vertices [νa]
I and [νa]
II .
As usual, the PCGM condition (3.75) implies that the three-bubble B(0ij) must be planar.
The associated ribbon graph, in a convenient embedding, is depicted on the left of Figure
B.8. We have outlined in green and red the (0i)- and (0j)-faces containing [ν1][νa] and
[νa][ν2] respectively.
Let us now delete the regular edge eI . This yields the ribbon graph depicted on the
right of Figure B.8. From Lemma B.3.2, we know that this graph must be connected and
planar. In this new graph, the edge eII is singular, because the original green and red
faces have merged together. Using again Lemma B.3.2, we conclude that the deletion of
the edge eII produces two connected planar components. In other words, B(0ij) is two-
particle reducible with respect to the edges eI and eII . The structure of B(0ij) must then
be as illustrated in Figure B.9. The dark grey rectangular region in this figure represents
one of the connected planar components obtained after deleting eI and eII .
Because the interaction bubbles KR+1 are MST, it is obvious that the connectivity
properties of B and B(0ij) are the same. In particular, one can find a path that joins two
vertices in B and that does not contain the edges eI and eII if and only if the same is
true in B(0ij). Therefore, after the deletion of the edges eI and eII , the graph B itself
splits into two connected components. A picture similar to the one for B(0ij) on Figure
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Figure B.8: Ribbon graph for the planar three-bubble B(0ij) used in the proof of Lemma
B.3.8 (left inset) and connected planar ribbon graph obtained after deletion of the regular
edge eI (right inset). The green and red faces merge into a unique blue face and the edge
eII becomes singular.
Figure B.9: Structure of B(0ij), as implied by its two-particle reducibility with respect to
the edge eI and eII . The graph B itself must have a similar structure.
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=Figure B.10: Bubbles Ba constructed from the two-point graphs B˜a.
B.9 is thus valid for B as well. Moreover, since the equivalent vertices [νa]I and [νa]II were
chosen arbitrarily, we can repeat the argument for all the pairs of equivalent vertices in
the interaction bubbles I and II. Eventually, we obtain the picture of Figure B.7. We
also know that one of the B˜a, for some 2 ≤ a ≤ R + 1, is trivial.1
It remains to prove that the B˜a are all PCG2Ms. This is equivalent to the fact that the
bubbles Ba depicted in Figure B.10 are PCGMs, which is itself equivalent to the planarity
of the three-colored graphs (Ba)(0ij) for all pairs of colors (i, j). Then, let us pick two
colors i and j and consider B(0ij). The latter corresponds to a planar graph that looks
like the one depicted in Figure B.7, the two polygon boundaries being the two (ij)-faces
and the B˜a being replaced by the graphs (B˜a)(0ij) obtained from B˜a by keeping the edges
of colors 0, i and j only. If we delete all the edges of color 0 except [ν1]
I [ν1]
II and the two
attached to [νa]
I and [νa]
II , then all the vertices of valency two and then two more edges,
one joining [ν1]
I to [νa]
I and the other [ν1]
II to [νa]
II , we get precisely the graph (Ba)(0ij).
Since we started from the planar graph B(0ij), Lemma B.3.2 implies that (Ba)(0ij) must
be planar too and we conclude.
We can now state and easily prove the main result of the present section.
Theorem 7. The most general PCGMs, which are the leading order vacuum graphs of
the model defined by the action (3.72) with (3.71) and R prime, are obtained by perform-
ing an arbitrary number of generalized melonic insertions starting from the elementary
generalized melon.
Proof. Let v be the total number of interaction bubbles in a PCGM. From Lemmas B.3.4
and B.3.7, we know that the theorem is true for v ≤ 2. We then proceed recursively.
Assume that it is true for all v < v0 and consider a PCGM B having v0 interaction
bubbles. We use Lemma B.3.8 to put it in the form of Figure B.7. The PCGMs Ba,
built from the B˜a as shown in Figure B.10, have at most v0 − 2 interaction bubbles. The
theorem follows by using the recursion hypothesis on these PCGMs.
In conclusion, the PCGMs coincide exactly with the mirror melons defined in Section
3.5.3.
1In Figure B.7, this trivial B˜a is not necessarily B˜2, because the polygon boundaries used in this figure
do not necessarily correspond to the (ij)-faces used in the proof.
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Appendix C
A few remarks on MST interactions
In this appendix, we provide some additional details on maximally single-trace (MST)
interactions, which are introduced below Proposition 3.5.1 in Section 3.5. This part
corresponds to Appendix A in Ref. [1].
C.1 The complete bipartite interaction
The complete bipartite graph KR,S with R black vertices and S white vertices is edge-
colorable with max (R, S) colors. In particular, KR,R is edge-colorable with R colors. An
explicit R-regular edge-coloring of KR,R is provided as follows. We first arrange the 2R
vertices in the shape of a 2R-sided polygon with alternating black and white vertices.
We then label the black and white vertices cyclically as [n]b and [n]w, where n ∈ Z/RZ,
such that [n]b and [n]w follow each other. The vertices [n]b and [m]w are connected by
an edge of color i, 1 ≤ i ≤ R, if and only if n + m ≡ i where ≡ denotes equality
modulo R as usual. The R-bubble obtained in this way is denoted by KR,R. The above
construction is illustrated for K3,3 in Figure C.1, which also contains a convenient (ij)-
polygonal representation.
Figure C.1: Edge-coloring for the complete bipartite graph K3,3. Left: rule for the col-
oring of the edges of a given color, here green. Center: full edge-coloring and vertex
labeling, here 1 = green, 2 = red and 3 = blue. Right: equivalent (green,red)-polygonal
representation; this type of representation is natural when R is prime.
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Figure C.2: Example of an MST interaction that corresponds to a three-regular edge-
colored graph with eight vertices.
We have the following result.
Lemma C.1.1. The R-bubble KR,R is maximally single-trace (MST) if and only if R is
a prime number.
Proof. The proof follows the same strategy as for Proposition B.1.1. Consider a face of
colors i and j, 1 ≤ i < j ≤ R, whose length is denoted by 2q. Using the edge-coloring
explained above, we can write the (ij)-face starting from the vertex [1]b with the edge of
color i as [1]b[k1 ≡ i − 1]w[k2]b · · · [k2q−1 ≡ j − 1]w[1]b. One can check inductively that
k2p ≡ p(j− i)+1 and k2p+1 ≡ (p+1)i−pj−1 for 1 ≤ p ≤ q−1. As a result, k2q−1 ≡ j−1
is equivalent to q(i− j) ≡ 0.
If R is a prime number, this implies q ≡ 0 because i − j 6≡ 0. The smallest possible
solution is given by q = R. Therefore, the (ij)-face has length 2R and it visits all the
vertices in KR,R; hence the bubble is MST.
If R is not prime, write R = R1R2, where R1 and R2 are integers with 1 < R1 < R
and 1 < R2 < R, and set i− j = R2. The smallest possible solution to q(i− j) ≡ 0 is then
q = R1 < R. This implies that the (ij)-face has length 2R1 < 2R and therefore there are
vertices in KR,R that are not visited by this face. As a result, the bubble is not MST.
Note that, by Proposition 3.5.2, our enhanced scaling is thus optimal for the bubbles
KR,R when R is prime. In the case of K3,3, this was already noticed in the second to last
reference in [101], together with the full characterization of the leading graphs.
C.2 Building MSTs from MSTs
In this section, we further study the family of MST interactions. As explained previ-
ously, tensor models that contain only MST interactions are of special interest in our
construction because the index of a vacuum Feynman graph is then given elegantly by
Eq. (3.60).
Interesting examples of MST interactions include the complete interaction KR+1 for
R a prime number and the complete bipartite interaction KR,R for R a prime number.
Of course, there are many more possibilities, see Figure C.2 for an example. To the best
of our knowledge, a full classification of MST interactions is not known, but we gather a
few remarks here.
No melonic graphs at rank greater than or equal to three with more than two vertices
can be MST because melonic graphs have at least one face of length two [25].
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Figure C.3: Example of a tetraedric colored rosette. Left: tree associated with the
tetraedric colored rosette. Right: gluing of complete interactions K4 according to the tree
pattern. The resulting tetraedric colored rosette is the MST bubble depicted in Figure
C.2.
Given two disjoint MST R-bubbles B1 and B2, each with V ≥ 3 vertices, and two
distinguished vertices [ν1] in B1 and [ν2] in B2, we can build another MST R-bubble
B1 ∪[ν1][ν2] B2 by removing the vertices [ν1] and [ν2] and gluing together the edges incident
to [ν1] with those incident to [ν2], respecting the colors.
Conversely, if there exists a R-reducible cut in an MST R-bubble B, that is, a set of R
edges of different colors whose removal partitions the bubble into two disjoint connected
components, we can perform the reverse operation, that is, cut the set of R edges and
glue vertices [ν1] and [ν2] at both ends of the cut. This rewrites B as B1 ∪[ν1][ν2] B2.
Any MST R-bubble with no such R-reducible cut is said to be irreducible. The prime-
complete interaction KR+1 and the prime-complete bipartite interaction KR,R are both
irreducible.
Now, consider an abstract tree T with V vertices, associate to each vertex of T an
MST R-bubble and for each edge e ∈ T a pair of vertices [ν1,e] and [ν2,e] in the MST
bubbles at both ends of the edge such that the 2(V − 1) vertices [ν1,e], [ν2,e] are all
distinct. Then, we can glue together the V MST bubbles according to the tree pattern,
that is, we glue the edges incident to [ν1,e] with those incident to [ν2,e] for all e ∈ T ,
and get another MST R-bubble. For instance, if prime-complete interactions with R + 1
vertices are glued together along a tree, we obtain a family we could call the “(R+1)-edric
colored rosettes.” If R = 3, we obtain “tetraedric colored rosettes.” This family is a kind
of O(N) non-bipartite tetraedric generalization of the melonic family. The construction
is illustrated in Figure C.3.
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