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Abstract: The testing problem for the order of finite mixture models has a long history and remains an
active research topic. Since Ghosh and Sen (1985) revealed the hard-to-manage asymptotic properties
of the likelihood ratio test, there has been marked progress. The most successful attempts include
the modified likelihood ratio test and the EM-test, which lead to neat solutions for finite mixtures of
univariate normal distributions, finite mixtures of single-parameter distributions, and several mixture-
like models. The problem remains challenging, and there is still no generic solution for location-scale
mixtures. In this paper, we provide an EM-test solution for homogeneity for finite mixtures of location-
scale family distributions. This EM-test has nonstandard limiting distributions, but we are able to
find the critical values numerically. We use computer experiments to obtain appropriate values for the
tuning parameters. A simulation study shows that the fine-tuned EM-test has close to nominal type
I errors and very good power properties. Two application examples are included to demonstrate the
performance of the EM-test.
Key words and phrases: Computer experiments, EM-test, Limiting distribution, Location-scale family,
Mixture models, Tuning parameter.
21. Introduction
Let {f(x; θ) : θ ∈ Θ} be a parametric distribution family. A finite mixture model expands
this family to include all convex combinations:
f(x;G) =
m∑
j=1
αjf(x; θj),
with the mixing distribution G(θ) given by
G(θ) =
m∑
j=1
αj1(θj ≤ θ).
Here 1(·) stands for the indicator function. When θ is a vector, the inequality is interpreted
component-wise. We may also write G =
∑m
j=1 αj{θj} and regard it as the set of all the
parameters involved: {(αj, θj) : j = 1, 2, . . . , m}. The subpopulation parameter space Θ is
generally a subset of an Euclidean space Rd of dimension d.
In this paper, we consider the case where θ = (µ, σ)τ and there exists a probability
density function on R with respect to the Lebesgue measure f0(x) such that
f(x; θ) =
1
σ
f0
(
x− µ
σ
)
.
The parameter space for θ is Θ = R × R+, with R+ being all positive real numbers. In
other words, the subpopulation distributions are members of a location-scale distribution
family. Location-scale mixtures are widely used in applications. Naya et al. (2006) and
Salimans et al. (2017) applied mixtures of logistic distributions to thermogravimetric analy-
sis and imaging data, respectively. Mixtures of Weibull distributions or exponential distribu-
tions are used for failure time, lifetime, wind speed, forestry data, and so on. For instance,
Lawless (2003) applied a mixture of Weibull distributions to the number of cycles before
failure for a group of 60 electrical appliances. Dwidayati (2013) used a mixture of Weibull
distributions for the lifetimes of breast cancer patients from medical records. Zhang et al.
(2001) applied a mixture of Weibull distributions to the diameter distributions of rotated-
sigmoid and uneven-aged stands. See Castet and Saleh (2009), Qin et al. (2012), and Kao
(1959) for more examples.
3Suppose we have a set of independent and identically distributed (i.i.d.) observations,
x1, . . . , xn, from a two-component mixture
f(x;G) = α1f(x; θ1) + α2f(x; θ2). (1.1)
An elementary yet fundamental problem is the test of homogeneity:
H0 : α1α2(θ1 − θ2) = 0.
Research into homogeneity testing has a long history. The earliest examples include
Hartigan (1985) and Ghosh and Sen (1985), who revealed the nonstandard asymptotic
behavior of the likelihood ratio test. A famous nonstandard approach is the C(α) test
of Neyman and Scott (1966). Bickel and Chernoff (1993), Chernoff and Lander (1995),
Dacunha-Castelle and Gassiat (1999), Chen and Chen (2001), and Liu and Shao (2003) all
contributed to the understanding of the classical likelihood ratio test in the context of the
finite mixture model. Two waves of further development led to the effective data analysis
procedures summarized in the R package MixtureInf. One is the modified likelihood ratio
test of Chen (1998), Chen et al. (2001, 2004), and Charnigo and Sun (2004, 2010). Another
is the EM-test; see Li et al. (2009), Chen and Li (2009), and Niu et al. (2011). Because
of the additional nonregularities of location-scale mixtures in the form of the unbounded
likelihood, the existing results are not applicable to general location-scale mixtures.
We take up this task in this paper. We show that the EM-test approach remains effective
for location-scale mixtures. In Section 2, we develop an EM-test for homogeneity tailored for
location-scale mixtures, derive its limiting distribution, and obtain its specific form in three
location-scale mixtures. In Section 3, we use an experimental approach to determine a set
of optimal tuning parameter values. In Section 4, we show via simulation that the proposed
EM-test has close to nominal type I errors and good power properties. In Section 5, we
give two real-data examples. The paper ends with an Appendix containing the technical
derivations.
42. Main results
The location-scale mixture is nonregular in several ways. Given a set of i.i.d. observations
x1, . . . , xn, the log-likelihood function is given by
ℓn(G) =
n∑
i=1
log f(xi;G).
When G has only two support points, we also write it as ℓn(α1, α2, θ1, θ2). Let θ1 = (x1, σ1)
τ ,
θ2 = (0, 1)
τ , and α1 = α2 = 0.5 in G. We have f(x1;G) → ∞ as σ1 → 0 while f(xi;G)
has a finite lower bound for all i 6= 1. Hence, the log-likelihood ℓn(G) is unbounded. This
well-known undesirable property leads to the inconsistent maximum likelihood estimation
(MLE) of G for location-scale mixtures. To save the likelihood-based inference, one may
counter this aberration with a penalty function in σ1 and σ2 similarly to Chen et al. (2008)
or a constraint as in Tanaka (2009). As an alternative, we use the penalized log-likelihood
function
ℓ˜n(G) = ℓn(G) + p(α1) + p(α2) + pn(σ1) + pn(σ2)
= ℓn(G) + p(α1, α2) + pn(σ1, σ2), (2.1)
for some choice of p(·) and pn(·). Here, we have equated p(α1) + p(α2) and p(α1, α2) and so
on for notational convenience. We develop an effective EM-test based on (2.1) in the next
subsection.
2.1 EM-test
We first choose a set {π1, . . . , πJ} ∈ (0, 0.5], for example {0.1, 0.3, 0.5}, as the initial
values for α1 and a positive integer K, for example K = 3. We then define an EM-test
statistic through the following iteration steps:
Step 1. Let k = 0. For a given j, let α
(0)
1 = πj and α
(0)
2 = 1− πj . Compute
(θ
(0)
1 , θ
(0)
2 ) = arg max
θ1,θ2
ℓ˜n(α
(0)
1 , α
(0)
2 , θ1, θ2).
5Step 2. For i = 1, . . . , n and the current k, use an E-step to compute
w
(k)
i =
α
(k)
1 f(xi; θ
(k)
1 )
α
(k)
1 f(xi; θ
(k)
1 ) + α
(k)
2 f(xi; θ
(k)
2 )
.
Update the parameters by an M-step such that
(α1, α2)
(k+1) = argmax
α1,α2
{
n∑
i=1
w
(k)
i logα1 +
(
n−
n∑
i=1
w
(k)
i
)
logα2 + p(α1, α2)
}
and
θ
(k+1)
1 = argmax
θ
{
n∑
i=1
w
(k)
i log f(xi; θ) + pn(σ1)
}
,
θ
(k+1)
2 = argmax
θ
{
n∑
i=1
(1− w(k)i ) log f(xi; θ) + pn(σ2)
}
.
Repeat the E-step and M-step K − 1 times. Return
(
α
(K)
1 , α
(K)
2 , θ
(K)
1 , θ
(K)
2
)
.
Step 3. Define
M (K)n (πj) = 2
{
ℓ˜n(α
(K)
1 , α
(K)
2 , θ
(K)
1 , θ
(K)
2 )− ℓ˜n(0.5, 0.5, θˆ0, θˆ0)
}
,
where θˆ0 = argmaxθ ℓ˜n(0.5, 0.5, θ, θ).
Step 4. Repeat Steps 1 to 3 for each j = 1, . . . , J . Define the EM-test statistic to be
em
(K)
n = max
{
M (K)n (πj) : j = 1, . . . , J
}
. (2.2)
The null hypothesis H0 is rejected if em
(K)
n exceeds some critical value determined by its
limiting distribution, derived below.
2.2 Asymptotic properties
The EM-test statistic is location-scale invariant when pn(·) is invariant, and this can be
achieved by an appropriate choice. Therefore, without loss of generality, we assume that
under H0, µ = 0 and σ = 1. In other words, we take f0(x) as the true distribution of
x1, . . . , xn under the null hypothesis.
6Two key quantities are involved in the asymptotic study: the gradient vector and the
Hessian matrix of f(x; θ) evaluated at θ0 = (0, 1)
τ . They make up a vector of length 5, two
partial derivatives and three second-order partial derivatives (divided by 2) with respect to
θ = (µ, σ),
b1i =
(
∂f(xi; θ0)/∂µ
f(xi; θ0)
,
∂f(xi; θ0)/∂σ
f(xi; θ0)
)τ
and
b2i =
(
∂2f(xi; θ0)/∂µ
2
2f(xi; θ0)
,
∂2f(xi; θ0)/∂µ∂σ
2f(xi; θ0)
,
∂2f(xi; θ0)/∂σ
2
2f(xi; θ0)
)τ
.
Let bi = (b
τ
1i,b
τ
2i)
τ . When f0(x) is sufficiently well-behaved, E(bi) = 0, and well-defined
B = var(bi). Let B11, B12, and B22 be submatrices of B matching the partition b1i and
b2i and let b˜2i = b2i − B21B−111 b1i. We have var(b˜2i) = B˜22 = B22 − B21B−111 B12 and
cov(b1i, b˜2i) = 0.
Here is the main result, with the convention that when v = (v1, v2)
τ ,
v2 = (v21, 2v1v2, v
2
2)
τ .
Theorem 1. Suppose we have a random sample from model (1.1) and the EM-test statistic
is defined by (2.2) with the penalized likelihood function (2.1). Assume Conditions B1–B3
on f0(x) and C1–C4 on p(·), pn(·); these conditions are given in the Appendix. Let π1 = 0.5
and π2, . . . , πJ ∈ (0, 0.5). Under the null hypothesis, for any fixed finite K, as n→∞:
(i) If B11 has full rank with B˜22(v
2)τ 6= 0 for any v 6= 0 then
em
(K)
n
d−→ sup
v
{
2(v2)τw− (v2)τB˜22(v2)
}
, (2.3)
where w = (w1, w2, w3)
τ is a multivariate normal random vector with mean zero and
variance-covariance matrix B˜22.
(ii) If B11 has full rank, and the only null eigenvector of B˜22 has the form (u1, 0, u3)
τ such
that u1u3 > 0, then
em
(k)
n
d−→ χ22.
Conditions B1–B3 require f0(x) to be sufficiently smooth and to satisfy some integration
conditions. They are satisfied by most commonly used distributions. Conditions C1–C4
7are requirements on the penalty functions. Since the user can choose these functions, the
usefulness of the proposed EM-test is not affected. Specific recommendations will be given
later.
The conditions on the rank of B correspond to the strong identifiability introduced in
Chen (1995). Collinearity of the first, second-order, or even higher-order derivatives of the
component density function often leads to complex large-sample properties (Ho and Nguyen,
2016).
Because the value of v2 = (v21, 2v1v2, v
2
2)
τ is restricted to a two-dimensional manifold of
R3, the limiting distribution in Case (i) is in general not the well-known chi-square mixture.
Nevertheless, its quantiles are easily computed by Monte Carlo simulation. When B has a
specific structure, as in case (ii), the limiting distribution is particularly elegant. This is also
the case for the normal mixture model although it does not satisfy the conditions specified
in Case (ii); see Chen and Li (2009).
2.3 Examples
To illustrate the proposed EM-test, we identify a few location-scale families satisfying
the conditions and work out their B˜22 matrices.
Logistic distribution. The density function of the standard logistic distribution is given
by
f0(x) =
exp(−x)
{1 + exp(−x)}2 .
To a sufficient numerical precision,
B˜22 =


0.0063 0 −0.1043
0 0.2062 0
−0.1043 0 1.8498

 ,
which has full rank. Hence, the logistic distribution belongs to Case (i), and its null limiting
distribution is given by (2.3) with the above B˜22.
Extreme-value distribution. The density function of the standard (type I) extreme-value
8distribution is
f0(x) = exp{x− exp(x)}.
We find, to a sufficient numerical precision, that
B˜22 =


0.3921 0.9697 1.1256
0.9697 2.4928 3.4362
1.1256 3.4362 7.8242

 ,
which has full rank. The extreme-value distribution also belongs to Case (i), and its null
limiting distribution is given by (2.3) with the above B˜22.
Student-t distribution. The density function of the standard student-t distribution with
v degrees of freedom is
f0(x) =
Γ((ν + 1)/2)
Γ(ν/2)
√
πν
{1 + x2/ν}−(ν+1)/2.
We consider the situation where ν is known. We find its B˜22 has rank 2 and its null eigen-
vector u = (u1, u2, u3)
τ has u2 = 0 while u1u3 > 0. Thus, the EM-test statistic has a χ
2
2
limiting distribution under the null hypothesis of homogeneity.
3. Experiments for tuning parameters
To implement the EM-test, the user must select penalty functions and tuning parameter
values. These choices affect the computational simplicity and precision of the asymptotic
distribution as well as the power properties of the EM-test. Similarly to Chen and Li (2009),
we suggest setting {π1, . . . , πJ} = {0.1, 0.3, 0.5} with J = 3 and K = 3. We recommend
p(α) = log(1− |1− 2α|)
pn(σ) = −an{σˆ2/σ2 + log(σ2/σˆ2)}
(3.1)
for some an > 0 with σˆ being the maximum likelihood estimator of σ under H0. This choice
is equivalent to placing a Gamma prior distribution on σ−2. The inclusion of σˆ2 makes
the EM-test location-scale invariant. The specific functional forms enable easy numerical
computation.
9The choice of an influences the type-I errors of the proposed test. We take advantage of
this property and use experiments to recommend a value of an to achieve accurate test sizes.
The experiment started with pilot trials on many values of an and the sample size n. We
found that when an ≤ 0.2, the EM-test has markedly inflated type-I errors compared to the
nominal levels. We then decided to run a 4 × 4 factorial design for an ∈ {0.3, 0.4, 0.5, 0.6}
and n ∈ {50, 100, 300, 500} and to apply the data from the four location-scale mixtures as
follows.
For each location-scale family, we used the Monte Carlo method to obtain precise upper
quantiles for the limiting distributions of em
(K)
n in (2.2). We used them to determine the
rejection regions. For each combination of an and n in the factorial design, we generated
10000 random samples of size n from f0(x) to obtain em
(3)
n values and therefore the rejection
rate qˆ at level q. The discrepancy between qˆ and q is calculated as
y = log{qˆ/(1− qˆ)} − log{q/(1− q)}. (3.2)
The values for q = 0.05 are given in Table 1 for the four location-scale families investigated.
We included only t10 for the student t distribution for reality considerations.
The information from Table 1 is utilized in the following way. We first build a model for
y and a function of n and an. Based on this model, for each sample size n, we find a value
of an such that the discrepancy y between the observed type-I error and the nominal level
disappears.
After some exploratory analysis, we found that a linear regression of y on 1/n and log(an−
0.2) was satisfactory. The covariate log(an − 0.2) effectively confines the value of an in
(0.2,∞), as suggested by our pilot study. We next regress y in 1/n and log(an − 0.2).
Solving yˆ = 0 leads to empirical formulas for an:
an =


0.2 + exp(−0.959− 119.899/n) Logistic
0.2 + exp(−0.986− 77.677/n) Extreme
0.2 + exp(−1.032− 103.737/n) Student-t
0.2 + exp(−1.410− 114.433/n) Normal
. (3.3)
10
Table 1: Discrepancy between qˆ and q in terms of (3.2) for four location-scale distribution
families at q = 0.05
an n Logistic Extreme Student-t Normal
0.3 50 -0.1200 0.0270 -0.0234 -0.1778
0.4 50 -0.2761 -0.1129 -0.2207 -0.4395
0.5 50 -0.4115 -0.2897 -0.3664 -0.5845
0.6 50 -0.5845 -0.3993 -0.5525 -0.7525
0.3 100 0.0413 0.1253 0.0146 -0.0106
0.4 100 -0.0561 0.0188 -0.1083 -0.1557
0.5 100 -0.1485 -0.0990 -0.2104 -0.2815
0.6 100 -0.2520 -0.1952 -0.3175 -0.3783
0.3 300 0.1328 0.1197 0.1804 0.0291
0.4 300 0.0753 0.0733 0.1366 -0.0256
0.5 300 0.0063 0.0188 0.0909 -0.0853
0.6 300 -0.0539 -0.0299 0.0393 -0.1509
0.3 500 0.0929 0.1328 0.0454 0.0126
0.4 500 0.0534 0.0851 0.0146 -0.0213
0.5 500 0.0209 0.0413 -0.0170 -0.0650
0.6 500 -0.0213 0.0000 -0.0517 -0.1037
We have implemented the EM-test using R with these empirical formulas for an and the
other suggested tuning parameters. In the next section, we examine the performance of the
EM-test with the recommended parameters.
4. Simulation
The purpose of the simulation study is twofold. First, we check if the limiting distribution
of the EM-test adequately approximates the finite-sample distribution. Second, we compare
the power of the EM-test with that of the likelihood ratio test (LRT). Here, the LRT statistic
is defined as
Mn = 2{ℓn(G˜)− ℓn(G˜0)},
where G˜ = argmaxG∈G2{ℓn(G)+pn(σ1, σ2) } is the penalized maximum likelihood estimator
of G under the full model and G˜0 is the maximum likelihood estimator of G under the
null hypothesis. The pn(·) here is from (3.1) with an = 1/n to prevent an unbounded log-
likelihood; G2 is the parameter space for G under the full model. The distributions for the
LRT are simulated.
11
We generated data from various homogeneous distributions with a range of sample sizes.
The rejection regions of the EM-test statistic em
(3)
n are based on the limiting distributions
given in Theorem 1. The rejection rates for 105 repetitions are given in Table 2 at three
nominal levels. Clearly, the type I error rates of the EM-test are quite close to the nominal
levels for all models and sample sizes. Hence, the limiting distributions provide accurate
approximations for the finite-sample distributions of em
(3)
n coupled with the recommended
tuning parameters.
Table 2: Simulated type I error rates for EM-test
f0 Level n
50 75 100 200 300 400 500 600 800 1000 3000 5000
10% 10.1 10.1 10.0 9.8 9.9 9.7 9.7 9.9 10.0 9.9 10.0 10.0
Logistic 5% 5.1 5.1 5.0 5.0 5.0 4.9 5.0 5.0 5.1 4.9 5.1 5.0
1% 1.1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.1 1.0 1.0 1.0
10% 10.5 10.2 10.1 10.0 10.0 10.0 10.0 10.0 10.1 10.2 10.1 10.1
Extreme 5% 5.3 5.2 5.1 5.1 5.0 5.0 5.1 5.1 5.1 5.1 5.0 5.1
1% 1.1 1.1 1.1 1.0 1.0 1.0 1.1 1.0 1.0 1.0 1.1 1.0
10% 10.6 10.0 9.8 9.6 9.6 9.8 9.8 9.6 9.9 9.7 9.8 9.9
t6 5% 5.3 5.2 5.0 4.8 4.9 4.9 5.0 4.8 4.9 4.9 4.9 5.0
1% 1.1 1.1 1.1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
10% 10.2 9.8 9.7 9.6 9.7 10.1 9.9 10.0 9.9 9.8 10.0 10.1
t10 5% 5.2 4.9 4.9 4.9 4.9 5.2 4.9 5.0 5.1 4.9 5.1 5.1
1% 1.1 1.0 1.0 1.0 1.0 1.1 1.0 1.0 1.1 1.0 1.1 1.1
10% 9.9 9.8 9.7 9.8 9.8 9.9 9.8 9.9 10.1 10.1 10.1 9.9
t14 5% 5.0 4.9 4.8 4.9 5.0 5.0 5.1 5.0 5.2 5.1 5.2 5.0
1% 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.1 1.1 1.1 1.0
10% 10.1 10.3 10.1 9.9 9.9 10.2 10.2 10.2 10.0 10.2 10.1 10.1
N(0, 1) 5% 5.1 5.2 5.2 5.0 5.0 5.1 5.1 5.2 5.1 5.2 5.1 5.2
1% 1.0 1.1 1.1 1.0 1.1 1.1 1.0 1.1 1.0 1.1 1.1 1.1
Next, we compare the power of the EM-test with the LRT under the logistic, Weibull,
and t6 kernels for two sample sizes: n = 200 and n = 400. The models and the simulated
powers of the EM-test and the LRT at the 5% nominal level are presented in Tables 3–5. The
simulated powers are calculated from 104 repetitions. For a fair comparison, the rejection
regions are based on 105 random samples from the null model. It can be seen that the EM-
test is much more powerful than the LRT in almost all cases. When the mixing proportions
are 0.05 and 0.95, the LRT is occasionally slightly more powerful.
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Table 3: Simulated powers for EM-test and LRT for logistic mixtures at 5% nominal level
Alternative model em
(3)
n LRT em
(3)
n LRT
n = 200 n = 400
L1: 0.5{(0, 1)}+ 0.5{(3.0, 1.0)} 63.0 34.1 92.0 68.3
L2: 0.5{(0, 1)}+ 0.5{(2.0, 2.0)} 71.0 50.5 95.5 83.3
L3: 0.5{(0, 1)}+ 0.5{(0, 2.3)} 57.7 40.6 88.3 70.4
L4: 0.8{(0, 1)}+ 0.2{(3.0, 1.0)} 46.3 25.6 78.7 52.7
L5: 0.8{(0, 1)}+ 0.2{(2.0, 2.0)} 69.7 54.1 95.3 86.0
L6: 0.8{(0, 1)}+ 0.2{(0, 2.3)} 58.1 46.6 88.2 74.7
L7: 0.95{(0, 1)}+ 0.05{(5.0, 1.0)} 45.3 37.2 78.5 68.8
L8: 0.95{(0, 1)}+ 0.05{(3.5, 2.0)} 33.1 33.1 60.7 54.6
L9: 0.95{(0, 1)}+ 0.05{(0, 3.5)} 52.0 57.4 79.7 79.9
Table 4: Simulated powers for EM-test and LRT for extreme-value mixtures at 5% nominal
level
Alternative model em
(3)
n LRT em
(3)
n LRT
n = 200 n = 400
E1: 0.5{(0, 1)}+ 0.5{(1.8, 1.0)} 69.5 42.9 94.5 77.9
E2: 0.5{(0, 1)}+ 0.5{(1.3, 1.2)} 64.3 39.2 92.5 73.1
E3: 0.5{(0, 1)}+ 0.5{(0, 2.0)} 57.8 39.6 87.6 70.7
E4: 0.8{(0, 1)}+ 0.2{(1.4, 1.0)} 70.8 47.5 95.2 82.1
E5: 0.8{(0, 1)}+ 0.2{(1.0, 1.2)} 60.1 40.8 89.7 73.1
E6: 0.8{(0, 1)}+ 0.2{(0, 2.0)} 67.3 54.0 92.9 83.0
E7: 0.95{(0, 1)}+ 0.05{(1.4, 1.0)} 37.9 28.5 66.2 52.7
E8: 0.95{(0, 1)}+ 0.05{(1.0, 1.2)} 25.9 20.4 45.2 35.8
E9: 0.95{(0, 1)}+ 0.05{(0, 2.0)} 26.8 25.4 44.4 40.7
Table 5: Simulated power for EM-test and LRT for t6 mixtures at 5% nominal level
Alternative model em
(3)
n LRT em
(3)
n LRT
n = 200 n = 400
T1: 0.5{(0, 1)}+ 0.5{(1.8, 1.0)} 49.1 21.9 81.0 45.7
T2: 0.5{(0, 1)}+ 0.5{(2.0, 1.5)} 71.9 42.5 95.6 77.3
T3: 0.5{(0, 1)}+ 0.5{(0, 2.5)} 63.3 42.3 92.8 75.9
T4: 0.8{(0, 1)}+ 0.2{(2.5, 1.0)} 88.3 69.2 99.5 96.4
T5: 0.8{(0, 1)}+ 0.2{(2.0, 1.5)} 71.2 45.9 95.8 81.3
T6: 0.8{(0, 1)}+ 0.2{(0, 2.5)} 59.6 44.7 90.1 73.9
T7: 0.95{(0, 1)}+ 0.05{(3.0, 1.0)} 30.7 21.1 58.7 42.3
T8: 0.95{(0, 1)}+ 0.05{(3.0, 2.0)} 40.1 35.6 69.7 62.2
T9: 0.95{(0, 1)}+ 0.05{(0, 3.5)} 27.9 35.0 51.9 54.0
13
5. Data examples
We now examine the performance of the EM-test via two real-data examples. The first
data set concerns the maximum precipitation in 24 hours in Montreal from 1872–2017. The
daily precipitations in Montreal are available from weatherstats.ca based on Environment
and Climate Change Canada data. We calculate the maximum precipitation in 24 hours (in
mm) for each year. The figures are incomplete in 1873 and 1993, and hence the observations
for those two years are missing. In total, we have 144 observations.
Shoukri et al. (1988) proposed using the log-logistic distribution to model the maximum
precipitation in 24 hours. For illustration, we apply the EM-test to the maximum pre-
cipitation data to check for potential heterogeneity through a test of homogeneity. We
log-transform the 144 observations before the EM-test is applied. With the logistic distri-
bution being the component distribution, the value of the EM-test statistic is found to be
6.290 with a p-value of 0.043, calibrated by its limiting distribution. For comparison, we also
calculate the LRT, which is found to be 10.574. Since both the EM-test and the LRT are
invariant to the location and scale transformation, we obtain their finite-sample distributions
by generating 105 random samples from the standard logistic distribution. Calibrated by
their respective finite-sample distributions, the p-values of the EM-test and LRT are found
to be 0.043 and 0.072, respectively. Note that the finite-sample distribution and the limiting
distribution of the EM-test give the same p-value to the third decimal place. Based on the
p-value, the EM-test speaks more forcefully about the presence of heterogeneity. Indeed,
the LRT fails to reject the homogeneous model at the 5% level, but the EM-test detects
heterogeneity at the 5% level.
Some related statistics for this data set are as follows. The penalized maximum likelihood
estimator of the mixing distribution is given by
Gˆ = 0.134{(3.803, 0.124)}+ 0.866{(4.307, 0.071)}.
Figure 1 gives a histogram of the 144 maximum precipitation values along with the homo-
geneous logistic fitting and the mixture of two logistic distributions fitting. Clearly, the
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mixture successfully captures the mode around 4.3, but the homogenous logistic fitting does
not.
Log of maximum precipitation in 24 hours from 1872 to 2017
D
en
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0.
0
0.
5
1.
0
1.
5
Figure 1: Histogram of the maximum-precipitation data along with the homogeneous logistic
fitting (dashed red line) and the mixture of two logistic distributions fitting (solid blue line).
The second data set is from Example 3.4.1 of Lawless (2003) who suggested a mixture
of two Weibull distributions for the number of cycles to failure for a group of 60 electrical
appliances. Lawless (2003) argued that this mixture provides an adequate fit to the 60 failure
times since its fit to the survival function is quite close to the Kaplan–Meier estimate of that
function. We apply the EM-test to the 60 log-transformed observations for homogeneity
with extreme-value kernel distributions. The EM-test statistic is found to be 6.595 with
p-value 0.037, calibrated by its limiting distribution. For comparison, we also calculate
the value of the LRT, which is found to be 9.669. Since both the EM-test and the LRT are
invariant to the location and scale transformation, we obtain their finite-sample distributions
by simulation with 105 data sets. Calibrated by their respective finite-sample distributions,
the p-values are found to be 0.038 and 0.080, respectively. Again, the p-values from the
finite-sample distribution and the limiting distribution are quite close. Further, the EM-test
provides stronger evidence for rejecting the homogeneous model.
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Appendix
Suppose G¯ is a mixing distribution with two support points. Let its support points be
θ¯h = (µ¯h, σ¯h)
τ , h = 1, 2, and its mixing proportions α¯1 and α¯2. This convention extends to
Gˆ, Gˆ(k), and so on. We use G0 for G when θ1 = θ2 = θ0 = (0, 1)
τ . Because the EM-test
is location-scale invariant, we assume that G0 is the null mixing distribution. Note that
f(x;G0) = f0(x).
Here are the conditions under which the various asymptotic results are proved.
B1. (Smoothness and integrability) f0(x) is five times continuously differentiable with re-
spect to x. For k = 0, 1, 2, 3, 4,
E
∣∣ log f (k)0 (X)∣∣ <∞;
and for all θ = (µ, σ) sufficiently close to θ0 = (0, 1),∣∣∣∣log f (5)0
(
x− µ
σ
)∣∣∣∣ ≤ g(x)
for some g(x) such that E{g(X)} <∞.
B2. (Identifiability) For any two mixing distributions G1 and G2 with at most two support
points, f(x;G1) = f(x;G2) for all x implies G1 = G2.
B3. (Tail condition) For any 0 < a ≤ 1, f0(x) ≤ f0(ax) and f0(x) satisfies supx(1 +
x2)f0(x) <∞.
Conditions B1 and B2 are natural requirements for ensuring manageable asymptotic
properties of the likelihood ratio statistics. Condition B3 implies that the density function
is unimodal and the mode is at x = 0. If the mode of f0 is at x = x0 6= 0, then we may
simply replace f0(x) by f˜0(x) = f0(x − x0) in the definition of the mixture model. All our
examples satisfy these conditions.
Next, we place some conditions on the penalty functions p(α) and pn(σ).
C1. p(α) is continuous, maximized at α = 0.5, and goes to negative infinity as α → 0.
Without loss of generality, p(0.5) = 0.
C2. supσ>0{pn(σ)}+ = o(n), pn(σ) = o(n), and p′n(σ) = op(n1/2) for all σ.
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C3. pn(σ) ≤ (log n)2 log(σ), when 0 < σ ≤ 1/n and n is large.
C4. The penalty on σ is scale-invariant: namely, for any nonrandom constants a > 0 and b,
the data-dependent penalty pn(aσ; ax1 + b, . . . , axn + b) = pn(σ; x1, . . . , xn).
These conditions serve as guidelines for choosing the penalty functions. They are not
restrictive as long as such functions exist. Mathematically, C1 makes α = 0.5 the preferred
value through p(·). Conditions C2 and C3 prevent the penalties from taking over the likeli-
hood, and they discriminate against models with small σ values. Condition C4 is not needed
for asymptotic considerations but it ensures location-scale invariance.
Some lemmas
We first establish some properties of the point estimators. Lemma 1 gives a result on the
order of some G¯ satisfying certain properties. Let m1 and m2 be vectors of “centered” first
and second moments of G, and mτ = (mτ1,m
τ
2):
m1 =α1(θ1 − θ0) + α2(θ2 − θ0),
m2 =α1(θ1 − θ0)2 + α2(θ2 − θ0)2.
Here we have used in the definition of m2 the convention that when v = (v1, v2)
τ , v2 =
(v21, 2v1v2, v
2
2)
τ .
Lemma 1. Assume the conditions of Theorem 1. Let G¯ be any estimator of G such that
α¯1, α¯2 ∈ [δ, 1 − δ] for some δ ∈ (0, 0.5) and for some constant c,
ℓ˜n(G¯)− ℓ˜n(G0) > c > −∞.
Then, for both Cases (i) and (ii) specified in Theorem 1,
θ¯h − θ0 = Op(n−1/4), h = 1, 2; m¯1 = Op(n−1/2).
Proof. Assume θ¯h−θ0 = op(1) under the lemma conditions. Because the proof of this claim
is tedious, we will present it separately. With this assumption, we define
R1n(G¯) = 2{ℓn(G¯)− ℓn(G0)}+ 2{pn(σ¯1, σ¯2)− pn(1, 1) + p(α¯1, α¯2))}
= r1n(G¯) +Op(1) (A.1)
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with
r1n(G¯) = 2{ℓn(G¯)− ℓn(G0)} = 2
n∑
i=1
log(1 + δi)
and
δi =
[{α¯1f(xi; θ¯1) + α¯2f(xi; θ¯2)} − f0(xi)]/f0(xi).
Expanding f(xi; θ) at θ0, we obtain
δi = m¯
τ
1b1i + m¯
τ
2b2i + εin = m¯
τbi + εin (A.2)
where the εin denote remainders. For θ such that θ − θ0 is very small,
n∑
i=1
εin = op(1 + n‖m¯‖2) (A.3)
by referring to similar proofs given by Chen et al. (2001) and Chen and Chen (2001).
Next, we use (A.2) and
r1n(G¯) ≤ 2
n∑
i=1
δi −
n∑
i=1
δ2i + (2/3)
n∑
i=1
δ3i (A.4)
to develop an upper bound for R1n(G¯). By some straightforward algebra, we have

∑n
i=1 δ
2
i =
∑n
i=1(m¯
τbi)
2 + op(1 + n‖m¯‖2),∑n
i=1 δ
3
i =
∑n
i=1(m¯
τbi)
3 + op(1 + n‖m¯‖2).
(A.5)
Note that m¯τBm¯ = m¯∗τ1 B11m¯
∗
1 + m¯
τ
2B˜22m¯2 where m¯
∗
1 = m¯1 − B−111 B12m¯2. Because
either B has full rank or m¯2 is not in the null space of B˜22, we have m¯
τBm¯ > 0 when
m¯ 6= 0.
The positive definiteness and the law of large numbers imply

n−1
∑n
i=1(m¯
τbi)
2 = m¯τBm¯{1 + op(1)},
n−1
∑n
i=1(m¯
τbi)
3 = op(1).
(A.6)
18
Using Condition C1 and combining (A.1)–(A.6), we have
R1n(G¯) ≤ 2m¯τ
n∑
i=1
bi − nm¯τBm¯{1 + op(1)}+ op(1 + n‖m¯‖2)
= 2m¯∗τ1
n∑
i=1
b1i − nm¯∗τ1 B11m¯∗1
+2m¯τ2
n∑
i=1
b˜2i − nm¯τ2B˜22m¯2 + op(1 + n‖m¯‖2).
Unless both m¯∗1 = Op(n
−1/2) and m¯2 = Op(n
−1/2), this upper bound will go to −∞, which
contradicts the lemma assumption. When this is the case and α¯1, α¯2 ∈ [δ, 1 − δ], we must
have m¯1 = Op(n
−1/2), and both θ¯1 − θ0 = Op(n−1/4) and θ¯2 − θ0 = Op(n−1/4).
Let G¯ be estimators of G as before and
ω¯i =
α¯2f(xi; θ¯2)
α¯1f(xi; θ¯1) + α¯2f(xi; θ¯2)
.
Define
Hn(α1) =
(
n−
n∑
i=1
ω¯i
)
logα1 +
n∑
i=1
ω¯i log(α2) + p(α1, α2).
The EM-test updates the mixing proportions via α¯∗1 = argmaxαHn(α1). The following
lemma claims that when the null model is true, α¯∗1 stays close to α1 after a single EM-
iteration. The proof is identical to one in Li et al. (2009), so it is omitted.
Lemma 2. Under the conditions of Lemma 1, if α¯1 − α1 = op(1) for some α1 ∈ (0, 0.5],
then α¯∗1 − α1 = op(1).
Theorem 2. Assume the Conditions of Theorem 1 and the null distribution. Let G(k) be
the intermediate G obtained with the starting mixing proportion α for α1 after k iterations.
Then
θ
(k)
1 − θ0 = Op(n−1/4), θ(k)2 − θ0 = Op(n−1/4), m(k)1 = Op(n−1/2).
Proof. The EM-algorithm has the property that the likelihood increases after each iteration
even with penalty terms (Dempster et al., 1977; Wu, 1983). Hence, for any k ≤ K,
ℓ˜n(G
(k)) ≥ ℓ˜n(G(1)) ≥ ℓ˜n(G0).
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Therefore,
ℓ˜n(G
(k))− ℓ˜n(G0) ≥ c > −∞.
Hence, by Lemmas 1 and 2, G(k) has these properties.
Here is some preparation for the proof of Theorem 1. Let v¯ =
√
α¯1/α¯2(θ¯1 − θ0). We
have
m¯2 − v¯2 =α¯−12 {α¯22(θ¯2 − θ0)2 − α¯21(θ¯1 − θ0)2}
=α¯−12 m¯1{α¯2(θ¯2 − θ0)− α¯1(θ¯1 − θ0)} = m¯1op(1).
In addition,
2m¯τ2
n∑
i=1
b˜2i − nm¯τ2B˜22m¯2 = 2(v¯2)τ
n∑
i=1
b˜2i − n(v¯2)τB˜22v¯2
+op(1 + n‖m¯‖2). (A.7)
Proof of Theorem 1.
First, we consider the case where the EM-iteration starts from π1 = 0.5. We write its
outcome as Gˆ0.5. Let R0n = 2{ℓ˜n(Gˆ0.5) − ℓ˜n(G0)}. A classical result concerning regular
models (Serfling, 1980) states that
R0n = n
−1
{ n∑
i=1
b1i
}τ
B−111
{ n∑
i=1
b1i
}
+ op(1).
Hence,
2m¯∗τ1
n∑
i=1
b1i − nm¯∗τ1 B11m¯∗1{1 + op(1)} ≤ R0n + op(1).
Under the theorem conditions, and with (A.7), we have
R1n(G
(k)) ≤ R0n + sup
m2
{
2mτ2
n∑
i=1
b˜2i − nmτ2B˜2m2
}
+ op(1)
= R0n + sup
v
{
2(v2)τ
n∑
i=1
b˜2i − n(v2)τ B˜22v2
}
+ op(1).
Further, by the definition of M
(k)
n (πj), we have
M (k)n (πj) = R1n(G
(k))− R0n ≤ sup
v
{
2(v2)τ
n∑
i=1
b˜2i − n(v2)τB˜22v2
}
+ op(1).
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The leading term on the right-hand side does not depend on πj , so
em
(K)
n ≤ sup
v
{
2(v2)τ
n∑
i=1
b˜2i − n(v2)τB˜22v2
}
+ op(1).
Next, we show that the above inequality can be tightened to equality. Since the EM-
iteration increases the penalized likelihood (Dempster et al., 1977), we need only show this
result when k = 1. It suffices to find a Gˆ at which the upper bound is attained. Let
vˆ = arg sup
v
{
2(v2)τ
n∑
i=1
b˜2i − n(v2)τB˜22v2
}
,
mˆ1 = (nB11)
−1
n∑
i=1
b1i +B
−1
11 B12vˆ
2.
Further, let αˆ1 = αˆ2 = 0.5, µˆ1 = vˆ1, and σˆ1 = vˆ2 + 1. Regard (µ2, σ2) as variables in the
equation
mˆ1 =

 αˆ1µˆ1 + αˆ2µˆ2
αˆ1(σˆ1 − 1) + αˆ2(σˆ2 − 1)

 ,
and let its solution be (µˆ2, σˆ2). The solutions clearly satisfy µˆh = Op(n
−1/4), σˆh = Op(n
−1/4),
h = 1, 2. Based on this order assessment, we get
em
(K)
n ≥ M (1)n (0.5) ≥ R1n(Gˆ0.5)− R0n
= sup
v
{
2(v2)τ
n∑
i=1
b˜2i − n(v2)τB˜22v2
}
+ op(1).
Since n−1/2
∑n
i=1 b˜2i → N(0, B˜22) in distribution, we get
em
(K)
n → sup
v
{2(v2)τw− (v2)τB˜22(v2)}
for some multivariate normal random vector w as given in the theorem. This completes the
proof of Case (i).
When B22 has rank 2 as specified in Case (ii), we must have w3 = aw1 for some a < 0.
Let t = (v21 + av
2
2, 2v1v2)
τ
, w∗ = (w1, w2)
τ , and Σ = var(w∗). The limit of em
(K)
n is
sup
t
{2tτw∗ − tτΣt} ≤ w∗Σ−1w∗,
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and equality holds if Σ−1x = (v21 + av
2
2 , 2v1v2)
τ
has a solution in v. The solution exists
because t = (v21 + av
2
2, 2v1v2)
τ
can take any values in R2. Clearly, w∗Σ−1w∗ has a χ22
distribution. Hence, the limiting distribution in Case (ii) has the simpler form given.
Proof of consistency
A missing piece in the proof of Theorem 1 is that G¯ satisfies θ¯h − θ0 = op(1) for h = 1, 2.
Since α¯1 is bounded away from both 0 and 1 by design, the above claim is implied should
G¯ be consistent. Consistency of G¯ in turn is implied by general consistency of the penalized
MLE, a topic discussed by Chen et al. (2008), Tanaka (2009), and Chen (2017) in similar
situations. Since consistency itself is not the focus of this paper, we give a nonrigorous proof
aided by intuition. We plan to develop a full proof in the future.
Lemma 3. Let x1, . . . , xn be i.i.d. random observations from f0(x) with supx f0(x) =M0 = 1.
Then
sup
µ
|Fn(x+ ǫ)− Fn(x)| ≤ 2ǫ+ 10n−1 log n
holds uniformly for all ǫ > 0 almost surely. Here Fn(x) is the empirical cumulative distribu-
tion function of x1, . . . , xn.
Remark: A scale transformation will make M0 = 1, which simplifies the presentation.
This result can be found in Chen (2017).
Lemma 4. Assume Conditions B1–B3. Let G = α1{θ1} + α2{θ2} be a mixing distribution
with σ1 ≤ σ2. For some positive constants δ0, ǫ0, define
g(x;G) = δ0 +
α1
ǫ0
f0
(
x− µ1
ǫ0
)
+
α2
σ2
f0
(
x− µ2
σ2
)
.
Then, for a sufficiently small ǫ0, when σ1 < ǫ0, we have
(i) for any x,
log f(x;G) ≤ − log σ1 + log{g(x;G)}; (A.8)
(ii) for any x satisfying |x− µ1| ≥ σ2/31 ,
log f(x;G) ≤ log g(x;G). (A.9)
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Proof. When σ1 < ǫ0, f0
(
(x − µ1)/ǫ0
) ≥ f0((x − µ1)/σ1) by Condition B3. Hence, for a
sufficiently small ǫ0 and any x,
σ−11 g(x;G) ≥
α1
σ1ǫ0
f0
(
x− µ1
ǫ0
)
+
α2
σ2
f0
(
x− µ1
σ2
)
≥ α1
σ1
f0
(
x− µ1
σ1
)
+
α2
σ2
f0
(
x− µ1
σ2
)
= f(x;G).
This proves (A.8).
To prove (A.9), we first notice that the condition supx(1 + x
2)f0(x) < ∞ in Condition
B3 implies (1 + x2)2/3f0(x) < δ0 when |x| > M for some large M . Let ǫ0 < M−3/2. When
|x− µ1| ≥ σ2/31 , we have
|x− µ1|2/σ21 ≥ σ−2/31 ≥ ǫ−2/30 > M.
Therefore, when |x− µ1| ≥ σ2/31 ,
1
σ1
f0
(
x− µ1
σ1
)
=
[
1 +
(
x−µ1
σ1
)2]3/2
f
(
x−µ1
σ1
)
σ1
[
1 +
(
x−µ1
σ1
)2]3/2 ≤ δ0
σ1
[
1 + σ
−2/3
1
]3/2 ≤ δ0. (A.10)
Noting the additive term δ0 in g(x;G), we find log f(x;G) ≤ log g(x;G). This completes the
proof of (A.10).
Lemma 5. Uniformly over σ1 < ǫ0, σ2 > τ0 for some sufficiently small ǫ0 and τ0, there
exists a sufficiently small δ0 such that
E log{g(X ;G)/f(X ;G0)} < 0 (A.11)
where g(x;G) is defined in Lemma 4 and E is taken under f(x;G0).
When δ0 = 0, g(x;G) is a density function. Hence, the inequality holds by Jensen’s
inequality. For each fixed G, g(x;G) decreases when δ0 ↓ 0. Hence, there exists a G-specific
δ0 such that (A.11) holds. A unified δ0 is possible by going through the finite open coverage
property.
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Lemma 6. Let x1, . . . , xn be i.i.d. observations from f(x;G0). Assume the conditions of
Theorem 1.
(a) Uniformly on G over σ1 ≤ σ2 < ǫ0 for some sufficiently small ǫ0, as n→∞, almost
surely,
ℓ˜n(G) < ℓ˜n(G0);
(b) Uniformly on G over σ1 < ǫ0 and σ2 > τ0 for some sufficiently small ǫ0 and τ0, as
n→∞, almost surely,
n∑
i=1
log g(xi;G) <
n∑
i=1
log f(xi;G0) = ℓn(G0),
and therefore
ℓ˜n(G) < ℓ˜n(G0);
(c) The above two results imply that the maximum penalized likelihood estimator of G is
consistent.
Proof. We first consider (a). By Lemma 3, the number of observations within a σ
2/3
1 -
neighborhood of any µ1 is no more than n1 = 2nσ
2/3
1 + 10 logn. Similarly, this number
for µ2 is no more than n2 = 2nσ
2/3
2 + 10 logn. Clearly, n1 + n2 < n/2 when both σ1, σ2 are
smaller than ǫ0 and n is large enough.
For any subset A of {1, . . . , n}, let
ℓn(G;A) =
∑
i∈A
log f(xi;G).
Let Ah = {i : |xi − µh| ≤ σ2/3h } for h = 1, 2. Since f(x; θ) ≤ σ−1, we have
ℓn(G;A1 ∪A2) ≤ −n1 log(σ1)−n2 log(σ2).
Taking the penalty pn(σ1, σ2) into consideration, for any σ1, σ2 in the specified range, we
have
ℓn(G;A1 ∪ A2) + pn(σ1, σ2) ≤ nǫ1 (A.12)
for an arbitrarily small ǫ1 when ǫ0 is chosen sufficiently small.
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At the same time, by inequality (A.10) in the proof of Lemma 4, we find
ℓn(G;A
c
1A
c
2) ≤ {n− n1 − n2} log δ0 ≤ (1/2)n log δ0. (A.13)
Combining (A.12) and (A.13), we find
ℓ˜n(G) = ℓn(G;A1 ∪ A2) + ℓn(G;Ac1Ac2) + pn(σ1, σ2) + p(α1, α2) ≤ n{ǫ1 + (1/2) log δ0}.
At the same time,
ℓ˜n(G0) = n{E log f(X ;G0)}{1 + o(1)}.
Clearly, when δ0 is small enough, we must have
ℓ˜n(G) < ℓ˜n(G0)
almost surely. Since the inequality was obtained without considering a specific G, the in-
equality holds uniformly for all G. Hence, we have proved conclusion (a).
The first part of Conclusion (b) follows from the classical consistency proof for the MLE
by Wald (1949) and the inequality (A.11) developed in Lemma 5. The difference between
ℓ˜n(G) and
∑
log g(xi;G) is bounded by n2 log σ2 + pn(σ2), which is not large enough to
change the direction of the inequality. Hence, the second part of the conclusion holds.
Conclusions (a) and (b) imply that the penalized MLE must be attained in the subspace of
G in which ǫ0 < σ1; τ0 < σ2 almost surely. The finite mixture model on this subspace can be
seen to satisfy the conditions specified in the MLE consistency proof of Kiefer and Wolfowitz
(1956). Hence, the penalized MLE is consistent.
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