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Abstrat
This paper fouses on isohroniity of linear enter perturbed by
a polynomial. Isohroniity of a linear enter perturbed by a degree
four and degree ve polynomials is studied, several new isohronous
enters are found. For homogeneous isohronous perturbations, a rst
integral and a linearizing hange of oordinates are presented.
Moreover, a family of Abel polynomial systems is also onsidered.
By investigations until degree 10 we prove the existene of a unique
isohronous enter.
These results are established using a omputer implementation
based on Urabe theorem.
1
1 Introdution
We onsider the planar dynamial system,
dx
dt
= x˙ = X(x, y),
dy
dt
= y˙ = Y (x, y), (1)
∗
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where (x, y) belongs to an open onneted subset U ⊂ R2, X, Y ∈ Ck(U,R),
and k ≥ 1. An isolated singular point p ∈ U of (1) is a enter if and only if
there exists a puntured neighborhood V ⊂ U of p suh that every orbit in
V is a yle surrounding p.
The period annulus of p, denoted Γp is the largest onneted neighborhood
overed by yles surrounding p. The period funtion T : Γp −→ R assoiate
to every point (x, y) ∈ Γp the minimal period of the yle γ(x,y) ontaining
(x, y).
We say that a enter p is isohronous if the period funtion is onstant
for all yles ontained in Γp. The simplest example is the linear enter at
the origin O = (0, 0) given by the system x˙ = −y, y˙ = x.
For a yle γ ∈ Γp we denote by C(γ) ⊂ U the open subset bounded
by γ. We say that the period funtion is stritly inreasing (dereasing) i
T (γ1) < T (γ2), (T (γ1) ≥ T (γ2)) for all γ1 and γ2 suh that C(γ1) ⊂ C(γ2).
An overview of J.Chavarriga and M.Sabatini [1℄ present the reent results
onerning the problem of the isohroniity, see also [4, 5℄.
The main purpose of this paper is the study of the Liénard type equation
x¨+ f(x)x˙2 + g(x) = 0 (2)
with rational f and g, or equivalently the study of its assoiated two dimen-
tional (planar) system
x˙ = y
y˙ = −g(x)− f(x)y
}
(3)
The Liénard type equation (2) appear for the rst time in M.Sabatini
paper [11℄, when the suient onditions of the isohroniity of the origin O
for the system (3) with f and g of lasse C1 are given.
In the analyti ase, the neessary and suient onditions for isohroni-
ity are given by A.R.Chouikha in [6℄, where the partiular ase of system
system (3)
x˙ = −y + bx2y
y˙ = x+ a1x
2 + a3y
2 + a4x
3 + a6xy
2
}
(4)
is studied. In this system as well as in all other onsidered systems, all
parameters are real. All the values of the parameters for whih the above
system has the isohronous enter at the origin are found.
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In [7℄ a similar result was obtained for more general system
x˙ = −y + axy + bx2y
y˙ = x+ a1x
2 + a3y
2 + a4x
3 + a6xy
2
}
(5)
The aim of this paper is to extend investigations made in [6, 7℄ for sys-
tems with higher order perturbations of the linear enter x˙ = −y, y˙ = x.
We investigate the pratial appliability and the limitations of the method
developed in the ited papers for more ompliated systems.
First let us onsider the following partiular ase of (3) whih is more
general then (5)
x˙ = −y + b1,1yx+ b2,1yx2 + b3,1yx3
y˙ = x+ a2,0x
2 + a3,0x
3 + a0,2y
2 + a1,2xy
2 + a2,2x
2y2 + a4,0x
4
}
(6)
Beause of omputational omplexity, we selet for investigation two sub-
families (rst one b1,1 = a3,0 = 0, seond one b1,1 = b2,1 = 0) of the above
system whih have the odimension two in the parameter spae.
In setion 3, for the seleted families we found all the parameters values
for whih the origin is an isohronous enter. Thanks to this, among other,
we found three new additional isohronous ases of linear enter perturbed
by homogeneous polynomial, whih are not overed by the lassiation es-
tablished by Chavarriga, Giné and Garia in [2℄. For these three isohronous
enters we give the expliit form of the rst integral and the linearizing hange
of oordinates.
In the Setion 4, an other partiular ase of the system (3) is onsidered,
namely the fth degree homogeneous polynomial perturbation of linear enter
x˙ = −y + ayx4
y˙ = x+ bx3y2 + cx5
}
(7)
We found all the parameters values for whih the enter at the origin is
isohronous (two families). The expliit form of the rst integral and the
linearizing hange of oordinates are given for them. These systems are not
ontained in the Chavarriga et al. lassiation in [3℄.
In the last setion, we investigate the following partiular Abel polynomial
system
x˙ = −y
y˙ =
n∑
k=0
Pk(x)y
k,

 (8)
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where Pk(x) := akx and ak ∈ R, for k = 0, . . . , n. This Abel system is also a
partiular ase of (3), and hene we an use the C-algorithm to investigate
its isohroniity.
Volokitin and Ivanov [12℄ proved that for n = 3 among systems of the
form (8) with arbitrary polynomials Pk(x) ∈ R[x], there is only one family
of isohronous enters. For Pk(x) = akx, this family redues to exatly one
system. Namely, the following one
x˙ = −y
y˙ = x(1 + y)3
}
(9)
In the ited paper Volokitin and Ivanov formulated the problem, whih re-
strited to Abel equations of the form (8), an be stated as follows. Do exist
among systems (8) isohronous ones with n ≥ 4? We give a partial negative
answer to this question showing that for 4 ≤ n ≤ 9 among systems (8) there
is no an isohronous one.
2 Eient algorithm for omputing
neessary onditions of isohroniity
2.1 About isohronous enters
We ollet now the results onerning Liénard type equation (2) (or its asso-
iated planar system (3)) whih will be used later.
Consider the Liénard type equation
x¨+ f(x)x˙2 + g(x) = 0,
where f and g are C1 lass funtions dened in a neighborhood J of 0 ∈ R.
Let us dene the following funtions
F (x) :=
∫ x
0
f(s)ds, φ(x) :=
∫ x
0
eF (s)ds. (10)
When xg(x) > 0 for x 6= 0, dene the funtion X by
1
2
X(x)2 =
∫ x
0
g(s)e2F (s)ds. (11)
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Theorem 1 (H.Poinaré). The planar system (1) with analyti data has an
isohronous enter at the origin if and only if for some analyti hange of
variables u = u(x, y) = x+ . . . , v = v(x, y) = y + . . . the system (1) redues
to u˙ = −kv, v˙ = ku, where k ∈ R, k 6= 0 and . . . denotes the higher order
terms.
For more details see [10℄.
Theorem 2 (Sabatini,[11℄). Let f, g ∈ C1(J,R). If xg(x) > 0 for x 6= 0,
then the system (3) has a enter at the origin O. When f, g are analyti ,
this ondition is also neessary.
When f, g ∈ C1(J,R), the rst integral of the system (3) is given by the
formula
I(x, x˙) = 2
∫ x
0
g(s)e2F (s)ds+ (x˙eF (x))2 (12)
Theorem 3 (Chouikha,[6℄). Let f , g be funtions analyti in a neighborhood
J of 0, and xg(x) > 0 for x 6= 0. Then system (3) has an isohronous enter
at O if and only if there exists an odd funtion h whih satises the following
onditions
X(x)
1 + h(X(x))
= g(x)eF (x), (13)
the funtion φ(x) satises
φ(x) = X(x) +
∫ X(x)
0
h(t)dt, (14)
and X(x)φ(x) > 0 for x 6= 0.
In partiular, when f and g are odd, then O is an isohronous enter if
and only if g(x) = e−F (x)φ(x), or equivalently h = 0.
The funtion h is alled Urabe funtion. As a orollaries of the above
theorem one has
Theorem 4 (Chouikha,[6℄). Let f , g be funtions analyti in a neighborhood
of 0 ∈ R, and xg(x) > 0 for x 6= 0. If g′(x)+ g(x)f(x) = 1 then the origin O
is isohronous enter of system (3) and its assoiated Urabe funtion h = 0.
Theorem 5 (Chouikha,[6℄). Let f , g be funtions analyti in a neighborhood
J of 0, Consider the system (3) having a enter at the origin O. Let
S(f, g) = 5g′′2(0) + 10g′′(0)f(0) + 8f 2(0)− 3g′′′(0)− 6f ′(0).
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Then the following holds:
(a)- S(f, g) > 0 then the period funtion T inreases in a neighborhood of 0.
(b)- S(f, g) < 0 then the period funtion T dereases in a neighborhood of 0.
()- If (3) has an isohronous enter at 0 then S(f, g) = 0.
2.2 Chouikha algorithm
The above Theorem 3 leads to an algorithm, rst introdued by R. Chouikha
in [6℄ (see also[7℄), in what follow alled C-algorithm, whih allows to obtain
neessary onditions for isohroniity of the enter at the origin for equa-
tion (2).
Below we reall basi steps of the algorithm.
Let h be the funtion dened in the Theorem 3, and u = φ(x). We assume
that funtion φ is invertible near the origin.
g˜(u) :=
X
1 + h(X)
, (15)
where now X is onsidered as a funtion of u. Our further assumption is
that funtions f(x) and g(x) depend polynomially on ertain numbers of
parameters α := (α1, . . . , αp) ∈ Rp.
By Theorem 3, if the system (2) has isohronous enter at the origin, then
the funtion h whih is alled the Urabe funtion, must be odd, so we have
h(X) =
∞∑
k=0
c2k+1X
2k+1, (16)
and moreover,
g˜(u) = g(x)eF (x), where x = φ−1(u). (17)
Hene, the right hand sides of (15) and (17) must be equal. Hene, we
expand the both right hand sides into the Taylor series around the origin
and equate the orresponding oeients. To this end we need to alulate
k-th derivatives of (15) and (17).
For (15), by straightforward dierentiation, we have
dkg˜(u)
duk
=
d
dX
(
dk−1g˜(u)
duk−1
)
dX
du
(18)
6
Using indution, one an show that for (17) we obtain
dkg˜(u)
duk
= e(1−k)F (x)Sk(x), (19)
where Sk(x) is a funtion of f(x), g(x) and their derivatives.
Therefore to ompute the rstm onditions for isohroniity of system (2)
we proeed as follows:
1. we x m and write
h(X) =
m∑
k=1
c2k−1X
2k−1 +O(X2m), c := (c1, c3, . . . , c2m−1),
2. next, we ompute
vk :=
dkg˜
duk
(0), wk = Sk(0)
for k = 1, . . . , 2m+ 1. Note that those quantities are polynomials in α
and c.
3. by the Theorem 3 we obtain equations vk = wk for k = 1, . . . , 2m+ 1.
It appears that we an always eliminate parameters c from these equa-
tions. In eet we obtain a ertain number of polynomial equations
s1 = s2 = s3 = . . . = sM = 0 with p unknows αi. These equations gives
m neessary onditions for isohroniity of system (2).
For more details see [6, 7℄.
2.3 The hoie of an appropriate Gröbner basis
Let us onsider the following system
x˙ = −y + b1,1yx+ . . .+ bn−1,1yxn−1
y˙ = x+ a2,0x
2 + a0,2y
2 + . . .+ an−2,2x
n−2y2 + an,0x
n
}
(20)
whih is reduible to the equation (2) with
f(x) =
a0,2 + b1,1 + . . .+ (an−2,2 + (n− 1)bn−1,1)xn−2
1− b1,1x− . . .− bn−1,1xn−1 , (21)
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g(x) = (x+ a2,0x
2 + . . .+ an,0x
n)(1− b1,1x− . . .− bn−1,1xn−1). (22)
In this paper we have investigated the two types of high degree polynomial
perturbations, homogeneous and non-homogeneous ones. It seems that C-
algorithm is eient for omputing isohroniity neessary onditions for
higher degree homogeneous perturbations. In this ase system (20) redues
to the following one
x˙ = −y + bk−1,1yxk−1
y˙ = x+ ak−2,2x
k−2y2 + ak,0x
k
}
(23)
where k ∈ {2, . . . , n}.
For this homogeneous polynomial perturbation of the linear enter, C-
algorithm generate homogeneous polynomial equations in the parameters
ak−2,2, ak,0 and bk−1,1. Solving these polynomials, gives all the parameters
values for whih the real polynomial dierential system (23) is isohronous
at the origin.
However, for the non-homogeneous perturbation ase, C-algorithm gener-
ate non-homogeneous polynomial system. Moreover, non-homogeneous per-
turbations depend on a bigger number of parameters.
We note that for n = 3, C-algorithm sueeds to establish isohroniity
riteria, however for n = 4 the obtained polynomials from the algorithm are
muh more involved. For example, for the system (20) with n = 4 redues to
x˙ = −y + b1,1yx+ b2,1yx2 + b3,1yx3
y˙ = x+ a2,0x
2 + a3,0x
3 + a0,2y
2 + a1,2xy
2 + a2,2x
2y2 + a4,0x
4
}
its assoiated rst two non-zero polynomials obtained by applying C-algorithm
are the followings
P2 = 3 b2,1−3 a1,2+b1,12−a2,0b1,1−9 a3,0+4 a0,22−5 b1,1a0,2+10 a2,02+10 a2,0a0,2,
(24)
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P3 = 72 b2,1
2 + 396 a2,0b1,1a1,2 + 90 b1,1a0,2a1,2 + 36 b1,1a2,2 + 324 b3,1a0,2
− 36 b2,1a1,2 − 468 a2,0b1,1b2,1 + 612 a2,0b2,1a0,2 − 4116 b1,1a2,02a0,2
+ 108 a2,0b3,1 − 540 a3,0b2,1 − 324 a4,0b1,1 + 1566 a3,0b1,1a0,2 − 288 a2,0a2,2
− 459 a3,0b1,12 − 1296 a4,0a0,2 − 306 b2,1b1,1a0,2 + 1428 a2,0b1,12a0,2
+ 153 b2,1b1,1
2 − 117 b1,12a1,2 − 191 a2,0b1,13 + 180 a2,0a0,2a1,2 + 43 b1,14
− 2319 a2,0b1,1a0,22 − 289 b1,13a0,2 − 360 a0,2a2,2 − 36 a1,22 − 171 b2,1a0,22
+ 513 a3,0a0,2
2 + 537 b1,1
2a0,2
2 + 351 a0,2
2a1,2 − 271 b1,1a0,23 + 542 a2,0a0,23
+ 756 a2,0a3,0a0,2 + 2268 a2,0a3,0b1,1 − 20 a0,24 + 1120 a2,04 + 798 b1,12a2,02
− 2240 b1,1a2,03 − 1512 a2,0a4,0 + 1008 a2,02b2,1 − 252 a2,02a1,2
+ 1806 a2,0
2a0,2
2 + 2240 a2,0
3a0,2
To solve the rst nine non-zero obtained polynomials requests high perfor-
mane omputer and the standard aessible omputer algebra systems for
solving polynomial equations are not able to nd a solution.
For solving polynomial equations the Gröbner bases are used. It is well
known, see [13℄, that the form and the size of the Göbner basis of a polynomial
ideal depends strongly on a hoie of monomial ordering. A bad hoie of
the monomial ordering an be a main reason why the Gröbner basis annot
be pratially determined.
Our basi observation onerning algebrai struture of polynomial equa-
tions whih give neessary onditions for the isohroniity in a ase of non-
homogeneous perturbations is following. Although the polynomials are not
homogeneous, a areful analysis shows that they are quasi-homogeneous. In
fat, one an notie that polynomial P2 given by (24) is homogeneous if we
give weight 2 for b2,1, a1,2 and a3,0, and weight 1 for the remaining variables.
More importantly we an nd suh a hoie of weights for whih all the
obtained polynomials are homogeneous.
The above observation shows that our main problem, i.e., nding a Gröb-
ner basis, onerns as a matter of fat, nding a Gröbner basis of a homoge-
neous ideal. It is well know, see [13, p. 466℄, that homogeneous Gröbner bases
have many 'nie' properties whih make them extremely useful for solving
large and omputationally demanding problems.
In fat, for non-homogeneous ase of (20), the use of weighted degree
gives a homogeneous Gröbner base.
To inorporate our observation into the C-algorithm we hoose a new
parametrization for the problem. First, we observe that all polynomials whih
9
are obtained by means of the C-algorithm are homogeneous if we hoose the
following weights
1. i+ j − 1 for parameters ai,j and bi,j
2. 2i+ 1 for c2i+1.
Knowing this we introdued new parameters Ai,j, Bi,j, and C2i+1 putting
Ai+j−1i,j = ai,j B
i+j−1
i,j = bi,j , C
2i+1
2i+1 = c2i+1 (25)
After this reparametrization system (20) reads
x˙ = −y +B1,1yx+ . . .+Bn−1n−1,1yxn−1
y˙ = x+ A2,0x
2 + A0,2y
2 + . . .+ An−1n−2,2x
n−2y2 + An−1n,0 x
n
}
(26)
As in the ase of isohronous enter the Urabe funtion is odd, we searh it
under the form
h(X) =
∞∑
k=0
C2k+12k+1X
2k+1 = C1X + C
3
3X
3 + C55X
5 + C77X
7 + . . . (27)
We emphasize that from the isohroniity onditions for (26), expressed in
terms of its parameters, it is easy to reonstrut the parameters values for
whih the system (20) admits isohronous enter at the origin, by a simply
use of (25).
Fat, that the desribed reparametrization gives rise homogeneous equa-
tions, allows to redue the number of the parameters appearing in (26) by
one. First, we assume A2,0 = 0, and then solve the isohroniity problem for
system (26) under this assumption. Next, for A2,0 6= 0, we apply on (26) the
following hange of oordinates
(x, y) 7→ 1
A2,0
(x, y) (28)
We obtain
x˙ = −y +
(
B11
A2,0
)
xy + ..+
(
Bn−1,1
A2,0
)n−1
yxn−1
y˙ = x+ x2 +
(
A0,2
A2,0
)
y2 + ..+
(
An−2,2
A2,0
)n−1
xn−2y2 +
(
An,0
A2,0
)n−1
xn


(29)
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Hene, without loss of generality we an put A2,0 = 1, and nd the parame-
ters values for whih the enter is isohronous.
We note that for an arbitrary k ∈ N, the problem of the isohoniity of
the enter for homogeneous perturbations of the form (23) redues to solve
a number of polynomial equations in 3 parameters.
Reall that linear enter perturbed by homogeneous polynomial, was in-
vestigated by W.S. Loud in [8℄ for the quadrati ase, and in [6℄ the author
nd Loud results by the desribed algorithm, see also [4℄.
Homogeneous perturbations was also studied by Chavarriga and owork-
ers. For the fourth and fth degree homogeneous perturbations, see [2, 3℄,
where the homogeneous perturbations dierent from those studied in the
present paper are onsidered.
3 Fourth degree perturbations
Let us onsider the following system
x˙ = −y + b1,1yx+ b2,1yx2 + b3,1yx3
y˙ = x+ a2,0x
2 + a3,0x
3 + a0,2y
2 + a1,2xy
2 + a2,2x
2y2 + a4,0x
4
}
(30)
For the system (30) having a enter at the origin O, the following lemma
gives a montoniity riteria for its period funtion
Lemma 1. Let
S = 10a22,0 +10a2,0a0,2− 3a1,2 +3b2,1− b1,1a2,0 + b21,1− 9a3,0 +4a20,2− 5b1,1a0,2
If S > 0 (S < 0) then the period funtion of (30) is inreasing (dereasing)
at O.
Proof. System (30) redues to the Liénard type equation (2), with
f(x) =
a0,2 + b1,1 + (a1,2 + 2b2,1)x+ (a2,2 + 3b3,1)x
2
1− b1,1x− b2,1x2 − b3,1x3
g(x) = (x+ a2,0x
2 + a3,0x
3 + a4,0x
4)(1− b1,1x− b2,1x2 − b3,1x3)

 (31)
then, we establish only three iterations (derivatives) of the C-algorithm
given in Setion 2, after elimination of c1 of the Urabe funtion from the
seond derivatives, substitution in the third polynomial gives S. Using the
Theorem 5, (See Corollary 2.8 of [6℄), we prove the result.
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Beause of omputational omplexity, we selet for isohroniity investi-
gation, two sub-families of the system (30), whih have the odimension two
in the parameters spae.
3.1 First family
Let us assume b1,1 = a3,0 = 0, in this ase (30) redues to the system
x˙ = −y + b2,1x2y + b3,1yx3
y˙ = x+ a2,0x
2 + a0,2y
2 + a1,2xy
2 + a2,2x
2y2 + a4,0x
4
}
(32)
For this system having a enter at the origin O, we give isohroniity
neessary and suient onditions depending only on the following seven
real parameters b2,1, b3,1, a2,0, a0,2, a1,2, a2,2, a4,0.
Theorem 6. The system (32) has an isohronous enter at O if and only if
its parameters satisfy one of the folowing onditions
1. a2,0 = a0,2 = b2,1 = a1,2 = 0, b3,1 = −4a4,0/3, a2,2 = −16a4,0/3
2. a2,0 = a0,2 = b2,1 = a1,2 = 0, a4,0 = −b3,1/2, a2,2 = b3,1/2
3. a2,0 = a4,0 = a0,2 = b2,1 = a1,2 = 0, a2,2 = b3,1
whih give the homogeneous perturbations and remaining ones whih give the
non-homogeneous :
4. a2,0 = a4,0 = a0,2 = 0, a2,2 = b3,1, b2,1 = a1,2
5. a0,2 = −2a2,0, a1,2 = 8a22,0/3, a2,2 = −8a32,0/3,
a4,0 = 0, b3,1 = −4a32,0/3, b2,1 = 2a22,0/3
6. a0,2 = −2a2,0, a1,2 = 8a22,0/3, a2,2 = −16a32,0/21,
a4,0 = −4a32,0/21, b3,1 = −4a32,0/21, b2,1 = 2a22,0/3
7. a2,0 6= 0, a0,2 = −2a2,0, a4,0 = 0, a2,2 = 2b3,1,
a1,2 = a
2
2,0(4 + b3,1/a
3
2,0), b2,1 = a
2
2,0(2 + b3,1/a
3
2,0)
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In our investigations we have used Maple in its version 10. To ompute
the Gröbner basis of the obtained polynomial equations in the ring of hara-
teristi 0, we have used Salsa Software more preisely the FGb algorithm see
[14℄. In this proof, we do not present the algorithm generated polynomials
whih are too long.
Proof. We onsider separately the two ases : homogeneous and non-homogeneous
perturbations.
Homogeneous perturbations
In the homogeneous ase system (32) redues to
x˙ = −y + b3,1yx3
y˙ = x+ a2,2x
2y2 + a4,0x
4
}
(33)
whih is reduible to (2) suh that
f(x) =
(3b3,1 + a2,2)x
2
1− b3,1x3 ,
g(x) = (x− b3,1x3)(1 + a4,0x3)

 (34)
C-algorithm gives three homogeneous perturbations of linear enter, an-
didate to be isohronous. 19 derivatives was essential to obtain the neessary
onditions of isohroniity. We give expliitly the Urabe funtion h assoi-
ated to eah system given by the algorithm.
Case 1: the system (33) beomes
x˙ = −y − 4
3
a4,0yx
3
y˙ = x− 16
3
a4,0x
2y2 + a4,0x
4
}
(35)
We an easily hek that f(x)g(x)+g′(x) = 1, hene, following Corollary 2-7
of [6℄, the system (35) is isohronous and h(X) ≡ 0.
Case 2: the system (33) beomes
x˙ = −y + b3,1yx3
y˙ = x+
b3,1
2
x2y2 − b3,1
2
x4

 (36)
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The omputations yield to the oeients of the Urabe funtion :
c1 = 0, c3 =
b3,1
2
, c5 = 0, c7 = 0,
c9 = −
b33,1
16
, c11 = 0, c13 = 0, c15 =
3b53,1
256
,
c17 = 0, c19 = 0, c21 = −
5b73,1
2048
.
Let u0 = c3, u1 = c9, u2 = c15, u3 = c21 . . . We observe that for k = 1, 2, 3, 4
uk+1
uk
= −b
2
3,1(k +
1
2
)(k + 1)
4(k + 1)2
It is then natural to onjeture that this is always the ase. By series sum-
mation we found the odd funtion
h(X) =
b3,1X
3√
4 + b3,1
2X6
=
∞∑
k=1
ukX
k
(37)
By diret omputations we verify that the above h satisfy the equation (13).
Thus we onlude that the obtained h is the Urabe funtion.
This ase is similar to the one found in Theorem 3 of [7℄.
Case 3: the system (33) beomes
x˙ = −y + a2,2yx3
y˙ = x+ a2,2x
2y2
}
(38)
also this equation has an isohronous enter at O sine f(x)g(x) + g′(x) = 1
and h(X) ≡ 0.
We note that the ase 3 is the ase 4 with a1,2 = 0.
Non-homogeneous perturbations
For the non-homogeneous perturbation of the linear enter, we add to
C-algorithm the two triks expanded in the last Setion ( Homogenization
and redution of the dimension of the parameters spae by 1 ).
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We obtain, the last four theorem ases 4, 5, 6 and 7, when restrited to
a0,2 = 1, satisfy assumptions of Theorem 4, we show that eah of the last
four systems restrited to a2,0 = 1 admit isohronous enter at the origin and
h = 0. Finally, by the resaling
(x, y) 7→ a0,2(x, y) (39)
we generalize the isohroniity for any a2,0 6= 0 sine by hange of oordi-
nate (39) the isohroniity is not lost.
To omplete the analysis, to eah isohronous enter obtained by homo-
geneous perturnation, using Theorem 2 we write expliitely the rst integrals
and thanks to the method desribed in [10℄ we ompute the linearizing hange
of oordinates.
A rst integral of the system (35) is
H
(35)
=
(
a24,0x
8 + 2a4,0 x
5 + x2 + y2
)3
729 (3 + 4 a4,0 x3)
8 .
The following analyti hange of oordinates
u =
x (1 + a4,0 x
3)
3 (3 + 4 a4,0 x3)
4/3
v =
y
3 (3 + 4 a4,0 x3)
4/3


transforms the system (35) into the linear system :
u˙ = −v
v˙ = u
}
A rst integral of system (36) is
H
(36)
=
(x2 + y2)
3
b3,1x3 − 1 ,
then we give the linearizing hange of oordinates
u =
x
6
√−1 + b3,1x3
v =
y
6
√−1 + b3,1x3


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A rst integral of (38) is omputed :
H
(38)
=
(x2 + y2)
3
(−1 + a2 ,2 x3)2
A linearizing hange of oordinates is
u =
x
3
√−1 + a2 ,2 x3
v =
y
3
√−1 + a2 ,2 x3


For the remaining ases 3,4,5 and 6 obtained by non-homogeneous pertr-
bations, the rst integrals and linearizing transformation an be obtained by
the same way, but the omputations are umbersome and we dont report
them there.
3.2 Seond family
Consider system (30), with b3,1 = b2,1 = 0. We obtain the seven parameter
real system of degree 4.
x˙ = −y + b3,1yx3
y˙ = x+ a2,0x
2 + a0,2y
2 + a3,0x
3 + a1,2xy
2 + a2,2x
2y2 + a4,0x
4
}
(40)
For this system having a enter at the origin O, we give isohroniity nees-
sary and suient onditions depending only on these seven real parameters
a3,0, b3,1, a2,0, a0,2, a1,2, a2,2, a4,0.
System (40) redues to the equation (2) with
f(x) =
a0,2 + a1,2x+ (a2,2 + 3b3,1)x
2
1− b3,1x3 ,
g(x) = (x+ a2,0x
2 + a3,0x
3 + a4,0x
4)(1− b3,1x3)


Theorem 7. The system (40) has an isohronous enter at O if and only if
its parameters satisfy one of the folowing onditions
1. a2,0 = a0,2 = b2,1 = a1,2 = 0, b3,1 = −4a4,0/3, a2,2 = −16a4,0/3
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2. a2,0 = a0,2 = b2,1 = a1,2 = 0, a4,0 = −b3,1/2, a2,2 = b3,1/2
3. a2,0 = a4,0 = a0,2 = b2,1 = a1,2 = 0, a2,2 = b3,1
whih give the homogeneous perturbations and remaining ones whih give the
non-homogeneous
4. a2,0 = −a0,2/2, a3,0 = a20,2(9−
√
33)/48, a1,2 = a
2
0,2(−1 +
√
33)/16
a4,0 = 0, a2,2 = a
3
0,2(−21 + 5
√
33)/64, b3,1 = a
3
0,2(−21 + 5
√
33)/192
5. a2,0 = −a0,2/2, a3,0 = a0,22(9 +
√
33)/48, a1,2 = −a20,2(1 +
√
33)/16
a4,0 = 0, a2,2 = −a30,2(21 + 5
√
33)/64, b3,1 = −a30,2(21 + 5
√
33)/192
6. a2,0 = −a0,2/2, a3,0 = a4,0 = 0, a1,2 = a20,2/2
a2,2 = a
3
0,2/2, b3,1 = a
3
0,2/4
7. a2,0 6= 0, a0,2 = −2a2,0, a3,0a2,02 = 64117 − 57179975888
(
22868 + 468
√
3297
)2/3
+ 1
85264
√
3297
(
22868 + 468
√
3297
)2/3 − 1
117
3
√
22868 + 468
√
3297,
a2,2
a3
2,0
= − 344
3549
− 4720
273
√
3297
(22868+468
√
3297)
2/3 +
96896
3549
1
3
√
22868+468
√
3297
+ 32
273
√
3297
3
√
22868+468
√
3297
− 2695088
3549
(
22868 + 468
√
3297
)−2/3
,
a1,2 = a
2
2,0(
−584+(22868+468
√
3297)
2/3
+14
3
√
22868+468
√
3297
39
3
√
22868+468
√
3297
), b3,1 =
a2,2
4
,
a4,0
a3
2,0
= 2150
10647
+ 11926
10647
1
3
√
22868+468
√
3297
− 2
91
√
3297
3
√
22868+468
√
3297
−1085248
10647
(
22868 + 468
√
3297
)−2/3 − 160
91
√
3297
(22868+468
√
3297)
2/3
Proof. The same method used in the last proof, is employed. We establish
the seven ases given in the theorem.
The three rst ases belong to the family of linear enters perturbed by
fourth degree homogeneous polynomial. Those are analyzed in the proof
onerned by the rst family .
For eah of the ases 4, 5 and 6 of the theorem restrited to a0,2 = 1, it
is easy to verify that onditions of Theorem 4 are satised, also for the ase
7 restrited to a2,0 = 1 we hek easily f(x)g(x) + g
′(x) = 1. Then, by an
appropriate hange of oordinate, we show that the system (40) satisfying
one of the ases 4, 5, 6 and 7 have isohronous enter at the origin.
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Note that the polynomials issued from the 19 derivations and assoiated
eliminations for the system (30) (with 9 parameters), exeed the authorized
memory of ordinary omputers (2 Go of Random Aess Memory ) in om-
putations of the Gröbner basis by the known eient algorithm FGb [14℄.
4 Fifth degree homogeneous perturbations
Let us onsider the following system of degree 5.
x˙ = −y + ayx4
y˙ = x+ bx3y2 + cx5
}
(41)
The systems given in the following theorem are additional isohronous ases
to those established by Chavarriga et al in [3℄.
Theorem 8. System (41) has an isohronous enter at the origin if and only
if it redues to one of the following systems
x˙ = −y + ayx4
y˙ = x+ 5ax3y2 − 4
5
ax5

 (42)
x˙ = −y + ayx4
y˙ = x+ ax3y2
}
(43)
Proof. We perform the C-algorithm with the funtions f and g suh that
f(x) =
(b+ 4a)x3
(1− ax4)
g(x) = (x+ cx5)(1− ax4)


then we obtain isohroniity neessary onditions for the system (41).For the
two systems (42) and (43), it is easy to hek that assymptions of Theorem 4
are satised then systems (42) and (43) are isohronous and their assoiated
Urabe funtion h = 0.
As before, for eah obtained isohronous enter, we write expliitely the
rst integrals and the linearizing hange of oordinates.
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For the system (42) a rst integral is
H
(42)
=
(
(−5 + 4 ax4)2 x2 + 25 y2
)2
625 (−1 + ax4)5
We give the linearizing hange of oordinates for the system (42)
u =
(−5 + 4 ax4) x
5 (−1 + ax4)5/4
v =
y
(−1 + ax4)5/4


For the system (43) a rst integral is
H
(43)
=
(x2 + y2)
2
−1 + ax4 .
We give the linearizing hange of oordinates assoiated to (43)
u =
x
4
√−1 + ax4
v =
y
4
√−1 + ax4


5 The period funtion for an Abel polynomial
system
This setion is onerned with the following Abel system
x˙ = −y
y˙ =
n∑
k=0
Pk(x)y
k

 (44)
where Pk(x) := akx, a0 := 1, and ak ∈ R, for k = 1, . . . , n.
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5.1 Redution to Liénard type system
The system (44) an be written
x˙ = −y
y˙ = x(1 + P (y)),
}
(45)
with P (y) = a1y + a2y
2 + a3y
3 + .... + any
n.
Let dene the funtions X and φ as follow
1
2
X(x)2 =:
∫ x
0
s
(1 + P (s))
ds and φ(x) =:
∫ x
0
ds
(1 + P (s))
.
We show the following.
Theorem 9. The origin O is a enter for (45).
Moreover, if a21− 3a2 > 0 (a21− 3a2 < 0) then the period funtion of (45)
is inreasing (dereasing ) at O.
This enter at O, is isohronous if and only if there exists an odd funtion
h satisfying
X
1 + h(X)
= x
and
φ(x) = X(x) +
∫ X(x)
0
h(t)dt
suh that Xφ(x) > 0 for x 6= 0.
In partiular, when P is an even polynomial then the origin is isohronous
enter if and only if P = 0 2.
Proof. From the symmetry riteria, the origin is a enter for (45), see [9,
hap.4℄. We see that when P (0) = 0, there exists an open onneted interval
J1 ontaining 0 where 1 + P (y) 6= 0. Then we an onsider system in a
neighborhood U of the origin where U = J1 × J2 with J2 a suitable open
interval ontaining 0. So, making the following transformation :
y = y
z = x(1 + P (y))
}
(46)
2
The last statement of the above theorem was ommuniated to the autor by
A.R.Chouikha.
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we obtain,
y˙ = z
z˙ = −y(1 + P (y)) + z2 P
′(y)
(1 + P (y))


In eet, after renaming y as x and z as y we obtain the (2). The origin O
is a enter for (2) with
f(x) = − P
′(x))
(1 + P (x))
g(x) = x(1 + P (x))


For a xed n > 2, we establish three iterations of the C-algorithm given
in Setion 2, after elimination of c1 of the Urabe funtion from the seond
derivation, substitution in the third polynomial gives a21−3a2. By Using the
Theorem 5 we prove the monotoniity result.
Let
F (x) =
∫ x
0
f(s)ds = − ln(1 + P (x)),
φ(x) = u =
∫ x
0
eF (s)ds =
∫ x
0
ds
(1 + P (s))


Then we obtain
g˜(u) = g(x)eF (x) = x(1 + P (x))e− ln(1+P (x)) = x
Following Theorem 3, g˜ satises
g˜(u) =
X
1 + h(X)
where u = X +H(X).
For the partiular ase when P is even, it is easy to see that f and g are
odd. We use the Theorem 3, that leads us to obtain x = X and P ≡ 0.
The following paragraph is devoted to illustrate the last theorem by ex-
ample.
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5.2 Appliation to Volokitin and Ivanov system
This setion onerns the Abel polynomial system
x˙ = −y
y˙ =
n∑
i=0
Pi(x)y
i

 (47)
with Pk ∈ R[x], 0 ≤ k ≤ n.
For suh system the origin O is not always a enter.
Theorem 10 (Volokitin and Ivanov, [12℄). The polynomial Abel system
x˙ = −y
y˙ = (x+ a2x3)(1 + h(x)y)3 + 3axy(1 + h(x)y)2 − h′(x)y3
}
(48)
with an arbitrary number a ∈ R and an arbitrary polynomial h ∈ R[x] has
an isohronous enter at O.
Let us onsider the Abel system (44) with n = 9 :
x˙ = −y
y˙ = x+
9∑
i=1
aixy
i

 (49)
with ak ∈ R, 1 ≤ k ≤ 9. As follows from the symmetry riteria, the origin O
is always a enter for (49), see [9, hap.4℄.
Theorem 11. Only in the ase
x˙ = −y
y˙ = x+ a1xy +
a21
3
xy2 +
a31
27
xy3

 (50)
the system (49) has an isohronous enter at the origin O. That is, only in
the ase when the system (49) belongs to the Volokitin-Ivanov lass (48).
Proof. We perform C-algorithm with
f(x) = − P
′(x)
(1 + P (x))
g(x) = x(1 + P (x))


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where P (x) =
∑9
i=1 aix
i
. We obtain the unique one-parameter family (50),
and omputations gives the Urabe funtion
h(X) = −a1X
3
=
k1X√
k2
2 + k3X2
with k1 = −a1/3, k2 = 1, k3 = 0.
It is interesting to note that this Urabe funtion is of the same nature
that the Urabe funtion (37) of the system (36). (f. also the proof of the
Lemma 3.4 of [6℄ as well as Setion 3 and 4 of [7℄.)
We transform system (50), by the following hange of oordinates
ξ =
a1x
3
ζ =
a1y
3
.


Then, after renaming ξ as x and ζ as y we obtain the Volokitin and Ivanov
system [12, p.24℄, whih is a partiular ase of (48)
x˙ = −y
y˙ = x(1 + y)3.
}
(51)
In [12℄, they prove that O is an isohronous enter of (51) showing that it
ommutes with some transversal polynomial system, but dont provide its
rst integral.
Thanks to our resaling (46), we determine a rst integral of (51)
I
(51)
(x, y) = x2 +
y2
(1 + y)2
Indeed, let P (x) = 3x+3x2 +x3. The system (51) redues to the system (3)
with
f(x) = − P
′(x))
(1 + P (x))
g(x) = x(1 + P (x)).


By Theorem 2 we have
I(x, x˙) = 2
∫ x
0
g(s)e2F (s)ds+ (x˙eF (x))2.
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is a rst integral of (3) whih, in our ase, redues to
I(x, y) =
x2
(1 + x)2
+
y2
(1 + x)6
By the reiproal of the resaling (46), we obtain the rst integral of the
system (51)
I
(51)
(x, y) = x2 +
y2
(1 + y)2
.
Unfortunately we are unable to nd expliitely the linerizing transforma-
tion for the system (51).
In the light of Theorem 11, it is natural to ask if the system (50) is the
unique system with isohronous enter at the origin inside the family (44).
Even for the system (44) whith n = 10, our atual omputer possibilies
are not suient to give an answer.
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