Abstract--An iterative procedure for obtaining two-carrier d.c. solutions in regions of rapidly varying carrier concentration is presented. The procedure uses an analytic solution for the carrier concentrations in a region of linear spatial electric field variation. Field-dependent diffusion and field-dependent velocities are assumed. A single-carrier small-signal model for a drift region with a spatially varying field and field-dependent transport properties is presented. When applied to a BARITT device, results consistent with published experimental data are obtained. The importance of momentum relaxation effects in Si BARITT drift regions is discussed.
I. INTRODUCTION
Transit-time devices such as IMPATI's, BARITTs and TUNNETTs have been employed as oscillators, amplifiers, frequency multipliers, self-oscillating mixers, optical detectors and video detectors. Although threeterminal devices are replacing them at microwave frequencies, they are likely to be the dominant solid-state device in millimeter-wave applications for many years. Although numerical methods [l-3] are of great utility in modeling these devices they have several important limitations. Obtaining numerical d.c. solutions is difficult in regions of rapidly varying carrier concentrations. Such regions are important in modeling BARITT devices and contact regions. Numerical small-signal solutions typically provide a total device impedance. This is quite satisfactory for oscillator and amplifier applications where the primary concern is with impedance matching to a small-signal negative resistance. However, in mixer and detector applications an equivalent circuit is often more useful. Furthermore, modern automated network analyzers can, by the use of error-correcting procedures [4] and deembedding techniques [5] , provide a reasonably good small-signal characterization of these devices at the chip level. If these data are fit to an equivalent circuit whose elements are easily interpreted in terms of device geometry, a powerful experimental characterization of the device is obtained.
In this paper an analytic two-carrier d.c. solution of the standard semiconductor equations under conditions of field-dependent diffusion and velocities is presented. dent transport coefficients is also presented. This smallsignal model considers only the drift region of the transit-time device and in that sense is an extension of the classic [6] [7] [8] [9] transit-time device model of a cathode or injection region connected in series with a drift region. Cathode region parameters differ from device to device and can be obtained from the references. The drift region model developed is expressed as an equivalent circuit whose elements can be easily interpreted in terms of the device geometry. The only other semianalytic smallsignal drift region model [10] which includes both fielddependent diffusion and field-dependent mobilities yields only an overall device impedance. The utility of the model developed here is illustrated by application to a BARITT device.
BASIC SEMICONDUCTOR EQUATIONS
Transit-time devices typically can be adequately modeled by one-dimensional models. If this dimension is taken to lie along the x-axis the basic semiconductor equations are as follows: Transport equations 
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Continuity equations
The variables are defined in Table I . Since transit-time devices are of great importance in millimeter-wave applications, a cautionary comment should be made at this point• Equations (3)-(6) are Maxwell's equations for a one-dimensional system of positive and negative charge carriers. They remain perfectly valid throughout the entire millimeter-wave region provided the constitutive relation ~E = Dr between the electric field and electric displacement D, is valid. The transport eqns (I) and (2) however are based on the assumption that the scattering processes occur rapidly with respect to the time variation of the field. The electron distribution function, defined over energy and crystal momentum, will then attain a steady-state value with respect to the instantaneous field. However, the transport equations will become invalid at sufficiently high frequencies[Ill. While the exact frequency limitations of (1) and (2) cannot be specified, qualitative results can be obtained for GaAs to the low millimeter-wave region and to somewhat higher frequencies for Si devices. An excellent review of effects not modeled by (!) and (2) is found in [12] .
ANALYTIC TWO-CARRIER D.C. SOLUTION OF SPACE-CHARGE REGIONS
Equations (I)--(6) constitute a coupled set of nonlinear partial differential equations. Their solution can be greatly simplified by assuming that the electric field is a known function of x. In many situations where the free carrier densities n, p are much less than the net donor ion density No, the electric field is indeed a known function determined by the integration of Gauss' law with n = p = 0.
In the more general case, the effects of the mobile space-charge density cannot be ignored. The iterative approach adopted in this paper consists of assuming an electric field profile given by integration of Gauss' law with n=p=0.
Equations (1)-(4) are then solved to determine p(x) and n{x). Gauss' law is used to calculate a new field profile, and the process is repeated until a consistent solution is found• For the drift regions considered in this work. convergence was quite rapid. requiring only 4 to 5 iterations.
The following assumptions are used in the d.c. analysis:
1. The electric field may be approximated as a piecewise linear function.
2. Thermal recombination and generation may be neglected.
3. The Einstein relation kT D..p = -2-g...
(7) q is assumed to be valid. Here D,.,, is the diffusion coefficient for either electrons (D,) or holes (D,,), #,.,, is either the electron mobility or the hole mobility, k is Boltzmann's constant, and T is the lattice temperature.
4. In each piecewise linear field region, the following relationship holds:
Iv.,J-> • egX ' The transport equations then simplify to (10) where Vr is the thermal voltage kT/q and E is the normalized field E/Vr. The electron transport equation can then be expressed as \El~ (21) where the plus sign is associated with ET(x) > 0. Solutions of I,(rl, n) for n = 0,1 along with recursion relations for higher orders of n are given in Appendix B. To simplify (13) evaluation of C., in (20) it is assumed that ~7 and therefore ~ does not change sign within the region. This assumption adds no extra complication to the piecewise linear field approximation. When the boundary con- (14) ditions N(x=O)=N(O) are used and ~(x=O)=sco is denoted, C., can be evaluated and (20) becomes 6. g,, and g,, are zero. In special cases it is possible to solve the d.c. equations explicitly with nonzero g, and g,,. In particular, an exponentially varying (optical) generation may be included in the analysis of Si devices where the Trofimenkoff [13] approximation can be used to model the mobilities. Such solutions are necessary in the study of optical detection [14] and optical modulation of microwave diodes [15.16] . This optical solution procedure is outlined in Appendix A. In the absence of generation the d.c. continuity equations become
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In a region of linear field variation, E can be expressed as A similar development for holes yields
where
where E~ = dF./dx. Equations (1 I), (13) and (16) Since (15) requires that J. be constant. (17) is solved by use of the integrating factor
By setting C, = EoZ/2~',, this factor becomes exp [s ¢2] where
The solution to (17) is then (20) Solutions for 12(~,n) are given in Appendix B. The integral functions I, and I2 are plotted in Fig. 1 for real values of rt and various values of n. For a given electric field function, (22) and (23) provide solutions for the mobile space-charge density as linear algebraic functions of N(0L J,,, P(0) and Jp. A collection of M adjacent linear field regions generates a system of M linear equations for N(x) and M linear equations for P(x). This system can be solved iteratively in conjunction with Gauss' law to obtain a self-consistent solution to the d.c. problem.
The diffusion polynomial coefficients are easily determined by a least squares fit to provided data where ao and bo are the inverse of the low-field diffusion coefficients. For Si, good results can be obtained using 
where vs=, is the saturated velocity and E~, is the electric field at which v = v..,/2. The polynomial coefficients are then ao = F.~.,/vsa, and a, = 1/v ....
For electrons in GaAs an adequate fit to the mobility relation of Kramer and Mircea [17] can be obtained in the range 0-<E_-<20kVcm using a fifth-degree polynomial. The polynomial coefficients are given in Table 2 and the resulting velocity--electric field characteristics are compared to those of Kramer and Mircea in Fig. 2 .
In performing calculations it is important to note that ~2_ ~o, = _ AV, / VT where A~, is the voltage drop across the region considered. As a result, in reverse-biased regions ¢xp [~z_ ~o 2] can become extremely large and calculations of A(s~o,~) and g2(~o,~) can become numerically difficult. For this reason it is convenient to reverse the x-axis (and consequently the sign of ~: and J) when switching from the calculation of N(x) to that of Polynomial fit is v, = El 2 a,F." with a, given in 
. N(x) should always be calculated in the direction of decreasing potential and P(x) in the direction of increasing potential.
SMALL-SIGNAL ANALYSIS OF DRIFT REGIONS
In this section a single-carrier small-signal model of a drift region containing field-dependent diffusion and field-dependent velocities is presented. Earlier analytic models either assumed saturated velocities with no diffusion [7] [8] [9] , special cases of field-dependent diffusion or velocities [18] [19] [20] [21] , or both [10] with no equivalent circuit easily amenable to physical interpretation provided. Here a circuit model is developed which is easily interpreted in terms of the device geometry.
The essential assumption underlying the small-signal analysis is that, for sufficiently small perturbations, linear response theory can be used. Time-varying physical quantities such as voltage and current are expressed as and the real part of a complex valued function, e.g. (27) 
It is well known [23] that the phasor mobility varies with frequency as 1/(1 + itor) for a sinusoidal field with frequency to where r is the collision process time constant (i.e. the relaxation time). The velocity phasors are then v" = I + i~-~ aE (35) 
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The derivatives in (34)-(36) are easily evaluated from the polynomial approximations (13) and (14). The small-signal solution will use a subdivision of the drift region as illustrated in Equations (37) and (38) are the fundamental equations of a space-charge wave solution to the basic small-signal problem (eqns (28)-(33)). They describe the behavior of four coupled traveling space-charge waves, namely, forward and reverse electron and hole waves. By using various approximations a hierarchy of small-signal space-charge wave models can be developed from (37) and (38) . The simplest such model, a single wave, is an adequate model for a reverse-biased drift region in most situations. Since the carrier species injected by the cathode is dominant in the drift region, only one of (37) and (38) [(37) for electron injection and (38) for holes] is needed. The coupling term in this equation is neglected. In the absence of coupling the solutions of (37) and (38) are phasor particle densities of the form exp [yx] which describes a traveling space-charge wave. The complex propagation coefficients are: In (41) and (42) the plus sign before the radical corresponds to space-charge waves traveling against the drift flow. These backward waves are heavily attenuated and may be neglected. The electron and hole density phasors then become ri(x) = C, e "(X' (43) and and A is the cross-sectional area of the device.
Equation (47) is represented by the equivalent circuit shown in Fig. 4(a) . The impedance of this circuit is 
In (54) McH is the Gilden-Hines current fraction [7] defined by
where y. and yp are obtained from (41)-442) with the minus sign before the radical. The single-carrier small-signal model for a hole drift region is now developed. The treatment of an electron drift region is analogous. An equivalent circuit for the subregion is found by substituting (44) into (29) . ~6 is replaced in the result by use of (33). 
= I._Ax JP(x)dx +-"~ Jo 6L(x)dx" (46)
The first integral on the r.h.s, of (46) is a small-signal induced current while the second is a small-signal dis-
The complex admittance Y can be represented by the equivalent circuit of Fig small-signal bulk resistance of the subregion. The quantity Z,,. = 1-FF (R +/-~C) (56)
will be referred to as the space-charge impedance. The equivalent circuit for the entire drift region is the series connection of N subregion equivalent circuits (Fig. 5) . In the subregion adjacent to the cathode, MGH iS determined solely by the cathode. For the ./th subregion MGH.i is 43 utility of the model lies in the equivalent circuit formulation of Fig. 5 , which is easily implemented by a computer-aided design circuit analysis package.
If the analysis of an electron drift region with a cathode injecting at the left is carried out, the expressions and circuits obtained are identical with the analogous hole quantities with the following variable charges: 6-~ is replaced by 5".: yp, by y,; and Jr, by ],. The Gilden-Hines current fraction is redefined as
where MGH.1 is the cathode-determined MGr,, Much of the earlier analysis of transit-time devices assumed a saturated drift region, i.e. a region with constant carrier velocity and diffusion coefficients. For saturated drift regions a single subregion can be used and the resulting equivalent circuit is shown in Fig. 6 . The analysis presented here reduces directly the results of Kuv~s and Lee [21] . In the limit D,.p~O the results further reduce to those of Gilden and Hines [7] . Due to heating of the carriers, the diffusion coefficient in a saturated drift region is generally nonzero. In Fig. 7 
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$. APPLICATION TO THE BARrr'r DEVICE (60)
A typical p+np + BARITT electric field profile with the various regions and subregions indicated is provided in Fig. 8 . The choice of the number of drift subregions is arbitrary. However, in view of the need of greater (61) resolution in low-field regions a logarithmic scaling is used. The cathode region equivalent circuit is shown in Fig.  9 . This circuit was originally used for BARITT analysis Mr,
~=, iwQ"
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The total drift region impedance is then
Although (63) gives a total device impedance, the real
c D Fig. 6 . Equivalent circuit of saturated drift reoion.
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and
where Ax, is the emitter depletion width. The GildenHines current fraction is
G¢
MCH = G, + i~oC,"
The d.c. solution for the entire device is obtained using the solution method presented in Section 3. The d.c. carrier densities are calculated from the collector metallurgical junction moving toward the zero field point, using the collector boundary condition p = Jp/qu.,. The solution; more than a few Angstroms from the junction, is insensitive to the choice of boundary condition. The Trofimenkoff mobility relation (25) was used with the parameters cp~a, = 8 x 106 cm s -~ and Ep~, = 3x 104Vcm -t.
The calculated small-signal resistance of three devices is plotted as a function of frequency in Fig. 10 . There is good agreement between the calculation and the experimental results of Snapp and Weissglas [24] . Since the reactance is largely determined by the depletion capacitance it is not shown.
In Section 2 it was noted that the neglect of energy and momentum relaxation effects prevent the model from being quantitative past the microwave region. While there is no way to include these relaxation processes in a d.c. solution based on (1) and (2), one component can be included in the small-signal model. This is accomplished by the use of a collision time correction in the relationship between the time-varying small-signal velocity and the tim.e-varying small-signal field (eqn (35)). The inclusion of this relaxation time is consistent with the assumed static velocity-field characteristic in the limit tO'T --~ 0.
The effect of this correction is illustrated in Fig. l delay the carrier velocity with respect to the field. This increased delay aids a BARITr by reducing the induced current flow in the Iossy second quarter of the RF cycle. As a result, the small-signal negative resistance is somewhat larger with the collision time correction. It must be stated that inertial effects in the injection process[25, 26} have not been included nor have velocity overshoot effects [12, 27] been included. Velocity overshoot occurs in the low-field portion of the drift region and will almost certainly degrade BARITT performance. Relaxation effects of this sort are more pronounced if the spatial gradient of the field is large and are therefore more important in the shorter, more highly doped transit-time devices used in the millimeter-wave region. These considerations, along with Fig. II , suggest that any model based on (1) and (2) is at best qualitative for frequencies in or above the low-millimeter wave region.
An n+pn ÷ GaAs BARIT]" is expected [28] to be a poor microwave source due to the high low-field electron mobility in GaAs which greatly reduces the delay produced by the low-field region. The small-signal resistance of similar n+pn ~ Si and GaAs devices is shown in Fig. 12 . As expected, the GaAs device exhibits much less negative resistance than the Si device. The frequency of maximum negative resistance is lower for the GaAs device due to the lower saturated velocity used in the analysis (7.7× 10('cm s -~ for GaAs vs 1 x 107cms -' for Si). Plots of the d.c. carrier densities in the collector depletion region are shown in Fig. 13 . A single-carrier small-signal model was also developed for the drift region of a transit-time device under conditions of spatially varying fields and field-dependent diffusion and velocities. The result is expressed in an equivalent circuit which can be easily interpreted in terms of the device geometry. This circuit can be conveniently evaluated by a computer-aided design circuit analysis package.
The model was applied to a BARITT device. The d.c. solution converged rapidly. Small-signal results were consistent with published experimental data [24] . As expected [28] n+pn + GaAs BARII"I's exhibited lower negative resistance than n+pn ÷ Si devices. It was found that a collision-time corrected mobility yielded higher millimeter-wave negative resistances for Si BARtTT device drift regions than are predicted by the conventional static model. 
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The integral functions may be evaluated for imaginary arguments by using the relations (B3) and (B4). It is then necessary to explicitly evaluate It and I2 only for real arguments. Consider the case of real r/. and n = 0. The integral function It becomes D=ao+a~l~, t.
(A3) It(r~,0)= e" du.
When the lower limit of the integration is chosen as zero, ldn, O) is Dawson's integral function which is well tabulated in [29] . Similarly, when the lower integration limit is chosen as zero, /,07, 0) becomes and I~.(~, I)= ~(I -e-n").
I,{~,0) = fo~ e-'~ du =-~ erf {~).
(B6) Simple recursion relations for higher orders of n are obtained by evaluating (BI) and (B2) once by parts to give Polynomial approximations for the error function as well as tabulated values appear in [29] .
For n = I with real ~, the integral functions are easily evaluated. Taking the lower limit of integration equal to zero yields and I n I eq 2 --l,(~,n)=~ ~ -I,(n,n -2)
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