Abstract-This paper describes an algorithm for still image compression called B-tree triangular coding (BTTC). The coding scheme is based on the recursive decomposition of the image domain into right-angled triangles arranged in a binary tree. The method is attractive because of its fast encoding, O(n log n), and decoding, 2(n), where n is the number of pixels, and because it is easy to implement and to parallelize. Experimental studies indicate that BTTC produces images of satisfactory quality from a subjective and objective point of view. One advantage of BTTC over JPEG is its shorter execution time.
I. INTRODUCTION

M
ANY compression techniques are symmetric with respect to the computing time required for encoding and decoding, for instance, the standard JPEG [1] , [2] and waveletbased codecs [3] . However, it is desirable to have algorithms that are asymptotically faster, at least in decompression, because rapid decoding is useful in a wide range of applications such as image retrieval and communication [4] - [7] .
The coding scheme described in this paper is based on domain decomposition and linear interpolation. The decomposition scheme involves triangulating the domain recursively. Linear interpolation has been chosen since, while yielding an acceptable quality in the coded image, it has a quite convenient computational cost if compared to other methods [8] : the interpolation performed by -tree triangular coding (BTTC) requires only four floating-point multiplications and one floating-point division per pixel. As a result, it runs much faster than the standard techniques based on transforms [1] , [3] , especially in decoding.
One of the ways to decompose the domain uses quadtrees [9] , for which several asymptotic results are known [10] . However, quadtrees are only applicable to binary or multicolor images, where the term "multicolor" denotes images with large uniformly colored regions. Other advantages of binary over quaternary trees is the finer local control of multiresolution that can be attained, as well as the possibility of planar interpolation: it is, in general, impossible to find a plane comprising the four vertices of the rectangular subregions generated by quadtrees.
The paper is organized as follows. Section II explains the BTTC technique, the experimental results are discussed in Section III, and some concluding remarks are given in Section IV.
II. THE CODING SCHEME The image to be encoded can be regarded as a discrete surface, i.e., a finite set of points in three-dimensional (3-D) space, by considering a nonnegative discrete function of two discrete variables and establishing a correspondence between the image and the surface so that each point in corresponds to a pixel in the image: the couple gives the pixel's position in the plane, while (the point's height) is the pixel's color. Fig. 1 shows the surface corresponding to the test image lena.
Our goal is to approximate by a discrete surface defined by means of a finite set of polyhedrons. Each polyhedron has a right-angled triangle (RAT) face on the plane and a RAT upper face approximating
The surface is made by the upper faces of the polyhedrons. In the following discussion, the term "PRAT" will denote a RAT on the plane, while "URAT" will stand for an upper face RAT included in Fig. 2 shows a region of the surface being approximated by two URAT's.
To illustrate how this process works, let be a generic PRAT of vertices (1) and let so that (2) The last three points define the URAT associated to
The restriction inside of the approximating function is given by the linear interpolation and checking for the condition (7) where is an adjustable quality factor. If the condition does not hold, the PRAT is divided along its height relative to the hypotenuse. In this way, the resulting triangles are always right angled. If the subdivision procedure is reiterated indefinitely, we eventually obtain minimal PRAT's-comprising only three pixels, namely, their vertices-which surely satisfy condition (7) since the equalities in (6) ensure that on each vertex. The topological information relative to all subdivisions is stored in a hierarchical structure-a tree; each PRAT is represented by a node whose position in the tree implicitly defines the vertices' coordinates. Fig. 3 shows how the partition process works: each time a PRAT is divided, the two resulting PRAT's become its children in the -tree. As a consequence, each node has either zero or two children.
The pseudocode of BTTC is shown in Fig. 4 . We assume without loss of generality that the image is square shaped and has side length where for some integer if this is not the case, the image is padded. With this assumption, all of the PRAT's generated by subsequent divisions will be isosceles, and their hypotenuse's length in pixels will still be of the form for some A RAT of vertices and is represented by the notation
The first vertex corresponds to the right angle; the other two vertices follow clockwise. The and coordinates vary from 1 to If the image has been padded, the PRAT's that contain no point of the original image rectangle are added to the list of leaves with no processing.
The structure of the resulting tree is stored in a binary string obtained from a breadth-first visit of the tree: the value 0 represents a leaf node, the value 1 an intermediate node; the root is not stored at all. In this way, we need one bit for each node (with the exception of the root). Indeed, as illustrated in Fig. 5 , it is possible to store only a part of In fact, if is the minimum level at which a leaf appears, we can avoid storing all the leading 1's if we keep track of This expedient eliminates a substring-entirely composed of 1's-whose length is Furthermore, if is the tree's maximum depth, we can dispense with storing all of the trailing 0's that represent leaves at level as the presence of these leaves can be inferred knowing which nonleaf nodes are at level
In the case of a complete tree with levels numbered from 0 to we have that nodes out of can be spared-more than half of the total, but in the worst case, we only conserve the storage space for two leaves.
The heights of the URATs' vertices are memorized after the binary string
Decoding is analogous to encoding, with the only difference being that the quality of the approximation need not be tested. This yields a significant reduction of the operations required, also asymptotically.
The first step consists of reconstructing the tree structure from the binary string To do so, the first two PRAT's (the biggest ones) are pushed into the stack, then is scanned bit by bit. Whenever a 1 bit is encountered, the current PRAT is divided, and its two children are pushed into the stack; if a 0 bit is encountered, the current PRAT is added to the list of leaves , and its vertex pixels in the reconstructed image are marked as "needing a height."
In the second step, the URAT's are generated from the information just gathered. First, all of the marked pixels in the reconstructed image receive their height (color); this defines at the PRAT's vertices. Finally, (3) is computed inside each PRAT in thus reconstructing the surface
A. Computing Time
The BTTC method of compression has proven to be time efficient. For encoding, it requires a time proportional to where is the number of pixels and expresses the average number of subdivisions per pixel. An upper bound for is therefore yielding a worst case time The encoding process, having a high degree of inherent parallelism, would greatly benefit by a parallel implementation. A study in this direction is currently underway.
As for the decompression phase, the first and second steps are performed in time, where is the number of nodes in the tree. The final step, requiring a calculation of (3)- (5) for each pixel, can be completed in time. Since the total time for decompression is
III. EXPERIMENTAL RESULTS
In order to evaluate the performance of BTTC, several 8 bit test images have been used. This section will show some of the results obtained on one such image, 512 512 lena, depicted in Fig. 1 .
The quality of the reconstructed images has been assessed by considering the bits per pixel (bpp), the root-mean-squared signal-to-noise ratio (RSNR), as well as the mean-squared error (MSE) and the peak signal-to-noise ratio (PSNR).
Since the BTTC algorithm ensures that err we obtain an upper bound on the MSE:
From this inequality, we can deduce the obvious lower bound for the PSNR. This means, for example, that PSNR dB for 16. The visual results of the algorithm on lena compressed at different levels of quality are illustrated in Fig. 6 , while Fig. 7 shows a sample outcome of domain partition. Tables I and II show the statistics obtained for the images in Fig. 6 . In Table I , the first column specifies the global bit rate of the compressed image, while the following two columns specify the size of the unabbreviated tree. The "heights" column tells how many values of are present in the compressed data, while the following two columns give two separate bit rates, one for the tree structure (the significant substring of and one for the heights. The latter undergo Huffman compression using a zigzag ordering similar to JPEG's, while the tree structure is passed on unchanged. The last column reports the number of FLOP's (additions and multiplications/divisions) required for encoding by BTTC. In Table II , the parameter is related to the final quality of the compressed image.
From the analysis of the data in Table I , it can be seen that the number of leaves in the trees is roughly half the total number of nodes. Furthermore, the number of heights that need to be stored is approximately equal to half the number of leaves. Finally, the bit rate needed for the heights is about twice the bit rate for the tree structure. A comparison with the standard compression techniques is in order. In particular, JPEG's bit rates are much better than BTTC's for a fixed SNR. However, for the same SNR, the subjective quality of BTTC-encoded images is better because the scheme proposed is sensitive to the local features of the image, thus yielding fewer distracting artifacts. Fig. 8 compares JPEG and BTTC for PSNR values around 37 dB. From the image, it can be seen that the eye details are clearer with BTTC coding, and JPEG induces a more visible blockiness on the shoulder and the background.
As happens with JPEG, the multiresolution scheme utilized by BTTC can be exploited to allow for progressive decoding. As can be seen in Table II , JPEG offers significantly better quality than BTTC. However, there is a price to be paid in terms of efficiency: the number of operations performed by JPEG during encoding is independent of the bit rate. In addition, the same number of operations is required for decoding. In contrast, BTTC'encoding has a smaller computing load that grows with the bit rate (see Table I ), while decoding requires only 1.8 million FLOP's. For comparison purposes, JPEG requires about 5 million FLOP's (3 million additions and 2 million multiplications) for encoding or decoding a 512 512 8 image [4] .
IV. CONCLUSIONS
This paper has presented a new lossy algorithm for image compression. The algorithm is based on recursive domain triangulation and planar linear interpolation between the vertices of the spatial triangles. The asymptotic time complexity is for coding and for decoding. It is simple to implement and highly parallel.
Experimental tests show that the quality achieved is still acceptable for bit rates around 0.5 bpp. Moreover, BTTC outperforms JPEG with regard to execution time, although the bit rates are higher by a factor of about 2.
Current research on BTTC is concentrating on the following topics: a parallel implementation, which is a natural idea given the inherent parallelism of the compression phase; a more efficient coding of the tree structure; the use of nonlinear approximation; and a scheme to obtain adaptive modifications of the parameter
