Abstract. We provide necessary and sufficient conditions for a graph-directed iterated function system to be strictly contracting.
Introduction
Let G = (V, E) be a directed graph. For u, v ∈ V let E uv denote the set of all edges from u to v. In the context of iterated function systems, a directed graph is called a Mauldin-Williams graph. An iterated function system realizing the graph is made up of metric spaces (X v , ρ v ), one for each vertex v ∈ V , and similarities S e , one for each edge e ∈ E, such that S e : X v → X u if e ∈ E uv , and S e has ratio r e . An invariant list for such an iterated function system is a list of nonempty compact sets K v ⊆ X v , one for each vertex v such that
Graph-directed iterated function systems and graph self-similar sets are generalizations of iterated function systems and self-similar sets. Such constructions have been studied by Mauldin and Williams [17] , Wang [20] , Edgar and Mauldin [7] , Olsen [18] , Das [1] , Strichartz [19] , Lau et al. [14] , Edgar and Golds [6] , Das and Edgar [2] , [3] , Das and Ngai [4] , Haeseler et al. [11] and McClure [16] , among others. The following result is well known:
Theorem 0.1 ([5] ). Let G = (V, E, r) be a Mauldin-Williams graph. Suppose r e < 1 for all e ∈ E. Let (S e ) e∈E realize the graph in complete metric spaces X v . Then there is a unique list (K v ) v∈V of nonempty compact sets with
Oftentimes, we have r e > 1 for some e ∈ E. In such cases, it is important to rescale the construction to make the ratios strictly less than 1. One may replace each of the metrics ρ v by a constant multiple ρ v = f v ρ v of itself. This affects the similarity ratios in the following manner: if e ∈ E uv , then for x, y ∈ X v ,
The maps S e therefore realize a Mauldin-Williams graph (V, E, r ) where
The Mauldin-Williams graph (V, E, r ) is called a rescaling of (V, E, r) and is called contracting iff r e < 1 for every e ∈ E. Theorem 0.1 shows that a realization of a contracting graph in complete metric spaces has a unique invariant list. It is therefore important to understand when such a rescaling is possible. These considerations motivate the following definitions and the problem.
An edge function is a function R : E → (0, ∞). The graph G is strictly contracting with edge function R if and only if R(e) < 1 for every e ∈ E. A vertex function
where e ∈ E uv . It is always possible to find edge functions that would make G strictly contracting. This raises the following question: Given a graph G and an edge function R, does there exist a vertex function f such that G is strictly contracting with edge function R f ?
It is clear that if the graph is already strictly contracting, then the choice f ≡ 1 suffices. It is also clear that a necessary condition for a graph to be strictly contracting is that R(e) < 1 for every loop, where e is a loop at vertex v means e ∈ E vv .
Let E n denote the set of paths in G that are of length n and E * = ∞ n=1 E n . A cycle is a directed graph H for which there is a closed path which passes into every vertex exactly once and such that every edge of H is an edge of this path, we will say that a cycle has length k if it is in E k . If α = e 1 e 2 . . . e k is a path in G,
we will say x > 0 if x i > 0 for every i; similarly x < 0 will mean every component is strictly negative. Let A G denote the associated matrix (to be defined in the next section). We provide the following characterization for a graph to be strictly contracting.
Theorem 0.2. Let G = (V, E, r) be a digraph with at least one nonempty cycle.
Let A G be the matrix associated to G. The following are equivalent:
(1) G is strictly contracting;
The proof involves some elementary linear algebra. The result provides an immediate solution to the problem of when a graph-directed construction is strictly contracting. It also provides a solution to [5, Exercise 4.3.9] .
Corollary 0.3. The following conditions are necessary and sufficient for a MauldinWilliams graph G = (V, E, r) to be contracting:
(
The associated matrix
Recall that if e is a loop, then r e < 1 and for any vertex function f , we still have R f (e) = r e < 1. Suppose e 1 , e 2 are two edges in E uv , and assume r 1 ≥ r 2 . We will let r i denote r e i . If f is a vertex function such that R f (e 1 ) < 1, then
This motivates us to define a reduced graph G as follows: it has the same vertex set as G and to obtain the edge set (1) we delete all the loops; (2) for each pair of vertices u, v we keep one edge e ∈ E uv such that r e = max{r i : e i ∈ E uv } and delete all other edges. If there is more than one such edge, we will pick one arbitrarily. By our earlier remarks, it is clear that if the problem can be solved for G, then it can be solved for any graph that has G as its reduced graph. Let G denote the class of all finite graphs that have at least one cycle of length ≥ 2. For G = (V, E, r), G = (V, E , r ) ∈ G, we let G ∼ G if and only if they have the same reduced graph. Then ∼ is an equivalence relation on G. Without loss of generality, we may henceforth assume that G is a graph that satisfies the following:
G1. it has at least one cycle of length ≥ 2; G2. it has no loops, i.e. E uu = ∅ for every u ∈ V ; G3. for u, v ∈ V, E uv is either a singleton or empty. 
Note that the choice of this matrix depends on the particular ordering of V and E. Also note that A G maps R n to R m . We begin with a proposition that contains the main idea for the general case. It also provides us with an algorithm to compute the vertex function in terms of the edge function. Let e
T denote the i-th standard unit vector in R k . 
There exists a vertex function f such that G is strictly contracting with edge function R f .
Proof. Note that
In this proof we will denote A G by A = (a ij ). From elementary linear algebra, it follows that det(A) = r α − 1, which is negative since r α < 1. Moreover for each i, j, the cofactor A ij of a ij is positive. Thus by Cramer's rule, the solution to the equation Ax j = −e j is given by
T where
for each i, j. Therefore for each j = 1, . . . , k, there exists x j > 0 such that Ax j = e j . It follows that for each y < 0 there exists x > 0 such that Ax = y.
Choose any x > 0 such that Ax < 0 and suppose
. Let e ∈ E be an edge from v i to v j . From the construction of A it follows that −x j + r e x i < 0. Therefore
for every e ∈ E. Now define the vertex function f as f (v i ) = x i . It follows from Equation (1.2) that R f (e) < 1 for every e ∈ E. This completes the proof of the proposition.
The solution set of the system A G x < 0, x > 0, is the region bounded by k hyperplanes in R k passing through the origin. The conclusion in Proposition 1.1 will follow from a more general result (Theorem 1.4). First a definition: an m × n matrix A = (a ij ), m ≥ n, will be called a reflection matrix if
The terminology will be clear from Theorem 1.4. We will first complete our discussion of the associated matrices.
Lemma 1.2. Let G be a strongly connected digraph with at least one cycle of length ≥ 2. If r α < 1 for every nonempty cycle α in G, then A G is row equivalent to a reflection matrix where the row equivalence is given by the following elementary transformations:
(1) interchange two rows:
Proof. Since G is strongly connected, for each vertex v i there exists an edge e j ∈ out(v i ). Therefore in A G , the entry a ij = −1. By interchanging rows, if necessary, we may arrange to have a ii = −1 for i = 1, . . . , n. Fix i. The edge e i must belong to some cycle. Using the rows corresponding to the edges of one such cycle, we may apply row transformations as in the proof of Proposition 1.1 to obtain a reflection matrix. Note that this is possible since r α < 1 for every cycle α. 
Proof. Let {H 1 , H 2 , . . . , H s } be the strongly connected components of G. Let A H i be the associated matrix for the strongly connected component H i . By Lemma 1.2, we may reduce this to a reflection matrix. Since the strongly connected components are disjoint, we obtain a block diagonal form of the matrix. If these components cover G, then we are done. If not, the extra edges give rise to new rows in the matrix. Each such row contains two entries: −1 and r j for some j. We may perform row operations to change the entry r j to 0, and since r α < 1 for every cycle, these row operations would change the entry −1 to another strictly negative entry.
Theorem 1.4. Let
A be an m × n reflection matrix, where m ≥ n ≥ 2. (1) If m = n, then for every y ∈ R m , y < 0, there exists x ∈ R n , x > 0, such that Ax = y. (2) If m > n, then there exists x ∈ R n , x > 0, such that Ax < 0.
Moreover, these properties hold for any matrix A that can be reduced to a reflection matrix through elementary transformations of the kind:
Proof. If m = n, then A is a lower triangular matrix of the form:
.
where for each j = 1, . . . , n,
These are clearly linearly independent vectors in R n and Ax i = −e i for i = 1, . . . , n. Suppose A can be reduced to a reflection matrix A by interchanging the i-th and j-th rows (resp. columns). Let z > 0 such that Az < 0. Obtain z by interchanging the i-th and j-th entries of z. Then A z < 0 while z > 0.
Suppose A can be reduced to a reflection matrix A by a transformation of the type R j ←− a i R i + R j where a i > 0. Then
has a solution if and only if
has a solution. So letting
gives us the required vectors.
For m > n we consider the n×n submatrix A of A consisting of rows R 1 , . . . , R n . This is lower triangular and therefore by the preceding paragraph, we may find z ∈ R n , z > 0, such that A z < 0 in R n . For i > n, the rows R i of A contain at least one strictly negative entry, and all nonpositive entries. Moreover z > 0. It follows therefore that Az < 0 in R m .
Corollary 1.5. Let G be a digraph with at least one cycle of length
Proof. Using Lemma 1.3, A G can be row reduced to a reflection matrix, by interchanging rows if necessary. The result is now immediate from Theorem 1.4. 
n . Let e ∈ E be an edge from v i to v j . From the construction of A G it follows that −x j + r e x i < 0. Therefore
for every e ∈ E. Now define the vertex function f as f (v i ) = x i . It follows from Equation (2.1) that R f (e) < 1 for every e ∈ E. Therefore G is strictly contracting with edge function R f . where |v α | = l is the number of vertices in the cycle α. By assumption r α < 1 for every nonempty cycle, and therefore Γ < 1. Let |V | = n, and choose τ = (τ 1 , τ 2 , . . . , τ k ) ∈ E k , k > n. By the pigeon-hole principle some index is repeated. Choose a cycle in τ and factor the product over the cycle from the entire product, and remove the cycle from τ except for one of the repeated indices. We obtain a 
