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Abstract 
The potential of using infrared thermography in the assessment of crack-tip parameters is 
described. The use of microbolometers is studied specifically to establish their suitability for 
use in thermoelastic stress analysis (TSA) for establishing the crack-tip parameters and for 
automatically monitoring crack growth using temperature measurement. To compare the 
behaviour of the two types of infrared cameras a camera model is devised, which is used to 
predict the thermoelastic response. A new automatic crack growth monitoring approach is 
developed based on the temperature measurement from the raw thermal data collected using 
the microbolometer. The thermoelastic response model and the crack monitoring procedure 
are demonstrated on 316L stainless steel single edge notch tension (SENT) specimens. 
Cracks were established in the specimens, grown and monitored using both types of infrared 
detector. The procedure is validated using measurements from the photon detector and it is 
shown that accurate stress intensity factors (SIFs) can be obtained from growing cracks using 
directly the live readings from the microbolometer. The procedure provides a new means for 
non-contact measurements in fatigue testing, establishing crack growth rate and the SIFs with 
the potential for actuator control. 
 




As cracks evolve in test coupons and structural components during a fatigue test, a typical 
means of monitoring crack growth is to use the well-established crack opening displacement 
(COD) gauges [1] [2]. The highly localised and well understood growth of a crack from a notch 
in a metallic specimen enables the application of a measurement technique, such as the COD 
gauge. However, the COD gauge needs to be attached to the test specimen and in large 
structural tests several may be required to monitor crack propagation at multiple sites. In the 
present paper, an approach is proposed that uses full-field infrared (IR) techniques to monitor 
and assess the crack propagation by observing behaviour local to the crack tip during fatigue 
testing. Both passive infrared thermography (IRT) [3] and thermoelastic stress analysis (TSA) 
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[4] are applied to monitor and assess the crack propagation in single edge notch tensile 
(SENT) specimens [1]. In contrast to the COD gauge, IRT does not rely on the global 
behaviour of the test specimen but local measurements at the crack-tip and as it is a full-field 
technique it can monitor multiple crack progression. IRT has been used successfully in several 
application areas as a non-destructive evaluation (NDE) technique. Generally, ‘active’ IRT has 
been used, which requires additional excitation of the component under evaluation, to 
generate a change in temperature. The subsequent heat diffusion can be captured using an 
IR camera and the image sequences are processed to identify defects. The purpose of the 
present paper is to use IRT as a means of monitoring and assessing crack propagation, whilst 
the component is under load. Hence, the heat generated as a consequence of the crack 
progression is used for evaluation, so there is no requirement for an additional thermal 
excitation source.  
 
TSA is based on the coupling between the elastic deformation of a material and the heat 
energy developed in a material specimen subject to cyclic loading [5], known as the 
thermoelastic effect. Figure 1 shows a schematic of the procedure. When a specimen is 
undergoing cyclic loading in a test machine, the load measurement is recorded from the load 
cell via an analogue voltage output and the temperature at the crack-tip is recorded by infrared 
camera in a sequence of images. The IR images captured under cyclic loading are post 
processed to obtain the ‘thermoelastic response’ using a ‘lock-in’ algorithm [6]. The 
‘thermoelastic response’ is essentially a temperature change, ∆T, which is proportional to the 
stress change in a material and enables the stress redistribution due to crack propagation to 
be visualised and quantified. The lock-in procedure extracts the mean temperature of the 
cycle, T0, the amplitude of ∆T and its phase relative to the applied cyclic load from the IR 
image sequence by correlating with the load signal in a post process routine. To monitor the 
crack growth, it would be more desirable to develop a “live” processing technique with little or 
no post processing, which utilises the full-field IR images shown in Figure 1 as a means for 
automatic crack monitoring and assessment. A further potential application is the development 
of a means of actuator control shown as the dotted line in Figure 1.  
 
The overall aim of the present paper is to demonstrate the potential of IRT to monitor and 
assess crack growth. Therefore, the suitability of using a lower cost FLIR A655SC 
microbolometer to ‘measure’ the crack length and using this output to automatically monitor 
and assess the crack growth is investigated. To validate the findings a FLIR SC5500 photon 
detector IR camera is used for comparison as photon detectors are traditionally used for TSA 
[5]. The thermoelastic response from a growing crack is used to establish the protocols 
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required for an automated monitoring approach prior to the development of the automatic 
crack growth monitoring procedure.   
 
For the purpose of a more detailed understanding of the behaviour of the two types of IR 
camera, Section 2 of the paper introduces a novel IR camera model. The model is based on 
a knowledge of the camera response, in terms of the inherent noise in the camera system, 
and sensitivity to a given input and allows a quantitative assessment of the thermoelastic 
response from each detector. For the SENT specimen used in the experiments, the stress 
distribution ahead of the mode I opening crack is known from linear elastic fracture mechanics 
[7], allowing a model of the thermoelastic response to be established. The theory underlying 
the application of TSA to a stationary crack to determine the stress intensity factor (SIF) (KI) 
[8] is summarised in Section 3. The results from the TSA model are compared to experimental 
data generated using the SENT specimen providing an assessment of the feasibility of using 
the microbolometer for TSA of a growing crack.  
 
In Section 4 of the paper the crack assessment and monitoring procedure is demonstrated 
using the lock-in post processed IR images from the photon detector (TSA) captured during a 
constant load controlled waveform fatigue test. In section 5 a stepped, decreasing load 
waveform is applied to the SENT specimen. The IR response from the microbolometer and 
photon detector was captured at regular intervals during the fatigue test and was used to 
obtain the crack length. The novel automatic crack monitoring and assessment procedure is 
introduced and shown to produce practically identical results to manual approaches and to 
those obtained from the TSA based approach using the photon detector. The stepped 
reduction in load represents the desired action to achieve a constant crack growth, i.e. damage 
evolution control. It is shown that the bolometer can follow the temperature changes 
accurately, which could provide the basis for a control action by using the temperature change 
as an input in to the actuator controller.  
 
2 IR camera systems and models 
The FLIR SC5500 series photon detector, comprises a 320 x 256 cryogenically cooled Indium 
Antimonide (InSb) focal plane array (FPA), has a spectral range of 3-5 µm, a noise equivalent 
temperature difference (NEDT) of 0.02 K and an integration time (electronic shutter speed) 
adjustable between 3 µs to 20ms with a maximum frame rate of 383 Hz when using the entire 
detector array; faster frame rates can be achieved by using fewer detectors in the array (i.e. 
windowing). The voltage output from the detector essentially allows the photons to be counted 
and converted to a digital signal in digital level (DL), which are converted to temperature using 
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an inbuilt calibration. The FLIR A655SC microbolometer IR camera has a vanadium oxide 
(VoX) UFPA detector, a spectral range of 7.5–14 µm, and a resolution of 640 x 480 pixels. 
The thermal time constant is described as typically less than 8 ms and the NETD as less than 
30 mK. The maximum recording frequency is 50 Hz. As the temperature increases, the 
resistance of the detector decreases. The resulting voltage change is converted to DL and 
then temperature using an inbuilt calibration. The cameras also have different dynamic ranges 
as the analogue to digital convertors (ADC) incorporated in each system have different 
resolutions. The microbolometer has a 16 bit ADC, giving a dynamic range of 65536 DL, and 
the photon detector has a 14 bit ADC, with dynamic range 16384 DL.  
 
In the experiments described in this section only the camera DL was recorded to negate any 
effect of the temperature calibration procedure. It should be noted that as the devices are 
different, working in a different wavelength window, temperature range, and the 
microbolometer measures radiance, whereas the photon detector counts photons, the DL 
values for the microbolometer and the photon detector are not directly comparable. Planck’s 
law for radiance (R) from a perfect emitter or blackbody over the microbolometer detector 
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where h is Planck’s constant, c is the speed of light, λ is the wavelength, k is Boltzmann 
constant, and T is temperature. 
 
To fully understand the performance of each system, a camera modelling approach was 
developed based on the camera performance over a range of temperatures. To produce the 
camera model the response of the camera to a given thermal input, i.e. its sensitivity, and the 
inherent variation in the response, i.e. noise content, must be established. To derive the 
sensitivity and the noise content experimentally it is necessary to use a temperature controlled 
black body, to generate a variety of temperatures, so that the camera response can be 
recorded in DL.  
 
The black body used was an Infrared Systems Development Corporation, IR-2106/301 plate 
source, with a temperature range of 5 to 150 °C, a wavelength range of 1 to 99 μm, and an 
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emissivity of 0.96 +/- 0.02. The emitter size is 152 mm x 152 mm, has a temperature resolution 
of 0.1 °C and a temperature stability of +/- 0.1 °C short term and +/- 0.2 °C long term; its 
emissivity is quoted as >0.95 over the wavelength range 0.8 to 30 µm. Temperature control is 
maintained by an IR-301 P.I.D controller. Table 1 shows the temperatures and frame rates 
used in the tests; a constant integration time of 500 µs was used for the photon detector to 
facilitate measurement over a wider range of frame rates and temperatures. The temperatures 
chosen are typical of those observed during typical crack propagation tests. Fewer frames 
were recorded for the microbolometer, because of the slower frame rates that can be 
achieved, and the possibility of crack growth during the actual experiments on the SENT 
specimen; hence the photon detector recorded 1000 frames during each test and the 
microbolometer 100 frames in each test. The frame size for the photon detector was reduced 
from 320 x 256 to 160 x 128 to facilitate data collection over a wider range of frame rates in 
excess of the maximum 383 Hz achievable at full frame.  The stand-off distance was about 30 
cm, so practically all the blackbody plate could be viewed and the set-up was shielded from 
external heat sources using a shroud.  
 












SC5500 160 x 128 1000 
15, 20, 40, 
50, 60, 70 




A655SC 640 x 240 100 
15, 20, 30, 
40, 50, 60, 
70 
3.13, 6.25, 
12.5, 25, 50 
NA 
 
The detector non-uniformity correction (NUC) was not applied to avoid modifying the noise 
content, as the NUC procedure scales values and therefore also scales the noise.  Therefore, 
the recorded images contained a non-uniform pattern associated with the detector 
architecture. To remove the non-uniform pattern, the temporal mean was established for each 
element in the detector array over the image sequence. The mean was then subtracted from 
the response of each element in the detector array in each frame of the image sequences. 
The noise content was established by deriving the standard deviation (STD) of the response 
in the recorded image sequence for each black body temperature and each frame rate as 
follows:   
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where NX is the detector number in the horizontal direction, NY the detector number in the 
vertical direction, NF the number of recorded frames and img(x,y,i) is the image sequence 
recorded at one temperature and one frame rate. 
 
The sensitivity was established by using the mean of the recorded images versus R or PC 
(depending on the detector type). The temperature of the black body was used in equations 
(1) and (2) to calculate R and PC respectively. The mean, MEAN, is derived using the following 
expression: 
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Figure 2 is a plot of the STD against the MEAN, indicating the inherent noise content in each 
camera response. It can be seen from the plots in Figure 2 that the microbolometer noise 
content does not vary with the mean value, whereas the noise produced by the photon 
detector increases with the mean DL value. However, the linear correlation coefficient for each 
frame rate is much less than 1 for the microbolometer, indicating that there is significant data 
scatter. The reason the inherent noise scales with the input temperature for the photon 
detector is because there is quantum noise associated with the conversion of the impinging 
photons into electrons; the greater the temperature input the greater the photons, for any given 
integration time. Conversely, the microbolometer heats according to the input temperature, so 
the noise must emanate from the read-out circuit and hence is independent of the input 
temperature. For both the photon detector and microbolometer there is a general trend of 
higher noise at the lower frame rates where the image capture duration is up to 40 seconds. 
Therefore, the increase in noise can be attributed to the stability of the blackbody temperature, 
i.e. 0.1 °C. Figure 3 is a plot of the MEAN against the response derived from both cameras at 
every temperature and every frame rate given in Table 1, indicating the sensitivity. Figure 3 
shows that, as expected, both cameras respond linearly to increasing input and importantly, 
in contrast to the inherent noise, the response is independent of frame rate. In Figures 2 and 
3, for the photon detector at the largest mean DL value, there is an outlier showing a low noise 
and low response, this is because at this temperature the detector has saturated.  
 
The overall detector noise content and sensitivity were obtained from the linear fits plotted in 
Figures 2 and 3, respectively, for each frame rate. From the linear fits the overall slope and 
intercept for all recording conditions, were determined along with the linear correlation 
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coefficient and are given in Table 2. A correlation coefficient is not reported for the 
microbolometer noise equation in Table 2 as there was little correlation (see Figure 2) and 
hence the maximum noise value is used as the intercept value reported in Table 2. The 
generated linear expressions from Table 2 were integrated into a Matlab script to obtain the 
detector models. In interpreting the values in Table 2 it is important to emphasise that the DL 
values for each camera are not the same and hence a comparison cannot be made regarding 
performance. Therefore, in assessing the suitability of camera system for TSA it is necessary 
to model an identical input in to each camera; this is done for the particular case of the SENT 
specimen in section 3. However, what can be inferred from Table 2 is that regardless of the 
input temperature the noise performance of the bolometer will be constant, as long as the 
temperature measured is above the minimum resolvable temperature for the system.  
 
Table 2. Noise and sensitivity equations for the microbolometer and photon detector. 
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3 Detector model of thermoelastic response 
The two detector models were used as the basis to develop a model of the thermoelastic 
response from each camera system. The model of the thermoelastic response is based on a 
stationary crack developed in the SENT specimen after 82,000 cycles, with a total crack length 
of 17.80 mm. This crack length was chosen because the crack growth was well established. 
Figure 4 shows the overall dimensions of the SENT specimens used throughout the work 
described in the paper. The specimen material was chosen as 316L stainless steel as it has 
well understood material and thermoelastic properties [10] [11] and the fine grain structure 
ensures a consistent crack growth. The specimen was coated with a thin layer of RS matt 
black paint with emissivity given as around 0.92 [10]. The TSA data was obtained when the 
cracked SENT specimen was subjected to a load of 11.55 kN, with an amplitude of 5 kN and 
a frequency of 10 Hz, which gave a KI value of 34.78 MPa.m1/2, ensuring that during the data 
collection the crack was stationary.  
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The insert in Figure 4 shows the coordinate system used in this work; the origin is the crack 
tip. In fracture mechanics polar coordinates, (r, θ) are used to derive the crack-tip parameters.  
As the thermal images are essentially made up from a grid of responses from the individual 
sensors in the detector array the analysis lends itself to a Cartesian coordinate system, i.e. 
pixel by pixel, which is also shown in Figure 4.  
 
The starting point in the analysis is to combine the well-known expression for the thermoelastic 
response [5] with that for the mode I SIF based on the Westergaard equations [8]. The 
approach for deriving the mode I SIF from thermoelastic data was described in [8], and is 
applicable for an isolated crack in the centre of a large plate, where KI = σ (πa)1/2. It is this 
approach that is used in the present paper so only the key steps in defining the thermoelastic 











where ΔT is the small temperature change caused by the thermoelastic effect [4], K is the 
thermoelastic constant (obtained experimentally as 4.73 x 10-6 MPa-1, see below - equation 
(12)) and T0 is the absolute mean temperature of the specimen during the cyclic loading. 
 
To generate the model the origin (the crack-tip) was defined in Cartesian coordinates (see 
Figure 4) in the model image frame. The location of the response for each image pixel relative 
to the crack-tip was then defined as follows: 
 
 
= − + −2 2( ) ( )CT CTr x x y y  (6) 






x x  
(7) 
where the subscript CT indicates the coordinates of the crack tip. 
 
Equation (5) is used to generate ∆T pixel by pixel for each image frame corresponding to the 
sensor array size for the bolometer and the photon detector to give ΔT(x,y). T0 is set to 293 K, 
allowing a cyclic variation of temperature, T (x,y,t), to be generated  as follows:   
 
 π φ∆ +0 0cos(2 )T(x,y,t) = T + 0.5 T(x,y) f t  (8) 
where t is time, f0 is the specimen loading frequency. Φ is the phase of ΔT with respect to the 
stress change, which is set to π for the purposes of producing the model.  
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100 images are generated for the bolometer and 1000 for the photon detector at the 
appropriate frames rates corresponding to the actual image capture during the experiment to 
give T(x,y,t).  The next step in the procedure is to convert T(x,y,t)  into R for the microbolometer 
and PC for the photon detector, using equations (1) and (2) respectively. The appropriate 
noise and sensitivity expressions for both the bolometer and the photon detector are then 
applied to each image frame of simulated data to produce an image sequence that models 
the thermal images that would be collected, by each detector, during cyclic loading expressed 
in terms of DL.  The final step is to extract the TSA data T, ΔT and Φ, from T(x,y,t) in DL. This 
was done by applying a nonlinear optimisation using a cost function of the RMS error between 
T(x,y,t) and values computed using equation (8) on each pixel in each frame of the image 
sequence. It should be noted that as the surface emissivity of the black body, used to collect 
the data to construct the model, is slightly greater (by approximately 0.03 to 0.04) than the 
matt black paint used in the experiments the response given by the models should be greater 
than that of the experiment.   
 
A comparison of the ΔT experimental and simulated results for the microbolometer is shown 
in Figure 5. The experimental data shows the typical cardioid shape expected in the region of 
the crack tip [12]. However, the modelled ΔT values are approximately 2.5 times larger than 
the experimental results. This is because the microbolometer is not able to respond 
adequately to the rapid temperature changes occurring in the experiment and acts effectively 
as a low pass filter [13] [14].  The microbolometer is limited in its response by its thermal time 
constant which is fixed and is based on the sensor material and architecture; for the FLIR 
A655SC this is 8 ms and the response time is much longer [15]. The overall filtering effect is 
shown in Figure 6 where a plot of the raw temperature data from a single pixel is shown against 
time. The reconstructed thermoelastic response is also shown in the plot, which is sinusoidal 
with a frequency of 10 Hz, and a T0 of around room temperature (which is correct). However, 
ΔT is much smaller than the expected value of 0.65 K because of the detector response time. 
 
It has been shown that accurate ΔT values can be obtained through a calibration procedure 
that accounts for the reduction in the response at each loading frequency [13], but this requires 
additional processing. Figure 7 shows experimental ΔT plots from the microbolometer and 
from the photon detector, in Kelvin, after the calibration procedure has been applied to the 
microbolometer data; there is a reasonable qualitative correspondence. However, it is evident 
that the effect of rigid body motion, which has not been corrected for in the bolometer data, is 
smearing the response and is particularly noticeable around the machined notch. An estimate 
of the motion local to the notch, which is 7 mm in length, can be provided by scaling the image 
and is about 1 mm. Therefore, the distorted image from the bolometer, alongside the additional 
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noise, can be attributed to the motion. The motion can be corrected for by additional 
processing of the thermal images using image correlation approaches, e.g. [16], but is not 
done here as the object of the paper is demonstrate the raw thermal data can be used directly 
to monitor and assess the crack growth.  Another reason for the difference may be attributed 
to the lack of an analogue voltage input to the Flir A655SC microbolometer and hence the 
necessity to use the approximated loading frequency from the test machine display. 
Additionally, as it is not possible to simultaneously record the load cell output (see Figure 1) 
for the lock in, it was necessary to simulate the phase of the response. This was achieved by 
first creating a simulated “lock in” signal at the loading frequency measured from the test 
machine, then the phase value that occurred most frequently in the photon detector data was 
used to adjust the bolometer phase value to match.  
 
A qualitative visual assessment of the photon detector model in Figure 8, shows that there is 
a stress concentration at the crack-tip but response is much smaller (note the different scale); 
this is because the model is constructed using data captured with a shorter integration time, 
than used in the experiment.  Therefore, another model was produced by collecting data from 
the black body at the same integration time as the experiment of 1332 µs. The black body 
temperature was restricted because of saturation of the detector, so only 3 temperatures were 
used in the model, but 5 frame rates were used. The resulting model output is shown in Figure 
8 and clearly corresponds very well to the experimental data.    However, some key important 
differences highlight the deficiencies in using the Westergaard equations to fit the 
thermoelastic response, which only consider linear elastic behaviour and assume a centrally 
placed crack in a thin infinite plate.  To highlight these differences and additional plot is 
provided in Figure 8, which shows a difference map of the experimental data subtracted from 
the model data. There is a large negative difference close to the crack tip because of the heat 
generated as a consequence of plasticity. Away from the crack, in the region of more uniform 
stress that is unaffected by heat transfer from the plastic zone, the thermoelastic response 
predicted by the model is slightly greater than that of the experiment. This is because the 
emissivity of the black body used to generate the model data, is greater than that of the matt 
black paint used to coat the test specimen.  
 
To make a quantitative comparison of the noise in the experimental data with that of the model 
for the TSA processing an area to the top right of each image in Figures 5 and 8 was analysed. 
The area was 30 x 30 pixels in size and in a region of more uniform stress away from the 
influence of the crack tip. Table 3 gives the mean, standard deviation and coefficient of 
variation of the thermoelastic response for the model and experimental data for both the 
microbolometer and the photon detector in DL. Accepting the response over the region may 
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vary slightly, due to the stress gradient across the region, the results demonstrate clearly how 
the TSA processing facilitates the identification of the very small thermoelastic temperature 
change. The mean TSA values given in Table 3 are well below the noise threshold value of 
both the detector types, as provided in Figure 2. However, it should be considered that the T0 
(see equation (8)) values are of the order 13000 DL for the bolometer and 5000 DL for the 
photon detector, which are well above the noise threshold for both cameras.  For the 
microbolometer the model and the experimental TSA mean and standard deviation values are 
not comparable due to the response time of the detector not being accounted for in the TSA 
processing (as discussed above). However, the coefficient of variation shows that the 
experimental data contains more noise than the model. This is expected because of motion 
and because of surface irregularities in the experiment. The same is seen in the photon 
detector data but here the coefficient of variation is much lower with about 7% noise compared 
to 24% noise for the microbolometer. Interestingly, the models for the photon detector show 
that the noise scales linearly with input (see Figure 2) and is reflected in the TSA processing 
with the increased integration time having no effect on the noise content of the response. 
 
  Table 3. Resolution of TSA analysis for the microbolometer and the photon detector.    
 
 
The modelling approach has demonstrated clearly that although microbolometers have been 
used successfully in TSA studies of material behaviour and crack growth, e.g. [17] [18], their 
use requires significant image and signal processing. Factors to consider include the loading 
frequency calibration and any motion correction both of which require further processing, and 
they do not readily have the inbuilt capacity to read in the a signal from the load cell to perform 
the lock-in. Hence, in the following sections the thermal images captured by the photon 
detector are processed in to TSA data and then are used to provide validation of the automated 
crack assessment and monitoring procedure implemented using only raw thermal data from 
the microbolometer. 
 
4 Assessing and monitoring crack growth using TSA 
The diagram in Figure 1 indicates that the raw thermal images require significant processing 
to extract T0, ΔT and Φ (see equation 8). There is a substantial body of successful work dating 
back to papers by Stanley and his co-workers in the 1980s [8], e.g. [12] [19] [20] [21] [22] [23], 
Experiment Model Experiment Model 500 µs Model 1332 µs
Mean (DL) 4.328 15.841 20.158 8.350 21.472
Standard deviation (DL) 1.049 2.878 1.448 0.327 0.638
Coefficient of variation (%) 24.2 18.2 7.2 3.9 3.0
Microbolometer Photon Detector
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where SIFs are extracted from the thermoelastic response. However, adopting these 
procedures for monitoring the crack progression would be inefficient due to the post 
processing that is required in addition to simply deriving ΔT from the thermal images. Work 
has been conducted on using the thermoelastic phase data to establish the position of the 
crack tip and derive the SIF [24] [25] but also requires the additional post processing.  Here, 
the proposal is to use T0 to establish the crack-tip location and determine the crack advance. 
The aim is to demonstrate that the crack propagation can be monitored using a temperature 
measurement alone, using T0 as an analogue for the raw temperature data taken directly from 
thermal images as a first step, because T0 is extracted from a long image series collected for 
TSA the effect of noise is minimised.  Therefore, in the preliminary tests to determine the 
suitability of using IR techniques for crack growth monitoring, only the FLIR SC5500 series 
photon detector was used. To provide a route for validation, TSA post processing was applied 
to give not only T0, but ΔT and Φ as well. If the position of the crack tip can be identified using 
this data then the crack length can be established, so KI can be obtained as follows [1]: 
 I σ π=K C a  (9) 
where σ is the applied stress in the specimen section away from the crack and  a is the total 
crack length (including the initial notch which in all cases was 7mm long- see Figure 4) and C 
is the SIF geometry function [7]: 
        = − + − +       
       
2 3 4
1.12 0.2318 10.55 21.72 30.39a a a aC
W W W W  
   (10) 
where W is the specimen width. 
 
By plotting the crack growth rate (da/dN) and the temperature evolution rate (dT/dN), against 
∆KI, it can be determined if the temperature evolutions follow the Paris law.  The x and y 
coordinates of the maximum T0 can be identified in the TSA data and used with the known 
applied stress to give KI. The location of the crack tip relative to the end of the notch in the 
SENT specimen is given in pixels; this is converted to metres, to give a in equation (9) using 
the known notch length. Additionally, as a means of validation, ΔT can be used to provide KI 











where m is the gradient of a plot of 1/(ΔT/T0)2max, against the y coordinate.  
 
A SENT specimen was cyclically fatigued in load control at a constant load amplitude. The 
specimen was subjected to a mean load of 11.55 kN and an amplitude of +/- 9.45 kN at a 
frequency of 10 Hz, giving an R value of 0.1. The test specimen was tested continuously to 
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failure. T0, ΔT and Φ were obtained by applying TSA to an images series of 1000 frames 
captured every 1000 cycles; the photon detector frame rate was 383 Hz, with an integration 
time of 1332 µs.   
 
In the wake of the crack tip ‘hotspots’ develop due to frictional heating as the crack faces rub 
together. Away from the vicinity of the crack tip, additional spurious hot spots may occur as a 
result of, e.g., reflections.  To eliminate these hotspots from the analysis, a region of interest 
was defined as a maximum of five horizontal pixel rows either side of the crack tip, and ahead 
of the crack tip. In Figure 9, three horizontal T0 profiles are shown taken from three adjacent 
horizontal lines of pixels from the edge of the specimen. Overlaid on the T0 plots in Figure 9 
is a plot of the phase values taken along the crack line. It is clear that to the left of the sharp 
change in the phase the noisy T0 values occur because of the crack face rubbing. It should be 
noted that the sharp change in phase is an artefact of plotting the phase values between -180o 
and +180o. The plastic region at the crack tip causes localised heating and heat transfer. To 
the right of the sharp change in phase the region affected by the plasticity is identified between 
16.5 and 18.5 mm, after which the phase returns to a constant value. It is clear that attempting 
to identify the crack tip using the phase data is open to interpretation, in Figure 9 this could be 
located according to the phase anywhere between 16.5 and 18.5 mm. Therefore, only the 
maximum value of T0 is used in the following analysis to locate crack tip. Furthermore, without 
the TSA processing only the maximum temperature value could be used to monitor the crack 
propagation.  
 
To derive KI from the thermoelastic data and provide additional validation, 1/(ΔT/T0)2max, must 
be plotted against the y coordinate of each horizontal line in the ΔT image [8]. A Matlab script 
was developed to extract the gradient of the plot from each image series captured as the crack 
advances. As equation (11) was developed from the Westergaard equations and linear elastic 
fracture mechanics the script only considers data between 0.5 mm and 4 mm away from the 
crack tip (i.e. r << a).  
 
The thermoelastic constant, K, was calculated using an average value of ΔT/T0 away from the 










The crack length determined from maximum T0 and ∆T were used to calculate KI. Figure 10 
plots the evolution of KI with cycle count using the crack length and equation (11). The TSA 
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data is given in two forms, with and without the geometry correction given in equation (10). It 
is evident that the geometry correction is required as this results in a good correlation between 
the SIFs calculated from the location of the maximum T0 and the SIFs calculated using 
equation (11). As the crack advances the difference in the SIFs calculated by two technique 
increases with the equation (11) giving slightly larger values.  Figure 10 validates that the 
crack length determined using a temperature measure alone can provide the necessary 
information to determine SIFs.  
 
To investigate if the temperature measurement is related directly to the SIF, Figure 11 plots 
the crack propagation rate, da/dN, and temperature evolution rate, dT0/dN, against the change 
in stress intensity factor, ΔKI, for the constant load test. Linear trend lines for both datasets 
are also included, with their corresponding equations. The trend line equations give the Paris 
law parameters axis intercept point and gradient from the da/dN plot as 1.50x10-7 m/cycle and 
1.28x10-7 m1/2/MPa cycle respectively and from the dT/dN plot as -1.11x10-4 oC/cycle and 
2.59x10-4 oC/MPa m1/2 cycle respectively. Although the ‘Paris parameters’ are different, it is 
encouraging to note that the rate of temperature evolution is linear and follows the same trend 
as the measured crack propagation. This strongly indicates that crack growth can be 
monitored using the temperature directly measured at the crack tip instead of monitoring the 
crack tip location. Moreover, comparison of the two gradient indicates the temperature 
provides a very sensitive measure of crack growth (in 316L stainless steel) of approximately 
0.5 mm/oC, albeit using very sparse data. Another important observation from Figure 11 is the 
lack of data at the end of the test, where the rapidly growing crack leads to a change in Δ KI 
of 8.013 to 26.096 across three data points. This identifies the need to control the crack 
propagation so that more data points can be obtained from the end of the test. The next step 
is to demonstrate that the bolometer alone can automatically detect the crack advance 
accurately using raw temperature data obtained directly from the camera output.   
 
6 Using the microbolometer for automatic monitoring of crack growth  
For the purposes of validation, both types of IR detector were positioned so that each side of 
a SENT specimen was viewed simultaneously. The photon detector had its recording 
parameters set identically to that described in the previous section; the bolometer was set to 
record at a frame rate of 50 Hz. The stand-off distance was such that the spatial resolution for 
the photon detector images was 0.132 mm/pixel and 0.2 mm/pixel for the microbolometer 
images. To enable more data points to be collected towards the end of the test and to establish 
the sensitivity of the technique to changing crack-tip stresses the test was controlled to provide 
a constant crack growth rate based on the results from the previous section. The target was 
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to provide a linear increase in KI, so the SENT specimen was cyclically loaded with a stepped 
decreasing load amplitude. The specimen was initially subjected to a mean load of 11.55 kN 
and an amplitude of +/- 9.45 kN, giving an initial R value of 0.1, and at a frequency of 10 Hz. 
The loading frequency remained constant throughout the test, and the R value reduced. 
 
The point at which the load amplitude was reduced was when the test machine read-out 
showed the maximum displacement had increased by 0.01 mm, as in the constant load 
amplitude test described in the previous section 0.01 mm was the displacement where the 
temperature started to increase more rapidly (see Figure 12). The test machine controller was 
set to reduce the load amplitude when the maximum displacement increased to 0.01; the 
mean load and frequency were maintained, and the test continued without interruption. After 
100 cycles at the lower amplitude, a new reference maximum displacement was recorded. 
The displacement was monitored until another 0.01 mm increase from the new reference value 
was recorded, then a further reduction in load amplitude was applied. The process was 
repeated four times before the test was stopped. Table 4 shows the mean load and different 
load amplitude applied during the tests, and the cycle numbers when each were applied.  
 
Table 4. Loads for controlled crack growth test. 
 
 
The crack tip monitoring techniques used with the photon detector were repeated for this test. 
For the microbolometer, the embedded ResearchIR software was used to identify the 
maximum temperature within a user defined region of interest and the related x and y pixel 
coordinates for each image in the temporal sequence. The temporal sequence of maximum 
temperatures, and coordinates, was inspected to find the highest value. The coordinates of 
the highest maximum temperature within the sequence was defined as the crack tip location. 
 
To automate the process an automatic crack tip detection and tracking algorithm was 
implemented in Matlab and applied to the image sequences collected from the microbolometer 
as the crack progressed. The crack tip position was established by locating the maximum 
difference in temperature at each pixel over the 100 images in each sequence. To identify the 
maximum temperature difference the temporal minimum is subtracted from the temporal 
maximum of the recorded images at each pixel. A temporal mean is established for each pixel 
which is used to create the mean matrix, by averaging all the recorded images with time. The 
detection matrix is obtained by dividing each value of the range matrix by the corresponding 
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value in the mean matrix. The crack tip location is at the maximum value of the detection 
matrix. 
 
To start the process, only a-priori knowledge of an approximate crack propagation direction is 
required. For the very first set of recorded images, the crack tip location is unknown and a 
manual selection process has to be followed, which in the SENT specimen is easily identifiable 
because of the starter notch. For the following sets of recorded images, the search window is 
positioned such that the only the part of the matrix that is in front of the crack tip along the 
propagation direction could be used to identify the crack tip location. This search window 
follows the last found crack tip location. As the data processing time is short, around 5 
seconds, the crack tracking can be carried out on image sequences as they are captured, and 
a live readout is produced of the crack advance in the image frame alongside a calculation of 
KI, which is also output as a live display. Moreover, a threshold can be set for KI so that when 
this is exceeded a command signal could be sent to the actuator controller.  For the case of 
the SENT specimen there is an analytical solution for KI, as is the case for several other 
standard test specimens, which are provided in the literature, e.g. [7]. It would be a 
straightforward proposition to implement these into the crack tracking algorithm. For a general 
structure, these are not available, but it would still be possible to track the crack tip location, 
and use approximations to establish KI; this is the object of further work in particular 
application to composite materials.  
 
Figure 13 plots the evolution of the maximum temperature, from both the photon detector T0 
and microbolometer T, and the maximum and minimum actuator displacement with cycle 
count. The maximum actuator displacement line clearly shows the progress of the crack 
opening and the effect of the load reductions.  It can be seen that there is a small acceleration 
in the temperature change rate, measured by both the photon detector and microbolometer, 
just before each load reduction, indicating that the crack growth could be controlled by using 
an increase in the gradient of the temperature change to trigger an actuator control action. 
There is also a drop in temperature just after the decrease in the load amplitude which is 
expected due to the resulting reduced crack-tip stresses and plasticity. Whilst the 
microbolometer temperature follows the general trend of photon detector, as predicted by the 
model there is more noise, resulting from the lower sensitivity and also the effects of motion, 
but also because the data has not been processed by the lock-in. In the first load step, it can 
be seen that there is a small difference between the photon detector T0   and the maximum 
temperature extracted from the microbolometer. This can be attributed to the larger motion 
experienced in the first load step, which is compensated for only in the photon detector data.  
As the load is reduced to control the crack propagation there is less energy dissipated as heat 
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at the crack tip and hence identifying clear changes in temperature becomes more difficult. 
This is clear in the final load step in Figure 13 where the scatter in the response from the 
microbolometer is greater than the temperature increase over the loading step. A comparison 
of the manual and automated crack monitoring approach using the raw thermal data shows 
that both provide virtually identical results, which demonstrates that effectiveness of the 
automated procedure. 
In Figure 14 the evolution of KI against cycle count is plotted. KI is derived using the crack 
length derived from the maximum temperature using Equation (11); i.e. T0 for the photon 
detector and T for the bolometer using both the manual and automatic monitoring procedure. 
Figure 14a shows the evolution of ∆KI and Figure 14b shows for comparison the evolution of 
KImax. As expected, the reduction in the load causes a reduction in ∆KI, which then increases 
as the crack propagates. For KImax the increase is constant demonstrating the potential to 
adopt such an approach for actuator control. It is very clear that the KI values obtained from 
each temperature measurement correspond practically exactly to each other and 
demonstrates that the microbolometer can be used as a simple automatic non-contact crack 
tracking device despite the increased noise in the thermal data. The reason for this is because 
the crack tracking algorithm is not dependent on the absolute value of Tmax but only its location. 
It should be noted that the sharp reduction in KI and the plateauing of the crack growth rate is 
primarily due to the coarse control of the test machine. Figure 15 shows the final image with 
the automatically derived crack path overlaid. It is clear from the image that there is some 
localised heating occurring at the start of the crack which could be attributed to frictional 
effects. However the hot spot at the crack tip is clear and it is evident that tracking the hot spot 
closely follows the crack propagation.   
 
7 Conclusions 
It has been demonstrated that a camera model can be developed that incorporates the 
inherent camera noise and sensitivity and used to evaluate the performance of IR detectors 
when used for TSA. The models revealed that careful selection of the integration time is 
required when using the photon detector. However, the bolometer did not produce the 
expected thermoelastic response predicted by the model, because of the fixed response time 
of the system, which is dependent on the detector material. As the bolometer simply acts as 
a low pass filter on the cyclic temperature data it is possible to conduct a linear calibration to 
obtain the correct thermoelastic response. However, using TSA as a basis for directly 
monitoring the crack propagation using the low cost microbolometer was discounted because 
of the extra processing required on the thermal data. Instead a procedure has been developed 
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and demonstrated that utilises directly the unprocessed output from the microbolometer in an 
automated approach.   
 
A SENT specimen subjected to a constant amplitude load was used to evaluate the feasibility 
of using mean temperature measurement to derive SIFs. The feasibility was demonstrated 
using photon detector and lock-in processing to provide a mean temperature value over 1000 
images, which was used to determine the crack length. It was shown that this approach could 
provide SIFs to the same level of accuracy as a well-established approach based on the 
thermoelastic response.   
 
The effectiveness of the microbolometer for tracking the crack-tip was then evaluated using 
the approach developed using the photon detector. It was shown that the raw thermal data 
from 100 frames could be used to determine the crack length. An automatic crack tip tracking 
procedure was developed that was shown to be equally effective as the manual procedure 
and can be carried out live as the crack progresses.  
 
In summary: 
• Both the photon detector and microbolometer were able to detect and monitor crack 
growth.  
• The SIF derived directly from the thermoelastic response correlated virtually exactly 
with the SIF’s obtained from the crack length measurements.  
• The temperature increase rate correlated well with the Paris crack growth law.  
 
The work described in the paper has demonstrated infrared techniques can be used to monitor 
crack growth. Moreover, low-cost microbolometers have been shown to be as effective as 
photon detectors for monitoring crack progression by utilising raw temperature data rather 
than using TSA processing to evaluate the SIFs. Furthermore, the automated crack tracking 
approach to evaluate the SIFs is independent of loading frequency and material, which need 
to be considered when applying TSA to evaluate the SIFs. It may also be concluded that if the 
microbolometer could be incorporated into an actuator control system then its output could be 
used directly to control the actuator displacement. The low cost of microbolometers means 
that many cameras could be used in large structural tests both for crack monitoring and 
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Figure 1. Proposed automatic crack monitoring and assessment procedure 
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Figure 2. Noise plots for FLIR SC5500 photon detector (left) and FLIR A655SC 
microbolometer (right). 
 
   
 
Figure 3. Sensitivity plots for FLIR SC5500 photon detector (left) and FLIR A655SC 
microbolometer (right). 
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Figure 4. SENT specimen geometry and coordinate system around the crack tip 
 
 
   
Figure 5. Thermoelastic response for microbolometer (DL), experimental (left) model (right) 
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Figure 7. Microbolometer calibrated ∆T [13] (top) and photon detector measured ∆T 
(bottom). 
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Figure 8. Thermoelastic response for photon detector (DL), experiment (top left) model IT = 
500 µs (top right), model IT = 1332 µs (bottom left), Difference map of model – experiment 
(bottom right) IT = 1332 µs.  
 
 
Figure 9. Typical crack profile plots of mean temperature, T0, and phase,φ. 
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Figure 10. Evolution of ∆KI with cycle count calculated using the maximum T0 crack length 
measurement technique and from the thermoelastic response during the constant load test. 
 
 
Figure 11. Plot of dT0/dN and da/dN against ΔKI for constant load test. 
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Figure 12. Evolution of the maximum temperature, T0, and maximum and minimum position 




Figure 13. Evolution of the maximum temperature and maximum and minimum position with 
cycle count for the controlled crack growth test. 
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Figure 14. Evolution of SIF with cycle count calculated using the three crack length 
measurement techniques for the controlled crack growth test: (a) ∆KI (b) KImax. 
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Figure 15. Screen shot from automatic crack monitoring software. 
