Regression discontinuity (RD) designs are viewed as one of the most credible identification strategies for program evaluation and causal inference. However, RD treatment effect estimands are necessarily local, making the extrapolation of these effects a critical open question. We introduce a new method for extrapolation of RD effects that exploits the presence of multiple cutoffs, and is therefore design-based. Our approach relies on an easy-to-interpret identifying assumption that mimics the idea of "common trends" in differences-in-differences designs. We illustrate our methods with a study of the effect of a cash transfer program for post-education attendance in Colombia.
Introduction
In the absence of a randomized experiment, the regression discontinuity (RD) design offers one of the most credible strategies to study treatment effects.
1 A RD design occurs when units receive a score, and a treatment is assigned based on whether the score exceeds a known cutoff value: units with scores above the cutoff are assigned to the treatment condition, and units with scores below the cutoff are assigned to the control condition. This treatment assignment rule creates a discontinuity in the probability of receiving treatment which, under the assumption that the units' average characteristics do not change abruptly at the cutoff, offers a simple way to learn about a treatment effect by comparing units barely above and barely below the cutoff.
The RD design has become a standard tool in a wide range of disciplines, including education, economics, epidemiology, medicine, political science, public policy, and statistics, among others. The routine use of RD allows researchers to rigorously study the effects of treatments that, in many cases, could not have been randomly assigned. The standard RD design, however, has an important limitation: it only identifies the average treatment effect at the cutoff, providing no information about the treatment effects at other values of the running variable. Thus, by its very nature, the canonical RD parameter is local and has limited external validity. The development of tools to extrapolate RD treatment effects away from the cutoff is one of the most critical outstanding issues in the RD methodological literature.
We propose a method for the extrapolation of RD effects exploiting a common feature available in many settings: the presence of multiple cutoffs along the running variable. This design, which we call the Multi-Cutoff RD design (Cattaneo, Keele, Titiunik and VazquezBare, 2016) , is one in which the same treatment is given to all units based on whether the RD score exceeds a cutoff, but different units are exposed to different cutoffs. This contrasts with the assignment rule in the standard RD design, in which all units face the same cutoff value.
The availability of multiple cutoffs is common in practice, which makes our extrapolation method widely applicable.
2 In fact, many of the canonical single-cutoff RD applications are in fact Multi-Cutoff RD designs where the score has been normalized for convenience.
Our method relies on a simple idea: when different units are exposed to different cutoffs, units with the same value of the score may be assigned to different treatment conditions, relaxing the strict lack of overlap between treated and control score values that is characteristic of the single-cutoff RD design. For example, consider the simplest Multi-Cutoff RD design with two cutoffs, c 1 and c 2 , with c 1 < c 2 , where we wish to estimate the average treatment effect at a pointx ∈ (c 1 , c 2 ). Units exposed to c 1 receive the treatment according to 1(X i ≥ c 1 ), where X i is unit's i score and 1(.) is the indicator function, so they are all treated atx. However, the same design contains units who receive the treatment according to 1(X i ≥ c 2 ), so they are controls at both X =x and X = c 1 . Our idea is to compare the observable difference in the control groups at the low cutoff c 1 and assume that the same difference in control groups occurs at the interior pointx. This allows us to identify the average treatment effect for all score values between the cutoffs c 1 and c 2 . This idea, which is analogous to the "parallel trends" assumption in difference-in-difference designs (Abadie, 2005) , can be further extended to allow for non-parallel control regression functions or to hold conditionally on pre-intervention covariates.
Our paper adds to the recent literature on RD extrapolation methods. This literature can be classified into two groups: strategies assuming the availability of external information, and strategies based only on information from within the research design. Approaches based on external information include Wing and Cook (2013) , Rokkanen (2015) , and Angrist and Rokkanen (2015) . Rokkanen (2015) assumes that multiple measures of the running variable are available, and all measures capture the same latent factor; identification relies on the assumption that the potential outcomes are conditionally independent of the available measurements given the latent factor. Angrist and Rokkanen (2015) rely on pre-intervention covariates, assuming that the running variable is ignorable conditional on the covariates over the whole range of extrapolation. Wing and Cook (2013) rely on a pre-intervention measure of the outcome variable, which they use to impute the treated-control differences of the post-intervention outcome above the cutoff. All these approaches assume the availability of external information that is not part of the original RD design.
In contrast, the extrapolation approach in Dong and Lewbel (2015) requires only the score and outcome in the standard RD design. These authors assume mild smoothness conditions to identify the derivatives of the average treatment effect with respect to the score, which allows for a local extrapolation of the standard RD treatment effect to score values marginally above the cutoff. Our approach also belongs to this group, as it relies on within-design information, using only the score and outcome in the Multi-Cutoff RD design. We further discuss the connections between their method and ours in Section 2.3. Finally, Bertanha and Imbens (2018) exploit a design feature (i.e., imperfect treatment compliance) in singlecutoff Fuzzy RD designs to assess external validity, though their method is conceptually quite different from ours.
We illustrate our method with an extrapolation analysis of the ACCES (Acceso con Calidad a la Educación Superior ) program, in Colombia, which provides credit to underprivileged populations to pay for post-secondary education. Program eligibility is based on whether the student's grade in a high school exit exam exceeds a cutoff, but these cutoffs vary by geographic region and by year. This data was originally assembled and analyzed by Melguizo, Sanchez and Velasco (2016) , employing a single RD design via normalizing-and-pooling of the cutoffs and score variable.
Extrapolation in Multi-Cutoff RD Designs
We let X i be the running variable (score) for unit i, which is assumed to be continuous with a continuous density f X (x) and support X. Unlike the canonical RD design where the cutoff is a fixed scalar, in a Multi-Cutoff RD design the cutoff faced by unit i is a random variable C i taking values in a set C ⊂ X. For simplicity, we focus on a setup with only two cutoffs: C = {l, h}, with l < h and l, h ∈ X. Extensions to more than two cutoffs and to geographic and multi-score RD designs are discussed in the supplemental appendix.
The conditional density of the running variable at each cutoff is f X|C (x|c) for each c ∈ C.
We focus on sharp RD designs, where treatment assignment and status are identical and are denoted by D i = 1(X i ≥ C i ). Finally, we let Y i (1) and Y i (0) denote the potential outcomes of unit i under treatment and control, respectively, and
The potential and observed outcome regression functions are given, respectively, by
We express all parameters of interest in terms of the "response" function
The response function measures the treatment effect for the subpopulation exposed to cutoff c when the running variable takes the value x. For a fixed cutoff c, it records how the treatment effect for the subpopulation exposed to this cutoff varies with the running variable. As such, it captures the key quantity of interest when extrapolating the RD treatment effect. The usual parameter of interest in the standard (single-cutoff) RD design is a particular case of τ c (x) when cutoff and score coincide:
It is well known (Hahn, Todd and van der Klaauw, 2001 ) that, via continuity assumptions, the function τ c (x) is nonparametrically identifiable at the single point x = c, which limits the external validity of the parameter. Our approach exploits the presence of multiple cutoffs to identify this function at other points on a portion of the support of the score variable. Figure 1 contains a graphical representation of our extrapolation approach for MultiCutoff RD designs. In the plot, there are two populations, one exposed to the "low" cutoff l, and another exposed to the "high" cutoff h. The RD effects for each subpopulation are, respectively, τ l (l) and τ h (h). We seek to learn about the effects of the treatment at points other than the particular cutoff to which units were exposed. Below, we develop a framework for the identification of τ l (x) for l < x < h, so that we can assess what would have been the average treatment effect for the (treated) subpopulation exposed to the cutoff l at score values above .
In our framework, the multiple cutoffs define different subpopulations. In some cases, the cutoff depends only on characteristics of the units, such as when the cutoffs are cumulative and increase as the score falls in increasingly higher ranges. In other cases, the cutoff to which a unit is exposed depends on external features, such as when different cutoffs are used in different geographic regions or time periods. This means that, in our framework, the cutoff C i acts as an index for different subpopulation "types", capturing both observed and unobserved characteristics of the units.
Given the subpopulations defined by the cutoff values actually used in Multi-Cutoff RD design, we consider the effect that the treatment would have had for those subpopulations had the units had a higher score value than observed. This is why, in our notation, the index for the cutoff value is fixed, and the index for the score is allowed to vary and is the main argument of the regression functions. This conveys the idea that the subpopulations are defined by the multiple cutoffs actually employed, and our exercise focuses on studying the treatment effect at different score values for those pre-defined subpopulations. For example, this settings covers RD designs with a common running variable but with cutoffs varying by regions, schools, firms, or some other cluster-based variable. Thus, our method is not appropriate to extrapolate to populations outside the those defined by the Multi-Cutoff RD design.
Identification Results
The main challenge to the identification of extrapolated treatment effects in the single-cutoff (sharp) RD design is the lack of observed control outcomes for score values above the cutoff.
In the Multi-Cutoff RD design, we still face this challenge for a given subpopulation, but we have other subpopulations exposed to higher cutoff values that, under some assumptions, can aid in solving the missing data problem and identify average treatment effects. Before turning to the formal derivations, we illustrate the problem graphically.
Figure 2(a) illustrates the regression functions for the populations exposed to cutoffs l and h, with the function µ 1,h (x) omitted for simplicity. We seek an estimate of τ l (x), the average effect of the treatment at the pointx ∈ (l, h) for the subpopulation exposed to the lower cutoff l. In the figure, this parameter is represented by the segment ab. The main identification challenge is that we only observe the point a, which corresponds to µ 1,l (x), the treated regression function for the population exposed to l, but we fail to observe its control counterpart µ 0,l (x) (point b), because all units exposed to cutoff l are treated at any x > l.
We use the control group of the population exposed to the higher cutoff, h, to infer what would have been the control response at the pointx ∈ (l, h) of units exposed to the lower cutoff l. At the point X i =x, the control response of the population exposed to h is µ 0,h (x), which is represented by the point c in Figure 2 (a). Since all units in this subpopulation are untreated atx, the point c is identified by the average observed outcomes of the control units in the subpopulation h at X i =x.
Of course, units facing different cutoffs may differ in both observed and unobserved ways. Thus, there is generally no reason to expect that the average control outcome of the population facing cutoff h will be a good approximation to the average control outcome of the population facing cutoff l. This is captured in Figure 2 (a) by the fact that
. This difference in untreated potential outcomes for units facing different cutoffs can be interpreted as a bias driven by differences in observed and unobserved characteristics of the different subpopulations, analogous to site selection bias in multiple randomized trials (Allcott, 2015) . We formalize this idea with the following definition:
There is bias from exposure to different cutoffs if B(x, c, c ) = 0 for some c, c ∈ C, c = c and for some x ∈ X. Table 1 defines the parameters associated with the corresponding segments in Figure   2 (a). The parameter of interest, τ l (x), is unobservable because we fail to observe µ 0,l (x).
If we replaced µ 0,l (x) with µ 0,h (x), we would be able to estimate the distance between ac.
This distance, which is observable, is the sum of the parameter of interest, τ l (x), plus the bias B(x, c, c ) that arises from using the control group in the h subpopulation instead of the control group in the l subpopulation. Graphically, ac = ab + bc. Since we focus on the two-cutoff case, we denote the bias by B(x) to simplify the notation.
We use the distance between the control groups facing the two different cutoffs at a point where both are observable, to approximate the unobservable distance between them atxthat is, to approximate the bias B(x). As shown in the figure, at l, all units facing cutoff h are controls and all units facing cutoff l are treated. But under standard RD assumptions, we can identify µ 0,l (l) using the observations in the l subpopulation whose score is just below l. Thus, the bias term B(l), captured in the distance between ed, is estimable from the data.
Graphically, we can identify the extrapolation parameter τ l (x) assuming that the observed difference between the control functions µ 0,l (·) and µ 0,h (·) at l is constant for all values of the score:
We formalize this intuitive result, employing standard continuity assumptions on the relevant regression functions. Specifically, define
Our main extrapolation assumption is that the bias is not a function of the score, which is analogous to the parallel trends assumption in the difference-in-differences design.
Assumption 1 (Constant Bias) B(l) = B(x) for all x ∈ (l, h).
3
Combining the constant bias assumption with the continuity-based identification of the conditional expectation functions allows us to express the unobservable bias for an interior point,x ∈ (l, h), as a function of estimable quantities. The bias at the low cutoff l can be written as
3 While technically our identification result only needs this condition to hold at x = l, in practice it may be hard to argue that the equality between biases holds at a single point.
Under Assumption 1, we have
that is, the average control response for the l subpopulation at the interior pointx is equal to the average observed response of for the h subpopulation at the same point, plus the difference in the average control responses between both subpopulations at the low cutoff l.
This leads to our main identification result.
Theorem 1 (Extrapolation) Under Assumption 1, and standard continuity assumptions in sharp RD designs, τ l (x) is identifiable by
for any pointx ∈ (l, h).
In the supplemental appendix, we discuss two approaches to provide empirical support for the constant bias assumption, i.e. a below-cutoff parallel conditional expectation condition.
We also use that discussion to provide empirical evidence in favor of the assumption in the context of our empirical application. Finally, notice that this result can be extended to hold forx ∈ (l, h] by using side limits appropriately.
Extending the Constant Bias Assumption
Although the constant bias assumption is intuitive and allows for a helpful analogy with the difference-in-differences design, the RD setup offers an extension. Since the score is a continuous random variable, under additional smoothness of the bias function B(x), we can replace the constant bias assumption with the assumption that B(x) can be approximated by a polynomial expansion of B(l) around x ∈ (l, h).
For example, using a polynomial of order one, we can approximate B(x) atx as
whereḂ(
This shows that the constant bias assumption B(x) = B(l) can be seen as a special case of the above approximation, where the first derivatives of µ 0,l (x) and µ 0,h (x) are assumed equal to each other at x =x. In contrast, the approximation in (2) allows these derivatives to be different, and corrects the extrapolation atx using the difference between them at the point l.
This scenario is illustrated in Figure 2 (2) provides a way to correct the bias term to account for the difference in slopes at the low cutoff l. This represents a generalization of the constant assumption, which allowed the intercepts of µ 0,l (x) and µ 0,h (x) to differ, but did not allow their difference to be a function of x. It is straightforward to extend this reasoning to employ higher order polynomials to approximate B(x), at the cost of a stronger smoothness assumption, stated below.
Assumption 2 (Polynomial Bias)
at x = c for all c ∈ C, d = 0, 1 and for some p ∈ {0, 1, 2, ...}.
2. Polynomial Approximation: there exists a p ∈ {0, 1, 2, ...} such that, for x ∈ (l, h)
Substituting Assumption 2 for 1, the extrapolation result in Theorem 1 can be generalized
, where now the bias for the two subpopulations are allowed to differ.
In the supplemental appendix we discuss a second extension of the constant bias assumption. Specifically, following Abadie (2005), we relax the assumption to hold conditionally on observable characteristics, and develop identification results based on an inverse probability weighting scheme.
Connections to Dong and Lewbel (2015)
Both the approach proposed by Dong and Lewbel (2015) and our approach rely only on within-design information, providing extrapolation results using only the score and outcome information available in the RD design. Dong and Lewbel (2015) In contrast, our approach allows for extrapolation to values of the score far from the actual cutoffs, not only values that are infinitesimally close. We obtain this stronger extrapolation result at the cost of assuming constant bias, that is, that the difference in average control responses between subpopulations in the Multi-Cutoff RD is constant as a function of the score. Another difference is that our approach does not assume local policy invariance; on the contrary, we allow the subpopulations exposed to different cutoffs to have different responses even when both responses are evaluated at the same score value. In fact, a central theme of our approach is that, in general, the function that describes how the average control response varies with the score is different for subpopulations exposed to different cutoffs. Moreover, we can recover the treatment effect at the same value of the score for units facing different cutoffs, and test whether they are equal. This means that, although local policy invariance is untestable in a standard single-cutoff RD design, the availability of multiple cutoffs allows us to test (a discrete version of) this assumption.
Extrapolating the Effect of Loan Access on College Enrollment
We illustrate our RD extrapolation approach with a study of the impacts of a subsidized loan program in Colombia (Melguizo, Sanchez and Velasco, 2016) . The ACCES (Acceso In order to be eligible to receive an ACCES credit, students must be admitted to a qualifying higher education program, have good credit standing and, if soliciting the credit in the first or second semester of the higher education program, achieve a minimum grade on a high school exit exam known as SABER 11. This discontinuity in program eligibility based on the exam score leads to a RD design, which was first utilized by Melguizo, Sanchez and Velasco (2016) to study the effect of the program on various educational outcomes among low-income students. The SABER 11 exam that serves as the basis for eligibility to the ACESS program is a national exam administered by the Colombian Institute for the Promotion of Postsecondary Education (ICFES), 5 an institute within Colombia's National Ministry of Education. This exam may be taken in the fall or spring semesters each year, and has a common core of mandatory questions in seven subjects-chemistry, physics, biology, social sciences, philosophy, mathematics, and language. To sort students according to their performance in the exam, ICFES creates an index based on the difference between (i) a weighted average of the standardized grades obtained by the student in each common core subject, and (ii) the within-student standard deviation across the standardized grades in the common core subjects. Henceforth, we refer to this index as the SABER 11 score.
Each semester of every year, ICFES calculates the 1,000-quantiles of the SABER 11 score among all students who took the exam that semester, and assigns a score between 1 and 1,000 to each student according to their position in the distribution-we refer to these scores as the SABER 11 position scores. Thus, the students in that year and semester whose score is in the top 0.1% are assigned a value of 1 (first position), the students whose score is between the top 0.1% and 0.2% are assigned a value of 2 (second position), etc., and the students whose scores are in the bottom 0.1% are assigned a value of 1,000 (the last position).
Every year, the position scores are created separately for each semester, and then pooled. Melguizo, Sanchez and Velasco (2016) provide further details on the Colombian education system and the ACESS program.
In this RD design, the running variable is the SABER 11 position score, and the treatment of interest is receiving approval of the ACESS credit. To be eligible for the program, a student must have a SABER 11 position score at or below the given cutoff-because lower values of the score correspond to higher ranking. In order to maintain the standard definition of RD assignment as having a score above the cutoff, D i = 1(X i ≥ C i ), we multiply the SABER 11 position score by −1. The outcome we analyze is an indicator for whether the student enrolls in a higher education program, one of the three outcomes analyzed by Melguizo, Sanchez and Velasco (2016) . Compliance with the treatment is imperfect, as about 30% of students who are ineligible nonetheless receive a credit approval (there are ways for students to solicit exceptions to the rule). To simplify the analysis and apply a Sharp RD design, we focus on the intention-to-treat effect of program eligibility on higher education enrollment.
Between 2000 extrapolate the average treatment effects at each cutoff to students whose SABER 11 scores are away from the cutoffs actually used to determine eligibility.
In the original analysis, Melguizo et al. (2016) redefined the RD running variable as distance to the cutoff, and analyzed all observations together using a common cutoff equal to zero. They found a positive effect on higher education enrollment of 10 to 17 percentage points, meaning that barely eligible students enroll in higher education at higher rates than barely ineligible students. We reproduce this estimate in Figure 3(a) , and the first panel of Table 2 .
For our extrapolation analysis, we focus on two cutoffs, l = −850 and h = −571. We chose −850 because it has the largest sample size, and −571 because it is sufficiently distant from −850 and has enough observations for analysis. We extrapolate the effect to the point x = −650; our focus is thus the effect of eligibility for ACESS on whether the student enrolls in a higher education program for the subpopulation exposed to cutoff 850 when their SABER 11 score is 650. Table 2 shows the results. Estimation is performed using local polynomial methods with mean-squared-error (MSE) optimal bandwidth, and inference is conducted using robust bias-correction (RBC) methods (Calonico, Cattaneo and Titiunik, 2014; Calonico, Cattaneo and Farrell, 2018a) . 6 We employ local polynomial methods at each cutoff because of their superior performance relative to global polynomial methods (see Calonico, Cattaneo and Titiunik, 2015; Gelman and Imbens, 2018, These results are consistent with the original positive effects of ACESS eligibility on higher education enrollment rates reported in Melguizo, Sanchez and Velasco (2016) .
The extrapolation results are illustrated in Figure 3 (d) and reported in the last two panels of Table 2 . At the −650 cutoff, the treated population exposed to cutoff −850 has an enrollment rate of 0.755, while the control population exposed to cutoff −571 has a rate of 0.706. This naive comparison, however, is likely biased due to unobservable differences between both subpopulations. The bias, which is estimated at the low cutof −850, is −0.141;
showing that the control population exposed to the −850 cutoff has lower enrollment rates at that point than the population exposed to the high cutoff −571 ( 
Conclusion
We offered a framework for the extrapolation of RD treatment effects when the RD design has multiple cutoffs. Our approach relies on the assumption that the average outcome difference between control groups exposed to different cutoffs is constant over the relevant support of the score. Our method does not require any information external to the design, and is applicable whenever two or more cutoffs are used to assign the treatment for different subpopulations, which is an unnoticed common feature of many applications. Our main insight can be extended in multiple directions, including to settings with many cutoffs, constant bias conditional-on-observables (following Abadie, 2005) , and multi-score and geographic designs (Papay et al., 2011; Keele and Titiunik, 2015) . Further methodological discussions along these and other lines are given in the supplemental appendix. Figure 1 Segment Parameter Description
Control facing l vs. control facing h, at X i = l 
