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Abstract 
Management and irrigation of plants increasingly relies on accurate mathematical models for the 
movement of water within unsaturated soils. Current models often use values for water content and 
soil parameters that are averaged over the soil profile. However, many applications require models 
to more accurately represent the soil-plant-atmosphere continuum, in particular, water movement 
and saturation within specific parts of the soil profile. In this paper a mathematical model for water 
uptake by a plant root system from unsaturated soil is presented. The model provides an estimate of 
the water content level within the soil at different depths, and the uptake of water by the root 
system. The model was validated using field data, which includes hourly water content values at five 
different soil depths under a grass/herb cover over one year, to obtain a fully calibrated system for 
plant water uptake with respect to climate conditions. When compared quantitatively to a simple 
water balance model, the proposed model achieves a better fit to the experimental data due to its 
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ability to vary water content with depth. To accurately model the water content in the soil profile, 
the soil water retention curve and saturated hydraulic conductivity needed to vary with depth.  
1. Introduction 
In the UK, shrink and swell displacements caused by seasonal changes in clay soil water content can 
cause serviceability problems for vegetated earthworks (Andrei,  2000;  O’Brien,  2007)  and 
exacerbate the progressive failure of clay slopes (Vaughan et al, 2004). Clay shrinkage in dry 
summers also regularly causes damage to older buildings constructed on shallow foundations 
(Driscoll, 1983).  
With the onset of global warming, weather systems and in particular rainfall patterns are likely to 
change. This climatic change will have an impact on plants that interact with engineered structures 
such as earthworks and shallow foundations (Clarke and Smethurst, 2010). In order to optimize soil-
water and plant management strategies it is necessary to understand current plant-soil systems and 
their reactions to varying rainfall and climate patterns.  
A number of agronomic models exist that calculate changes in water content within the soil in 
response to climate and plant water uptake. However, many of these models only estimate the 
average water saturation level within the plant root zone. Common examples used in agriculture 
(and to some extent, in engineering, e.g. Clarke and Smethurst, 2010) include DASSAT (Jones et al, 
2003), APSIM (McCown et al, 1996) and CROPWAT (Clarke et al, 1998).  
CROPWAT carries out a water balance calculation for the rooting zone, determining an average soil 
saturation which varies in response to rainfall infiltration and plant evapotranspiration, calculated 
using the Penman-Monteith equation (Allen et al, 1994). Many of these models are adequate for 
simple crop management and irrigation purposes. However, applications in engineering and 
agricultural sciences need models to more accurately represent the soil-plant-atmosphere 
continuum, in particular the water movement and content within specific parts of the soil profile. In 
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engineering, the stability of many embankments and cut slopes is dependent on the presence of soil 
suctions both within and below the rooting zone, and more advanced models are needed to 
investigate vegetation management options (Loveridge et al, 2010; Briggs et al, 2013). 
A difficulty with trying to model the water content levels at different soil depths is the 
characterisation of the parameters that control the soil water content and flow processes. Both soil 
water retention and permeability can be difficult to measure accurately, and there is often little or 
no site specific data, yet modelling responses can be very sensitive to these parameters (Rahardjo et 
al, 2001; Rouainia et al, 2009; Nyambayo and Potts, 2010; Smethurst et al, 2012). Data on root 
structures and temporal soil and plant interactions with time can also be sparse. However, there are 
often good records for water content and climate conditions, which can be used to calibrate models. 
This paper develops a computational approach to calculate the water content at different depths in 
the soil based on an extension of the model for water flow and plant water uptake given by Roose 
and Fowler (2004). Environmental inputs are added which estimate the water flux into the soil and 
root internal pressure. This model is validated against climate and water content data measured by 
Smethurst et al (2012) at a site in Newbury. A numerical procedure is then used to optimise the 
model input parameters and distributions of some of the more uncertain soil parameters (such as 
soil permeability, soil-water retention, and root density) to obtain a best fit to the measured water 
content data. The model is spatially explicit, allowing the distribution of water within the soil profile 
to be determined.   
 
2. Field data 
The field data used to calibrate the numerical model have been taken from instrumentation installed 
into a cut slope adjacent to the A34 Newbury bypass in England (Ordnance Survey grid reference 
SU455652). The site, and the full range of instrumentation installed, is described in detail in 
4 
 
Smethurst et al (2006, 2012). The 16 degree, 8 m high slope is cut entirely within London Clay, which 
is weathered over a depth of about 2.5 to 3.0 m below the original ground level (Fig. 1).  
The vegetation cover is primarily rough grass with herbs, with some small shrubs mainly of Hazel, 
which towards the start of the study (the data used are from 2005) were generally less than 0.5 m 
high. Recent observations made from shallow vertical faces cut into the slope indicate that the roots 
extend to about 0.8 m depth. Although detailed root density measurements were not taken in 2005, 
the plants had been growing on the slope for over 6 years, and therefore were well established. 
Time domain reflectrometry (TDR) probes were installed at depths of 0.3, 0.45, 0.6, 0.9 and 1.5 m at 
different locations (A and C; Fig. 1) on the slope, to record volumetric soil water content (units of m3 
of water per m3 of soil) every hour. A climate station was installed at the site to measure rainfall, air 
temperature, humidity, wind speed and solar radiation. Surface runoff and interflow (flow of water 
through the topsoil) were measured using an interceptor drain cut to 0.35 m depth across the face 
of the slope.  Soil pore water pressures (or suctions) were also recorded every hour, as described in 
Smethurst et al (2012).  
3. Model 
3.1 Water movement and plant water uptake model 
Roose and Fowler (2004) developed a model describing the movement of water within an 
unsaturated soil surrounding a root. The model provides an estimate of the soil water content at 
different depths, and the uptake of water by the root system. The important aspects of the model 
are presented here; full details are given in Roose and Fowler (2004).  
A one year data set (2005) collected from Smethurst et al (2012) was used to validate the Roose and 
Fowler (2004) model, which included determining optimal values of some root and soil water 
parameters. These were then used within the model with further climate data to see if the 
optimised model was able to produce predictions of changes in water content comparable with 
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those measured in later years. A number of changes were made to the Roose and Fowler (2004) 
model to allow it to link with climate parameters such as rainfall, air temperature, wind speed and 
humidity and hence to the measured data; these changes are discussed below. 
The model is based on the equation for the conservation of water in the soil (Richards equation), 
which is given by: 
 
𝜃௦
డௌ
డ௧
+ 𝛁 ∙ 𝒖 = −𝐹ௐ,                                                                   (1) 
 
where 𝑆  is the relative water saturation in the soil (𝑆 = (𝜃 − 𝜃௥)/(𝜃௦ − 𝜃௥), where 𝜃 is the 
volumetric water content, 𝜃௦ is soil porosity and 𝜃௥ is the residual water content; 𝑆 also denotes the 
normalized volumetric water content, with the Eurocode 7 descriptor Θ), 𝒖 is the volume flux of 
water (𝑚  𝑠ିଵ) and 𝐹ௐ is the uptake of water by the plant roots (volume per unit time per unit 
volume of soil). The residual water content 𝜃௥ was taken as zero since at very high suctions in clay 
soils it does become close to zero (Croney, 1977; Fig. 2). The volume flux of water is represented by 
Darcy's law, 
 
𝒖 = −௞
ఓ
ൣ𝛁𝑝 − 𝜌𝑔𝒌෡൧ ,                                                                  (2) 
 
where 𝑘 is the soil permeability (𝑚ଶ), 𝑝 is the water pressure in the soil (𝑃𝑎), 𝜇  is the dynamic 
viscosity of water (𝑘𝑔  𝑠ିଵ𝑚ିଵ), 𝜌 is the density of water (𝑘𝑔  𝑚ିଷ), 𝑔 is the gravitational 
acceleration (𝑚  𝑠ିଶ) and 𝒌෡ is the unit vector in the downward direction. 
 
It is also possible to write the water pressure in the partially saturated soil pores in terms of the 
relative saturation via the soil water retention curve (Van Genuchten, 1980), 
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𝑝௔ − 𝑝 = 𝑝௖𝑓(𝑆),        𝑓(𝑆) = (𝑆ିଵ/௠ − 1)ଵି௠    ,                                          (3) 
 
where 𝑝௔  (𝑃𝑎) is the atmospheric pressure, 𝑝௖   (𝑃𝑎) is a characteristic suction pressure determined 
from experimental data for different types of soil and 𝑚 denotes the Van Genuchten soil suction 
parameter, where 0   <   𝑚   <   1. Measuring gauge pressures relative to atmospheric pressure 
gives  𝑝௔   =   0. 
 
Soil permeability is influenced by soil saturation, and therefore the soil permeability is written in 
terms of relative water content using Van Genuchten (1980), 
 
𝑘 = 𝑘௦𝐾(𝑆) = 𝑘௦𝑆ଵ/ଶቂ1 − ൫1 − 𝑆ଵ/௠൯
௠
ቃ
ଶ
,                                                (4) 
 
where 𝑘௦ is the water permeability in fully saturated soil (𝑚ଶ), and 𝐾(𝑆) represents the reduction in 
water mobility in the soil due to the reduction in relative saturation. The air entry value (the soil 
suction at which the volumetric water content reduces from full saturation) is represented in the 
Van Genuchten expression (Equation 3) by a combination of 𝑚 and 𝑝௖. It is most sensitive to  𝑝௖ and 
decreases as 𝑝௖decreases (Fig. 2). 
 
The water uptake by a single cylindrical root is calculated from the difference between soil pore 
water pressure and root xylem pressure (the water pressure in the root), and is given by 
 
𝐹ௐ = 2𝜋𝑎𝑙ௗ𝑘௥(𝑝 − 𝑝௥) = 2𝜋𝑎𝑙ௗ𝑘௥(−𝑝௖𝑓(𝑆) − 𝑝௥),                                      (5) 
 
where 2𝜋𝑎𝑙ௗ is the root surface area density, 𝑙ௗ is the root length density (𝑚 of roots per 𝑚ଷof soil), 
𝑎 is the average root radius (𝑚), 𝑘௥ is the root radial water conductivity parameter (𝑚  𝑠ିଵ  𝑃𝑎ିଵ) 
and 𝑝௥  is the root internal xylem pressure (𝑃𝑎).  
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Using equations (3) and (4), we can write equation (1) in terms of the relative saturation 𝑆 only, 
 
𝜃௦
డௌ
డ௧
= 𝛁 ∙ ൣ𝐷଴𝐷(𝑆)𝛁𝑆 − 𝐾௦𝐾(𝑆)𝒌෡൧ − 𝐹ௐ,                                                  (6) 
 
where  the  water  “diffusivity”  in  the  soil  is  𝐷଴𝐷(𝑆)   =    (𝑘/𝜇)|
డ௣
డௌ
|, 
 
𝐷଴ =
௣೎௞ೞ
ఓ
ቀଵି௠
௠
ቁ,                                                              (7) 
 
𝐷(𝑆) = 𝑆
భ
మ
ିభ
೘ ൤ቀ1 − 𝑆
భ
೘ቁ
ି௠
+ ቀ1 − 𝑆
భ
೘ቁ
௠
− 2൨,   (8) 
 
and 𝐾௦ is the saturated hydraulic conductivity (𝑚  𝑠ିଵ) given by, 
 
𝐾௦ =
ఘ௚௞ೞ
ఓ
.                                                                          (9) 
 
The boundary conditions for the model are 
 
𝐷଴𝐷(𝑆)
డௌ
డ௫
− 𝐾௦𝐾(𝑆) = ቄ  
ିௐ ௔௧ ௫ୀ଴
        ଴     ௔௧ ௫ୀ௟ೢ
,                                                   (10) 
 
where 𝑊 is the volume flux of water into the soil at the surface, representing both infiltration due to 
precipitation and evaporation (volume of water per unit soil surface area per unit time), and 𝑙௪ is 
the depth at which zero water flux occurs. 
 
The balance between the axial and radial fluxes of water inside a single cylindrical root is given by 
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2𝜋𝑎𝑘௥(−𝑝௖𝑓(𝑆) − 𝑝௥) = −𝑘௭
డమ௣ೝ
డ௫మ
,                                                           (11) 
with the following boundary conditions, 
డ௣ೝ
డ௫
− 𝜌𝑔 = 0    at   𝑥 = 𝐿,                                                             (12) 
𝑝௥ = 𝑃   at   𝑥 = 0,                                                                      (13) 
where 𝑘௭ is the root axial hydraulic conductivity calculated  using  Poiseuille’s law (𝑚ସ  𝑃𝑎ିଵ𝑠ିଵ), 𝑃 is 
the initial water pressure (𝑃𝑎) and 𝐿 denotes the maximum length of the root system (𝑚). The single 
root uptake equation is scaled up using the multi-scale analysis presented in Roose and Fowler (2004) 
to represent macroscopic behaviour (e.g. many roots within a vegetated soil profile) in determining 
𝐹ௐ with the depth of the soil. 
The model is written in terms of relative water saturation (S) as it is more stable to numerically solve 
for Richards equation via a finite volume method. To summarise, the one dimensional model 
describing water movement in the soil and plant water uptake is,  
డௌ
డ௧
= 𝝏
𝝏𝒛
ቂ𝐷଴𝐷(𝑆)
𝝏𝑺
𝝏𝒛
− 𝐾௦𝐾(𝑆)ቃ − 𝐹ௐ    (14) 
where  
𝐹ௐ = 2𝜋𝑎𝑙ௗ𝑘௥(−𝑝௖𝑓(𝑆) − 𝑝௥).                             (15) 
The boundary conditions for the model are 
𝐷଴𝐷(𝑆)
డௌ
డ௫
− 𝐾௦𝐾(𝑆) = ቄ  
ିௐ ௔௧ ௫ୀ଴,
        ଴     ௔௧ ௫ୀ௟ೢ.
    (16) 
The root internal pressure 𝑝௥  is calculated from 
2𝜋𝑎𝑘௥(−𝑝௖𝑓(𝑆) − 𝑝௥) = −𝑘௭
డమ௣ೝ
డ௫మ
,    (17) 
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with 
డ௣ೝ
డ௫
− 𝜌𝑔 = 0    at   𝑥 = 𝐿,                                                             (18) 
𝑝௥ = 𝑃   at   𝑥 = 0.                            (19) 
The following sections validate this model against the soil saturation data provided by Smethurst et 
al (2012). 
        3.2.     Adjustments to the model and dataset 
Figure 3a shows the water content measured with the TDR probes at different depths at location A 
for the year 2005. A reduction in the water content is observed at 0.3 m, 0.45 m and 0.6 m depths 
between June and October, reflecting the summer drying period. The traces for the shallowest three 
probes show a series of short upward spikes in response to heavy winter rainfall events. The spikes 
in water content are likely caused by pulses of water passing downward through the upper (more 
silty) part of the profile after heavy rainfall events, returning after the event to field capacity (the 
equilibrium water content of soil held against gravity).  
The very rapid spikes in the measured traces of water content were difficult to model as they were 
misleading the model fitting procedure. The model cannot represent these short time dynamic 
conditions, as it is designed to track seasonal variations on the timescale relevant to plant water 
uptake rates than response to fast hourly/daily extreme weather events. It was decided therefore to 
focus on modelling the saturation level at field capacity during the winter, and its reduction during 
the summer and early autumn. A Fourier Transformation Signalling algorithm (Smith 1997) was used 
to eliminate the spikes found in raw data and produce smoother curves that reflect the long-term 
change in the soil saturation level. The algorithm uses the following equation: 
𝑝(𝑥) = ∑ 𝑎௞ cos(𝑘𝑥) + 𝑏௞sin  (𝑘𝑥)ே௞ୀ଴ ,                                                       (20) 
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where 𝑎௞ and 𝑏௞ are variables to be solved for a fixed 𝑁 and at a set of chosen points, 𝑥, and their 
value  𝑝(𝑥). The spike smoothing process involves taking uniformly spaced points along the x-axis 
and smoothing the curve between them using equation (20). The result of this process is shown in 
Figure 3b which shows the smoothed data for the corresponding raw data in Figure 3a. Initially 
curves consist of about 2000 data points, which when smoothed reduce to about 50 data points. In 
order to generate a full data set again, the 50 data points are extrapolated back to 2000. The sum of 
squares scores between the original and new (with spikes removed) data sets is low at an average of 
2.7 for location A and 0.2 for location C. The smoothing method eliminates the peaks while 
maintaining the main characteristics of the curves and from now on mention to the 
probe/experimental data is referring to the smoothed data, of Figure 3b. 
The water flux at the ground surface is modelled by considering the net flux of water into the soil  𝑊, 
which is based on environmental factors such as rainfall (𝑅), humidity (𝐻), wind speed (𝑊𝑆), 
temperature (𝑇) and a constant (𝑐), using either linear (equation 21) or non-linear (equation 22) 
expressions, 
 
𝑊 = 𝛿𝑅 + 𝛼𝐻 + 𝛽𝑇 + 𝛾𝑊𝑆 + 𝑐 ,     (21) 
𝑊 = 𝛿𝑅 + 𝛼ଵ𝐻 + 𝛼ଶ𝐻ଶ + 𝛼ଷ𝐻ଷ + 𝛽ଵ𝑇 + 𝛽ଶ𝑇ଶ + 𝛽ଷ𝑇ଷ + 𝛾ଵ𝑊𝑆 + 𝛾ଶ𝑊𝑆ଶ + 𝛾ଷ𝑊𝑆ଷ + 𝑐 , (22) 
 
where the parameter vectors 𝛿, 𝛼, 𝛽, 𝛾 and 𝑐 are to be determined from the optimal fit to the soil 
water content data of Smethurst et al (2012). The flux of water  𝑊 has units 𝑚𝑠ିଵof water and from 
this units can be assigned to the remaining parameters as shown in Table 1. Equations (21) and (22) 
can essentially be considered as Taylor expanded versions of other non-linear relationships often 
used for calculation of evaporation/transpiration such as the Penman-Monteith equation.  
 
The driving pressure (𝑃) inside the root is dominated by atmospheric humidity and temperature as 
the stomata in the leaves open and close depending on the environmental conditions (Tuzet et al, 
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2003). When the air temperature is high and/or humidity is low the plant closes its stomata to slow 
down the loss of water and this leads to an increase in the pressure of water inside the roots. Due to 
the direct change to the water pressure within the plant roots, we use the following formula for 𝑃 
for the boundary equation (19) to model the total pressure, 
𝑃 = (𝑝௥଴ + 𝜆ଷ) + 𝜆ଵ𝑇 + 𝜆ଶ𝐻,                                                               (23) 
where 𝑝௥଴ is the baseline root pressure and 𝜆ଵ(Pa/degC), 𝜆ଶ(Pa/%  humidity) and   𝜆ଷ(Pa) are 
determined by seeking the optimal fit to the soil water content data. The parameter values are given 
in Table 1 while the inputs and outputs for this model are given in Table 2.  
 
4. Methods 
4.1.     Numerics 
To solve equations (14)--(19) numerically the x-axis was discretised into 800 equidistant points over 
the depth of the assumed soil profile (0 to 2 meters depth). A high-resolution Monotone Upstream-
centred Schemes for Conservation Laws (MUSCL) proposed by Kurganov and Tadmor (2000) was 
used which set 1600 cells as that required to obtain the true solution for the soil profile; it was found 
that 800 cells gave a less than 1% error for the model output (plant water uptake) with a significant 
reduction in run time (between a factor of 5 and 6) and this was selected as the final grid size.  
4.2.     Validation techniques 
In Roose and Fowler (2004) the flux of water into the soil at the soil surface (𝑊) and the pressure 
inside the root (𝑝௥) were set to have a constant value in time. To more accurately represent the 
effect of the climate on these factors they were set as external time dependant inputs. 
Equations (21) and (22) for the flux of water into the soil (𝑊, in essence rainfall minus the runoff and 
evaporation) are simpler than other models for potential evapotranspiration (PET) such as the 
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Penman-Monteith equation (Allen et al, 1998). Simple linear and non-linear relationships between 
evaporation/ evapotranspiration, temperature, humidity and wind speed (similar to equations 21 
and 22) have been proposed in the literature, and demonstrated to work well for site specific 
locations (Fisher et al, 2005; Bormann, 2011).  
 
The water flux into the soil is calculated from the climate data collected by Smethurst et al (2012). 
Since the characteristics of the climate data vary across the different seasons, the climate data were 
split into blocks of about 3 months representing each of winter, spring, summer and autumn, and 
the model used to simulate each 3 month period separately. The initial model starting condition for 
each seasonal period was based on the finishing point of the preceding season.  
The field data are taken from a highway cutting in which the ground slopes at about 16 degrees. 
Briggs et al (2013) carried out both a one- and two-dimensional unsaturated finite element 
simulation of a clay slope, with the one-dimensional column model having the same vertical 
geometry as the mid-slope of the two-dimensional model. Both were analysed with the same 
surface boundary flux representing climate and vegetation, and the results of the one-dimensional 
column model agreed closely with the two-dimensional model. This was because horizontal water 
flow due to gravity was found to be small compared with vertical water flow due to the flux 
boundary at the ground surface. It was therefore considered reasonable to model the effects of the 
vegetation here in one-dimension only. In this case, use of a one-dimensional model allows an 
optimisation of some of the soil parameters (described in section 4.3) that would be difficult to do 
with a two-dimensional model. The impermeable base of the model was assumed to be at 2 m depth. 
This was based on there being only a small change in measured water content and pore pressure at 
this depth (Smethurst et al, 2012) with most of the change due to the vegetation occurring in the top 
0.8 m of the profile. The impact of a more diffuse boundary condition at the bottom could be 
investigated within future work. 
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The water permeability in fully saturated soil 𝑘௦ and the soil suction parameter  𝑚  are linked in 
equation (7), and control how the water moves through an unsaturated soil. These values were 
assumed to be constant in the original model by Roose and Fowler (2004). However, measurements 
and modelling indicate that these values can vary both with depth and time (e.g. Anderson et al 
1982; Li et al 2011). For example, surface soils are often quite structured with a higher organic 
matter content and larger cracks/fissures caused by root penetration and repeated drying and 
wetting cycles. A greater number of larger voids in the soil will give a lower air entry value and more 
rapid water drainage from the soil at lower suction, thus changing the shape of the soil water 
retention curve (SWRC). In this case, there are no site specific data for variation of 𝑚 with depth, 
and few if any measurements of this type appear to have been carried out for a stiff clay soil. The 
parameter 𝑚 was allowed to vary to obtain an optimal fit to the water content data, with 𝑚 
modelled using a bounded arbitrary function. The value of 𝑚 was allowed to change between the 
points at which the experimental water content levels were recorded (at 0, 0.3, 0.45, 0.6, 0.9 and 
1.5m), giving 6 different values of 𝑚 for the full soil profile. The values of m were optimised for each 
of seasonal time periods considered. 
At location A there is a variation of soil characteristics with depth, going from a layer of more silty 
weathered London Clay at the top to a layer of lower permeability grey London Clay below (Fig. 1). 
This transition occurs around 𝑥ଶ=0.9m, which for the purpose of the numerical simulations is taken 
to be an exact depth (Fig. 4). Two scenarios were considered for location A: in scenario 1 (Fig. 4a), 𝑘௦ 
has a constant value for both types of soil, whereas in scenario 2 (Fig. 4b), 𝑘௦ linearly decreases with 
depth in the weathered London Clay region and is constant in the grey London Clay. Since location C 
consists only of grey London Clay, 𝑘௦ was set to linearly decrease with depth, as seen in scenario 3 
(Fig. 4c). Some measured data for permeability at the site were available, from deeper depths in the 
clay (mainly below 1.0 m; Smethurst et al, 2012). The site data were used to define the value of 𝑘௦ at 
depth, and arbitrary increases were applied to the relevant scenarios above this. The model is found 
to be more sensitive to changes in 𝑚 compared to  𝑘௦, hence the values of 𝑘௦ were held constant 
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over the full year of modelled data where scenario 2 was set for location A, and scenario 3 was set 
for location C. This means that the model does not incorporate the influence of potential surface 
desiccation cracking. Evidence is investigated in Section 5 to support the hypothesis that water 
permeability decreases with greater depths. 
The exact root distribution of the vegetation at the site in Newbury is not known and the water 
uptake parameter 𝑘௥ and root length density 𝑙ௗ were set as constant with time within each seasonal 
period but allowed to vary between these. It was assumed the roots at the Newbury site had already 
grown to full length, and the length of the main root (zero order) was fixed at  0.8  𝑚.  
4.3 Optimisation Procedure 
The model output is the optimal set of values for the following parameters: 2 for the water uptake 
(equation 17), 2 for the root length parameters (equation 15), 5 or 11 respectively for the linear or 
non-linear systems for the flux of water at the soil surface (equations 21 and 22), 3 for the water 
pressure inside the root (equation 23) and 6 for the Van Genuchten soil suction parameter  𝑚. This 
set of parameters was combined with the model to produce an accurate representation of the water 
movement within the soil, from the given climate data and the root and soil parameters seen in 
Table 1. 
 
An upper bound for the input flux of water 𝑊 was imposed, because at high values of rainfall 
(conditional to parameters such as water uptake into the plant roots and water diffusivity) the 
model becomes invalid as the soil profile becomes fully saturated, and equation (16) no longer holds. 
The upper bound was distributed between the parameters in equations (21) and (22), as they sum to 
the value of  𝑊. These bounds restricted the parameters to be within realistic values and Table 1 
shows the enforced upper bounds. The experimental data show that the surface was never fully 
saturated and therefore equation (16) holds for unsaturated soil.  
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Once the values for the flux of water 𝑊 are determined together with the rest of the model 
parameters, equation (14) can be solved numerically to obtain the resulting water profile. The 
calculated water profile was then compared to the experimental data (i.e. the values for the water 
content at different depths) by using the sum of squares differences between observed and 
simulated data. Equation (24) denotes the formula for the sum of squares (SOS) difference for the 
objective value 𝑦 
 
𝑦 = ∑ (𝑥௜ − ?̅?௜)ଶே௜ୀଵ ,                                                                            (24) 
 
where 𝑥௜ are the model points and ?̅?௜ are the data points, for a set of 𝑁 points. The optimisation 
procedure used the global optimisation method Kriging, from Forrester et al (2008), which stops as 
the objective value either reaches 0, shows no sign of change after a set number of iterations, or 
until a maximum number of iterations has occurred. A large number of the simulation runs stopped 
due to no sign of change as they converged on the global/local optima.  
 
As described above, the simulation has up to 24 parameters in the non-linear case and just one 
output, the sum of squares fit. An optimisation procedure was used as opposed to an exhaustive 
search (evaluating every combination), to find the optimal set of parameters which minimises the 
sum of squares fit. The optimisation procedure was twofold; firstly a set of initial starting points are 
chosen and then evaluated; secondly a process takes these points and converges on an optimal 
solution.  
 
The initial search plan was based on the Latin Hyper Cube Technique (Iman et al, 1980), where the 
points picked are as far away from each other as possible. This method uses a Genetic Algorithm to 
optimise for the greatest distance between the initial points. The conventional number of points to 
pick is 10 times the number of dimensions (parameters).  
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Once these initial search points are found their objective value was calculated using the full model 
given in section 3. The next set of points to be sampled was calculated from the Kriging algorithm 
(Forrester et al, 2008), which produced a surrogate model to imitate the full model. The Kriging 
procedure was iterative and used all of the information from the points calculated at the previous 
time step to estimate the best local and global points using two techniques; exploitation and 
exploration. Exploitation works like a local search or hill climber, as opposed to exploration which 
fills the gaps between existing sample points, placed at the maximum estimated error. These points 
were found on the surrogate model as it was much less expensive to traverse and find potentially 
optimal points within the surrogate than for the full model. This process was continued until the 
desired stopping condition was reached, which depended on the convergence of the optimal set of 
parameters, the number of sample points and the value of the expected improvement.  
 
 
5. Results  
The model was validated using the climate data from Smethurst et al (2012) following the approach 
described in section 4. The difference between the sum of squares fit for the two locations A and C, 
with linear and non-linear expressions for the climate input data, and the different seasons (wet and 
dry periods), is compared below. The profile of the Van Genuchten parameter m is also considered.  
5.1 Fitting the 2005 data 
Figure 5 shows the fitting for the whole year (reconstructed from the seasonal segments) for all of 
the probes in both locations A and C for the year 2005 for a linear formulation of the climate 
conditions, and demonstrates that the model simulation accurately represents the soil water 
content. The model fluctuates a little around the experimental data, and better fits were obtained at 
deeper depths due to the smaller overall change in the water content. 
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In Figure 5 there are large differences between the model and experimental data in the autumn 
season, indicating a poor fit, especially for 0.6 m depth at location A. This is in contrast to the other 
seasons where good fits are obtained. The reason for the poor fit in autumn is due to the change in 
climate and soil conditions from mid-October to mid-November, where there is a large and sudden 
increase in the soil water content at 0.3m depth from 0.17 to 0.36. In this period the model changes 
more slowly than the measured trace, and takes several days to catch up with it, matching it again in 
December when the winter season starts. This could be due to the saturated values for permeability 
used in the model, which may not reflect the near-surface clay cracking that occurs during the 
summer period. The model does not capture the hysteresis of the SWRC, which would also 
potentially allow a rapid increase in water content on wetting.  
Better fits were obtained for the sum of squares (SOS) values for location C compared to location A 
by roughly a factor of 2.5, when normalised. The fittings are much tighter for location C than location 
A, especially at 1.5 m depth. However, in autumn at 0.3 m depth the fitting again takes some time to 
catch up with the sudden increase in measured water content. In winter and spring, the model fits 
the data very well, especially at location C where the SOS values are below or close to 1. The 
smoothed experimental data for location A provided a better landscape for the model fit compared 
to the raw data.  
There was found to be little difference in the model fit to the field data resulting from the linear and 
non-linear climate expressions, equations (21) and (22) respectively. However, there was a 
difference between the different locations and seasons as seen in Table 3, which shows the final sum 
of squares scores for each of the scenarios. 
5.2 Soil suction parameter (𝒎) 
The Van Genuchten soil suction parameter 𝑚 denotes a fitting parameter which is normally 
determined by fitting a curve to data points obtained experimentally from samples of soil. Small 
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samples of soil are usually tested under zero total stress, and the laboratory results may not capture 
either the bulk structure of the soil (and its variability throughout locations A and C), nor the likely 
change in water retention properties with increasing total stress. It would not be unreasonable to 
expect the value of 𝑚 to change, both between locations A and C, and with depth below the ground. 
The effects of volume changes and stress states have been considered on the SWRC by Ng and Pang 
(2000), who show that under higher stress there are lower rates of desorption, likely caused by the 
existence of average smaller pore size distributions in the soil. The value of 𝑝௖ which largely controls 
the air entry value of the SWRC was fixed at a value of 23 kPa, intended to be representative of a 
structured clay soil (Briggs et al, 2013). Changes in the air entry value due to the particle size and 
structure of the soil, and changes in soil stress, are thus not modelled; this is a limitation of the 
current simulations and may be incorporated in further investigations. 
In analysis of the SWRC, an increase in the value of 𝑚 gives a smaller value of soil suction for the 
same value of volumetric water content; thus coarser soils or those with structure should have 
water retention behaviour defined by higher values of m. At higher stresses the pore sizes will 
decrease, consistent with a smaller value of 𝑚 at depth. 
Previous models (ROSETTA by Schaap et al, 2001 and a plant water uptake model by Roose and 
Fowler, 2004) use one value of 𝑚 for the full soil profile, but here the optimisation was able to 
determine the values for  𝑚  that produce the best fit to the measured water content data. The 
results of the optimisation procedure showed that the profile of 𝑚 with depth generally conformed 
into one distribution, where the averages are seen in Figure 6.   
The profiles in Figure 6 indicate that the value of 𝑚 varies with depth. The four profiles for locations 
C and A (linear and non-linear formulation of the climate conditions) are very similar. Below 0.9m 
the value of  𝑚 is fairly uniform with depth, perhaps as a result of increasing soil uniformity deeper 
within the profile. For the layer of soil between 0 and 0.9m there is an increase in the value of 𝑚 
immediately below the soil surface followed by a decrease. A high value of m indicates a coarser soil, 
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which is consistent with a generally more structured soil around the root system. As explained 
earlier, water permeability changes with depth (Li et al, 2011) and it is therefore plausible that 𝑚 will 
also change with depth (they are coupled by equation 7). Ghanbarian-Alavijeh et al, (2010) 
estimated values for 𝑚 using a fractal approach, for different soil types, and improved the root 
mean square error values given from the ROSETTA model. However, the range of values estimated 
for 𝑚 still differed widely; for example in a silty clay loam the maximum and minimum values were 
0.48 and 0.09 respectively. No experimental studies seem to have been carried out to quantify the 
change in 𝑚 with depth within a stiff clay; nonetheless the profiles obtained from the model look 
sensible, and in future could be checked against experimental measurements. 
5.3 Predictions and comparisons 
To test how effective the validation of the model was, the optimal fitting parameters from the 2005 
validation were used to run the model for the following year, 2006. Figure 7 shows the results of the 
model plotted with the experimental data for 2006; these look quite similar to that of 2005 (Fig. 5), 
where the model achieved a good fit. The SOS scores for the 2006 model run (Table 3) are slightly 
worse than for the 2005 fitting procedure as may be expected; the 2006 scores were approximately 
twice as large, summing over the year. Averaging the input parameters from 2 or more years of 
fittings would help improve the forecasting ability, as the unknown soil and water parameters would 
likely be matched to a higher degree of accuracy with more available data.  
The average soil water content from the model was compared with that calculated using CROPWAT 
with the Penman-Monteith equation, as used by Smethurst et al (2012) to model the same site. 
Figure 8 shows the comparison of the CROPWAT model, the updated Roose and Fowler model, and 
the average soil water content for locations A and C calculated from the TDR probe data (a weighted 
average of the probe readings at different depths). Throughout the year the average water content 
at location C is 11% lower than location A, despite the climate conditions being equal. This is due to 
the different soil properties between the measurement locations, and the different initial saturation 
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of the soil. The updated Roose and Fowler model accounts for this whereas the simple water 
balance in CROPWAT does not. The Roose and Fowler model produces a much better fit to the TDR 
probe data, due to the more detailed mathematical formulation used to describe the plant, soil and 
water movement, when compared with models such as CROPWAT which produce an average value 
for the depth of the soil column. 
A separate sensitivity analysis on all of the parameters in the model was carried out; where the new 
SOS score was calculated after individually changing each parameter by ±5%. It was found that the 
most sensitive parameters were those associated with the pressure in the xylem vessels, i.e. plant 
parameters appear to be very important. This indicates that it is important that the good estimates 
of these parameters are determined (if they can be experientially measured, which is the case) and 
future work will involve more careful measurements and modelling of the pressure in the xylem 
vessel. 
Finally, to demonstrate that the parameter optimisation procedure is valuable when dealing with 
large parameter uncertainty, the model was used to fit the 2005 data, but this time using fixed and 
uniform with depth ‘best  guess’  values  for  𝑘௦ and  𝑚. This model run (Fig. 9) gave poor results with 
an SOS of 203. The fittings at 0.45 and 0.6m were acceptable due to the value of 𝑚 being close to 
the earlier values used at these depths. However, the model did not match the other probe depths 
well, as there was a difference in the value of 𝑚 from the fully optimised model fit. This also 
supports the idea that 𝑘௦ and 𝑚 are depth dependent, and that outputs from models of this type 
can be sensitive to having the correct soil-water parameters.  
6. Discussion  
The modified Roose and Fowler (2004) model has made use of climate data and soil information to 
estimate the water content within the soil. It provides a variation in water content with depth in the 
soil profile rather than an average such as obtained from simple water balance models. The 
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proposed model also estimates the uptake of water into plant roots. A procedure for fitting the 
model to measured data has been used to estimate and optimise soil-water and plant parameters 
which may be particularly uncertain and to which the outputs from this type of model can be 
particularly sensitive. 
The fitting procedure was used on water content data measured at a clay cutting slope site near 
Newbury, Berkshire. The changes made to the profiles for saturated water permeability 𝑘௦ (Figure 4) 
had relatively little effect on the model outputs compared to the change in the Van Genuchten soil 
suction parameter  𝑚. The permeability does vary with saturation (equation 4), however, 
permeability was not allowed to sufficiently increase to represent clay cracking, and this resulted in 
generally poor model fits to the real data during the autumn/winter soil re-wetting. The model could 
be adjusted to allow optimisation of saturated permeability, as well as the water retention 
parameter m. The profiles of 𝑚 from the model output (Fig. 6) show an average larger pore size for 
the root zone; this is where the soil is likely to be more disturbed or structured in practice. 
A sensitivity analysis was carried out and showed that the most sensitive parameters in the model 
were those involved with the pressure in the xylem vessel. It is therefore important to measure 
these plant parameters accurately; to help with this, the optimisation procedure is useful for 
estimating values that are uncertain. 
The model may be used for sites such as vegetated clay earthworks to estimate the extent of drying 
and effective stress changes in the soil in response to climate or changes in vegetation.  Where 
measured water content or pore water pressure data are available, these may be used with the 
fitting procedure to assess difficult parameters such as 𝑘௦ and  𝑚.  
The model has the potential to be used for different soil types, climate conditions and for growing 
root systems; as long as the set of parameters in Table 1 are obtained or estimated. Therefore the 
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model should aid soil and plant management strategies through better understanding the soil and 
water configuration, and by forecasting soil conditions for potential scenarios.  
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Figure 2: Soil water retention curves for two different values of 𝑚 (0.3 and 0.4) and 𝑝௖ (23200 Pa and 
2320 Pa). The curves for 𝑝௖ = 23000 Pa are representative of those used to model the Newbury site. 
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(a) (b) 
Figure 3: TDR probe data at location A for 2005 showing the volumetric water content at different 
soil depths: (a) the raw data; and (b) the data smoothed by the Fourier Transformation signalling 
algorithm.  
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Figure 4: Three scenarios used to model the change in saturated water permeability  (𝑘௦) with depth. 
The value of 𝑘௦ is bounded between 𝑘௦,௠௜௡ and 𝑘௦,௠௔௫ which are 5.78x10
-9 and 5.78x10-8 m2 
respectively (Table 1).  
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Figure 5: The model fittings for 2005 for locations A and C for five and three probe depths, 
respectively, with a linear formulation of the climate conditions. The bottom three snapshots are 
taken at 4032, 7200 and 8760 hours respectively.  
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Figure 6: The averaged seasonal profile for m for locations A (a, c) and C (b, d) with linear and non-
linear input water flux formulations respectively. 
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Figure 7: Model run to forecast water content changes in 2006 for locations A and C for five and 
three probe depths, respectively, with a linear formulation of the climate conditions. The bottom 
three snapshots are taken at 4032, 7200 and 8760 hours respectively.  
36 
 
 
Figure 8: The comparison between the Penman-Monteith / CROPWAT model, the validated Roose 
and Fowler model and the measured TDR data. 
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Figure 9: The model fittings for 2005 for location A for constant values of 𝑚 and  𝑘௦.  
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Tables 
Variables Range Units 
𝛿 0 to 5x10-3 - 
𝛼ଵ 0 to 5x10
-6 𝑚𝑠ିଵ of water 
𝛼ଶ 0 to 2.5x10
-11 𝑚𝑠ିଵ of water 
𝛼ଷ 0 to 1.25x10
-16 𝑚𝑠ିଵ of water 
𝛽ଵ 0 to 5x10
-5 𝑚𝑠ିଵ of water/𝑑𝑒𝑔𝐶 
𝛽ଶ 0 to 2.5x10
-9 𝑚𝑠ିଵ of water/𝑑𝑒𝑔𝐶ଶ 
𝛽ଷ 0 to 1.25x10
-13 𝑚𝑠ିଵ of water/𝑑𝑒𝑔𝐶ଷ 
𝛾ଵ 0 to 2.5x10
-3 𝑚𝑠ିଵ of water/𝑚𝑠ିଵof air 
𝛾ଶ 0 to 6.25x10
-6 𝑚𝑠ିଵ of water/𝑚ଶ𝑠ିଶof air 
𝛾ଷ 0 to 1.5625x10
-8 𝑚𝑠ିଵ of water/𝑚ଷ𝑠ିଷof air 
𝜆ଵ -5x10
-3 to 5x10-3 𝑃𝑎 
𝜆ଶ -1.5x10
-3 to 1.5x10-3 𝑃𝑎/  %ℎ𝑢𝑚𝑖𝑑𝑖𝑡𝑦 
𝜆ଷ -0.25 to 0.25 𝑃𝑎/  𝑑𝑒𝑔𝐶 
𝑐 0 to 2.5x10-3 𝑚𝑠ିଵ of water 
𝑚 0.1 to 0.5 - 
𝑘௥ 0 to 2.5x10
-4 𝑚𝑠ିଵ𝑃𝑎 
𝑘௭ 0 to 4.6x10
-11 𝑚ସ𝑠ିଵ𝑃𝑎ିଵ 
Fixed values Value Units 
𝜙 0.4 - 
𝜌 2.6x103 𝑘𝑔  𝑚ିଷ 
𝑝௖  0.232x10
5 𝑃𝑎 
𝐷଴ 1.1574x10
-6 𝑚ଶ𝑠ିଵ 
𝑘௦ 5.78x10
-9 to 5.78x10-8 𝑚ଶ 
𝑎 5x10-4 𝑚 
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𝑙ௗ 1.785x10
3 𝑚  of  roots  per  𝑚ଷof  soil 
𝐿 0.8 𝑚 
Table 1: A list of variables and fixed values used within the model 
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Inputs Outputs 
Water flux at the top of the soil Water uptake by root system 
Root parameters Water saturations levels over time for any 
given depth up to 2 meters 
Soil parameters  
Table 2: Inputs and outputs for the model 
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Table 3: The sum of square results for linear and non-linear W, for different measurement locations 
and seasons: fitted results for 2005 and forecast model run results for 2006. 
 
Location A C 
Season Winter Spring Summer Autumn Winter Spring Summer Autumn 
2005 Linear W, SOS 5.79 6.45 17.30 19.94 0.28 0.65 4.07 4.52 
2005 Non-linear W,  SOS 3.77 4.70 15.07 16.62 2.08 0.39 2.57 3.31 
2006 Non-linear W, SOS 22.23 8.91 26.79 18.78 1.72 1.28 3.94 9.77 
