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REALIZATIONS OF NON-COMMUTATIVE RATIONAL FUNCTIONS
AROUND A MATRIX CENTRE, II: THE LOST-ABBEY CONDITIONS
MOTKE PORAT AND VICTOR VINNIKOV
Abstract. In a previous paper the authors generalized classical results of minimal realizations
of non-commutative (nc) rational functions, using nc Fornasini–Marchesini realizations which are
centred at an arbitrary matrix point. In particular, it was proved that the domain of regularity of
a nc rational function is contained in the invertibility set of a corresponding pencil of any minimal
realization of the function. In this paper we prove an equality between the domain of a nc rational
function and the domain of any of its minimal realizations. As for evaluations over stably finite
algebras, we show that the domain of the realization w.r.t any such algebra coincides with the so
called matrix domain of the function w.r.t the algebra. As a corollary we show that the domain of
regularity and the stable extended domain coincide. In contrary to both the classical case and the
scalar case — where every matrix coefficients which satisfy the controllability and observability
conditions can appear in a minimal realization of a nc rational function — the matrix coefficients
in our case have to satisfy certain equations, called linearized lost-abbey conditions, which are
related to Taylor–Taylor expansions in nc function theory.
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Introduction
Non-commutative (nc, for short) rational functions are a skew field of fractions — more pre-
cisely, the universal skew field of fractions — of the ring of nc polynomials, i.e., polynomials
in noncommuting indeterminates (the free associative algebra). Essentially, they are obtained by
starting with nc polynomials and applying successive arithmetic operations; a considerable amount
of technical details is necessary here since in contrast to the commutative case there is no canonical
The research of both authors was partially supported by the US–Israel Binational Science Foundation (BSF)
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coprime fraction representation for a nc rational function. NC rational functions originated from
several sources: the general theory of free rings and of skew fields (see [20, 45, 21, 22, 54, 56, 55],
[23, 25, 24] for comprehensive expositions, and [66, 57] for good surveys); the theory of rings with
rational identities (see [6], also [16] and [67, Chapter 8]); and rational former power series in the
theory of formal languages and finite automata (see [52, 73, 74, 29, 30, 31] and [18] for a good
survey).
Much like in the case of rational functions of a single variable [12, 51] (and unlike the case of
several commuting variables [32, 46]), nc rational functions that are regular at 0 admit a good
state space realization theory, see in particular Theorem 1 below. This was first established in the
context of finite automata and recognizable power series, and more recently reformulated, with
additional details, in the context of transfer functions of multidimensional systems with evolution
along the free monoid (see [11, 7, 8, 9, 4, 10]). State space realizations of nc rational functions have
figured prominently in work on robust control of linear systems subjected to structured possibly
time-varying uncertainty (see [13, 14, 58]). Another important application of nc rational functions
appears in the area of Linear Matrix Inequalities (LMIs, see, e.g., [61, 60, 68]). Most optimization
problems of system theory and control are dimensionless in the sense that the natural variables
are matrices, and the problem involves nc rational expressions in these matrix variables which
have therefore the same form independent of matrix sizes (see [5, 19, 35, 36, 41]). State space
realizations are exactly what is needed to convert (numerically unmanageable) rational matrix
inequalities into (highly manageable) linear matrix inequalities (see [39, 42, 43]).
Coming from a different direction, the method of state space realizations, also known as the
linearization trick, found important recent applications in free probability, see [15, 40, 75, 76].
Here it is crucial to evaluate nc rational expressions on a general algebra — which is stably finite
in many important cases — rather than on matrices of all sizes. Stably finite algebras appeared
in this context in the work of Cohn [25] and they play an important and not surprising role in our
analysis.
Here is a full characterization of nc rational functions which are regular at 0 and their (matrix)
domains of regularity, in terms of their minimal realizations ν (for the proofs, see [7, 8, 29, 30, 31,
49, 50, 52]).
Theorem 1. If R is a nc rational function of x1, . . . , xd and R is regular at 0, then R admits a
unique (up to unique similarity) minimal nc Fornasini–Marchesini realization
R(x1, . . . , xd) = D + C
(
IL −
d∑
k=1
Akxk
)−1 d∑
k=1
Bkxk,
where A1, . . . , Ad ∈ K
L×L, B1, . . . , Bd ∈ K
L×1, C ∈ K1×L,D = R(0) ∈ K and L ∈ N. Moreover,
for all m ∈ N : X = (X1, . . . ,Xd) ∈ (K
m×m)d is in the domain of regularity of R if and only if
det (ILm −X1 ⊗A1 − . . .−Xd ⊗Ad) 6= 0; in that case
R(X) = Im ⊗D + (Im ⊗ C)
(
ILm −
d∑
k=1
Xk ⊗Ak
)−1 d∑
k=1
Xk ⊗Bk.
Here a realization is called minimal if the state space dimension L is as small as possible; this
is equivalent to the realization being observable, i.e.,⋂
0≤k
⋂
1≤i1,...,ik≤d
ker(CAi1 · · ·Aik) = {0},
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and controllable, i.e., ∨
0≤k
∨
1≤i1,...,ik,j≤d,
Ai1 · · ·AikBj = K
L.
Theorem 1 is strongly related to expansions of nc rational functions which are regular at 0 into
formal nc power series around 0; that is why it is not applicable for all nc rational functions. For
example, the nc rational expression R(x1, x2) = (x1x2 − x2x1)
−1 is not defined at 0, nor at any
pair (y1, y2) ∈ K
2, therefore one can not consider realizations of R which are centred at 0 as in
Theorem 1, nor at any scalar point (a tuple of scalars). A realization theory for such expressions
(and hence functions) is required in particular for all of the applications mentioned above. Such a
theory is presented in our first paper [64] and continues here, using the ideas of the general theory
of nc functions. Other types of realizations of nc rational functions that are not necessarily regular
at 0 have been considered (see [26, 27], [83], and also the recent papers [69, 70, 71, 72]).
The theory of nc functions has its roots in the works by Taylor [77, 78] on noncommutative
spectral theory. It was further developed by Voiculescu [81, 79, 80] and Kalyuzhnyi-Verbovetskyi–
Vinnikov [47], including a detailed discussion on nc difference-differential calculus. The main
underlying idea is that a function of d non-commuting variables is a function of d−tuples of square
matrices of all sizes that respects direct sums and simultaneous similarities. See also the work of
Helton–Klep–McCullough [37, 38], of Popescu [62, 63], of Muhly–Solel [59], and of Agler–McCarthy
[1, 2, 3].
A crucial fact [47, Chapters 4-7] is that nc functions admit power series expansions, called
Taylor–Taylor series in honor of Brook Taylor and of Joseph L. Taylor, around an arbitrary ma-
trix point in their domain. However, a main difference between the scalar and the non-scalar
centre cases, is that the coefficients in the Taylor–Taylor series are not arbitrary and must satisfy
some compatibility conditions, called the lost-abbey conditions (see [47, equations (4.14)-(4.17)],
or equations (1.13) − (1.16) below). This motivates us to generalize realizations as in Theorem 1
above, to the case where the centre is a d−tuple of matrices rather than 0 or a d−tuple of scalars.
We refer also to [53] for a recent application of the lost-abbey conditions for the study of germs of
nc functions.
This is the second in a series of papers with the goal of generalizing the theory of Fornasini–
Marchesini realizations centred at 0 (or any other scalar point), to the case of Fornasini–Marchesini
realizations centred at an arbitrary matrix point in the domain of regularity of a nc rational func-
tion. In the first paper of the series ([64]), we proved the following main result:
Theorem 2 ([64], Corollary 2.18 and Theorem 3.3). If R is a nc rational function of x1, . . . , xd
over K, then for every Y = (Y1, . . . , Yd) ∈ doms(R) there exists a unique (up to unique similarity)
minimal (observable and controllable) nc Fornasini–Marchesini realization
R(X) = D + C
(
IL −
d∑
k=1
Ak(Xk − Yk)
)−1 d∑
k=1
Bk(Xk − Yk)
centred at Y , such that
domsm(R) ⊆ Ωsm(R) :=
{
X ∈ (Ksm×sm)d : det
(
ILm −
d∑
k=1
(Xk − Im ⊗ Yk)Ak
)
6= 0
}
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and
R(X) = R(X) = Im ⊗D + (Im ⊗ C)
(
ILm −
d∑
k=1
(Xk − Im ⊗ Yk)Ak
)−1 d∑
k=1
(Xk − Im ⊗ Yk)Bk
for every X = (X1, . . . ,Xd) ∈ domsm(R) and m ∈ N.
Here C,D are matrices of appropriate sizes, while A1 . . . ,Ad,B1, . . . ,Bd are linear mappings
from Ks×s to matrices of appropriate sizes, see Subsection 1.2 below for the exact description.
This is a partial generalization of Theorem 1, as it only shows the inclusion of the domain
of a nc rational function in the domain of a minimal nc Fornasini–Marchesini realization that
the function admits. The difficulty is that in contrast to Theorem 1, a minimal nc Fornasini–
Marchesini realization of a nc rational expression centred at a matrix point is no longer a nc
rational expression by itself. An equality between the two domains does hold (Theorem 4.7), but
the proof requires more tools from the theory of nc functions, including their nc generalized power
series expansions and difference-differential calculus, which are developed in this paper.
Notice that we made a change of notations from [64], where what is denoted here by Ωsm(R),
was denoted by DOMsm(R).
Outline and Main Results: In Section 2 we provide a linearization of the lost-abbey (LA) condi-
tions, in the case where the nc generalized power series admits a minimal nc Fornasini–Marchesini
realization (Lemma 2.2). Then we prove that for any nc Fornasini–Marchesini realization R such
that its coefficients satisfy these linearized lost-abbey (L−LA) conditions, the evaluation of R is a
nc function on the invertibility set Ω(R) of the corresponding pencil, which is an upper admissible
nc set (Theorem 2.6).
Then, in Section 3, we use the fact that R is a nc function on the upper admissible nc set
Ω(R), to apply the nc difference-differential calculus and to show that Ω(R) is similarity invariant
(Theorem 3.5), under the assumptions that R is controllable and observable, and its coefficients
satisfy the L − LA conditions. Some formulas such as (3.2), that appear in the proof of Lemma
3.3 might be of separate interest for applications in free analysis.
Finally, in Section 4 we show that if a realization is controllable and observable, and its coeffi-
cients satisfy the L−LA conditions, then the realization is actually the restriction of a nc rational
function (Theorem 4.4). In the proof of Theorem 4.4 we make an extensive use of the results from
Sections 2 and 3, as well as of [82, Lemma 3.9] (cf. Lemma 4.3).
As a corollary of Theorem 4.4, we prove one of the main results in the paper, that is that the
domain of a nc rational function coincides with — and not only contains as in Theorem 2 — the
domain of any of its minimal realizations, centred at an arbitrary matrix point, which allows us
to evaluate the nc rational function on all of its domain using the evaluation of the realization.
The corresponding result when evaluating over stably finite algebras is given too, while one has to
modify our definition of the A−domain of the function and consider its A−matrix domain.
Theorem 3 (Theorem 4.7, Theorem 4.13). If R is a nc rational function of x1, . . . , xd over K, then
for every Y = (Y1, . . . , Yd) ∈ doms(R), there exists a unique minimal nc Fornasini–Marchesini
realization R centred at Y , such that domsm(R) = Ωsm(R) for every m ∈ N and
R(X) = Im ⊗D + (Im ⊗ C)
(
ILm −
d∑
k=1
(Xk − Im ⊗ Yk)Ak
)−1 d∑
k=1
(Xk − Im ⊗ Yk)Bk
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for every X ∈ domsm(R). Moreover, for every n ∈ N,
domn(R) =
{
X ∈ (Kn×n)d : Is ⊗X ∈ Ωsn(R)
}
and Is ⊗R(X) = R(Is ⊗X) for every X ∈ domn(R). Furthermore,
domMatA (R) =
{
a ∈ Ad : Is ⊗ a ∈ ΩA(R)
}
and Is ⊗ R(a) = R
A(Is ⊗ a) for every a ∈ dom
Mat
A (R), whenever A ia a stably finite K−unital
algebra.
Here ΩA(R) is the invertibility set of the corresponding matrix pencil over the algebra A (see
(1.8) for the definition), domMatA (R) denotes a variation of the domain of the rational function R
over the algebra A called the matrix domain (see (4.14) for the precise definition), and an algebra
is called stably finite if every square left invertible matrix over the algebra is also right invertible
(see Definition 1.2).
We finish this section by giving a full characterization of all the minimal nc Fornasini–Marchesini
realizations of a nc rational function, which are centred at Y ∈ dom(R), using the L − LA
conditions:
Theorem 4 (Theorem 4.8). Let R be a nc Fornasini–Marchesini realization centred at Y ∈
(Ks×s)d that is described by (L;D,C,A,B), and suppose R is both controllable and observable.
The following are equivalent:
1. There exists a nc rational function R ∈ K (<x )> regular at Y , such that domsm(R) =
Ωsm(R) and R(X) = R(X), for every X ∈ domsm(R) and m ∈ N.
2. The coefficients of R satisfy the L− LA conditions (cf. equations (2.3)-(2.8)).
There is a different notion of domain for nc rational functions, the so called extended domain,
which is based on evaluations on generic matrices. It was discovered in [47] and a priori it contains
the usual domain of regularity of the function. The extended domain by itself is problematic as it
is not closed w.r.t direct sums, but this can be fixed by introducing the stable extended domain
(see [82]).
In Section 5 we use the crucial fact that if the coefficients of a nc Fornasini–Marchesini real-
ization, that is controllable and observable, satisfy the L − LA conditions, then the realization
defines a nc function on an upper admissible nc set and we can apply to this function the difference-
differential calculus. The main result — which is a generalization of [82, Theorem 3.10], in which
the function is assumed to be regular at some scalar point — then is that the stable extended
domain of any nc rational function coincides with its usual domain of regularity:
Theorem 5 (Corollary 5.5). For every nc rational function R ∈ K (<x )>, we have
edomst(R) = dom(R).
Moreover, for every n ∈ N we have
edomstn (R) = domn(R) =
{
X ∈ (Kn×n)d : Is ⊗X ∈ Ωsn(R)
}
,
whenever R is a minimal realization of R, centred at a point from doms(R).
In the next paper [65], we will use the theory of realizations with a matrix centre developed in [64]
and in the present paper, to characterize explicitly the ring of rational nc generalized power series
with matrix centre Y . More precisely, we will establish a generalization of the Fliess-Kronecker
theorem in which the characterization is given in terms of two conditions: the LA conditions and
a finiteness condition on the rank of an infinite Hankel matrix.
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As part of the tools we will construct a functional model and use it to provide a different one
step proof (based on Hankel realizations, see [51] for the classical case and [7] for the scalar nc
case) for the existence of a (minimal) realization formula for nc rational functions, without using
synthesis. Furthermore, we present an explicit construction of the free skew field K (<x )>, with a
self-contained proof that it is the universal skew field of fractions of the ring of nc polynomials.
Acknowledgments. The authors would like to thank Dmitry Kalyuzhnyi-Verbovetskyi, Roland
Speicher, and Juri Volcˇicˇ for their helpful comments and discussions. A special gratitude is due
to Igor Klep and Juri Volcˇicˇ for the details of Example 4.12. The idea of developing realization
theory around a matrix point, along the lines presented here, was first explored by the second
author at a talk at MFO workshop on free probability theory in 2015 ([48]); the second author
would like to thank MFO and the workshop organizers for their hospitality.
1. Preliminaries
Notations: d will stand for the number of noncommuting variables, which will be usually
denoted by x1, . . . , xd, we often abbreviate non-commuting by nc. For a positive integer d, we
denote by Gd the free monoid generated by d generators g1, . . . , gd, we say that a word ω =
gi1 . . . giℓ ∈ Gd is of length |ω| = ℓ if ℓ ≥ 1 and ω = ∅ is of length 0. For a field K and n ∈ N, let
Kn×n be the vector space of n × n matrices over K, let {e1, . . . , en} be the standard basis of K
n
and let En =
{
Eij = eie
T
j : 1 ≤ i, j ≤ n
}
be the standard basis of Kn×n. The tensor (Kronecker)
product of two matrices P ∈ Kn1×n2 and Q ∈ Kn3×n4 is the n1n3 × n2n4 block matrix P ⊗ Q =[
pijQ
]
1≤i≤n1,1≤j≤n2
. The range of a matrix P , that is the span of all of its columns, denoted by
Im(P ). For any two square matrices X and Y of the same size, their commutator is defined by
[X,Y ] = XY − Y X.
We denote operators on matrices by bold letters such as A,B, and the action of A on X by
A(X). If A is defined on s× s matrices we extend A to act on sm× sm matrices for any m ∈ N,
by viewing an sm × sm matrix X as an m × m matrix with s × s blocks and by evaluating A
on the s × s blocks (cf. equation (1.6)); in that case we denote the evaluation by (X)A. If C
is a constant matrix and A is an operator, then C · A and A · C are two operators, defined by
(C ·A)(X) := CA(X) and (A ·C)(X) := A(X)C. For every n1, n2 ∈ N, we define the permutation
matrix
E(n1, n2) =
[
ETij
]
1≤i≤n1,1≤j≤n2
∈ Kn1n2×n1n2
and use these matrices to change the order of factors in the Kronecker product of two matrices by
the following rule
P ⊗Q = E(n1, n3)(Q⊗ P )E(n2, n4)
T ,(1.1)
for all n1, n2, n3, n4 ∈ N, Q ∈ K
n1×n2 , and P ∈ Kn3×n4 ; for more details see [44, pp. 259–261]. If
P =
[
Pij
]
1≤i,j≤m
, Q =
[
Qij
]
1≤i,j≤m
∈ (Ks×s)m×m, then we use the notation
P ⊙s Q :=
[ m∑
k=1
PikQkj
]
1≤i,j≤m
for the so-called faux product of P and Q, viewed as m×m matrix over the tensor algebra of Ks×s,
see [28] for its origins in operator spaces. IfX = (X1, . . . ,Xd) ∈ (K
sm×sm)d and ω = gi1 . . . giℓ ∈ Gd,
then
X⊙sω := Xi1 ⊙s · · · ⊙s Xiℓ .(1.2)
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Recall that X is called jointly nilpotent, if there exists κ ∈ N such that X⊙sω = 0 for every ω ∈ Gd
satisfying |ω| ≥ κ. For every matrix Z over K and a unital K−algebra A, we use the notation
ZA := Z⊗1A, where 1A is the unit element inA. Notice that ifX
i,j = (Xi,j1 , . . . ,X
i,j
d ) ∈
(
Kni×nj
)d
for 1 ≤ i, j ≤ 2, we use the notation(
X1,1 X1,2
X2,1 X2,2
)
:=
([
X1,11 X
1,2
1
X2,11 X
2,2
1
]
, . . . ,
[
X1,1d X
1,2
d
X2,1d X
2,2
d
])
∈
(
K(n1+n2)×(n1+n2)
)d
.
We use R,R, R, and r for nc rational function, nc Fornasini–Marchesini realization, nc rational
expression, and matrix valued nc rational function, respectively. Likewise, we use a to denote
elements in an algebra A and A to denote matrices over A. All over the paper, we use underline
to denote vectors or d−tuples.
1.1. NC rational expressions & functions. Let K be a field, d ≥ 1 an integer, and x1, . . . , xd
noncommuting variables. We denote by K〈x1, . . . , xd〉 the K−algebra of nc polynomials in the d nc
variables x1, . . . , xd over K. We obtain nc rational expressions by applying successive arithmetic
operations (addition, multiplication and taking inverse) on K〈x1, . . . , xd〉.
For a nc rational expression R and n ∈ N, the set domn(R) consists of all d−tuples of n × n
matrices over K for which all the inverses in R exist. The domain of regularity of R is then
defined by
dom(R) :=
∞∐
n=1
domn(R).
For example, R(x1, x2) = (x1x2 − x2x1)
−1 is a nc rational expression in x1, x2, with dom1(R) = ∅
and domn(R) =
{
(X1,X2) ∈ (K
n×n)2 : det(X1X2 −X2X1) 6= 0
}
6= ∅ for any n > 1.
A nc rational expression R is called non-degenerate if dom(R) 6= ∅ (for instance the nc rational
expression (x1−x1)
−1 is degenerate). Let R1 and R2 be nc rational expressions in x1, . . . , xd over
K. We say that R1 and R2 are (K
d)nc−evaluation equivalent, if R1(X) = R2(X) for every
X ∈ dom(R1) ∩ dom(R2).
For example the nc rational expressionsR1(x1, x2) = x2(x1x2)
−1x1+x1x2, R2(x1, x2) = x
−1
2 (x2+
x2x1x2) and R3(x1, x2) = 1 + x1x2, are (K
3)nc−evaluation equivalent.
Definition 1.1 (NC Rational Functions). A nc rational function of x1, . . . , xd over K is an
equivalence class of non-degenerate nc rational expressions, w.r.t the (Kd)nc−evaluation equiva-
lence relation. For every nc rational function R of x1, . . . , xd, define its domain of regularity
dom(R) :=
⋃
R∈R
dom(R).(1.3)
For every X ∈ dom(R), we say that R is regular at X and its evaluation is given by R(X) = R(X)
for every nc rational expression R ∈ R such that X ∈ dom(R).
The K−algebra of all nc rational functions of x1, . . . , xd over K is denoted by K (<x1, . . . , xd )>
and it is a skew field, called the free skew field. Moreover, K (<x1, . . . , xd )> is the universal skew
field of fractions of K〈x1, . . . , xd〉. See [6, 16, 21, 22, 67] for the original proofs and [25] for a more
modern reference, while a proof of the equivalence with the evaluations over matrices is presented
in [49, 50].
A−Domains and Evaluations. Let A be a unital K−algebra. If a = (a1, . . . , ad) ∈ A
d and
ω = gi1 . . . giℓ ∈ Gd, then we use the notations a
ω := ai1 · · · aiℓ and a
∅ = 1A, where 1A is the
unit element in A. Evaluations and domains of nc rational expressions over A are defined in a
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natural way, see [40] or [64, subsection 1.2] for more details. We are interested in a certain family
of algebras, called stably finite algebras, also called weakly finite in [25].
Definition 1.2. A unital K−algebra A is called stably finite if for every m ∈ N and A,B ∈
Am×m, we have AB = Im ⊗ 1A if and only if BA = Im ⊗ 1A.
1.2. Realization theory around a matrix centre. We summarize now the main definitions and
main results from [64] about realizations of nc rational expressions and nc rational functions around
a matrix centre. Notice we denote here by Ωsm(R) what was denoted in [64] by DOMsm(R).
Definition 1.3 ([64], Definition 2.1). Let s ∈ N, L ∈ N, Y = (Y1, . . . , Yd) ∈ (K
s×s)d, A1, . . . ,Ad :
Ks×s → KL×L and B1, . . . ,Bd : K
s×s → KL×s be linear mappings, C ∈ Ks×L, and D ∈ Ks×s.
Then
(1.4) R(X1, . . . ,Xd) = D + C
(
IL −
d∑
k=1
Ak(Xk − Yk)
)−1 d∑
k=1
Bk(Xk − Yk)
is called a nc Fornasini–Marchesini realization centred at Y and it is defined for every
X = (X1, . . . ,Xd) ∈ Ωs(R), where
Ωs(R) :=
{
X ∈ (Ks×s)d : det
(
IL −
d∑
k=1
Ak(Xk − Yk)
)
6= 0
}
.
In that case we say that the realization R is described by (L;D,C,A,B) and the corresponding
generalized linear pencil centred at Y is
ΛA,Y (X) := IL −
d∑
k=1
Ak(Xk − Yk).(1.5)
Let s1, s2, s3, s4 ∈ N. If T : K
s1×s2 → Ks3×s4 is a linear mapping and m ∈ N, then T can be
naturally extended to a linear mapping T : Ks1m×s2m → Ks3m×s4m, by the following rule:
(1.6) X =
[
Xij
]
1≤i,j≤m
∈ Ks1m×s2m =⇒ (X)T =
[
T(Xij)
]
1≤i,j≤m
,
i.e., (X)T is an m×m block matrix with entries in Ks3×s4 . Therefore, we can extend the pencil
ΛA,Y to act on d−tuples of sm× sm matrices, by
ΛA,Y (X) = ILm −
d∑
k=1
(Xk − Im ⊗ Yk)Ak, ∀X = (X1, . . . ,Xd) ∈ (K
sm×sm)d,
hence we extend the realization (1.4) to act on d−tuples of sm× sm matrices: for every
X = (X1, . . . ,Xd) ∈ Ωsm(R) :=
{
X ∈ (Ksm×sm)d : det
(
ΛA,Y (X)
)
6= 0
}
,
we define
R(X) := Im ⊗D + (Im ⊗ C)ΛA,Y (X)
−1
d∑
k=1
(Xk − Im ⊗ Yk)Bk.
In addition, if A is a unital K−algebra, a linear mappingT : Ks1×s2 → Ks3×s4 can be also naturally
extended to a linear mapping TA : As1×s2 → As3×s4 , by the following rule:
(1.7) A =
s1∑
i=1
s2∑
j=1
Eij ⊗ aij ∈ A
s1×s2 =⇒ (A)TA =
s1∑
i=1
s2∑
j=1
T(Eij)⊗ aij ∈ A
s3×s4 ,
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where Eij = eie
T
j ∈ K
s1×s2 and aij ∈ A. Thus we extend the pencil ΛA,Y to act on d−tuples of
s× s matrices over A, by
ΛAA,Y (A) = IL ⊗ 1A −
d∑
k=1
(Ak − Yk ⊗ 1A)A
A
k , ∀A = (A1, . . . ,Ad) ∈ (A
s×s)d.
The A−domain of a nc Fornasini–Marchesini realization R centred at Y , as in (1.4), is then
defined to be the subset of (As×s)d given by
(1.8) ΩA(R) :=
{
A ∈ (As×s)d : ΛAA,Y (A) is invertible in A
L×L
}
and for every A = (A1, . . . ,Ad) ∈ ΩA(R), the evaluation of R at A is defined by
RA(A) := D ⊗ 1A + (C ⊗ 1A)Λ
A
A,Y (A)
−1
d∑
k=1
[
(Ak)B
A
k −Bk(Yk)⊗ 1A
]
.(1.9)
Definition 1.4 ([64], Definition 2.3). Let R be a nc rational expression in x1, . . . , xd over K, Y ∈
doms(R), R be a nc Fornasini–Marchesini realization centred at Y , and A be a unital K−algebra.
We say that:
1. R admits the realization R, or that R is a realization of R, if
domsm(R) ⊆ Ωsm(R) and R(X) = R(X), ∀X ∈ domsm(R), m ∈ N.
2. R admits the realization R w.r.t A, or that R is a realization of R w.r.t A, if
domA(R) ⊆ {a ∈ A
d : Is ⊗ a ∈ ΩA(R)} and Is ⊗R
A(a) = RA(Is ⊗ a), ∀a ∈ domA(R).
Definition 1.5 ([64], Definition 2.7). Let A1, . . . ,Ad : K
s×s → KL×L and B1, . . . ,Bd : K
s×s →
KL×s be linear mappings, and C ∈ Ks×L.
1. (A,B) is called controllable, if∨
ω∈Gd,X1,...,X|ω|+1∈Ks×s, 1≤k≤d
Im
(
Aω(X1, . . . ,X|ω|)Bk(X|ω|+1)
)
= KL.
2. (C,A) is called observable, if⋂
ω∈Gd, X1,...,X|ω|∈Ks×s
ker
(
CAω
(
X1, . . . ,X|ω|
))
= {0}.
If R is a nc Fornasini–Marchesini realization of a nc rational expression R, that is centred at Y ,
then it is said to be minimal if the dimension L is the smallest integer for which R admits such a
realization, i.e., if R′ is a nc Fornasini–Marchesini realization of R centred at Y of dimension L′,
then L ≤ L′.
Theorem 1.6 ([64], Theorem 2.16). Let R be a nc rational expression in x1, . . . , xd over K and
R be a nc Fornasini–Marchesini realization of R centred at Y ∈ (Ks×s)d. Then R is minimal if
and only if R is controllable and observable.
Let R1 and R2 be two nc Fornasini–Marchesini realizations, described by (L1;D
1, C1,A1,B1)
and (L2;D
2, C2,A2,B2), respectively, both centred at Y ∈ (Ks×s)d. Then R1 and R2 are said
to be uniquely similar, if L1 = L2, D
1 = D2, and there exists a unique invertible matrix
T ∈ KL1×L1 such that
C2 = C1T−1, B2k = T ·B
1
k, and A
2
k = T ·A
1
k · T
−1, 1 ≤ k ≤ d.
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Corollary 1.7 ([64], Corollary 2.18). Let R be a nc rational expression in x1, . . . , xd over K
and Y ∈ doms(R). Then R admits a unique (up to unique similarity) minimal nc Fornasini–
Marchesini realization centred at Y , that is also a realization of R w.r.t any unital stably finite
K−algebra.
Theorem 1.8 ([64], Theorem 3.3). Let R ∈ K (<x1, . . . , xd )>. For every two integers s, n ∈ N, a
point Y ∈ doms(R), a minimal nc Fornasini–Marchesini realization R centred at Y of R, and a
unital stably finite K−algebra A, we have the following properties:
1. domn(R) ⊆ {Z ∈ (K
n×n)d : Is⊗Z ∈ Ωsn(R)} and Is⊗R(Z) = R(Is⊗Z), ∀Z ∈ domn(R).
2. If s | n, then domn(R) ⊆ Ωn(R) and R(Z) = R(Z), ∀Z ∈ domn(R).
3. domA(R) ⊆ {a ∈ A
d : Is ⊗ a ∈ ΩA(R)} and Is ⊗R
A(a) = RA(Is ⊗ a), ∀a ∈ domA(R).
1.3. NC functions. The definitions and results mentioned in this subsection are taken from the
book [47]. We do not quote those in their full generality, as in the book they appear in the
framework of a module over a commutative ring, while here we consider the framework of a vector
space V over a field K. Moreover, we will mostly consider the vector space V = Kd for an integer
d ∈ N.
If V is a vector space over a field K, then Vnc :=
∐∞
n=1 V
n×n is called the nc space over V and
consists of all square matrices over V. For every X ∈ Vn×n and Y ∈ Vm×m, where m,n ∈ N, we
define their direct sum as
X ⊕ Y :=
[
X 0
0 Y
]
∈ V(n+m)×(n+m).
For every Ω ⊆ Vnc and n ∈ N we use the notation Ωn := Ω ∩ V
n×n.
Definition 1.9. 1. A subset Ω ⊆ Vnc is called a nc set if it is closed under direct sums, i.e., if
X ∈ Ωn and Y ∈ Ωm, then X ⊕ Y ∈ Ωn+m, for every two integers n,m ∈ N.
2. A nc set Ω ⊆ Vnc is called upper (resp., lower) admissible if for every n,m ∈ N, X ∈
Ωn, Y ∈ Ωm, and Z ∈ V
n×m (resp., Z ∈ Vm×n), there exists 0 6= c ∈ K such that[
X cZ
0 Y
]
∈ Ωn+m
(
resp.,
[
X 0
cZ Y
]
∈ Ωn+m
)
.
3. A subset Ω ⊆ Vnc is called similarity invariant, if for every n ∈ N, X ∈ Ωn, and invertible
T ∈ Kn×n, we have T ·X · T−1 ∈ Ωn.
Notice that if X ∈ Vn×n and T ∈ Kn×n, by the products T ·X and X ·T we mean the standard
matrix multiplication and we use the action of K on V. In the special and most common case
where V = Kd, we have the identification(
Kd
)
nc
=
∞∐
n=1
(
Kd
)n×n ∼= ∞∐
n=1
(
Kn×n
)d
,
that is the nc space of all d−tuples of square matrices over K. Thus, in this particular case, for
every X = (X1, . . . ,Xd) ∈ (K
n×n)d and T ∈ Kn×n, the products T ·X and X · T are given by
T ·X := (TX1, . . . , TXd) and X · T := (X1T, . . . ,XdT ).
For every nc rational expression R in x1, . . . , xd over K, the domain of regularity of R is an upper
admissible, similarity invariant nc set. We will show eventually that the domain of any nc rational
function of x1, . . . , xd over K is an upper admissible, similarity invariant nc set as well (cf. Corollary
4.9). If K = C, the domains of nc rational expressions or functions are ope
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topology (cf. [47, Chapter 4.2] for a discussion on the uniformly-open topology and [43, Lemma
A.5] for the proof in the case where regularity at 0 is assumed).
Another important example of a similarity invariant, upper admissible nc set is a nilpotent ball:
for every s ∈ N and Y = (Y1, . . . , Yd) ∈ (K
s×s)d, we define the nilpotent ball around Y as
follows
Nilp(Y ) :=
∞∐
m=1
Nilpsm(Y ) ⊆ (K
d)nc,(1.10)
where
Nilpsm(Y ) :=
{
X ∈ (Ksm×sm)d : (X − Im ⊗ Y ) is jointly nilpotent
}
(1.11)
for every m ∈ N.
Definition 1.10. Let V and W be vector spaces over a field K and Ω ⊆ Vnc be a nc set, then
f : Ω→Wnc is called a nc function, if
1. f is graded, i.e., if n ∈ N and X ∈ Ωn, then f(X) ∈ W
n×n;
2. f respects direct sums, i.e., if X,Y ∈ Ω, then f(X ⊕ Y ) = f(X)⊕ f(Y ); and
3. f respects similarities, i.e., if n ∈ N, X ∈ Ωn, and T ∈ K
n×n is invertible such that T ·X ·T−1 ∈
Ωn, then f(T ·X · T
−1) = T · f(X) · T−1.
Conditions 2 and 3 in Definition 1.10 are equivalent to a single one: f respects intertwining,
namely if XS = SY , then f(X)S = Sf(Y ), where X ∈ Ωn, Y ∈ Ωm, and S ∈ K
n×m (n,m ∈ N).
Every nc rational expression R in x1, . . . , xd over K is a nc function on dom(R), with V = K
d
and W = K. It is also true that for any nc rational function R of x1, . . . , xd over K, R ↾Ω is a nc
function on Ω, for every nc set Ω ⊆ dom(R). For instance we can take Ω to be the nilpotent ball
around a point Y ∈ dom(R). Since we will show later that dom(R) is itself an nc set, it follows
also that R is a nc function on dom(R) (cf. Corollary 4.9).
Remark 1.11. If Ω ⊆ Vnc is a nc set, then by Ω˜ we denote the smallest nc set that contains Ω
and that is similarity invariant; Ω˜ is called the similarity invariant envelope of Ω. If Ω is
upper admissible, then so is Ω˜. Another important result that we will use later on is the following:
if Ω ⊆ Vnc is a nc set and f : Ω → Wnc is a nc function, then there exists a unique nc function
f˜ : Ω˜→Wnc such that f˜ |Ω= f (cf. [47, Appendix A]).
It is shown in [47, Theorem 5.8] that every nc function f on an upper admissible nc set containing
the point Y ∈ (Ks×s)d, admits a Taylor–Taylor power series expansion around Y , i.e., an expansion
of the form
f(X) =
∑
ω∈Gd
(X − Im ⊗ Y )
⊙sωfω,(1.12)
where for every ω ∈ Gd, fω : (K
s×s)|ω| → Ks×s is a |ω|−linear mapping, or alternatively a linear
mapping from
(
Ks×s
)⊗|ω|
to Ks×s. Notice that
(X − Im ⊗ Y )
⊙sω ∈
((
Ks×s
)⊗|ω|)m×m
,
hence we can apply fω to every entry of this matrix yielding a matrix in
(
Ks×s
)m×m ∼= Ksm×sm,
which is where the value f(X) lies; this is how we extend fω to a mapping from (K
sm×sm)|ω| into
Ksm×sm. The equality in (1.12) holds for every X ∈ Nilp(Y ), as this ensures that the series in
(1.12) is actually finite.
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One important difference with the case of a scalar centre (s = 1) is that the coefficients (fω)ω∈Gd
are not arbitrary multilinear mappings, as they have to satisfy certain compatibility conditions
w.r.t Y , called the lost-abbey (LA) conditions (see [47, equations (4.14)-(4.17)]):
Sf∅ − f∅S =
d∑
k=1
fgk([S, Yk])(1.13)
and for every ω = gi1 . . . giℓ 6= ∅ in Gd :
Sfω(Z1, . . . , Zℓ)− fω(SZ1, . . . , Zℓ) =
d∑
k=1
fgkω([S, Yk], Z1, . . . , Zℓ),(1.14)
fω(Z1, . . . , ZℓS)− fω(Z1, . . . , Zℓ)S =
d∑
k=1
fωgk(Z1, . . . , Zℓ, [S, Yk])(1.15)
and
(1.16) fω(Z1, . . . , Zj−1, ZjS,Zj+1, . . . , Zℓ)− fω(Z1, . . . , Zj , SZj+1, . . . , Zℓ)
=
d∑
k=1
fgi1 ...gij gkgij+1 ...giℓ (Z1, . . . , Zj , [S, Yk], Zj+1, . . . , Zℓ),
for every Z1, . . . , Zℓ ∈ K
s×s, 1 ≤ j < ℓ, and S ∈ Ks×s. Conversely, in [47, Theorem 5.1.5] it is
shown that given a sequence of multilinear mappings (fω)ω∈Gd which satisfy the LA conditions,
the power series in (1.12) is a nc function on the nilpotent ball around Y .
Remark 1.12. If a nc function f is locally bounded, then its Taylor–Taylor series around Y , as
in (1.12), converges (absolutely and uniformly) on a neighborhood of Y in an appropriate topology,
see [47, Corollary 7.5]
2. The Linearized Lost-Abbey Conditions
One of the purposes of this section is to reformulate the LA conditions in the case of nc
rational functions, in terms of the coefficients of a minimal nc Fornasini–Marchesini realization
of the function.
Definition 2.1. Let f be a generalized nc power series around Y of the form (1.12) and let R be
a nc Fornasini–Marchesini realization that is centred at Y and described by (L;D,C,A,B). We
say that the series f admits the realization R, if
f∅ = D and fω(Z1, . . . , Zℓ) = CAi1(Z1) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ),
for every ∅ 6= ω = gi1 . . . giℓ ∈ Gd and Z1, . . . , Zℓ ∈ K
s×s. This is equivalent to say that f(X) =
R(X) for every X ∈ Nilp(Y ).
If R is a nc rational function that is regular at Y = (Y1, . . . , Yd) ∈ (K
s×s)d, then Corollary 1.7
and Theorem 1.8 guarantee that R admits a minimal nc Fornasini–Marchesini realization R that
is centred at Y and described by (L;D,C,A,B). Then, a direct computation (cf. [64, Lemma
2.12]) shows that the Taylor–Taylor power series expansion of R around Y is
R(X) =
∑
ω∈Gd
(X − Im ⊗ Y )
⊙sωRω, X ∈ (K
sm×sm)d(2.1)
where the coefficients Rω : (K
s×s)|ω| → Ks×s are the multilinear mappings given by
Rω(Z1, . . . , Zℓ) = CAi1(Z1) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ)(2.2)
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for ∅ 6= ω ∈ Gd, andR∅ = D, while they can also be seen as multilinear mappings on (K
sm×sm)⊙s|ω|
by
(Z1 ⊙s · · · ⊙s Zℓ)Rω = (Im ⊗ C)(Z1)Ai1 · · · (Zℓ−1)Aiℓ−1(Zℓ)Biℓ ,
if ω = gi1 · · · giℓ 6= ∅ and R∅ = Im ⊗D, for every m ∈ N and Z1, . . . , Zℓ ∈ (K
sm×sm)d. Therefore,
it follows immediately that the series in (2.1), which comes from a nc rational function R (or even
a nc rational expression), admits the minimal nc Fornasini–Marchesini realization R.
As mentioned in the discussion above, the coefficients (Rω)ω∈Gd in (2.2) must satisfy the LA
conditions and hence we get the LA conditions in terms of A1, . . . ,Ad,B1, . . . ,Bd, C, and D, in
the case where R admits a minimal realization centred at Y , as formulated next:
Lemma 2.2. Let f be a generalized nc power series around Y = (Y1, . . . , Yd) ∈ (K
s×s)d of the
form (1.12). Suppose that f admits a nc Fornasini–Marchesini realization R that is centred at Y
and described by (L;D,C,A,B), and that R is controllable and observable. Then the series f is
a nc function on Nilp(Y ) if and only if the following equations hold
SD −DS = C
d∑
k=1
Bk([S, Yk]),(2.3)
SCBi1(Z1)−CBi1(SZ1) = C
( d∑
k=1
Ak([S, Yk])
)
Bi1(Z1),(2.4)
SCAi1(Z1)− CAi1(SZ1) = C
( d∑
k=1
Ak([S, Yk])
)
Ai1(Z1),(2.5)
Bi1(Z1S)−Bi1(Z1)S = Ai1(Z1)
d∑
k=1
Bk([S, Yk]),(2.6)
Ai1(Z1S)Bi2(Z2)−Ai1(Z1)Bi2(SZ2) = Ai1(Z1)
( d∑
k=1
Ak([S, Yk])
)
Bi2(Z2),(2.7)
and
Ai1(Z1S)Ai2(Z2)−Ai1(Z1)Ai2(SZ2) = Ai1(Z1)
( d∑
k=1
Ak([S, Yk])
)
Ai2(Z2),(2.8)
for every S,Z1, Z2 ∈ K
s×s and 1 ≤ i1, i2 ≤ d.
We call equations (2.3)− (2.8) the linearized lost-abbey (L − LA) conditions.
Proof. From the assumption that f admits the realization R, we know that
f∅ = D and fω(Z1, . . . , Zℓ) = CAi1(Z1) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ)(2.9)
for every ∅ 6= ω = gi1 . . . giℓ ∈ Gd and Z1, . . . , Zℓ ∈ K
s×s. Therefore, the series f is a nc function in
Nilp(Y ) if and only if the coefficients (fω)ω∈Gd in (2.9) satisfy equations (1.13)− (1.16). It is only
left to show that this is equivalent to the fact that equations (2.3)− (2.8) hold.
This part of the proof is mainly technical, so we show it only for one of the equations, while
stressing where the minimality of R is coming into play. While skipping the computations, we
mention briefly how to obtain all the other equations:
• (2.3) is obtained from (1.13);
• (2.4) is obtained from (1.14), by taking ℓ = |ω| = 1;
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• (2.5) is obtained from (1.14), by taking ℓ = |ω| > 1 and using the controllability of (A,B);
• (2.6) is obtained from (1.15), by taking any ℓ ≥ 1 and using the observability of (C,A);
• (2.7) is obtained from (1.16), by taking j = ℓ− 1 and using the observability of (C,A);
• (2.8) is obtained from (1.16), by taking j < ℓ−1 and using both the observability of (C,A)
and the controllability of (A,B).
We now show the last equivalence in this list: as
fω(Z1, . . . , Zj−1, ZjS,Zj+1, . . . , Zℓ)
= CAi1(Z1) · · ·Aij−1(Zj−1)Aij (ZjS)Aij+1(Zj+1) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ),
fω(Z1, . . . , Zj , SZj+1, . . . , Zℓ)
= CAi1(Z1) · · ·Aij(Zj)Aij+1(SZj+1)Aij+2(Zj+2) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ),
and
fgi1 ...gij gkgij+1 ...giℓ (Z1, . . . , Zj , [S, Yk], Zj+1, . . . , Zℓ)
= CAi1(Z1) · · ·Aij (Zj)Ak([S, Yk])Aij+1(Zj+1) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ)
for every 1 < j < ℓ− 1, equation (1.16) holds if and only if
CAi1(Z1) · · ·Aij−1(Zj−1)Aij (ZjS)Aij+1(Zj+1) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ)
− CAi1(Z1) · · ·Aij (Zj)Aij+1(SZj+1)Aij+2(Zj+2) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ)
=
d∑
k=1
CAi1(Z1) · · ·Aij (Zj)Ak([S, Yk])Aij+1(Zj+1) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ),
which is equivalent to
CAi1(Z1) · · ·Aij−1(Zj−1)
(
Aij (ZjS)Aij+1(Zj+1)−Aij(Zj)Aij+1(SZj+1)
−
d∑
k=1
Aij (Zj)Ak([S, Yk])Aij+1(Zj+1)
)
Aij+2(Zj+2) · · ·Aiℓ−1(Zℓ−1)Biℓ(Zℓ) = 0.
Due to the controllability of (A,B) and the observability of (C,A), the last equation is equivalent
to the the vanishing of the middle piece, i.e., to
Aij (ZjS)Aij+1(Zj+1)−Aij (Zj)Aij+1(SZj+1) = Aij(Zj)
( d∑
k=1
Ak([S, Yk])
)
Aij+1(Zj+1),
which is exactly equation (2.8). 
Remark 2.3. If H is an infinite dimensional Hilbert space, Ak : K
s×s → L(H) and Bk : K
s×s →
L(Ks,H) for every 1 ≤ k ≤ d, C ∈ L(H,Ks) and D ∈ Ks×s, such that conditions (2.3) − (2.8)
hold, then the coefficients (fω)ω∈Gd — which are given in (2.9) — satisfy the LA conditions, hence
the power series in (1.12) defines a nc function on Nilp(Y ) and it admits the realization described
by (D,C,A,B). This follows from using the same arguments as in the proof of Lemma 2.2, where
(formally) H replaces the space KL.
Remark 2.4. Notice that even if we remove the assumptions on the realization being controllable
and observable, we get that satisfying the L−LA conditions implies that the series is a nc function,
however these assumptions on the realization are required for the other direction.
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Remark 2.5. Recall that for every n,m ∈ N and 1 ≤ k ≤ d, the linear mappings Ak : K
s×s →
KL×L and Bk : K
s×s → KL×s are naturally extended to mappings Ak : K
sn×sm → KLn×Lm
and Bk : K
sn×sm → KLn×sm, just by acting on the block matrices of size s × s. It takes some
straightforward computations (which are omitted here) to show that if the L−LA conditions hold,
then they can be extended to sn× sm matrices, i.e., we have
S(Im ⊗D)− (In ⊗D)S = (In ⊗ C)
d∑
k=1
(
S(Im ⊗ Yk)− (In ⊗ Yk)S
)
Bk,(2.10)
(2.11)
S(Im⊗C)(Z1)Bi1 − (In⊗C)(SZ1)Bi1 = (In⊗C)
( d∑
k=1
(S(Im⊗Yk)− (In⊗Yk)S)Ak
)
(Z1)Bi1 ,
(2.12)
S(Im⊗C)(Z1)Ai1− (In⊗C)(SZ1)Ai1 = (In⊗C)
( d∑
k=1
(
S(Im⊗Yk)− (In⊗Yk)S
)
Ak
)
(Z1)Ai1 ,
(Z2S)Bi2 − (Z2)Bi2S = (Z2)Ai2
d∑
k=1
(
S(Im ⊗ Yk)− (In ⊗ Yk)S
)
Bk,(2.13)
(2.14)
(Z2S)Ai2(Z1)Bi1 − (Z2)Ai2(SZ1)Bi1 = (Z2)Ai2
( d∑
k=1
(
S(Im ⊗ Yk)− (In ⊗ Yk)S
)
Ak
)
(Z1)Bi1 ,
and
(2.15)
(Z2S)Ai2(Z1)Ai1 − (Z2)Ai2(SZ1)Ai1 = (Z2)Ai2
( d∑
k=1
(
S(Im ⊗ Yk)− (In ⊗ Yk)S
)
Ak
)
(Z1)Ai1 ,
for every S ∈ Ksn×sm, Z1 ∈ K
sm×sm, Z2 ∈ K
sn×sn, and 1 ≤ i1, i2 ≤ d.
As a corollary of Lemma 2.2 and Remark 2.4, if equations (2.3)−(2.8) hold, then the coefficients
in the power series expansion of the realization around Y must satisfy the LA conditions, hence
the nc Fornasini–Marchesini realization R defines a nc function on Nilp(Y ).
Moreover, we now show that the realization is a nc function on a larger set, that is Ω(R), the
invertibility set of the realization. This will be the first step of our approach in which we start from
an arbitrary nc Fornasini–Marchesini realization, that is controllable and observable, for which its
coefficients satisfy the L − LA conditions (cf. equations (2.3) − (2.8)) and eventually find a nc
rational function which this realization admits.
Theorem 2.6. Let R be a nc Fornasini–Marchesini realization centred at Y that is described by
(L;D,C,A,B). If the coefficients of R satisfy the L − LA conditions, then Ω(R) is an upper
admissible nc subset of (Kd)nc and the function R : Ω(R)→ Knc that is given by
R(X) = Im ⊗D + (Im ⊗ C)ΛA,Y (X)
−1
d∑
k=1
(Xk − Im ⊗ Yk)Bk, ∀X ∈ Ωsm(R), m ∈ N(2.16)
is a nc function (that is defined only in levels which are multiples of s, i.e., if s ∤ n then the domain
of R at the level of d−tuples of matrices in Kn×n is empty), with Y ∈ Ωs(R).
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Proof. Ω(R) is an upper admissible nc subset of (Kd)nc: If m, m˜ ∈ N, X ∈ Ωsm(R), X˜ ∈
Ωsm˜(R), and Z ∈ (K
sm×sm˜)d, then
ΛA,Y
([X Z
0 X˜
])
=
[
ΛA,Y (X) −
∑d
k=1(Zk)Ak
0 ΛA,Y (X˜)
]
is invertible, i.e.,
[
X Z
0 X˜
]
∈ Ωs(m+m˜)(R).
R is a nc function on Ω(R): R is clearly graded, so it is left to show the crucial part which
is that R respects intertwining. Let m, m˜ ∈ N, X ∈ Ωsm(R), X˜ ∈ Ωsm˜(R), and T ∈ K
sm×sm˜
such that X · T = T · X˜ , i.e., that XkT = TX˜k for all 1 ≤ k ≤ d. For simplifications let us define
the matrices
MB :=
d∑
k=1
(
T (Im˜ ⊗ Yk)− (Im ⊗ Yk)T
)
Bk, MA :=
d∑
k=1
(
T (Im˜ ⊗ Yk)− (Im ⊗ Yk)T
)
Ak
and recall that as equations (2.3)− (2.8) hold, we know that equations (2.10)− (2.15) hold as well
(cf. Remark 2.5). From (2.13) we get
d∑
k=1
(Xk − Im ⊗ Yk)BkT =
d∑
k=1
[(
(Xk − Im ⊗ Yk)T
)
Bk − (Xk − Im ⊗ Yk)AkMB
]
=
d∑
k=1
[(
TX˜k − T (Im˜ ⊗ Yk) + T (Im˜ ⊗ Yk)− (Im ⊗ Yk)T
)
Bk
]
−
d∑
k=1
(Xk − Im ⊗ Yk)AkMB
=
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk + ΛA,Y (X)MB
and hence, using (2.10)
R(X)T = (Im ⊗D)T + (Im ⊗ C)MB + (Im ⊗ C)ΛA,Y (X)
−1
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk
= T (Im˜ ⊗D) + (Im ⊗ C)ΛA,Y (X)
−1
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk.
Next, from (2.14) it follows that
( d∑
k=1
(
(Xk − Im ⊗ Yk)T
)
Ak
) d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk −
( d∑
k=1
(Xk − Im ⊗ Yk)Ak
)
MA
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk =
( d∑
k=1
(Xk − Im ⊗ Yk)Ak
) d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk =
− ΛA,Y (X)
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk +
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk,
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so
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk =
( d∑
k=1
(
(Xk − Im ⊗ Yk)T
)
Ak
) d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk −MA
d∑
k=1
(X˜k
− Im˜ ⊗ Yk)Bk + ΛA,Y (X)MA
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk + ΛA,Y (X)
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk
= ΛA,Y (X)
( d∑
k=1
(
T (X˜k− Im˜⊗Yk)
)
Bk+MA
d∑
k=1
(X˜k− Im˜⊗Yk)Bk
)
+
( d∑
k=1
(
(Xk− Im⊗Yk)T
)
Ak
−MA
) d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk
and hence, using (2.11),
(Im ⊗C)ΛA,Y (X)
−1
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk = (Im ⊗C)
[ d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Bk +MA
d∑
k=1
(X˜k− Im˜⊗Yk)Bk
]
+(Im⊗C)ΛA,Y (X)
−1
( d∑
k=1
(
(Xk− Im⊗Yk)T
)
Ak−MA
) d∑
k=1
(X˜k− Im˜⊗Yk)Bk
= T (Im˜⊗C)
d∑
k=1
(X˜k−Im˜⊗Yk)Bk+(Im⊗C)ΛA,Y (X)
−1
( d∑
k=1
(
T (X˜k−Im˜⊗Yk)
)
Ak
) d∑
k=1
(X˜k−Im˜⊗Yk)Bk.
From (2.15) we know that
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Ak =
( d∑
k=1
(Xk − Im ⊗ Yk)Ak
) d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Ak
+ ΛA,Y (X)
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Ak =
( d∑
k=1
(
(Xk − Im ⊗ Yk)T
)
Ak
) d∑
k=1
(X˜k − Im˜ ⊗ Yk)Ak
−
( d∑
k=1
(Xk − Im ⊗ Yk)Ak
)
MA
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Ak +ΛA,Y (X)
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Ak
=
( d∑
k=1
(
(Xk − Im ⊗ Yk)T
)
Ak
) d∑
k=1
(X˜k − Im˜ ⊗ Yk)Ak + ΛA,Y (X)MA
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Ak
−MA
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Ak +ΛA,Y (X)
d∑
k=1
(
T (X˜k − Im˜ ⊗ Yk)
)
Ak =
( d∑
k=1
(
(Xk − Im ⊗ Yk)T
)
Ak
−MA
) d∑
k=1
(X˜k− Im˜⊗Yk)Ak+ΛA,Y (X)
[
MA
d∑
k=1
(X˜k− Im˜⊗Yk)Ak+
d∑
k=1
(
T (X˜k− Im˜⊗Yk)
)
Ak
]
therefore, by (2.12),
(Im⊗C)ΛA,Y (X)
−1
d∑
k=1
(
T (X˜k−Im˜⊗Yk)
)
Ak = (Im⊗C)ΛA,Y (X)
−1
( d∑
k=1
(
T (X˜k−Im˜⊗Yk)
)
Ak
)
d∑
k=1
(X˜k−Im˜⊗Yk)Ak+(Im⊗C)
[
MA
d∑
k=1
(X˜k−Im˜⊗Yk)Ak+
d∑
k=1
(
T (X˜k−Im˜⊗Yk)
)
Ak
]
= (Im⊗C)
ΛA,Y (X)
−1
( d∑
k=1
(
T (X˜k−Im˜⊗Yk)
)
Ak
) d∑
k=1
(X˜k−Im˜⊗Yk)Ak+T (Im˜⊗C)
d∑
k=1
(X˜k−Im˜⊗Yk)Ak.
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Then,
(Im⊗C)ΛA,Y (X)
−1
( d∑
k=1
(
T (X˜k− Im˜⊗Yk)
)
Ak
)
ΛA,Y (X˜) = T (Im˜⊗C)
d∑
k=1
(X˜k− Im˜⊗Yk)Ak,
which implies that
(Im⊗C)ΛA,Y (X)
−1
d∑
k=1
(
T (X˜k−Im˜⊗Yk)
)
Ak = T (Im˜⊗C)
( d∑
k=1
(X˜k−Im˜⊗Yk)Ak
)
ΛA,Y (X˜)
−1.
Therefore,
T (Im˜ ⊗D) + T (Im˜ ⊗ C)
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk + T (Im˜ ⊗ C)
( d∑
k=1
(X˜k − Im˜ ⊗ Yk)Ak
)
ΛA,Y (X˜)
−1
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk = T (Im˜ ⊗D) + T (Im˜ ⊗ C)ΛA,Y (X˜)
−1
d∑
k=1
(X˜k − Im˜ ⊗ Yk)Bk,
i.e., R(X)T = TR(X˜). 
Remark 2.7. The idea of that part of the proof, where we showed that R respects intertwining, is
very similar to the proof of [47, Lemma 5.12], with the only difference that instead of a realization
(centred at Y ) they had a power series (around Y ).
3. NC Difference-Differential Calculus
In this section we prove that if the coefficients of a nc Fornasini–Marchesini realization R, that
is controllable and observable, satisfy the L − LA conditions, then the set Ω(R) is similarity in-
variant (cf. Theorem 3.5). It turns out to be an important ingredient in obtaining one of our main
results (cf. Theorem 4.7).
In the proof of Theorem 3.5 below we use some techniques from the general theory of nc functions
and their difference-differential calculus; we hereby recall some facts.
Let A1, . . . ,Ad,B1, . . . ,Bd, C, and D satisfy the L − LA conditions. For every 1 ≤ j ≤ d, the
j-th right partial nc difference-differential operator ∆j is defined using the nc difference-differential
operator ∆ := ∆R, by
∆jf(X
1,X2)(Z) = ∆f(X1,X2)(Z(j)),
for every nc function f, n1, n2 ∈ N, X
1 ∈ (Kn1×n1)d and X2 ∈ (Kn2×n2)d in the domain of f ,
and Z ∈ Kn1×n2 , where Z(j) := (0, . . . , 0, Z, 0, . . . , 0) ∈ (Kn1×n2)d is the d−tuple which consists
of all zero matrices except for the matrix Z at the j-th position (see [47, Subsections 2.2-2.6] for
the precise definitions and properties of ∆ and ∆j). To continue, we need the following technical
lemma.
Lemma 3.1. Let R be a nc Fornasini–Marchesini realization centred at Y ∈ (Ks×s)d that is
described by (L;D,C,A,B) and suppose its coefficients satisfy the L − LA conditions. Let U =
(Ks×s)d and define
F1 : Unc → (K
s×s)nc, by F1(X) = Im ⊗D, ∀X ∈ (K
sm×sm)d
F2 : Unc → (K
s×L)nc, by F2(X) = Im ⊗ C, ∀X ∈ (K
sm×sm)d
F3 : Ω(R)→ (K
L×L)nc, by F3(X) = ΛA,Y (X)
−1, ∀X ∈ Ωsm(R)
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and
F4 : Unc → (K
L×s)nc, by F4(X) =
d∑
k=1
(Xk − Im ⊗ Yk)Bk, ∀X ∈ (K
sm×sm)d.
Then F1, F2, and F4 are nc functions on Unc, and F3 is a nc function on Ω(R) ⊆ Unc, where the
nc space is considered as a module over K and not over Ks×s. Moreover, for every 1 ≤ j ≤ d, we
have ∆jF1 ≡ 0, ∆jF2 ≡ 0,
∆jF3(X
1,X2)(Z) = F3(X
1)(Z)AjF3(X
2) and ∆jF4(X˜
1
, X˜
2
)(Z) = (Z)Bj
for every m1,m2 ∈ N, X
1 ∈ Ωsm1(R), X
2 ∈ Ωsm2(R), X˜
1
∈ Um1×m1 , X˜
2
∈ Um2×m2 , and Z ∈
Ksm1×sm2 .
It is easily seen that R = F1 + F2F3F4, so the calculations from Lemma 3.1 will be used later
(cf. Lemma 3.4) to calculate the (higher order) nc derivatives of R. Notice that while R is a nc
function on a nc subset of (Kd)nc to Knc and is only defined on levels of the form n = sm, yet the
functions F1 − F4 are nc functions on nc subsets of ((K
s×s)d)nc to (K
s×s)nc.
Proof. In Theorem 2.6 we proved that Ω(R) is an upper admissible nc subset of (Ud)nc, while it is
easily seen that F1, F2, F3, and F4 are graded and respect direct sums, it is only left to show that
they respect similarities.
Let X ∈ Um, i.e., X = (X1, . . . ,Xd) ∈ (K
sm×sm)d and let S ∈ Km×m be invertible. We recall
the actions of S (on the left) and of S−1 (on the right) on a tuple X, these are given by
S ·X · S−1 =
(
(S ⊗ Is)X1(S
−1 ⊗ Is), . . . , (S ⊗ Is)X1(S
−1 ⊗ Is)
)
.
Therefore
S · F1(X) · S
−1 = (S ⊗ Is)(Im ⊗D)(S
−1 ⊗ Is) = Im ⊗D = F1(S ·X · S
−1),
while from linearity of Bk we get
S·F4(X)·S
−1 = (S⊗Is)
( d∑
k=1
(Xk−Im⊗Yk)Bk
)
(S−1⊗Is) =
d∑
k=1
((S⊗Is)(Xk−Im⊗Yk)(S
−1⊗Is))Bk
=
d∑
k=1
(S ·Xk · S
−1 − Im ⊗ Yk)Bk = F4(S ·X · S
−1)
and similarly for F2 and F3, with the only difference that for F2 we begin with X ∈ Ω(R).
Moreover, let X1 ∈ Ωsm1(R),X
2 ∈ Ωsm2(R), and Z ∈ U
m1×m2 , thus
F3
([X1 Z(j)
0 X2
])
=
(
IL(m1+m2) −
d∑
k=1
([X1k − Im1 ⊗ Yk δjkZ
0 Xk2 − Im2 ⊗ Yk
])
Ak
)−1
=
[
ILm1 −
∑d
k=1(X
1
k − Im1 ⊗ Yk)Ak −(Z)Aj
0 ILm2 −
∑d
k=1(X
2
k − Im2 ⊗ Yk)Ak
]−1
=
[
F3(X
1) F3(X
1)(Z)AjF3(X
2)
0 F3(X
2)
]
=⇒ ∆jF3(X
1,X2)(Z) = F3(X
1)(Z)AjF3(X
2)
and similar calculations hold for F4. 
Definition 3.2. Let W be a vector space over K and let 2 ≤ k ∈ N. For every 0 ≤ j ≤ k, let
Γj be an upper admissible nc subset of (W
d)nc, let fj : Γj →Wnc be a nc function, and for every
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1 ≤ j ≤ k, let hj : W → W be a linear mapping. If m0, . . . ,mk ∈ N and X
0 ∈ (Γ0)m0 , . . . ,X
k ∈
(Γk)mk , we define
(f0 ⊗ . . .⊗ fk)h1,...,hk(X
0, . . . ,Xk) :Wm0×m1 ⊗ · · · ⊗Wmk−1×mk →Wm0×mk
by
(f0 ⊗ . . .⊗ fk)h1,...,hk(X
0, . . . ,Xk)(Z1, . . . , Zk) := f0(X
0)h1(Z
1) · · · fk−1(X
k−1)hk(Z
k)fk(X
k)
for every Z1 ∈ Wm0×m1 , . . . , Zk ∈ Wmk−1×mk .
The following useful lemma is a generalization of an idea from [47, pp. 41–54], while over there
only the special case — in which h1, . . . , hk are all equal to the identity mapping — is treated. For
the definition of nc functions of order k, that is the class T k, their derivatives and more properties,
see [47, Subsection 3.1].
Lemma 3.3. Let W be a vector space over K, let 2 ≤ k ∈ N, and let f0, . . . , fk, h1, . . . , hk and
Γ0, . . . ,Γk be as in Definition 3.2. Then
(f0 ⊗ . . .⊗ fk)h1,...,hk ∈ T
k(Γ0, . . . ,Γk; Wnc, . . . ,Wnc)(3.1)
and
(3.2) ∆j(f0 ⊗ . . .⊗ fk)h1,...,hk(X
0, . . . ,Xk−1,Xk′,Xk′′)(Z1, . . . , Zk−1, Zk′, Z)
= f0(X
0)h1(Z
1) · · · hk−1(Z
k−1)fk−1(X
k−1)hk(Z
k′)∆jfk(X
k′,Xk′′)(Z)
for every 1 ≤ j ≤ d, X0 ∈ (Γ0)m0 , . . . ,X
k−1 ∈ (Γk−1)mk−1 , X
k′ ∈ (Γk)m′
k
, Xk′′ ∈ (Γk)m′′
k
, Z1 ∈
Wm0×m1 , . . . , Zk−1 ∈ Wmk−2×mk−1 , Zk′ ∈ Wmk−1×m
′
k , and Z ∈ Wm
′
k
×m′′
k .
Notice that the notation introduced in the lemma can be naturally extended to the case of
tensor products of higher order nc functions, so that the equality proven in (3.2) can be written
as
∆j(f0 ⊗ . . .⊗ fk)h1,...,hk = (f0 ⊗ . . . ⊗∆jfk)h1,...,hk ,
similarly to [47, equations (3.38)–(3.39)] . We leave the notational details for the reader.
Proof. Let g := (f0⊗. . .⊗fk)h1,...,hk . It is not hard to check that g ∈ T
k(Γ0, . . . ,Γk; Wnc, . . . ,Wnc),
so we will only prove (3.2). Let Zk′′ ∈ Wmk−1×m
′′
k . As (3.1) holds, one can apply [47, equation
(3.19)] to obtain that
g
(
X0, . . . ,Xk−1,
[
Xk′ Z(j)
0 Xk′′
])(
Z1, . . . , Zk−1,
[
Zk′ Zk′′
] )
= row
[
I11 I12
]
,
where Z(j) = eTj ⊗ Z, I11 = g(X
0, . . . ,Xk−1,Xk′)(Z1, . . . , Zk−1, Zk′), and
I12 = g(X
0, . . . ,Xk−1,Xk′′)(Z1, . . . , Zk−1, Zk′′)
+ ∆jg(X
0, . . . ,Xk−1,Xk′,Xk′′)(Z1, . . . , Zk−1, Zk′, Z).
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On the other hand, we know that
g
(
X0, . . . ,Xk−1,
[
Xk′ Z(j)
0 Xk′′
])(
Z1, . . . , Zk−1,
[
Zk′ Zk′′
] )
= f0(X
0)h1(Z
1) · · · fk−1(X
k−1)
hk(
[
Zk′ Zk′′
]
)fk
([Xk′ Z(j)
0 Xk′′
])
= f0(X
0)h1(Z
1) · · · fk−1(X
k−1)
[
hk(Z
k′) hk(Z
k′′)
]
[
fk(X
k′) ∆jfk(X
k′,Xk′′)(Z)
0 fk(X
k′′)
]
= row
[
J11 J12
]
,
where it is easily seen that J11 = I11 and
J12 = f0(X
0)h1(Z
1) · · · fk−1(X
k−1)
(
hk(Z
k′)∆jfk(X
k′,Xk′′)(Z) + hk(Z
k′′)fk(X
k′′)
)
= g(X0, . . . ,Xk−1,Xk′′)(Z1, . . . , Zk−1, Zk′′) + f0(X
0)h1(Z
1) . . . hk−1(Z
k−1)fk−1(X
k−1)
hk(Z
k′)∆jfk(X
k′,Xk′′)(Z).
As I12 = J12, we get equation (3.2). 
As R : Ω(R)→ Knc is a nc function and Ω(R) is an upper admissible nc set, it makes sense to
consider the difference-differential operators on R, these are ∆jR for 1 ≤ j ≤ d and even higher
order derivatives ∆ωR = ∆jk∆jk−1 . . .∆j1R, where ω = gi1 . . . giℓ ∈ Gd. Recall that
∆j(fg)(X
1,X2)(Z) = f(X1)∆jg(X
1,X2)(Z) + ∆jf(X
1,X2)(Z)g(X2),
whenever X1,X2, and Z are of appropriate sizes and f, g are nc functions; see [47, pp. 23] for the
proof. Using Lemma 3.1 and Lemma 3.3, we get the following important lemma.
Lemma 3.4. Let R be a nc Fornasini–Marchesini realization centred at Y ∈ Ks×s that is described
by (L;D,C,A,B) and suppose its coefficients satisfy the L−LA conditions. For every m ∈ N, X ∈
Ωsm(R), k ∈ N, Z
1, . . . , Zk ∈ Ksm×sm, and 1 ≤ j1, . . . , jk ≤ d, we have
(3.3) ∆jk . . .∆j1R(X, Im ⊗ Y , . . . , Im ⊗ Y , Im ⊗ Y )(Z
1, . . . , Zk)
= (Im ⊗ C)F3(X)(Z
1)Aj1 · · · (Z
k−1)Ajk−1(Z
k)Bjk
and
∆jk . . .∆j1F3(Im ⊗ Y , . . . , Im ⊗ Y ,X)(Z
1, . . . , Zk) = (Z1)Aj1 · · · (Z
k)AjkF3(X),(3.4)
where F3 is given in Lemma 3.1.
Proof. Let F1, F2, F3, and F4 be as defined in Lemma 3.1, so
R(X) = F1(X) + F2(X)F3(X)F4(X), ∀X ∈ Ω(R).
For every X1 ∈ Ωsm1(R), X
2 ∈ Ωsm2(R), Z
1 ∈ Ksm1×sm2 , and 1 ≤ j1 ≤ d,
∆j1R(X
1,X2)(Z1) = ∆j1F1(X
1,X2)(Z1) + ∆j1(F2F3F4)(X
1,X2)(Z1) = F2(X
1)
∆j1(F3F4)(X
1,X2)(Z1) + ∆j1F2(X
1,X2)(Z1)F2(X
2)F4(X
2) = F2(X
1)
[
F3(X
1)
∆j1F4(X
1,X2)(Z1) + ∆j1F3(X
1,X2)(Z1)F4(X
2)
]
= F2(X
1)
[
F3(X
1)(Z1)Bj1 + F3(X
1)
(Z1)Aj1F3(X
2)F4(X
2)
]
= F2(X
1)F3(X
1)(Z1)Bj1 + F2(X
1)F3(X
1)(Z1)Aj1F3(X
2)F4(X
2)
and in particular, as Im ⊗ Y ∈ Ωsm(R) and F4(Im ⊗ Y ) = 0,
∆j1R(X
1, Im ⊗ Y )(Z
1) = F2(X
1)F3(X
1)(Z1)Bj1 .
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Using the notations in Lemma 3.3, we have
∆j1R(X
1,X2)(Z) =
[
(f1 ⊗ f2)Bj1 + (f1 ⊗ f3)Aj1
]
(X1,X2)(Z),
i.e., ∆j1R = (f1⊗ f2)Bj1 +(f1⊗ f3)Aj1 , where f1 = F2F3, f2 = Is and f3 = F3F4 are nc functions.
So
∆j2∆j1R(X
1,X2,X3)(Z1, Z2) = ∆j2((f1⊗f2)Bj1 +(f1⊗f3)Aj1 )(X
1,X2,X3)(Z1, Z2) = f1(X
1)
(Z1)Bj1∆j2f2(X
2,X3)(Z2) + f1(X
1)(Z1)Aj1∆j2f3(X
2,X3)(Z2) = f1(X
1)(Z1)Aj1
[
F3(X
2)
∆j2F4(X
2,X3)(Z2)+∆j2F3(X
2,X3)(Z2)F4(X
3)
]
= f1(X
1)(Z1)Aj1
[
F3(X
2)(Z2)Bj2+F3(X
2)(Z2)Aj2
F3(X
3)F4(X
3)
]
=
[
(f1 ⊗ F3 ⊗ f2)Aj1 ,Bj2 + (f1 ⊗ F3 ⊗ f3)Aj1 ,Aj2
]
(X1,X2,X3)(Z1, Z2),
i.e.,
∆j2∆j1R = (f1 ⊗ F3 ⊗ f2)Aj1 ,Bj2 + (f1 ⊗ F3 ⊗ f3)Aj1 ,Aj2 .
We proceed the proof by induction (on k). Suppose that
∆jk . . .∆j1R(X
1, . . . ,Xk+1)(Z1, . . . , Zk) = (f1⊗F3⊗. . .⊗F3⊗f2)Aj1 ,...,Ajk−1 ,Bjk (X
1, . . . ,Xk+1)
(Z1, . . . , Zk) + (f1 ⊗ F3 ⊗ . . .⊗ F3 ⊗ f3)Aj1 ,...,Ajk (X
1, . . . ,Xk+1)(Z1, . . . , Zk),
i.e., that
∆jk . . .∆j1R = (f1 ⊗ F ⊗ . . . ⊗ F3 ⊗ f2)Aj1 ,...,Ajk−1 ,Bjk + (f1 ⊗ F3 ⊗ . . . ⊗ F3 ⊗ f3)Aj1 ,...,Ajk
and hence — using (3.2) in Lemma 3.3 —
∆jk+1∆jk . . .∆j1R(X
1, . . . ,Xk+2)(Z1, . . . , Zk+1) = ∆jk+1
[
(f1⊗F3⊗ . . .⊗F3⊗f2)Aj1 ,...,Ajk−1 ,Bjk
+(f1⊗F3⊗. . .⊗F3⊗f3)Aj1 ,...,Ajk
]
(X1, . . . ,Xk+2)(Z1, . . . , Zk+1) = f1(X
1)(Z1)Aj1 . . . (Z
k−1)Ajk−1
F3(X
k)
[
(Zk)Bjk∆jk+1f2(X
k+1,Xk+2)(Zk+1) + (Zk)Ajk∆jk+1f3(X
k+1,Xk+2)(Zk+1)
]
= f1(X
1)
(Z1)Aj1 · · · (Z
k−1)Ajk−1F3(X
k)(Zk)Ajk
[
F3(X
k+1)(Zk+1)Bjk+1 +F3(X
k+1)(Zk+1)Ajk+1F3(X
k+2)
F4(X
k+2)
]
=
[
(f1 ⊗ F3 ⊗ . . . ⊗ F3 ⊗ f2)Aj1 ,...,Ajk ,Bjk+1 + (f1 ⊗ F3 ⊗ . . .⊗ F3 ⊗ f3)Aj1 ,...,Ajk+1
]
(X1, . . . ,Xk+2)(Z1, . . . , Zk+1),
i.e.,
∆jk+1 . . .∆j1R = (f1 ⊗ F3 ⊗ . . .⊗ F3 ⊗ f2)Aj1 ,...,Ajk ,Bjk+1 + (f1 ⊗ F3 ⊗ . . .⊗ F3 ⊗ f3)Aj1 ,...,Ajk+1 ,
which ends the proof by induction. Since F3(Im ⊗ Y ) = ILm, we know
∆jk . . .∆j1R(X
1, Im⊗Y , . . . , Im⊗Y ,X
k+1)(Z1, . . . , Zk) = f1(X
1)(Z1)Aj1 · · · (Z
k−1)Ajk−1(Z
k)Bjk
+ f1(X
1)(Z1)Aj1 . . . (Z
k)Ajkf3(X
k+1).
Therefore, as f3(Im ⊗ Y ) = 0, we obtain formula (3.3) and
∆jk . . .∆j1R(Im ⊗ Y , Im ⊗ Y , . . . , Im ⊗ Y ,X
k+1)(Z1, . . . , Zk)
−∆jk . . .∆j1R(Im ⊗ Y , Im ⊗ Y , . . . , Im ⊗ Y , Im ⊗ Y )(Z
1, . . . , Zk)
= (Im1 ⊗ C)(Z
1, . . . , Zk)AνF3(X
k+1)F4(X
k+1)
where ν = gj1 . . . gjk . Next, similarly to the above computations, one easily gets
∆jk . . .∆j1F3(X
1, . . . ,Xk+1)(Z1, . . . , Zk) = F3(X
1)(Z1)Aj1F3(X
2) . . . F3(X
k)(Zk)AjkF3(X
k+1)
and hence by taking X1 = . . . = Xk = Im ⊗ Y , we obtain (3.4). 
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Finally, we are in a position to take an advantage of the nc difference-differential calculus analysis
developed in this section and prove that Ω(R) is similarity invariant, a property that will be quite
useful for us later on (cf. the proof of Theorem 4.4).
Theorem 3.5. Let R be a nc Fornasini–Marchesini realization centred at Y ∈ Ks×s that is
described by (L;D,C,A,B). Suppose R is controllable and observable, and its coefficients satisfy
the L − LA conditions. Then Ω(R) is similarity invariant, i.e., X ∈ Ωsm(R) =⇒ S · X · S
−1 ∈
Ωsm(R) for any invertible S ∈ K
sm×sm and m ∈ N.
For the purpose of the proof, we recall the definitions of the controllability and observability
matrices, as they appear in [64, Subsection 2.2]. The infinite block matrix
CA,B := row
[
C
(ω,k)
A,B
]
(ω,k)∈Gd×{1,...,d}
is the controllability matrix associated with (A,B), where
C
(ω,k)
A,B ∈ K
L×s3(|ω|+1) is given by C
(ω,k)
A,B := row
[
(Aω ·Bk)(Z)
]
Z∈E
|ω|+1
s
for each (ω, k) ∈ Gd × {1, . . . , d}. The infinite block matrix
OC,A := col
[
O
(ω)
C,A
]
ω∈Gd
is the observability matrix associated to (C,A), where
O
(ω)
C,A ∈ K
s3|ω|×L is given by O
(ω)
C,A := col
[
C ·Aω(Z)
]
Z∈E
|ω|
s
for each ω ∈ Gd.
Proof. If m ∈ N and X ∈ Ωsm(R), then ΛA,Y (X) is invertible. As (C,A) is observable and (A,B)
is controllable, it follows from [64, Proposition 2.10] that there exist ℓ ∈ N for which the matrix
cℓ := row
[
C
(ω,k)
A,B
]
|ω|≤ℓ,1≤k≤d
is right invertible and the matrix
oℓ := col
[
O
(ω)
C,A
]
|ω|≤ℓ
is left invertible. Let us denote a right inverse of cℓ by c
(R) and a left inverse of oℓ by o
(L), thus
cℓc
(R) = o(L)oℓ = IL. As X ∈ Ωsm(R), it follows from Lemma 3.4 that
∆jk . . .∆j1R(X, Im ⊗ Y , . . . , Im ⊗ Y , Im ⊗ Y )(Z
1, . . . , Zk)
= (Im ⊗ C)ΛA,Y (X)
−1(Z1, . . . , Zk−1)Aω1(Zk)Bjk
for every choice of k ≥ 1, 1 ≤ j1, . . . , jk ≤ d, and Z
1, . . . , Zk ∈ Esm, therefore when considering all
words ω ∈ Gd with |ω| ≤ ℓ and putting them all together (as blocks) in a (row) matrix, we get
∆
(ℓ)
R (X) = (Im ⊗ C)ΛA,Y (X)
−1cℓ,(3.5)
where
∆
(ℓ)
R (X) := row
[
∆
(ω)
R (X)
]
|ω|≤ℓ
and
∆
(ω)
R (X) := row
[
∆ωR
(
X, Im ⊗ Y , . . . , Im ⊗ Y
)(
Z1, . . . , Z |ω|
)]
Z1,...,Z|ω|∈Esm
.
Multiplying both sides of (3.5) on the right by c(R), to obtain
∆
(ℓ)
R (X)c
(R) = (Im ⊗ C)ΛA,Y (X)
−1.(3.6)
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Next, we consider all higher derivatives w.r.t words of length at most ℓ of the nc function ∆
(ℓ)
R (·);
by putting them all together (as blocks) in a (column) matrix, and by using (3.6) and (3.4), we
observe that
∆
(ℓ)
∆R
(X)c(R) = oℓΛA,Y (X)
−1,(3.7)
where
∆
(ℓ)
∆R
(X) := col
[
∆
(ω)
∆R
(X)
]
|ω|≤ℓ
and ∆
(ω)
∆R
(X) = col
[
∆ω∆
(ℓ)
R
(
Y ⊙sm|ω|,X
)(
Z⊙sm|ω|
)]
Z∈E
|ω|
sm
.
Multiplying both sides of (3.7) on the left by o(L), to obtain o(L)∆
(ℓ)
∆R
(X)c(R) = ΛA,Y (X)
−1, i.e.,
for every X ∈ Ωsm(R) we showed that
o(L)∆
(ℓ)
∆R
(X)c(R)ΛA,Y (X) = ILm.(3.8)
Thus, for every invertible S ∈ Ksm×sm such that S ·X · S−1 ∈ Ωsm(R), i.e., such that
det
(
ΛA,Y (S ·X · S
−1)
)
= det
(
ILm −
d∑
k=1
(SXkS
−1 − Im ⊗ Yk)Ak
)
6= 0,(3.9)
one can apply (3.8) for S ·X · S−1 to obtain that
o(L)∆
(ℓ)
∆R
(S ·X · S−1)c(R)ΛA,Y (S ·X · S
−1) = ILm.(3.10)
We proved that (3.10) holds whenever (3.9) holds and next we show that (3.10) holds for any
invertible S ∈ Ksm×sm, even without assuming (3.9).
AsR : Ω(R)→ Knc is a nc function, there exists a unique nc function R˜ : Ω˜(R)→ Knc such that
R˜ |Ω(R)= R, where Ω˜(R) is the similarity invariant envelope of Ω(R), that is the smallest nc set
that contains Ω(R) and is similarity invariant (cf. [47, Appendix A]). Let ϕ : Ksm×sminv → K
Lm×Lm
be the mapping defined by
ϕ(S) = o(L)∆
(ℓ)
∆
R˜
(S ·X · S−1)c(R)ΛA,Y (S ·X · S
−1)− ILm
for every S ∈ Ksm×sminv , i.e., for every invertible matrix S ∈ K
sm×sm, where X, Im ⊗ Y ∈ Ωsm(R)
imply that S ·X ·S−1, Im⊗Y ∈ Ω˜sm(R) and hence ∆
(ℓ)
∆
R˜
(S ·X ·S−1) is well defined. If S ∈ Ksm×sminv
such that (3.9) holds, then S ·X · S−1 ∈ Ωsm(R) which implies that ∆
(ℓ)
∆
R˜
(S ·X · S−1) = ∆
(ℓ)
∆R
(S ·
X · S−1) and thus ϕ(S) = 0. As the set
Z =
{
S ∈ Ksm×sm : det(S) 6= 0, det
(
ΛA,Y (S ·X · S
−1)
)
6= 0
}
is a non-empty (since Ism ∈ Z) Zariski open subset of K
sm×sm
inv on which ϕ |Z= 0, while on the
other hand the equation ϕ(S) = 0 is a polynomial expression w.r.t (entries of) S and to 1/det(S),
we deduce that ϕ(S) = 0 holds true for every S ∈ Ksm×sminv . Therefore the matrix ΛA,Y (S ·X ·S
−1)
is invertible, which means that S ·X · S−1 ∈ Ωsm(R). 
4. Minimal Realizations & NC Rational Functions: Full Characterization
4.1. Linearized lost-abbey conditions w.r.t algebras. We begin this section by carrying on
some of the computations regarding the L − LA conditions, to evaluations over algebras. Let A
be a unital K−algebra. As in [64], we extend the linear mappings
Ak : K
s×s → KL×L and Bk : K
s×s → KL×s, k = 1, . . . , d
in a natural way to linear mappings
AAk : A
s×s → AL×L and BAk : A
s×s → AL×s, k = 1, . . . , d
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by the following rule: if A ∈ As×s, it can be written as A =
∑s
p,q=1Epq ⊗ apq where apq ∈ A and
Epq ∈ Es, thus we define
(A)AAk :=
s∑
p,q=1
Ak(Epq)⊗ apq ∈ A
L×L and (A)BAk :=
s∑
p,q=1
Bk(Epq)⊗ apq ∈ A
L×s
for 1 ≤ k ≤ d. It is easy to check that if any of the L−LA conditions (cf. equations (2.3)− (2.8))
holds over Ks×s, then it holds also over As×s. More precisely, the linearized lost-abbey (L − LA)
conditions w.r.t A are given by
SADA −DASA = CA
d∑
k=1
(
[S, Yk]A
)
BAk ,(4.1)
(SC)A(A1)B
A
i1
− CA
(
SAA1
)
BAi1 = CA
( d∑
k=1
(
[S, Yk]A
)
AAk
)
(A1)B
A
i1
,(4.2)
(SC)A(A1)A
A
i1
− CA
(
SAA1
)
AAi1 = CA
( d∑
k=1
(
[S, Yk]A
)
AAk
)
(A1)A
A
i1
,(4.3)
(A1SA)B
A
i1
− (A1)B
A
i1
SA = (A1)A
A
i1
d∑
k=1
(
[S, Yk]A
)
BAk ,(4.4)
(A1SA)A
A
i1
(A2)B
A
i2
− (A1)A
A
i1
(SAA2)B
A
i2
= (A1)A
A
i1
( d∑
k=1
(
[S, Yk]A
)
AAk
)
(A2)B
A
i2
,(4.5)
and
(A1SA)A
A
i1
(A2)A
A
i2
− (A1)A
A
i1
(SAA2)A
A
i2
= (A1)A
A
i1
( d∑
k=1
(
[S, Yk]A
)
AAk
)
(A2)A
A
i2
,(4.6)
for every S ∈ Ks×s,A1,A2 ∈ A
s×s, and 1 ≤ i1, i2 ≤ d, where for the sake of simplicity, we
frequently use the notation
ZA := Z ⊗ 1A ∈ A
α×β,
for every α, β ∈ N and Z ∈ Kα×β . In the following lemma we prove that equation (2.8) implies
equation (4.6), while the proofs for the other equations are similar, hence omitted.
Lemma 4.1. Let A be a unital K−algebra. If equation (2.8) holds, then (4.6) holds.
Proof. If A1,A2 ∈ A
s×s, one can write
A1 =
s∑
p,q=1
Epq ⊗ a
(1)
pq and A2 =
s∑
k,l=1
Ekl ⊗ a
(2)
kl ,
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where Epq ∈ Es and a
(1)
pq , a
(2)
pq ∈ A for 1 ≤ p, q ≤ s, then
(
A1SA
)
AAi1(A2)A
A
i2
− (A1)A
A
i1
(
SAA2
)
AAi2 =
( s∑
p,q=1
(EpqS)⊗ a
(1)
pq
)
AAi1
( s∑
k,l=1
Ekl ⊗ a
(2)
kl
)
AAi2−
( s∑
p,q=1
Epq⊗a
(1)
pq
)
AAi1
( s∑
k,l=1
(SEkl)⊗a
(2)
kl
)
AAi2 =
s∑
p,q=1
s∑
k,l=1
[ (
Ai1(EpqS)⊗ a
(1)
pq
)(
Ai2(Ekl)⊗ a
(2)
kl
)
−
(
Ai1(Epq)⊗ a
(1)
pq
)(
Ai2(SEkl)⊗ a
(2)
kl
) ]
=
s∑
p,q=1
s∑
k,l=1
[(
Ai1(EpqS)Ai2(Ekl)−Ai1(Epq)Ai2(SEkl)
)
⊗
(
a(1)pq a
(2)
kl
) ]
Applying (2.8), we get
(
A1SA
)
AAi1(A2)A
A
i2
− (A1)A
A
i1
(
SAA2
)
AAi2 =
s∑
p,q=1
s∑
k,l=1
[(
Ai1(Epq)
( d∑
k=1
Ak([S, Yk])
)
Ai2(Ekl)
)
⊗
(
a(1)pq a
(2)
kl
)]
=
( s∑
p,q=1
Ai1(Epq)⊗ a
(1)
pq
)( d∑
k=1
Ak([S, Yk])⊗ 1A
) s∑
k,l=1
Ai2(Ek,l)⊗ a
(2)
kl
= (A1)A
A
i1
( d∑
k=1
(
[S, Yk]A
)
AAk
)
(A2)A
A
i2
.

For a nc Fornasini–Marchesini realization R that is centred at Y ∈ Ωs(R) and described by
(L;D,C,A,B), we recall the following definitions:
• The A−domain of R (denoted by DOMA(R) in [64, p.9]), that is
ΩA(R) :=
{
A ∈ (As×s)d : ΛAA,Y (A) is invertible in A
L×L
}
,
where Yk := Yk ⊗ 1A for every 1 ≤ k ≤ d, and
ΛAA,Y (A) := (IL)A −
d∑
k=1
(Ak − Yk)A
A
k = (IL)A −
d∑
k=1
[
(Ak)A
A
k − (Ak(Yk))A
]
.
• The A−evaluation of R at any A = (A1, . . . ,Ad) ∈ ΩA(R), which is
RA(A) := DA + CAΛ
A
A,Y (A)
−1
d∑
k=1
[
(Ak)B
A
k − (Bk(Yk))A
]
.
In the next proposition we show that in the special case where A = (A1, . . . ,Ad) = (Is ⊗
a1, . . . , Is ⊗ ad) ∈ ΩA(R) for some a1, . . . , ad ∈ A, the matrix R
A(A) commutes with all the
matrices of the form SA = S ⊗ 1A, where S ∈ K
s×s, and hence must be scalar. This result is very
important, as we will see in the proof of Theorem 4.4.
Proposition 4.2. Let R be a nc Fornasini–Marchesini realization centred at Y ∈ Ks×s that is
described by (L;D,C,A,B), suppose its coefficients satisfy the L−LA conditions, and let A be a
unital K−algebra. If a = (a1, . . . , ad) ∈ A
d such that
ΛAA,Y (Is ⊗ a) = (IL)A −
d∑
k=1
[
Ak(Is)⊗ ak − (Ak(Yk))A
]
(4.7)
is invertible in AL×L, then RA(A)SA = SAR
A(A) for every S ∈ Ks×s, where A = (A1, . . . ,Ad) =
Is ⊗ a. In particular, there exists an element f(a) ∈ A such that R
A(Is ⊗ a) = Is ⊗ f(a).
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The ideas of the proof are very similar to those in the proof of Theorem 2.6, with the difference
of using the L−LA conditions w.r.t algebras now, instead of the L−LA conditions. Nevertheless,
we present the proof fully detailed.
Proof. Let S ∈ Ks×s. For simplicity, recall the notations Yi := Yi ⊗ 1A for every 1 ≤ i ≤ d and
define the matrices
MA =
d∑
k=1
(
[S, Yk]A
)
AAk ∈ A
L×L and MB =
d∑
k=1
(
[S, Yk]A
)
BAk ∈ A
L×s.
From equations (4.1) and (4.4), it follows that
RA(A)SA = (DS)A + CAΛ
A
A,Y (A)
−1
( d∑
i=1
(Ai − Yi)B
A
i
)
SA = (SD)A − CAMB + CAΛ
A
A,Y (A)
−1
[ d∑
i=1
(
(Ai − Yi)SA
)
BAi −
d∑
i=1
(Ai − Yi)A
A
i MB
]
=
(
SD − C
d∑
k=1
Bk([S, Yk])
)
A
+ CAΛ
A
A,Y (A)
−1
[ d∑
i=1
(
(Ai−Yi)SA
)
BAi +Λ
A
A,Y (A)
( d∑
k=1
Bk([S, Yk])
)
A
−
( d∑
k=1
Bk([S, Yk])
)
A
]
= (SD)A+CAΛ
A
A,Y (A)
−1
d∑
i=1
(
(Ai − Yi)SA − [S, Yi]A
)
BAi = (SD)A + CAΛ
A
A,Y (A)
−1
d∑
i=1
(
AiSA − (SYi)A
)
BAi = (SD)A
+ CAΛ
A
A,Y (A)
−1
d∑
i=1
(
SA(Ai − Yi)
)
BAi ,
i.e.,
RA(A)SA − (SD)A = CAΛ
A
A,Y (A)
−1
d∑
i=1
(
SA(Ai − Yi)
)
BAi .
From (4.5) it follows that(
(Aj −Yj)SA
)
AAj (Ai − Yi)B
A
i − (Aj − Yj)A
A
j
(
SA(Ai − Yi)
)
BAi = (Aj −Yj)A
A
j MA(Ai − Yi)B
A
i ,
thus
( d∑
j=1
(
(Aj − Yj)SA
)
AAj
) d∑
i=1
(Ai − Yi)B
A
i −
( d∑
j=1
(Aj − Yj)A
A
j
) d∑
i=1
(
SA(Ai − Yi)
)
BAi
=
( d∑
j=1
(Aj − Yj)A
A
j
)
MA
d∑
i=1
(Ai − Yi)B
A
i
and hence
ΛAA,Y (A)
d∑
i=1
(
SA(Ai − Yi)
)
BAi −
d∑
i=1
(
SA(Ai − Yi)
)
BAi =
( d∑
j=1
(Aj − Yj)A
A
j
)
MA
d∑
i=1
(Ai − Yi)B
A
i −
( d∑
j=1
(
(Aj − Yj)SA
)
AAj
) d∑
i=1
(Ai − Yi)B
A
i ,
28 M. PORAT AND V. VINNIKOV
which implies that
ΛAA,Y (A)
−1
d∑
i=1
(
SA(Ai − Yi)
)
BAi =
d∑
i=1
(
SA(Ai −Yi)
)
BAi − Λ
A
A,Y (A)
−1
( d∑
j=1
(Aj −Yj)A
A
j
)
MA
d∑
i=1
(Ai − Yi)B
A
i + Λ
A
A,Y (A)
−1
( d∑
j=1
(
(Aj − Yj)SA
)
AAj
) d∑
i=1
(Ai − Yi)B
A
i =
d∑
i=1
(
SA(Ai − Yi)
)
BAi +Λ
A
A,Y (A)
−1
( d∑
j=1
(
(Aj −Yj)SA
)
AAj
) d∑
i=1
(Ai−Yi)B
A
i +MA
d∑
i=1
(Ai−Yi)B
A
i −Λ
A
A,Y (A)
−1MA
d∑
i=1
(Ai − Yi)B
A
i =
d∑
i=1
(
SA(Ai − Yi)
)
BAi +MA
d∑
i=1
(Ai − Yi)B
A
i + Λ
A
A,Y (A)
−1
( d∑
j=1
(
(Aj − Yj)SA
− [S, Yj ]A
)
AAj
) d∑
i=1
(Ai − Yi)B
A
i .
Therefore, using (4.2), we get
RA(A)SA − (SD)A =
d∑
i=1
CA
[(
SA(Ai − Yi)
)
BAi +MA(Ai − Yi)B
A
i
]
+ CAΛ
A
A,Y (A)
−1
( d∑
j=1
(
AjSA − (SYj)A
)
AAj
) d∑
i=1
(Ai − Yi)B
A
i =
d∑
i=1
(SC)A(Ai − Yi)B
A
i + CAΛ
A
A,Y (A)
−1
( d∑
j=1
(
SA(Aj −Yj)
)
AAj
) d∑
i=1
(Ai − Yi)B
A
i .
We know, from (4.6), that
( d∑
i=1
(Ai − Yi)A
A
i
) d∑
j=1
(
SA(Aj − Yj)
)
AAj =
( d∑
i=1
(
(Ai − Yi)SA
)
AAi
) d∑
j=1
(Aj − Yj)A
A
j
−
( d∑
i=1
(Ai − Yi)A
A
i
)
MA
d∑
j=1
(Aj − Yj)A
A
j
and hence, using (4.3),
CAΛ
A
A,Y (A)
−1
d∑
j=1
(
SA(Aj − Yj)
)
AAj = CA
( d∑
j=1
(
SA(Aj − Yj)
)
AAj
)
+ CAMA
d∑
j=1
(Aj − Yj)A
A
j + CAΛ
A
A,Y (A)
−1
( d∑
i=1
(
(Ai − Yi)SA
)
AAi
) d∑
j=1
(Aj − Yj)A
A
j − CAΛ
A
A,Y (A)
−1MA
d∑
j=1
(Aj − Yj)A
A
j = (SC)A
( d∑
i=1
(Ai − Yi)A
A
i
)
+ CAΛ
A
A,Y (A)
−1
( d∑
i=1
(
SA(Ai − Yi)
)
AAi
)
d∑
j=1
(Aj − Yj)A
A
j ,
which implies
CAΛ
A
A,Y (A)
−1
( d∑
j=1
(
SA(Aj − Yj)
)
AAj
)
ΛAA,Y (A) = (SC)A
d∑
i=1
(Ai −Yi)A
A
i
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and then
CAΛ
A
A,Y (A)
−1
d∑
j=1
(
SA(Aj − Yj)
)
AAj = (SC)A
( d∑
i=1
(Ai − Yi)A
A
i
)
ΛAA,Y (A)
−1 = (SC)A
ΛAA,Y (A)
−1
d∑
i=1
(Ai − Yi)A
A
i .
Finally, we see that
RA(A)SA − (SD)A =
d∑
i=1
(SC)A(Ai − Yi)B
A
i + (SC)AΛ
A
A,Y (A)
−1
( d∑
i=1
(Ai −Yi)A
A
i
)
d∑
i=1
(Ai −Yi)B
A
i = (SC)AΛ
A
A,Y (A)
−1
d∑
i=1
(Ai − Yi)B
A
i ,
i.e., RA(A)SA = SAR
A(A). Then it is easily seen — just by choosing S = Eαβ for all 1 ≤ α, β ≤ s
— that RA(A) is a scalar matrix over A, so for every a ∈ Ad such that Is ⊗ a ∈ ΩA(R), there
exists f(a) ∈ A satisfying RA(Is ⊗ a) = Is ⊗ f(a). 
4.2. Conclusions and main results. Towards the final step of viewing a nc Fornasini–Marchesini
realization R, that is controllable and observable, as a (restriction of a) nc rational function, we
use the following technical yet important lemma, see [82, Lemma 3.9].
Lemma 4.3. Let r =
(
rij
)
1≤i,j≤n
be an n × n matrix over K (<x )> and let X ∈ dom(r) :=⋂
i,j=1,...,n dom(rij). If det
(
r(X)
)
6= 0, then there exist nc rational expressions Sij , (i, j = 1, . . . , n)
such that X ∈
⋂
i,j=1,...,n dom(Sij) and Sij represents (r
−1)ij for every 1 ≤ i, j ≤ n.
Given a nc Fornasini–Marchesini realization R centred at Y = (Y1, . . . , Yd) ∈ (K
s×s)d, define
the following two matrices of nc rational functions:
δR(x1, . . . , xd) := IL −
d∑
k=1
[
Ak(Is)xk −Ak(Yk)
]
(4.8)
in K (<x )>L×L, and
rR(x1, . . . , xd) = D + C
(
IL −
d∑
k=1
[
Ak(Is)xk −Ak(Yk)
])−1 d∑
k=1
[
Bk(Is)xk −Bk(Yk)
]
(4.9)
in K (<x )>s×s. We will show in the proof of Theorem 4.4 below that the matrix δR, appearing in
the formula of rR, is indeed invertible over K (<x )>
L×L.
Theorem 4.4. Let R be a nc Fornasini–Marchesini realization that is centred at Y ∈ Ks×s and
described by (L;D,C,A,B). Suppose R is controllable and observable, and its coefficients satisfy
the L− LA conditions. Then there exists f ∈ K (<x )> such that
rR = Is ⊗ f.(4.10)
Moreover, Ωsm(R) ⊆ domsm(f) and R(X) = f(X) for every m ∈ N and X ∈ Ωsm(R). In
particular, Y ∈ doms(f).
Remark 4.5. The equality in (4.10) holds in K (<x )>s×s, in the sense that X ∈ dom(rR) if and only
if X ∈
⋂
1≤i,j≤s dom(Rij), where Rii (for 1 ≤ i ≤ s) are nc rational expressions which represent
f , and Rij (for 1 ≤ i 6= j ≤ s) are nc rational expressions which represent 0. In that case, the
evaluation is given by rR(X) =
(
Rij(X)
)
1≤i,j≤s
.
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Proof. In Theorem 2.6 we showed that Y ∈ Ωs(R), while Ω(R) is closed under direct sums and
similarities, where R is the nc function given by (2.16), thus Is ⊗ Y ∈ Ωs2(R) and as Y ⊗ Is =
E(s, s)(Is ⊗ Y )E(s, s)
−1 (cf. equation (1.1)), we get that Y ⊗ Is ∈ Ωs2(R), i.e, that the matrix
ΛA,Y (Y ⊗ Is) = ILs −
d∑
k=1
(Yk ⊗ Is − Is ⊗ Yk)Ak = ILs −
d∑
k=1
[
Yk ⊗Ak(Is)− Is ⊗Ak(Yk)
]
is invertible, which implies that the matrix
δR(Y ) = IL ⊗ Is −
d∑
k=1
[
Ak(Is)⊗ Yk −Ak(Yk)⊗ Is
]
= E(s, L)ΛA,Y (Y ⊗ Is)E(s, L)
T
is invertible. It is well known (e.g, it follows immediately from Lemma 4.3) that an element
from K (<x )>L×L is invertible in K (<x )>L×L if and only if its evaluation at some point is invertible.
Therefore δR is invertible in K (<x )>
L×L, since the matrix δR(Y ) is invertible.
By applying Proposition 4.2 with the free field A = K (<x )> and a1 = x1, . . . , ad = xd, the
invertibility of δR in K (<x )>
L×L — which is equivalent for equation (4.7) — implies that there
exists f ∈ K (<x )> such that RA(Is ⊗ x) = Is ⊗ f(x), i.e., rR = Is ⊗ f.
Next, let X ∈ Ωsm(R), similarly to the arguments above, we get that δR(X) is invertible, thus
it follows from Lemma 4.3 that there exist nc rational expressions Sij (for 1 ≤ i, j ≤ L), such that
X ∈
⋂
1≤i,j≤L dom(Sij) and the L×L matrix valued nc rational expression (Sij)1≤i,j≤L represents
δ−1R . Therefore, the s× s matrix of nc rational expressions given by
R˜(x) = D + C
(
Sij(x)
)
1≤i,j≤L
(
pij(x)
)
1≤i≤L, 1≤j≤s
=
(
dij +
∑L
k,ℓ=1 cikSkℓ(x)pℓj(x)
)
1≤i,j≤s
,
where
(
pij
)
1≤i≤L, 1≤j≤s
=
∑d
k=1
[
Bk(Is)xk −Bk(Yk)
]
is an L × s matrix of nc polynomials, rep-
resents the s× s matrix of nc rational functions rR. As X ∈
⋂
1≤i,j≤L dom(Sij), it follows that
X ∈ domsm(e
T
1 R˜e1) = domsm
(
d11 +
L∑
k,ℓ=1
c1kSkℓpℓ1
)
,
however eT1 R˜e1 represents the nc rational function e
T
1 rRe1 = e
T
1 (Is ⊗ f)e1 = f , hence X ∈
domsm(f). Moreover, as
δR(X) = ILsm −
d∑
k=1
[
Ak(Is)⊗Xk −Ak(Yk)⊗ Ism
]
= E(L, sm)−1
(
ILsm −
d∑
k=1
[
Xk ⊗Ak(Is)− Ism ⊗Ak(Yk)
])
E(L, sm) = E(L, sm)−1ΛA,Y (X ⊗ Is)E(L, sm),
one can evaluate rR(X) in the following way
rR(X) = D⊗Ism+(C⊗Ism)δR(X)
−1
d∑
k=1
[
Bk(Is)⊗Xk−Bk(Yk)⊗Ism
]
= D⊗Ism+(C⊗Ism)E(L, sm)
−1
ΛA,Y (X ⊗ Is)
−1E(L, sm)
( d∑
k=1
E(L, sm)−1
[
Xk ⊗Bk(Is)− In ⊗Bk(Yk)
]
E(s, sm)
)
= E(s, sm)−1
(
Ism⊗D+(Ism⊗C)ΛA,Y (X⊗Is)
−1
d∑
k=1
(Xk⊗Is−Ism⊗Yk)Bk
)
E(s, sm) = E(s, sm)−1R(X⊗Is)
E(s, sm) = E(s, sm)−1R
(
E(s, sm) · (Is ⊗X) ·E(s, sm)
−1
)
E(s, sm) = R(Is ⊗X) = Is ⊗R(X),
while rR = Is ⊗ f implies rR(X) = Is ⊗ f(X), therefore f(X) = R(X). 
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Before we prove one of the main results of the paper, we prove two useful properties of nc
rational functions and expressions:
Proposition 4.6. Let R1,R2 ∈ K (<x )>, let R be a nc rational expression in x1, . . . , xd over
K, n ∈ N, and Z ∈ (Kn×n)d.
1. If Im ⊗ Z ∈ dommn(R) for some m ∈ N, then Z ∈ domn(R).
2. If R1(X) = R2(X) for every X ∈ dom(R1) ∩ dom(R2), then R1 = R2.
Using the terminology in [47, pp. 95–96], item 1 says that dom(R) is a radical set.
Proof. 1. By synthesis: we only show the step of going from a nc rational expression to its inverse,
as the proof for the other parts (going from two nc rational expressions to their sum and product,
as well as the case of nc polynomial) are either similar or trivial. Suppose that our statement is
known for a nc rational expressions R and let Z be such that Im ⊗ Z ∈ dommn(R
−1) for some
m ∈ N. Then Im ⊗ Z ∈ dommn(R) and R(Im ⊗ Z) is invertible, but from the assumption (on R)
we get that Z ∈ domn(R). As R respects direct sums we get that R(Im ⊗ Z) = Im ⊗ R(Z) is
invertible, hence R(Z) is invertible as well, i.e., Z ∈ domn(R
−1) as needed.
2. Let R1 ∈ R1 and R2 ∈ R2 be (non-degenerate) nc rational expressions. For every X ∈
dom(R1) ∩ dom(R2), we have X ∈ dom(R1) ∩ dom(R2) and hence R1(X) = R1(X) = R2(X) =
R2(X), i.e., R1 and R2 are (K
d)nc−evaluation equivalent, so they represent the same nc rational
function, meaning R1 = R2. 
We now show that Theorems 4.4 and 2.6, imply one of our main results, that is — roughly
speaking — we can evaluate a nc rational function and its domain, using any of its minimal
realizations, centred at any chosen point from its domain:
Theorem 4.7. Let R ∈ K (<x1, . . . , xd )>. For every integer s ∈ N, a point Y ∈ doms(R), and a
minimal nc Fornasini–Marchesini realization R centred at Y of R, we have
(1) domsm(R) = Ωsm(R) and R(X) = R(X), for every X ∈ domsm(R) and m ∈ N.
(2) domn(R) =
{
X ∈ (Kn×n)d : Is ⊗ X ∈ Ωsn(R)
}
and Is ⊗ R(X) = R(Is ⊗ X), for every
X ∈ domn(R) and n ∈ N.
Proof. In Theorem 1.8 we proved that
domsm(R) ⊆ Ωsm(R) and R(X) = R(X), ∀X ∈ domsm(R), ∀m ∈ N.
Since R admits the realization R, it follows from Lemma 2.2 that the coefficients of R must
satisfy the L−LA conditions, thus Theorem 4.4 guarantees the existence of a nc rational function
f ∈ K (<x )> for which
Ωsm(R) ⊆ domsm(f) and f(X) = R(X), ∀X ∈ Ωsm(R), ∀m ∈ N.
Therefore, we have
domsm(R) ⊆ domsm(f) and R(X) = f(X) for every X ∈ domsm(R).(4.11)
Next, we show that (4.11) is true for sm replaced by any n ∈ N. If X ∈ domn(R), it follows from
Theorem 1.8 that Is ⊗X ∈ Ωsn(R) and Is ⊗R(X) = R(Is ⊗X), hence Is ⊗X ∈ domsn(f) and
f(Is ⊗X) = R(Is ⊗X). From the first part of Proposition 4.6 it follows that X ∈ domn(f) and
also that Is⊗ f(X) = f(Is⊗X) = R(Is⊗X) = Is⊗R(X), so f(X) = R(X), i.e., we showed that
domn(R) ⊆ domn(f) and R(X) = f(X), ∀X ∈ domn(R), ∀n ∈ N.
32 M. PORAT AND V. VINNIKOV
Thus from the second part of Proposition 4.6, we obtain that R = f and thus
domsm(R) = domsm(f) = Ωsm(R) and R(X) = f(X) for every X ∈ domsm(R).
Finally, if Is ⊗ X ∈ Ωsn(R) = domsn(R), then from the first part of Proposition 4.6, we have
X ∈ domn(R), hence Is ⊗R(X) = R(Is ⊗X) = R(Is ⊗X). 
Here is an immediate consequence of Theorems 4.4, 4.7, and Lemma 2.2, which states that given
a nc Fornasini–Marchesini realization that is controllable and observable, it is the realization of a
nc rational function if and only if its coefficients satisfy the L −LA conditions:
Theorem 4.8. Let R be a nc Fornasini–Marchesini realization centred at Y ∈ (Ks×s)d that is
described by (L;D,C,A,B), and suppose R is both controllable and observable. The following are
equivalent:
(1) There exists R ∈ K (<x )> that is regular at Y , such that domsm(R) = Ωsm(R) and R(X) =
R(X), for every X ∈ domsm(R) and m ∈ N.
(2) The coefficients of R satisfy the L− LA conditions (cf. equations (2.3)-(2.8)).
(3) There exists R ∈ K (<x )> that is regular at Y , such that domn(R) = {X ∈ (K
n×n)d :
Is ⊗X ∈ Ωsn(R)} and Is ⊗R(X) = R(Is ⊗X), for every X ∈ domn(R) and n ∈ N.
Proof. 1=⇒2: This is an immediate corollary of Lemma 2.2, as R admits the realization R.
2=⇒1: Suppose that the coefficients of R satisfy the L − LA conditions. By applying Theorem
4.4, there exists f ∈ K (<x )> such that
Ωsm(R) ⊆ domsm(f) and R(X) = f(X), ∀X ∈ Ωsm(R),m ∈ N.(4.12)
In particular we know that Y ∈ doms(f), thus from Corollary 1.7 and Theorem 4.7, there exists
a minimal nc Fornasini–Marchesini realization R˜ of f that is centred at Y , satisfying
domsm(f) = Ωsm(R˜) and f(X) = R˜(X), ∀X ∈ domsm(f),m ∈ N.(4.13)
From (4.12) and (4.13), it follows that
Ωsm(R) ⊆ Ωsm(R˜) and R(X) = R˜(X), ∀X ∈ Ωsm(R),m ∈ N.
Since Nilpsm(Y ) ⊆ Ωsm(R) for every m ∈ N, we obtain that
R(X) = R˜(X), ∀X ∈ Nilpsm(Y ),m ∈ N
and as both R and R˜ are minimal nc Fornasini–Marchesini realizations centred at Y , we can
use the arguments which appear in the proof of [64, Theorem 2.13] (which is based on the fact
that the two realizations give the same value on the nilpotent ball around Y and the uniqueness
of the Taylor–Taylor coefficients of their power series expansions around Y ), to deduce that R
and R˜ are similar and hence Ωsm(R) = Ωsm(R˜) for every m ∈ N. In conclusion, we get that
domsm(f) = Ωsm(R) and f(X) = R(X) for every X ∈ domsm(f) and m ∈ N, as needed.
(1)=⇒(3): It follows from Theorem 4.7, as R admits the minimal realization R.
(3)=⇒(1) Let n = sm and let X ∈ domsm(R), then Is⊗X ∈ Ωs2m(R) and Is⊗R(X) = R(Is⊗X).
As (Is ⊗Xk − Ism ⊗ Yk)Ak = Is ⊗
(
(Xk − Im ⊗ Yk)Ak
)
, we have
ΛA,Y (Is ⊗X) = Is ⊗
(
ILm −
d∑
k=1
(Xk − Im ⊗ Yk)Ak
)
= Is ⊗ ΛA,Y (X)
and thus
Is ⊗ X ∈ Ωs2m(R) =⇒ det
(
ΛA,Y (Is ⊗ X)
)
6= 0 =⇒ det
(
ΛA,Y (X)
)
6= 0 =⇒ X ∈ Ωsm(R).
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As R respects direct sums (cf. Theorem 2.6), Is ⊗ R(X) = R(Is ⊗ X) = Is ⊗ R(X) and hence
R(X) = R(X). We showed that for every X ∈ domsm(R), we have X ∈ Ωsm(R) and that
R(X) = R(X), i.e., we showed that R admits the minimal nc Fornasini–Marchesini realization R
and thus Theorem 4.7 implies the assertion in 1. 
Using our theory of minimal nc Fornasini–Marchesini realizations of nc rational functions, we
now provide a short proof for the fact that the domain of regularity of a nc rational function is
an upper admissible, similarity invariant nc set. Notice that proving the upper admissibility is a
highly non trivial thing to do, however with our methods the proof becomes easy.
Corollary 4.9. If R ∈ K (<x )>, then its domain of regularity is an upper admissible, similarity
invariant nc subset of (Kd)nc.
Proof. Fix a point Y ∈ doms(R) and a minimal nc Fornasini–Marchesini realization R of R, that
is centred at Y ; by using Corollary 1.7 for instance.
dom(R) is similarity invariant: Let X ∈ domn(R) and T ∈ K
n×n. It follows from Theorem
4.7 that Is ⊗X ∈ Ωsn(R), while from (the similarity invariance of Ω(R), proved in) Theorem 3.5
it follows that
Is ⊗ (T
−1 ·X · T ) = (Is ⊗ T )
−1 · (Is ⊗X) · (Is ⊗ T ) ∈ Ωsn(R).
By using Theorem 4.7 again, we get that T−1 ·X · T ∈ domn(R).
dom(R) is upper admissible: Let X ∈ donn(R), X
′ ∈ domm(R), and Z ∈ (K
n×m)d. Theo-
rem 4.7 implies that Is⊗X ∈ Ωsn(R) and Is⊗X
′ ∈ Ωsm(R), while from (the similarity invariance
of Ω(R), proved in) Theorem 3.5 we have X ⊗ Is ∈ Ωsn(R) and X
′ ⊗ Is ∈ Ωsm(R). Next, from
(the upper admissibility of Ω(R), proved in) Theorem 2.6, we get[
X Z
0 X ′
]
⊗ Is =
[
X ⊗ Is Z ⊗ Is
0 X ′ ⊗ Is
]
∈ Ωs(n+m)(R)
and thus the similarity invariance of Ω(R) implies that Is ⊗
[
X Z
0 X ′
]
∈ Ωs(n+m)(R). Finally,
Theorem 2.8.7 implies that
[
X Z
0 X ′
]
∈ domn+m(R). 
4.3. Evaluations over algebras. For the sake of completion, one would like to get a similar
result to Theorem 4.7 for evaluations w.r.t stably finite algebras. To do so, we must introduce
the following definition of a matrix domain of a nc rational function w.r.t an algebra. For every
R ∈ K (<x )>, define the matrix domain of the function R w.r.t an algebra A, also called the matrix
A−domain of R, by
(4.14) domMatA (R) :=
{
a ∈ Ad : a ∈ domMatA (R) for some 1× 1 matrix valued nc rational
expression R which represents R
}
,
where domMatA (R) is defined just as in [64, Definition 1.1], using the idea of synthesis, with the
only difference that the expression R may consist of matrix valued nc rational expressions. As
every nc rational expression is a 1×1 matrix valued nc rational expression, we automatically have
domA(R) ⊆ dom
Mat
A (R).
For more details on matrix valued nc rational expressions and functions, see [50].
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Definition 4.10. Let A be a unital K−algebra. We say that A has property I (here I stands
for inversion), if for every n ∈ N and A = (aij)1≤i,j≤n ∈ A
n×n that is invertible in An×n, there
exist nc rational expressions Rij (for 1 ≤ i, j ≤ n) in n
2 nc variables {xij : 1 ≤ i, j ≤ n}, such
that
a := (a11, . . . , ann) ∈ domA(Rij) and (A
−1)i,j = R
A
ij(a),
for every 1 ≤ i, j ≤ n.
We know certain families of algebras which satisfy Property I, those are when A is either
commutative, a skew field or a matrix algebra A = Kn×n for some n ∈ N. The first case is true
due to using determinants and an analog of the Cramer’s rule. The second case can be treated by
using quasideterminants (as developed and discussed in [33, 34]), or by using Schur complements
(as in the proof of [82, Lemma 3.9] with a smart way of choosing any non-zero element of the
matrix as a pivot). The third case follows directly from [82, Lemma 3.9].
It is easily seen that once A satisfies Property I, we have
domA(R) = dom
Mat
A (R)(4.15)
for every nc rational function R. Moreover, we get the precise description of all algebras with
Property I, by using the domain and the matrix domain of matrix valued nc rational functions
w.r.t A:
Proposition 4.11. Let A be a unital K−algebra. Then A has Property I if and only if domA(r) =
domMatA (r) for every matrix valued nc rational function r.
Here the A−domain and the matrix A−domain, respectively, of a matrix valued nc rational
function r = (rij), are defined as the intersection of all the A−domains and matrix A−domains,
respectively, of the nc rational functions rij .
Proof. If A has Property I, then it follows from the definition of the matrix A−domain that for
every matrix valued nc rational function r we have domA(r) = dom
Mat
A (r).
On the other hand, suppose it is true that domA(r) = dom
Mat
A (r) for every matrix valued nc
rational function r and let A = (aij)1≤i,j≤n ∈ A
n×n be invertible in An×n. Consider the n × n
matrix valued nc rational function
r(x11, . . . , xnn) =
(
rij(x11, . . . , xnn)
)
1≤i,j≤n
=

x11 . . . x1n
...
...
xn1 . . . xnn

−1
,
which is invertible as the matrix (xij)1≤i,j≤n is invertible over the free algebra K〈x11, . . . , xnn〉.
As A is invertible, we know that a = (a11, . . . , ann) ∈ dom
Mat
A (r), so by the assumption we get
a ∈ domA(r), which implies that a ∈ domA(rij) and
(
rA(a)
)
i,j
= rAij(a) for every 1 ≤ i, j ≤ n.
Thus there exist nc rational expressions Rij such that a ∈ domA(Rij) and r
A
ij(a) = R
A
ij(a) for every
1 ≤ i, j ≤ n, hence
(A−1)i,j =
(
rA(a)
)
i,j
= rAij(a) = R
A
ij(a).

It is not true that every stably finite algebra satisfies Property I, as the following example —
kindly provided by I. Klep and J. Volcˇicˇ — shows.
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Example 4.12. Let X =
(
x11 x12
x21 x22
)
,Z =
(
z11 z12
z21 z22
)
, and define
A := K〈x, z〉upslopeI =
{
p+ I : p ∈ K〈x, z〉
}
,(4.16)
where x = (x11, x12, x21, x22), z = (z11, z12, z21, z22), and I is the two sided ideal in K〈x, z〉 gener-
ated by the 8 equations obtained from XZ = ZX = I2. For convenience denote the 8 equations by
hj(x, z) = 0, for 1 ≤ j ≤ 8, hence I = 〈hj : 1 ≤ j ≤ 8〉.
It is known that A is a free ideal ring (e.g., see [24, Theorem 5.3.9] and [17, Theorem 6.1]) and
hence A is stably finite, as it can be embedded into a skew field which is trivially stably finite.
The natural mapping ϕ : K〈x〉 → A given by ϕ(p) = p+I for every p ∈ K〈x〉, is an embedding
from K〈x〉 into A, i.e., ker(ϕ) = {0A}: Let f ∈ K〈x〉 such that ϕ(f) = 0A, then
f(x) =
m∑
i=1
pi(x, z)hki(x, z)qi(x, z)(4.17)
for some m ∈ N, pi, qi ∈ K〈x, z〉 and ki ∈ {1, . . . , 8} for any 1 ≤ i ≤ m. Therefore for every
2 × 2 block matrix X =
[
Xij
]
1≤i,j≤2
invertible over K, we let X−1 =
[
Zij
]
1≤i,j≤2
, and obtain
that f(X) =
∑m
i=1 pi(X,Z)hki(X,Z)qi(X,Z) = 0, where X = (X11,X12,X21,X22) and Z =
(Z11, Z12, Z21, Z22). As f vanishes on a set of matrices that is Zariski dense, it follows that f
vanishes on all matrices and therefore f = 0K〈x〉.
If f ∈ K〈x〉 is non-constant, then ϕ(f) is not invertible in A: Suppose f ∈ K〈x〉 is non-constant
and that ϕ(f) is invertible in A. Thus there exist g ∈ K〈x, z〉 such that (g + I)ϕ(f) = 1A which
implies that fg−1 ∈ I. Therefore, similarly to (4.17), we get that whenever the matrix [Xij ]1≤i,j≤2
is invertible over K, so is the matrix f(X). However, this is a contradiction to a claim proved
in [82, page 79], which is the following: For every non-constant f ∈ K〈x〉, there exists a tuple of
matrices X = (X11,X12,X21,X22) for which the matrix [Xij ]1≤i,j≤2 is invertible over K, but f(X)
is not invertible over K.
Finally, the algebra A does not satisfy Property I: First, it is obvious that
A := ϕ(X) =
(
ϕ(xij)
)
1≤i,j≤2
=
(
xij + I
)
1≤i,j≤2
is invertible in A2×2, with its inverse being equal
(
zij+I
)
1≤i,j≤2
. Now, suppose A satisfies Property
I, therefore there exist nc rational expressions Rij such that a ∈ domA(Rij) and R
A
ij(a) = (A
−1)ij
for every 1 ≤ i, j ≤ 2, where a = (a11, a12, a21, a22) ∈ A
4 is given by aij = xij+I. If the expression
Rij contains at least one inversion, then let us take the innermost nested inverse, say R˜
−1 with nc
polynomial R˜, which appears in Rij , so we must have a ∈ domA(R˜
−1). Thus R˜A(a) is invertible
in A, while a simple calculation shows that R˜A(a) = R˜A(x + I) = R˜(x) + I = ϕ(R˜), hence
ϕ(R˜) is invertible in A and R˜ ∈ K〈x〉 is non-constant, which is a contradiction . Therefore the
expressions Rij must be polynomials, so we get that (A
−1)ij = R
A
ij(a) = ϕ(Rij) which implies
that
1A2×2 = AA
−1 =
(
ϕ(xij)
)
1≤i,j≤2
·
(
ϕ(Rij)
)
1≤i,j≤2
,
but as ϕ is an an embedding, we must have I2 =
(
xij
)
1≤i,j≤2
·
(
Rij
)
1≤i,j≤2
, which is a contradiction,
since the matrix
(
xij
)
1≤i,j≤2
is not invertible over K〈x〉.
In the next theorem we realize (up to a tensor product with the identity matrix) the matrix
A−domain of a nc rational function, as the A−domain of any of its minimal realizations, centred
at any point from its domain of regularity.
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Theorem 4.13. Let R ∈ K (<x )>. For every integer s ∈ N, a point Y ∈ doms(R), a minimal nc
Fornasini–Marchesini realization R centred at Y of R, and a unital stably finite K−algebra A, we
have
domMatA (R) =
{
a ∈ Ad : Is ⊗ a ∈ ΩA(R)
}
(4.18)
and Is ⊗R
A(a) = RA(Is ⊗ a) for every a ∈ dom
Mat
A (R).
Most of the results in [64] can be modified and proven with the setting of the matrix domain
(cf. [50]), instead of the usual domain of regularity. We will skip most of the details, as the proofs
are pretty much the same as the proofs in the scalar case, yet give the reader the instructions to
what exact changes have to be done.
Proof. A parallel version of [64, Theorem 2.4] — that is the existence of a realization formula
for any nc rational expression, that is centred at any point from its domain of regularity — can
be proven for the matrix domain, via synthesis, while adding the part where block matrices are
allowed, however, the proof of [64, Theorem 4.2] covers that part. So one can show the existence of a
minimal nc Fornasini–Marchesini realization R˜, centred at any point from dom(R), ofR w.r.tA, in
the sense that a ∈ domMatA (R) implies Is⊗a ∈ ΩA(R) and Is⊗R
A(a) = R˜A(Is⊗a). Furthermore,
it can be shown then that it holds for every minimal nc Fornasini–Marchesini realization of R
centred at any point in dom(R). This proves the first inclusion of (4.19), that is
domMatA (R) ⊆
{
a ∈ Ad : Is ⊗ a ∈ ΩA(R)
}
.
On the other hand, let a ∈ Ad and suppose that Is ⊗ a ∈ ΩA(R), thus the matrix
ΛAA,Y (Is ⊗ a) = IL ⊗ 1A −
d∑
k=1
[
(Is ⊗ ak)A
A
k −Ak(Yk)⊗ 1A
]
= IL ⊗ 1A −
d∑
k=1
[
Ak(Is)⊗ ak −Ak(Yk)⊗ 1A
]
= δAR(a)
is invertible in AL×L. Therefore a ∈ domMatA (e
T
1 rRe1), where we recall that rR is the s× s matrix
of nc rational functions given in (4.9). However, as shown in the proof of Theorem 4.4, there exists
f ∈ K (<x )> such that rR = Is ⊗ f , while in the proof of Theorem 4.7 we then showed that f = R,
therefore rR = Is ⊗R. Finally, as e
T
1 rRe1 = R, we obtain that a ∈ dom
Mat
A (R). 
As an immediate consequence of Theorem 4.13 and of (4.15), we get the following:
Corollary 4.14. Let R ∈ K (<x )>. For every integer s ∈ N, a point Y ∈ doms(R), a minimal
nc Fornasini–Marchesini realization R centred at Y of R, and a unital stably finite K−algebra A
which satisfies Property I, we have
domA(R) =
{
a ∈ Ad : Is ⊗ a ∈ ΩA(R)
}
(4.19)
and Is ⊗R
A(a) = RA(Is ⊗ a) for every a ∈ dom
Mat
A (R).
Remark 4.15. Let n ∈ N and consider the unital K−algebra An = K
n×n. It is easily seen that
domAn(R) = domn(R) and R(a) = R
An(a), for every nc rational expression R and a ∈ domn(R).
Therefore, Corollary 4.14 actually gives us another way of evaluating nc rational functions any-
where on their domain, that is by using the An−evaluation of the functions.
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5. Stable Extended Domain
In this last section we use results from previous sections to show that the so called stable ex-
tended domain of a nc rational function, coincides with the domain of regularity of the function.
We begin by recalling the definitions and some properties of the extended and stable extended
domains of nc rational expressions and functions, see [47, 82] for more details.
Let Ξ = (Ξ1, . . . ,Ξd) be the d−tuple of n × n generic matrices, i.e., the matrices whose en-
tries are independent commuting variables. Let R be a non-degenerate nc rational expression. For
every n ∈ N such that domn(R) 6= ∅, let R[n] := R(Ξ), that is an n× n matrix whose entries are
rational functions in dn2 (commutative) variables. If R1 and R2 are (K
d)nc−evaluation equivalent
nc rational expressions, then R1[n] = R2[n] for every n ∈ N such that domn(R1), domn(R2) 6= ∅.
Therefore, if R ∈ K (<x )> and domn(R) 6= ∅, we define R[n] := R[n] for any R ∈ R such that
domn(R) 6= ∅. Let the extended domain of R be
edom(R) :=
∞∐
n=1
edomn(R),
where edomn(R) is defined as the intersection of the domains of all entries in R[n], for such n ∈ N
with domn(R) 6= ∅ and edomn(R) = ∅ otherwise, thus edomn(R) is a Zariski open set in (K
n×n)d.
This is the definition of the extended domain (at the level of d−tuples of n × n matrices) as it
appears in [82], however in [47] there is a different definition for the extended domain, while it
turns out that the stable extended domains coming from these two different definitions do coincide,
see Remark 5.6.
As pointed out in [82], the extended domain of regularity of a nc rational function R is not
closed under direct sums, however this can be fixed by considering the stable extended domain
of R, that is
edomst(R) :=
∞∐
n=1
edomstn (R),
where
edomstn (R) :=
{
X ∈ (Kn×n)d : Im ⊗X ∈ edommn(R) for every m ∈ N
}
.
Thus, we have the relations
dom(R) ⊆ edomst(R) ⊆ edom(R),(5.1)
while in [82, Theorem 3.10] it was shown that
dom(R) = edomst(R)(5.2)
for every R ∈ K (<x )> with dom1(R) 6= ∅. The proof of (5.2) is done by considering a descriptor
realization and applying the ideas from [47], that is showing that both the domain and the stable
extended domain of a nc rational function, that is regular at a scalar point, are equal to the in-
vertibility set of the pencil which appears from such a minimal realization.
The purpose of this section is to generalize the equality in (5.2) for an arbitrary nc rational
function R ∈ K (<x )>, by showing that edomst(R) coincides with the invertibility set of a pencil
which corresponds to a minimal nc Fornasini–Marchesini realization of R, while on the other hand
the invertibility set coincides with dom(R), as we already showed in Theorem 4.7. The general-
ization takes most of its ideas from [47] and [82], where the case of nc rational functions which are
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regular at a scalar point is considered, while invoking our results on realizations with a centre of
an arbitrary size and the corresponding generalizations stated in Section 3.
In the spirit of [82, Lemma 3.4], we first show that the stable extended domain of any nc rational
function is an upper (and lower) admissible nc set.
Lemma 5.1. Let R ∈ K (<x )>, then edomst(R) is an upper (and lower) admissible nc set.
Proof. Let X1 = (X11 , . . . ,X
1
d ) ∈ edom
st
n1
(R) and X2 = (X21 , . . . ,X
2
d ) ∈ dom
st
n2
(R). As edomst(R)
is closed under direct sums (see [82, Proposition 3.3] for a proof), we have X1⊕X2 ∈ edomstn1+n2(R)
and hence X1 ⊕X2 ∈ edomn1+n2(R). Let Ξ
11 = (Ξ111 , . . . ,Ξ
11
d ) be a d−tuple of n1 × n1 generic
matrices, Ξ22 = (Ξ221 , . . . ,Ξ
22
d ) be a d−tuple of n2 × n2 generic matrices and Ξ
21 = (Ξ211 , . . . ,Ξ
21
d )
be a d−tuple of n2×n1 generic matrices. Due to the simple fact that by inverting, taking products
and taking sums of upper triangular block matrices, the outcome diagonal blocks only depend on
the initial diagonal blocks, the denominators of the entries in the matrix
R[n1 + n2]
[
Ξ11 0
Ξ21 Ξ22
]
= R[n1 + n2]
([Ξ111 0
Ξ211 Ξ
22
1
]
, . . . ,
[
Ξ11d 0
Ξ21d Ξ
22
d
])
are independent of (the entries of matrices in) Ξ21, therefore X1 ⊕ X2 ∈ edomn1+n2(R) implies
that ([X11 0
Z1 X
2
1
]
, . . . ,
[
X1d 0
Zd X
2
d
])
=
[
X1 0
Z X2
]
∈ edomn1+n2(R)
for every Z = (Z1, . . . , Zd) ∈ (K
n2×n1)d.
Finally, for every ℓ ≥ 1, it is easily seen that Iℓ⊗X
1 ∈ edomstn1ℓ(R) and Iℓ⊗X
2 ∈ edomstn2ℓ(R),
this imply by the first part of the proof that[
Iℓ ⊗X
1 0
E(n1, ℓ)
T (Z ⊗ Iℓ)E(n2, ℓ) Iℓ ⊗X
2
]
∈ edom(n1+n2)ℓ(R),
while on the other hand
Iℓ ⊗
[
X1 0
Z X2
]
= E(ℓ, n1 + n2)
T
[
E(n2, ℓ) 0
0 E(n1, ℓ)
]
[
Iℓ ⊗X
1 0
E(n1, ℓ)
T (Z ⊗ Iℓ)E(n2, ℓ) Iℓ ⊗X
2
][
E(n2, ℓ) 0
0 E(n1, ℓ)
]T
E(ℓ, n1 + n2).
Using the fact that edom(R) is closed under simultaneous conjugation, we conclude that
Iℓ ⊗
[
X1 0
Z X2
]
=
(
Iℓ ⊗
[
X11 0
Z1 X
2
1
]
, . . . , Iℓ ⊗
[
X1d 0
Zd X
2
d
])
∈ edom(n1+n2)ℓ(R), ∀ℓ ≥ 1
i.e.,
[
X1 0
Z X2
]
∈ edomstn1+n2(R) for every Z ∈ (K
n2×n1)d. Similar arguments for lower block
triangular matrices imply that edomst(R) is also lower admissible. 
Remark 5.2. The proof of Proposition 3.3 in [82] uses results from [40] for descriptor realizations
(cf. [82, Lemma 3.2]), however if one wants to be self contained, we can do that by using similar
arguments regarding nc Fornasini–Marchesini realizations (e.g., see Corollary 1.7 and Theorem
1.8, as the main use of realizations in the proof is the existence of such a realization with a good
domination on the domain of the corresponding expression which represents the function).
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As edomst(R) is an upper admissible nc set, we can now consider the nc difference-differential
calculus of the nc function f , defined on each level by
f [n] = R[n] ↾edomstn (R), ∀n ∈ N(5.3)
on its domain that is edomst(R).
Lemma 5.3. Let R ∈ K (<x )> and let f be as in (5.3). For every two integers k1, k2 ≥ 0 such
that k1 + k2 > 0, n ∈ N, Y
1, . . . , Y k1+k2 ∈ domn(R), Z
1, . . . , Zk1+k2 ∈ Kn×n, and ω ∈ Gd of length
k1 + k2, we have that
∆ωf(Y 1, . . . , Y k1 ,X, Y k1+1, . . . , Y k1+k2)(Z1, . . . , Zk1+k2)(5.4)
is a matrix of rational functions which are all regular on edomstn (R).
Proof. Let W ∈ edomstn (R). By setting Z
j = eTj ⊗ Z
j (for 1 ≤ j ≤ k1 + k2) and applying Lemma
5.1, we have
PW :=

Y 1 Z1 0 . . . . . . . . . 0
0
. . .
. . .
...
...
. . . Y k1 Zk1 0
...
... 0 W Zk1+1
. . .
...
... 0 Y k1+1
. . . 0
...
. . .
. . . Zk1+k2
0 . . . . . . . . . . . . 0 Y k1+k2

∈ edomstn(k1+k2+1)(R),
which means that f(Ξ) = R[n(k1 + k2 + 1)](Ξ) is a matrix of rational functions (in
dn2(k1 + k2 + 1)
2
commuting variables) which are all regular at PW , where Ξ is a d−tuple of generic matrices of size
n(k1 + k2 + 1) × n(k1 + k2 + 1). In particular, we can fix all of them, except for the ones which
correspond to the location of W in the block matrix, to obtain that also
f [n(k1 + k2 + 1)]

Y 1 Z1 0 . . . . . . . . . 0
0
. . .
. . .
...
...
. . . Y k1 Zk1 0
...
... 0 Ξ′ Zk1+1
. . .
...
... 0 Y k1+1
. . . 0
...
. . .
. . . Zk1+k2
0 . . . . . . . . . . . . 0 Y k1+k2

(5.5)
is a matrix of rational functions (in dn2 commuting variables) which are all regular at W , where
Ξ′ is a d−tuple of generic matrices of size n × n. However, due to [49, Theorem 3.11], we know
that the upper most right block matrix of the matrix in (5.5) is equal to
∆ωf(Y 1, . . . , Y k1 ,Ξ′, Y k1+1, . . . , Y k1+k2)(Z1, . . . , Zk1+k2),
hence the matrix in (5.4) consists of rational functions, all regular at W , as needed. 
Now we are ready to prove that the stable extended domain of a nc rational function coincides
with its domain of regularity, as well as with the invertibility set of any of its minimal realizations
centred at a point in doms(R), first on all levels which are multiples of s.
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Theorem 5.4. Let R ∈ K (<x )> and let R be a minimal nc Fornasini–Marchesini realization of
R, centred at Y ∈ doms(R). Then
edomstsm(R) = Ωsm(R) = domsm(R), ∀m ∈ N.(5.6)
Proof. As R is a minimal nc Fornasini–Marchesini realization of R, it follows from Theorem 4.8
that the coefficients of R satisfy the L−LA conditions (cf. equations (2.3)−(2.8)), while Theorem
2.6 implies that R : Ω(R) → Knc is a nc function. In the proof of Theorem 3.5, (cf. equation
(3.8)), we showed that ϕ(W ) = 0 for every m ∈ N and W ∈ Ωsm(R), where
ϕ(X) := o(L)∆
(ℓ)
∆R
(X)c(R)ΛA,Y (X)− ILm,(5.7)
o(L) and c(R) are constant matrices, ΛA,Y is the generalized linear pencil centred at Y , and ∆
(ℓ)
∆R
is a block matrix with entries of the form
∆ωR(Im ⊗ Y , . . . , Im ⊗ Y ,X, Im ⊗ Y , . . . , Im ⊗ Y )(Z
1, . . . , Zk1+k2),
where Z1, . . . , Zk1+k2 ∈ Esm. However, from Theorem 4.7 we know that R(X) = R(X) for every
X ∈ Ωsm(R) and also that Ωsm(R) = domsm(R) ⊆ edom
st
sm(R), thus R(X) = R ↾edomst(R) (X) =
f(X) for every X ∈ Ωsm(R) and m ∈ N, therefore
ϕ˜(X) = 0(5.8)
for every X ∈ Ωsm(R), where
ϕ˜(X) = o(L)∆
(ℓ)
∆f
(X)c(R)ΛA,Y (X)− ILm =
[
ϕ˜ij(X)
]
1≤i,j≤Lm
.
By applying Lemma 5.3 with n = sm and Y 1 = . . . = Y k1+k2 = Im ⊗ Y , we know that
∆ωf(Im ⊗ Y , . . . , Im ⊗ Y ,X, Im ⊗ Y , . . . , Im ⊗ Y )(Z
1, . . . , Zk1+k2)
are all matrices of rational functions which are regular on edomstsm(R), therefore all ϕ˜ij are rational
functions, regular on edomstsm(R), for every 1 ≤ i, j ≤ Lm.
As seen in Theorem 4.7, Ωsm(R) = domsm(R) together with the trivial inclusion domsm(R) ⊆
edomstsm(R), we know that Ωsm(R) is a non-empty Zariski open set and hence Zariski dense
in edomstsm(R). Therefore, as all the entries ϕ˜ij of ϕ˜ are rational functions which are regular
on edomstsm(R) and the equality in (5.8) holds in Ωsm(R) — which is Zariski dense subset of
edomstsm(R) — it follows that (5.8) holds for every X ∈ edom
st
sm(R). To conclude, we showed that
if X ∈ edomstsm(R), then ΛA,Y (X) is invertible, i.e., that edom
st
sm(R) ⊆ Ωsm(R).
On the other hand, we know from Theorem 4.7 that Ωsm(R) = domsm(R) ⊆ edom
st
sm(R), hence
the equality in (5.6). 
Finally, we show that the stable extended domain of a nc rational function coincides with its
domain of regularity on all levels, hence coincide. Moreover, at each level they can be identified
with the domain of the realization, i.e., the invertibility set Ω(R), up to some tensoring with the
identity matrix.
Corollary 5.5. Let R ∈ K (<x )> and let R be a minimal nc Fornasini–Marchesini realization of
R, centred at Y ∈ doms(R). Then
edomstn (R) = domn(R) =
{
X ∈ (Kn×n)d : Is ⊗X ∈ Ωsn(R)
}
(5.9)
for every n ∈ N. Moreover, we get the equality
dom(R) = edomst(R).(5.10)
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Proof. From Theorem 4.7 and the relations in (5.1), we know that{
X ∈ (Kn×n)d : Is ⊗X ∈ Ωsn(R)
}
= domn(R) ⊆ edom
st
n (R).
On the other hand, if X ∈ edomstn (R), then as edom
st(R) is closed under direct sums Is ⊗X ∈
edomstsn(R), while Theorem 5.4 implies Is ⊗X ∈ Ωsn(R), as needed. Finally, it follows that
edomst(R) =
∐
n∈N
edomstn (R) =
∐
n∈N
domn(R) = dom(R).

Remark 5.6. The definition of the extended domain in [47] is allegedly different than the one
in [82]. By the discussion in [47], the only suspected case in which the extended domains might
be different is when K is a finite field, domn(R) = ∅ but R can be evaluated on d−tuples of
n × n generic matrices. This issue might be solved when moving to the stable extended domain,
by taking amplifications as described in the proof of Corollary 5.5. The idea is that if one follows
the definition of the extended domain from [47], then the corresponding stable extended domain
contains the domain of regularity and is closed under amplifications, so similarly to Corollary 5.5
we know that it coincides with the domain of regularity of the function.
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