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SUMMARY 
A relatively orthocomplemented lattice L is a lattice in which every interval is an ortho- 
complemented sublattice. An orthogonally scattered measure ~ on L is a Hilbert space valued 
abstract measure over L such that ~(e) ± ~(f) whenever e _L f in L. The properties of so generalized 
c.a.o.s, measures are studied, the representation theorem has been prov d: every/-/-valued c.a.o.s. 
measure ~ on L is of the form ~(e)= q~(e)x, where xEH, and ~ is a lattice orthohomomorphism 
from L into Proj (H). The results generalize those in [21]. Their suitability for many applications 
has been demonstrated, including duality theory for some inductive-projective limits of Hilbert 
spaces and quantum probability. 
Delft, December 31, 1986. 
1. INTRODUCTION 
The theory  of  vector measures, in part icular,  the orthogonal ly  scattered 
measures,  has found wide appl icat ions in many domains of  mathematics.  Con- 
cerning this theory we refer to the basic works by P. Masani  [13-16]. 
In our previous papers on generalized functions theory the spaces of  ortho- 
gonal ly  scattered measures were used to characterize the dual ity between certain 
induct ive-project ive l imits of  Hi lbert  spaces [4, 5, 6]. 
Let us be more precise: for a given "generat ing"  family of  commuting 
bounded operators  R in a Hi lbert  space H there has been constructed an 
induct ive l imit of  Hi lbert  spaces by endowing the mani fo ld  SR= UA~R AH 
with the inductive l imit topology.  It has been proved in [6] that the inductive 
l imit topo logy  in SR is equivalent o the topology generated by the fami ly of  
seminorms SR ~s~ IILslt, where L are positive s.a. operators  in H belonging to 
427 
the GB*-algebra R cc generated by R. The topological dual of the space S R , the 
so-called trajectory space, can be topologically identified with the space of 
orthogonally scattered measures over the joint spectrum of the family R, con- 
trolled by the joint spectral measure of R. Hence, the commuting family R leads 
to the orthogonally scattered measures defined on a suitable semi-ring 27 of 
subsets of the spectrum of R. It is interesting to study also non-commutative 
generating families of operators and originating from them inductive limit 
spaces. In that case, however, the corresponding dual spaces cannot consist of 
orthogonally scattered measures defined on some Boolean semi-ring of sets, 
because the role of Z" is played by the lattice of spectral projections of R, which 
is not Boolean for a noncommutative family of operators. Thus, in a natural 
way, we arrive to the problem of characterization of orthogonally scattered 
measures defined on non-Boolean structures, such as the lattice of orthogonal 
projections in a given algebra of operators. We do not assume that those lattices 
should be complete. We demand only the presence of an "orthogonal ity" 
relation. For the precise definition see Section 2. 
On the other hand, it turns out that such structures have been already investi- 
gated, however, in the context of quantum logics (see [1, 9, 10, 20, 211). 
The main result of the present paper is the factorization theorem which 
generalizes all results known till now. Namely, for a given relatively ortho- 
complemented lattice L and a Hilbert space H every orthogonally scattered 
measure defined on L can be represented in the form: 
~(E) = q,(E)x, 
where q) :L~L  H is a lattice homomorphism into the lattice of closed sub- 
spaces of H, and where xsH.  In particular, if L is the lattice of hermitian 
projections in a Jordan algebra of operators A, then cb is a Jordan homo- 
morphism into B(H). 
Another important problem which we study in this paper is the exsistence of 
c.a.o.s, measures in the non-commutative situation. The answer is non-trivial 
even in the case of lattices of projections in Hilbert spaces. Namely, there exists 
a non-zero c.a.o.s, measure ~:L14--,LK, if and only if dim H_<dim K. 
The relatively orthocomplemented lattices are modelled after such lattices as 
the lattice LY~ n of finite rank projection operators in a Hilbert space H, or the 
ring Bb(R 1) of bounded Borel subsets of R I. Thus our theory is discussed on 
three levels of generality: 
1. The abstract level of general relatively orthocomptemented lattices. 
2. The case of non-distributive lattices of orthogonal projections in a Hilbert 
space. 
3. The case of semi-ring of sets, mainly the rings of bounded Borel sets in R '~ 
([4, 13-161). 
The paper is organized as follows. 
Section 2 contains basic definitions and properties of c.a.o.s, measures and 
relatively orthocomplemented lattices. 
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Section 3 contains the main result concerning the representation f c.a.o.s. 
measures. 
In Section 4 the existence problem of c.a.o.s, measures is studied. 
Section 5 contains certain divagations on connections between c.a.o.s. 
measures and quantum mechanical states. 
2. GENERALIZED C.A.O.S. MEASURES 
Let us consider such directed sets as the family Bb(R 1) of bounded Borel 
subsets of R 1 or the nest L/~" of finite dimensional subspaces of a Hilbert 
space H. These objects have the structure of relatively orthocomplemented 
lattices, which is defined as follows: 
2.1. DEFINITION 
A relatively orthocomplemented lattice (ROL) is a lattice L with an ordering 
_< (_ )  and with the lattice operations v and A, which contains the minimal 
element 0, and in which every interval [0, a] = {b s L I0_< b_< a} is an ortho- 
complemented sublattice of L. For each a eL  the relative orthocomplemen- 
tation in [0,a] is the map ±a:  [O,a]-,[O,a], which has the following 
properties: 
i) For every b e [0, a] 
± a(b) ~ [0, a] and bv  ± ~(b) = a. 
ii) For every b e [0, a] 
_L a( ± a(b)) = b. 
iii) For every b e [0, a], 
b A ± ~(b) = O. 
iv) If a,b, ceL  and b<_a<_c, then 
± c(a) <- ± c(b). 
v) If a ,b ,c~L  and b<_a<_c, then 
aA ± c(b) = ± a(b). 
We do not assume that there exsists a maximal element i  a R.O.L - if it 
does, we shall denote it by 1. 
For representation theorems for relatively orthocomp!emented lattices we 
refer to [1, 201. 
In the examples mentioned above, the structure of R.O.L is given by the 
operations of set theoretical inclusions, unions, intersections and differences of 
sets in the case of Bb(Rl), and by inclusions, the linear span, intersections, and 
the relative orthogonal complementation of subspaces of a Hilbert space H in 
the case of Lf~ n. 
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2.2. REMARK 
For any a,b,c in a R.O.L. L, such that (avb)<_c, we have: 
and 
3- c(a V b) = 3- c(a)/x 3_ c(b) 
_L c(aAb) = J- c(a)v _L c(b). 
It is easy to notice that in every R.O.L. L there exists a binary relation of 
orthogonality 3- CL xL :  
2.3. DEFINITION 
We say that two elements a, b of a R.O.L. L are orthogonal to each other, 
and we write a 3_ b, if there exists ceL  such that a, be  [0, c], and a<_ 3_ c(b). 
2.4. LEMMA 
The orthogonality relation 3_ has the properties: 
i) a 3_ b if and only if b 3_ a. 
ii) a i 3_ b, i= 1,2, if and only if 
a lva  2 3_ b. 
iii) I f  a_< b and b 3_ c then a 3_ c. 
iv) If  a_< b, then there exists in L a unique element d such that d_< b, a 3_ d, and 
avd=b.  
v) a 3_ a implies a = 0. 
We leave the easy proof to the reader. 
2.5. PROPOSITION 
A lattice L with the minimal element 0 is relatively orthocomplemented if and 
only if there exists a symmetric relation 3_ CLxL  such that: 
i) ai 3_ c, i= 1,2, if and only if (a I va2) 3_ c. 
ii) I f  a<_b, then there exists in L a unique element d, such that d<_b, a 3_ d, 
and avd=b.  
Then a3- b if and only if a_< 3- c(b) for some c>_avb. 
The proof is standard and we leave it to the reader. 
The orthogonality relation in a ROLL  is modelled after that in Lf~ n. Thus 
it seems natural to represent this structure in a Hilbert space. We shall do it 
by means of generalized countably additive orthogonally scattered measures. 
Originally such measures were defined on semirings of sets, such as Bb(R I) 
(cf., [5, 13-16]). The generalization means that the domain of definition of 
c.a.o.s, measures needs not to be a distributive lattice. 
2.6. DEFINITION 
Let L be a R.O.L. and let Hbe  a Hilbert space. Then a map ~ : L-- ,His called 
a countably additive orthogonally scattered (c.a.o.s.) measure on L if the con- 
ditions i) and ii) below hold: 
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i) For every countable family {bi}ie N CL, 
if bi ± b i, for i~:j, and Vi~ N biEL, then 
~( V bi)= • ~(bi), 
i eN  ie~N 
where the series converges unconditionally in H (i.e., ( is countably additive). 
ii) For every pair bl, bzEL, if b 1 _1_ b2, then 
((bl) ± ((b2) 
i.e., (~(bl)[{(bz))H = O. 
Moreover, we say that a c.a.o.s, measure ~ on L is bounded if 
sup II~(a) tl < ~o. 
ct~L 
The set of all H-valued c.a.o.s, measures on a R.O.L. L will be denoted by 
M(L, H). 
2.7. REMARK ([13]) 
For every c.a.o.s, measure ~ on L the function L ~ a~ [[~(a)[]2~ R 1 is coun- 
tably additive on orthogonal families in L, i.e., it gives rise to a probability 
measure over L. 
We give here some simple examples of generalized c.a.o.s, measures on rela- 
tively orthocomplemented lattices. 
1. Let L = Bb(R 1) (Boolean or "commutat ive"  case), and let E :  L~ Proj (H) 
be a projection valued completely additive measure on L (for example the 
spectral measure of a s.a. operator in a Hilbert space H). Then for any xeH 
the map 
Bb(R1)~A--+~(A) : =E(A)xeH 
is a c.a.o.s, measure over Bb(R1). In the next section we shall prove that every 
bounded c.a.o.s, measure over Bb(R 1) is of the above form ([14, 16]). We say 
that E controls (, or that ~ is propagated by E. 
2. Let H be a Hilbert space. By L n we denote the set of all orthogonal pro- 
jections in H (i.e., the lattice of all closed subspaces of H). L H has the natural 
structure of R.O.L.:  
For e l ,e2eL ,  we put 
el <__e2 iff e1HCezH; e 1 _1_ e 2 iff elH_t, ezH ,
(e I V e2)H = e~ Hv  e2 H 
(el A e2)H= e I HA e2 H 
The minimal element of L H is the null operator 0. 
I f  H is a real Hilbert space and dim H=n we shall write LH=L ~. 
Now the mapping LH~e-+exeH is a c.a.o.s, measure on L H. In the next 
section we will show that all bounded K-valued (K is a Hilbert space) c.a.o.s. 
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measures on LH are of the form ~(e) = qS(e) x, e e L H, where q5 : LH~ Proj (K) 
is a Jordan homomorphism ([18]). 
It turns out that the above examples of c.a.o.s, measures on relatively ortho- 
complemented lattices are general in the bounded case. 
3. FACTORIZATION OF GENERALIZED C.A.O.S. MEASURES 
Let us consider again the lattice L~4 of projections in a Hilbert space H and 
an orthohomomorphism qS:LH~LH, which therefore is a Jordan homo- 
morphism on B(H) ([18, 19]). Then the mapping 
L H ~ e ~ ~x(e) = q~(e)x ~ H, 
where x~H,  is a c.a.o.s, measure over LH. In this section we will show that 
this is the general form of bounded c.a.o.s, measures on a R.O.L. 
Let us observe also that two c.a.o.s, measures G and ~y as above are bi- 
orthogonal to each other in the following sense. 
3. l. DEFINITION 
Two c.a.o.s, measures ~, ~ ~ M(L, H) are biorthogonal (to each other) if or 
any al,a2~L, such that a 1 1 az, 
~(al) ± ~(a2). 
A family {~}~ICM(L ,  H)  is said to be biorthogonal if all its members are 
pairwise biorthogonal. (A single c.a.o.s, measure is biorthogonal to itself.) 
Observe, that although any linear combination of countably additive meas- 
ures on L is again a countably additive measure, it is not true that a sum of 
orthogonally scattered measures is an orthogonally scattered measure. How- 
ever, it is still true for biorthogonal families of c.a.o.s, measures. 
3.2. LEMMA ([1, 6]) 
Let 4, (eM(L,  H). Then the following conditions are equivalent: 
i) ~ and ( are biorthogonal; 
ii) for every a, f l sC  t the function L~a--*a~(a)+fl~(a)eH is a c.a.o.s. 
measure on L; 
iii) the measures ~+i (  and ~+(  are c.a.o.s, measures over L (i denotes the 
imaginary unit). 
The proof is easy and we leave it to the reader. 
It follows that the linear span of a biorthogonal family of c.a.o.s, measures 
is again a biorthogonal family of c.a.o.s, measures. Thus we introduce the 
following notion: 
3.3. DEFINITION ([201) 
A biorthogonal family N of H-valued c.a.o.s, measures on a R.O.L. L is 
called a maximal biorthogonal family (M.B.) if every ~ ~ M(L, H) biorthogonal 
to all members of N necessarily belongs to N. 
Obviously an M.B. family is maximal with respect o the ordering by the set 
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inclusion in the class of biorthogonal families in M(L, H). Hence every bi- 
orthogonal family in M(L, H) is contained in some M.B. family. In particular 
every c.a.o.s, measure belongs to some M.B. family. By Lemma 3.2 every M.B. 
family is a linear space over C I. 
Now let NCM(L,  H). Then we define for each a~L the following subset 
of H:  
(3.4) N(a)= {((a)[( ~N}. 
3.5 .  PROPOSIT ION 
Let NCM(L, H) be an M.B. family. Then 
i) For each a ~ L, N(a) is a closed linear subspac of H. 
ii) For every bl, b2eL, if bl<_b2, then N(bi)CN(b2), and if bl _t_ b2, then 
N(bO .L N(b2). 
iii) N(L):  = Uo~c N(a)= {~(a)[(6N, aEL}. 
iv) If L is distributive and atomic, then N(L) is dense in/4.  
PROOF. Since N is a linear space over  C 1 then for each a~L the set N(a) 
is a linear manifold in H. Let tb(a) denote the orthogonal projection onto 
the closure of N(a) in H. It is easy to see that for any bx .L b 2 we have 
N(bl) .1. N(b2). 
Then it follows that qS(bl). ~(b2) =0. We have also N(bl vb2) CN(bl) + 
+ N(b2), i.e., q~(bl v bz) < q~(bl) + q~(b2). Evidently, the same holds for every 
countable family {bi} of mutually orthogonal elements of L, such that 
vb i~L,  by virtue of the countable additivity of elements of N. Let a,b~L 
with a<b. Then for any ~N,  ~(b)=~(a)+~(_t. b(a)), and we have: 
qb(a), q~(b)H = ~(a){~(b)l ~ ~ N} = {~(a) l ~ ~ N} = ~(a)H, 
i.e., q>(a) = q~(a), q~(b). 
It follows that the projections ~(a) and ~(b) commute and qS(a)< ~(b). In 
particular, if bl.l_b2, then also qb(bl)+q)(b2)<q)(blvb2). Thus cb(bl)+ 
+ ~(b2)= q~(blVb2). Now let a family {bi}ieNCL consist of mutually ortho- 
gonal elements with ViE N biEL. Then for every number m<oo 
m oe 
qb(bi)<-qb ( V bi)<_ ~ GP(bi)<_l H 
i=1 i eN  i=1 
and thus ~(Vi~ u bi)= (~)ieN crp(bi), where the sum converges strongly in B(H). 
Hence the map ~ : L~Pro j  (H) is countably additive on orthogonal families 
of elements of L. 
Now it follows that for every xeH the mapping L ea~x(a)= q~(a)x~H is 
a c.a.o.s, measure. 
By the construction every c.a.o.s, measure (x of the above form is biortho- 
gonal with the elements of the family N. By the maximality of N we have 
(x ~ N. Taking x ~ N(a) for any a c L we get cb(a)x = x = (x(a) e N(a). Thus 
N(a) =N(a). This proves i) and ii). 
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iii) follows immediately from ii). 
iv) is obvious if we note that for a distributive lattice L the map 
L ~ a~b(a)  = ~(aA b) ~ H 
is a c.a.o.s, measure for every ~N and every b~L.  Moreover, ~b is biortho- 
gonal with all elements of N, thus, by the maximality of .IV, ~b ~ N. 
To prove the last statement of iv) let us notice that the indicator function 
f l if ao<_b 
;~0(b) = 0 otherwise 
is a c.a.o.s, measure with values in R 1 for any atom a0 eL .  Let us assume that 
there exists an xsH such that x~:0 and xeN(L)  ±. Then the map 
L ~ b~v(b) =Xao(b).xeH 
is a c.a.o.s, measure over L which is biorthogonal with all members of N. Thus 
v e N. But V(ao) = x ± N(ao) and v(ao) ~ N(ao). Hence x = 0. A contradiction. 
This proves iv). 
3.6. COROLLARY 
For any biorthogonal family N of c.a.o.s, measures on a R.O.L. L there 
exists an orthohomomorphism O:L~Pro j  (H), such that 
i) O(a)~(a) = ~(a) for all ~ e N and all a e L 
ii) if a, beL ,  a<_b, then cl)(a)<_O(b); 
iii) if a, beL ,  a _L b, then O(a) _L O(b) and O(avb)= O(a)+ O(b). 
Moreover, if {bi}iEN is an orthogonal family in L, such that Vi~ N biEL , then 
O( V bi)= ~ O(bi), 
i~N i~N 
and the series converges trongly in B(H). 
iv) if a,b~L commute (c.f., [1, § 14]), i.e., a=(aAb)V(aA ±avb(b)), then 
O(a)O(b) = O(a A b), in particular, the projections O(a) and O(b) commute. 
v) If a<_b, then O(a)O(b)=O(a). 
PROOF. i), ii) and iii) follow from the proof of Proposition 3.5. 
iv) follows easily from iii) if we notice that 
aA _L avs(b) ± aA b, and b ± aA ± avb(b). 
v) follows from iii). [] 
Now we are ready to prove the main result of this section. 
3.7. THEOREM 
Let L be a R.O.L. and let H be a Hilbert space. Then for every H-valued 
c.a.o.s, measure ~ on L there exists an orthohomomorphism O :L--*Proj (H), 
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with the properties i)-v) of Corollary 3.6, which controls 4, i.e., for any a, b ~ L, 
with a_  b, 
(3.8) q~(a)~(b) =~(a). 
Moreover, if ~ is bounded, then there exists an xeH,  such that 
(3.9) ~(a)=~b(a)x, for all aeL .  
PROOF. Let ~ be a c.a.o.s, measure over L. Let N be any M.B.  family con- 
taining ~. Then the existence of the map ~:L~Pro j  (H), satisfying (3.8), 
follows from Corollary 3.6. 
To complete the proof we have to demonstrate the existence of a vector 
xeH,  satisfying (3.9). To this end, let us consider the net {~(a)}aec indexed 
by the directed set L. By the assumption, this net is uniformly bounded in 
H, hence it has weak cluster points. Let x e H be one of them. Then for every 
e > 0, every z ~ H,  and every a e L, there exists b e L, such that b >_- a and 
l(~(a)zl~(b) - x)H t < ~, i.e., t(z I ~(a)~(b) - ~(a)x) H k = t(zl~(a) - ~(a)x)H I < e. 
Since e and z e H are arbitrary, we obtain q~(a)x= ~(a). [] 
3.10. REMARK 
Let a c.a.o.s, measure ~ EM(L ,  H)  be basic (cf., [13]), i.e., such that for each 
a6L  the set S/a } =lin. span {~(b)lb~L, b and a commute} (cf., 3.6 iv) is dense 
in H. Then the map q~ and the vector x eH described in Theorem 3.7 are 
unique. In general this is not the case. 
PROOF. For any aeL  the restriction of the projection operator q~(a) to the 
dense set S{a/ does not depend on the map q5 controlling ~ (cf., 3.6 iv). [] 
Now let us consider a particular case of a R.O.L. LA being the orthocom- 
plemented complete lattice of projections in a weakly closed unital W*-algebra 
or JW-algebra A of self-adjoint operators in a Hilbert space K (c.f., [19]). 
Extending the definition used by K. Ylinen [21], we say that L A has the 
property (G) (i.e., Gleason property) if any completely additive bounded scalar 
measure p on LA can be extended to a weakly continuous linear functional/2 - 
on A. The recent results (c.f., [2, 12]) extending the Gleason theorem onto this 
case show that most physically interesting observable algebras possesses this 
property. 
Now, using Theorem 3.7 we can strengthen and extend the results of [21]. 
3.11. THEOREM 
Let L A be the lattice of projections of an algebra A of operators in a Hilbert 
space K. Let H be a Hilbert space. If A is a JW-algebra or W*-algebra then 
every bounded c.a.o.s, measure ~ on L A with values in H has the form: 
~(a) = qb(a)x, a e L A 
where x~H,  and where ~ : A~B(H)  is a linear Jordan homomorphism. 
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PROOF. Let ~0 denote the mapping from L A into Proj (H) described in 
Theorem 3.7. Then for every weakly continuous linear functional ~o over A the 
mapping L A ~ a-%o(#o(a))~ C l is a completely additive (Gleason) measure on 
LA. Hence, by the property (G), there exists a weakly continuous linear 
functional ~o- extending ~o-q~0 onto A. On the other hand, by the spectral 
theorem, we can extend q5 0 onto A by 
q~(a)= J 2d~o(E(~.)) 
where a6A,  with the spectral decomposition a=I~(~ ) 2dE(2). 
The mapping q5 is well defined since q~0 is countably additivfe and all 
spectral projections of elements of A belong to A [19]. Because for every 
weakly continuous functional 0 over A we have o - (a )= O(<b(a)) for all a ~ A, 
we conclude that q~ is (real) linear. Again by the spectral theorem and Corollary 
3.6 v), we have ~(a2)= qb(a) 2, for all s.a. a~A.  [] 
4. THE EXISTENCE OF GENERALIZED C.A.O.S. MEASURES 
The existence problem of generalized c.a.o.s, measures i by no means trivial. 
It remains open in the general case. For instance, by virtue of Remark 2.7, the 
existence of a non-trivial c.a.o.s, measure on a R.O.L. L necessarily implies the 
existence of a nontrivial positive (countably) additive measure on L, however 
this is not always possible (c.f., R.J. Greechie [8]). To illustrate the problem 
we show the following simple fact. 
4.1. PROPOSITION 
Let m, neN,  n>m,  n>_3, and let R m denote the real m-dimensional Eucli- 
dean space (hence a real Hilbert space). If ~:Ln~R m is a bounded c.a.o.s. 
measure then ~-  0. 
PROOF. The set of projections L. algebraically generates the full matrix algebra 
Mn × ~ over R 1. We shall use the following result, which is a finite dimensional 
version of the Gleason theorem (c.f., [7, 11, 12, 17]). [] 
4.2. LEMMA 
Let Q:Ln--+R 1 be a bounded function with the property that for every e, 
f~  L n, if e _1_ f ,  then •(e v f )  = Q(e) + Q(f). Then there exists a continuous linear 
functional q~ over Mnx n which extends Q, i.e., for every p eLn, p(p)= O(p). In 
particular, the function p is continuous with respect o the natural (coordinate) 
parametrization of projections in R ~. 
Observe, that if ~ : Ln~R m is a c.a.o.s, measure then its Cartesian compo- 
nents satisfy the assumptions of Lemma 4.2. Thus the measure ~ is continuous 
with respect o the natural parametrization of projections in R n. 
We shall prove the proposition in several steps. 
First consider the case ~ : L,,--,R I. Suppose that there exists an one-dimen- 
sional projection p~L n such that ~(p):~0. Then for any q~L, , ,  such that 
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q_l_p, we have ~(q)=0. Let eeL  n be any one-dimensional projection. Put 
f=(1 -p)A(eVp) .  Then f :~0 and e<_p+f. Since ~( f )=0,  we have 
~(e) + {(p +f -  e) = {(p). 
Because e ± (p +f -  e), so either {(e) = 0 or {(e) = {(p). Thus, { assumes only 
two values, 0 or {(p), when restricted to [0, p +f ] .  This is a contradiction to 
the continuity of {, unless ~-= 0. 
Observe now that in order to prove the proposition it is enough to consider 
the case m = n -  1. We shall prove it by induction with respect o n = 3, 4 . . . . .  
First consider the case n = 3, m = 2. For any triple {Pl, P2, P3} of mutually 
orthogonal one-dimensional projections in L3 the measure ~:L3~R 2 must 
vanish on at least one of them, say ~(p3) =0. We will show that then ~(pl):~0 
implies that {(p2)=0. Assume the contrary, i.e., that neither ~(Pl) nor {(P2) 
is zero. Let e be a one-dimensional projection with e<_pl+p~. Then 
~(Pl +P3 - e) + {(e) = ~(P0- Because ~(Pl +P3 - e) ± ~(P2) and ~(e) ± {(P2), the 
values of ~ on Pl +P3 - e, e, and Pl must be collinear. But ¢(Pl +P3 - e) ± ~(e), 
so either ~(e)= 0 or ¢(e)= {(Pl), which contradicts the continuity of { restricted 
to the projections e<_pl +P3. Hence only one of the vectors {(Pl) and {(P2) 
may be non-zero. It follows that for any triple of mutually orthogonal one- 
dimensional projections in L 3 the measure ~ may have a non-null value on at 
most one of them. 
Assume now that p, q e L3 are one-dimensional projections uch that {(p):~ 0 
and ~(q) :~ 0 (hence p cannot be orthogonal to q). Let p '  = (1 -p )  A (p v q). Thus 
~(p ' )=0.  We have 
~(p v q) = ~(p + p ' )  = ~(p). 
Similarly we can show that 
~(p v q) = ~(q). 
Hence ~(p)=~(q). It follows that ~:L3~R l, and by the previous consider- 
ations we obtain ~--0. 
Now let us consider the case m = n - 1. 
Making the inductive assumption let us suppose that there is no non-zero 
bounded c.a.o.s, measure ~:Ln_I--,R n-2. Let {Pl,P2 .... , Pn} be a collection 
of mutually orthogonal one-dimensional projections from Ln and let ~ : Ln~ 
~R "-1 be a bounded c.a.o.s, measure. We can assume that ~(p~)=0, and if 
~0 ,  then there is an index i0~ {1,2 ... . .  n -1} ,  such that ~(Pi0):~0. Because 
for each q___ 1 -Pio we have ~(q) ± ~(Pi0), so the restriction of ~ to the sublattice 
{ q ~ Ln l q <- 1 - Pio } = L,,_ ~ has values in R ~- 2. Thus, by the inductive assump- 
tion, ~(q)=0 for all q_<l-Pio.  Hence, for any collection {P~,Pz .... ,pn} of 
mutually orthogonal one-dimensional projections from L n there may be at 
most only one index i0~{1,2 .. . . .  n} for which ~(Pi0):~0. It follows that for 
any one-dimensional projection q ~ Ln, such that ~(q) :~ 0, we have £(1 - q) = 0. 
Thus ~(q)=~(1) or ~(q)=0 for each one-dimensional projection q~Ln. This 
contradicts the continuity of ~, unless ~---0. [] 
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4.3. REMARK 
The case ~:Lz~R 1 obviously admits non-zero c.a.o.s, measures. On the 
other hand the example Ln~e~(e  ) =exeR n, for some xsR ~, shows that the 
both assumptions: n > m and n_  3, are essential. 
Notice, that the proof  of Proposition 4.1 is self-consistent, referring only to 
the Gleason theorem. However, using the factorization theorem from Section 
3 we obtain the following strong result. (Recall, that a singular c.a.o.s, measure 
is a c.a.o.s, measure which vanishes on all projections from L H with finite 
dimensional or at most separable range). 
4.4. THEOREM 
Let H and K be Hilbert spaces with dim H_> 3. Then there exists a non-zero 
non-singular bounded K-valued c.a.o.s, measure on L H if and only if dim 
H_< dim K. 
PROOF. If  the dimensions of the spaces H and K are both finite, then the 
result follows from Proposition 4.1. In the general case Remark 4.3 is still valid. 
Thus, it is enough to show that if dim H> dim K, then every c.a.o.s, measure 
: LH--*K is identically null on finite rank projections. 
Let cb:LH~L x be the lattice homomorphism described in Theorem 3.7, 
such that for every E~ L H 
~(E) = q~(E)x 
for a fixed x 6 K. 
Assume that dim H> dim K. Then there exists a subspace H o of H such that 
dim H0=dim K and ~(1H--PH0)=0. Thus for every finite dimensional pro- 
jection E from LHo there exists a projection F<_E ±, such that dim F< oo and 
~(F) = 0. Thus 
: LEM®FH~ ¢~(E)K = KO, 
where K 0 is a finite dimensional Hilbert space with dim K0<dim (EH@ 
@FH) < ~.  Now by Proposition 4.1 we have ~(E)=0. Obviously, the same 
holds for all finite-dimensional projections in H. Hence, by the countable 
additivity ~(E)= 0 for every projection E with at most countable rank. [] 
As a corollary to the above result we have the following. 
4.5. PROPOSITION 
a) dim H> dim K if and only if there is no non-zero completely additive 
orthogonally scattered measure ~:LH--*K. (Recall that a measure is com- 
pletely additive if it is additive on every, i.e., not necessarily countable, family 
of orthogonal elements from LH.) 
b) Suppose that dim H is not a real-measurable cardinal. Then dim H> 
> dim K if and only if there is no non-zero c.a.o.s, measure ~ : LH--,K. (Recall 
that H is a real-measurable cardinal iff H is uncountable and there xists a 
positive measure m on the power set of H with m({p})=0 for all peH. )  
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PROOF. It is enough to apply the Gleason theorem extented to the non- 
separable case (cf., [12]). Since the map LH~e~l l (e)= I]~(e)ll 2 is a Gleason 
measure the result easily follows from Theorem 4.3 by the normality of ~, and 
from the von Neumann density theorem. [] 
4.6. COROLLARY 
Let A and B be two W* factors of the type I n and I m, respectively. Then 
there exists a non-trivial Jordan homomorphism qb: A ~B if and only if n_< m. 
PROOF. The result easily follows from Theorem 4.3 if we consider the fol- 
lowing c.a.o.s, measure: 
L A ~ E~ q)(E)x 
where x E K, and K is the m-dimensional representation space for the factor B. 
[] 
We conclude this section with the following commentary. 
4.7. REMARK 
There might exist singular c.a.o.s, measures, even if the dimensions of the 
Hilbert spaces H and K do not satisfy the assumption of Theorem 4.4. The 
countable additivity of the c.a.o.s, measures is too weak a property to control 
their behaviour in non-separable cases. 
4.8. REMARK 
The following simple example shows that the assumption of the distributivity 
of a R.O.L. L in Prop osition 3.5 iv) is essential for the density of N(L) in H. 
Let L =L  3 and H=R 4. Let N be a M.B. family of elements of M(L, H),  
which contains all measures of the form L3~e--',ex~R 4, where xER 3, and 
where R 3 is embedded into R 4 in a fixed way. Thus we can identify L 3 with the 
set of all 4 x 4 matrices of the form 
[o: °0] 
where p is a 3 x 3 symmetric idempotent matrix, i.e., a projection in R 3. Thus 
R3 C N(L3). 
Let ~eN and let Px be the projection onto a unit vector xER 3. Thus we 
have p~(px)=0,  i.e., we can find coefficients y(px) and 2(p~) such that 
~(Px) = Y(Px)X+ 2(Px)Z, where z e R 4 is the unit vector orthogonal to the sub- 
space R 3 in R 4. Because for any triple of orthogonal vectors xi, i= 1,2, 3, in 
R 3, we have ~(Px)_1_ ~(Px;) for i=/=j, we obtain }L(pxi)~(pxj)-----(~ij2(Pxi ). Thus 
there may be only one index i=1,2  or 3, such that 2(px,)=0. The map 
L 3 ~px~A(px)Z can be extended to a c.a.o.s, measure on L 3 with values in R 1. 
Hence, by Proposition 4.1 2 -0 ,  i.e., N(L)CR 3 and thus it cannot be dense 
in R 4. 
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5. ON THE KERNEL THEOREM FOR STATES ON R.O.L. 
It has been pointed out that the structure of R.O.L. is relevant also for the 
set of propositions describing a quantum mechanical system (cf., [1, 2, 3, 10]). 
A state over the proposition lattice of a physical system X is defined as a 
completely additive function/2 with values in [0, 1], such that/2(0) = 0. Much 
attention has been paid to the possibility of representation f "quantum logics" 
in Hilbert spaces. 
We present here a constructive approach which with every positive definite 
state/2 on a quantum logic L associates a Hilbert space H in such a way, that 
L is represented as a R.O.L. of projections in H by means of an ortho- 
homomorphism q), and the state t~ is expressed in the form/2(e) = (Xt~(e)X)H, 
eeL .  The connection with c.a.o.s, measures on L is brought about by the 
kernel theorem, i.e., by the representation of /2 in the form /2(e)= I]~(e)li 2, 
where # ~M(L, H) for some Hilbert space H. The property of positive defi- 
niteness (P.D.) is, however, too strong a condition, therefore we consider here 
our results as merely an invitation for further study. 
5.1. DEFINITION [16] 
A real valued function/2 on a lattice L is positive definite (P.D.) if for any 
finite sequence l, e2 ... . .  en ~L the n x n matrix {/2(eiAej)}i,y= i ..... ~ is positive 
definite. 
5.2. THEOREM 
Let L be a R.O.L. and let/2 be a completely additive real valued bounded 
measure on L. If/2 is P.D. then there exists a Hilbert space H and a mapping 
¢, : L~Pro j  (H), satisfying conditions i)-v) of Corollary 3.6 and such that 
/2(e) = (x t qb(e)x)H, e e L 
where x e H is a fixed vector. 
Moreover, if L is the lattice of projections of an algebra A with the property 
(G) (such as von Neumann factors or JW-algebras), then the assumption that 
/2 is P.D. is superfluous (it follows from the complete additivity of/2). In this 
case the map q~ is a Jordan (linear) homomorphism from A into B(H). 
5.3. COROLLARY 
I f  /2 satisfies the assumptions of Theorem 5.2, then there exists a c.a.o.s. 
measure ~eM(L,  H), such that/2(e) = It~(e)il 2, for all eeL.  
Proof  of Theorem 5.2 is based on the following well known result: 
5.4. LEMMA (Kernel Theorem, cf., [16, Thm. 2.10]) 
I f  A is a set and K:AxA-~C 1 is a P.D. kernel (i.e., for every finite se- 
quence 21,22 .. . . .  2n cA  the n x n matrix {K(2i, 2j)}i,j= 1 ..... n is positive definite), 
then there exists a cardinal number a such that for all Hilbert spaces H with 
dim H>_cr there exists a function z :A -~H,  such that 
K(2',2)=(Z(2)]Z(2'))H, for all 2 ,2 'eA .  
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To prove Theorem 5.2 it is enough to notice that the function p(e/ ' , f )  on 
L xL  is a P.D.  kernel and then it follows that the function 2: is orthogonal ly 
scattered. Since the funct ion L ~e- ,  ]lz(e)lL 2 ;~(e)  is completely additive, so is 
X (cf., [13, Thm. 1.8] and [1, I § 5, Lemma 1)1. Applying Theorem 3.7 we end 
the proof  of the first part of the theorem. 
In the case of a R.O.L.  L A, where A is an algebra of operators with the 
property (G), every (not necessarily P .D.)  state p on L A can be represented as 
a normal  l inear state ~ over A. Further,  ~0 can be represented as a vector state 
v from some Hilbert space of a sufficiently high dimension. It follows that the 
state p can be represented as a quadratic form p(e) = (v] ~(e)v), where ~ is an 
appropriate Jordan representation f A.  [] 
We conclude this section with some remarks on applications of c.a.o.s. 
measures to the quantum probabil ity theory. Namely, having represented every 
state on a quantum logic L by means of c.a.o.s, measures we can interpret these 
measures as vector states over the physical system X. In particular, it is easy to 
define the transit ion probabilities. 
Let p and v be two states over X and let ~ and r/be the corresponding c.a.o.s. 
measures on L. Define the numbers: 
Puv = inf [1 (~(a) lrl(a))12/(][ ~(a)1[ 2 I[ r/(a)112)1 
aEL  
Puv can be interpreted as the transit ion probabil i ty between the states p and v, 
i.e., the probabi l i ty that the system X prepared in the state p can be found in 
the state v (cf., [9, 20]). This formula is essentially simpler than the ones used 
so far. 
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