We study the entanglement and discord in spin glass. By using the Edwards-Anderson XX model, we consider the Hamiltonian for 3 and 4 particles for nearest neighbor and next nearest neighbor interactions and to solve for the entanglement through concurrence. With a fixed mean and changing variances for the coupling J, the concurrence and discord are numerically plotted against the temperature. For J = 1, the critical temperature is found to be 2.106. The entanglement was found to increase beyond the critical temperature as the variance increases. The spin-spin correlation for 3 particles is plotted as a function of temperature T .
Introduction
The physics of amorphous and glassy materials has been one of the most difficult and least understood subjects in condensed matter. Rapid extraction of thermal energy in a large number of materials often produces glassy state. The first example of spin glass transition was found in dilute alloy systems such as Au 1−x Fe x , where x is a small parameter. Experimentally, a fairly sharp maximum is found in the zero-field susceptibility, a broad maximum in the specific heat and the absence of long range order as soon as the temperature falls below a spin glass transition value [1, 2, 3] .
There are two important prerequisites in which we can define a spin glass [4, 5] .
Firstly, the spins in the spin glass has to be random in either their positions or couplings. There must be disorder -site or bond. Due to the competing interactions among the random spins, frustration of the system resulted. This frustration contributes to the second prerequisite for a spin glass. Spin glasses exhibit a complex energy landscape with a large number of metastable states or local minima. Since these minima are separated by energy barriers, the distribution of these barrier heights effectively determines the dynamics of glassy systems [6] .
Numerically, these local minima present computational problems when the system is simulated using Monte Carlo methods at low temperatures. For high temperature, the system can easily switch from the vicinity of one local minimum to another but cannot resolve the details, namely, reach the local minimum itself. The approach of simulated annealing in which the temperature is repeatedly raised and then slowly decreased was found useful for obtaining thermodynamic averages. In particular, it provides a probabilistic algorithm for exploring the local minima and for searching for the ground state of the system.
The problem of finding the ground state of the short-range 3D Ising spin glass, as well as the fully antiferromagnetic 2D Ising model in the presence of a constant magnetic field, was shown by Barahona [7] to belong to the class of nondeterministic polynomial time NP-hard problems, by a mapping to problems in graph theory.
In Ref. [8] , the authors considered a quantum algorithm to simulate a classical spin glass systems, specifically on the Edwards-Anderson Hamiltonian with the coupling strengths chosen randomly from a bimodal distribution. The short and long range interaction for a disordered and complex quantum systems like the spin glass can be implemented experimentally. For the short range case, this can be achieved by using lattices of ultracold atomic gases and trapped ions. By doing so, it has been demonstrated that the generation of entanglement and the local realization of quantum gates in a disordered magnetic model described a quantum spin glass. For the long range interactions, the neural network Hamiltonians can be modeled by using the ion chains or dipolar atomic gases [9] . Study has also been done on spin gases which consist of a large number of particles whose (random) motion is described by classical kinematics but have internal (quantum mechanical) degrees of freedom that interact during collisions. The spin gas is used to study the relationships between classical thermodynamical variables and properties of the quantum state of the system, such as quantum correlations, rate of entanglement generation, equilibrium values and clustering effects [10] .
Numerical simulation on the spin glass transition in canonical AuFe alloys has been studied by employing parallel tempering algorithm with finite size scaling analysis [11] and was found that the critical exponents obtained from simulations agreed well with those measured from the experiments. The obtained results strongly support that spin glass transitions occur at finite temperature in the alloys. Numerical simulation has also been used to quantify the level of entanglement in an entangled network via Dzyaloshinskii-Moriya interaction with the use of concurrence [12] . In another study, quantum discord is been used to characterize quantum phase transitions through the exhibition of nontrivial long-range decay as a function of distance in spin systems [13] .
In this paper, we first consider the Hamiltonian of 3 particles and 4 particles by using the Edwards-Anderson model [14] with an XX interaction and no J coupling between the first and last particle. In order to study the bipartite entanglement of the spin interaction, the average concurrence is obtained from the reduced density matrices after tracing the last particle (for 3 particles) and last two particles (for 4 particles) respectively. The contour plots for the concurrence of three particles is plotted for both low and high temperature. At low temperature, we show that the contours with the same concurrence are straight lines. For high temperature, the contour plot carves out hyperbolic-like lines. The plots for concurrence with mean equals to one and with different variances are plotted against temperature. The spin-spin correlation for 3 particles is plotted as a function of temperature T . Second, we consider the quantum discord for the three and four particles. By using the general representation between two neighboring sites in the XX model for a thermal state at finite temperature, we obtained the quantum discord for the three and four particles. The expected mean and variances of the discord is then plotted against the temperature. Finally, we discussed how the concurrence and discord plots behaved under different variances and their differences.
Third, we consider the next nearest neighbor (NNN) interaction which has the J coupling between the first and last particle. The expected mean and different variances is plotted for the concurrence and discord.
The paper is organized as follows. We begin in Sec. 2.1 by defining the Hamiltonian of the 3 particles based on the Edwards-Anderson model. This is followed by the derivation of the concurrence for the three and four particles with no J coupling between the first and last particle. The contour plots for 3 particles are plotted. We then plot the concurrence against the temperature with different variances and mean equal to one where we show that the concurrence increases with temperature with an increase in variance. The spin-spin correlation is plotted as a function of temperature with different variances and mean equal to one. In Sec. 2.2, we give a general expression of the quantum discord for the three and four particles. In Sec. 3, we plot the concurrence and discord with the expected mean and different variances by considering the NNN interaction. We then summarize our results in Sec. 4.
XX Model

For Concurrence
It is instructive to consider the spin glass behavior for the simplest configuration of spins with nearest neighbor random couplings as in the Edwards-Anderson model.
For an XX interaction, the simplest one-dimensional spin configuration comprises three qubits with Hamiltonian
where J i are random variables and σ α i denotes the Pauli matrices (α = x, y, z) of the ith spin [15] . Two qubits with an XX interaction does not exhibit spin glass behavior since the coupling easily factorizes in the Hamiltonian. One can then consider the thermal state defined by ρ 3 = 1 Tr exp(−βH 3 ) exp(−βH 3 ), where β is the inverse temperature (taking the Boltzmann constant k to be unity).
To study the bipartite entanglement, we could average the concurrence for the reduced density matrices after tracing the i (i = 1 · · · 3) qubit. Tracing the second qubit yields zero concurrence for the reduced density matrix. However, tracing the first (or third) qubit yields a reduced density matrix with concurrence [16, 17] 
Assuming that J i (i = 1, 2) are independent normal variate with the same mean µ and variance σ 2 , for high temperature, or small β, the concurrence simplifies as
independent of J 2 , and this value is zero when β ∼
, truncated to zero for βµ < 1/2. For low temperature, i.e.
β → ∞, the concurrence is given by C = J 1
.
the concurrence has a fixed value 2
is not surprising since for this special case, even though J 1 (= J 2 ) is a random variate, the ground state of the Hamiltonian is independent of the coupling strength.
It is interesting to plot the graph of concurrence C for generic J 1 and J 2 in this case. Fig. 1 shows the two dimensional plot of the concurrence for J 1 and J 2 at low temperature. Clearly the plane with value 2 √ 2 − 1 4 cuts the two dimensional plot precisely at the line
Looking at the contour plot for low temperature ( Fig. 2 ), immediately we see that the contours with the same concurrence (or level sets) are straight lines where
Since J 1 and J 2 are random variables, it follows that K is also a random variable. Note that for this case, even though the ground state of the Hamiltonian is independent of J 1 , J 2 , it still depends on the ratio K.
The concurrence is then nothing more than the concurrence of the ground state of the Hamiltonian. In general,
K is another random variable formed from the ratio of the two normal variates with Cauchy distribution given by 
For general inverse temperature β = 1 kT , the situation is more complicated.
The contour plot of the concurrence for varying J 1 and J 2 carves out a hyperboliclike level set, see Fig. 3 . In order to obtain the probability distribution function (pdf) of the concurrence, C, one needs to solve for the range of J 1 and J 2 corresponding to the condition C < c and then work out the probability distribution of C given that . For J = 1, this critical temperature is about 2.106 (appendix A).
However, when J fluctuates about the mean J = 1, as shown in Fig. 4 with increasing variance, the first two qubits acquire some entanglement beyond the expected critical temperature. This acquisition of non-zero entanglement is somewhat reminiscent of noise-assisted entanglement. The inset shows the variance plots for σ = 0.1, σ = 0.6 and σ = 2.
With four particles, one can show that the concurrence of the reduced density matrix after tracing out all particles except the first two possesses some features common to the three particles case. Fig. 5 shows the mean concurrence of the reduced density matrix of the first two qubits after tracing the third and fourth particle in a four particles (sites) model with Hamiltonian
and Incidentally it is interesting to note that for low temperature, the concurrence of the reduced density matrix becomes C = 2J 1
and this expression should be compared to the three-qubit case: one simply replaces J 1 by
For more than four qubits with alternating coupling strengths, computations get more and more involved, though the variation of the concurrence is probably qualitatively similar. One could show numerically (up to eight sites) that at low enough temperature, the average concurrence of the reduced density matrix of two neighboring spins is approximately given by C ≈ N J 1 The inset shows the variance plots for σ = 0.1, σ = 0.6 and σ = 2.
where N and M are the number of couplings with strength J 1 and J 2 respectively. In
. This expression appears asymmetric in J 1 and J 2 primarily due to the fact that the concurrence is computed for a reduced density matrix between two qubits with J 1 coupling. A similar expression with J 1 ↔ J 2 applies the reduced density matrix between two qubits with J 2 coupling. Moreover, in all cases, it seems that the spin glass effect can only be observed at low temperature. At high temperature, the spin configurations are further randomized by external heat bath smearing out the spin glass effects.
In spin glass theory, it is typical to define some order parameter; characterizing the frozen state of spin glass by the mean magnetization [ S 
For Discord
The quantum discord [19] is derived through the use of classical information entropy theories and it will be used to calculate the quantum discord for a XX model in 3 and 4 particles.
In classical information theory, the measurement of the amount of information is called the Shannon entropy and is defined as
The entropy H(X) is a function of the probability distribution of X.
Originally, the correlation between two random variables X and Y can be measured by the mutual information, which is
where I(X : Y ) represents the bits of information shared between H(X) and H(Y ).
H(X, Y ) represents the bits of information described by the two random variables (X, Y ).
Based on conditional entropy, mutual information can also be expressed as
where H(X|Y ) = H(X, Y ) − H(Y ) and is the uncertainty left in X after measuring Y . Classically, I(X : Y ) = J(X : Y ), however, this is not true for quantum case.
In quantum information theory, the H(X) is replaced with H(S) and H(Y ) is
replaced with H(A) where S represents the system and A represents the apparatus respectively. The probability distribution of p x is replaced with the density matrix ρ which is expressed as
where H(ρ) is the von Neumann entropy and ρ = i p i |i i| for an ensemble of the quantum states |i in a Hilbert space with respective probabilities p i . Hence, for the quantum case, the mutual information can be expressed as
where ρ S represents the density matrix for the subsystem S and ρ A represents the density matrix for the subsystem A. The quantum mutual information J can be expressed as
where
). S denotes the collapsed state of the system after been measured by A which has to be specified in some basis of measurement. The quantum state of S after a projection on A with a projective measurement Π A j is
We can interpret J as a measure of classical correlations between S and A when we maximize over all possible sets of projective measurements.
The quantum discord δ is then expressed as
In order to find the minimum disturbance to the system, we need to minimize over all possible projections, the quantum discord δ is
where H(A) = H(ρ A ) and H(S, A) = H(ρ SA ). Since H(A) and H(S, A) are the density matrix for 'A' and 'SA' respectively, we minimize the quantum discord over all {Π A j } which as shown in the last term of the above expression.
The physical interpretation of quantum discord is that by determining the measurement that disturbs the least on the overall quantum state, will allow us to extract the maximum amount of information from the system. If the minimum quantum discord is zero, then we will be able to obtain all the information from the system without disturbing the system. Conversely, for the maximum quantum discord which is unity, it means that the state is maximally entangled and hence conducting any measurement will cause disturbance to the system.
The general representation between two neighboring sites in the XX model for a thermal state at finite temperature is 
for a normalized density matrix and
This implies that we can choose S(2(max(|a−b|, |c|+|d|))) in order to achieve the minimum discord δ(ρ XX ) [20] . Hence,
By generating approximately 1000 random normal variates chosen from N (µ, σ),
we can compute the expected mean and variance of the discord against the temperature (k = 1). Fig. 7 shows the plot for the discord of 3 particles for σ = 0.1 and µ = 1. The smooth curve is plotted with µ = 1, σ = 0 and J 1 = J 2 . The inset shows the variance plot for σ = 0.1. In Fig. 8 , it shows the plot for the discord of 4 particles for σ = 0.1 and µ = 1.
The smooth curve is plotted with µ = 1 and J 1 = J 2 , i.e. zero variance. The inset shows the variance plot with σ = 0.1. From Fig. 7 and Fig. 8 , it is observed that for σ = 0.1, the discord at finite temperature does not differ significantly from the plot for zero variance. The insets in both (a) and (b) show plots with variance of σ = 0.6 and σ = 2. In general, as the mean and variance of the discord increases in Fig. 9 , the discord starts to deviate from the plot for zero variance at lower temperature. shows the variance plot for σ = 0.6 and σ = 2.
Next Nearest Neighbor Interaction
So far, we have considered merely nearest neighbor interactions with open boundary conditions. It is also interesting to explore NNN interactions and for the case of 3 particles, such analysis involves further frustration. In particular, XX quantum simulation of a frustrated Ising spins with three trapped Ytterbium ions have been performed and studied [21] .
In this section, we looked at the simplest possible model with NNN interactions.
In Fig. 10 , the plot shows the concurrence for 3 particles with variances of 0.1, 0.6 and 2 with mean J equals to 1 in between the particles and J = 0.8 between first and third particle. Based on the plot, the concurrence with σ = 0 aligns closely with σ = 0.1. However, unlike the case in 3 particles with no coupling between the first and last particle, the concurrence for the NNN interactions deviates from the concurrence (for σ = 0) at low temperature for σ = 0.6 and σ = 2. Interestingly, the concurrence with σ = 2 stretches further to higher temperature.
We have also plotted the discord for 3 particles with mean equals to 1 and with variances of 0.1, 0.6 and 2 as shown in Fig. 11 . As seen in the plot, the discord with σ = 0 aligns closely with σ = 0.1. Unlike the discord for the 3 particles, without the J coupling between the first and last particle, the NNN interactions with σ = 0.6 and σ = 2 seems to deviate significantly from the discord with σ = 0.
Conclusion
The theory of spin glass in general applies only in the thermodynamic limit, i.e.
large number of particles (or sites). Therefore, what we have discussed in this paper may appear to be toy models with little applications. However, this may not be so in view of possible experiments with few-body systems in ion trap and optical lattices [22, 23, 24, 25] . In Ref. [21, 26] , it was shown that it is possible to perform 
where µ is the beat-note detuning parameter and Ω i is the Rabi frequency of the ith ion. For a spin glass quantum simulator, one could shape the Rabi frequency so that Γ ij becomes effectively Gaussian with mean J ij and variance σ [27] . For such experimental work, one would also be interested in measuring the expected ferromagnetic order of the state characterized by the sum of the probabilities of finding the state in | ↑↑↑ and | ↓↓↓ .
In this paper, we have looked at the entanglement and quantum correlations of the XX model by using the concurrence and discord for 3 and 4 particles. An expression for concurrence of 3 particles and 4 particles at low temperature, i.e. β → ∞ is derived. By plotting the concurrence with temperature for the 3-and 4-particle case,
we can see that when J fluctuates (i.e. increase in variance) about the mean J = 1, the first two qubits acquire some entanglement beyond the critical temperature when variance is zero. This observation might not be surprising in view of the mathematical fact that since concurrence is non-negative, any fluctuations in the couplings will extend the mean concurrence beyond the increase of temperature. However, physically it means entanglement could be harnessed if one allows the couplings to fluctuate wildly in regimes where there is no concurrence in the first place.
By plotting the discord with temperature (k = 1) for the 3-and 4-particle case where the variance is 0.1, the discord at any finite temperature does not show any significant change from the smooth curve for zero variance. However, when the variance in the discord for the 3-and 4-particle case is increased, the discord starts to deviate from the plot when variance is zero.
By considering the NNN interactions for the 3-particle case, we plot the concurrence and discord against temperature. The concurrence is found to deviate and stretch further to higher temperature for variance equals to 2 as compared to 0. The discord for variance of 0.6 and 2 is found to deviate significantly from the discord (with variance equals to 0).
Appendix A
Calculation of concurrence at finite temperature for three particles with J 1 = J 2 = J.
It is straightforward to compute the density matrix of the thermal state for three particles with J 1 = J 2 = J. After tracing the third particle, the reduced density matrix of the first two particles are The concurrence of this reduced matrix can be computed and shown to be
Solving for C = 0 and gives
For four particles, the concurrence is more complicated, though it could still be evaluated. After tracing the third and forth particle, the concurrence of the reduced density matrix is given by C = − cosh(2βJ) + 4 cosh(βJ) cosh √ 5βJ + 
Solving for C = 0 gives Jβ ∼ 0.4715 or T ∼ 2.1209J.
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