E(t) = F + [Z]Q + [r]Q + [s]Q.
(
All the coefficients are assumed to be constants. It is necessary to recall how the forces of constraint are expressed by means of the Veblen-Poincare directed-branch-on-vertex incidence matrix II and the connected Lagrangian theory. First we construct a sagittal or directed graph g by arbitrarily assigning direction to each branch to give a direction basis for E and Q. The equation HQ = 0 expresses the Kirchhoff condition at the V vertices.
A most elementary theorem tells us that only V -1 rows of IT are linearly independent. This being so, it is economical to call one vertex a ground point and the others, say Vl , V2 , • • • , Ff_i , nodes. For the nodes, then, Kirchhoff's current condition may be [Vol. XXVII, No. 2 written HQ = 0 (2) where II is II with the last row deleted.
By Lagrangian theoiy, a row-vector X of multipliers exists such that XII = Ft ,
and, because the elements of II are dimensionless, X is a set of n forces, or potential differences, to wit: the set of node potentials Vi , F2 , • • • , Vn above the potential of the ground-point. Let i represent the set of root-mean-square values, element by element, of the periodic particular solution of "1" for Q, such periodic particular solutions being assumed to exist when E(t) is a set of sinusoids with a common period. Let e and V have the same r.m.s. relation to E(t) and F, respectively. Then instead of "1" and "3" we have Z IIx n o _ (4) I call the niatric coefficient here the Cauer-Routh matrix [1, p. 4G], [2, p. 91] . As in classical dynamics, we assume that that the velocities (or analogue thereof) and internal stresses have functional dependence on the driving force e and not, as here, the other way around: we assume that the Cauer-Routh matrix has an inverse and, moreover, that Z has an inverse. 
The number of nodes does not have to be very large for the inversion of to be very laborious to calculate numerically and the inversion of Z, since there are almost always more branches than nodes, ma}r be expected to be even more laborious. The analysis of this case is the concern of the next section.
2. Networks interconnected by tie-lines. Suppose we have a number of networks quite isolated from each other except that some of the nodes of the zth network are connected with some of the nodes of the jth, possibly all i ^ j, by tie-lines which are dipoles having possibly mutual impedance with other tie-lines but not with any branch elsewhere in the system. Let Z be the branch-impedance matrix for the set of networks and z the matric set of tie-line impedances. After directing the tie-lines arbitrarily, let K represent the tieline-on-node incidence matrix. For currents i' in the branches of the set of networks and i" in the tie-lines, co-directed with the branches in the sagittal graph of the system, Kirchhoff's node condition is
and the vector force of constraint is rx(n, K) = fT.
For co-directed e.m.f.s e' in the networks and e" in the tie-lines, the equation of force is Z 0 II, We have exchanged the generality of Sec. 1 for this particularity by imposing zero mutual inductance between the tie-lines and the branches of the networks which they connect. We consider now the case where the total number of branches and nodes is so great that the inversion of Z and of n FII x , required above, are intractable numerically. We cope with this situation by imposing zero mutual inductance between any one network and another and we number the branches of the first network first, the branches of the second network second and so forth and get Z diagonalized in blocks. To correspondingly diagonalize II Fn T , we number the vertices in the same way. But the ith block of IlFnT , H,F,If,T , is not invertible unless the rows of II, are linearly independent and so it is necessary, and also sufficient, to require that one junction point of 91, be grounded, for all i. [Vol. XXVII, No. 2 Assuming the calculation of y, by inversion of z, to be possible without too great difficulty, the final quantity required for the calculation of A, B, • ■ • , Ii and hence of i', i" and V is
In cy we have a two-term matrix the first term of which we have assumed to be diagonalized in blocks and so invertible without too great difficulty; but, not having ■y itself so diagonalized, our problem is to find a way to take advantage of the fact that one of its terms has this property in order to accomplish the inversion.
Biickner's formula for the inversion of (B + KyKr), where K is an n X t, t < n,. matrix of rank t and y is a t X t invertible matrix, is (.B + KyKT)_1 = B-1 -B-'Kiz + KrB~'K)'1 KTB~l. This is a labor-saving substitute for any ordinary method of inversion of a two-termed matrix of this kind when t « n and is then most valuable when n is too great for any ordinary method of inversion to be economical. But its virtue diminishes to zero as t -> n.
3. A numerical case.
We consider now what is about the simplest example that exhibits the various circumstances that aid or hinder the numerical inversion of a CauerRouth matrix. We consider a system of three grounded networks, 91; , 9l2 , SJl3 , inter- By such I mean a network of two parts: (1) a principal part consisting of a connected network 91 whose graph Q has V vertices one of which is a ground vertex, and (2) a subsidiary part consisting of a set of k, 1 < k < V -1 = n, active dipoles each grounded at one pole and connected to a node of 31 at the other, the k dipoles being in one-to-one correspondence with fc nodes.
Given the set of e.m.f.s, e, in the branches of 31 and the set of e.m.f.s,«, in the branches of the subsidiary network, assumed to be directed to 31, we want to know the branch currents, i, in the principal part and the currents t in the subsidiary part. For simplicity, we assume that the first k nodes of 31 have this outside connection.
Let J be an n X n identity matrix with all columns deleted except the first k. Kirchhoff's node condition is m + Ji = o. Because t = J TV we get the equation
which tell us that when the left member is zero the subsidiary network has no effect on 31. This being true for all values of J, we see that Now (A -B) is an n X n matrix of rank r < n and, at this stage in his analysis, Biickner makes use of the fact that this difference can always be represented by the product of any n X r matrix K of rank r and any r X n matrix L also of rank r. It is not our purpose to reproduce Buckner's derivation of his formula, nor to attempt to follow Kron's thinking except to note that Biickner finds that, in effect, Kron has a "connection tensor", C, where he, Biickner, has K and CT where he has L. But the application of this tensor thinking to the tie-line problem has been thought to require an extensive defense in the literature. The explanation of this is that no directed-circuiton-branch incidence matrix r, or "connection tensor C", is appropriate to the diakoptic problem. On the other hand, our directed-branch-on-node incidence matrix K of Sec. 3 is quite appropriate and reduces the tie-line problem to a question of the efficiency of Buckner's formula.
Addendum.
In a private communication, J. L. Synge has supplied still another and most simple proof of the Biickner formula. Let /" and 7, be identity matrices of n and t rows respectively and let P and Q be arbitrary except that (/" + QP)~l and (I, + PQ)~l must exist. Then, obviously P(h + QP) = (L + PQ)P, 
