In this paper, we consider a convex vector optimization problem of finding weak Pareto optimal solutions for an extended vector-valued map from a uniformly convex and uniformly smooth Banach space to a real Banach space, with respect to the partial order induced by a closed, convex and pointed cone with a nonempty interior. We propose an inexact vector-valued proximal-type point algorithm based on a Lyapunov functional when the iterates are computed approximately and prove the sequence generated by the algorithm weakly converges to a weak Pareto optimal solution of the vector optimization problem under some mild conditions. Our results improve and generalize some known results.
Introduction
Let H be a real Hilbert space with inner product ., . and T : H → 2 H be a maximal monotone operator. Consider the following problem: finding an x ∈ H such that 0 ∈ T (x). (1.1) This problem is very important in both theory and methodology of optimization and some related fields. One of the most popular methods to solve the above problem is called as proximal point algorithm which was firstly introduced by Martinet [1] and its celebrated progress was attained in the work of Rockafellar [2] . The classical proximal point algorithm generated a sequence {z ∈ T (z k+1 ) and {c k } is a sequence of positive real numbers bounded away from zero. In [2] Rockafellar had proved that for a maximal monotone operator T , the sequence {z since solving (1.2) exactly can be as difficult (or almost difficult) as solving the original problem (1.1). Moreover, there seems to be little justification of the effort required to solve the problem accurately when the iterate is far away from the solution set. In [2] Rockafellar also gave an inexact variant of the proximal point algorithm, that is finding z k+1 ∈ H such that
where ε k is regarded as an error sequence. It was shown that, if ε k → 0 quickly enough such that
then z k was weakly convergent to z with 0 ∈ T (z). Because of its relaxed accuracy requirement, the inexact proximal point algorithm is more practical than the exact one. Thus the study of inexact proximal point algorithm has received extensive attention and various forms of the algorithm have been developed for scalar-valued optimization problems and variational inequality problems.
Meanwhile, vector optimization model had found a lot of important applications in decision making problems such as in economics theory, management science and engineering design. Because of these applications, a lot of literatures have been published to study optimality conditions, duality theories and topological properties of solutions of vector optimization problems [15] [16] [17] [18] . Recently some numerical methods for solving convex vector optimization problems have been proposed in the following papers: the steepest descent method for multiobjective optimization was dealt with in [19] , an extension of the projective gradient method to the case of convex constrained vector optimization can be found in [20] . It is worth noticing that H. Bonnel et al. [21] constructed a vector-valued proximal point algorithm to investigate convex vector optimization problem in Hilbert space and generalized the famous Rockafellar's results from scalar case to vector case. Very recently Ceng and Yao [22] proposed an approximate proximal algorithm for solving convex vector optimization problem in Hilbert space.
An important motivation for making analysis about the convergence properties of various proximal point algorithms is related to The Mesh Independence Principle [23] [24] [25] . The mesh independence principle replies on infinite dimensional convergence results for predicting the convergence properties of the discrete finite dimensional method. Furthermore it can provide a theoretical foundation for the justification of refinement strategies and help to design the refinement process. As we know many practice problems in economics and engineering are modeled in infinite dimensional spaces. These include optimal control problems, shape optimization problems, and the problems of minimal area surface with obstacles, among many others. In many shape optimization problems, the function space is only a Banach and not a Hilbert space, thus it is important and necessary to analyze convergence properties of the algorithms in Banach spaces.
Based on the above results and reasons, the purpose of this paper is to construct an inexact vector-valued proximaltype point algorithm based on a Lyapunov functional in Banach spaces, carry out convergence analysis on the method and prove the sequence generated by the algorithm converges weakly to a weak Pareto optimal solution of the convex vector optimization problem under some mild conditions. The main results of this paper are some extensions of the corresponding results of [2, 21] and [22] to more general case.
The paper is organized as following. In Section 2, we present some concepts, basic assumptions and preliminary results. In Section 3, we introduce the generalized vector-valued proximal point algorithm and make convergence analysis about the algorithm. In Section 4, we draw a conclusion and make some remarks.
Preliminaries
In this section, we present some basic definitions and propositions for the proof of our main results. A Banach space X is said to be strictly convex if (x+y) 2 < 1 for all x, y ∈ X with x = y = 1 and x = y. It is said to be uniformly convex if lim n→∞ x n − y n = 0 for any two sequence {x n }, {y n } in X such that x n = y n = 1 and lim n→∞ x n +y n 2 = 1. It is known that a uniformly convex Banach space is reflexive and strictly convex. A Banach space X is said to be smooth if the limit
exists for all x, y ∈ U, where U = {x ∈ X : x = 1}. It is said to be uniformly smooth if the limit (2.1) is attained uniformly for x, y ∈ U. We know that the space L p (1 < p < ∞), l p and Sobolev space W p m are uniformly convex and uniformly smooth Banach spaces.
In this paper, let X be a uniformly convex and uniformly smooth Banach space with norm . X , denote by X * with norm . X * the dual space of X and Y be a real Banach space ordered by a pointed, closed and convex cone C with nonempty interior int C , which defines a partial order ≤ C in Y, i.e., y 1 ≤ C y 2 if and only if y 2 − y 1 ∈ C for any y 1 , y 2 ∈ Y and for relation ≤ intC , given by y 1 ≤ intC y 2 if and only if y 2 − y 1 ∈ intC . The extended spaceȲ = Y ∪ {−∞ C , +∞ C }, where +∞ C and −∞ C are two distinct elements not belonging to Y . We denote Y * as the dual space of Y and C * as the positive polar cone of C, i. e.,
We state Lemma 1.1 of [26] as the following lemma.
Lemma 2.1. Let e ∈ intC be fixed and C
The normalized duality mapping J : X → 2 X * is defined by 
and [29] .
)/τ and L is the constant in Figiel s inequalities

Definition 2.1 ([15]). Let S ⊂ X be convex and a map
for any x, y ∈ S and λ ∈ [0, 1]. F is said to be strictly C-convex if
for any x, y ∈ S with x = y and λ ∈ (0, 1).
Definition 2.2 ([15]). The set (F (x
0 ) − C ) ∩ F (X) is said to be C -complete, if for every sequence {α n } ⊂ X , with α 0 = x 0 such that F (α n+1 ) ≤ C F (α n ) for all n ∈ N, there exists α ∈ X such that F (α) ≤ C F (α n ) for all n ∈ N.
Definition 2.3 ([17]
). Let S ⊂ X be convex and
Suppose that intC = ∅, x * ∈ S is said to be a weak Pareto optimal solution of
to be positively lower semicontinuous if for every z ∈ C * , the scalar-valued function x → F (x), z is lower semicontinuous.
From now on, let us consider following vector optimization problem:
where X is a uniformly convex and smooth Banach spaces and Y is a real Banach space, F : X → Y ∪ {+∞ C } is C-convex and denote by dom (F ) = {x ∈ X |F (x) = +∞ C } be the effective domain of F.
Notice that any constrained vector optimization problem
where F 0 : X 0 → Y and X 0 be a nonempty closed convex subset of X. It is easy to check that (CVOP) is equivalent to the unconstrained extended valued (VOP) with
in the sense that they have the same weak Pareto optimal solutions. 
for any x, y ∈ X . 
For every nonempty closed convex subset C of a reflexive, strictly convex and smooth Banach space X , we can define a map P C of X onto C by P C x = x * , where x * is defined by (2.6). It is clear that the map P C is coincident with the metric projection when X is a Hilbert space. (A) the set (F (x 0 ) − C ) ∩ F (X) be C -complete, which means that for all sequences {a n } ⊂ X , with a 0 = x 0 , such that F (a n+1 ) ≤ C F (a n ) for all n ∈ N, there exists a ∈ X such that F (a) ≤ C F (a n ) for all n ∈ N.
Here we propose the following inexact generalized proximal point algorithm based on a Lyapunov functional (GPPAL, in short):
Step (1):
Step (2) : Given x k , if x k ∈ C − Argmin w {F (x) | x ∈ X }, then x k+p = x k for all p ≥ 1 and the algorithm stops, otherwise go to step(3);
Step (3):
then go to step(2). The sequence {e k } ⊂ intC such that e k = 1, {ε k } ⊂ X * is regarded as an error sequence, which is satisfied with 
Now we will show the main results of this paper.
Theorem 3.2. Let F : X → Y ∪ {+∞ C } be a proper C -convex map and positively lower semicontinuous, then any sequence {x k } generated by the algorithm (GPPAL) is well defined.
Proof. Let x 0 ∈ dom F be the initial point and we assume that the algorithm has reached step k, then we will show that the next iterative x k+1 does exist. Take any z ∈ C * 0 and define a new function φ k (x) : X → R ∪ {+∞} as follows:
where I θ k (x) : X → R ∪ {∞} is the indicator function (with scalar values) of the set θ k (x)
It is clear that θ k is a convex set by its definition. From F is C -convex and positively lower semicontinuous, it follows that F (x), z + I θ k (x) is convex and lower semicontinuous with respect to x. By the fact of e k belongs to intC and the definition of C * 0 , we have that e k , z > 0. And it is easy to check that φ k (x) is strongly convex, then the subdifferential of φ k (x) is maximal monotone and strongly monotone. So by virtue of Minty's theorem, the subdifferential of φ k (x) has some zero, which is a minimizer of φ k (x). By Lemma 3.1, we can conclude that such a minimizer satisfies
hence satisfies (3.1) and can be taken as x k+1 .
Theorem 3.3. Let assumptions in Theorem 3.2 hold. Further suppose that assumption (A) holds, then the sequence {x k } generated by the algorithm (GPPAL) is bounded.
Proof. From the algorithm (GPPAL), we know that if the sequence stops at some iterations, it will be a constant thereafter.
Now we assume the sequence {x k } will not stop after iterative step k. Define E ⊂ X as follows
It is easy to check E is nonempty by the fact that the set (F (
is a weak Pareto optimal solution of problem (3.1) and there exists z k ∈ C * 0 such that x k+1 is a solution of the following problem
with z = z k , thus x k+1 satisfies first-order necessary optimality condition of problem (P * ). By the definition of θ k , we 
for any x ∈ θ k . Now we can define another function as follows:
From (3.3) we know that there exists some γ k ∈ ∂ϕ k (x k+1 ) such that
Now taking x * ∈ E, it is clear x * ∈ θ k and we can derive that
and from the definition of subgradient of ϕ k , it follows that
By the fact x * ∈ E and z k ∈ C * 0 , it is easy to check
Now we can define η k =
can derive the following inequalities:
So one obtains for all l ≥ 0 that
From the property (3.2a) of the error sequence, we know that From the property of Lyapunov functional (2.5) and (3.9), we can see that
where K is any real number larger than
Since E is nonempty, we can conclude that {x k } is bounded.
Meanwhile summing up inequality (3.8) and from (3.9), we have Proof. Since {x k } is bounded, it has some weak cluster points. Next we will show that all of weak cluster points are weak Pareto optimal solution of problem (VOP). Letx be one of the weak cluster points of {x k } and {x k j } be a subsequence of {x k }, which weakly converges tox. We define, for each z ∈ C * 0 , the function ψ z : X → R ∪ {+∞} as ψ z (x) = F (x), z . Since F is positively lower semicontinuous and C -convex, ψ z is also lower semicontinuous and convex, it follows that
Hence, we have that for all z ∈ C * 0
Assume thatx is not the weak Pareto optimal solution of problem (VOP), then there existsx ∈ X such that F (x) ≤ intC F (x). Taking z k ∈ C thus we have that
It is clear that x − x k j +1 , µ k j ≥ 0, and we can see that From Lemma 2.1, inequalities (2.4) and (3.13), we have
where we use the fact that {x k } is bounded by K . By virtue of the fact h X (τ ) tends to 0 as τ tends to 0, which holds for any uniformly smooth Banach spaces. So from (3.2a), (3.14), (3.15) and by the fact that {x k } is a bounded set, we can draw the conclusion that the limit of right expression in (3.12) vanishes as j → ∞. It is clear that
Then we can see that (3.16) contradicts with the facts thatz ∈ C * 0 and the assumption F (x) ≤ intC F (x), thus we can conclude that the assumption is false andx is a weak Pareto optimal solution of problem (VOP). On the other hand from definition of Lyapunov functional, we have that
(3.18)
Let W be the limit of (3.18), taking k = k j in (3.18) and using the weak-to-weak continuous of normalized duality map J, we can derive that W = −L(x,x). By the definition of Lyapunov functional, we can derive thatx =x, which can prove the uniqueness of the weak cluster point of {x n }.
Conclusion
In this paper, we consider a convex vector optimization problem of finding weak Pareto optimal solutions from a uniformly convex and uniformly smooth Banach space to a real Banach space, with respect to the partial order induced by a closed, convex and pointed cone with a nonempty interior. We introduce an inexact vector-valued proximal point algorithm based on a Lyapunov functional for the convex vector optimization problem, carry out convergence analysis on the method and prove the sequence generated by the algorithm converges weakly to a weak Pareto optimal solution of the vector optimization problem under C -complete. Our results extend some corresponding results of [2, 21] and [22] to more general cases.
