Abstract. We show that the Fourier-Laplace transform of a regular holonomic module over the Weyl algebra of one variable, which generically underlies a variation of polarized Hodge structure, underlies itself an integrable variation of polarized twistor structure.
Introduction
Let P ¼ fp 1 ; . . . ; p r ; p rþ1 ¼ yg be a non empty finite set of points on the Riemann sphere P 1 . We will denote by t the coordinate on the a‰ne line A 1 ¼ P 1 nfyg. Let ðV ; 'Þ be a holomorphic bundle with connection on P 1an nP.1) One can associate to ðV ; 'Þ a unique holonomic C½thq t i-module M with regular singularities (even at infinity) which is a minimal extension on A 1 : it is characterized by the fact that its de Rham complex on A 1an is j Ã V, if j : P 1an nP ,! A 1an denotes the inclusion and V ¼ ker '.
The Laplace transformM M (also called the Fourier-Laplace transform) of the C½thq t imodule M is the C-vector space M equipped with the following action of the Weyl algebra C½thq t i: the action of t is by q t and that of q t is by left multiplication by Àt (see e.g., [15] or [20] , Chap. V, for the basic properties of this transformation). We also say that the Laplace transform has kernel e Àtt . In the t-planeÂ A 1an ,M M is a vector bundle with a holomorphic connection ðV V ;' 'Þ away from t ¼ 0. It is known that the singularity at t ¼ 0 is regular but the one at infinity is usually irregular (this uses the assumption that M has a regular singularity at t ¼ y). Recall also that the locally constant sheafV V ¼ ker' ' can be computed from the locally constant sheaf V ¼ ker ' in a cohomological way (see §1.b), called localized topological Laplace transform.
Let us now assume that ðV ; 'Þ underlies a variation of polarized complex Hodge structure of some weight w A Z. We address the following Question. What kind of a structure does the bundle ðV V ;' 'Þ associated to the Laplace transformM M of M underlie?
The variation of complex Hodge structure provides M with a good filtration F M. In general, there is no way to get from it a good filtration on the Laplace transform. Therefore ðV V ;' 'Þ is unlikely to naturally underlie a variation of polarized complex Hodge structure in the classical sense. This is also prevented by the irregular singularity at infinity, according to the regularity theorem of Gri‰ths and Schmid (cf. [26] ).
One of the main results of this article is Corollary 3.15, giving the solution to this question in the following way. We use the language of twistor D-modules of [22] . Let us assume for simplicity that the weight w is equal to 0.
(i) We extend to P 1 the main data of the variation, which are only defined on P 1 nP. We get M as above, equipped with a good filtration F M and a Hermitian sesquilinear pairing k : M n C M ! S 0 ðA 1 Þ (temperate distributions on the complex plane of the variable t).
(ii) The basic correspondence (cf. Definition 1.29) associates to the data ðM; F M; kÞ (a) a bundle G with flat connection on the t-plane away from t ¼ 0; y: its analytization was called ðV V ;' 'Þ above; (b) an extension G 0 of this bundle across t ¼ y using the filtration F M by the procedure of saturation by q À1 t ; (c) a sesquilinear pairing between G and i Ã G (where i is the involution t 7 ! Àt) obtained by Fourier transform from k.
(iii) The main result (Corollary 3.15) says that these data form an integrable polarized twistor structure of weight 0.
(iv) Moreover, by rescaling the variable t in A 1 , we get a corresponding rescaling on the t-plane, and in this way we get a family of polarized twistor structures of weight 0 parametrized by C Ã (the rescaling factor). We show (cf. Remark 2.5) that this family is a variation of polarized twistor structure of weight 0, with tame behaviour when the rescaling factor (called 1=t o in §2.d) tends to infinity.
(v) The proof of (iii) and (iv) is obtained through another interpretation of the objects involved. Indeed, to the original variation of polarized Hodge structure we associate a variation of polarized twistor structure of weight 0 in a natural way. Using results of C. Simpson [27] and O. Biquard [2] as in [22] , Chap. 5, we show that this variation extends as an integrable polarized twistor D-module of weight 0 on P 1 (we could have used Schmid's classical results [26] , but we only use the regularity theorem here). We are then in position to apply the main theorem of [21] (cf. however the erratum to [21] ), saying that the FourierLaplace transform of this twistor D-module is of the same kind. In particular, we get a harmonic metric on ðV V ;' 'Þ with a tame behaviour near t ¼ 0.
We then identify the variation of polarized twistor structure that we get onÂ A 1 nf0g to the family constructed in (iv). The new point in the proof, taking into account the main theorem in [21] (with its correction in the erratum to [21] ), is to show that the extension of the original variation of twistor structure is an integrable twistor D-module (in the sense given in [22] , Chap. 7, following the work of C. Hertling [11] ).
It should be emphasized that, in such a variation, each fibre is naturally equipped with a polarized Hodge structure (of weight 0), but the variation does not preserve such a structure, it only preserves the twistor structure, allowing therefore limiting irregular singularities (see [22] , §7.2).
In §4, we use the same ideas to answer a question of C. Hertling: given a regular function f : U ! A 1 on a smooth a‰ne manifold U of dimension n þ 1, which has only isolated critical points and has a tame behaviour at infinity (i.e., is cohomologically tame at infinity, cf. [18] ), we associate to it the Brieskorn lattice G 0 (a free C½t À1 -module of finite rank); there is also a natural sesquilinear pairinĝ
where the conjugation is taken in the usual sense (the pairingP P will be constructed topologically in §4); we then show that ðG 0 ; G 0 ;Ĉ CÞ corresponds to a polarized integrable twistor structure of weight 0. The proof is not obtained by a direct application of the previous results, as the Gauss-Manin system M ¼ H 0 f þ O U does not usually underlie, generically on A 1 , a variation of polarized Hodge structure (because f is not proper-and-smooth). It underlies a mixed Hodge module in the sense of M. Saito [25] . The basic idea is that, under the tameness assumption on f , this module di¤ers from a module underlying a variation of polarized Hodge structure only by free C½t-modules, which vanish after localized Fourier-Laplace transform, so that the object ðG 0 ; G 0 ;Ĉ CÞ can also be regarded as associated to a variation of polarized Hodge structure.
When U is a torus ðC Ã Þ nþ1 and f is a convenient nondegenerate Laurent polynomial with total Milnor number m, one defines on the germ ðC m ; 0Þ, regarded as the parameter space of a universal unfolding of f , a canonical Frobenius structure (cf. [10] ). A consequence of the theorem for f is to endow ðC m ; 0Þ with a positive definite Hermitian metric, satisfying a set of compatibility properties with the Frobenius structure. This is called a tt Ã -structure in [11] . Let us notice that, compared to computations made for germs of holomorphic functions in loc. cit., the Hermitian form in the case of a Laurent polynomial is positive definite. structure sheaf O X :¼ O X . The conjugation makes O X an O X -module and defines a functor, that we call ''conjugation'', from O X -modules to O X -modules.
Given any O X -module F, its conjugate O X n O X F is denoted by F: it is an O Xmodule. If ' is a flat connection on F, then ' is a flat connection on F and ker ' is the local system conjugate to ker ' (corresponding to the conjugate representation of the fundamental group).
Similarly, the notion of conjugation is well-defined for D X -modules.
In dimension one, we will also use an a‰ne version of it: let C½thq t i be the Weyl algebra of the variable t and let S 0 ðA 1 Þ be the Schwartz space of temperate distributions on the complex line. If M 0 , M 00 are C½thq t i-modules, we will consider sesquilinear pairings
Hermitian if kðm; nÞ ¼ kðn; mÞ for any m; n A M (and a similar definition for the sheaf-theoretic analogue).
The sesquilinearity of k allows one to extend k as a sesquilinear pairing from the bicomplex DR an M 0an n C DR an M 00an into the d 0 , d 00 bicomplex of currents on A 1 (we forget here the behaviour at infinity). As this complex is a resolution of the constant sheaf, one obtains a morphism k B in the derived category2)
If we use the notation p DR (resp. p C) to denote the de Rham complex (resp. the constant sheaf ) shifted by the dimension of the underlying manifold, this can also be written as
Laplace transform of a C[t]hq t i-module. If M is a C½thq t i-module, we denote bŷ M M its Laplace transform: this is the C-vector space M equipped with the following structure of C½thq t i-module: t acts as q t and q t acts as Àt. Given a C½thq t i-module N, we denote by i Ã N (recall that i denotes the involution t 7 ! Àt) the C-vector space N equipped with the following structure of C½thq t i-module: t acts by Àt and q t acts by Àq t .
The Laplace transform can be obtained in a sheaf theoretic way. We will work on P 1 and we denote by O P 1 ðÃyÞ the sheaf of meromorphic functions on P 1 having pole at most at infinity, so that G À
We denote by ðÃyÞ the e¤ect of tensoring (over O P 1 ) with O P 1 ðÃyÞ and we call this operation ''localization away from infinity''. In particular D P 1 ðÃyÞ denotes the sheaf of analytic di¤erential operators localized away from infinity. To a C½thq t i-module M is as- 
where q is the projection toÂ A 1 (see e.g., [15] ).
Fourier transform of a sesquilinear pairing. The Fourier transform F t with kernel expðtt À ttÞ i 2p dt5dt is an isomorphism between S 0 ðA 1 Þ (t-plane) and S 0 ðÂ A 1 Þ (t-plane).
Given a 2-form c in the Schwartz space SðÂ A 1 Þ (i.e., c ¼ wðtÞ dt5dt where w is C y , rapidly decaying as well as all its derivatives when t ! y), we set, for u A S 0 ðA 1 Þ,
(Recall that F t c belongs to
Þ is a sesquilinear pairing, we denote by F t k the composition F t k of k with the Fourier transform of temperate distributions. Then F t k becomes a sesquilinear pairing
(the i þ is needed as we use the kernel e tt for the Laplace transform of M 00 , not e Àtt ). Let us notice that, at this stage, k can be recovered from F t k by composing with the inverse Fourier transform.
The case of holonomic C[t]hq t i-modules with regular singularity at infinity. Let us now assume that M 0 , M 00 are holonomic C½thq t i-modules which have a regular singularity at infinity. Then c
M 00 have singularities at t ¼ 0 and t ¼ y only. Denote byV V 0 ;V V 00 the holomorphic vector bundles with connection' ' obtained by restricting c
M 00 to t 3 0, and byV V 0 ,V V 00 the corresponding local systems ker' '.
The sesquilinear pairing F t k induces a sesquilinear pairing
the datum of which is equivalent to that of a sesquilinear pairing of local systems ðF t kÞ B :V V 0 n C i À1V V 00 ! C ft30g ; ð1:4Þ and, denoting by S 1 the circle jtj ¼ 1, it is equivalent to the datum of a sesquilinear pairing Computation using direct images. In order to compare with the topological Fourier transform (see below), it will be convenient to have another formulation of the Fourier transform. Recall thatM M can be regarded as q þ ðp þ M n E Àtt Þ (see the diagram below for the notation p, q), that is, the cokernel of the injective morphism 
Let G be a complex of sheaves on A 1 . Recall (see e.g., [15] ) that the topological Laplace transform of G with kernel e Àtt (restricted toÂ A 1Ã ) is the complex
where we still denote by p the projection
This definition can be simplified if we assume that G is a constructible sheaf: then G is a local system near y, and we have Ra
By base change for a proper morphism, we then have
If F t o denotes the family of closed sets of A 1 , the closure of which inP P 1 does not cut L 0þ t o , we have by definition
Let us now assume that G is a C-perverse sheaf.
In other words, the complexĜ G has cohomology in degree À1 only. Up to a shift by À1, it is a local system onÂ A 1Ã with fiber at t o equal to H Let us notice that
3) We refer for instance to [8] for basic results on perverse sheaves; recall that the constant sheaf supported at one point is perverse, and a local system shifted by one is perverse, see e.g., [8] , Ex. 5.2.23. Let us notice that, in this paragraph and in the next one, one can work with Q-perverse sheaves.
4) This can be proved as follows: using the structure theorem for perverse sheaves on A 1 , one reduces to the case of a sheaf supported on some p j (trivial), and to the case of j Ã V½1, where V is a local system on A Topological Fourier transform of a sesquilinear pairing. Let G 0 , G 00 be C-perverse sheaves on A 1 . Recall that we denote by p C the constant sheaf shifted by the dimension of the underlying manifold.
Let us assume that we are given a morphism (in the derived category of bounded complexes with constructible cohomology) k B : G 0 n C G 00 ! p C P 1 ½1. We then get a morphism
, we obtain a sesquilinear pairing
using that a closed set in A 1 is both in F t o and F Àt o i¤ it is compact. This pairing defines a sesquilinear pairing at the sheaf level between local systems:
Computation ofF F. We keep notation as above and we set M ¼ M 0 ; M 00 and F ¼ DR an M½1, which is a C-perverse sheaf, if DR denotes the usual de Rham functor. Let us assume that we are given a sesquilinear pairing k. In order to compare c k B k B andk k B , we need to consider a space where both pairings are defined simultaneously, and to sheafify the construction ofk k on this space. We will work onP P 1 ÂÂ A 1Ã .
Let us first recall the natural identification of local systems onÂ A
1Ã
F F½À1 FV V; ð1:12Þ when M has a regular singularity at infinity. We havê
, and we have, as q is proper (so that we can use GAGA relative to P 1 ), 
where a is a multi-index indicating derivations with respect to t, t, t, t.
In order to give a realization of the complex (1.13), we introduce the following sheaves onP P 1 ÂÂ A 1Ã . We will not distinguish between distributions and currents, by fixing the volume forms i 2p dt5dt and i 2p dt5dt.
-The sheaf E 
Ã and, for any p A N, N p ðjÞ < þy.
-The sheaf E mod P P 1 ÂÂ A 1Ã (C y functions on A 1 ÂÂ A 1Ã having moderate growth, as well as all their derivatives, along e À1 ðyÞ): a section j A E mod P P 1 ÂÂ A 1Ã ðUÞ is a C y function on U Ã such that, for any compact set K H U and any p A N, there exists an integer N ¼ NðK; pÞ such that k jtj À2N jk C p ; K < þy.
-The sheaf E mod P P 1 ÂÂ A 1Ã ; c : same as above, with compact support. So j has support in some K and for any p there exists N ¼ NðpÞ such that k jtj À2N jk C p < þy.
-The sheaf E mod; añ P P 1 ÂÂ A 1Ã : the subsheaf of E mod P P 1 ÂÂ A 1Ã of functions which are holomorphic with respect to the t variable (i.e., killed by q t ). Using a Cauchy-type argument with respect to t, it is enough, to control the moderate growth of the derivatives with respect to t, t.
-The sheaf A mod P P 1 ÂÂ A 1Ã : the subsheaf of E mod P P 1 ÂÂ A 1Ã of functions which are holomorphic on
Using a Cauchy-type argument, it is enough to control the moderate growth of the function itself, not its derivatives.
-The sheaf Db
for any open set U ofP P 1 ÂÂ A 1Ã , the space Db mod ðUÞ is the space of linear forms on E <0 P P 1 ÂÂ A 1Ã ; c ðUÞ such that, for any compact set K H U, there exists p A N and C f 0 such that, for any j A E <0 P P 1 ÂÂ A 1Ã ; K ðUÞ, one has jhu; jij e CN p ðjÞ.
-The sheaf Db <0 P P 1 ÂÂ A 1Ã : for any open set U ofP P 1 ÂÂ A 1Ã , the space Db <0 ðUÞ is the space of linear forms on E mod P P 1 ÂÂ A 1Ã ; c ðUÞ such that, for any compact set K H U and for any integer N f 0, there exists an integer p ¼ pðK; NÞ f 0 and a number C ¼ CðK; NÞ > 0 such that, for any j A E mod K ðUÞ, one has jhu; jtj 2N jij e Ckjk C p . Let us notice that Db <0 ðUÞ H DbðUÞ.
Proposition 1.14. The previous sheaves are stable by the derivations q t , q t , q t , q t . Moreover:
(ii) The Dolbeault complex E mod; an; ð0;
(iii) The complexes DRDb mod P P 1 ÂÂ A 1Ã and DRDb
[Let us notice that the moderate Dolbeault complex can be computed with q t because, if t 0 is a local coordinate on P 1 at y, we have q t 0 ¼ Àt 2 q t , and multiplication by t is an isomorphism on E mod; añ
Indication of proof. For the first point, see e.g., [19] , Cor. II.1.1.8. The second point is analogous to Prop. II.1.1.7 in loc. cit., as well as the third point. r
We can compute (1.13) at the level ofP P 1 : by the projection formula and Lemma 1.14(i), the right-hand term of (1.13) is isomorphic to
where DR mod is the de Rham complex of
Proof. Analogous to [15] , Appendix A. r
The identification (1.12) is obtained by using Lemma 1.15:
Using Dolbeault Lemma 1.14(ii), theÃ -acyclicity of E mod; an P
, we find that the previous complex is
Comparison with the analytic Fourier transform. Proposition 1.18. Under the identification (1.12) (and its complex conjugate for i
Proof. We will sheafify below the construction ofk k. Let us begin with a basic fact. Let h ¼ wðt; tÞ dt5dt be a 2-form, with w A E mod c
e ttÀtt h its Fourier transform relative to t. It is a function of t.
Lemma 1.19. With these assumptions, for all integers p f 0 and N f 0, there exist q ¼ qðK; p; NÞ A N and C ¼ CðK; p; NÞ > 0 such that
Proof. This is a variant of the fact that t 7 ! Ð A A 1 e ttÀtt cðtÞ is in the Schwartz class when c has compact support. r Lemma 1.20. Let U be an open set ofP P 1 ,Û U be an open set ofÂ A 1Ã and u be a moderate distribution on U (relative to e À1 ðyÞ X U ). Then the correspondence E mod c ðU ÂÛ UÞ dt5dt C h 7 ! hu; F t ðhÞi defines an element of Db <0 ðU ÂÛ UÞ.
Proof. As u is moderate, for any compact set L of U there exist p and a constant
( ) e CN p ðjÞ. One can take j ¼ F t ðhÞ and L ¼ projection of K; j has rapid decay, as well as all its derivatives, after the previous lemma, and one gets, for any N f 0, 
Àtt and sections of
tt with values in the sheaf of a þ b-currents Db <0; aþb P P 1 ÂÂ A 1Ã by setting, for any 4 À ða þ bÞ-form h with coe‰cients in E
with support in the open set where the sections are defined,
We note that the right-hand term is meaningful because of Lemma 1.20.
and induces (1.9), as obtained from (1.1), at the level of the associated simple complexes.
Sketch of proof. The first point follows from the sesquilinearity of k. By Lemma 1.15, the left-hand term is a resolution of b
, and by Proposition 1.14(iii), the right-hand term is a resolution ofl l ! C A 1 ÂÂ A 1Ã . As, in any case, the morphism induced by f k B k B coincides with (1.9) along e À1 ðyÞ (where both are zero), it is enough to show the coincidence locally on A 1 ÂÂ A 1Ã , where the result is standard. r
In order to compute analytically the pairing c k B k B , we resolve the de Rham complexes above with coe‰cients in A mod P P 1 ÂÂ A 1Ã by C y de Rham complexes with coe‰cients in E mod; añ P P 1 ÂÂ A 1Ã in order to getq q-acyclicity. Then, c k B k B is obtained by applyingÃ to the pairing À E mod; an; 1
<0; ð1; 1Þ
Comparing then to (1.7), we get the assertion of Proposition 1.18. r 1.c. Twistor conjugation and twistor sesquilinear pairings. We now work on the projective line P 1 equipped with two a‰ne charts W 0 and W y , and we denote by z (resp. z 0 ) the coordinate in the chart W 0 (resp. W y ) with z 0 ¼ 1=z.
Twistor conjugation. In this setting, we denote by c the conjugation functor considered in §1.a and, if s : P 1 ! cP 1 or cP 1 ! P 1 is the map5) z 7 ! À1=cðzÞ or cðzÞ 7 ! À1=z, we denote by the functor s Ã c. We call it the geometric or twistor conjugation functor.
5)
Where we use the notation c for the usual map sending a complex number to its conjugate, not to be confused with the conjugation functor or the conjugation morphism, also denoted by c.
For instance, if H is an
In the following, we denote by S the circle jzj ¼ 1 and by O S the sheaf-theoretic restriction O W 0 jS (which can be identified with the sheaf of complex valued real-analytic functions on S).
Twistor sesquilinear pairing and objects of R-Triples(pt). Let H 0 , H 00 be two O W 0 -modules. A (twistor) sesquilinear pairing between these modules will be by definition an O S -linear morphism
In [22] , §2.1.b, we have denoted by R-Triples(pt) the category of such triples ðH 0 ; H 00 ; CÞ.
We say that such a triple is integrable if H 0 , H 00 are equipped with a meromorphic connection having a pole of order at most 2 at z ¼ 0 and no other pole (i.e., if they are equipped with an action of z 2 q z ) and if the sesquilinear pairing C satisfies where the action of zq z on H jS is defined as that of z À1 Á z 2 q z , and the action of zq z on O S is the natural one. We denote by R int-Triples(pt) the category of integrable triples.
jz30 the local systems ker z 2 q z . The local system attached to H 00 on z 3 0 is then s À1 cL 00 . Let us notice that, when restricted to S, s is equal to i (introduced in §1.a) and that, when restricted to the local systems, the sesquilinear pairing C takes values in the constant sheaf C S H O S defined as ker zq z . Therefore, the sesquilinear pairing of an object of R int-Triples(pt) is determined by the C-linear morphism (its restriction to horizontal sections):
Polarized twistor structures of weight 0. Let H 0 , H 00 be two vector bundles (of the same rank) on W 0 . We say that the object ðH 0 ; H 00 ; CÞ of R-Triples(pt) is a twistor structure of weight 0 if C defines a gluing between H 04 (dual bundle) and H 00 (in other words, C is nondegenerate) and if the resulting vector bundle on P 1 is trivial (as we assume that the weight is 0).
A polarization is then an isomorphism (that we usually assume to be the identity) between H 0 and H 00 (cf. [22] , §2.1.c) such that, if we set H ¼ H 0 ¼ H 00 , the sesquilinear pairing C : H jS n O S H jS ! O S is Hermitian (i.e., Cðm; mÞ ¼ Cðm; mÞ for local sections m of H jS and m of s À1 H jS ) and positive definite, i.e., there exists a C-vector space H H GðW 0 ; HÞ such that Twistorization. We will often use the following procedure, that we call twistorization, which replaces a usual sesquilinear pairing as in §1.a with a twistor sesquilinear pairing.
We consider the a‰ne line with coordinate y. Let us assume that we are given a free C½y-module G 0 of finite rank, equipped with a connection ' having Poincaré rank one at the origin (i.e., a pole of order two) and no other pole. We do not make any assumption on the behaviour of the connection at infinity, that will be lost anyway. Let us also assume that G :¼ C½y; y À1 n C½y G 0 is equipped with a sesquilinear pairing s : .3), compatible with the connection. Definition 1.25 (Twistorization). The twistorization ðG; G; CÞ of the data ðG 0 ; '; sÞ is the following object of R int-Triples(pt):
an (the analytization of ðG 0 ; 'Þ), and the variable y is renamed as z;
-the twistor sesquilinear pairing C : G jS n O S G jS ! O S (where G is the twistor conjugate of G) is obtained from (1.24), where we take for L 0 ¼ L 00 the local system ker ' an and for C the restriction of s to this local system, when restricted to S ¼ fjzj ¼ 1g.
We equip this object with the sesquilinear duality S ¼ ðId H ; Id H Þ.
1.d. Fourier-Laplace transform of a filtered C[t]
hq t i-module with a sesquilinear pairing. In this paragraph we associate to any holonomic C½thq t i-module M equipped with a good filtration F M and a sesquilinear pairing k : M n C M ! S 0 ðA 1 Þ an object ðG 0 ; '; sÞ as in Definition 1.25, in order, through the twistorization, to get an object ðH; H;Ĉ CÞ of R int-Triples(pt). Let us note that ðG an ; '; sÞ has yet be obtained in (1.3), and we are left to define G 0 .
Saturation of lattice in a holonomic C[t]hq t i-module. Let M be a holonomic C½thq t i-module and let L be a lattice of M, that is, L H M is a C½t-submodule of finite type and M ¼ C½q t Á L (notice that the generic rank of L as a C½t-module may be strictly smaller than that of M ). We set G :¼ M½q
is known that G is also holonomic as a C½thq t i-module) and we denote by c loc loc : M ! G the natural morphism (the kernel and cokernel of which are isomorphic to powers of C½t with its natural structure of left C½thq t i-module). Let us set 
Moreover, for any l A Z, let us define G The case of a filtered C[t]hq t i-module. Let us now assume that ðM; F MÞ is a C½thq t i-module equipped with a good filtration. Let p 0 A Z. We say that F M is generated by F p 0 M if, for any l f 0, we have
and which is stable by the action of y 2 q y ¼ t. we associate to such data an object ðH; H;Ĉ CÞ of R int-Triples(pt) by using the twistorization process of Definition 1.25 applied to the filtered Laplace transform of ðM; F MÞ:
(the analytization of the object defined by (1.28)), by renaming z the variable y ¼ t À1 ¼ q À1 t , and we define the action of z 2 q z as being that of t,
-the sesquilinear pairing (1.5) induced by F t k is now regarded as a sesquilinear pairing (1.24), and therefore defines an integrable sesquilinear pairingĈ C : (ii) If M is assumed to have only regular singularities, then we may replace the datum of k with that of the topological k B . According to Proposition 1.18 and Lemma 1.8, the sesquilinear pairingĈ C is induced by i 2p c k B k B .
1.e. A criterion for the polarizability of (H, H,Ĉ C ). In order to understand the basic construction above, it is useful to associate to ðM; F M; kÞ an object of R int-TriplesðA 1 Þ before taking Fourier-Laplace transform. We will first work algebraically in the coordinates t and z.
The Rees module of a good filtration. Denote by R F M the Rees module L k F k Mz k , where z is a new variable. We have R F M H C½z; z À1 n C M and moreover
This is a C½t; zhp t i-module6) (p t acts as z n q t ). It is integrable, the z 2 q z -action being the natural one.
We define the conjugate object in a mixed sense: we use the standard conjugation with respect to the t-variable and the twistor one with respect to the z-variable. In particular, the conjugate C½z; z À1 n C M is C½z; z À1 n C M with the twistor-conjugate structure of C½z; z À1 -module.
If k is a sesquilinear pairing on M, then we extend it by C½z; z À1 -linearity as
Clearly, C satisfies the integrability condition like (1.23). where Db P 1 ÂS=S denotes the sheaf of distributions on P 1 Â S which are continuous with respect to z A S (see e.g., [22] , §0.5).
Main Theorem 1.32. Let M be a regular holonomic C½thq t i-module equipped with a good filtration F M and a sesquilinear pairing k : M n C M ! S 0 ðA 1 Þ. Let us assume that the associated object À MðÃyÞ; MðÃyÞ; C Á of R int-TriplesðP 1 ÞðÃyÞ is the localization away from y of a polarized regular twistor D-module of weight 0 on P 1 with polarization ðId; IdÞ (cf. [22] , Def. 4.1.2 and 4.2.1). Then the object ðH; H;Ĉ CÞ associated to ðM; F M; kÞ is an integrable polarized twistor structure of weight 0 with polarization ðId; IdÞ.
Let us express the result without using the language of twistors when p 0 ¼ 0. Denote by y the variable t À1 . Then G 0 associated to M 0 ¼ F 0 M is a free C½y-module of finite rank 6) We denote by C½t; zhp t i the Rees ring associated to the filtration of C½thq t i by the order of operators, where we forget the grading; it is the free algebra generated by the polynomial algebras C½t; z and C½p t modulo the relation ½p t ; t ¼ z. Let us notice that the basis o is in general not contained in G 0 (which is a natural C½y-submodule of GðD; G an 0 Þ), i.e., cannot be obtained by an algebraic base change from a basis of G 0 . In other words, G 0 and C½y Á o correspond to distinct algebraic extensions of G an 0 . Indeed, on the one hand, the connection q y on G 0 has a regular singularity at y ¼ y (asM M has a regular singularity at t ¼ 0). On the other hand, the connection q y on C½y Á o has an irregular singularity at y ¼ y as soon as it has an irregular singularity at y ¼ 0. (i) In Example 1.6(i), we can take F 0 M ¼ C Á m, which generates a good filtration. We haveM M ¼ C½tE Àct , G ¼ C½t; t À1 E Àct , and G 0 is the sub C½y-module generated by m. We search for o A G an 0 of the form f ðyÞm. We have F t kðm; mÞ ¼ e ctÀct ¼ e c=yÀc=y . When restricted to jyj ¼ 1, this is written as e cyÀc=y . Going to the twistor variable y 7 ! z, and using twistor conjugation, this is written as f ðzÞ f ðzÞ with f ðzÞ ¼ e cz . We can then choose o ¼ e Àcy m.
(ii) In Example 1.6(ii), m remains a generator of G 0 and, as jtj ¼ 1 on S 1 , we can take o ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi GðÀaÞ=Gða þ 1Þ p m.
Proof of the Main Theorem
Let M be a regular holonomic D P 1 -module equipped with a good filtration F M and a sesquilinear pairing k : M n C M ! Db P 1 . All these data can be localized away from y and, by taking global sections, we obtain ðM; F M; kÞ as in the Main Theorem.
2.a. The Rees module and its Laplace transform.
We consider the Rees module R F M associated to the filtration F M , and its analytization (with respect to z) that we denote by M. The conjugation is now taken in the usual sense with respect to the variable of P 1 and in the twistor sense with respect to the variable z as in §1.e (cf. [22] , §1.5.a).
As in §1.e, we construct a sesquilinear pairing C : M jS n O S M jS ! Db P 1 ÂS=S from k. Localizing away from y gives the situation considered in §1.e.
The assumption made in the Main Theorem is that there exists ðM ; F M ; kÞ such that the object ðM; M; CÞ (equipped with the isomorphism S ¼ ðId; IdÞ) is a polarizable regular twistor D-module of weight 0.
Then, by [21] , Theorem 1 (with its correction in the erratum to [21] ), the FourierLaplace transform ðM M;M M;Ĉ CÞ of ðM; M; CÞ with polarization ðId; IdÞ is a polarizable regular twistor D-module of weight 0 on the Fourier plane with variable t, equipped with its analytic topology (that is, forgetting the behaviour at t ¼ y)7). In particular, its fibre at t ¼ 1 is a polarizable twistor structure of weight 0.
The proof of the Main Theorem therefore reduces to the identification of this fibre with the object constructed in §1.d. -the C½t; t À1 -structure is the natural one;
2.b. Laplace transform of the
-the multiplication by z is given by z Á ðt l n gÞ ¼ t lþ1 n ðq À1 t gÞ, i.e., z Á ¼ ðt n q À1 t Þ;
-the action of p t is given by p t ðt l n gÞ ¼ t l n ½ðlq À1 t À tÞg, i.e.,
We see in particular that the fibre of d
Proof. By definition, d
R F M R F M is included in C½z; z À1 n C M, and the action of t is induced by z n q t . By localization we thus have
where t still acts as z n q t . The localized module C½t; 
More precisely, the proof in [21] is given when the twistor object ðM; M; CÞ is simple and supported on P 1 ; the case when it is supported on a point is easy, as it reduces to Example 1.33(i).
in order to understand this action, recall that d R F M R F M can be regarded as the cokernel of the map
the action of p t , resp. z 2 q z , on this cokernel is induced by that of e tt=z p t e Àtt=z , resp. e tt=z 2q z e Àtt=z ; the latter is written as z 2 q z þ tt and is translated by the formula above. The localized Laplace transform also has such an action. On the model C½t; t À1 n C G ðF Þ 0 , where the multiplication by z is given by the action of t n q À1 t , the action of z 2 q z is given by that of t n t.
We thus see that the fibre of d with respect to y) with its y 2 q y -action.
2.c. Identification of the sesquilinear pairings.
For any twistor D-module, the sesquilinear pairing is defined away from z ¼ 0. Let us begin thus by giving a more precise iden-
Let us localize with respect to z the module considered in Lemma 2.1. If we first localize d R F M R F M with respect to z, we obtain the module C½z; z À1 n C M. Then, localizing with respect to t gives C½z; z À1 n C M½q À1 t . We also have a description of this module as C½t; t À1 n C G if we set G ¼ M½q
À1
t . It comes equipped with an action C½t; t À1 ; z; z À1 hq t ; q z i by localization of that on d
Let us denote y ¼ t À1 and set h ¼ q À1 t acting on G, so that t acts as h 2 q h . Let us give the explicit form of the action on C½t; t À1 n C G ¼ C½y; y À1 n C G. The action of z is by y À1 n h, that of q z is by y n q h . On the other hand, the action of y is by y n 1 and that of q y is by q y n 1 þ y À1 n hq h ¼ q y n 1 þ zð1 n q h Þ (using that q y ¼ Àt 2 q t ).
Consider the morphism p : C Ã Â C Ã ! C Ã defined by ðy; zÞ 7 ! h ¼ zy. Then the previous module C½y; y À1 n C G is nothing but the inverse image (in the sense of D-modules)
In particular, ifV V denotes the local system attached toV V ¼ G an on C Ã , we see that the local system attached to d
Let u be a temperate distribution on A 1 (coordinate t). Let m; m A M and u ¼ kðm; mÞ A S 0 ðA 1 Þ. Then, when restricted to t 3 0, the distribution F z u is C y with respect to ðt; zÞ (being locally part of a horizontal section of an inte-grable connection). Working with the variable y ¼ t À1 , we see that F z u is the inverse image via the map p : ðy; zÞ 7 ! h ¼ zy of the usual Fourier transform of the distribution u restricted at h À1 3 0 (the kernel is exp À 2i Imðt=hÞ i 2p dt5dt).
The sesquilinear pairing k : M n C M ! S 0 ðA 1 Þ extends to a sesquilinear pairing (where conjugation is taken in the twistor sense with respect to the variable z) 
S=SÞ by composing R F k with the Fourier transform F z . If one also restricts to t 3 0, one sees that such a sesquilinear pairing takes values in C y functions. Let us notice that F z R F k was denotedĈ C in [22] , §8.2.c, as the definition of direct image of a twistor D-module involves a factor 1=2pi in the pairing.
We wish to show that the restriction of F z R F k to t ¼ 1 (that is, y ¼ 1) induces on G an 0 the pairing defined by the basic correspondence.
Recall that we set
Recall also that, on S, we have sðzÞ ¼ À1=cðzÞ ¼ Àz ¼ iðzÞ.
If we use the involution i : h ! Àh, we see that ðF z R F kÞ jS 1 ÂS is p À1 of the sesquilinear pairing ðF t kÞ B :V V jS 1 n C i
À1V
V jS 1 ! C S 1 . The restriction to y ¼ 1 (that is, t ¼ 1) of F z R F k thus coincides with ðF t kÞ B at the level of horizontal sections, as was to be proved. r 2.d. Dilatation. We will now identify the fibre at t ¼ t o 3 0 of the twistor object We then clearly have m 
Given a filtered

Variations of polarized complex Hodge structure and polarized twistor D-modules
We will associate to any variation of polarized complex Hodge structure8) of weight 0 on P 1 nP (where P is a finite set of points) a set of data ðM; F M; kÞ as in the basic correspondence of Def. 1.29. In §3.g we will show that the assumptions of the Main Theorem are satisfied for these data. This will allow us to apply it to a variation of polarized complex Hodge structure and obtain Corollary 3.15, which is the main result of this section.
The properties we want would basically follow from Schmid's results [26] (at least if we assume that the local monodromies of the variation are quasi-unipotent; for variations defined over R, see [28] , §11). Nevertheless, we will directly construct the twistor D-module, using the general results of [27] , as translated in terms of twistor D-modules in [22] , Chap. 5. Our objective is to make clear the characterization of those polarized twistor D-modules which come from a variation of Hodge structure. The study of smooth objects is made in §3.e and their extension to P 1 in §3.g.
The variation of polarized complex Hodge structure we start with is a set of data defined on P 1an nP (cf. §3.a). We want to extend these data to P 1 . The problem is local near each puncture in P, so we work locally analytically near each puncture. We denote by X the disc of radius 1 centered at the origin in the complex plane with coordinate x and we denote by X Ã the punctured disc X nf0g.
3.a. Variation of polarized complex Hodge structure on X * . We consider on X Ã a variation of complex Hodge structure of weight 0, which is polarized. It consists in giving a C y vector bundle H on X Ã equipped with a flat connection
Àp as the weight is 0) and a Hermitian metric h on H, satisfying the following properties:
We restrict the study to weight 0 for the sake of simplicity.
-the decomposition is orthogonal with respect to h and the nondegenerate Hermi-
-(Gri‰ths' transversality)
ð3:1Þ
We define the (increasing) Hodge filtration F H as
We denote by ðV ; 'Þ the holomorphic bundle with connection ðker D 00 ; D 0 Þ and we set
The triple ðH; D; hÞ is harmonic (cf. [27] ), the metric connection D h (resp. the Higgs field y) is obtained by composing D with the projection on the first (resp. second) factor in (3.1). In particular, D h respects the decomposition. 3.b. The D-module associated to a variation of polarized complex Hodge structure. We first extend the holomorphic vector bundle with connection ðV ; 'Þ as a meromorphic vector bundle with regular connection on X . We denote by j : X Ã ,! X the open inclusion.
Theorem 3.3 (cf. [26]). (i)
The O X ½1=x-module ð j Ã V Þ mod H j Ã V of local sections of j Ã V on X, the h-norm of which has moderate growth near the origin, is free of rank rk V. We denote it by M ½1=x.
(ii) The connection ' is meromorphic on M ½1=x and has a regular singularity at the origin.
(iii) Each term ð j Ã V Þ b ðb A RÞ of the parabolic filtration of h at the puncture-defined as the O X -module of local sections v of j Ã V such that, for any e > 0, jxj Àbþe kvk h is bounded near the origin-is a locally free O X -module of rank rk V.
, its residue has b as unique eigenvalue. In particular, the filtration ð j Ã V Þ of ð j Ã V Þ mod coincides with the (decreasing) Malgrange-Kashiwara filtration V b ðM ½1=xÞ.9)
The parabolic filtration ð j Ã V Þ is decreasing and we will usually consider the associated increasing filtration
Sketch of proof. One reduces to variations defined over R in a standard way. Then the result is essentially proved in [26] (cf. also [28] , §11). r Remark 3.4. The basic result of Schmid that the h-norm of D-horizontal sections has moderate growth near the origin is equivalent to saying that the harmonic bundle ðH; D; hÞ is tame in the sense of [27] . Theorem 3.3 is proved in this more general setting of tame harmonic bundles in loc. cit. We will use the more general version stated at the level of twistor D-modules in §3.g.
The O X ½1=x-module with connection ðM ½1=x; 'Þ is thus a D X -module with regular singularity at 0. Denote by M its minimal extension at the origin: by definition, this is the D X -submodule generated by ð j Ã V Þ <0 in M ½1=x. For a < 0, the filtration ð j Ã V Þ a of M is nothing but the V -filtration of Malgrange-Kashiwara at the origin, that we denote10) by V a M . On the other hand, the sesquilinear form k also extends as a sesquilinear pairing
3.c. Extending the sesquilinear pairings. By definition (and by Cauchy-Schwarz), the metric h extends as a O
loc; X ðvolÞ: this is seen, using Schmid's results, by considering the matrix of the base change between a horizontal basis of V , where k is constant by flatness, and a basis of V <0 M ; this will be also recovered in §3.g where we will also obtain: Proposition 3.5. The sesquilinear form k is V 0 D X n C V 0 D X -linear and extends in a unique way as a D X n C D X -linear form
Remark 3.6. To be more precise, the pairing k takes values in the subsheaf of regular holonomic distributions (cf. [12] , [3] for such a notion, which will not be used here).
3.d. Extending the Hodge filtration.
We wish to define a good filtration F M on M , starting from the Hodge filtration F V . We follow [23] , §3.2. We first set, for any p A Z, 9) Recall that, as x is invertible on M ½1=x, the Malgrange-Kashiwara filtration of M ½1=x is the unique filtration by locally free O X -modules of finite rank such that the connection ' on V b has a logarithmic singularity at 0 with residue having b as unique eigenvalue.
10) The letter V here should not be confused with the previous notation, corresponding to the holomorphic bundle; it is the standard notation for the Malgrange-Kashiwara filtration.
This is clearly an O X -module, we have q x F p M H F pþ1 M for any p A Z, and
For any a < 0 we have
Indeed, the inclusions H are clear. On the other hand, we have
For such an a, there is no ambiguity to denote by F p V a M any of the expression in (3.9). (ii) The filtered D X -module ðM ; F M Þ is strictly specializable at x ¼ 0, that is, (a) for any a < 0 and any p A Z, we have x Á F p V a M ¼ F p V aÀ1 M , (b) for any a f À1 and any p, we have
It follows from (i) that F p M is (locally) free as an O X -module, as it has no O X -torsion (being contained in M ½1=x).
Sketch of proof.
The O X -coherence of F p V <0 M is the main point. It can be obtained from Schmid's Nilpotent Orbit Theorem [26] , but we will recover it in §3.g. The coherence of F p M follows, hence (i). For (ii), argue as in [23] , Prop. 3.2.2. r 3.e. The smooth polarized twistor structure associated to a variation of polarized complex Hodge structure. Let ðH; D; kÞ be a variation of polarized complex Hodge structure of weight 0 on a Riemann surface Y (we will take Y ¼ P 1 nP or Y ¼ X Ã , the punctured disc). Let ðV ; 'Þ be the corresponding holomorphic bundle with holomorphic connection and F V its increasing Hodge filtration, as in §3.a. Lemma 3.11. The triple T ¼ ðR F V ; R F V ; R F kÞ equipped with the polarization S ¼ ðId; IdÞ is a smooth polarized twistor structure of weight 0.
Proof. It is enough to show that each fibre of T over Y is a polarized twistor structure of weight 0; we can therefore assume that Y is a point, so that there is no di¤erence between V and H. We are reduced to finding a C½z-basis e of R F V which is orthonormal for R F k (cf. [22] (i) T is integrable.
(ii) H 0 is relatively logarithmic, i.e., stable under zq z (and not only under z 2 q z ).
(iii) The monodromy of the flat connection on H 0 jz30 around z ¼ 0 is the identity.
Proof. The conditions are necessary: this clearly follows from the definition of the z 2 q z -action on R F V for 3.13(i) and (ii); localizing along z ¼ 0 (i.e., tensoring with O Y ½z; z À1 ) changes R F V to C½z; z À1 n C V and the q z -action is trivial on 1 n V . This gives (iii). 
hence is locally free. Moreover, the integrability of the connection
and that this filtration satisfies Gri‰ths transversality q y F k H F kþ1 . Let us also notice that the filtration F V is the filtration by the order of the pole when V is considered as a sub- (d) The integrability property for C shows that, when restricted to F kjS n O S F ljS , C is homogeneous of degree ðk À lÞ with respect to zq z . Therefore, C takes the form R F k for some sesquilinear pairing k on V .
Let us indicate the proof of Step (a). This is a particular case of the Levelt normal form with parameter. Take a local coordinate y on Y and choose a local basis of H 0 jz¼0 . The matrix of the connection in this basis can be written as A Aðy; zÞ dz z þB Bðy; zÞ dy z ;
whereÃ A andB B are holomorphic. As the monodromy relative to z is unipotent (being the identity), the characteristic polynomial ofÃ Að0; yÞ is constant and its roots are integers. Therefore, one can assume thatÃ Að0; yÞ ¼ D þ Nð0; yÞ, where D is diagonal with integral eigenvalues and Nð0; yÞ is strictly upper triangular and commutes with D.
Arguing as for the construction of the Levelt normal form (see e.g., [20] , Exer. II.2.20), it is then possible to find a finite number of (possibly nonzero) holomorphic matrices A j ðyÞ such that ½D; A j ¼ ÀjA j ð j A N Ã Þ and a formal serieŝ After the formal meromorphic base change with matrixP Pðy; zÞz ÀD , the matrix of zq z is Nð0; yÞ þ P j A j ðyÞ (see e.g., loc. cit.) and therefore, restricting to curves y ¼ y o and applying the classical theory of di¤erential equations with regular singularities in dimension one, the monodromy around z ¼ 0 is exp À2pi Nð0; yÞ þ P j A j ðyÞ . The assumption that the monodromy around z ¼ 0 is the identity is then equivalent to the vanishing of each term in the sum.
Applying now the formal base change with matrixP Pðy; zÞ instead ofP Pðy; zÞz ÀD , we find that in the new (formal) basis, the matrix of the connection is written as D dz z þB Bðy; zÞ dy z ;
whereB B ¼P P
À1B
BP P þ zP P À1 qP P=qy is a formal series in z with holomorphic coe‰cients in y. In particular, we haveB Bð0; yÞ ¼B Bð0; yÞ and the integrability condition implies zqB Bðy; zÞ=qz ¼ ½B B; D þB B. Expanding this equality with respect to powers of z shows that B B is a polynomial in z with holomorphic coe‰cients in y. The new matrix has the desired form.
Last, the formal matrixP P is a horizontal section of a holomorphic bundle with meromorphic connection having regular singularities along z ¼ 0 (in order to justify this statement, let us remark that is so for its restriction to curves y ¼ y o ; we then apply the regularity criterion in [6] ). It is therefore convergent. r 3.g. The polarized twistor D-module associated to a variation of polarized complex Hodge structure. Let ðH; D; kÞ be a variation of polarized complex Hodge structure of weight 0 on P 1 nP. By the results of § §3.b, 3.c and 3.d applied to the neighbourhood of each point of P, we associate to it a filtered D-module ðM ; F M Þ on P 1 equipped with a Hermitian pairing k : M n C M ! Db P 1 .
The main result of this section is:
Proposition 3.14. The object of R-TriplesðP 1 Þ associated to ðM ; F M ; kÞ is a polarized regular twistor D-module of weight 0 on P 1 .
If ðM; F MÞ denotes the (global sections of ) the localization away from y of ðM ; F M Þ and if k denotes the associated Hermitian pairing with values in S 0 ðA 1 Þ, it follows that the Main Theorem of §1.e applies to ðM; F M; kÞ:
Corollary 3.15. Let ðH; D; kÞ be a variation of polarized complex Hodge structure of weight 0 on P 1 nP, let ðM; F MÞ be the corresponding filtered C½thq t i-module and still denote by k the extension of k as a sesquilinear pairing M n C M ! S 0 ðA 1 Þ. Then the associated object ðH; H;Ĉ CÞ through the correspondence 1.29 is an integrable polarized twistor structure of weight 0 with polarization ðId; IdÞ. r In order to prove Proposition 3.14, we will directly construct a twistor D-module extending the one attached to the variation on P 1 nP, and show that this object takes the form ðR F M ; R F M ; R F kÞ for some filtration F on M and sesquilinear pairing k. We will then show that the filtration F and the sesquilinear pairing k coincide with those defined in § §3.b, 3.c and 3.d. This will give in particular the finiteness results obtained there using Schmid's results.
Extending (HO, HO, C ) . Denote by ðH 0 ; H 0 ; CÞ the analytic triple attached to ðH; D; hÞ as in §3.f, with polarization ðId; IdÞ. We have yet seen that the results of Schmid imply that the harmonic metric h is tame near the punctures. In [22] , Cor. 5.3.1, we have constructed, as a consequence of the results of [27] and [2] , an object T ¼ ðM; M; CÞ which is a polarized twistor D-module if we take ðId; IdÞ as the polarization, such that it restricts to ðH 0 ; H 0 ; CÞ on P 1 nP. More precisely, we have also defined the extension
0 , which is a locally free O P 1 -module (where P 1 ¼ P 1 Â W 0 and W 0 is defined in §1.c), where j : P 1 nP ,! P 1 denotes the open inclusion (and also the same inclusion after the product with W 0 ). Let us notice that, as the eigenvalues of the local monodromies of ðH; DÞ near the punctures have modulus equal to one (cf. [26] ), the V -filtration constructed in [22] is defined globally with respect to z and not only locally near each z o . We will show that ðM; M; CÞ is the analytization of some ðR F M ; R F M ; R F kÞ.
Extending R F V. Let us first show the existence of R F V <0 M . Proof. Let us work near a puncture, with local coordinate x. Recall (cf. [22] , Cor. 5.3.1) that V <0M M is defined as the subsheaf of j Ã H 0 , the germ at ð0; z o Þ of which consists of local sections m such that lim
Let X denote a small disc centered at x ¼ 0, X Ã the punctured disc and X the closure of X . Choose an orthonormal basis ðe p; j Þ of H on X Ã , which is adapted to the decomposition H ¼ L The condition that m is a local section of V <0M M is then equivalent to the fact that, for any p, j, the map z 7 ! ½x 7 ! xf p; j ðx; zÞz p is a holomorphic function from a neighbourhood of z o to the Banach space of continuous functions on X vanishing at 0. It is then clear, from Cauchy's inequality, that jxj Á kzq z mk p Ã h e cjxj Á kmk p Ã h for some c > 0. r It follows that V <0M M is a locally free O P 1 -module with a meromorphic connection ' having regular singularities along its polar locus fz ¼ 0g W ðP Â W 0 Þ. Let us also notice that, as we have seen in §3.f, the monodromy around z ¼ 0 is the identity. 
Proof. Let us fix a local coordinate x on a small disc X centered at a puncture and a local basis of V <0M M near the point ð0; 0Þ. The matrix of the connection in this basis can be written asÃ Aðx; zÞ dz z þB Bðx; zÞ dx zx withÃ Aðx; zÞ,B Bðx; zÞ holomorphic.
The argument used in the proof of Proposition 3.13 extends to the present situation:
-For
Step (a), we can apply exactly the same arguments; at the end, we find thatP P is a z-formal horizontal section of a holomorphic bundle with meromorphic connection on X having poles along fz ¼ 0g W fx ¼ 0g; moreover, the restriction to the curves x ¼ x o 3 0 and z ¼ z o 3 0 of this bundle with connection has a regular singularity at the origin, as can be seen on its matrix; after Deligne's criterion in [6] , the meromorphic connection has regular singularities; it follows that any formal solution is convergent.
-Similarly, for
Step (b), we apply the same argument, where the O X -module ker zq z is now called V <0 M instead of V .
-The bundle Hom O X ðO X n O X ½z R F V <0 M ; V <0M MÞ is naturally equipped with a meromorphic connection having regular singularities along fz ¼ 0g W fx ¼ 0g; we have constructed a germ of horizontal section of this bundle on X Â D, where D is a neighbourhood of 0 in W 0 , which is an isomorphism of bundles with connection; it extends in a unique way by horizontality as a section on X Ã Â W 0 , and is at most meromorphic along fx ¼ 0g Â W 0 ; it is in fact holomorphic along fx ¼ 0g Â W 0 , being yet holomorphic along fx ¼ 0g Â D; this gives Step (c); in particular, we have identified
-The equality C ¼ R F k holds away from fx ¼ 0g, and both are L 1 loc along fx ¼ 0g (cf. [22] , §5.3.c, for C), thus they coincide as sesquilinear pairing taking values in distributions, hence Step (d). r Lemma 3.18. The filtration F V <0 M satisfies (3.7).
Proof. Looking back to
Step (b) in the proof of Proposition 3.13, the assertion is equivalent to saying that the order of the pole along z ¼ 0 can be computed away from fx ¼ 0g. r
The minimal extension. We now construct R F M . We continue to work locally near a puncture. We denoteM M ¼ O X ½x À1 n O X V <0M M and we denote by M the R X -submodule generated by V <0M M inM M. It is clear thatM M H j Ã H 0 is stable by zq z . Let us notice moreover that M is so, according to the commutation relation zq z p x ¼ p x ðzq z þ 1Þ. We can therefore defineM M and M by the procedure above, i.e., by taking the kernel of the action of zq z on the z-localized modules. We similarly get a filtration F on these modules.
We have then R FM M ¼ O X ½x À1 ; z n O X ½z R F V <0 M and R F M is identified with the R F D X -submodule generated by R F V <0 M in R FM M . We conclude that M is a minimal ex-tension (i.e., D X -generated by V <0 M ) and that F M is a good filtration, as R F M is then clearly R F D X -coherent.
By localization with respect to x of the isomorphism in Lemma 3.17, we get an isomorphism O X n O X ½z R FM M ! @M M, and by taking the submodules generated by R F V <0 M , we get O X n O X ½z R F M ! @ M.
Extending the sesquilinear pairing.
We have yet obtained a sesquilinear pairing k on V <0 M n C V <0 M with values in L 1 loc , such that the sesquilinear pairing C restricted to R F V <0 M n C½z; z À1 R F V <0 M coincides with R F k.
Consider local sections m 0 , m 00 of F k M and F l M . Then Cðm 0 z k ; m 00 z l Þ ¼ z k z l Cðm 0 ; m 00 Þ belongs to Db X ÂS=S , and so does Cðm 0 ; m 00 Þ. But m 0 , m 00 are obtained from V <0 M by acting di¤erential operators. It follows that, by sesquilinearity, Cðm 0 ; m 00 Þ is a distribution on X (i.e., does not depend on z), as this is true on V <0 M . We denote by kðm 0 ; m 00 Þ this distribution. Then, clearly, k is the desired extension, and it satisfies C ¼ R F k.
Description of the filtration F M . In order to end the proof of Proposition 3.14, it remains to identify the previously constructed filtration F M with that given by Formula (3.8).
Taking the degree p part in z of the equality R F M ¼ R F D X Á R F V <0 M of submodules of R FM M gives
which is exactly (3.8). r 4. Application to cohomologically tame functions on smooth a‰ne varieties 4.a. Cohomologically tame functions. Let U be a smooth complex a‰ne variety of dimension n þ 1 and let f : U ! C be a regular function on U. We say that f is a cohomologically tame function (cf. [18] ) if there exists a diagram
where X is quasi-projective and F is projective such that, for any c A A 1 , the support of the complex of vanishing cycles f F Àc Rk Ã Q U is contained in U. This implies in particular that the critical points of f in U are isolated. This also implies that the cone C of the complex k ! Q U ! Rk Ã Q U is such that f F Àc C ¼ 0 for any c A C, hence each cohomology sheaf of RF Ã C is (locally) constant on A 1 . We mainly use this last property, which has been considered by N. Katz [14] , Th. 14.13.3, in an arithmetic setting and in [18] in the complex setting (cf. also [16] , [17] , [9] and [8] 
